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ABSTRACT 
Wind Power installation in U.S. has increased tremendously in 2007, twice as much 
as the increase in 2006 [1]. With more and more wind power being integrated into power 
systems, it is important to investigate the wind integration effect with respect to increasing 
wind penetration levels. In the past few years lots much research has been performed in this 
area. [2], [3], [4] 
In this study, two parallel approaches, transient simulation and statistical analysis, are 
used to study the influence of increasing wind power penetration levels within a power 
system. Both of these methods support identification of the maximum wind penetration level 
in an existing power system.   
The transient simulation study provides a procedure for modeling user-defined DFIG 
wind generators using PSS/E 29.5 and Compaq Compiler 6.5. Three ways to increase wind 
penetration level are introduced. Under the same contingencies, a set of simulations is 
performed to compare the grid’s frequency response when wind penetration levels are 
increased from 2% to 8%.  
In the statistical analysis, first wind power capacity in each season and month is 
calculated based on one year’s wind data. Second, combined load-wind variability is 
calculated with respect to three time scales: hour to hour, ten-minute to ten-minute, and one-
minute to one-minute. Operational suggestions are provided in terms of operation services 
such as scheduling, load following, and regulation. Finally a storage system that provides a 
solution for mitigating the increasing load-wind variability when wind penetration level is 
increased is studied.
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CHAPTER 1.  INTRODUCTION 
1.1  Background: Renewable Portfolio Standards 
With the rapid grow of population and industrial development, maintaining an 
adequate energy supply has become more and more important both in industry and in daily 
life. Nowadays the industry has a higher standard for the energy sources. They should be 
efficient, economical and most importantly, environmentally sound.  
Wind power, one of the most heavily-used sources of renewable energy, has drawn 
the attention of industry and academic since the1980s. It has been demonstrated that wind 
energy is more feasible than other forms of renewable energy such as solar and geothermal 
on the GW level application [1]. At the same time, many studies have been performed to 
investigate the process and influence of integrating wind energy into existing power systems 
[2], [3], [4].  
However, although more wind energy has been produced during these years, the cost 
of applying this form of renewable energy is still relatively high compared with the 
traditional energy form. To stimulate market and technology development so that renewable 
energy, especially wind energy, will eventually be competitive with more conventional forms 
of electric power, most states have implemented a Renewable Portfolio Standards (RPS) 
policy. Renewable Portfolio Standards requires utilities to increase generation from 
renewable sources by supplying a specified minimum amount of renewable energy by a 
given date. The details of the renewable percentage and the deadline vary from state to state 
based on differing energy needs, transmission capability, and climate conditions.  
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Since 2003, more than 2,300 MW of new renewable energy has been produced, with 
wind power accounting for 1800MW [1]. It is expected that by the year 2020, RPS will 
provide support for a total of 46,270 MW of renewable power [1]. With the application of 
RPS, environmental pressure will be relieved. Taking Texas as an example, it is expected to 
annually reduce 3.3 million tons of 2CO  emission through the application RPS [1]. There are 
also several other market benefits due to this market-based renewable approach.  
All the States in U.S. can be categorized into the following three groups as shown in 
Figure 1: 
1) States with compulsive RPS requirements (28 States) 
2) States with RPS goals but not compulsive (5 States) 
3) States without RPS requirement (18 States). 
 
Figure 1.  Renewable Portfolio Standards (RPS) in U.S. 
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Most states in the Midwest area belong to the first group. It has been proven that 
technologies such as hydrogen and solar are costly so that they could not be implemented in 
significant amount. On other hand, hydro stations are highly geographically constrained by 
presence of water resources. However, wind power is not constrained to location like hydro, 
and wind power technology is cheaper than either solar or hydrogen technology. As a result, 
wind power seems to be a perfect candidate to nationally support the RPS. In particular, the 
midwest and southern areas contain abundant wind resources. Figure 2, which has been taken 
from a Department of Energy (DOE) website, shows the wind resource distribution within 
the U.S.  
 
Figure 2.  Wind Resource in U.S. 
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1.2  2007 U.S. and Iowa Wind Generation Installations 
During 2007, the U.S. wind industry increased dramatically. As can be seen from 
Figure 3, during this year 5,329 MW of new wind power capacity was installed throughout 
the U.S [1]. There is a cumulative total of 16,904 MW of wind power installed. This increase 
is twice that experienced during 2006 record. As mentioned earlier, the RPS policy accounts 
for this tremendous increase. With this quantity of increase, wind power supplied more than 
one third of all new U.S. electrical generating in 2007 [1].  
 
Figure 3.  Annual and Cumulative Growth in U.S. Wind Power Capacity 
 
Iowa is ranked forth on the list with respect to total U.S. wind energy production in 
2007 [5]. With abundant wind resources and long-term supportive policy, Iowa has gained 
significant experience in wind integration.  Iowa has a sound transmission system that can 
accommodate large wind farms and transmit wind power over long distances. MidAmerican 
Energy and Alliant Energy are the top two “wind” utilities in Iowa. They are working with 
the Iowa Utilities Board to increase the wind energy penetration level in Iowa.  
Figure 4 shows the wind expansion plan in Iowa. The gray histogram represents a 
wind industry plan advocated by the governor to realize the objective of 25% wind power 
generated by the year 2025. 
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Figure 4.  Annual and Cumulative Growth in Iowa Wind Power Capacity 
 
At the end of 2014, 30% of the electricity (5,025MW) will be generated from wind. 
In order to support such new wind power production, new transmission facilities must be 
built and better marketing mechanisms need to be designed.  
In Chapter 2, a MISO (Midwest Independent System Operator) transient simulation 
study will be introduced. In Chapter 3, using one-year wind data for Iowa, we calculated the 
wind power capacity factor. In Chapter 4, a statistical method will be used to find load-wind 
variability with respect to different time scales so as to provide suggested policies with 
respect to operational services such as scheduling, load following, and regulation. In Chapter 
5, a storage system will be analyzed as a possible solution to increasing variability when 
wind penetration level is increased. 
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1.3  Wind Issue Study Stages 
Wind integration is a comprehensive topic. Many studies of this topic have been 
performed with different focuses [2], [3], [4]. For example, with an increase in wind energy, 
new transmission capability must be designed to transmit wind power from the wind center 
to the whole grid. Also, because of differences between wind generators and conventional 
generators in terms of their dynamic models, wind power has a different effect on the real 
power balance and reactive behavior when the penetration level is increasing. As a result, 
voltage control and frequency response must be studied. Other aspects such as transient and 
oscillatory stability performance are also very important after wind power has been 
integrated into a power system. As far as the electric grid is concerned, wind issues may be 
divided into four topics:  
(1) Transmission  
(2) Reactive power and voltage control  
(3) Transient and oscillatory stability performance  
(4) Power balance issues 
Iowa State University has been working on topics 1 and 2 [6], and Arizona State 
University is studying topic 3. This thesis concerns topic 4: how wind will affect real power 
(MW) balance issues as penetration levels increase. 
There are several ways in which real power balance issues will manifest themselves, 
and these may be divided by time frames. In this thesis, two approaches are used to study the 
wind integration issue: transient simulation and statistical method, applied in different time 
scales as follows:  
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(1) Transient frequency simulation (from t = 0+ to 10 seconds). Chapter 2 deals with 
transient simulation and we divide this time frame into three time scales in terms of the 
following effects:  
• Proximity effect (t = 0+) 
• Inertial response (0+ < t < tgovernor seconds) 
• Governor response (tgovernor seconds < t < 10 seconds) 
 (2) Statistical Analysis (from 1 minute to several hours). Chapter 4 focuses on a 
statistical study, and the time frame is divided into three time scales based on the following 
operational services: 
• Regulation (one-minute interval): AGC (Automatic Generation Control) 
• Load following (ten-minute interval) (Economic Dispatch) 
• Scheduling (1-hour interval) (Unit Commitment) 
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CHAPTER 2.  TRANSIENT SIMULATION ON MISO SYSTEM 
2.1  Introduction 
In this chapter background about wind dynamic models used in this simulation is first 
introduced. A procedure to model wind generators in PSS/E 29 is provided (Appendix B). 
PSS/E (Power System Simulator for Engineering) from Siemens PTI (Power Technologies 
International) is the most heavily used software in the entire industry for electrical 
transmission planning. Next, three scenarios to increase wind penetration levels in the MISO 
(Midwest Independent System Operator) system are introduced and analyzed. Finally, in 
order to compare the difference between wind models and conventional models, a set of 
simulations is performed under the same N-1 contingency as well as an “extreme condition” 
resulting from the increase in wind penetration levels.  
2.1.1  Dynamic Wind Model 
The MISO Eastern Connection case is comprised of 20,000 buses supporting a total 
541 GW of generation of which 3.3 GW (0.61%) is from wind. Each system component 
(generator, load, branch, etc.) has two sets of data: dynamic data and power flow data, stored 
in files with suffixes of dyr and sav respectively. Especially for wind generators, dynamic 
data represents dynamic parameters for a single wind turbine, while power flow data 
represents power flow accumulated by wind turbines from a wind farm. During the 
simulation, instead of directly using a dynamic data file, PSS/E loads a “snapshot” file in 
which is stored all dynamic information.  
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Two types of dynamic generator modes are used in this simulation: standard models 
(for example, GENROE represents the “Round Rotor Generator”) and user-defined models 
(All wind models are user-defined models). During each simulation, PSS/E calls all the 
dynamic models through a library file (DSUSR.DLL). A new library file needs to be rebuilt 
after each modification (add, reduce, change or replace) of dynamic files.  
Each dynamic generator model (standard or user-defined) is equipped with different 
sub-models such as “Generator Model”, “Current Compensating Model”, “Stabilizer and 
Excitation Limiter Models”, “Excitation System Models”, and “Turbine Governor Models” 
(see PSS/E 29 Manual from 5.1.1.1 to 5.1.1.6.). Different types of generator may have 
different sub-models and parameter settings. In our particular case, the following 6 user-
defined wind models are applied: 
• Doubly-fed induction generator model including provision for rotor control using 
desired P and Q (DFIGPQ) 
• Vestas Induction Wind Generator Model (CIMTSS) 
• Vestas V80 Wound Rotor Induction Generator (VS80A) 
• Gamesa G80 Wind turbine wound rotor induction generator (G80_60) 
• GE Wind Turbine Doubly-Fed Wound Rotor Induction Generator (GEDFA) 
• Gamesa wind turbine generator (G8XDFG) 
In this study, we use the first of these (DFIGPQ) as the dynamic model for all the new 
wind generators. It has the following sub-models: 
• DFIGPQ (GE Wind Turbine Doubly-Fed Wound Rotor Induction Generator) 
• CGECN2 (GE Wind Turbine Generator Control) 
• TWIND1 (Wind Gust and Ramp) 
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• TSHAFT (Two mass Shafts) 
• GEAERO (GE Wind Turbine Aerodynamics) 
• TGPTCH (GE Pitch Control) 
• VTGTRP (Under/Over Voltage Generator Tripping Relay) 
• FRQTRP (Under/Over Frequency Generator Tripping Relay) 
These sub-models can be categorized into 3 groups:  
1. TBLCNC Model: TBLCNC is related to the modeling of machines and their 
control systems. It utilizes a set of tables which associate models and their data with 
machines and loads in the working case. DFIGPQ and CGECN2 belong to this category. 
2. CONEC Model: CONEC is related to the state-variable requirements given for all 
equipment in the network other than that related to the modeling of machines, their control 
systems, and loads. TWIND1, TSHAFT, GEAERO and TGPTCH belong to this category. 
3. CONET Model: CONET is responsible for the modeling of the network-related 
equipment described for all equipments in the network. Most of the CONET models are for 
relays. VTGTRP and FRQTRP belong to this category. 
TBLCNC Model can be changed easily in the PSS/D Dynamics Operation window. 
In order to change the other two types of models, dynamic data files need to be recompiled 
and a new library needs to be built. Appendix B provides a detailed procedure for modifying 
dynamic wind models in PSS/E 29.5.  
The parameter setting and description of DFIGPQ and its sub-models can be found 
in Appendix A.  
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2.1.2  Frequency Response after Generation Loss 
The frequency of a power system needs to be maintained to a nearly constant level, 
requiring a balance between generation and load. During an N-1 contingency, for example, a 
trip of one generator, the frequency will drop dramatically and this might lead to a series of 
events such as load shedding, generation interruption, or device damage. Conversely, if the 
system suffers an over-generation, the frequency will rise and there will also be many of the 
same problems as when there is an under-generation. As a result, the objective of power 
system control is to accommodate the imbalance between generation and load with respect to 
different time scales.  
We are concerned about a low frequency nadir for two reasons [7]. The first reason 
is under-frequency load shedding (UFLS) and the second is due to frequency relays that 
protect certain kinds of loads and generators. UFLS is used by utilities to protect against 
severe under-frequency conditions. For a particular frequency nadir, after a contingency, an 
operational scheme is designed to shed the appropriate load in order to prevent aggravating 
the frequency drop. NERC (North American Electric Reliability Corporation) has published 
the PRC-006 requirement: “Each Regional Reliability Organization shall develop, coordinate, 
and document an UFLS program”. The MRO (Midwest Reliability Organization) has 
performed an under-frequency load shedding study related to this requirement. The following 
table shows the load size needed to be shed at different frequency nadir set points [8]. If the 
frequency nadir is below 59.3 Hz, 6% of the initial load will be shed. The next setting point 
is 59.1 Hz and so on. 
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Table 1.  MRO UFLS Schedule 
 
High Speed Load 
Shedding Block 
Number 
Block Size % of 
Initial Load 
Frequency Set 
point (HZ) Relay Time (cy) 
Maximum 
Breaker Time (cy) 
1 6 59.3 6 8 
2 6 59.1 6 8 
3 6 58.9 6 8 
4 6 58.7 6 8 
5 6 58.4 6 8 
 
As discussed above, the difference between the wind dynamic model and 
conventional generator models regarding their response to grid frequency after a loss of 
generation must be carefully studied. In order to do that we first divide the whole process of 
frequency control into three control schemes reflecting different time scales [9]: 
• Proximity Effect (t = 0+) 
• Inertial Response (0+ < t < tg seconds) 
• Governor Response (tg seconds < t < tf minutes) 
Proximity Effect is applied immediately after t=0+. For a specific load change at t=0+, 
the amount of MW from a particular generator to compensate the imbalance is dependent on 
the electrical distance and angle difference between the generator and the load change. The 
closer the electrical distance and the smaller the angle difference, the greater this generator 
will compensate for the imbalance.  
Between t=0+ and t=tg.(the time point that governor effect occurs), the inertial 
responses occur immediately after loss of generation.  Equation 2.1 represents this situation 
[9]: 
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⎢⎢
⎣
⎡
=Δ
∑
=1                                                       (2.1) 
In this equation, each machines will response to a load change according to its 
proportional inertia. Conventional generator models such as GENROU (Round Rotor 
Generator) and GENCLS (Classical Model) have large inertial constants.  
The governor effect usually occurs after 0.5 sec. According to the Equation 2.2, the 
contribution to the MW imbalance from each machine is based on its rating proportional to 
the total rating of all generators in which the governor is modeled.  
 
ΔPmi =
SBi
SBi
i=1
n∑
ΔPL                                                          (2.2) 
For most of the GENROU models, the turbine governor speed control is modeled so 
that it is expected to observe a governor effect. However, the model of GENCLS in MISO 
system has no governor. As a result, for GENCLS the inertial response alone will determine 
the final steady-state frequency response. 
After a generation loss, the inertial effect and the governor effect contribute the 
majority of the frequency response. DFIG wind generator model models have no inertial 
constant and no governor control compared to conventional generators. As a result, when 
GENROU models are replaced by the DFIG wind model, both the inertial effect and the 
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governor effect will be eliminated, and, when the GENCLS are replaced, only the inertial 
effect is eliminated. Worse frequency response after generation loss is expected after 
replacement of conventional generators by wind models. In this study we only replace the 
GENROU models to observe an obvious phenomenon. In the following section, three 
different ways to increase the wind penetration level is introduced and, for each one, 
simulation results are given in terms of increasing wind penetration levels. 
  
2.2  Simulation Results 
2.2.1  Three Scenarios to Increase Wind Penetration 
In order to study the different responses of wind generators and conventional 
generators under the same loss of generation, we will find the frequency nadir after the 
largest unit is dropped (worst contingency). A set of similar simulations will be performed 
when wind penetration levels (2%, 4%, and 8%) are increasing. With respect to developing 
an approach to increase wind penetration levels, three different scenarios are introduced as 
follows: 
• Scenario 1: Unit De-Commitment. In this scenario, the conventional generator models 
are replaced by the wind generator models while the total generation and load 
remained unchanged, which means the power flow is the same as that before the 
replacement. Because DFIG wind models provided little inertial support and governor 
effect to the system compared with conventional generator models, we expect to 
observe a lower frequency drop after the loss of generation for the wind models. 
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• Scenario 2: Load increasing.  In this scenario, new wind generation is added to some 
buses and is balanced by new loads at the same buses, achieving an increased wind 
penetration. However, because the load and the wind generator have little frequency 
sensitivity, the total inertia of the system remains nearly unchanged. At the same time 
the total generation is increasing, so that in this scenario, it is expected to see the 
frequency nadir increasing with the increase of wind penetration levels because the 
proportion of loss generation to total generation is reduced. 
• Scenario 3: Decreasing Generation without Committing the Unit. In this scenario, the 
total load is kept unchanged while the outputs of some conventional generators are 
reduced to zero, but since these generators are still in service, and their inertias are 
still providing support to the system. New wind generators with same amount of 
output are added in addition to these conventional ones at the same buses. In this 
scenario, the power flow case remains the same. Total inertia as well as total output 
are almost the same as the base case, so that the frequency response will be better 
than scenario 1 while not as good as scenario 2 when wind penetration is increasing.  
The existing wind penetration level in this system is 0.6%. In following section, the 
base case frequency nadir after the contingency is compared with other scenarios in which 
the wind penetration levels are increased. After the simulation under worst contingency is 
performed for all these cases, we also simulate an “extreme condition”, in which 10 GW of 
generation is tripped.  
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2.2.2  Simulation Results 
The worst contingency was performed at different wind penetration levels for all 
three scenarios. The generator with largest MW output (2.9 GW) is the nuclear power plant 
located in Florida (FLC: Florida Light Company) at bus 40195. We set bus 99010 (MEC: 
MidAmerican Energy Company) as the monitored bus for the grid frequency change.   
The approach to increase wind penetration levels is explained below: For all three 
scenarios, the new wind generators are added in the midwest area (see Figure 8) when the 
wind penetration is changing from 0.6% (base case) to 2% and then 4%. For the unit de-
commitment scenario, all the conventional generators in the midwest area are ranked by their 
rating and the replacement procedure begins starting from the first one on this list until a 
desired wind penetration level is achieved.  For scenario 2 and scenario 3, the new load and 
new wind generation are added at the same buses as those in scenario 1. As a result, the 
power flow cases for all three scenarios should be the same. When the change is from 4% to 
8%, the same procedure is used but in this case the candidates (conventional generators with 
large output replaced by wind generator in unit de-commitment scenario) are from the entire 
system except for the unit with largest MW output.  Most of the GENROUs are equipped 
with governors while none of the GENCLS model governors, only the GENROU models are 
replaced in the unit de-commitment scenario, and only the generation from GENROU is 
reduced to zero in scenario 3.  
The following plot in Figure 5 shows the simulation result of the frequency nadir in 
the unit de-commitment scenario with increased wind penetration levels after a 2.9 GW 
generator is tripped. The x-axis is time and the y-axis is the frequency response. 
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Figure 5.  Frequency Nadir after Worst Contingency for Unit De-Commitment 
Scenario at Different Wind Penetration Levels 
 
In Figure 5, the scale of the y axis is from 59.975 HZ to 60.001HZ, and:  
• Pink: Base Case 
• Yellow: 2% Wind Penetration 
• Red: 4% Wind Penetration 
• Green: 8% Wind Penetration 
It is clear that the frequency nadir is decreasing with increasing of wind penetration 
levels. The case of 8% of wind penetration represents the worst frequency response. The 
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reason for this is that after conventional generator models are replaced by wind models, the 
total inertia and governor are reduced, resulting in a weaker inertial support and governor 
support to the frequency decrease. In the unit de-commitment scenario, the higher the wind 
penetration level, the lower the frequency nadir after worst contingency. The quantity results 
are shown in Table 1.   
The similar simulation is performed to different wind increasing scenarios. Figure 6 
shows the frequency response after worst contingency when wind penetration is 8% under 
three different scenarios.  
 
Figure 6.  Frequency Nadir after Worst Contingency for Three Different Scenarios 
When Wind Penetration is 8% 
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In Figure 6 the scale of the y axis is from 59.975 HZ to 60.001HZ, and:  
• Pink: Base Case 
• Yellow: Unit De-Commitment Scenario 
• Red: Load Increasing Scenario 
• Green: Generation Decreasing without De-Commitment of the Unit Scenario 
As expected, both scenario 2 (load increasing) and scenario 3 (Generation 
Decreasing without Committing the Unit) achieved a better frequency response than the base 
case. The frequency response in scenario 2 is the best, and this agrees with our expectation. 
This is because when the total output is increased, given that the generation loss is constant, 
the proportion of lost generation to the total output is decreased. The frequency response in 
scenario 3 is almost the same as for the base case because the total inertia of the system 
doesn’t decline and all the conventional generators are still in service with a zero output. 
Scenario 1 suffers a worse frequency nadir compared with the base case. Quantitative results 
are shown in Table 2.  
In all, there are three different scenarios for increasing the wind penetration to three 
different levels. There are a total of 10 frequency nadirs (including the base case) under the 
same worst contingency. The results of all frequency nadirs are shown in the following table. 
The first column is the wind penetration levels. 
Table 2 is represented in Figure 7 in another way, in order to find the relationship 
between wind penetration levels and corresponding frequency responses after generation loss. 
The curves for scenario 2 and scenario 3 represent a positive slope. When the wind 
penetration levels are increasing in scenario 2 and scenario 3, the frequency will be improved 
after the worst contingency. The curve for scenario 1 represents a negative slope, which 
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Table 2.  Simulation Results for Frequency Nadir under the Worst Contingency 
 Base Case  Scenario 1 Scenario 2 Scenario 3 
0.6% 59.98266 NA NA NA 
2% NA 59.98218 59.98284 59.98284 
4% NA 59.98182 59.98308 59.98326 
8% NA 59.98146 59.98536 59.98368 
 
means the more wind penetration the system has under scenario 1, the worst the frequency 
response will be. As the wind penetration level is increasing, eventually scenario 2 has the 
best frequency response. This is consistent with our expectation.  Scenario 1 is the worst 
scenario among the three. This curve is nonlinear but it can be extrapolated into a linear 
function with a slope of -0.00015Hz/1% of wind penetration level. According to [10], by the 
year 2030, U.S. power systems would reflect 20% of power to be generated by wind sources. 
 
Frequency Nadir after Worst N-1 Contingency at Different Wind Penetrations
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Figure 7.  Simulation Results for Frequency Nadir under the Worst Contingency 
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We will assume that the eastern interconnection system also has a 20% wind scenario by 
2030 and we continue to use the same DFIG technologies that we use today. Following this 
linear function we can calculate that for scenario 1 the frequency nadir will be 59.97963 Hz 
under the worst contingency by 2030.  According to Table 1, the first frequency nadir setting 
point is 59.3 HZ so that there would not be any load-shedding due to the under-frequency 
condition.  
We also performed a similar simulation under an “extreme condition”. This time 
the contingency is no longer the worst N-1 contingency but rather a total drop of 10 GW of 
generation. We dropped 7 large generators (including the one dropped for the worst 
contingency) throughout the system to achieve the 10 GW loss as shown in Table 3. 
 
Table 3.  Large Unit to Be Dropped to Achieve 10GW Loss 
Bus 40195 7104 43753 40133 45536 5902 18136 
MW 2914 1295 1252 1227 1173 1164 1155 
Location FPL PEPCO FPC FPL OUC BG&E TVA 
 
The generator at bus 40195 is the unit with largest output in this system. Figure 8 
shows the geographical locations of these large generators and also the monitored bus. Black 
circles are the contingencies locations and the blue circle is the monitored bus location. The 
circle in the midwest area shows the new wind generator location when the penetration is 
increased from 0.6% to 4%.  
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Figure 8.  “Extreme Condition” Contingency Locations 
 
As for the N-1 contingency, for this 10 GW generation loss event we also 
performed 10 simulations to check the frequency nadir. Figure 9 shows the result of the 
frequency response after a 10 GW drop when wind penetration is 8% in three different 
scenarios and base case.  
In Figure 9 the scale of y axis is from 59.975 HZ to 60.001HZ, and:  
• Pink: Base Case 
• Yellow: Unit De-Commitment Scenario 
• Red: Load Increasing Scenario 
• Green: Generation Decreasing without De-Commitment of the Unit Scenario 
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Figure 9.  Frequency Nadir under “Extreme Condition” for Three Different Scenarios 
When Wind Penetration is 8% 
 
As expected, once again scenario 1 represents the worst-case scenario and scenario 2 
represents the best-case scenario in terms of frequency nadir. Under the “extreme condition”, 
the system has been oscillating for a long time. The results of the 10 simulation in terms of 
the frequency nadir are shown in Table 4. The first column is the wind penetration level.   
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Table 4.  Simulation Results for Frequency Nadir under the Worst Contingency 
 Base Case  Scenario 1 Scenario 2 Scenario 3 
0.6% 59.95116 NA NA NA 
2% NA 59.9508 59.95176 59.95176 
4% NA 59.95026 59.9532 59.95296 
8% NA 59.94972 59.95362 59.9532 
 
We also interpret this table in Figure 10. All the three curves show the same 
tendencies as those under the worst contingency. Under the “extreme condition”, these 
tendencies are even more obvious.  Once again, scenario 1 represents the worst frequency 
response while scenario 2 represents the best frequency response. All these three curves are 
non-linear. Different wind models may result in different quantitative frequency responses 
but the trends of each scenario should be the same. Scenario 1 is the worst scenario among  
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Figure 10.  Simulation Results for Frequency Nadir under the “ Extreme Condition” 
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the three. This curve is nonlinear but it can be extrapolated into a linear function with a slope 
of -0.00018 Hz/1% of wind penetration level. According to [10], by the year 2030 U.S. 
power system would allow 20% of the power to be generated by wind sources. We will 
assume that the eastern interconnection also has a 20% wind scenario by 2030 and that we 
will continue using the same DFIG technologies that we use today. Following this linear 
function we can calculate that for scenario 1 the frequency nadir is 59.94747 Hz under the 
worst contingency by the year 2030.  According to Table 1, this value is above 59.3 HZ, 
which is the first frequency nadir setting point, so that there will not be any load-shedding 
due to the under-frequency condition. 
In Chapter 3, we will provide an approach for comparing the dynamic model of 
conventional generator and the wind model with respect to their abilities to respond to 
frequency changes. In Chapters 4 and 5, we will provide another method to investigate the 
relationship between increased wind penetration level and system reliability. First we need to 
develop an understanding of wind power by calculating its capacity factors.          . 
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CHAPTER 3.  WIND POWER CAPACITY FACTOR CALCULATION 
3.1  Introduction 
A traditional generator has a nameplate capacity that is the maximum dispatchable 
capacity if there is no outage for this generator. This is called installed capacity. Installed 
capacity for the traditional thermal generator can supply the needed system load.  All outage 
occurrences are regarded as equally separated throughout the lifespan of the generator. If 
equivalent capacity MW as an outage probability percentage is deducted, the effective 
capacity remains. For example, if a generator with 100 MW of installed capacity has a 1% 
outage probability; it is said this generator has 99 MW effective capacity or that the capacity 
factor is 99%. For traditional generators the installed capacity multiply capacity factor equals 
to effective capacity.  
In this study, the installed capacity of a wind farm is based on the penetration level 
and the peak load. For example, if the peak load throughout the whole year is 4900 MW and 
the wind penetration level is 10%, the installed capacity for wind is 490 MW. The wind 
capacity factor is defined as the percentage of actual energy generated by wind generators 
with respect to the energy generated by wind generators if all the wind generators are always 
producing at their rated outputs. When it comes to the capacity factor, a wind generator is 
different from a traditional thermal generator. Its output varies according to wind conditions 
that are difficulty to forecast. The seasonal, monthly, and daily weather changes have a 
strong impact on the wind effective capacity value.  
In order to get a better understanding of the characteristics of wind, this chapter will 
first study the wind and load seasonal and monthly phase relationships. Then, using the wind 
   
 
27
data gained from the NWS (National Weather Service), the wind capacity factors will be 
calculated for the four seasons and the 12-month year. Finally, wind capacity factors will be 
compared for different load levels. 
 
3.2  Wind Power Profile and Capacity Factor in the Four Seasons 
The wind power production difference for different years is relatively small. As a 
result, we will only study the wind and load patterns within a single year. We have the wind 
speed and load data from 08/01/2007 to 07/01/08 in Iowa. In the NWS (National Weather 
Service) database, wind data is collected from different airports, among which Spencer 
Municipal Airport is the only one which is in the load territory and at the same time near 
existing wind farms.  Both load and wind profiles follow typical seasonal monthly and daily 
patterns. The year is divided into four seasons:  
• Spring: March, April and May 
• Summer: June, July and August 
• Fall: September, November and October 
• Winter: November, December and January 
The hourly average load (MW) and average wind speed (m/s) may be calculated for 
each hour. In order to compare the phase relationship between the two, wind and load 
patterns are plotted together as shown in Figure 11. 
In spring, the most challenging period occurs at midnight, when the wind power is 
typically ramping up till its peak at about 4:00 am, while the load reaches its lowest point at 
that time. The wind and load are therefore out of phase. At high wind penetration levels, a 
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Figure 11.  Load and Wind Profiles in Spring 
 
storage device could help to mitigate that situation by storing wind power during midnight 
and releasing it at load peak time. The load rise period starts from 6:00 am to 10:00 am when 
the wind speed is typically decreasing. Figure 12 shows the typical summer load and wind 
speed profiles. 
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Figure 12.  Load and Wind Profiles in Summer 
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In summer months, the average wind speed is generally low. The typical wind speed 
profile is flat during daytime and rises in the evening. When compared to the average load, it 
can be observed that the greatest operational challenge is during the summer morning load 
rise period, when the wind speed is decreasing. The duration of morning load ramping period 
in summer is typically almost twice that in spring. Figure 13 shows the typical load and wind 
speed profiles in fall. 
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Figure 13.  Load and Wind Speed Profiles in Fall 
Very similarly to the spring situation, wind speed and load display a flat and stable 
profile during most of the day. When load reaches its lowest point at around 4:00 am, wind 
ramps up to its highest level. There is only one rise interval for load that begins from 6:00 am 
in the morning. However, this is a challenge for system operation because wind speed is 
decreasing rapidly during that time period. Figure 14 shows the typical winter load and wind 
speed profiles. 
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Load and Wind Profiles in Winter
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Figure 14.  Load and Wind Speed Profiles in Winter 
 
In winter, before 6:00 am wind speed is around its peak value while the load is 
relatively low. From 8:00 am to 11:59 am, the load is experiencing its first rise while the 
wind is decreasing from its peak point that occurs at about midnight. From 0:00 am to 4:00 
pm, the load level is relatively high while the wind level is low. From 4:00 pm to 8:00 pm, 
wind is not at its peak but is ramping up to potentially help during the second load rise 
period.  
Understanding of the phase relationship between load and wind speed provides 
important information when we calculate the system ramping up and ramping down behavior 
in Chapter 4. To compare the difference between the seasons, we combine the above four 
figures into Figures 15 and 16. 
   
 
31
Wind Profile in Four Seasons
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Figure 15.  Wind Profile in Four Seasons 
 
Load Profile in Four Seasons
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Figure 16.  Load Profile in Four Seasons 
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There are four observations from these two figures. 
1. Morning rise: In the summer days, from 5:00 am to 3:00 pm the load pattern presents 
an increasing trend while in the winter days, there is a load increase between 6:00 am 
and 9:00 am. In both spring and summer, load tends to increase from 5:00am to 
9:00am.  
2. Winter afternoon rise: In winter, from 4:00 pm to 7:00 pm load is increasing, and the 
duration and magnitude is smaller as compared to the morning rise. Wind speed is 
also increasing during this time period.  
3. Evening load decline: In all the seasons, the load pattern shows an obvious load 
decline in the evening approximately from 8:00 pm to 4:00 am, while wind speed is 
increasing during that time period.  
4. Generally speaking, wind speed is higher in winter and spring while lower in summer. 
Load is higher in summer and winter while lower in spring and fall. 
This information here is useful to calculate the load-wind variability in critical time 
periods in Chapter 4. Based on the phase relationship, we can choose the most critical study 
period during a day to calculate the system ramping requirement. Similar to the load-wind 
phase relationship in four seasons as shown above, the load-wind phase relationship in 12 
months can be found in Appendix C.  
In this study, the peak load is 4900 MW for the whole year, occurring at 5:00 pm, 
08/13/07. Wind installed capacity is calculated based on the penetration level and peak load, 
so that 10% penetration means the installed wind capacity is 490 MW. We assume the wind 
penetration is 10% in Chapter 3. After the wind speed value is transferred to wind power data 
(see Appendix D), capacity factors are calculated for the four seasons (Figure 17): 
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Figure 17.  Wind Power Capacity Factor in Four Seasons 
 
Summer has the lowest CF (43.25%) in four seasons, while winter has the highest CF 
(65.89%). This is coincident with the load and wind speed profiles. Using the method 
provided, we can perform the same calculation for each month as shown in Table 5. 
As shown in Figure 18, in January the wind capacity factor reaches its peak while in 
summer (July and August), wind capacity factors are minimum. This is consistent with load 
and wind speed profiles. The information about the capacity factor is important for 
understanding wind profiles when we are planning to add new wind power into an existing 
power system.  
 
Table 5.  Wind Power Capacity Factor in 12 Months 
Month 1 2 3 4 5 6 7 8 9 10 11 12 All Year 
CF (%) 74 65 43 60 58 52 39 39 60 62 54 59 53 
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Figure 18.  Wind Power Capacity Factor in 12 Months 
 
3.3  Wind Power Capacity Factor at Different Load Levels 
Wind effective capacity has a strong correlation with the study period chosen. Based 
on the information in section 3.2, we know wind and load profiles are almost out of phase. 
Figure 19 shows the wind capacity factors at different load levels.  
When the load level reaches a peak (90%~100%) , the wind capacity factor drops to 
its lowest level (36.14%). Wind capacity factor is high (46.73%) when load is 60%~70% of 
its peak value. This is because the load’s peak usually occurs in the morning and at noon, 
while at that time wind speed reaches its minimum point, while when wind speed is high in 
midnight, load is low. Chapter 3 provides the background information for the study in 
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Figure 19.  Wind Power Capacity Factor at Different Load Levels 
 
Chapter 4. In Chapter 4, load and wind combined variability is calculated for different time 
scales, from slow to fast. Operational suggestions regarding scheduling, load following, and 
regulation are provided based on the calculation of standard deviation of variability for 
different time scales. 
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CHAPTER 4.  WIND AND LOAD VARIABILITY STATISTICAL 
ANALYSIS 
 
The load in a power system is changing from year to year, day to day, hour to hour, 
minute to minute and even second to second. Operational strategies are different within these 
different time frames. The power system must adapt to the variability of the load using 
different control strategies such as unit commitment, economic dispatch, AGC, and 
regulation. 
Unlike conventional generation, wind power is not as dispatchable as is conventional 
generation. It has some degree of variability from hour to hour, minute to minute, and second 
to second. At the same time wind power can only be predicted a certain extent. After wind 
power is integrated into power system as new generation, it can be regarded as “negative 
load”. The variability of the total “net load” (i.e. load minus wind power) will be increased 
by the introduction of wind. Thus how to measure and then adapt this integration effect 
within different time frame became an issue. Moreover, a higher requirement for ramping 
capability during critical hours in a day must be met to accommodate the additional wind 
power. All these account for new challenges for power systems in the form of providing 
additional unit commitment generation, spinning reserve, and fast AGC capacity. After the 
wind has been integrated, a system must achieve the same system performance as when there 
was no wind. A statistical method can be used to investigate the influence of increasing wind 
penetration on MW balancing needs.  
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4.1  Introduction 
4.1.1  Time Frames for Power System Planning and Operation 
Load is always changing in power systems. After wind is added, wind variability is 
combined with load variability over all time frames. The power system must serve a 
continuously varying load in order to reach an operational balance between generation and 
load for all time frames. 
There are three main time frames and corresponding operational technologies, as 
shown in Figure 20 [11]. 
 
Figure 20.  Time Frames for Wind Impact 
 
The first time frame is the scheduling time frame. It may range from several hours to 
several days. Generation scheduling is implemented through a day-ahead unit commitment 
schedule. The scheduling process must guarantee that the system has enough generation to 
meet the load in the operational day. The daily load cycle can be forecast and the schedule 
can be updated on an hourly basis. 
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The second time frame is the load-following schedule. For the operational day, there 
must be enough generation to accommodate minute-to-minute and hour-to-hour load 
variability.  The load-following process covers the time frames from minutes to hours. This is 
mainly addressed by unit commitment, economic dispatch, and on-line spinning reserve. The 
system’s scheduled generation must accommodate any imbalance caused by N-1 contingency 
within a short time. Scheduling too much generation reserve will increase costs, while 
insufficient generation could also increase the costs because the system must buy generation 
from other units at a higher price. Usually the load-following command is sent every ten 
minutes. This is the fastest time frame in which human decision-making plays a significant 
role. 
The second-to-second variation in system load causes the system frequency to deviate 
outside its targeted range. This fastest time frame is the regulation time frame, during which 
dispatchable generation automatically responds to deviation.  This is realized by the 
technology of AGC (automatic generation control) which covers the time frame from 
seconds to several minutes. Usually an AGC system automatically updates itself at a 1-10 
second interval  under commands from a centralized control algorithm. Regulation is the 
fastest operational time frame to meet the objective of system frequency stabilization. 
Wind power, as a non-dispatchable resource, impacts all the above planning and 
operational processes. This impact may become obvious when wind penetration is increased. 
The details are investigated in the following sections. 
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4.1.2  Data Preparation 
In this Chapter, three different time frames are used to study the wind variability and 
combined load-wind variability: 
• Scheduling: hour to hour  
• Load Following: ten-minute to ten-minute 
• Regulation: minute to minute 
In this study, Iowa hourly load data is used. Ten-minute load data and one-minute 
data are extracted from the hourly data.  
One-minute based wind-speed data can be obtained from Spencer Municipal Airport 
in the NWS (National Weather Service) database. Ten-minute wind speed data and hourly 
wind speed data are extracted from this to comply with load data and study time frames. The 
approach used to change wind speed data to wind power data is provided in Appendix D.  
Wind speed data and load data are the same as that used in Chapter 3. Both types of 
data are available from 08/01/07 to 07/01/08. 
 
4.2  Hourly Variability 
The hour-to-hour changes in system load and wind generation impact system 
reliability by driving operational decisions such as unit commitment. 
In order to determine the influence that additional wind power causes to power 
system operation, two steps must taken. First, two separate statistical studies about wind 
power and load hourly variability are performed. Second, we can regard wind as “negative 
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load” and perform the statistical analysis for the “combined load” when wind penetration is 
increasing to different levels. 
 
4.2.1  Hourly Load Variability 
The change between the present load and the next-hour load has been calculated for 
8,760 data points throughout the whole year. The variability is sorted into 50 MW bins and 
plotted as shown in Figure 21. The y-axis is the frequency of load hourly variability. The 
distribution has a slight left skew which means load increase occurs less often than load 
decrease. The following table shows some of the statistics of this distribution. 
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Figure 21.  Load Hourly Variability 
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Table 6.  Statistic of Load Hourly Variability 
Mean(MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
0.09 386.63(7.86%) -534 435 9(0.11%) 10(0.11%) 
 
According to the central limit theorem, the distribution of a sum of a number of 
independent, identically-distributed random variables tends towards the normal distribution. 
In our study, we regard the distribution of wind power variability and load variability as the 
nominal distribution.   
If a distribution is approximately normal, then approximately 68% of the values are 
within 1 standard deviation of the mean, approximately 95% of the values are within two 
standard deviations, and approximately 99.7% of the values are within 3 standard deviations. 
This is known as the 68-95-99.7 rule, or the empirical rule [12], as shown in Figure 22. 
 
Figure 22.  68-95-99.7 Rule 
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It is reasonable to use 3σ  (3 times the standard deviations) MW to represent the 
maximum equivalent load hourly variability that must to be accommodated by the 
dispatchable generations either through pre-determined unit commitment or spinning reserve. 
In order to ensure a balance between load and generation, a system must have at least 
3σ MW dispatchable generations on an hourly basis. When the time scales is ten-minute or 
one-minute, the operation technologies are different, but 3σ MW is the minimum 
requirement for a power system. In the above distribution, 3σ MW is 386.62 MW, 7.86% of 
the peak load. The system must guarantee at least 386.62 MW of unit commitment 
requirement every hour to ensure the secure operation. 
There are 19 hours (0.224% of the total time) when the load drops at least 386.63 
MW (3σ )/h or rises at least 386.63MW (3σ )/h. These 19 hours would represent the most 
severe hours.  The majority of load changes (99.78% of the total time) are within the range of 
± 3σ MW/h. 
 
4.2.2  Hourly Wind Power Variability 
In the following analysis, only one set of Spencer wind speed data  is used. These 
data are transformed to the wind power data of a single wind turbine. In other words, the 
output of a single wind turbine is used to represent the characteristic of all the wind power 
units with different penetration levels in this system. The diversity between wind turbines in 
a wind farm and the diversity between different wind farms are neglected. In actual practice, 
the aggregation effect of different wind farms may reduce the wind variability. Because of 
this data unavailability, the results in this study are more pessimistic than in actual practice.  
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The 8760 hourly wind power data points (see Appendix D for the approach to 
transform wind speed data to wind power data) are sorted into 50 MW bins and plotted on a 
histogram. Figure 23 shows the distribution of hourly wind changes when wind penetration is 
10% (Installed capacity is 490 MW). 
Compared with load distribution, wind exhibits a more central tendency than load 
(Table 7). Wind power tends to remain the same, and this is consistent with the conclusion 
from Chapter 3. 
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Figure 23.  Wind Power (10%) Hourly Variability Distribution 
 
Table 7.  Statistic of Wind Power Hourly Variability 
Mean(MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
-0.007 376.26 -492 492 0 0 
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4.2.3  Hourly Combined Load and Wind Power Variability 
With the understanding of load and wind power variability distribution, in this section 
we will calculate the variability of the combined load and wind to determine new operational 
requirements after the addition of wind power. This variability is compared with the system 
when there is no wind added. 
Still, wind penetration is 10% and wind power is regarded as “negative load”. For 
each hour, deduct wind power to yield the “net load” and for the “net load” at the next hour 
deduct the “net load” present to make the combined load-wind hourly variability.  The load-
wind variability data is then sorted into 100MW bins and plotted as a histogram as shown in 
Figure 24. 
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Figure 24.  Load-Wind (10%) Hourly Variability Distribution 
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Compared with the load-only scenario, the mean of load-wind is still 0, but the 
distribution is wider. Both the data on the positive tail and negative tail have larger absolute 
values than the load distribution. This illustrates that the total variability is increasing after 
wind power is integrated in the system.  
Table 8 shows some of the statistics of the hourly variability both with no wind and 
with 10% of wind power. 3σ MW is increased from 386.631MW to 509.268 MW after wind 
power is included. This additional hourly load-wind variability (509.268-386.631=122.637 
MW) sets a higher requirement for the generation unit commitment capability to which the 
system must respond. 
Table 8.  Statistic of Load-Wind Hourly Variability at 10% Wind Penetration 
Wind Penetration Mean(MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
0% 0.09 386.63 (7.86%) -534 435 9(0.11%) 10(0.11%) 
10% 0.10 509.27 (10.36%) -795 728 37(0.42%) 36(0.41%) 
 
Here we regard both of the distributions as nominal distributions. When there is no 
wind in the system, out of the total 8759 hours through the whole year, there are only 19 
(0.217%, less than 0.3%) hours when the load-wind change will surpass that ± σ3  boundary. 
On the other hand, there are a total of 73 hours (0.833%) when the hourly load-wind 
variability is out of the ± σ3  range. After the introduction of wind power, the system must 
survive more critical hours. 
Table 9 summarizes the statistics for hourly load-wind variability for the three wind 
penetration scenarios. When wind penetration is increasing from 0% to 30%, the 
corresponding σ3  is increasing from 386.63 MW to 1164.37 MW. These results are shown 
in Figure 25. 
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Table 9.  Statistic of Load-Wind Hourly Variability 
Wind 
Penetration Mean (MW) 3σ (MW) Min (MW) Max  (MW) Points>3σ  Points<-3σ  
0% 0.093 386.63 (7.86%)   -534.00   435.00 9(0.11%) 10(0.11%) 
10% 0.100 509.27 (10.36%)   -795.00   728.00 37(0.42%) 36(0.41%) 
20% 0.108 816.05 (16.59%) -1206.97 1172.57 67(0.77%) 80(0.91%) 
30% 0.115 1164.37 (23.68%) -1624.14 1652 86(0.98%) 94(1.07%) 
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Figure 25.  3σ of Load-Wind Hourly Variability 
 
The σ3 -penetration function can be extrapolated into a linear relationship in which 
σ3 MW is increasing with the wind penetration at a rate of 26.94 MW/1%. This means that if 
the load is increased with the new wind generators, the system will prepare at a rate of 26.94 
MW for every 1% of new DFIG wind generation introduced to the system. The results 
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achieved here are unique to this particular system. However, this method can be implemented 
for other power system.  
We regard the hours when the hourly load-wind variability is out of the ± σ3  range 
as the critical hours. The percentage between the critical hours and total hours is the “critical 
points percentage”. The critical points percentage curve is increasing with the wind 
penetration because from Chapter 3 we know when load is high the wind may be low. They 
are out of phase. The situation is aggravated when wind penetration is higher. 
 
4.2.4  Hourly Ramping Requirement 
System operators give special attention to periods of rapid load rise and decline. 
During these critical hours the dispatchable generators must provide sufficient ramping 
capability to ensure balance of generation and load.  
Based on the observations in Chapter 3, we select the following periods in which to 
examine the impact of wind on system ramping capability: 
1) Spring and fall morning load ramping up 
2) Summer morning load ramping up 
3) Winter morning and afternoon load ramping up 
4) Evening load ramping down for all seasons 
 
4.2.4.1  Load Ramping up in Spring and Fall Morning 
Spring and Fall Morning load ramping- up time periods are very similar. Both of 
them start at about 5:00 am and last until 9:00 am. During that time period, the hourly-based 
   
 
48
wind power data and load data were collected for spring (March, April and May) and fall 
(September, October and November), respectively. Figures 26 and 27 show the spring 
morning and fall morning load hourly variability and load-wind hourly variability, when the 
wind penetration is 10%. 
These figures are not centered at 0. Instead, this distribution is right skewed, which 
indicates load increase often occurs within this period. It is common for the system to suffer 
a load increase rate at 100 MW/hour. The figures also show that the existence of wind 
actually causes the distribution to trend towards higher rates of rise. Tables 10 and 11 show 
the statistics of these two high variation time periods when the wind penetration is increasing 
from 10% to 30%. 
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Figure 26.  Load-Wind (10%) Variability in Spring Morning 
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Load-Wind (10%) Hourly Variability in Fall Morning Load Rise
Period (5:00am~9:00am)
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Figure 27.  Load-Wind Variability in Fall Morning 
 
Table 10.  Statistic of Load-Wind Variability in Spring Morning 
Wind Penetration 3σ + Mean(MW) Min (MW) Max(MW) 
  0% 382 (8.71%)    -95.00  382.00 
10% 564 (11.46%)  -387.49  668.00 
20% 836 (16.99%)  -869.98 1160.00 
30% 1137(23.11%) -1352.46 1652.00 
 
Table 11.  Statistic of Load-Wind Variability in Fall Morning 
Wind Penetration 3σ + Mean(MW) Min (MW) Max(MW) 
  0% 378 (9.29%)    -59.00  378.00 
10% 623(12.65%)  -417.20  657.92 
20% 954(19.39%)  -876.40  949.84 
30% 1314(26.71%) -1340.46 1406.14 
 
   
 
50
With more wind added, the 3σ MW criteria is increasing.  3σ is calculated based on 
the average value, so to get the unit commitment requirement the system needs, 3σ MW 
should add the average value. The time frame here is still one hour. When wind is 30% on a 
spring morning, the system has the largest load-wind rise throughout the year. All these 
relationships are shown in Figure 28. 
With wind penetration increases, variability of the hourly load-wind is also 
increasing. The system needs more unit commitment generation to accommodate this 
variability. This relationship is nonlinear but it can be extrapolated. In spring and fall, the rate 
of additional ramping requirement with wind penetration percentage is 25.37 MW/1% and 
31.35 MW/1%. As shown in Figure 29, on a fall morning, the system faces a more severe 
situation. 
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Figure 28.  Ramping up Requirement in Spring Morning 
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Ramping up Requirement in Fall Morning Load Rise Period
(5:00am~9:00am)
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Figure 29.  Ramping up Requirement in Fall Morning 
 
4.2.4.2  Load Ramping up in Summer Morning 
Summer morning load rise presents one of the most severe scenarios for the system. 
Figure 30 shows the hourly load-wind variability with 10% of wind versus load variability 
during a summer morning load increase period. As expected, the figure is right-skewed, and 
the existence of wind has increased the hourly variability. Table 12 summarizes the statistics 
for hourly load-wind variation during the summer morning load rise period at different wind 
power penetrations. 
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Load-Wind (10%) Hourly Variability in Summer Morning Load
Rise Period (6:00am~2:00pm)
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Figure 30.  Load-Wind Variability in Summer Morning 
 
Table 12.  Statistic of Load-Wind Variability in Summer Morning 
Wind Penetration 3σ + Mean(MW) Min (MW) Max(MW) 
  0% 392 (7.97%) -74.00 435.00 
10% 636 (12.93%) -412.71 728.78 
20% 1042 (21.18%) -881.42 1172.57 
30% 1467 (29.82%) -1361.46 1616.35 
 
When wind penetration is 0%, 10%, and 20%, the system has the largest hourly 
positive load-wind variability in the whole year, and when wind penetration is 10%, 20%, 
and 30%, the system must be prepared for the greatest ramping-up generation in all the 
ramping-up period. These are factors showing that the summer morning period is the most 
challenging period in the whole ramping up-period. The results are shown in Figure 31. 
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Ramping up Requirement in Summer Morning Load Rise Period
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Figure 31.  Ramping up Requirement in Summer Morning 
 
A linear-fitting line has been developed for the ramping-up requirement curve. The 
slope is 36.32 MW/1%. This is the rate in all critical ramping-up periods. 
 
4.2.4.3  Load Ramping up in Winter Morning and Afternoon 
In winter, load patterns show two ramping-up periods. One is in the morning and the 
other one is in the afternoon. The same study was applied to both periods. Figure 32 shows 
the hourly load-wind variability versus load variability in the morning from 5:00 am to 8:00 
am in the morning and from 5:00 pm to 7:00 pm in the afternoon. The data for these two time 
periods was sorted into 100 MW bins. 
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Load-Wind (10%) Hourly Variability in Winter Morning Load
Rise Period (5:00am~8:00am)
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Figure 32.  Load-Wind Variability in Winter Morning 
 
Load-Wind (10%) Hourly Variability in Winter Afternoon Load
Rise Period(5:00pm~7:00pm)
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Figure 33.  Load-Wind Variability in Winter Afternoon 
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The time duration and magnitude of winter afternoon load rise tends to be shorter and 
smaller than for morning load rise. Table 13 summarizes the statistics for hourly load-wind 
variability during winter morning and afternoon load rise periods for different wind-power 
penetrations. The sensitivity relationship between ramping requirement and wind penetration 
is plotted in Figures 34 and 35. 
 
Table 13.  Statistic of Load-Wind Variability in Winter Morning 
Wind Penetration 3σ + Mean(MW) Min (MW) Max(MW) 
  0% 399 (8.23%) -3.00 399 
10% 630 (12.81%) -358.00 689.44 
20% 975 (19.82%) -850.00 1092.88 
30% 1343 (27.29%) -1342.00 1496.32 
 
 
Table 14.  Statistic of Load-Wind Variability in Winter Afternoon 
Wind Penetration 3σ + Mean(MW) Min (MW) Max(MW) 
  0% 349(8.15%) -137.00 349.00 
10% 550(11.17%) -333.12 609.60 
20% 833(16.94%) -669.82 996.40 
30% 1147(23.31%) -1105.74 1455.60 
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Ramping up Requirement in Winter Morning Load Rise Period
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Figure 34.  Ramping up Requirement in Winter Morning 
 
Ramping up Requirement in Winter Afternoon Load Rise Period
(5:00pm~7:00pm)
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Figure 35.  Ramping up Requirement in Winter Afternoon 
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The variability increases with the wind penetration at a rate of 31.77 MW/1% for 
winter morning and 26.77 MW/1% for winter afternoon, respectively. Table 15 summarizes 
all five load ramping-up periods. The most severe situations are shown in red. On a summer 
morning, the ramping-up requirement increases with wind penetration at the highest rate. The 
greatest load-wind hourly variability at different wind penetrations occurs during summer 
morning, the most critical period. 
 
Table 15.  Summary of Load-Wind Hourly Variability in Load Ramping up Period 
 0%  10% 20% 30% 
Spring Morning 
Largest Load-Wind Variability Increase (MW) 382 668 1160 1652 
Ramping Requirement (MW) 382 564 836 1137 
Increasing Rate (MW/1%) 25.37 
Summer Morning 
Largest Load-Wind Variability Increase (MW) 435 729 1173 1616 
Ramping Requirement (MW) 392 636 1042 1467 
Increasing Rate (MW/1%) 36.32 
Fall Morning 
Largest Load-Wind Variability Increase (MW) 378 657 949 1406 
Ramping Requirement (MW) 378 622 949 1314 
Increasing Rate (MW/1%) 31.34 
Winter Morning 
Largest Load-Wind Variability Increase (MW) 399 689 1092 1496 
Ramping Requirement (MW) 399 630 975 1342 
Increasing Rate (MW/1%) 31.76 
Winter Afternoon 
Load-Wind Variability Increase (MW) 349 609 996 1455 
Ramping Requirement needed (MW) 349 549 833 1147 
Increasing Rate (MW/1%) 25.21 
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4.2.4.4  Load Ramping down in Evening for All Seasons 
Based on the observations in Chapter 3, we notice that for all seasons there is a load 
decline-time period from 11:00 pm to 3:00 am the next day. This load-decline period also 
presents a challenge for the system. During this time period, the load is usually at a very low 
level while the wind is usually at a high level. Dispachable generators need to decrease their 
output in time to achieve a balance between generation and load. The data for the evening 
load decline period was collected from 11:00 pm to 3:00 am throughout the whole year 
(Figure 36). 
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Figure 36.  Load-Wind Variability in Evening 
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The hourly load change and load-wind change are all negative to exhibit a load 
decline. Table 16 summarizes the statistics for hourly load-wind variability during the 
evening load decline period at different wind power penetrations.  
As expected, this shows that the existence of wind has exaggerated the hourly load-
wind decline variability and requests a higher ramping-down requirement in order to keep a 
balance between generation and load.  The sensitivity functions are shown in Figure 37. 
Table 16.  Statistic of Load-Wind Variability in Evening 
Wind Penetration Mean-3σ  (MW) Min (MW) Max(MW) 
  0% -500(10.17%) -534.00 91.00 
10% -574(11.67%) -795.98 423.49 
20% -890 (18.10%) -1206.97 905.98 
30% 1232 (25.05%) -1624.14 1388.46 
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Figure 37.  Ramping down Requirement in Evening 
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This relationship is also extrapolated into a linear function: the system must have 
25.14 MW hourly ramping-down requirement for 1% additional wind power. Generally 
speaking the system must have more ramping-up requirement than ramping-down 
requirement.  
4.3  Ten-Minute Variability 
When it comes to the ten-minute time frame, the control scheme is changed from 
scheduling to load following. Through economic dispatch the system is required to 
accommodate any possible “N-1” contingencies that may lead to imbalance between 
generation and load. This could be either a sudden loss of a generator or a sudden increase in 
load within a ten-minute time interval. In this section, wind and load ten-minute variability 
are studied separately and then combined, with the combined variability calculated at 
different wind-penetration levels. The approach here is the same as that used when studying 
hourly variability. 
4.3.1  Ten-Minute Load Variability 
A polynomial function was used to extrapolate the hourly load data. Ten-minute load 
data was extracted from this function. The data used in this section do not represent actual 
ten-minute variations, but they should be reasonably close. For the period 08/01/2007 to 
07/31/2008, the 52,559 variability data are sorted into 20 MW bins and plotted in the 
histogram shown in Figure 38. 
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Figure 38.  Load Ten-Minute Variability 
 
The distribution shape for ten-minute load variability is pretty much the same as that 
for hourly load variability because they share a unique source. However, the standard 
deviation is decreased from 128 MW to 22 MW. Table 17 summarizes all other statistics of 
this distribution. 
Table 17.  Statistic of Load Ten-Minute Variability 
Mean(MW) 3σ (MW) Min(MW) Max(MW) Points>3σ  Points<-3σ  
0.014 66.03 (1.34%) -119.97 135.57 240(0.05%) 179(0.04%) 
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4.3.2  Ten-Minute Wind Power Variability 
The 52559 variability data are sorted into 50 MW bins and plotted in the histogram of 
Figure 39. The probability distribution for \ wind variability is similar to that for hourly wind 
data because they are derived from the same source. Table 18 summarizes all other statistics 
of this distribution.  
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Figure 39.  Wind Power (10%) Ten-Minute Variability 
 
Table 18.  Statistic of Wind Power Ten-Minute Variability 
Mean(MW) 3σ (MW) Min(MW) Max(MW) Points>3σ  Points<-3σ  
-0.00175 233.04 -492.00 492.00 687(0.10%) 652(0.25%) 
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As the time scale become faster, wind power has a tendency to remain at the same 
level, because the standard deviation is obviously decreased. From a magnitude point of view, 
load following represents less pressure, but controls for the ten-minute scale should have a 
fast response time in order to accommodate the fast change in power system. 
4.3.3  Ten-Minute Combined Load and Wind Power Variability 
As shown in Figure 40, 52,559 ten-minute load-wind data were sorted into 50 MW 
bins and plotted on a histogram. This is for 10% wind penetration. As expected, compared 
with load variability distribution, load-wind variability distribution has spread more to both 
sides. Addition of wind has increased the variability. Table 19 summarizes the statistics for 
different wind penetration levels. 
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Figure 40.  Load-Wind (10%) Ten-Minute Variability 
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Table 19.  Statistic of Load-Wind Ten-Minute Variability 
Wind 
Penetration 
Mean 
(MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
0% 0.01 66.03 (1.34%) -119.97 135.57 240(0.46%) 179(0.34%) 
10% 0.02 241.20 (4.90%) -511.04 497.51 620(1.18%) 633(1.20%) 
20% 0.02 469.69 (9.55%) -1003.04 989.51 681(1.30%) 698(1.33%) 
30% 0.02 701.18 (14.26%) -1495.04 1481.51 687(1.30%) 709(1.35%) 
 
When wind penetration is increased from 0 to 30%, 3σ MW has increased from 66 
MW to 701 MW. The critical point percentage is also increased. Table 19 is illustrated in 
Figure 41. The critical ten-minute percentage curve increases with wind penetration because 
the load and wind profiles are out of phase. This figure shows that there is a nonlinear 
relationship between economic dispatch capability and increased wind penetration levels. 
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Figure 41.  3 σ  of Load-Wind Ten-Minute Variability 
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The results, however, can be extrapolated into a linear relationship. The rate of economic 
dispatch requirement increases for 1% more wind penetration is 21.34 MW/1%. This means 
that the system will prepare at a rate of 21.34 MW for every 1% of new wind generation 
introduced into the system. This rate is much less than that of unit commitment capability on 
an hourly time scale. 
 
4.4  One-Minute Variability 
In this section the load-wind variability study will be extended to a shorter time 
frame. Data were collected at one-minute intervals and analyzed to find the impact of wind 
integration. The variability at one-minute intervals is accommodated by Automatic 
Generation Control (AGC).AGC can respond from on a second-to-second basis up to a one-
minute basis.  This study aims to investigate how much additional regulation service is 
needed to accommodate wind variability for a one-minute basis. 
4.4.1  One-Minute Load Variability 
We used a polynomial function to extrapolate the hourly load data. Ten-minute load 
data is extracted from this function. The data used in this section do not represent actual ten-
minute variations, but they should be reasonably close. The expectation is that there should 
be little variation because it is unusual for a power system to frequently exhibit large changes 
from one minute to the next. The results are shown in Figure 42 and Table 20.  
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Figure 42.  Load One-Minute Variability 
 
Table 20.  Statistic of Load One-Minute Variability 
Mean(MW) 3σ (MW) Min(MW) Max(MW) Points>3σ  Points<-3σ  
0.00158 8.44 -16.29 18.21 1093(0.21%) 2136(0.41%) 
 
Throughout the whole year, the maximum load change from one minute to the next is 
only 18.2 MW and the 3σ  value is only 8.44 MW. It is estimated that the one-minute load-
wind variability is caused mainly by the change of wind power because it is common for 
wind power to change significantly within a one-minute interval. 
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4.4.2  One-Minute Wind Power Variability 
Figure 43 and Table 21 show the distribution of wind power variability. Most of the 
time the wind power change is within a range between -50 MW and 50 MW, but the 3σ  
value may be as large as 144.57 MW.  
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Figure 43.  Wind Power One-Minute Variability at 10% Penetration 
 
Table 21.  Statistic of Wind Power One-Minute Variability 
Wind 
Penetration Mean (MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
10% 0.000741 144.57 -492.00 492.00 3732(0.71%) 2739(0.521%) 
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4.4.3  One-Minute Combined Load and Wind Power Variability 
Generally speaking, load-wind changes from minute to minute are more variable than 
those within a ten-minute time frame, but are easier for AGC to follow because the 
magnitude is not large. Unpredictable small variations in system load and wind can account 
for system changes. By continuously adjusting, regulation generation units act to maintain 
system frequency at a near-constant level. Existence of wind power adds challenge to the 
AGC control by adding a higher degree of variability to the system.  
Figure 44 and Table 22 show the statistical results. It is clear that, with the 
introduction of wind, the total degree of variability is increased. Table 22 summarizes the 
one-minute combined load-wind variability statistics for different wind penetrations. 
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Figure 44.  Load-Wind One-Minute Variability at 10% Wind Penetration 
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Table 22.  Statistic of Load-Wind One-Minute Variability 
Wind 
Penetration 
Mean 
(MW) 
3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
      0% 0.00158 8.44 (0.17%) -16.29 18.21 1093(0.21%) 2136(0.41%) 
10%  0.000833 184.18 (3.75%) -494.00 493.19 2770(0.527 %) 6834(1.30%) 
20% 9.2E-05 368.07 (7.48%) -986.00 985.19 2739(0.521%) 6774(1.29%) 
30% -0.00065 552.02 (11.22%) -1478.00 1477.19 2739(0.521%) 6750(1.28%) 
 
As the wind penetration increases from 0% to 30%, the required AGC is amazingly 
increased from 8 MW to 552 MW. More points have dropped out of the 3σ  range with the 
increase of wind penetration, which means the load-wind is more variable than that for the 
ten-minute and hourly time scales. As a result, wind penetration must not be too high in the 
power system. Figure 45 is a plot of the data from Table 22. 
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Figure 45.  3 σ  of Load-Wind One-Minute Variability 
There is a nonlinear relationship between the needed AGC and increased wind 
penetration levels. This result can be extrapolated into a linear relationship. The value of 
AGC increase with 1% more wind penetration is 17.244. This means that the system will 
prepare at a rate of 17.24 MW of AGC for every 1% of new wind generation introduced in 
order to accommodate one-minute variability.  This rate is less than that for the ten-minute 
and 1-hour time scales. 
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CHAPTER 5.  STORAGE SOLUTION 
5.1  Introduction 
The concept of a storage system is not new because traditional storage systems such 
as pump hydro systems have been used for many years. With increasing application of 
renewable energy, storage systems have become more and more important in today’s power 
systems. Different power storage technologies, such as hydrogen, battery, or compressed air 
have different characteristics, so that they should be applied to accommodate system 
variability relative to different time scales. In general, a storage system has the following 
functions [2]:  
• Mitigate an Over-Generation Problem 
• Mitigate Large Ramps 
• Mitigate While Noise in Wind Power 
• Provide Reactive Energy for Voltage Support 
• Shift Energy from off-peak to on-peak delivery 
In this Chapter a methodology for using storage to mitigate total system variability is 
introduced.  A technical solution based on different characteristic of storage technology, is 
proposed to accommodate variability for different time scales.  
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5.2  Methodology 
A load is always changing and wind speed fluctuates with time, constituting the 
principal cause of increasing load-wind variability from hour to hour and minute to minute. 
With the addition of wind, the total variability of the system is increased. Both load and wind 
speed, however, can be forecast to some extent. Operational solutions such as unit 
commitment, economic dispatch, and AGC are designed to satisfy forecasting mismatch and 
variability. Based on a given forecast wind power portfolio, an anticipated wind power curve 
could be developed. Although this curve can represent the tendency of real wind power, it 
does not exactly represent the actual case because the forecast value has some degree of 
inaccuracy, both for a slow time scale (hours) and a fast time scale (seconds). Storage 
devices in the system can function to smooth curves and reduce total variability. The 
methodology is illustrated in Figure 46. 
 
Figure 46.  Storage Solution at Different Time Scales 
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Forecast inaccuracy occurs both for fast time scales and slow time scales, so the 
storage system should be implemented to accommodate different time scales. For slow time 
scales,  for example, a system pumping hydro storage system has a long effective duration 
and the mitigation is large. In order to maintain balance between generation and load, hours 
of water pumping can be required. Since majority of the deviation is mitigated by slow time 
scale storage systems, the adjustment for the slow time scale sets the basis for adjustment for 
the fast time scale. Fast time scale devices should be fast-responding, but their capacity 
doesn’t necessarily need to be very large because the deviation is not as large as that for the 
slow time scale. A flywheel system is a good example of a fast time scale storage system.  
In this particular study, we established three time scales: hour-to-hour, ten-minute and 
one-minute, consistent with the study described in Chapter 4. However, we had no forecast 
wind power data, so in this study we regarded the forecast wind power to be as constant as 
the average wind power throughout the whole time frame. Average wind powers in different 
time scales were calculated.   
When the actual wind power is above the forecast wind power, a storage system will 
absorb as much as it is capable of the surplus power. When the actual wind power is below 
that forecast wind power, storage will release stored power to increase wind power output up 
to the forecast value. A storage system cannot introduce new energy to the system, since the 
power produced by storage devices was originally obtained from the system. From the 
marketing point of view, a storage system stores surplus power when it is cheap and releases 
power when it is expensive. A system thus doesn’t need to buy more power at a higher price 
from an external source.  
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There are different forms of storage systems such as flywheels, pump hydro, 
compressed air systems, and batteries available for use in power systems. Each of these has 
different energy capacity, power capacity, efficiency, cost, environmental impact, and 
response time. We should carefully investigate the characteristics of all these available 
storage technologies before we perform a statistical analysis regarding the impact of storage 
use to system variability. 
5.3  Technical Solution 
5.3.1  Introduction to Storage Technologies 
A brief introduction to different forms of storage system will now be given.  
A flywheel device, which stores energy in the form of rotational inertia, is one of the 
most heavily-used types of storage system in power systems. Usually a flywheel doesn't have 
large capability, with a single unit typically producing 25 MW for 5 minutes or 5 MW for 30 
minutes. A capacitor, with energy stored in the electric field between a pair of conductors, 
usually has large capacity but can only respond for a limited interval of seconds up to several 
minutes. In the Superconducting Magnetic Energy Storage (SMES) system, a 
superconducting coil is cooled to a temperature below its critical temperature and the energy 
stored in the field is controlled by the current in that coil. It can produce high power with an 
efficiency as high as 90%, but for an interval of only a few seconds. An NAS (sodium-sulfur) 
Battery is constructed from sodium (Na) and sulfur (S).  Such a battery can response at rated 
power for hours, and it has high charge/discharge efficiency. Pumped storage, not a new 
technology, has the largest capacity of all forms of storage. In a pumped storage system, the 
water is pumped from a low reservoir to a higher elevation when the power is off-peak, and 
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the water is released during peak time. A Compressed Air Energy Storage (CAES) system 
stores compressed air as during an off-peak period and releases it during peak time. A single 
CAES unit usually has a capacity of 100 MW or more and can produce rated power for hours. 
Table 23 summarizes the technology parameters for each of these technologies [13]. 
Table 23.  Summary of Storage Technologies 
 
5.3.2  Application Solutions 
We can choose energy capacity and ramping capacity based on the response time of 
appropriate technologies for hour-to-hour, ten-minute and 1-minute time scales, respectively.  
NAS Battery, Pump Hydro Station, and CAES are three storage technologies available for 
the hour-to-hour time scale because they have both large capacity and long response duration;  
Flywheel and  NAS Battery are two storage technologies available for the ten-minute time 
scale; Capacitors and SMES are two storage technologies available for the one-minute time 
scale. 
 Flywheel Capacitor SMES NAS Battery Hydro CAES Hydrogen 
Storage 
Capacity 
(MWh) 
2.5  Small 0.003 Several 100 500~8000 500~2500 Several 
1000 
Power (MW) 25 Large 10 Several 100 100~1000 Several 
100 
Several 
100 
Energy Density 
(kMh/m2) 
1000 5 5000 2500 NA 70kj/kg NA 
Cycle Life 
Time 
10E6 10E6 5000 2500 NA NA NA 
Life time 
(years) 
20 10 20 15 50 40 NA 
Access Time Ms Ms Ms Ms 1min 10mins NA 
Efficiency (%) 90 90 >95 90 75 70 25 
Response Time 25MW for 
5 min 
Or 
5 MW for 
30 min 
Rated Power 
for sec up to 
several 
minutes 
High Power 
for several 
sec 
Rated Power 
for hours, 
high power 
for minutes 
Rated 
power for 
hours 
Rated 
power for 
hours 
Rated 
power for 
hours 
Environment 
Impact  
Small Medium Small Medium High  Medium Medium 
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When wind power is above its average value, a storage system will absorb as much 
excess power as it can to reduce wind power variation. When wind power is below its 
average, a storage system will release its stored power, and this power will be added to the 
actual wind power until the wind power reaches its average value, if possible. For different 
time scales, when wind penetration varies, the average wind power values are not exactly the 
same (although they are very close to each other), and they all are calculated and listed in the 
first column of Table 24. At the same time, storage capacity is not infinite, so we set the 
storage capacity based on the peak wind power output. For example, for the slowest time 
scale (hour-to-hour), when wind penetration is 10%, the peak wind power output is 492 MW. 
As a result, a10% storage value represents a storage capacity of 492 MW*10% (49.2 MW), 
and 20% storage represents a storage capacity of 492 MW*20% (98.4MW) When wind 
penetration changes, peak wind power also changes, so the storage capacity should be 
different. In the following study, we set three different storage percentages (10%, 20% and 
30%) for each wind penetration level. Storage percentage represents the ratio of storage 
capacity to peak wind power output.  
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Table 24.  Storage Capacity and Wind Average Power at Different Time Scales 
Storage system in hour-to-hour time scale: NAS Battery, Pump Hydro Station, CAES 
10% Wind Average Power: 271.32MW 10% Storage (49.2 MW) 
20% Storage (98.4 MW) 
30% Storage (147.6 MW) 
20% Wind Average Power: 542,60MW 10% Storage (98.4 MW) 
20% Storage (196.8 MW) 
30% Storage (295.2 MW) 
30% Wind Average Power: 813.91MW 10% Storage (147.6 MW) 
20% Storage (295.2 MW) 
30% Storage (442.8.MW) 
Storage system in ten-minute time scale: Flywheel, NAS Battery 
10% Wind Average Power: 272.06MW 10% Storage (49.2 MW) 
20% Storage (98.4 MW) 
30% Storage (147.6 MW) 
20% Wind Average Power: 544.44MW 10% Storage (98.4 MW) 
20% Storage (196.8 MW) 
30% Storage (295.2 MW) 
30% Wind Average Power: 816.67MW 10% Storage (147.6 MW) 
20% Storage (295.2 MW) 
30% Storage (442.8.MW) 
Storage system in hourly time scale: Capacitors, SMES 
Wind (10%) Average Power: 272.06MW 10% Storage (49.2 MW) 
20% Storage (98.4 MW) 
30% Storage (147.6 MW) 
Wind (20%) Average Power: 544.11MW 10% Storage (98.4 MW) 
20% Storage (196.8 MW) 
30% Storage (295.2 MW) 
Wind (30%) Average Power: 816.171MW 10% Storage (147.6 MW) 
20% Storage (295.2 MW) 
30% Storage (442.8.MW) 
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5.4  Results 
5.4.1  Storage on Hourly Time Scale 
5.4.1.1  Wind Power (10%) Variability for Different Storage Levels 
Figure 47 is the wind power hourly variability (10%) with no storage and 10% 
storage. Actually, the variability is decreasing with an increase of storage, as shown in Table 
25. The third column is 3 σ  of the hourly wind power variability. The 3 σ  of wind power 
output versus storage percentage are shown in Figure 48. Clearly, wind power variability 
decreases with an increase of storage level. The more the storage, the less the 3 σ  of wind 
power hourly variability. 
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Figure 47.  Wind Power (10%) Hourly Variability with 10% Storage 
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Table 25. Statistic Wind Power (10%) Hourly Variability with Different Storage Levels 
Storage Average(MW) 3 σ  (MW) Max(MW) Min(MW) 
0 (%) -0.0073 367.27 492 -492 
10(%) -0.0144 319.44 429.84 -429.84 
20 (%) -0.02049 286.89 367.68 -367.68 
30 (%) -0.02409 271.98 305.53 -305.53 
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Figure 48.  3 σ  of Wind Power Hourly Variability at Different Storage Levels 
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5.4.1.2  Load-Wind (10%) Variability with Different Storage Levels 
In this section, we will investigate the load-wind variability when wind penetration is 
10% for different levels of storage. Figure 49 shows the load-wind (10% penetration) hourly 
variability with no storage and with10% storage. With the introduction of a storage system, 
load-wind variability is decreased.  
If the storage percentage is increased to 30%, the results are shown in Table 26. From 
Table 26, it can be seen that the more storage the system has, the more the variability is 
decreased. Figure 50 illustrates the data in Table 26. 
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Figure 49.  Load-Wind (10%) Hourly Variability at 10% Storage Level 
 
 
   
 
81
Table 26.  Statistic of Load-Wind (10%) Hourly Variability at Different Storage Levels 
Storage 
Level Mean (MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
0% 0.10 509.27 (10.36%) 728.78 728.78 37(0.42%) 36(0.411) 
10% 0.11 468.88 (9.53%) -733.82 666.62 27(0.31%) 20(0.23%) 
20% 0.11 447.94 (9.11%) -671.66 616.72 22(0.25%) 20(0.23%) 
30% 0.11 438.83 (8.92%) -609.51 616.72 18(0.21%) 18(0.21%) 
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Figure 50.  3 σ Load-Wind (10%) Hourly Variability at Different Storage Levels 
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We can determine the decrease in variability with the increase of storage percentage. 
Although the relationship is non-linear it can be extrapolated into a linear function with a 
slope of -2.323, which means that, for 1% of storage percentage increase, there will be a 
2.323 MW of hourly load-wind hourly variability decrease. The critical hour percentage is 
also decreased with an increase of storage. 
 
5.4.1.3  Load-Wind Variability at Different Wind Penetration Levels 
This section studies the hourly load-wind variability when wind penetration is 
different for a constant storage percentage. Because the wind peak power changes when wind 
penetration level changes, the absolute value for storage capacity must change although 
storage percentage is the same. In this study we focus on to investigating the effect on 
storage requirement when wind penetration level changes.   
We found in Chapter 4 that the load-wind hourly variability increases with an 
increase of wind penetration. We will perform the same analysis here but after introduction 
of a storage system. Table 2.7 gives values for the 3 σ  of hourly load-wind with different 
wind penetration after a given percentage of storage (10%) is provided for each scenario. 
This can be compared with the results in Chapter 4, when wind is 0%, and there is no storage 
system. The results of Table 27 are plotted in Figure 51. 
Table 27.  Statistics of Load-Wind Hourly Variability for Different Wind Penetrations 
(10% Storage) 
Wind 
Penetration Mean (MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
 0% 0.09 386.63 -534 435 9(0.11%) 10(0.11%) 
10% 0.11 468.88 -733.82 666.62 27(0.31%) 20(0.23%) 
20% 0.11 727.18 -671.66 616.72 50(0.57%) 54(0.62%) 
30% 0.11 992.74 -609.51 616.72 60(0.68%) 74(0.85%) 
   
 
83
3σ of Load-Wind Hourly Variability at Different Wind
Penetrations with Same Storage Level (10%)
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Figure 51.  3 σ  of Load-Wind Hourly Variability at Different Wind Penetrations 
 (10% Storage) 
 
As in Chapter 4, we will also extrapolate this relationship into a linear function.  In 
Chapter 4, with no storage, the increasing rate of 3 σ  of hourly load-wind variability is 
26.94 MW/1%. Now, with storage, this rate has decreased to 20.77 MW/1%, which means 
after the system is provided with10% storage, with 1% percent of new wind (the storage also 
increasing by 1%), the system must provide only 20.77 MW rather than 26.556 MW to 
satisfy the impact of the additional wind,. When the storage level is increased from 10%, 
even more unit commitment capacity could be saved. 
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5.4.2  Storage for a Ten-Minute Time Scale 
5.4.2.1  Wind Power (10%) Variability with Different Storages 
Levels 
Figure 52 shows the wind power ten-minute variability (10%) with no storage and 
with 10% storage. Actually, the variability decreases with increasing storage, as shown in 
Table 28. The third column is 3 σ  of the hourly wind power variability. 3 σ  of wind power 
output versus different storage percentage are plotted Figure 53. Clearly wind power 
variability decreases with the increasing of storage levels. The more storage, the less the 3 σ  
of wind power hourly variability. 
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Figure 52.  Wind Power (10%) Ten-Minute Variability with 10% Storage 
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Table 28.  Statistic Wind Power (10%) Ten-Minute Variability at Different Storage 
Levels 
Storage (%) Average(MW) 3 σ  (MW) Max(MW) Min(MW) 
0 -0.00175 233.04 492.00 -492.00 
10 -0.00291 200.78 430.75 -430.75 
20 -0.00408 186.68 369.49 -369.49 
30 -0.00518 180.85 308.24 -308.24 
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Figure 53.  3 σ Load-Wind (10%) Ten-Minute Variability at Different Storage Levels 
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5.4.2.2  Load-Wind (10%) Variability with Different Storage Levels 
In this section, we will investigate the load-wind variability when wind penetration is 
10% with different level of storage. Figure 54 shows the load-wind (10% penetration) 10-
minute variability with no storage and with10% storage. With the introduction of a storage 
system, load-wind variability is decreased. If the storage percentage is increased to 30% the 
results are shown in Table 29. 
Load-Wind 10-Minute Variability (10% Penetration) with No 
Storage and 10% Storage
0
5000
10000
15000
20000
25000
30000
-5
00
-4
50
-4
00
-3
50
-3
00
-2
50
-2
00
-1
50
-1
00 -5
0 0 50 10
0
15
0
20
0
25
0
30
0
35
0
40
0
45
0
50
0
Load-Wind 10-Minute Variability (MW)
Fr
eq
ue
nc
y
No Storage 10% Storage
 
Figure 54.  Load-Wind (10%) Ten-Minute Variability at 10% Storage Level 
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Table 29.  Statistic of Load-Wind (10%) Hourly Variability at Different Storage Levels 
 
Storage 
Level Mean  (MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
0% 0.00175 233.04 (4.74%) -492.00 492.00 687(1.31%) 652(1.24%) 
10% 0.01723 210.20 (4.27%) -449.77 436.26 577(1.10%) 465(0.89%) 
20% 0.0184 196.77 (4.00%) -388.53 375.00 632(1.20%) 471(0.90%) 
30% 0.01951 191.27 (3.89%) -328.73 313.75 682(1.30%) 508(0.97%) 
 
From Table it can be seen that the more storage the system has, the more the 
variability is decreased. Figure 55 illustrates the data of Table 29. We can find how 
variability decreases with increasing of storage percentage. Although the relationship is non-
linear it can be extrapolated into a linear function with a slope of -1.94, which means that for 
1% of storage percentage increase, there will be a 1.94 MW of hourly load-wind ten-minute 
variability decrease. 
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Figure 55.  3 σ Load-Wind (10%) Ten-Minute Variability at Different Storage Levels 
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5.4.2.3  Load-Wind Variability at Different Wind Penetration Levels 
We found in Chapter 4 that the load-wind ten-minute variability is increasing with the 
increase of wind penetration. We perform the same analysis here after the introduction of 
storage system. Table 30 gives us an idea about the 3 σ  of ten-minute load-wind with 
different wind penetration after the same percentage of storage (10%) is included to each 
scenario. In order to make a comparison with the results in Chapter 4, when wind is 0%, 
there is no storage system. The results of Table 30 are plotted in Figure 56. 
As in Chapter 4, we can also extrapolate this relationship into a linear function.  In 
Chapter 4, with no storage, the increasing rate of 3 σ  of hourly load-wind variability is 
21.34 MW/1%. Now, with storage, this rate has decreased to 18.11MW/1%, which means 
that after the system is equipped with 10% storage, with a 1% percent increase in wind (the 
storage also increasing by 1%), the system need only provide 18.11 MW rather than 21,34 
MW to satisfy the impact from the additional wind. If the storage level were increased from 
10%, even more economic dispatch reserve could be saved. 
 
Table 30.  Statistic of Load-Wind Ten-Minute Variability at Different Wind 
Penetrations (10% Storage) 
Wind 
Penetration Mean (MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
0% 0.014 66.03 (1.34%) -119.97 135.57 240(0.05%) 179(0.04%) 
10% 0.017234 210.203 (4.27%) -449.79 436.26 577(1.10%) 465(0.89%) 
20% 0.020147 405.758 (8.25%) -880.53 867.00 630(1.20%) 497(0.95%) 
30% 0.022306 604.749 (12.30%) -1311.27 1297.74 630(1.20%) 501(0.95%) 
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3σ of Load-Wind 10-Minute Variability at Different Wind
Penetrations with Same Storage Level (10%)
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Figure 56.  3 σ  of Load-Wind Ten-Minute Variability at Different Wind Penetrations 
 (10% Storage) 
 
5.4.3  Storage for a One-Minute Time Scale 
5.4.3.1  Wind Power (10%) Variability with Different Storage Levels 
Figure 57 shows the wind power one-minute variability (10%) with no storage and 
with 10% storage. Actually, the variability decreases with an increase in storage, as shown in 
the Table 31. The third column is 3 σ  of the hourly wind power variability. 3 σ  of wind 
power output versus storage percentage is plotted in Figure 58. Clearly, the wind power 
variability decreases with increase in storage level. The more the storage is, the less the 3 σ  
wind power one-minute variability. 
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Figure 57.  Wind Power (10%) One-Minute Variability with 10% Storage 
. 
Table 31.  Statistic Wind Power (10%) One-Minute Variability at Different Storage 
Levels 
Storage Levels Average 3σ  (MW) Max Min 
0 -0.00741 144.57 492 -492 
10% -0.000504 128.2043 429.71 -429.71 
20% -0.000267 123.0295 367.42 -367.42 
30% 4.23E-05 120.9126 305.13 -305.13 
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3σ of Wind Power 1-Minute Variability at Different Storage Levels
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Figure 58.  3 σ Load-Wind (10%) One-Minute Variability at Different Storage Levels 
 
5.4.3.2  Load-Wind (10%) Variability with Different Storage Levels 
In this section, we will investigate the load-wind variability when wind penetration is 
10% for different levels of storage. Figure 59 shows the load-wind (10% penetration) one-
minute variability with no storage and with 10% storage. With the introduction of storage 
system, load-wind variability is decreased.  
If we increase the storage percentage to 30% the results are shown in the Table 32. 
From Table 32, the more storage, the greater is the decrease in variability. Figure 60 
illustrates the data of Table 32. 
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Figure 59.  Load-Wind (10%) One-Minute Variability at 10% Storage Level 
 
Table 32.  Statistic of Load-Wind (10%) One-Minute Variability at Different Storage 
Levels 
 
Storage Level Mean (MW) 3σ (MW) Min (MW) Max(MW) Points>3σ  Points<-3σ  
0% 0.000833 184.18 (3.75%) -494.00 493.19 2270(0.43%) 6834(1.30%) 
10% 0.00107 128.36 (2.61%) -431.71 430.90 7568(1.44%) 7716(1.47%) 
20% 0.001307 123.19 (2.50%) -369.42 368.61 7543(1.43%) 7450(1.42%) 
30% 0.001531 121.08 (2.46%) -307.13 306.32 7590(1.44%) 7733(1.47%) 
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3σ of Load-Wind (10% Penetration) 1-Minute Variability With
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Figure 60.  3 σ Load-Wind (10%) One-Minute Variability at Different Storage Levels 
 
We can find the decrease in variability due to increase of storage percentage. 
Although the relationship is non-linear it can be extrapolated into a linear function with a 
slope of -1.39, which means that for 1% of storage percentage increase, there will be a 1.39 
MW decrease of hourly load-wind one-minute variability. 
 
5.4.3.3  Load-Wind Variability at Different Wind Penetration Levels 
From analysis similar to that performed in 5.4.1.2, Table 33 gives values for the 3 σ  
of one-minute load-wind with different wind penetration after an identical percentage of 
storage (10%) is included for each scenario. The data of Table 33 are plotted in Figure 61. 
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Table 33.  Statistic of Load-Wind One-Minute Variability at Different Wind 
Penetrations (10% Storage) 
 
Wind 
Penetration 
Mean(MW) 3σ (MW) Min (MW) Max(MW
) 
Points>3σ  Points<-3σ  
  0% 0.00158 8.44 -16.29 18.21 1093(0.21%) 2136(0.41%) 
10% 0.00107 128.36 (2.61%) -431.71 430.90 7568(1.44%) 7716(1.468%) 
20% 0.000566 256.48 (5.22%) -861.42 860.61 7612(1.45%) 7733(1.471%) 
30% 6.23E-05 384.65 (7.82%) -1291.13 1290.32 7616(1.45%) 7743(1.473%) 
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Figure 61.  3 σ  of Load-Wind One-Minute Variability at Different Wind Penetrations 
 (10% Storage) 
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As in Chapter 4, we can extrapolate this relationship into a linear function.  In 
Chapter 4, with no storage, the increasing rate of 3 σ  of hourly load-wind variability is 
17.24 MW/1%.  This rate has now decreased to 12.56 MW/1%, meaning that after the system 
is equipped with10% storage, with 1% percent of new wind (the storage also increasing by 
1%), the system need provides only 12.56 MW rather than 17.24 MW to satisfy the impact 
from the additional wind. When the storage level is increased from 10%, even more AGC 
capacity could be saved. 
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CHAPTER 6.  FUTURE WORK 
6.1  Summary  
In this study, two parallel methods, transient simulation and statistical analysis, have 
been used to study wind integration into an existing power system. In the transient simulation 
portion, a procedure to dynamically model wind using PSS/E 29.5 and Compaq Compiler 6.5 
has been provided. A set of simulations to compare the system frequency response was 
performed when wind power penetrations increased from 2% to 8%.  
In the statistical analysis, with one-year load and wind speed data, combined load-
wind variability is calculated for different time scales: hour-to-hour, ten-minute interval, and 
one-minute interval. Operational suggestions for these three time scales are provided in terms 
of scheduling, load following and regulation. A storage system is studied using the same 
statistical method as that for finding the solution for increasing load-wind variability when 
additional wind power is added into the system.  
The results from both these methods, transient simulation and statistical analysis, 
show that an increase of wind penetration creates more system challenges. This is the reason 
a maximum limitation for wind penetration is established in any particular system.  This 
maximum wind penetration level varies in different systems. 
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6.2  Future Work 
The following suggestions are made for future study. 
1. In the transient simulation, only DFIG models were studied. More DFIG models 
should be studied in the same way to test their initial responses to the same 
contingencies. 
2. In the transient simulation, a frequency nadir value after generation loss is picked as 
the monitored value, while in the statistical approach, σ3 of the load-wind combined 
variability is picked as the “criteria value”. Both approaches provide evidence that a 
system is increasingly challenged with increase of wind penetration. In future work, 
following similar criteria, both approaches can achieve a maximum wind penetration 
level for any given power system.  
3. In the transient simulation approach, a storage system could be modeled to provide 
solutions to the frequency problem caused by the increasing wind penetration levels.  
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APPENDIX A.  PARAMETERS OF THE DFIGPQ WIND MODEL   
In this study, we use the DFIGPQ as the dynamic model of all the new wind 
generators. It has the following sub-models: 
• DFIGPQ (GE Wind Turbine Doubly-Fed Wound Rotor Induction Generator) 
• CGECN2 (GE Wind Turbine Generator Control) 
• TWIND1 (Wind Gust and Ramp) 
• TSHAFT (Two mass Shafts) 
• GEAERO (GE Wind Turbine Aerodynamics) 
• TGPTCH (GE Pitch Control) 
• VTGTRP (Under/Over Voltage Generator Tripping Relay) 
• FRQTRP (Under/Over Frequency Generator Tripping Relay) 
Figure 62 is the block description for each sub-model in the GE 1.5 Wind Turbine 
Model [14].  
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Figure 62.  GE 1.5 Wind Turbine Block Diagram 
 
As shown Figure 62, the stator is connected directly to the grid and the rotor is 
connected to the grid through a converter, enabling power to flow in or out of the rotor. The 
speed of the rotor needn’t to be constant. The rated power of the turbine is 1.5 MW and the 
output power is based on the rotor speed. When the rotor speed is increased to its rated value, 
the pitch controller sub-model keeps the speed at this value. In our simulation, we assume a 
constant wind speed and the rotor speed is always at its rated value. At the same time, 
reactive power is based on the reference voltage setting or the power factor setting. For 
example, if voltage control is applied, the error between the reference voltage and the actual 
voltage is used to control the reactive power.  Signals from an under/over voltage relay and 
an under/over frequency relay are applied to the wind turbine. The parameters for the 
DFIGPQ wind dynamic model are listed in Table34 [14]. 
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Table 34.  Parameters for the DFIG Wind Dynamic Model 
 
DFIGPQ Stator Resistance (pu) 0.00706 
Stator Inductance (pu) 0.1714 
Mutual Inductance (pu) 2.904 
Rotor Resistance (pu) 0.005 
Rotor Inductance (pu) 0.1563             
Total Drive Train Inertia (sec) 0.57 
Damping Factor (pu) 0.0 
Initial Rotor Negative Slip 0.2 
CGECN2 Delay in Sending the Signal to Local WTs (sec) 0.15 
Proportional Gain in Voltage Regulator (pu) 20.0 
Integrator Gain in Voltage Regulator (pu) 10.0 
Line Drop Compensation Resistance (pu) 0.0 
Line Drop Compensation Reactance (pu) 0.0 
Filter Time Constant in Torque Regulator (sec) 0.05 
Proportional Gain in Torque Regulator (pu) 3.0 
Integrator Gain in Torque Regulator (pu) 0.6 
Max Limit in Torque Regulator (pu) 1.12 
Min Limit in Torque Regulator (pu) 0.09 
Max Limit in Voltage Regulator (pu) 0.3 
Min Limit in Voltage Regulator (pu) -0.43 
Max Reactive Current Limit (pu) 1.11 
Voltage Sensor Time Constant (sec) 0.05 
Maximum Power Order Derivative (pu) 0.45 
Minimum Power Order Derivative (pu) -0.45 
Power Reference Filter Time Constant (sec) 5.0 
MVAR/Volt Gain 0.025 
Min. Voltage Limit 0.9 
Max. Voltage Limit 1.1 
Volt/MVAR Gain 50.0 
TWIND1 Base Wind Speed from Load Flow (m/sec) 12.0 
Gust Start Time (sec) 9999.0 
Gust Duration (sec) 5.0 
Gust Peak Over Vwb (m/sec) 30.0 
Ramp Start Time (sec) 9999.0 
Ramp Max Time (sec) 9999.0 
Ramp Maximum over Vwb (m/sec) 30.0 
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TSHAFT Shaft Damping (pu) 1.5 
 Shaft Stiffness (pu) 1.246 
 Turbine Rotor Inertia (sec) 7.64 
 A Number of Generator Pole Pairs 3.0 
 Gear Box Ratio 72.0 
GEAERO Initial Eff. Wind Speed from Load Flow (m/sec) 12.0 
Max. Lambda from Cp Curves 20.0 
Min Lambda from Cp Curves 0.0 
Upper Limit of Pitch Angle  27.0 
Lower Limit of Pitch Angle -4.0 
Time Constant of the Conversion Smoothing 0.0 
Air Density (kg/m 3 )   1.225 
Blade Radius (m) 35.25 
Gear Box Ratio 72.0 
Synchronous (rpm) 1200.0 
Rated Power of the Original WTG (kW) 1500.0 
MBASE of the Original WTG (MVA) 1.667 
TGPTCH Time Constant of the Output Lag (sec) 0.2 
 Proportional Gain of PT Regulator (pu) 150.0 
 Integrator Gain of PI Regulator (pu) 25.0 
 Proportional Gain of the Compensator (pu) 3.0 
 Integrator Gain of the Compensator (pu) 30.0 
 Lower Pitch Angle Limit (Degrees) -4.0 
 Upper Pitch Angle Limit (Degrees) 27.0 
 Lower Pitch Angle Rate Limit (degrees/sec.) -10.0 
 Upper Pitch Angle Rate Limit (degrees/sec.) 10.0 
 Power Reference  0.91 
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APPENDIX B.  METHOD TO MODEL WIND POWER IN PSS/E 29.5 
Figure 63 describes the procedure for modifying wind model data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Make change in SAV file 
from PSSLF4, save the 
change  
Start PSS/E, open snapshot 
file and saved case, convert 
generators. Use command 
DOCU to check the sub-
models of the generators 
which will be replaced 
Prepared a dynamic model 
data file for the new wind 
generator, Open the case 
from PSSDS4 
This action is a must 
when any change is 
made to power flow data 
DOCU: find all the sub-
models and 
corresponding address 
that assigned to this 
generator in CONEC 
and CONET  
Save the snapshot file 
Step 1 
Step 2 
Step 3 
Step 4 
Step 5 
Step 6 
Step 7 
Specify new names for 
CONEC and CNOET 
Pay attention to the 
information in the progress 
window  
Command: DYRE, ADD  
This action adds the 
new model into the 
case 
Note if any models are 
removed. 
This snapshot file 
stores the change in 
DYR 
Ensure the original 
CONEC and CONET 
files are not over-
written. 
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Figure 63.  Procedure to Model Wind Models 
Stop PSS/E. Outside PSS/E, 
add source code from new 
CONEC&CONET created 
in step5 into the original 
one. 
 
Yes 
Comment out the sub-
models that didn’t removed 
in step6 by deleting their 
address in new 
CONEC&CONET files 
The change 
information is now 
stored into the new 
CONEC&CONET
Step 8 
Every time after the 
change of dynamic 
data, a new library is 
needed 
Step 9 
No 
Use the new 
CONEC&CONET, build 
the new library file  
Start PSS/E, open snapshot 
file and saved case, convert 
generators 
Step 10 
Step 11 
Converged?  
Yes 
Run the simulation 
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By following the above procedure, the change has been stored in the SAV file and the 
snapshot file. In all these steps, step 10 is the most important. There are two steps to rebuild a 
new library with the new CONEC&CNOET 
1) Compile Process: In this step, all FLX files are changed into OBJ files.  
2) Link Process: With the calling information in CONEC&CONET, all the OBJ files are 
linked together to generator one single DSUSR.DLL library file.  
An executive file (Siddhartha.exe) has been developed by Iowa State University.  
Using this program, the above two steps are performed together. The output and input of this 
program is shown in Figure 64.  
 
 
 
 
 
 
 
 
Figure 64.  Input and Output of Program 
 
All the source files are provided in the MISO transient simulation package so that 
new CONEC&CONET generator by step 9 is the only input of this program.  
Source files for 
user-defined 
models 
CONEC&CNOET  
Siddhartha.exe 
DSUSR.DLL 
CONEC&CNOET.OBJ 
DSUSR link map  
DSUSR.OBJ  
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After executing the program, a new DSUSR.DLL is created. The original should be 
replaced by this new one so that a change in the CONEC&CONET can be linked to the 
library. 
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APPENDIX C.  LOAD AND WIND PROFILES IN 12 MONTHS 
January Load and Wind Speed Profile
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Figure 65.  Load and Wind Profiles in January 
 
February Load and Wind Speed Profile
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Figure 66.  Load and Wind Profiles in February 
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March Load and Wind Speed Profile
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Figure 67.  Load and Wind Profiles in March 
 
 
April Load and Wind Speed Profile
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Figure 68.  Load and Wind Profiles in April 
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May Load and Wind Speed Profile
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Figure 69.  Load and Wind Profiles in May 
 
June Load and Wind Speed Profile
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Figure 70.  Load and Wind Profiles in June 
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July Load and Wind Speed Profile
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Figure 71.  Load and Wind Profiles in July 
 
August Load and Wind Speed Profile
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Figure 72.  Load and Wind Profiles in August 
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September Load and Wind Speed Profile
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Figure 73.  Load and Wind Profiles in September 
 
October Load and Wind Speed Profile
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Figure 74.  Load and Wind Profiles in October 
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November Load and Wind Speed Profile
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Figure 75.  Load and Wind Profiles in November 
 
December Load and Wind Speed Profile
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Figure 76.  Load and Wind Profiles in December 
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APPENDIX D.  METHOD TO CHANGE WIND SPEED TO WIND 
POWER 
We have the one-minute based wind speed data in the load territory. An approach to 
change wind speed data into wind power for one single wind turbine is provided below. 
Because of unavailability of data, we don’t have the wind power output from wind farms in 
the load territory. An approximation is made by multiplying the wind power from one turbine 
by the number of wind turbines to approximate the output power of the wind farm.  
In this study, one of the most widely used wind turbine models, the GE 1.5 MW wind 
turbine model, is used to represent the single wind turbine.  
The power extracted from the wind can be described using the following equation:  
3
2
),( windpm
AcP νρβλ=   
Where:  
mP             Mechanical output power of the turbine (W) 
),( βλpc    Performance coefficient of the turbine 
λ               Tip speed ratio of the rotor blade tip speed to wind speed 
β               Blade pitch angle (deg) 
ρ               Air density (kg/ 3m ) 
A               Turbine swept area ( 2m ) 
windν           Wind speed (m/s) 
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In this equation, ),( βλpc  is dependent on λ  and β , which are dependent on the wind 
speed and wind turbine operation characteristic. The typical λ−pc  curve for different blade 
angles β  is shown as follows [15]: 
 
Figure 77.  Wind Power λ−pc  Curves for Different Blade Angles β  
Numerical approximations have been developed to calculate pc  for given values of 
λ  and β . Here the following approximation can be used [16]:  
λβλβλ 17.02 )6.5022.0(5.0),( −−−= ecp  
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A well designed wind turbine has a λ  value between 6 and 8 under normal 
conditions. When the wind speed is below the rated wind speed, β  is usually held constant at 
zero. When wind speed is above the cut-out wind speed, β  is set to 90 deg and the wind 
turbine is shut down.  
GE 1.5 MW wind turbine has a fixed wind power output curve correspond to 
different wind speed. As a result it is possible to pick proper pitch angle value and tip ratio at 
different wind speed to achieve a similar wind power curve. There are two typical GE 1.5 
MW wind turbine Model: 1.5sle and 1.5xle. GE 1.5 MW wind turbine power curve are 
described in Figure 78 [17]. 
 
Figure 78.  GE 1.5MW Wind Turbine Power Curve 
 
Table 37 shows the technical data for both models [17]. 
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Table 35.  Technical Data for Tow Types of Wind Turbine  
 
Categories 1.5sle 1.5xle 
Rated capacity  1.5MW 1.5MW 
Temperature range -30°C-+40°C -30°C-+40°C 
Cut-in wind speed 3.5m/s 3/5m/s 
Cut-out wind speed 25m/s 20m/s 
Rated wind speed  14m/s 12.5m/s 
Frequency  50/60HZ 50/60HZ 
Voltage 690V 690V 
Rotor Diameter 77m 82.5m 
Swept Area 4657 m2 5346m2 
Hub Heights 65/80m 80m 
Power Control Active Blade Pitch Control Active Blade Pitch Control 
 
In this study, the 1.5sle model is chosen to represent wind turbine. 
Since the wind speed data are discrete and the power output curve is fixed, the wind 
power output of the turbine at different wind speeds can be found. Based on the information 
given above, we can build the following table to transfer all the wind speed (m/s) to wind 
power (KW). The results are shown in Table 36. 
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Table 36.  Wind Power Output at Different Wind Speed 
 
Wind power and power factor of a single turbine at different wind speed is plotted as 
follows: 
Wind Speed 
(m/s) 
Pitch Angel 
(Deg) 
Tip Speed Ratio Power Factor (MW) Wind Power 
Output (KW) 
0 NA NA 0 0 
1 NA NA 0 0 
2 NA NA 0 0 
3 NA NA 0 0 
4 NA NA 0 0 
5 0 6.8 0.189096 71 
6 0 7.12 0.226568 147 
7 0 7.57 0.271768 280 
8 0 8 0.308857 475 
9 0 8 0.319672 700 
10 0 7.85 0.296295 890 
11 0 8 0.307653 1230 
12 0 7.8 0.269723 1400 
13 0 7.07 0.222903 1471 
14 0 6.8 0.180774 1490 
15 7.5 8 0.147962 1500 
16 8.1 8 0.121917 1500 
17 8.6 8 0.101643 1500 
18 8.9 8 0.085626 1500 
19 9.1 8 0.072806 1500 
20 9.3 8 0.062422 1500 
21 9.5 8 0.053922 1500 
22 9.6 8 0.046898 1500 
23 9.7 8 0.041043 1500 
24 9.8 8 0.036124 1500 
25 9.9 8 0.03196 1500 
>26 90 NA 0 0 
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Power Factor and Wind Power Increasing with Wind Speed
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Figure 79.  Wind Power Output at Different Wind Speed 
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