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Using an imaginary-time, functional integral formulation, we prove thermodynamic and ultravi-
olet stable stability bounds for the relativistic local gauge-invariant lattice scalar QCD quantum
model, with multiflavored real or complex scalar Bose matter fields replacing the usual fermionic
(anti)quarks. We consider a local gauge-invariant gauge model with a compact and connected gauge
Lie group G. For concreteness, we concentrate on G = U(N), SU(N). Let d(N) = N2, (N2 − 1)
denote their Lie algebra dimensions, respectively. We start with the model defined on a finite
hypercubic lattice Λ ⊂ aZd, d = 2, 3, 4, a ∈ (0, 1], with L ∈ N sites on a side, Λs = L
d sites,
and with free boundary conditions. The model action is a sum of a minimally coupled Bose-gauge
part, which is quadratic in the Bose fields, and a Wilson pure-gauge plaquette term. We employ
a priori local, scaled scalar multiflavor Bose fields, i.e. Bose fields with an a-dependent type of
field-strength renormalization defining a non-canonical scaling. The Wilson pure-gauge action is
a sum over gauge-invariant pointwise positive plaquette actions with a pre-factor (ad−4/g2), and
we take the gauge coupling g2 in (0, g20 ], 0 < g0 < ∞. To eliminate the excess number of gauge
bond variables, due to local gauge invariance, sometimes we use an enhanced temporal gauge so
that there are Λr ≃ (d − 1)Λs, for L ≫ 1, retained bond variables. The value of the partition
function is not altered since there are no loops involved and only the bonds of a maximal tree in
Λ are set equal to the identity. Considering the finite-lattice original, unscaled partition function
ZuΛ,a ≡ Z
u
Λ,a,κ2u,mu,g
2,d, where κ
2
u > 0 is the unscaled (bare) hopping parameter and mu ≥ 0 are
the boson fields bare masses, and letting sB ≡ [a
d−2(m2ua
2 + 2dκ2u)]
1/2 and sY ≡ a
(d−4)/2/g, we
show that the scaled partition function ZΛ,a = s
NΛs
B s
d(N)Λr
Y Z
u
Λ,a satisfies the thermodynamic and
ultraviolet stable stability bounds
ecℓd(N)Λs ≤ ZΛ,a ≤ e
cud(N)Λs ,
with finite constants cℓ, cu ∈ R independent of the lattice size L of Λ and the lattice spacing a.
The gauge fixing is used only to prove the lower bound on ZuΛ,a. In these stability bounds, we
have extracted and isolated in ZuΛ,a the dependence on Λ and the exact singular behavior of the
finite lattice free energy in the continuum limit aց 0. For the normalized finite-lattice free energy
fnΛ = [d(N) Λs]
−1 lnZΛ,a, the Bolzano-Weierstrass theorem ensures that a finite thermodynamic
limit (Λ ր aZd) exists for fnΛ , at least in the sense of subsequences. Subsequently, a continuum
limit a ց 0 also exists, at least in the subsequential sense, and defines a model normalized free
energy fn. The existence of fn is the only question we examine here! Our stability bounds on
ZΛ,a are proved by showing partial stability bounds separately for the scaled Wilson pure-gauge
partition function ZY,Λ,a ≡ ZY,Λ,a,g2,d and the scaled Bose-gauge partition function ZB,Λ,a(g˜) ≡
ZB,Λ,a,κ2u,g2,mu,d(g˜) with fixed gauge coupling g
2 and postponed integration over the gauge fields
g˜. A simple bound relates the bounds on these two partial partition functions with bounds on the
complete scaled partition function ZΛ,a. We prove that the scaled pure-gauge partition function
ZY,Λ,a = s
d(N)Λr
Y Z
w
Y,Λ,a verifies thermodynamic and ultraviolet stable stability bounds. Similarly,
using a new method which bypasses diamagnetic inequality considerations, we prove that the scaled
Bose-matter partition function ZB,Λ,a(g˜) = s
NΛs
B Z
u
B,Λ,a(g˜) is also thermodynamic and ultraviolet
stable. The bounds are uniform in the bond variables g˜. Our methods extend to treat more general
lattices and other compact, connected Lie gauge groups. Here, we do not attempt to prove any
property of the limiting models.
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2I. INTRODUCTION AND RESULTS
To prove the existence of QFT models in d = 4 is still one of the most fundamental and challenging open problems
in physics. Using Euclidean spacetime to analyze this question, and show the existence of a model in the thermody-
namic and the continuum limits, one approach is to derive stability bounds for its partition function and prove the
existence of the free energy [1]. Then, once we show bounds to the generating functions of correlations, we can obtain
correlations and, from them, we can derive properties for the limiting models,such as to obtain the corresponding
energy-momentum spectrum.
During this process, if Osterwalder-Schrader positivity [2, 3] is verified and an underlying physical, quantum me-
chanical Hilbert space H, is constructed, the mutually commuting, self-adjoint positive-energy and spatial-momentum
operators can be defined. Applying the spectral theorem to these operators allows us to establish spectral representa-
tions for correlations which provide, via a Flyman-Kac type formula, a rigorous connection between the singularities in
complex momentum space of the Fourier transforms of some correlations with points in the E-M spectrum. Last, once
all the Osterwalder-Schrader axioms are verified, we can also verify Wightman axioms for the corresponding model
in the Minkowski spacetime, and eventually obtain a physically interesting relativistic QFT in Minkowski spacetime
[2, 4–12].
The best candidate to fulfill the above requirements in d = 4 is the SU(3)c local gauge-invariant model of Quantum
Chromodynamics (QCD), defined with fermionic quarks and antiquarks.
As an intermediate step to deal with this problem, here we analyze local abelian and non-abelian gauge models
coupled with bosonic scalar matter fields instead of (anti)quarks. It is known that replacing the fermionic matter
fields by Bose fields introduces mathematical problems not present in Fermi models. This is due to the fact that boson
field operators are unbounded, as opposed to the case of Fermi fields which, due to the Pauli principle, are bounded
operators. However, as shown below, we can handle this difficulty and prove thermodynamic and ultraviolet stable
stability bound and the existence of the free energy for bosonic QCD in d = 2, 3, 4. Also, from a physical viewpoint,
our bosonic QCD model is relevant since it can be used to treat e.g. effective interactions between hadrons. Besides,
the methods established in [13–15] work well for both Bose and Fermi lattice gauge models.
The pure-gauge term was neglected in Refs.[13–15], and was treated independently in [16], where we obtained
thermodynamic and ultraviolet stable stability bounds for the pure-gauge, Yang-Mills model defined on the lattice
and using the Wilson plaquette action. The same (noncanonical) scaling ideas are behind our method in [16], which
is simple, direct, and does not make use of sophisticated multiscale renormalization group analysis employed in the
important work carried out by Balaban (see [17, 18] and references therein). In [19], abelian gauge Bose matter models
were considered in d = 2. For d = 3, the U(1) abelian case was considered in [20] and, more recently, in Ref. [21].
Considering Fermi-gauge models, like QCD, although in [14, 15] we showed an upper stability bound for the partition
function and also bounded generating functions, we have not yet attacked the question of proving a lower stability
bound. This is an important open question.
In this work, we use the methods of Refs. [13, 16] to prove upper and lower thermodynamic and ultraviolet stable
stability bounds for a scaled partition function for lattice bosonic QCD models in Euclidean dimensions d = 2, 3, 4.
Both the upper and lower stability bounds imply the same singularity of the free energy as the lattice spacing aց 0,
i.e. in the continuum limit. Then, by the Bolzano-Weierstrass theorem, we prove the existence of the thermodynamic
and continuum corresponding normalized free energy for the models, at least in the subsequential sense.
Our starting point is the finite-lattice Bose-gauge model with unscaled partition function
ZuΛ,a ≡ ZuΛ,a,κ2u,mu,g2,d =
∫
e−[S
u
Λ,a(φ˜
u,g˜)] dφ˜u dg˜ , (1)
where the action is
SuΛ,a(φ˜
u, g˜) = SuB,Λ,a(φ˜
u, g˜) + SwY,Λ,a(g˜) . (2)
Here, φ˜u denotes a collection of real or complex scalar fields and g˜ are the gauge variables taking values in a compact
and connected Lie gauge group G. For concreteness, we concentrate our attention on G = U(N), SU(N) and denote
by d(N) = N2, N2 − 1 their Lie algebra dimensions, respectively.
The Bose-gauge action in Eq.(2) is given by the lattice minimally coupled approximation with lattice sites denoted
by x. Formally, it is given by
AuB,a(φ˜
u) =
κ2u
2 a
d−2 ∑
x,α,γ,ξ,f
d−1∑
µ=0
[(
φuα,f (x
+
µ )−
(
gbµ(x)
)
αγ
φuγ,f (x)
)cc (
φuα,f (x
+
µ )−
(
gbµ(x)
)
αξ
φuξ,f (x)
)]
+ 12 m
2
ua
d
∑
x,α,f
|φuα,f (x)|2 ,
(3)
3where the first sum means the sum over lattice sites x = (x0, x1, . . . , xd−1), with x0 denoting the temporal coordinate,
α, γ, ξ = 1, . . . , N are gauge group indices (color), f = 1, . . . , Nf , Nf ∈ N is the flavor number and cc means complex
conjugation. Here, x+µ ≡ x + aeµ, where eµ is the unitary vector of the µ = 0, 1, . . . , (d − 1) direction and bµ(x)
denotes a directed lattice bond 〈x, x+µ 〉, originating at site x and ending at site x+µ . For simplicity, below we take
Nf = 1 and suppress the color, gauge index α. The general case with Nf flavors may be easily recovered from our
analysis.
Here, we work with a finite hypercubic lattice Λ ⊂ (aZ)d, with L ∈ N sites on a side, and we denote the number of
sites in Λ by Λs = L
d. Many of our results extend to more general lattices. Based on Eq. (3), the action SuB,Λ,a(φ˜
u, g˜)
of Eq. (2), with free boundary conditions, is defined by
e−S
u
B,Λ,a(φ˜,g˜) =
∏
bµ(x)
Fubµ(x)
∏
x∈Λ
exp
[
−1
2
(
2dκ2ua
d−2 + adm2u
) |φu(x)|2] ,
where, for free boundary conditions and with the condition that both sites x, x+µ ∈ Λ, we have the bond factor
Fubµ(x) = exp
{
κ2ua
d−2
2
[
φ¯u(x)gbµ(x)φ
u(x+µ ) + φ¯
u(x+µ )g
−1
bµ(x)
φu(x)
]}
. (4)
In the sequel, we will need to use the corresponding unscaled Bose-gauge partition function with an arbitrary gauge
field configuration and postponed gauge integral, namely,
ZuB,Λ,a(g˜) =
∫
e−S
u
B,Λ,a(φ˜,g˜) dφ˜ . (5)
For further considerations, we observe that we can also define the model with periodic boundary conditions, which
we do not use here, by adding links to the bond factor connecting hypercubic lattice final to initial points in each
coordinate direction. For the free and periodic boundary conditions, our Bose-gauge models satisfy Osterwalder-
Schrader positivity for κ2u, m
2
u > 0. Besides, we emphasize that the exponent in Eq. (4) is real and, of course, the
free Bose field case is obtained from the above action by setting all g equal to the identity matrix.
The (spin zero) Bose fields φ˜(x) ≡ φc,f (x) are defined at the lattice sites x, and are taken in the fundamental
representation of G. For each directed lattice bond bµ(x) = 〈x, x+µ 〉 in the µ-direction, we assign a gauge bond variable
gbµ(x). This gauge bond variable is an N ×N unitary matrix taken as an element of an irreducible representation of
the gauge group G.
The pure-gauge, Yang-Mills action SwY,Λ,a(g˜) in Eq. (2) is the Wilson plaquette action (see Refs. [22] and [11])
SwY,Λ,a =
∑
p
Ap ≡ a
d−4
g2
∑
p
‖1− gp‖2H−S , (6)
with g2 ∈ (0, g20 ], 0 < g20 < ∞. If p is a plaquette (oriented minimal square with four lattice bonds) in the µ − ν
plane, with µ < ν; µ, ν = 0, 1, . . . , (d− 1), and vertices at x, x+µ , x+µ + aeν , x+ν , then
gp = g1g2g3g4 ,
where we have g1 = g〈x,x+µ 〉, g2 = g〈x+µ ,x+µ+aenu〉, g3 = g
−1
〈x+ν ,x+ν +aeµ〉 and g4 = g
−1
〈x,x+ν 〉. Here, g
−1 denotes the inverse
gauge group element and, for a square matrix M , we have the Hilbert-Schmidt norm squared
‖M‖2H−S ≡ Tr(M †M) ≥ 0 ,
where Tr is the trace and † denotes the adjoint. In Eq. (6),
∑
p runs over all plaquettes in the hypercubic lattice
Λ ⊂ aZd. We can also define, for a hypercubic lattice, the model with periodic boundary conditions by considering
additional plaquettes joining the left most plaquettes to the right most plaquettes in each coordinate direction.
Note that each plaquette action in SwY,Λ,a is pointwise positive and this property is global, such as it holds for
the whole group G. Also, as the gauge group G is unitary then gp is also a unitary matrix and can be written as
gp = exp[iX ], with X self-adjoint,. As G is compact and connected, the exponential map is onto [23–25]. Also,
‖1− gp‖2H−S = 2Re Tr(1 − gp) = Tr[(1− eiX)†(1 − eiX)] = 2Tr(1 − cosX) .
If b is identified with the bond bµ(x) then, formally, gb = e
iagAb , where Ab is identified with the d(N) gauge
potentials or physical gluon fields Acµ(x). The fields Ab =
∑
c=1,...,d(N)A
c
bθc, where the θc, c = 1, . . . , d(N), are
4N ×N self-adjoint matrices which form a basis for the Lie algebra for the group G. The index c fixes the gluon color,
and we normalize the Lie algebra generators such that Trθαθβ = δαβ , with a Kronecker delta.
The unscaled partition function associated with the free-boundary action SwY,Λ,a is defined by
ZwY,Λ,a =
∫
e−S
w
YΛ,a dg˜ . (7)
Here, the gauge field measure dg˜ is the product over bonds bµ(x) of normalized to one Haar measures dσ(gbµ(x)) on
the gauge group G [23–25].
Using the Baker-Campbell-Hausdorff formula, formally, in Ref. [7] it is shown that the Wilson plaquette action of
Eq. (6) approximates the continuum smooth field classical Yang-Mills action as a ց 0 (see below). Similarly, the
Bose-gauge action of Eq. (3) approximates the classical Bose-gauge field minimal coupling as a ց 0. Namely, with
gbµ(x) = exp[iagAµ(x)], Aµ(x) =
∑
α=1,...,d(N)A
α
µ(x)θα and the covariant derivative Dµ ≡ ∂µ − igAµ(x), the action
in the continuum spacetime is given by∫ {
[Dµφ(x)]
ccDµφ(x) +
1
2
m2u |φ(x)|2
}
ddx .
In Eq. (1), writing the complex scalar field as φc,f (x) = φR,c,f (x) + iφI,c,f(x), then the measure dφ˜ is a product of
Lebesgue measures
dφ˜ =
∏
x∈Λ
∏
c=1,...,N
∏
f=1,...,Nf
(
1√
2π
dφR,c,f (x)
) (
1√
2π
dφI,c,f(x)
)
.
For the real Bose field case, we set φI,c,f = 0 and neglect the measure in the second parenthesis on the right-hand-side
above.
The actions SuB,Λ,a(φ˜
u, g˜), SwY,Λ,a(g˜), and then S
u
Λ,a(φ˜
u, g˜), as well as the partition function ZuΛ,a of Eq. (1) are
invariant under the usual local gauge transformations. Namely, the group ⊗x∈Λ G, with elements
∏
x rx, maps φc,f (x)
to rxφc,f (x), φ
†
c,f (x) to r
−1
x φ
†
c,f (x) and acts on bond variables mapping gbµ(x) to rxgbµ(x)r
−1
x+aeµ .
For simplicity, here, we will treat explicitly only the case G = U(N), but we also show how to extend our analysis
to the case G = SU(N). The extension to the multiflavored case Nf > 1 is obvious.
Due to local gauge invariance, there is an excess of bond variables. The excess variables can be eliminated (or, say,
gauged away) by using the enhanced temporal gauge. In this gauge, the temporal bond variables and certain specified
bond variables on the boundary of Λ are set to the identity matrix in the action. The corresponding gauge integrals
are dropped. In d = 2, 3, 4, the gauged away bonds do not form loops. We denote the number of remaining or retained
gauge variables by Λr ≡ Λr(d) which has the values (L − 1)2, [(2L + 1)(L − 1)2], [(3L3 − L2 − L − 1)(L − 1)], for
d = 2, 3, 4, respectively. Clearly Λr ≃ (d− 1)Ld, for L≫ 1, and Λr ր ∞ as Λ ր aZd. Letting Λp be the number of
distinct plaquettes in the lattice Λ we emphasize that Λp = Λr for d = 2, but not for d = 3, 4.
To be more precise, if we identify the sites of the µ-th coordinate with 1, 2, . . . , L, the enhanced temporal gauge is
defined by setting, in the lattice Λ, the following bond variables to 1. First, for any d = 2, 3, 4, we take gb0(x) = 1.
For d = 2, take also gb1(x0=1,x1) = 1. For d = 3, set also gb1(x0=1,x1,x2) = 1 and gb2(x0=1,x1=1,x2) = 1. Similarly, for
d = 4, take also gb1(x0=1,x1,x2,x3) = 1, gb2(x0=1,x1=1,x2,x3) = 1 and gb3(x0=1,x1=1,x2=1,x3) = 1. For d = 2 the gauged
away bond variables form a comb with the teeth along the temporal direction, and the open end at the maximum
value of x0. For d = 3, the gauged away bonds can be visualized as forming a scrub brush with bristles along the x0
direction and the grip forming a comb. In d = 2, 3, 4, the gauged away bonds do not form loops, and note that, fixing
the enhanced temporal gauge, the Λr retained gauge variables are associated with bonds in the hypercubic lattice Λ
which form a maximal tree, so that by adding any other bond to it we form a closed loop.
We assume the enhanced temporal gauge fixing only to prove the lower stability bound of Eq. (8). In this case, for
simplicity, we make an abuse of notation and keep using the same notation everywhere.
To prove the upper and lower stability bounds, our goal is to multiplicatively transform the unscaled partition
function ZuΛ,a so that the scaled partition function ZΛ,a satisfies a thermodynamic and ultraviolet stable stability
bound
ecℓd(N)Λs ≤ ZΛ,a ≤ ecud(N)Λs , (8)
with finite cℓ, cu ∈ R independent of L (or Λ), the lattice spacing a ∈ (0, 1] and g2 ∈ (0, g20], g0 <∞.
By the Bolzano-Weierstrass theorem, an important consequence of the stability bound of Eq. (8) is that the
normalized finite lattice free energy per site
fnΛ,a =
1
Λs
lnZΛ,a , (9)
5satisfies the bounds −∞ < cℓ ≤ fnΛ,a ≤ cu < ∞, such that we can establish the existence of a finite thermodynamic
limit Λր aZd and, subsequently, a finite continuum limit aց 0 of the free energy, at least in the sense of subsequences.
We now show that to determine a scaled partition function ZΛ,a verifying the stability bounds given in Eq. (8), it
suffices to consider separately a scaled Bose-gauge partition function ZB,Λ,a(g˜), with integrated Bose fields and fixed
arbitrary gauge fields g˜, and a scaled pure-gauge partition function ZY,Λ,a. To explain why we can proceed in this
way is justified by the simple, generic bound applied at the beginning of our analysis (recall Λ is a finite set and G is
compact!)
[
ming˜
(
ZuB,Λ,a
)
(g˜)
]
ZwY,Λ,a ≤ ZuΛ,a =
∫
e−[S
u
B(φ˜,g˜)+S
w
Y (g˜)] dφ˜ dg˜ ≤ [maxg˜ (ZuB,Λ,a) (g˜)] ZwY,Λ,a . (10)
where ZuB(g˜) and Z
w
Y,Λ,a are, respectively, defined in Eqs. (5) and (7).
Remark 1 Note that, in taking the bound given in Eq. (10), we have the freedom to fix or not fix the gauge before
this procedure. In the former case, both ZuB(g˜) and Z
w
Y,Λ,a will inherit the previously fixed gauge. In the latter case,
using gauge invariance of ZwY,Λ,a itself, we may fix any gauge after the bound is applied.
For the Bose-gauge partition function with postponed integration over the gauge field, the thermodynamic and
ultraviolet stable stability bound is achieved by passing from the unscaled Bose field φu(x) to the a priori scaled Bose
field at each lattice point x by the scaling transformation,
φ(x) = sB φ
u(x) ; sB ≡ sB(a) = [ad−2(m2ua2 + 2dκ2u)]1/2 . (11)
Of course this transformation is not to be confused with the canonical scaling! Formally, the infinite lattice scaled
action is
AB,a(φ˜) = − κ
2
2
∑
x
d−1∑
µ=0
[
φ¯(x)gbµ(x)φ(x
+
µ ) + φ¯(x
+
µ )g
−1
bµ(x)
φ(x)
]
+
1
2
∑
x
|φ(x)|2 , (12)
where the scaled hopping parameter to κ2 is given by (with u ≡ κ2u/m2u)
κ2 =
[
2d +
(
mua
κu
)2]−1
=
u
a2 + 2du
. (13)
Clearly κ2 > 0 satisfies the inequality, for a ∈ (0, 1],
[2d + (mu/κu)
2]−1 ≤ κ2 ≤ (2d)−1 , (14)
and the unscaled Bose-gauge partition function ZuB,Λ,a(g˜) is transformed into the free-boundary, unit Bose mass scaled
partition function ZB,Λ,a(g˜) defined by Eq. (16), with
e−SB,Λ,a(φ˜,g˜) =
∏
bµ(x)
Fbµ(x)
∏
x∈Λ
e−
1
2 |φ(x)|2 ,
and, for free boundary conditions,
Fbµ(x) = exp
{
κ2
2
[
φ¯(x)gbµ(x)φ(x
+
µ ) + φ¯(x
+
µ )g
−1
bµ(x)
φ(x)
]}
. (15)
The corresponding scaled gauge-Bose partition function with postponed integration on the gauge fields is given by
ZB,Λ,a(g˜) =
∫
e−SB,Λ,a(φ˜,g˜) dφ˜ . (16)
such that, for real fields,
ZB,Λ,a(g˜) = s
NΛs
B Z
u
B,Λ,a(g˜) . (17)
For complex Bose fields, change sB to s
2
B.
6With this, by inserting the Bose field scaling factors sB in Eq. (10), we obtain
[ming˜ (ZB,Λ,a) (g˜)] Z
w
Y,Λ,a ≤ sNΛrB ZuΛ,a ≤ [maxg˜ (ZB,Λ,a) (g˜)] ZwY,Λ,a . (18)
Below, by introducing another multiplicative factor, we show how to define a scaled pure-gauge partition ZY,Λ,g.
Doing this, in these bounds, we have bounds for the complete Bose-gauge model scaled partition function ZΛ,a.
Our first result is a thermodynamic and ultraviolet stable stability bounds on the scaled Bose-gauge finite-volume
partition function ZB,Λ,a(g˜) given in the theorem below. The theorem applies for the case of a hypercubic lattice and
free boundary conditions.
Theorem 1 For an arbitrary gauge configuration g˜, the scaled Bose-gauge partition function ZB,Λ,a(g˜) satisfies the
stability bounds
ecB,ℓΛs ≤ ZB,Λ,a(g˜) ≤ ecB,uΛs , (19)
with finite cB,ℓ, cB,u ∈ R independent of the size L of the lattice Λ, the lattice spacing a ∈ (0, 1] and g2 ∈ (0, g20 ],
g0 <∞. The massless case mu = 0 is allowed with κ2 = (2d)−1.
Remark 2 The fact the bounds of Theorem 1 do not depend on the bond variables g is important so that we can
easily take the maximum and the minimum in the generic bounds of Eq. (10).
Remark 3 The scaled field correlations have the same temporal decay rates as the unscaled correlations for a tempo-
rally infinite lattice. Surprisingly, the scaled correlations are pointwise bounded for d = 3, 4 (see Refs. [13–15]). Using
scaled fields yields more regularity of correlations.
Remark 4 As it can be checked in the proof of Theorem 1 given in section II, the proof still holds for pure imaginary
hopping parameters κ, so that −(2d)−1 ≤ κ2 ≤ (2d)−1. Negative real κ2 values correspond to the antiferromagnetic
case for which stability is also obtained for the scaled free field.
Remark 5 Using diamagnetic inequalities and hypercubic lattices, in Ref. [19], it is shown that ZB,Λ,a(g˜) is bounded
from above by the free Bose-field partition function, which is obtained by setting all gauge variables to the identity. For
a proof of diamagnetic inequalities when more general lattices are considered, see [13]. In these approaches, an upper
stability bound is obtained by showing an upper stability bound for the free partition function. As it can be checked
in the sequel, our method is new, direct and bypasses diamagnetic inequality considerations used in [19]. The upper
bound given in Theorem 1 is obtained by applying Ho¨lder’s inequality to bound the Bose-gauge partition function by a
product of partition functions of one-dimensional chains. Furthermore, the partition function of each chain is bounded
by a product of bounds (one factor for each bond of the chain) of a single bond transfer matrix.
Remark 6 The use of free boundary conditions is important for the finite lattice stability bounds. If e.g. periodic
boundary conditions are adopted, for the free field zero mass (mu = 0) case, the finite lattice partition function becomes
infinite due to the presence of zero eigenvalues in the quadratic form. However, in the nonzero mass case, periodic
boundary conditions may be employed and the thermodynamic limit of the periodic free energy exists. Next, the zero
mass limit also exists and is the same as the thermodynamic limit of the free boundary condition case, with zero mass.
For these results, see [13].
Remark 7 In the proof of Theorem 1, it is clear that we can also treat more general lattices Λ verifying the condition
that every site of Λ has at least one nearest neighbor in Λ.
We now turn to the pure-gauge, Yang-Mills partition function ZwY,Λ,a of Eq. (7). Similar scaling considerations
apply here, but the treatment is more complicated as gauge invariance plays an important role. Each component of
the physical gluon field is locally scaled like the massless scalar Bose field. Formally, the gluon scaling factor gives rise
to the scaling factor for the unscaled Wilson partition function ZwY,Λ,a. Using this scaling factor, the scaled pure-gauge
partition function ZY,Λ,a is defined and is expected to satisfy thermodynamic and ultraviolet stable stability bounds.
Recently, in [16], we obtained thermodynamic and ultraviolet stability bounds for the scaled Wilson lattice plaquette
ZY,Λ,a. This scaled partition function is obtained by multiplying the unscaled Wilson partition function Z
w
Y,Λ,a of Eq.
(7) by a scaling factor (g2/ad−4)−d(N)Λr/2.
We now give a brief description on how the scaling factor used to define the scaled partition ZY,Λ,a appears. In
section III, although we do not repeat the proof of [16], we give more details and comments on the most delicate
points. For each lattice bond b, we parametrize the gauge bond variables gb using the physical gluon-like gauge fields
Ab as (g here is the gauge coupling constant appearing in the Wilson action!)
gb = e
iagAb .
7For b = bµ(x), i.e. a bond in the µ-direction starting at the lattice site x, we identify Ab with the gauge potential
Aµ(x), simply denoted by A. Formally, in Ref. [7], using the Baker-Campbell-Hausdorff formula, it is shown that, for
small lattice spacing a, the Wilson plaquette action is the Riemann sum approximation to the usual classical smooth
field continuum Yang-Mills action (see Refs. [4, 5]), with {µ < ν} ≡ {µ, ν = 0, ..., (d− 1) / µ < ν},∑
{µ<ν}
Tr(Fµν)
2 =
∑
{µ<ν}
∫
Rd
Tr {∂µAν(x) − ∂νAµ(x) + ig[Aµ(x), Aν (x)]}2 dx . (20)
For each fixed x ∈ Rd, µ, ν = 0, 1, ..., (d− 1), we have that ∂µAν(x), [−∂νAµ(x)] and i[Aµ(x), Aν (x)] are self-adjoint,
as well as their sum, which defines the antisymmetric second-order field tensor,
Fµν(x) = ∂µAν(x)− ∂νAµ(x) + ig[Aµ(x), Aν(x)] .
Hence, (Fµν)(x)
2 is self-adjoint and positive (nonnegative!), and its trace is also positive. The cubic and quartic case
in the fields are present in the nonabelian case in the continuum spacetime. The term which is quartic in the fields
is present in the nonabelian case and is locally positive. In the Riemann sum approximation, the derivatives become
finite differences and the positivity property is maintained. The positivity property of each plaquette action Ap is
global and does not depend on the size of the fields. The positivity property of each plaquette action implies that
Wilson plaquette action obeys positivity for the whole group, and it is also manifested for the associated Lie algebra
which is written in terms of the gluon fields.
Making the parallel with the previous treatment for the Bose-gauge partition function ZB,Λ,a(g˜), we consider each
component of A as an unscaled massless scalar field. Additionally, we take the (possibly technical) restriction to small
gauge fields A and introduce the scaled fields y by writing
y = a(d−2)/2A .
Fix the enhanced temporal gauge and consider only the retained bonds. We transform the Wilson action, Haar
measure, and hence the Wilson partition function ZwY,Λ,a, passing to y fields which yields a scaling factor(
g2
ad−4
)d(N)Λr
,
times a partition function.
The partition function is nonsingular in a ∈ (0, 1] and g2, 0 < g2 ≤ g20 . We take it as a candidate for a scaled
partition function and, based on these considerations, we define a scaled partition function ZY,Λ,a by
ZY,Λ,a = s
d(N)Λr
Y Z
w
Y,Λ,a ; sY =
a(d−4)/2
g
. (21)
It is proved in [16] that indeed the scaled pure-gauge partition function ZY,Λ,a, for the hypercubic lattice with free
boundary conditions, satisfies thermodynamic and ultraviolet stability bounds, and we state this result in Theorem
2.
Theorem 2 Consider the scaled pure Yang-Mills, Wilson partition function ZY,Λ,a defined in Eq. (21). For a ∈ (0, 1]
and g2 ∈ (0, g20], g20 <∞, ZY,Λ,a satisfies the thermodynamic and ultraviolet stable stability bound
ecY ℓΛr ≤ ZY,Λ,a ≤ ecY uΛr , (22)
with finite real constants cY ℓ and cY u independent of Λ, a and g
2.
Remark 8 For the special case of the abelian gauge group U(1), both the pure-gauge action and the coupling with
Bose and fermi fields were treated in [20, 21, 26–28]. The starting point for all these works is a quadratic action for
the gauge, electromagnetic potentials (fields). In this approach, to remove the null space of the quadratic form and
define the starting partition function, a gauge fixing is required at the onset. This is not what it is done here! A
rigorous connection with the Wilson partition function with the Wilson plaquette action, used here and which is not
quadratic, has not been established.
Remark 9 For the special case of the gauge group G = SU(2), there is a 1 − 1 correspondence between the group
and the unit sphere S3 in R4 [23, 24]. In terms of gluon fields, an explicit formula for the Haar measure is available
and a direct proof of our thermodynamic and ultraviolet stable stability bounds is given in Appendix B. For the
gauge groups SU(N ≥ 3), explicit expressions for the Haar measures also exist [29–32], using several group element
parametrizations, but either it is not evident how to determine an integration domain of parameters such that the
parametrization is 1− 1 and onto the group or the parametrization does not lend itself to derive a quadratic bound on
the action.
8From Theorems 1 and 2, recalling that Λr ≃ (d− 1)Λs (for L≫ 1), and applying the generic bound of Eq. (10) to
the complete scaled partition function
ZΛ,a ≡ sNΛsB sd(N)ΛrY ZuΛ,a , (23)
with ZuΛ,a given in Eq. (1), we obtain the stability bound given in the next theorem, for our complete Bose-gauge
model.
Theorem 3 The scaled partition function ZΛ,a of Eq. (23) satisfies the thermodynamic and ultraviolet stable stability
bounds
ecℓΛs ≤ ZΛ,a ≤ ecuΛs , (24)
with finite real constants cℓ = cBℓ + cY ℓΛr/Λs and cu = cBu + cY uΛr/Λs independent of the size L of Λ, a and g
2.
Remark 10 For the special case of the abelian gauge group U(1), gauge-matter models with either Bose or fermi
fields were treated for dimensions d = 2, 3 in Refs. [20, 21, 26, 28]. Again, in these works, the pure gauge action is
quadratic from the beginning and gauge fixing is necessary to define a finite-lattice partition function.
Applying the Bolzano-Weierstrass theorem, from Theorem 3, we have the existence of the normalized free energy
fnΛ,a. This is the content of the following corollary.
Corollary 1 The normalized free energy per site defined in Eq. (9) satisfies the bounds
cℓ ≤ fnΛ,a ≤ cu , (25)
so that fnΛ,a has, at least in the sense of subsequences, a finite thermodynamic limit f
n
a , when Λր aZd. Subsequently,
at least, a finite subsequential limit fn ≡ limaց0 fna also exists.
Remark 11 We point out that our result is focused only on the existence of the limiting free energies. We do not
make any claim about the spectral properties of the corresponding models, such as masses and scattering.
Before discussing the proofs of the above theorems, we make some comments on the structure of the upper and
lower stability bounds for the partial scaled partition functions ZB,Λ,a(g˜) and ZY,Λ,a.
The upper bound for ZB,Λ,a(g˜) is reduced to a product over bounds of a bound on a single-bond transfer matrix;
the single-bond gauge variable can be taken to be equal to the identity gauge group matrix, by gauge invariance. The
lower bound on ZB,Λ,a(g˜) follows directly from Jensen’s inequality.
For the upper bound on ZY,Λ,a of Eq. (21), we do not use the enhanced temporal gauge. Instead, the upper bound
on ZY,Λ,a follows from an upper bound on Z
w
Y,Λ,a which uses, as a main ingredient, the pointwise positivity of each
plaquette action Ap = (ad−4/g2)‖1 − gp‖2H−S of Eq. (6). The upper bound is reduced to a product over retained
bonds of a bound on a single plaquette, single-bond variable partition function z. The lower bound on ZwY,Λ,a is
also a product over retained bonds of a single plaquette, single bond partition function z˜. Using the positivity of
the integrand, we have the luxury of restricting the bond variables and requiring the group elements to be near the
identity element.
We remark that the lower bound on ZwY,Λ,a follows from a global quadratic pointwise upper bound on the plaquette
action. To prove the upper bound on ZwY,Λ,a, we need a lower bound on the action. But, as it can already be seen
explicitly when dealing with the abelian case G = U(1) (see below), there is no global quadratic lower bound for the
single plaquette action. However, it turns out that we do have a global lower bound for the single-bond single-plaquette
action in z. This is so because, in z, we are left with only a single bond variable.
Both the upper and the lower stability bounds on ZwY,Λ,a are proven in Ref. [16]. Here, we review the proofs. More
than this, we give a new proof for the lower bound which gives a tremendous simplification of the proof given in [16].
We now turn to d = 2, where we make a connection between the Circular Unitary Ensemble (CUE) and the
Gaussian Unitary Ensemble (GUE) of random matrix theory (see [33–35]). We also obtain an explicit formula for the
scaled free energy in the thermodynamic and continuum limits. For d = 2, an exact result is obtained for ZY,Λ,a in
[36] using a character expansion. Our upper bound holds for d = 2, 3, 4 and reads
ZwY,Λ,a ≤ zΛr ,
where, with an integral over a single bond group variable U ,
z ≡ z(a) =
∫
exp
[
−a
d−4
g2
A(U)
]
dσ(U) , (26)
9and with A(U) = Tr[2− U − U−1]. The upper bound is exact for d = 2.
Defining the unnormalized pure-gauge free energy per retained bond by
fY,Λ,a =
1
Λr
lnZwY,Λ,a ,
we see that the thermodynamic limit of fY,Λ,a is ln z.
In the sequel, an important concept is that of a class or central function on the group G. For g ∈ G, if a function
f(g) is constant in the conjugacy classes of G, i.e. if f(g) satisfies f(g) = f(hgh−1), for all h ∈ G, we say that
f is a class function. For a class function on G, the integral over the group can be expressed as an integral over
the angular eigenvalues of the group element. (Note that this is also a global property which does not depend on a
restriction on the group elements!). Using the Weyl integration formula for a class function on G = U(N), SU(N)
(see Refs. [23, 33, 34, 37, 38]), the single-bond partition function z has a representation in terms of an integral over
the distribution of angular eigenvalues of a unitary matrix in CUE.
Specializing to the case of the gauge group U(N), where d(N) = N2, by the spectral theorem, U has eigenvalues
eiλ1 , ..., eiλN , with the angular eigenvalues λ = (λ1, . . . , λN ) ∈ (−π, π]N . Then,
fY,Λ,a = ln z ,
with
z =
1
NC(N)
∫
(−π,π]N
exp

−ad−4
g2
N∑
j=1
2(1− cosλj)

 ρ(λ) dNλ , (27)
where NC(N) = (2π)NN ! and [ρ(λ) dNλ/NC(N)] is the Haar eigenvalue measure. This probability distribution is
also referred to as the CUE. Here, the angular eigenvalue density is related to a Vandermonde determinant and reads
ρ(λ) =
∏
1≤j<i≤N
|eiλj − eiλi |2 =
∏
1≤j<i≤N
{2[1− cos(λj − λi)]} . (28)
From this representation, we can determine fY , the thermodynamic and the continuum limit of fY,Λ,a, as an integral
over the probability distribution of eigenvalues of a self-adjoint matrix in the GUE. The GUE has the probability
measure in Rn, with a normalization NG(N) = (2π)N/2 2−N2/2
∏
1≤j≤N j! (see Ref. [33]),
1
NG(N) e
−y2 ρˆ(y) dNy , ρˆ(y) =
∏
1≤j<k≤N
(yj − yk)2 .
Below, we need the integral of this distribution over the bounded domain (−u, u]N , and we denote it by
I(u) ≡
∫
(−u,u]N
e−y
2
ρˆ(y) dNy ≤ I(∞) = NG(N) = (2π)N/2 2−N2/2
∏
1≤j≤N
j! , (29)
where the inequality follows from the fact that I(u) is bounded and monotone increasing, and satisfies I(u) ≤ I(∞) =
(2π)−N/2
∏N−1
j=1 j!
Thus, the GUE distribution appears in a natural way, and we give this interesting connection as a corollary to the
following theorem that connects the limit of the CUE with the GUE.
Theorem 4 Let w be given by
w =
1
NC(N)
∫
(−π,π]N
e−L(λ)/β ρ(λ) dNλ , (30)
where β > 0 and ρ(λ) =
∏
1≤j<k≤N |eiλj − eiλk |2 and ρ(λ)dNλ/(N !) is the normalized angular eigenvalue Haar
measure for G = U(N). If, for some constant c, verifying 0 < c < ∞, the function L(λ) obeys the lower bound
L(λ) ≥ cλ2, λ ∈ (−π, π]N , and limβ→0
[
L(
√
βy)/β
]
= y2, for all y ∈ (−π/√β, π/√β]N , then, recalling that
d(N) = N2, for G = U(N),
limβ→0
w
βN2/2
=
1
NC(N)
∫
RN
e−y
2 ∏
1≤j<k≤N
(yj − yk)2 dNy = NG(N)NC(N) = 2
−[N2−N ]/2 π−N/2
∏
1≤j≤N−1
j! .
The integral is precisely the normalization for the distribution of the GUE.
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Remark 12 In [16], it is shown that the same type of result holds also for G = SU(N).
We apply Theorem 4 to obtain the continuum limit of the normalized pure-gauge free energy in d = 2. The
normalized free energy per retained bond is defined by
fnY,Λ,a =
1
Λr
lnZY,Λ,a , (31)
where ZY,Λ,a = (ga)
N2Λr zΛr , so that fnY,Λ,a = ln z − N2 ln(ga).
In Theorem 4, make the identifications β = (ga)2, z = w and L(λ) = 2
∑
j=1,...,N(1 − cosλj). Using the lower
bound (see [39]), 1 − cosu ≥ 2u2/π2, |u| ≤ π, we have L(λ) ≥ 4λ2/π2, so that we can take c = 4/π2 in Theorem 4.
Furthermore,
lim
βց0
[
L(
√
βy)/β
]
= lim
βց0

 2
β
∑
j
(
1− cos
√
βyj
) = y2 .
Hence, by Theorem 4, as β ց 0,
z
βd(N)/2
=
z
(ga)N2
→ NG(N)NC(N) .
Finally, taking the logarithm, as a corollary to Theorem 4, we can state:
Corollary 2 The continuum limit of the normalized free energy fnY,Λ,a of the pure gauge model in d = 2 exists, is
finite, and is given by
fnY ≡ lim
aց0
lim
ΛրaZd
fnY,Λ,a = ln
(NG(N)
NC(N)
)
= ln

2−[N2−N ]/2 π−N/2 ∏
1≤j≤N−1
j!

 .
Returning to the d = 2, 3, 4 cases, an important remark is that thermodynamic and ultraviolet stable stability
bounds can be obtained in a much easier way when the gauge group is SU(2). In this special case, we use the gluon
fields and show that this gives the same result as the Weyl angular eigenvalue integration formula. This is so because
SU(2) can be identified with the unit sphere S3 in R4 and we can determine the minimal domain for which there is
a 1− 1 map from the group elements and the gluon fields in the associated Lie algebra so that we can easily control
the gauge integrals. The simple case of the gauge group G = SU(2) is treated in Appendix B.
In closing this section, we mention that in Refs. [14, 15] we have also considered gauge models with Fermi matter
fields, like the quarks in traditional QCD. By using a vertex expansion and spectral representations, we are able to
prove an upper stability bound. However, up to now, we do not know of any substitute method to Jensen’s inequality
used here to obtain lower stability bound, whenever fermions are present. Together with confinement, this is a step
to overcome if we want to show the existence of traditional QCD.
The rest of the paper is organized as follows. In section II, we prove Theorem 1 for real Bose fields. The proof
bypasses diamagnetic inequality considerations. The proof of Theorem 2 is given in Ref. [16]. In section III, we
outline and improve very much the proof of Theorem 2. We obtain a new global quadratic upper bound on the
Wilson plaquette action Ap, which is quadratic in the fields. In the end of section III, we prove Theorem 4. Section
IV is devoted to some concluding remarks and in Appendix A, we extend the proof of Theorem 1 to complex Bose
fields. In Appendix B, we first give some well known facts about SU(2) and a new result on the inverse of the
exponential map from the Lie algebra to the group. Next, by exploring the simple relation between the gluon fields
and angular eigenvalues, we show stability bounds for the special case of the gauge group G = SU(2).
II. STABILITY BOUNDS ON THE BOSE-GAUGE SCALED PARTITION FUNCTION ZB,Λ,a(g˜)
Here, for simplicity, we explicitly prove Theorem 1 for the scaled real scalar Bose field. It suffices to consider
the orthogonal gauge group G = O(N), instead of G = U(N). The new proof bypasses diamagnetic inequality
considerations employed in [19] and uses the Ho¨lder’s inequality to bound the partition function by a product of
one-dimensional chain partition functions. Although the gauge field in ZB,Λ,a(g˜) is arbitrary, the chain partition
function z is independent of the gauge field. The gauge variable can be set to the identity for all bonds in the chain.
This bound is like the case of the diamagnetic inequality in the sense that our bound is independent of the gauge
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field. The use of free boundary conditions is important. For periodic boundary conditions, there is a dependence on
the gauge fields. The chain partition function can be made to depend on only one bond of the chain, where the gauge
field is a product of all gauge fields in the chain.
For free boundary conditions, the bound on each chain partition function is reduced to a product of bounds of a
single-bond ’transfer matrix’. The extension to complex Bose fields is succinctly given in Appendix A.
For the reader’s convenience, we first give some elementary inequalities that we use. For the integral of a product
of complex valued functions, we have Ho¨lder’s inequality for complex valued functions (see [40]),
∫
|f1(x) . . . fn(x)| dµˆ(x) ≤
∏
j=1,...,n
[∫
|fj(x)|pj dµˆ(x)
]1/pj
;
n∑
j=1
1
pj
= 1 , (32)
with 1 ≤ pj < ∞ and dµˆ is a measure. Jensen’s inequality, for real valued f(x), is used to obtain lower bounds and
is given by (see e.g. [41]) ∫
ef(x) dµˆ(x) ≥ exp
[∫
f(x) dµˆ(x)
]
; if
∫
dµˆ(x) = 1 . (33)
Also, for a generic linear operator T in an Euclidean or complex vector space with an inner product (·, ·) and vector
norm |f |, we have the vector space induced operator norm or, simply, operator norm [40]
‖T ‖ = sup
f : |f |=1
|Tf | = sup
f,g: |f |=1, |g|=1
|(g, T f)| , (34)
and for the operator norm, we have Holmgren’s inequality (see Ref. [39])
‖K‖ ≤
[
sup
x
∫
|K(x, y)| dy
]1/2 [
sup
y
∫
|K(x, y)| dx
]1/2
, (35)
where K(x, y) is the kernel of an integral operator K acting on the space of square integrable functions. Namely,
we have [Kf ](x) =
∫
K(x, y)f(y) dy. In terms of the kernel K, the Hilbert-Schmidt norm, denoted by ‖ · ‖H−S , is[∫ |K(x, y)|2dxdy]1/2. We have ‖K‖ ≤ ‖K‖H−S.
The Hilbert-Schmidt norm for a n× n matrix A = (aij), is defined by
‖A‖H−S ≡
[
Tr(A†A)
]1/2
.
Taking another n× n matrix B = (bij), we also define the inner product (A,B) = Tr(A†B) and use ‖ . ‖ to denote
the usual operator (matrix) norm. Both norms satisfy the submultiplicative property
‖AB‖H−S ≤ ‖A‖H−S ‖B‖H−S ; ‖AB‖ ≤ ‖A‖ ‖B‖ .
We now turn to the proof of Theorem 1 for the real Bose field case, with one flavor (Nf = 1), and the real orthogonal
group G = O(N). The complex extension of this case is given in Appendix A. The extension to multiflavored fields
and to more general random matrix fields is direct.
For real Bose fields, the two terms in the hopping action of Eq. (12) are equal. Thus, we maintain only the first
one and let κ2 → 2κ2. The lower stability bound ZB,Λ,a(g˜) ≥ 1 follows from the application of Jensen’s inequality of
Eq. (33) to the integral
ZB,Λ,a(g˜) =
∫ ∏
bµ(x)
Fbµ(x) dν(φ˜) .
The measure is a normalized Gaussian probability measure dν(φ˜) =
∏
x(2π)
−1/2 e−φ
2(x)/2 dφ(x).
For the upper bound, we use Ho¨lder’s inequality to factor over the d spacetime directions when considering∏
µ=0,...,d−1 exp[κ
2
∑
x φ(x)gbµ(x)φ(x
+
µ )] in the integrand. Doing this in Eq. (16), we obtain
ZB ≡ ZB,Λ,a(g˜) ≤
d−1∏
µ=0
[∫
edκ
2∑
x φ(x)gbµ(x)φ(x
+
µ ) dν(φ˜)
]1/d
,
Note the factor d in the exponent of the above integral.
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Next, each integral factorizes into a product of partition functions, each of which is a partition function of a
one-dimensional chain. A generic connected chain partition function Zc, with L sites and L − 1 bonds has the
representation
Zc =
1
(2π)LN/2
∫
h(x1)
L−1∏
j=1
[Tb(xj+1)] h(xL) dx1 . . . dxL , (36)
where h(x) = e−x
2/4. The free-boundary chain partition function Zc is actually independent of the bond variables g
of the chain. This can be seen by performing successive change of variables along the chain to absorb the g factors.
The kernel Tb(x, y) is given by
Tb(x, y) = e
−x2/4 edκ
2xy e−y
2/4 , (37)
and has the limit e(x−y)
2/4 as a ց 0. Due to the translation invariance of e(x−y)2/4, the Hilbert-Schmidt norm is
infinite. The integral on the right-hand-side of Eq. (36) is an inner product in the space L2(RN ), and we have [see
Eq. (37)]
Zc =
1
(2π)LN/2
(
h,
∏
b
[Tb(gb)]h
)
≤ 1
(2π)LN/2
|h|2
∏
b
‖Tb(gb)‖ ≤ 1
(2π)LN/2
|h|2
∏
b
‖Tb(gb)‖L−1 ,
where we recall that ‖ · ‖ denotes the operator norm in the space L2(RN ).
Now, we apply the Holmgren bound of Eq. (35) to ‖Tb(gb)‖ which gives
‖Tb(gb)‖ ≤
[
sup
φ1
e−φ
2
1/4
∫
edκ
2(φ1,gbφ2)e−φ
2
2/4 dφ2
]1/2 [
sup
φ2
e−φ
2
2/4
∫
edκ
2(φ1,gbφ2)e−φ
2
1/4 dφ1
]1/2
.
Recalling Eq. (13) and calculating the first integral yields (4π)N/2 ed
2κ4φ21 ≤ (4π)N/2 eφ21/4. The same result holds
for the other integral with φ1 → φ2. Thus,
‖Tb(gb)‖ ≤ (4π)N/2 ,
and Zc ≤ (4π)N(L−1)/2. Using this result in ZB ≡ ZB,Λ,a(g˜), we obtain
ZB ≤ 2N(L−1)Ld−1/2 ≤ ecB,uΛs ,
where cB,u ≥ N(1− L−1) ln 2/2.
If the chain is not connected, for example, a thick ‘U’ shaped region has disconnected chains, the above analysis
still applies for each connected component. Also, we remark that using the Holmgren estimate is crucial for this upper
bound; the Hilbert-Schmidt norm of Tb diverges when a ց 0. This ends the proof of Theorem 1 for the real Bose
case. The extension to the complex Bose field case is given in Appendix A.
III. ON THE STABILITY BOUND ON THE SCALED YANG-MILLS PARTITION FUNCTION ZY,Λ,a
The complete proof of Theorem 2 appears in [16]. In subsection III.1 we give a detailed derivation leading to the
choice of the scaling factor of Eq. (21) used to define the scaled pure Yang-Mills partition function ZY,Λ,a of Eq.
(21). In subsection III.2, we give the main ingredients and steps in the proof of Theorem 2. The gauge is not fixed in
the proof of the upper stability bound. The enhanced temporal gauge fixing is used only to prove the lower stability
bound. Also, to obtain the lower bound, we prove a new upper global quadratic bound in the gluon fields to the
single-plaquette four-bond Wilson action Ap. This upper bound is a class function in each bond variable. This new
result improves and simplifies enormously the bound given in Lemma 1 of [16], where the gluon fields were restricted
to be small. We close this subsection with the proof of Theorem 4. Both the upper and lower bounds factorize into
products of single-bond single-variable partition functions.
Concerning the proof of Theorem 2, first we give intuition for the choice of the scaling factor of Eq. (21) for the
unscaled Yang-Mills partition function ZwY,Λ,a. It is the unscaled partition function ZY,Λ,a that satisfies thermodynamic
and ultraviolet stability bounds with the same singular factor in the upper and lower bound. Our analysis follows
the same scheme we used in dealing with the Bose-gauge partition function. The main difference here is that, to
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talk about the gauge potentials related to each lattice bond b (the physical gluons Ab) which are in the Lie algebra
associated to G, we need to consider gauge-group elements in G near the identity element. We find that we can treat
each component of the gluon field in a similar manner as the massless real scalar Bose field of sections I and II. We
call the scaled gauge fields y and, in terms of these fields, the Wilson action is not singular in the lattice spacing a and
the gauge coupling g parameters, and the scaling factor for the Wilson partition function emerges. This scaling factor
is used to defined the scaled partition function ZY,Λ,a; the candidate we expect to satisfy the thermodynamic and
ultraviolet stability bounds of Theorem 2. Because of the scaling, these bounds show the same singularity structure
in the free energy when Λր aZd and aց 0 in the upper and lower bound, leading to the existence of the free energy
per degree of freedom.
Considering the upper bound on the scaled partition function ZY,Λ,a, since the Wilson plaquette action is pointwise
positive, we have to consider a global bound on G. For the lower bound, again using the positivity of the Wilson
action, we have the luxury of restricting the bond variables and taking only group elements near the identity.
In the next subsections, we determine the scaling factor used to define the scaled pure-gauge partition function and
deal with the upper and lower stability bounds. We also state and prove the new global upper quadratic bound on
the four-bond plaquette action Ap and end by giving the proof of Theorem 4.
1. Scaling Factor for the Wilson Partition Function
Here, after fixing the enhanced temporal gauge, we give the intuition behind the choice of the multiplicative scaling
factor used to define the scaled Yang-Mills partition function ZY,Λ,a. We formally show that, for all retained bond
variables near the identity, if each component of the physical gauge potentials, or gluon fields, is locally scaled by the
factor a(d−2)/2, similar to the free massless scalar Bose fields done in the previous section, then the resulting action
is not singular for small a ∈ (0, 1] and g0 ∈ (0, g0], 0 < g0 <∞. The field scaling gives rise to a scaling factor for the
original Wilson partition function ZwY,Λ,a, and a scaled partition function ZY,Λ,a which satisfies the thermodynamic
and ultraviolet stable stability bounds.
Here, we write the partition function ZwY,Λ,a as
ZwY,Λ,a =
∫
exp
{
−a
d−4
g2
∑
p
Ap(gp)
} ∏
b
dµ(gb) ,
and explain in detail how the scaling factor comes about from this expression.
For all group variables gb, the physical gluon fields appear as Lie algebra parameters through the relation (g here
is the gauge coupling!) gb = e
igaAbθ, with Abθ =
∑
c=1,...,d(N) A
c
bθ
c, θc ∈ R. If b = bµ(x), we identify Ab with Aµ(x),
the N ×N matrix valued physical gauge potentials or gluon fields.
Formally, in [7], it is shown that the Wilson action (ad−4/g2)
∑
pAp is, for small a, the Riemann sum approximation
to the smooth field classical continuum Yang-Mills action of TrF 2 of Eq. (20). In ZwY,Λ,a, if, instead of using the
physical gluon potential parametrization, we parametrize the bond variable gb ∈ G by the fields Xb, so that gb = eiXbθ,
then the corresponding Haar measure is approximately a constant c times the Lebesgue measure dd(N)Xb and
ZwY,Λ,a ≃
∫
exp
{
−a
d−4
g2
∑
p
Ap(gb = eiXbθ; b ∈ p)
} ∏
b
c dd(N)Xb .
Now, the Xb fields are related to the physical gluon fields Ab by the local scaling relation
agAb = Xb .
We denote by yb the scaled fields which are related to Ab by the local scaling relation
yb = a
(d−2)/2Ab .
For small a, the a dependence of this relation is the same as the relation between the scaled massless scalar Bose
field and its corresponding unscaled field (see section I). Namely, each component of Ab is taken to correspond to an
unscaled massless scalar Bose field and each component of yb is the corresponding scaled massless Bose field.
By the above, the scaled gauge field yb is related to the Xb field by
yb = a
(d−2)/2Ab = a(d−2)/2
1
ag
Xb =
a(d−4)/2
g
Xb .
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Finally, in terms of the yb fields, the partition function Z
w
Y,Λ,a becomes
ZwY,Λ,a ≃
[
ga(4−d)/2
]d(N)Λr ∫
exp
{
−a
d−4
g2
∑
p
Ap(gb = ei
g
a(d−4)/2
ybθ)
} ∏
b
c dd(N)yb .
The exponent of the exponential in the integrand is nonsingular for small a and, for g2 ≤ g20, 0 < g0 <∞.
Based on this approximate small field relation, we define a scaled partition function ZY,Λ,a by
ZY,Λ,a =
[
g2a4−d
]−d(N)Λr/2
ZwY,Λ,a .
It is precisely this partition function which is proved to obey thermodynamic and ultraviolet stable stability bounds
in Ref. [16], as stated in Theorem 2 above.
2. Upper and Lower Stability Bounds on the Scaled Yang-Mills Partition Function ZY,Λ,a
To obtain the upper and lower stability bounds on the scaled pure-gauge partition function ZY,Λ,a given in Theorem
2, we start by analyzing the unscaled partition function ZwY,Λ,a of Eq. (7) and show how the important singular scaling
factor [g2a4−d]d(N)Λr/2 in the free energy is extracted. We note the same factor is extracted in both the upper and
lower stability bound.
In the proof of Theorem 2, the following elementary bounds, considering the real function (1 − cosu), are used:
1 − cosu ≤ u
2
2
, u ∈ R , (38)
and (see e.g. Ref. [39])
1 − cosu ≥ 2u
2
π2
, |u| ≤ π . (39)
Also, for A = U , U unitary, ‖U‖H−S =
{
Tr[U †U ]
}1/2
= N1/2. The Euclidean induced norm of U is one. We also
have the matrix equivalent norm inequalities
N−1/2 ‖A‖H−S ≤ ‖A‖ ≤ ‖A‖H−S . (40)
The upper bound is well known. The lower bound follows by summing over j the inequality ‖A‖2 ≥ |νj |2, where ν2j
is an eigenvalue of the positive self-adjoint N ×N matrix A†A.
Below, we describe how to obtain the upper and lower stability bounds on the scaled partition function ZY,Λ,a
appearing in Eq. (21).
Upper Stability Bound:
We describe how the upper stability bound is obtained. First, we recall that the gauge is not fixed, so that the
enhanced temporal gauge is not used to obtain the upper bound. We note that, according to the definition of a class
function given before, the action is not a class function of each bond variable in G. To obtain the upper stability
bound, we use the pointwise positivity of the Wilson action Ap of each plaquette p.
The plaquettes perpendicular to the time direction x0 are called horizontal plaquettes. By neglecting the horizontal
plaquettes in the interior of the hypercubic lattice Λ in SwY,Λ,a =
∑
p Ap gives a lower bound on SwY,Λ,a and an upper
bound on ZwY,Λ,a of Eq. (7). Also, certain horizontal plaquettes having a bond in the boundary of Λ are omitted.
After doing this, we integrate over successive layers of horizontal bonds, starting from the bonds associated with
bond variables with the largest x0 values and ending with the smallest values of x0. In each step, the horizontal bond
integration variable appears in only one plaquette. Using the left and right invariance of the Haar measure [23–25],
and after integration of the horizontal bond variables, the remaining integral is independent of other bond variables
of the plaquette. After completing the horizontal bond integration, the integrand is is independent of the vertical
bond variables. In this way, we obtain the upper bound ZwY,Λ,a ≤ zΛr It is remarkable and surprising that the bound
factorizes into a product of single plaquette, single bond partition functions. Also, even though we have not fixed the
gauge, the number of factors is Λr, the number of retained bonds in the enhanced temporal gauge. We refer to [16]
for more details, where an explicit example is treated for d = 3.
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It remains to obtain an upper bound on z
z =
∫
exp
(
−a
d−4
g2
‖U − 1‖2H−S
)
dσ(U) ,
where dσ(U) is the Haar measure of the single-bond variable U .
We still need to control the single bond gauge integral for all values of the group element g. Here, we are in
the pleasant situation where the single-bond action is a class function. This is where the Weyl integration formula
[23, 33, 34, 37, 38] enters! The group integration, originally involving a N2-dimensional manifold integration over G,
reduces, for a class function, to an integral over the Haar measure of the N angular eigenvalues λ = (λ1, . . . , λN ),
λj ∈ (−π, π], of a group element as given in Eq. (27).
In the angular eigenvalue representation, an upper bound for z is obtained by using a global upper bound for the
Haar measure eigenvalue density ρ(λ) given by
ρ(λ) =
∏
1≤j<k≤N
|eiλj − eiλk |2 =
∏
1≤j<k≤N
{2 [1− cos(λj − λk)]} ≤
∏
1≤j<k≤N
(λj − λk)2 ≡ ρˆ(λ) ,
and a global lower bound for the single-bond action As in the exponent of Eq. (27). This group global lower bound
on As is
As = ‖U − 1‖2H−S = 2
∑
j=1,...,N
(1− cosλj) ≥
∑
j=1,...,N
(4λ2j)/π
2 ,
where U is unitarily equivalent to diag(eiλ1 , . . . , eiλN ).
The upper bound on the density is a polynomial in the eigenvalues and each term is a monomial of the same degree,
namely, N(N − 1). The Lebesgue measure has N factors so, in making a scale transformation, we pick up an overall
N2 factor. An additional integration constraint is added for the SU(N) case, so that the product of the eigenvalues is
one. After a change of variables, the scale factor for z emerges and, hence, for zΛr . Also, the resulting integral turns
out to be proportional to the probability distribution of the Gaussian Unitary Ensemble (GUE) of random matrix
theory. The integral is finite and can be evaluated explicitly. In this way, we obtain the upper stability bound.
To be explicit, recalling NC(N) = (2π)N N !, we have
z ≤ 1NC(N)
∫
(−π,π]N
exp

−4ad−4/(g2π2) ∑
1≤j≤N
λ2j

 ρˆ(λ) dNλ .
Changing variables to yj =
[
2a(d−4)/2/(πg)
]
λj , we get
z ≤
(
g2 a4−d
)N2/2
NC(N)
(
π2
2
)N2
NG(N) ,
where the integral is given below Eq. (29).
Hence, as ZwY,Λ,a ≤ zΛr , it follows that the scaled pure-gauge partition function of Eq. (21) obeys the bound
ZY,Λ,a ≤
[
NG(N)
NC(N)
(
π2
4
)N2 ]Λr
.
Hence, it suffices to take cY,u ≥ ln{[π/(2
√
2)]N
2
I(∞)} in Theorem 2, where I(∞) is defined after Eq. (29).
For d = 2, the thermodynamic limit of the normalized free energy fna,Λ exists and, by dominated convergence, the
continuum limit also exists and is
fn = − ln
√
2− 1
2N
ln(2π) +
1
N2
∑
1≤j≤(N−1)
ln(j!) .
Lower Stability Bound:
To derive the lower bound on the unscaled partition ZwY,Λ,a of Eq. (7), we fix the enhanced temporal gauge. The
number of retained bonds is Λr ≃ (d − 1)Ld, for L ≫ 1. Depending on the location and orientation of a plaquette,
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there can be one, two or four retained bond variables which are to be integrated. We have proved (see Lemma 2
below), for a single plaquette action, a global quadratic bound in the plaquette’s gluon field bond variables. Using
this bound, the partition function ZwY,Λ,a factorizes over the retained bond variables. Since each bond is present in at
most (d − 1) plaquettes, we use an overcounting argument to replace the sum over plaquette actions by a sum over
quadratic gluon field bond actions. With this, ZwY,Λ,a is bounded below by z
Λr
1 , where z1 is the partition function
with a single bond variable quadratic action. This single bond variable quadratic action is a class function on the
gauge group G. Hence, the Weyl integration formula can be applied and the group integral reduces to an integral
over the angular eigenvalues. We let z˜ denote the integral of z1 with the integration domain restricted so that the
bond variable is near the identity. Thus, z1 ≥ z˜ and ZwY,Λ,a ≥ z˜Λr . Next, we use a lower bound on the Haar measure
density ρ(λ). Last, changing variables in the retained bond variables, we obtain the lower stability bound of Theorem
2 with the same factor Λr that occurs in the upper stability bound, namely (g
2a4−d)N
2Λr/2.
The proof that follows is a very simplified version of the proof presented in Ref. [16].
We first give some facts about a unitary matrix and, for the gauge group G = U(N), also for the exponential map
from the Lie algebra to the group.
Lemma 1 Take G = U(N). Given a matrix U ∈ G, with eigenvalues eiλ1 , ..., eiλN , and angular eigenvalues λ1,
..., λN ∈ (−π, π], there exists a unitary matrix V ∈ G that diagonalizes U , i.e. V −1UV = diag(eiλ1 , . . . , eiλN ). Set
X = V diag(λ1, . . . , λN )V
−1 and xα = Tr(Xθα), so that X =
∑
α=1,...,d(N) x
αθα. Then, for x = (x
1, . . . , xd(N))
and λ = (λ1, . . . , λd(N)), we have U = e
iX and ‖X‖2H−S = |x|2 = |λ|2 ≤ Nπ2. The exponential map, with
|x|2 ≤ Nπ2, is onto the group G.
Proof of Lemma 1: The first part is just the spectral theorem for a unitary matrix. Calculating eiX , with
X = V diag(λ1, . . . , λN )V
−1 shows that U = eiX so that the exponential map is onto [23–25]. Similarly, calculating
‖X‖2H−S shows that ‖X‖2H−S = |λ|2. Thus, the exponential map is onto for |x|2 ≤ Nπ2. On the other hand,
calculating ‖X‖2H−S from the representation X =
∑
α=1,...,d(N) x
αθα gives ‖X‖2H−S = |x|2, so that |x|2 = |λ|2.
Remark 13 We note that with the domain restriction ‖U − 1‖ < 1 we have a well defined self-adjoint X = −i ln[1 +
(U − 1)] = −i∑j≥1 (−1)j+1 (U − 1)j/j. Also, without the domain restriction, except for some special cases such as
G = SU(2), we do not know the minimal domain of Xb such that the eiXb ’s cover the whole gauge group.
We now give a global quadratic upper bound on a generic plaquette action Ap, for Ap = ‖Up − 1‖2H−S and on the
total action SwΛ,a =
∑
p Ap [see Eq. (6)]. Here, recall that Up = U1U2U †3U †4 and Uℓ = eiXℓ , ℓ = 1, 2, 3, 4, where Xℓ is
defined as in Lemma 1, so that ‖Xℓ‖2H−S = |xℓ|2. With this, we have:
Lemma 2 For the four retained bond plaquette, we have the global quadratic upper bound
Ap = ‖Up − 1‖2H−S ≤ C2
∑
1≤j≤4
|xj |2 = C2
∑
1≤j≤4
|λj |2 , C = 2
√
N . (41)
When there are only one, two or three retained bond variables in a plaquette, the sum over j has, respectively, only
one, two and three terms and the numerical factor 4 in C2 = 4N is replaced by 1, 2 and 3, respectively. For the total
action SwΛ,a =
∑
p Ap, we have the global quadratic upper bound
SwΛ,a ≤ 2(d− 1)C2
∑
b
|xb|2 = 2(d− 1)C2
∑
b
|λb|2 , (42)
where the sum runs over all Λr retained bonds.
Remark 14 The total upper bound of Eq. (42) results from Eq. (41) observing that a lattice bond is present in at
most 2(d− 1) plaquettes.
Remark 15 The coefficient C does not depend on the size of the gluon fields, such as, the upper bound on Ap holds
also for large fields, in contrast to the Lemma proved in [16], where C2 grows quadratically in the fields. Of course,
‖Up − 1‖2H−S = Tr[2 − Up − U †p ] ≤ 4N , is a global constant upper bound, but we use the quadratic behavior coupled
with a scale change of variables to extract the dominant a and g2 behavior from the partition function ZwY,Λ,a.
Remark 16 We emphasize that the global upper bound is quadratic in the fields even though the Riemann sum
approximation to the classical smooth field continuum action in Eq. (20), obtained by a formal small a expansion,
has local cubic and (positive) quartic terms.
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The proof of Eq. (41), and then of Lemma 2, is deferred to the end of the section.
Using in the exponent action the lower bound of Lemma 2 and the Weyl integration formula for each of the Λr
retained bonds, we obtain the lower bound
ZwY,Λ,a ≥ zλr1 ,
where
z1 =
1
Nc(N)
∫
(−π,π]
exp
[
− a
d−4
g2
2(d− 1)C2|λ|2
]
ρ(λ) dNλ .
We now use a lower bound on the measure density ρ(λ). It is here that we impose small field restrictions. Since
(1− cosu) ≥ 2(u2/π2), |u| ≤ π, we have
|eiλj − eiλk | = 2[1− cos(λj − λk)] ≥ 4
π2
(λj − λk)2 , |λℓ| ≤ π
2
, ℓ = j, k ,
and
ρ(λ) =
∏
1≤i<j≤N
|eiλj − eiλk |2 ≥
(
4
π2
)N(N−1)/2
ρˆ(λ) , |λℓ| ≤ π
2
.
Thus, with this, we have z1 ≥ zˇ where
zˇ =
1
NC(N)
(
4
π2
)N(N−1)/2 ∫
|λk|≤π/2
e−2c(d−1)C
2∑N
k=1 λ
2
k ρˆ(λ)dNλ , (43)
where c ≡ c(a, g2, d) = ad−4/g2.
So far, we have ZwY,Λ,a ≥ zˇλr . Making the change of variables yℓ = [2(d− 1)C2ad−4/g2]1/2λℓ, we obtain
zˇ =
1
NC
(
ad−4
g2
)−N2/2 (
4
π2
)N(N−1)/2 [
2(d− 1)C2]−N2/2 I([2(d− 1)C2ad−4/g2]1/2π/2) ,
with I(u) being the integral defined by Eq. (29).
By the monotonicity of I(u) it assumes its minimum value Iℓ > 0 for a = 1 and at a finite g
2 = g20 > 0. Thus,
zˇ ≥ 1NC
(
ad−4
g2
)−N2/2 (
4
π2
)N(N−1)/2 [
2(d− 1)C2]−N2/2 Iℓ .
In this way, the lower stability bound of Theorem 2, for the normalized Yang-Mills partition function ZY,Λ,a =
s
d(N)Λr
Y Z
w
Y,Λ,a
ZY,Λ,a ≥ ecℓΛr ,
holds for cℓ ≤ ln
{
N−1c
(
4/π2
)N(N−1)/2 [
2(d− 1)C2]−N2/2 Iℓ}.
Now, we go back to Lemma 2 and prove the bound of Eq. (42). According to Remark 14, this is the missing
point to accomplish the proof of Lemma 2. Our proof here improves the result given in Lemma 1 of [16]. Below,
we also consider the case of three retained bonds, which is absent in the enhanced temporal gauge that we use.
For simplicity, here we take the case where we have four retained bonds in a plaquette. We define, for 1 ≤ j ≤ 4,
Lj = i
∑
α=1,...,d(N) x
j
αθα, so that Uj = e
Lj and Up = U1U2U
†
3U
†
4 .
First, we remark that ‖Lj‖ ≤ ‖Lj‖H−S = |xj |. Next, let Up(δ) = U1(δ)U2(δ)U †3 (δ)U †4 (δ), Uj(δ) = eδLj , for
δ ∈ [0, 1]. By the fundamental theorem of calculus, suppressing all δ dependence,
Up − 1 =
∫ 1
0
dδ
[
L1U1U2U †3U †4 + U1L2U2U †3U †4 − U1U2L3U †3U †4 − U1U2U †3L4U †4
]
,
and, by the triangle and Cauchy-Schwarz inequalities, it follows that
‖Up − 1‖ ≤
4∑
j=1
‖Lj‖ ≤
4∑
j=1
‖Lj‖H−S =
4∑
j=1
|xj | ≤ 2

 4∑
j=1
|xj |2


1/2
.
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But, ‖Up − 1‖ ≥ N−1/2 ‖Up − 1‖H−S . Hence
Ap = ‖Up − 1‖2H−S ≤ 4N
4∑
j=1
|xj |2 .
From the above discussion, we easily see that the numerical factor 4 in C2 is replaced by 1, 2 and 3, respectively,
when there are only one, two or three retained bond variables in a plaquette, since the sum over j has one, two or
three terms, respectively. The proof of Lemma 2 is finished.
3. Proof of Theorem 4
To prove Theorem 4, first, in the integral of Eq. (30), we make the change of variables λ =
√
βy to get
w =
βN/2
Nc(N)
∫
(−π/√β,π√β]N
e−L(
√
βλ)/β
∏
1≤j<k≤N
|ei
√
βyj − ei
√
βyk |2 dNy
≤ β
N2/2
NC(N)
∫
(−π/√β,π/√β]N
e−cy
2 ∏
1≤j<k≤N
(yj − yk)2 dNy .
Here, we used |eiu − eiv|2 = 2[1− cos(u− v)] ≤ (u − v)2.
The positive integrand is integrable over RN , so that, by the Lebesgue dominated convergence theorem, the integral
converges to the integral over RN . The RN integral value is, for c = 1, NG(N) = (2π)N/2 2−N2/2
∏
1≤j≤N j! (see
[33, 42–45]). The proof of Theorem 4 is then finished.
IV. CONCLUDING REMARKS
One of the main objectives in the analysis of a relativistic quantum field model is to prove its existence and
determine its particle content and scattering. Here, we consider complex and real multiflavored scalar, spin zero
field Bose-gauge lattice models in an imaginary time functional integral formulation. The models are defined on a
finite hypercubic lattice Λ ⊂ aZd, with L ∈ N sites on a side, lattice spacing a ∈ (0, 1] and for spacetime dimension
d = 2, 3, 4 dimensions. The number of sites in the lattice Λ is denoted by Λs = L
d. The lattice provides an ultraviolet
regularization.
The model action has two terms: a pure-gauge, Yang-Mills term and a term with the Bose fields minimally coupled
to the gauge fields. The Wilson plaquette action
∑
p Ap, where p is a lattice minimal square or plaquette, is used for
the pure-gauge action, for both abelian and nonabelian compact and connected gauge Lie groups G = U(N) , SU(N).
The gauge variables gb are associated with the lattice bonds b, connecting nearest neighbor sites, and take matrix
values in an irreducible unitary representation of G. Each term in the action is gauge invariant under local gauge
transformations with the gauge group G. Boundary conditions play an important role and we adopt free boundary
conditions. The naive a ց 0 or continuum limit of this action gives the smooth field classical continuum Yang-Mills
action plus the minimal coupling between the gauge and Bose fields [7].
Here, we consider the problem of obtaining thermodynamic stable stability bounds for the original (called unscaled)
model partition function ZuΛ,a, with the same singular factor for the free energy in the upper and lower bounds, as
a ց 0. Once this singular factor is extracted from the unscaled partition function, using a multiplicative scaling
factor and defining a new, scaled partition function ZΛ,a, we show the finite-lattice model satisfies thermodynamic
and also ultraviolet stable stability bounds of the type
ecℓΛs ≤ ZΛ,a ≤ ecuΛs ,
with real constants cℓ and cu independent of the size L of Λ and a. Hence, by the Bolzano-Weierstrass theorem, the
above stability bounds imply the existence of the thermodynamic limit (Λր aZd) and, subsequently, the continuum
limit (a ց 0) of the scaled or normalized free energy fnΛ,a ≡ lnZΛ,a/Λs, at least in the subsequential sense. The
existence of the scaled free energy in the thermodynamic and continuum limits, arising from the knowledge of the
exact singular behavior of the unscaled field free energy, is the only problem addressed here. We do not investigate any
other physical properties of the limiting models e.g. the particle spectrum of the model, its correlations, scattering,
etc.
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Our stability bounds emerge from the use of scaled fields. The scaling is noncanonical ! For the Bose fields, a-
dependent scaled local Bose fields are used at the outset, and the scaling is like a wavefunction renormalization. For
the gauge fields, the introduction of the scaling is more complicated. First, we use the gauge group exponential map
to pass from the bond variables in G to the gauge, gluon fields or potentials associated with the parameters of its Lie
algebra. Then, the scaling is performed on the gluon fields.
By a gauge transformation, sometimes it is convenient to fix the enhanced temporal gauge and eliminate the excess
of gauge degrees of freedom from the problem. In the enhanced temporal gauge, the bond variables in the temporal
direction are set to the identity element of G, and the gauge integrals dropped. There are also specified gauge bond
variables on the boundary of the lattice Λ that are similarly set to the identity. The gauged away bond variables
g ∈ G are related to bonds of a maximal tree in Λ. The remaining bonds and bond variables are called retained
bonds and retained bond variables, respectively. We denote the number of retained bonds by Λr and we have that
Λr ≃ (d− 1)Λs, if L≫ 1. The enhanced temporal gauge fixing does not alter the value of the partition function ZuΛ,a
as there are no loops with identity elements on the lattice bonds. Only a maximal tree in the lattice Λ is involved.
Using a simple generic bound on the integral of the product of two functions, our stability bounds for the scaled
partition function ZΛ,a are obtained by showing thermodynamic and ultraviolet stable bounds separately for the
scaled partition function ZY,Λ,a of the pure-gauge Yang-Mills model and the scaled partition function ZB,Λ,a(g˜) of the
model with Bose fields minimally coupled to the gauge fields. For the latter, we postpone the gauge field integration
over the retained gauge variables g˜. It turns out that our stability bounds on ZB,Λ,a(g˜) are uniform in g˜ so that
postponing the retained gauge integrals does not introduce any problem! This is similar to what happens when the
diamagnetic inequality is applied [19].
Our choice of scaling for the gauge fields allows us to extract easily and directly the precise singular factor of the
free energy. There is no need to employ e.g. complex multiscale methods like the renormalization group method, as
done in [17, 18]. A multiplicative scaling factor is used to define the scaled pure-gauge partition function ZY,Λ,a so
that the associated normalized free energy exists and is bounded in the thermodynamic and continuum limits.
We point out that the pure-gauge and the Bose-gauge partition functions are treated independently and are,
separately, both thermodynamic and ultraviolet stable.
To be more precise and see how all this works in more detail, we mention that the Bose integrated partition function
with an arbitrary retained gauge field configuration is shown to obey stability bounds. The proof of these bounds is
new, holds also for more general lattices, and bypasses diamagnetic inequality considerations. The proof uses Ho¨lder’s
inequality in the partition function to obtain bounds which decouple the d coordinate directions. The bound on the
scaled partition function is reduced to a product of bounds on one-dimensional chain partition functions, one for each
spacetime direction. The bound on the partition function for a chain is further factorized and reduces to a product
(over the bonds of the chain) of bounds on a single bond ‘transfer matrix’. Thus, bounds on the arbitrarily large
lattice partition function are factorized and reduced to a bound on an almost local object, namely, the single bond
‘transfer matrix’. Also, since the scalar Bose field integral is Gaussian, the integral gives the negative square root of
the determinant of a quadratic form matrix. Thus, there is an interplay between Ho¨lder’s inequality, determinantal
inequalities and the spectrum of each summand in a decomposition of the quadratic form matrix, which is an avenue
open for further exploration. Our stability bounds on the scaled Bose-gauge partition function also hold when the
Bose field bare mass is zero. The use of free boundary conditions is crucial to ensure stability. If e.g periodic boundary
conditions are adopted, we lose stability. This is a consequence of the presence of zero modes contributing to the Bose
quadratic form in the action.
For the pure-gauge partition function for the group G = U(N) (SU(N)), there are N2 (N2 − 1) gluon fields. Each
component of the gauge field is taken to locally scale like the massless scalar Bose field, namely, with the factor
a(d−2)/2. Formally, the gluon scaling factor gives rise to the scaling factor for the unscaled Wilson partition function
ZwY,Λ,a. Using this scaling factor, the scaled pure-gauge partition function ZY,Λ,a is defined and is proved to satisfy
thermodynamic and ultraviolet stable stability bounds.
Similar to the bounds for the Bose-gauge partition function ZB,Λ,a(g˜), the bounds on the scaled pure-gauge partition
function ZY,Λ,a follow from bounds on Z
w
Y,Λ,a. The bounds on Z
w
Y,Λ,a factorize and are reduced to bounds on almost
local objects. For the lower bound, after fixing the enhanced temporal gauge on ZwY,Λ,a, we have a pointwise global
quadratic upper bound in the gluon fields for the single plaquette action with one, two, three or four bond variables.
Using this and restricting the group bond variables to be near the identity, we obtain ZwY,Λ,a ≥ z˜Λr , where z˜ is a single
plaquette, single bond partition function. For the upper bound on ZwY,Λ,a, we do not use any gauge fixing. Also, we
do not have a pointwise quadratic lower bound on the single plaquette action. But, using the pointwise positivity
of each plaquette action and eliminating the interior horizontal plaquettes plus some additional horizontal plaquettes
on the boundary, we have a lower bound on the total action and an upper bound on ZwY,Λ,a. Here, again, the bound
factorizs and the upper bound is given by zΛr , where z is a single plaquette partition function with a single gauge
bond variable. In this case, there is a global quadratic lower bound for the plaquette action in each z and a global
upper bound on the single variable Haar measure.
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We still need to bound z from above and z˜ from below. We observe that the original Wilson partition function
ZwY,Λ,a is not a class function of each retained bond variable in G. However, z and z˜ are class functions of a single
bond variable. The Weyl integration formula applies and replaces the gauge group integration by the integration over
the angular eigenvalues of a group element. For G = U(N), the unitary group element has eigenvalues eiλ1 , ..., eiλN ,
λj ∈ (−π, π], and λ1, ..., λN are the angular eigenvalues. The N2-dimensional integration over the gluon fields is
reduced to an N -dimensional integration over the associated angular eigenvalues, with a density times a Lebesgue
measure. The density can be easily bounded from above and below.
For the upper bound on ZY,Λ,a, we use a global lower bound on the action of z. For the lower bound on ZY,Λ,a, on
the action of z˜, we use a new global upper bound. Both bounds are local and quadratic! And, with these bounds,
the same singular scaling factor is extracted from both the upper and lower bounds on ZwY,Λ,a. The fact that the
same singularity is extracted from both the lower and upper bounds is important as it allows us to define the scaled
pure-gauge partition using a multiplicative scaling factor. It is this function that obeys the thermodynamic and
ultraviolet stable stability bounds.
For the lower bound on the action of z˜, we obtain a new upper bound on the Wilson four-bond single plaquette
action Ap in terms of the gluon fields. The quadratic bound on Ap is global, meaning that it holds for all values of
the fields. The lower bound on z emerges after using this upper bound on Ap and reducing the integration domain for
the angular eigenvalues to provide a lower bound for the eigenvalue density of the angular eigenvalue Haar measure.
It is to be emphasized that the upper bound on the single plaquette action Ap is quadratic in the gluon fields while,
in the nonabelian case, the Riemann sum, small a approximation to the classical continuum spacetime smooth field
Yang-Mills action has cubic and quartic terms. The quartic term is local and positive. In this approximation, we
observe that the quartic term has at most two identical (same components) fields at a lattice site. This gives more
regularity in the continuum limit, as compared to e.g. the P (φ) scalar models where we can have the product of four
or more identical Bose fields at a same point [8].
In the special case of the gauge group SU(2), there is a widely used, nice geometric description of the group as
there is a 1− 1 correspondence between the group and the unit sphere S3 in R4 [23, 24]. In terms of the gluon field
parametrization of the group, an explicit formula for the Haar measure is available using the restriction of spherical
coordinates in R4 to S3. A direct proof of thermodynamic and ultraviolet stable stability bounds in terms of the
gluon fields is given here. On the other hand, the Weyl integration formula with the parametrization of the group
in terms of angular eigenvalues also applies. We show that, for SU(2), the single plaquette partition function with a
single bond variable expressed in terms of gluon fields is the same as the Weyl angular eigenvalue formula.
Our methods give the exact result for d = 2. In this case, besides the stability bounds, we also obtain explicitly
the continuum limit (a ց 0) of a normalized free energy, and a connection is made between the Circular Unitary
Ensemble (CUE) and the Gaussian Unitary Ensemble (GUE) of random matrix theory (see [33–35]). This connection
between a Haar measure representation of group theory and random matrix theory appears in a natural way. The
representation for the continuum limit is the GUE probability distribution for eigenvalues of self-adjoint matrices in
the case of the gauge group G = U(N). Similar results and representations hold for the other classical groups.
Considering only the pure-gauge partition function, there is no restriction to the use of periodic boundary conditions
on the lattice Λ, contrarily to the Bose-gauge part.
The same type of analysis can also be made when fermion fields, like quarks and antiquarks in QCD, are present.
Indeed, neglecting the pure-gauge part, the fermion-gauge part was treated in Refs. [14, 15], and an upper stability
bound was also obtained, independent of the lattice spacing a. However, Jensen’s inequality, used here to derive a
lower stability bound for the Bose-gauge part, does not work with fermions. We need to find an alternative method.
Once we can overcome this difficulty, combining the present results with the ones of Refs. [14, 15], we can start
considering the problem of showing stability bounds and the existence of a normalized free energy for QCD, in the
thermodynamic and continuum limits.
Despite being fundamental, all these questions about stability do not give information on the energy-momentum
spectrum, local clustering properties and the model particle content. For lattice QCD, with fixed unit lattice spacing
and working in the strong coupling regime, where the gauge coupling is much smaller than a small hopping parameter,
we also have results validating the Gell’Mann-Ne’eman ‘eightfold way’, the exponential decay of the meson-like
exchange Yukawa interaction and the existence of some hadron-hadron bound states (see e.g Ref. [46, 47] and
references therein). It would be nice to have some of the general properties and laws of nuclear physics rigorously
derived from first principles, i.e. from fundamental quark and gluon fields and QCD dynamics based on the gauge,
color group SU(3).
APPENDIX A: Complex Bose Field Case
Here, we generalize our analysis in showing Theorem 1 for real Bose fields to complex fields. In the hopping term
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in the gauge-matter action, with φ ≡ φ(xµ) and φ+ ≡ φ(x+µ ),we have
φ¯gφ+ + φ¯+g−1φ .
Letting φ = φR + iφI = R + iI, dφ˜(x) = dR˜(x) dI˜(x), we have
φ¯gφ+ =
(
R I
) ( g ig
−ig g
) (
R+
I+
)
≡
(
~φ,M~φ+
)
,
where M is given by the above 2×2 matrix, and we use the Euclidean inner product in R2N , with ~φ = (R, I). Notice
that, since g is in a unitary representation of the gauge group G, the second term in the action exponential is the
complex conjugate of the first.
After applying the Ho¨lder’s inequality, like our treatment for the real Bose field case (check Eq. (37)), the one-bond
transfer matrix is (c.c. denotes the complex conjugate)
e−
1
4 |~φ|2 exp
{
dκ2
2
[(
~φ,M~φ+
)
+ c.c.
]}
e−
1
4 |~φ+|2 .
We calculate the Holmgren bound for dκ2 → 12 , when aց 0. Letting L = M + M¯ , we get
sup
φ
{
e−
1
4 |~φ|2
∫
exp
[
1
4
(
~φ, L~φ2
)]
dR2 dI2 e
− 14 |~φ2|2
}
,
from which, upon performing the Gaussian integration, we obtain
2N sup
φ
{
e−
1
4 |~φ|2 e
1
16 (L~φ,L~φ)
}
.
For t denoting the transpose, we have M tM = 0, M¯ tM = 2
(
g¯tg ig¯tg
−ig¯tg g¯tg
)
so that, using the fact g is unitary,
LtL = [M tM + M¯ tM ] + c.c. = 4. The integral in the Holmgren bound is then bounded by 2N . The Holmgren
bound is also finite for a general matrix g if |g| ≤ 1 and g¯tg is real.
APPENDIX B: The Special Case of the Gauge Group G = SU(2)
Here, we treat the special case of the gauge group G = SU(2). We use the gluon parametrization of the group
and prove stability bounds on ZuY,Λ,a. Before obtaining these bounds, we give some general facts about SU(2) and its
relation to its Lie algebra su(2) [24, 25]. In the gluon parametrization of the Lie algebra, we give some new results on
the inverse of the exponential map, that is, the map from the Lie algebra to the group . We also show that the single
plaquette, single bond variable partition function integral, expressed in terms of gluon fields, is the same as the Weyl
angular eigenvalue integral.
The group SU(2) can be identified with the sphere S3. With the 2 × 2 identity matrix I and the usual traceless
and self-adjoint Pauli spin matrices σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, and setting ~σ = (σ1, σ2, σ3),
we write an arbitrary element as
w = w0I + i ~σ.~w =
(
w0 + iw3 w2 + iw1
−w2 + iw1 w0 − iw3
)
;
3∑
k=0
w2k = 1 .
With a short hand notation, we represent the w parameters as (w0, ~w) ∈ R4.
The parametrization of SU(2) by gluon fields in the Lie algebra su(2) has a desirable property. Namely, the domain
of su(2) where the exponential map from the Lie algebra to the group is 1− 1 and the range covers SU(2) (with the
exception of the element −1, i.e. minus the identity) has a simple geometric characterization. To see this, we write
an arbitrary element of the Lie algebra su(2) as
X = i
3∑
j=1
Ajσj ≡ i ~A.~σ ,
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where ~A = (A1, A2, A3) ∈ R3.
The exponential map for all ~A ∈ su(2), noting that ( ~A.~σ)2 = ~A. ~A = | ~A|2, is given by
eX = ei
~A.~σ = cos | ~A| I + i ~A.~σ sin |
~A|
| ~A| ,
where we adopt the power series definitions cos | ~A| = ∑n≥0 (−1)n | ~A|2n/(2n)! and [sin | ~A|/| ~A| ] =∑
n≥0 (−1)n | ~A|2n/(2n+ 1)!. These are even and real analytic functions of each component Aj of ~A and, of course,
[sin | ~A|/| ~A| ] = 1, for ~A = 0.
We represent the group element in the range by
y0I + ~y.~σ =
(
y0 + iy3 y2 + iy1
−y2 + iy1 y0 − iy3
)
;
3∑
j=0
y2j = 1 ,
and make the identification
(y0, ~y) =
(
cos | ~A| , sin |
~A|
| ~A|
~A
)
.
The exponential map is a jointly real analytic function of A1, A2 and A3. On the domain D = { ~A ∈ R3 , | ~A| < π},
we show that the exponential map is 1− 1; on the boundary | ~A| = π the exponential map is not 1− 1; all elements
are mapped to minus the identity, i.e. (−1). We also show that the exponential map with domain restricted to D,
the range R(D) is SU(2) minus (−1), which we denote by SU(2)/(−1).
We remark that as a general result, if | ~A| < 1, the exponential map establishes a 1−1 relation between an open ball
at the origin in su(2) and an open ball in the neighborhood of the identity group element of SU(2). This is so as the
inverse element is well-defined by its Taylor series expansion, so that exp : X → (w0, ~w) and ln : (w0, ~w)→ X = i ~A.~σ,
with
X = i ~A.~σ = ln (w0 + i ~w.~σ) = ln [1 + (w0 + i ~w.~σ − 1)] .
If |w0 + i ~w.~σ − 1| < 1, the matrix series
i ~A.~σ =
∑
n≥0
(−1)n+1 [(w0 + i ~w.~σ − 1)n/n] ,
converges. Since
|w0 + i ~w.~σ − 1| ≤ |w0 − 1| + |~w| = |
√
1 − ~w2 − 1| + |~w| ,
convergence is guaranteed for |~w| < 1/2. Also, since the j-th component of ~A is Aj = −(i/2)Tr(σjX), each
component of ~A is a jointly real analytic function of w1, w2 and w3.
To see that the map is 1− 1 on D, for ~A , ~A′ ∈ D, suppose that
(y0, ~y) =
(
cos | ~A| , sin |
~A|
| ~A|
~A
)
=
(
cos | ~A′| , sin |
~A′|
| ~A′|
~A′
)
.
Since the function cosu in strictly decreasing in u ∈ [0, π], from the first component equality cos | ~A| = cos | ~A′| it
follows that | ~A| = | ~A′|. Similarly, since sin | ~A|/| ~A| 6= 0 in D, we have ~A = ~A′.
To prove that the range R(D) is SU(2)/(−1), we notice that the exponential map from ~A ∈ R3 to (y0, ~y) ∈ SU(2)
is proportional to ~A. For an arbitrary element (w0, ~w) of SU(2)/(−1), we have to show there exists a ~B ∈ D ⊂ su(2)
such that
ei
~B.~σ = (w0, ~w) . (B1)
For this, we consider a general ~B = f(w0, |w|) ~w and determine the function f so that Eq. (B1) holds. Suppressing
the arguments of f , f ≥ 0, we have
ei
~B.~σ = cos(f |~w|) + i ~w.~σ sin(f |~w|)|~w| = w0 + i ~w.~σ . (B2)
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Equating the components of ~w, we obtain
sin(f |~w|)
|~w| ~w = ~w .
Next, take f = (sin−1 |~w|)/|~w| and set sin−1 |~w| = u. Then, for fixed |~w|, the variable u can take two values, namely,
u<, with u< < π/2, and u> = π − u<. With this in mind, we have
f =
1
|~w| u ; sin(f |~w|) = sinu = sin(π − u) .
Hence, equating the identity component gives the condition cos(f |~w|) = w0.
Now, we show that the two values of u correspond to the opposite signs of w0. First, for 0 < u < π/2, we have
w0 = cos(f |~w|) = cos(sin−1 |~w|) = (1 − ~w2)1/2 > 0 .
Taking now π/2 < u < π, we have
w0 = cos(f |~w|) = cos(sin−1 |~w|) = −(1 − ~w2)1/2 < 0 .
Thus, both for w0 > 0 and w0 < 0, it follows that
~B = f ~w =
sin−1 |~w|
|~w| ~w . (B3)
Also, | ~B| < π so that ~B ∈ D. For w0 = 0, ~w = (2/π) ~B.
We now determine the smoothness properties of the logarithm map. For w0 > 0, using the power series expansion
sin−1 x = x +
1
2
x3
3
+
1.3
2.4
x5
5
+
1.3.5
2.4.6
x7
7
+ . . . ; |x| < 1 ,
where, for n ∈ N, n ≥ 2, n!! = n(n − 2)!! = n(n − 2)(n − 4)!! = . . . and 1!! = 0!! = (−1)!! = 1]. We have
~B = u< ~w/|~w|. Hence, we have
~B =

∑
n≥0
(2n− 1)!!
(2n)!!
~w2n
2n+ 1

 ~w ; 0 < w0 ≤ 1 .
Notice that the function in the square brackets is an even function of ~w and each term of series is positive. From this
observation, and since limx→1 sin−1 x = π/2, the above series for vecB extends to ~B = (π/2) ~w, for w0 = 0.
The above shows that the logarithm map from SU(2) minus w0 ≤ 0 to { ~A ∈ R3 ; | ~A| < π/2} is analytic in w1, w2
and w3.
For w0 < 0, ~B = (π − u<) ~w/|~w|. Then,
~B =

π − ∑
n≥0
(2n− 1)!!
(2n)!!
|~w|2n+1
2n+ 1

 ~w
|~w| ; −1 < w0 < 0 .
This result also extends to w0 = 0, giving ~B = (π/2) ~w.
We now show the breakdown of analyticity of the inverse map, the logarithm map, at w0 = 0. For simplicity, take
~A = (0, 0, A3). Then (w0, ~w) = (cosA3, 0, 0, sinA3), and A3 = 0, π/2, π are, respectively, mapped to the identity,
(0, 0, 0, 1) and minus the identity. As A3 increases from 0 to π, the group element traces out a semi-circle in the
positive w0 − w3 half plane. For A3 near π/2 and w0 near zero, we introduce the coordinates x and y by letting
w3 = 1 − x, x ≥ 0, and A3 = (π/2) + y. In these coordinates, the exponential map takes A3 to w3 = sinA3 = cos y
and A3 to w0 = cosA3 = − sin y or, for short,
y → (w0 = − sin y, 0, 0, w3 = cos y = 1− x) ,
where negative (positive) y corresponds to positive (negative) w0. Here, w0 = −sgn(y)
√
1− (1− x2), where
sgn = d|x|/dx, x 6= 0, is the sign function.
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For the logarithm map, we want y as a function of x. Approximately, cos y = 1 − x ≃ 1 − (y2/2), so that
y = −2√x (√x) for w0 > 0 (w0 < 0), which is not real analytic at x = 0. The exact solution, using the identity
1− cos y = 2 sin2 y/2), is
y = −2 sgn(w0) sin
√
x/2 = −2 sgn(w0)
[√
x
2
− 1
6
(√
x
2
)3
+ . . .
]
,
which shows the loss of real analyticity of the inverse, logarithm map at w0 = 0.
Remark B1 Our analysis clearly shows that the maximal domain, connected to the identity, of analyticity of the
inverse, logarithm map is 0 < w0 ≤ 1, or the domain of the exponential restricted to | ~A| < π/2. Unfortunately, the
Brouwer invariance domain [48] theorem only applies for 1− 1 and continuous maps in from open domains in Rn to
an open in Rn (not from Rn to Rm, m 6= n, as here!) Whenever m = n the theorem states that the inverse map is
also continuous on the map range. However, for B<α ≡ {~x ∈ R3; 0 ≤ |~x| < α}, the map h from B<π/2 to B<1 is
given by ~w = h( ~B) = sin | ~B| ~B/| ~B| is continuous and 1 − 1 so that, by the invariance domain theorem, the inverse
is continuous. In this case, the inverse h−1 is explicitly given by h−1(~w) = sin−1 |~w| ~w/|~w|. We easily verify that
(h ◦ h−1)(~w) = ~w.
The above approach to show surjectivity of the exponential map and to determine the logarithm is geometric in
flavor. We can also use a spectral approach to determine the logarithm.
In this approach, which also applies to U(N) and SU(N), we use spectral theory for the unitary matrix U . In the
special case w = (w0, ~w) ∈ SU(2), the same formula for the logarithm results. We briefly describe the method for this
case. Consider the following commutative diagram where V is a unitary matrix that diagonalizes U 6= 0, i.e.
A = V −1UV = diag(eiλ, e−iλ) ≡ eiB ; λ ∈ (−π, π] ,
since Tr B = 0,
(w0, ~w) = U
V−−−−−−−−−→ V −1UV = eiB
exp
x
xexp
iX
V−−−−−−−−−→ iV −1XV = iB .
To show that the exponential map is surjective in some domain, we need X . However, in the diagonal form of the
right-hand-side above, B = diag(λ,−λ) so that X = V BV −1. Now, U has an orthonormal basis of eigenvectors
and V is the matrix of column eigenvectors. For SU(2), the eigenvalues of U are e±iλ = w0 ± i|~w| and ±λ =
−i ln(w0 ± i|~w|). The normalized eigenvectors are, for w0 ≥ 0, v1 = (1/M, b/M) and v2 = (−b¯/M, 1/M), where
b =
−i(w2 − |~w|)
w2 + iw1
; M =
[
2|~w|(|~w| − w3)
w21 + w
2
2
]1/2
.
The column eigenvectors v1 and v2 are the columns of the matrix V .
Calculating X = V BV −1 gives the same result as Eq.(B3).
It is helpful to note that
iλ = ln[w0 + i|~w|] = ln
[(
w20 + ~w
2
)1/2
eiα
]
= iα ,
with tanα = |~w|/w0, 0 ≤ α < π/2, and cosα = w0.
Remark B2 We emphasize that, for the groups SU(N ≥ 3) to find a parametrization and a minimal domain D of
the parameters on which the exponential map is 1 − 1 and onto [23, 24] (or, at least, dense in the group) is a much
more difficult task then for the case SU(2) we treat here.
Next, we give the SU(2) Haar measure. With N = 2π2, we have [2, 23]]
dν( ~A) = ρ(| ~A|) dA1dA2dA3 ; ρ(| ~A|) = 1N
sin2 | ~A|
| ~A|2 , (B4)
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which can be easily bounded from above and below. The Haar measure of the set | ~A| = π of the domain D is zero.
The same holds, of course, for the single group element (−1).
The Haar measure dν( ~A) of Eq. (B4) is obtained in a geometrical way by considering the correspondence between
w = w0I + i~σ · ~w in SU(2) and S3 with coordinates (w0, ~w), with the constraint
∑
k=0,...,3 w
2
k = 1. Multiplication
of a group element w by an arbitrary group element u corresponds to an orthogonal transformation in R4. The
transformation preserves the measure. Using spherical coordinates in R4, calculating the Jacobian and restricting to
S3 gives the formula for the Haar measure, up to a normalization.
We now give the key point that is used to establish the relation between the gluon parametrized partition function
integral and the Weyl angular eigenvalue integral. In the gluon parametrization of SU(2), we write an element as
U = ei~σ· ~A. Since ~σ˙~A is self-adjoint and (~σ · ~A)2 = ~A · ~A, the 2 × 2 matrix ~σ · ~A has eigenvalues ±| ~A|, which are
precisely the angular eigenvalues of U .
Now, we obtain the stability bounds for G = SU(2) in Eq. (7), we fix the enhanced temporal gauge. Using the
above considerations, Eq. (B2) and proceeding as in the proof of the upper stability bound as in the general case of
a compact and connected Lie gauge group G, we have
ZwY,Λ,a ≤ zΛr ,
where dν( ~A) given in Eq. (B4),
z =
∫
| ~A|<π
exp
{
−a
d−4
g2
S(A)
}
dν( ~A) .
where S(A) = ‖1− ei~σ· ~A‖2H−S = 2Tr(I − cos | ~A|I) = 4 (1− cos | ~A).
Passing to spherical coordinates in R3, i.e. r = | ~A|, and Ω being the solid angle, |Ω| = 4π, we get
z =
1
2π2
|Ω|
∫ π
0
e−(4a
d−4/g2) (1−cos r) sin2 r dr
we now turn to the Weyl integration formula. For the gauge group U(N) and a class function f(λ) ≡ f(λ1, . . . , N)
of the angular eigenvalues of the unitary U , λ1, . . . , λN ∈ (−π, π], U is unitarily equivalent to the matrix
diag(eiλ1 , . . . , eiλN ), and the Weyl formula is∫
U(N)
f(U) dµ(U) =
1
N !(2π)N
∫
(−π,π]N )
f(λ) ρ(λ) dNλ ,
where ρ(λ) =
∏
1≤j<k≤N
∣∣eiλj − eiλk ∣∣2.
For the Wilson action and U(2),
f(λ) = exp
[
−a
d−4
g2
‖1− U‖2H−S
]
= exp

−ad−4
g2
2
∑
j=1,2
(1− cosλj)

 ,
where we used that U is unitarily equivalent to diag
(
eiλ1 , eiλ2
)
.
To obtain the Weyl formula for SU(2) from the one for U(2) (see [23]), we just have to insert a [2πδ(λ1 + λ2)]
constraint factor in the above integrand and e.g. carry out the λ2 integration. Doing this, for SU(2), we obtain
z =
1
4π
∫
(−π,π])
ρ(λ1) e
−
ad−4
g2
S(λ1)
dλ1 ,
where S(λ1) = 4(1− cosλ1) and ρ(λ1) = 4 sin2 λ1. Finally, since the above integrand is even, we get
z =
2
π
∫
(0,π]
ρ(λ1) e
− ad−4
g2
(1−cosλ1) sin2 λ1 dλ1 ,
which is the same as the gluon integral.
We now prove the upper bound on z. Using, for all ~A in the integration domain,
‖1− ei~σ. ~A‖2H−S = 2
(
1 − cos | ~A|
)
≥ 4
π2
| ~A|2 ,
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and also ρ( ~A) ≤ 1/N , for all ~A, we get, using (sin u/u) ≤ 1, u > 0,
z ≤ 1N
∫
| ~A|<π
exp
[
−4a
d−4
π2g2
| ~A|2
]
sin2 |~~A|
| ~A|2 d
~A ≤ 4πN
∫ π
0
exp
[
−4a
d−4
π2g2
A2
]
A2 dA .
Making the change of variables r =
2a(d−4)/2
πg
A , gives, with γ =
2a(d−4)/2
g
,
z ≤
(
g2
ad−4
)3/2
π2
4
E(γ) ≤
(
g2
ad−4
)3/2
π2
4
E(∞) ,
where
E(γ) =
∫
r≤γ
e−r
2
r2dr . (B5)
In this way, noting that E(γ) ≤ E(∞) = π/2,we have the upper stability bound
ZwY,Λ,a ≤
(
g2
ad−4
)3Λr/2 [π3
8
]Λr
.
We proceed similarly for the lower bound. We first observe that a (four-bond) plaquette action Ap satisfies the
global quadratic upper bound, with C = 2N1/2,
Ap ≤ C2
∑
1≤j≤4
| ~Ap,j |2 .
After reducing the integration domain by half, from | ~A| < π to | ~A| ≤ π/2, a lower bound on the density ρ( ~A) results
from using [sin(| ~A|)/| ~A|] ≥ (2/π) on the reduced domain. From this, we have
ZwY,Λ,a ≥
∫
| ~A|≤π/2
exp

−ad−4C2
g2
∑
p
∑
1≤j≤4
| ~Ap,j |2

 ∏
b
[
4
Nπ2 d
~Ab
]
.
At this stage, the integral factorizes over bonds. Since each lattice bond belongs to a maximum of 2(d− 1) distinct
plaquettes, paying with this factor, we change the sum over p to a sum over bonds. In doing this, we lower the lower
bound, the integral factors over the bonds and we get
ZwY,Λ,a ≥ z˜Λr ,
where
z˜ =
2
Nπ2
∫
| ~Ab|≤π/2
exp
[
−2a
d−4(d− 1)C2
g2
| ~Ab|2
]
d ~Ab .
Passing to spherical coordinates (A = | ~A|, θ, φ) and then making the change of variables r =[
a(d−4)/2C[2(d− 1)]1/2
g
]
A gives
z˜ =
[
g2
ad−4
]3/2 (
2
πC[2(d− 1)]1/2
)3
E(a(d−4)/2πC[2(d− 1)]1/2/2g) .
We remark that E(u) given in Eq. (B5) is monotone increasing. Its maximum occurs at a = 1 and the largest value
g0 we take for g. We denote the integral with these values of parameters by E0. Hence we get the lower stability
bound
ZwY,Λ,a ≥
[
g2
ad−4
]3Λr/2 {( 2
πC[2(d− 1)]1/2
)3
E0
}Λr
.
Thus, extracting the same singular factor
[
g2
ad−4
]3Λr/2
from the upper and lower stability bounds, the scaled
partition function defined by ZY,Λ,a =
[
g2/ad−4
]−3Λr/2
ZwY,Λ,a obeys thermodynamic and ultraviolet stability bounds,
as given in Theorem 2.
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