This article considers the approximation problem on periodic functions of anisotropic Besov classes with mixed norms using standard information. The asymptotic decay rates of the best algorithms in the worst-case setting are determined. An interpolating algorithm that attains this decay rate is given as well.
Introduction and main results
In the 1950s, under the influence of the work Kolmogorov [9] , a new perspective on approximation theory developed. Classical approximation theory had already accumulated a huge amount of results on the approximation by algebraic and trigonometric polynomials. Also, non-classical tools for approximation, such as splines, had began to permeate computational practice. Therefore, it was natural to ask how to compare different methods of approximation, how to determine an optimal method, and how to construct optimal or nearly-optimal algorithms in various settings. This led to the notions of widths, optimal recovery, and computational complexity. There have been many beautiful results on the exact asymptotic orders of these quantities for various function spaces, but there still remain many important open problems.
The extensive literature devoted to the widths, optimal recovery of functions, and computational complexity, includes the work of Heinrich [5] , Micchelli and Rivlin [15, 16] , Novak [19] , Pinkus [20] , Ritter [21] , Traub et al. [30] and Traub and Woźniakowski [31] . In particular, Heinrich [5] and Luo and Sun [12] have investigated the weak asymptotic order of the reconstruction of functions in classical Sobolev spaces using their values at n points. Kudryavtsev [10, 11] has studied the same problem for non-periodic isotropic Besov spaces. His method to obtain upper bounds is different from the method used in this article.
It is well known that approximation plays a dominant role in the class of linear multivariate problems, and the results on approximation can be often used for other multivariate problems including integration. This article studies an approximation problem using standard information, that is the values of the function at selected points. Specifically, the function to be approximated lies in a multivariate anisotropic Besov space of periodic functions B r p defined below.
In this article R denotes the set of real numbers, and R + the set of non-negative real numbers. Moreover, Z denotes the set of integers, Z + the set of non-negative integers, and (T d ). The Besov space of periodic functions is defined in terms of difference quotients. For any k i ∈ N the k i th difference of the function f (x) at the point x for x i with step h i is denoted by
This difference can be used to define a modulus of continuity of a function f in
In this article when comparing vectors, e.g., p, q ∈ R d , the notation p < q means p i < q i , i = 1, . . . , d, and the notation p q means p i q i , i = 1, . . . , d. Moreover, 1 denotes a vector of ones, and ∞ is the vector whose elements are infinite. The inequality p < ∞ means that all the elements of p are finite. The following definition describes the anisotropic Besov space of periodic functions.
Definition 1 (Nikolskii [18, p. 217] 
is a Banach space with the norm
and is called an anisotropic Besov space. For any Banach space X the unit ball centered at the origin is denoted B(X), and is defined as {f ∈ X : f X 1}. Specifically, the unit ball of this Besov space centered at the origin is defined as
The ambiguity in choice of k with k > r is unimportant, since different k correspond to equivalent semi-norms. It follows from [18, p. 153 [1, 3, 18, 25, 29] ). In particular, the bilinear approximation problem on classes of functions with mixed norms is closely related to the calculation of the widths of these classes [26, Chapter 4, 14] . By using Besov spaces instead of classical Sobolev spaces Dahlke and DeVore [3] were able to improve the regularity assertions for solutions to boundary value problems for the Laplace operator on a Lipschitz domain. Moreover, there are various situations in partial differential equations where one can control the solution u = u(x, t) with respect to a norm like
Denote by C(T d ) the space of real, continuous, and periodic functions on T d . Let X be a normed linear space of real functions defined on T d , and
Function approximation is usually based on standard information, i.e., the values of the function at some points. Mathematically, this may be written as
, where I is called a sampling operator, the design is B n = {b 1 , . . . , b n } ⊂ T d , and n ∈ N. The net width [1] or the nth minimum information diameter [31, p. 48 ] is defined as
where I −1 B n (I B n (f )) denotes the set of all functions that share the same values as f on the design.
A mapping : I B n (K) → X is called an algorithm, and (I B n f ) is the approximation of f in X. Denote by B n the set of all algorithms using n pieces of standard information on K. The quantity
is called the nth minimum intrinsic error of the optimal recovery of the set K in the space X. Denote by
the set of all linear algorithms . By analogy one may define e L n (K, X), the nth minimum linear intrinsic error by substituting L b n in the place of B n in the right-hand side of (2) . If K is a center symmetrical and convex subset of X, then by Traub et al. [30, p. 67] it follows that
Usually K is chosen to be B(Y ), the unit ball in some Banach space Y centered at the origin. 
where dg(r) is the harmonic average of the smoothness parameters r 1 , . . . , r d . For the case r 1 = · · · = r d = r it follows that g(r) = r/d. In this article, it is always assumed that
In proving convergence rates it is convenient to use the notations and . For two nonnegative sequences {a n } n∈N and {b n } n∈N . The relation a n b n means that there is a positive number C such that a n Cb n for all n. The weak equivalence relation means that a n b n and b n a n . The main results of this article are as follows:
The interpolation algorithm D N (f ) defined in (5) in the next section is an optimal algorithm in the sense of exact order.
Theorem 3.
Make the same assumptions on k, r, s, , and n as in Theorem 2.
is an optimal algorithm in the sense of exact order.
Interpolation via the Dirichlet kernel
Denote by
the classical Dirichlet kernel in one dimension, where
This Dirichlet kernel may be used to define an interpolation algorithm. Define the index set
and the points that comprise the design as
The Dirichlet approximation operator is defined as
This approximation operator uses n = (
The Dirichlet approximation operator has a couple of important properties [23] . First, it interpolates functions defined on T d , on the design { n }, i.e.,
Second, if T (N, d)
is the set of all multivariate trigonometric polynomials with wave num-
is well studied. For example, the classical periodic Sobolev class W r p (T) of periodic functions f permit the representation
where
is the Bernoulli kernel. It is well known that (see the survey of Nikolskii [17] )
As was noted by Temlyakov [27] (see also [28] ) the results of Hristov [7] and Ivanov [8] imply that for 1/r < p and 1 < p < ∞,
In addition to the approximation operator based on the Dirichlet kernel, there is an analogous operator,
based on the Vallee-Poussin kernel,
that has been also studied by many authors. Among others, Temlyakov [27, 29] proved that 
where l j h is the l j th difference with step h in the variable x j , j = 1, . . . , d. As usual this space is isotropic in the case r 1 = · · · = r d = r. Temlyakov [28, 29] obtained the following results:
where 1 p, q ∞, g(r) > 1/p, and V n (f ) with n ∈ N d is defined in a product fashion as was done for the Dirichlet approximation operator.
Taking r 1 = · · · = r d = r gives the convergence rate for the classical (isotropic) Sobolev space:
(see [5, 2, 6] 
Remark 4.
Temlyakov's results in (6) using the Dirichlet operator follow from Theorems 2 and 3 by taking = ∞, s = (0, . . . , 0),
The classical results in (7) follow by also taking r 1 = · · · = r d = r.
Upper bounds
Theorems 2 and 3 give both upper and lower bounds on the asymptotic decay rates of the approximation errors. This section constructs upper bounds by determining the asymptotic decay rate of approximation using the Dirichlet interpolation algorithm (5). The proof is given in a series of lemmas.
The following lemma gives an estimates of the mixed norm of a trigonometric polynomial by its mixed lattice norm, which is a Marcinkiewicz-type inequality, and plays an important role in the proof of Theorem 2. Some additional notation is needed to state it concisely. Let
For a ∈ l(N, d), its mixed norm is defined as following:
a p,N =:
Lemma 5 (Marcinkiewicz inequality, Schmeisser [23]). Let t ∈ T (N, d). Then for any
1 < p < ∞, t p C d,p {t ( n )} n∈P(N) p,2N ,
where C d,p is a number depending only on d, and p.
The proof of this lemma is given in [23] , and in a more general form in [22] .
Lemma 6. Suppose that f ∈ L r p (T d ), r 1, and 1 p < ∞. Then it follows that
Proof. For the dimension d = 1, the lemma is proved in [4, 24] , the case d > 1 with mixed norm, can be proved in an analogous way. But for the sake of readability, we give the proof in some detail. For ease of notation, let i,k i = 2 k i /n i . For d = 1 the mean value theorem implies the existence of an
This leads to an upper bound for f ( i,k 1 ) in terms of integrals of f and its first derivative with respect to x i :
Continuing this argument iteratively for higher dimensions yields
For a univariate function, g(x 1 ), Hölder's inequality with index 1
For higher dimensions the same argument gives   
For the case d = 1, applying the Minkowski inequality to (9) and then applying (11) with g = f and g = f gives   n 1
The same argument for arbitrary d applied to (10) and (12) completes the proof of this lemma.
Lemma 7 (Nikolskii [18, p. 227, Theorem 5.6.3] ). Let 
. Then for every trigonometric polynomial t ∈ T (N, d) the error for Dirichlet interpolation is bounded by
f − D N (f ) p C p (f − t)(2k /(2N + 1)) p,2N + f − t p .
Proof. Let t ∈ T (N, d), in view of relation (5), D N (t)(x) ≡ t (x). Then it follows that
|f − D N (f ) p D N (f ) − D N (t) p + f − t p = D N (f − t) p + f − t p C p (f − t)(2k /(2N + 1)) p,2N + f − t p . Lemma 9. Suppose that f ∈ B r p (T d ) and N = (k + 2)(n − 1), 1 < p < ∞, where the equation N = (k + 2)(n − 1) means that N = (N 1 , . . . , N d ), n = (n 1 , . . . , n d ), N j = (k j + 2)(n j − 1), for all j = 1, . . . ,
d, where n j is defined as the integer part of n g(r)/r j . Then it follows that
Proof. First consider the case d = 2. The argument in higher dimensions is analogous. Let The function T r,n (u) is a trigonometric polynomial of the degree (r + 2)(n − 1), and
(see [29, Chapter 1, Section 1]). Let x 2 ) as the sum of 1 (x 1 , x 2 ) and 2 (x 1 , x 2 ), where
Then one may express
The norms of the functions above may be bounded by the generalized Minkowskii inequality Specifically, it follows that
In the same way, it can be shown that
Therefore, it follows that
The first term in this inequality may be bounded using Definition 1 and inequality (13):
The second term in (14) may also be bounded in the same way. Together with the above inequality this gives
A similar argument leads to upper bounds on a similar quantity, but involving the partial derivatives of f:
where g(r 1 , r 2 ) is the harmonic average of r 1 and r 2 defined in (3). For arbitrary dimension, d, the arguments above may be generalized to give
and ,
The final step in this proof is to choose t (x) = (k,n) (f ; x) and apply Lemmas 8 and then 6. It follows that 
holds, where C is a constant depending only on p, q, r, r .
Proof of upper bounds in Theorems 2 and 3. From Lemma 9 it follows that if 1 < q p < ∞, or q = 1, 1
Furthermore, by virtue of Lemmas 9 and 10, if 1 < p q < ∞,
which gives the estimates of upper bound of Theorems 2 and 3.
Lower bounds
The lower bounds in Theorems 2 and 3 are obtained by constructing suitable bump functions. This approach is described in [5] and elsewhere.
and satisfies the following conditions: 
Define a single bump (t) to be a fixed function in C ∞ (R) with support contained in T 0 , such that 0 (t) 1, t ∈ T, (t) = 1, when t ∈ [ /2, 3 /2], and
, where the positive constant c depends on p, s. The function f j is defined to have a bump only in the rectangle Q j as follows:
For any p these functions have the same norm: which provides the lower bounds in Theorem 2. The lower bounds for Theorem 3 are proved in a similar way.
