A general method to construct free quantum fields for massive particles of arbitrary definite spin in a canonical Hamiltonian framework is presented. The main idea of the method is as follows: a multicomponent Klein-Gordon field that satisfies canonical (anti)commutation relations and serves as an auxiliary higher spin field is introduced, and the physical higher spin field is obtained by acting on the auxiliary field by a suitable differential operator. This allows the calculation of the (anti)commutation relations, the Green functions and the Feynman propagators of the higher spin fields. In addition, canonical equations of motions, which are expressed in terms of the auxiliary variables, can be obtained also in the presence of interactions, if the interaction Hamiltonian operator is known. The fields considered transform according to the (n/2, m/2) ⊕ (m/2, n/2) and (n/2, m/2) representations of the Lorentz group. *
Introduction
Higher spin particles and fields appear in various areas of high-energy physics. For example, supergravity models contain gravitinos, which have spin 3/2, some string theories have excitations corresponding to an infinite sequence of particle states of increasing spin, and several baryons and mesons with spins higher than 1 have been observed experimentally.
Formalisms for particles of arbitrary spin were developed by several authors, including Dirac [1] , Fierz [2] , Fierz and Pauli [3] , Rarita and Schwinger [4] , Wigner and Bargmann [5] , Weinberg [6, 7, 8] , Williams [9] (for further references see e.g. [10, 11, 12, 13, 14] ). Fields transforming according to the (n/2, 0) ⊕ (0, n/2) and (n/2, m/2) representations of SL(2, C) were considered in [6, 7, 8, 9] . The representations (n/2, 0) ⊕ (0, n/2) in particular have the advantage that their analogy with the Dirac representation (which corresponds to n = 1) is very close, and they are also relatively simple.
In Weinberg's approach the main object is to obtain Feynman rules for perturbation calculations, and for this purpose it is sufficient to construct free higher spin quantum fields directly from particle creation and annihilation operators. These fields can be used to build local interaction Hamiltonians, thus perturbation theory can be applied to compute S-matrix elements. The application of a canonical formalism is avoided in this way, which can be regarded as an advantage, because the canonical-in particular the Lagrangian-formalism is known to have serious difficulties in the case of higher spin fields (see e.g. [18, 19, 20, 21, 22] ). Nevertheless, a canonical formulation, and especially having field equations, may be useful for nonperturbative investigations.
In this paper we present a simple construction of fields transforming according to the representations (n/2, m/2) ⊕ (m/2, n/2) and (n/2, m/2) for massive particles of definite spin and mass in a canonical Hamiltonian approach, which allows the derivation of canonical field equations also in the presence of interactions. Our approach can also be regarded as a quantization method for higher spin fields, and it provides a method somewhat different from that in [6, 8] for obtaining the commutation or anticommutation relations, the Green functions, Feynman propagators, and the mode expansions. Otherwise, concerning the construction of interaction Hamiltonian operators and the perturbative computation of S-matrix elements, our approach is compatible with that of [6, 8] .
The main idea of our method can be stated briefly as follows: we introduce an auxiliary multicomponent Klein-Gordon quantum field Ψ that satisfies canonical commutation or anticommutation relations, and obtain the sought higher spin field in the form
where D is a suitable differential operator, which projects out the physical degrees of freedom from Ψ. The properties of Ψ and D determine then the properties of ψ, and canonical Hamiltonian equations of motion can also be derived if the interaction Hamiltonian operator is known. We note that projection operators were applied in the quantization of higher spin fields also in [15, 16] , and in the construction of wave functions for higher spin particles in [17] .
We use a formalism in which reality properties are clear and it is easy to take the adjoints of the fields in a covariant way. An important part of the paper is an appendix where relevant parts of the representation theory of the SL(2, C) group are discussed. In contrast with [6, 7, 8, 9] , we make use of the fact that the (n/2, m/2) representations of SL(2, C) can be obtained from the (1/2, 0) and (0, 1/2) representations by taking tensor products. In particular, our treatment of the generalized Dirac gamma matrices is different from that in [6, 7, 8, 9] .
The paper is organized as follows. In Section 2 we start with a discussion of real and complex multicomponent bosonic and fermionic (commuting and anticommuting) Klein-Gordon fields in general, without fully specifying Lorentz transformation properties. In Section 3 we continue with specifying the Lorentz transformation properties of the auxiliary Klein-Gordon field Ψ mentioned above. In Section 4 the C, P , T transformation properties of Ψ are discussed. In Section 5 we introduce the proper higher spin fields ψ, which have only the desired physical degrees of freedom, and discuss their properties. We also discuss the description of interactions and the derivation of canonical Hamiltonian field equations. In Section 6 we discuss the case of quantum electrodynamics with a standard spin-1/2 (Dirac) field for illustration. Our conclusions are given in Section 7. In Appendix A we discuss relevant parts of the representation theory of the SL(2, C) group, as mentioned above. In Appendix B we discuss, with the aim of further illustration, the calculation of the equal-time anticommutator of the spin-3/2 field that transforms according to the representation (3/2, 0) ⊕ (0, 3/2).
Spinor indices are often written explicitly, but they are also suppressed at various places in the text, depending on which notation appears clearer. Index lowering and raising for spinors is not used. Upper indices are used for Minkowski vectors and lower indices for Minkowski covectors, whereas lower indices are used for spinors and upper indices for dual spinors. We often deal with vector spaces that arise as tensor products of other vector spaces. Denoting such a vector space with V , we append appropriate multiple indices to the elements v of V when the tensor product structure of V is important, but otherwise we often append a single index to v, which reflects only the vector space structure of V . The same notational method is applied also to linear mappings and tensors involving V . The dagger † is used to denote the adjoint of operators in Hilbert spaces. The term Poincaré group refers in this paper to the simply connected covering group of the usual connected Poincaré group generated by the translations and Lorentz transformations of the Minkowski space.
anticommutation relations [Φ α (x, t), Φ β (x ′ , t)] ± = 0 (2) [Π α (x, t), Π β (x ′ , t)] ± = 0
[Φ α (x, t), Π β (x ′ , t)] ± = iǫ αβ δ
The notation [ , ] ± indicates that either a commutator (corresponding to the sign −) or an anticommutator (corresponding to the sign +) is meant; commutators apply to the case of bosons and anticommutators to the case of fermions.
In the fermionic case N is even and ǫ αβ is a nondegenerate antisymmetric and purely imaginary matrix:
while in the bosonic case ǫ αβ is a nondegenerate symmetric and real matrix:
ǫ αβ = ǫ * αβ .
We denote the inverse of ǫ αβ by ǫ αβ ; thus we have
Φ α and Π α satisfy the free field equations
where µ > 0 is the mass of the fields Φ α . From (10) and (11) we obtain the Klein-Gordon equation for Φ α :
It is a further defining property of Φ α that it admits the following representation in terms of plane wave solutions of the Klein-Gordon equation:
where a † α (k) and a α (k) are mode creating and annihilating operators,
k denotes a D-dimensional momentum covector, kx = D i=1 k i x i denotes the contraction of the D-dimensional covector k with the D-dimensional vector x, and k 2 = D i=1 k 2 i . The relativistic momentum covector corresponding to k is k µ = (ω(k), k), and the position vector is, of course, x µ = (t, x). The operators a α (k) and a † α (k) satisfy the (anti)commutation relations
[a α (k), a β (k
a α (k) and a α (k) † can be expressed in terms of Φ α and Π α as
The relations (15) and (16) follow from (2), (3), (4), (17) and (18) . Conversely, (13) , the relation Π α = ∂ t Φ α , and the anticommutation relations (15) and (16) imply (2), (3) and (4) .
The Hamiltonian operator is given by
which is Hermitian, i.e. H † = H, as a consequence of the properties of ǫ αβ and of the hermiticity of Φ α and Π α . The notation : : refers to the usual normal ordering for bosons or fermions, respectively. The general Heisenberg equation of motion
becomes, using (19), (2), (3) and (4), equation (10) for O = Φ α , and (11) for O = Π α . H can be expressed in terms of a α (k) and a α (k) † as
Φ α has the usual transformation property under space translations:
where P i , i = 1, . . . , D are the Hermitian generators of space translations. P i can be expressed as
These operators commute with each other and with H.
An energy-momentum tensor can be defined as
T µν is conserved, i.e. ∂ µ T µν = 0, symmetric (T µν = T νµ ), and Hermitian (T † µν = T µν ). The energy and momentum density currents are E µ = T µ0 and P iµ = T µi .
A suitable Lagrangian function for the theory is
where Φ α is a real valued classical field in the bosonic case and a Grassmann-algebra valued field in the fermionic case.
The canonical momentum for Φ α isΠ α = ∂L ∂(∂tΦα) = ǫ αβ ∂ t Φ β , and the equal time commutation or anticommutation relations of Φ andΠ are then [ 
, respectively. We could have taken the Lagrangian (24) and the latter relations as our starting point, however in the present paper we want to focus on the Hamiltonian formalism. It should also be noted that although the standard canonical momentum for Φ α isΠ α , we find it more convenient in this paper to use Π α instead. The ralation betweenΠ α and Π α isΠ α = ǫ αβ Π β .
The energy and momentum density currents E µ and P iµ can be obtained as the Noether currents corresponding to (24) and to the time and space translation symmetries.
Hilbert space
The Fock space is spanned by the vacuum state |0 , which is annihilated by the operators a α (k), and by the multi-particle states
where k 1 , k 2 , . . . , k j are the momenta of the particles and p 1 , p 2 , . . . , p j are their polarization vectors. The polarization vectors have N components that can take arbitrary complex values, with the only restriction that none of the polarization vectors are allowed to be zero. We denote the (N complex dimensional) space of possible polarization vectors of a particle of momentum k byV (k). OnV (k) we introduce the scalar product
Here the * denotes componentwise complex conjugation. Similarly, on the dual space ofV (k), which we denote by V (k), we introduce the scalar product
With these definitions, ifû i , i = 1, . . . , N , is a basis inV (k) such that û i ,û j = ±δ ij , then the basis u i dual toû i also satisfies u i , u j = ±δ ij , and vice versa. (The dual basis is defined by the property (
The (anti)commutation relation of the creation and annihilation operators for particles in general polarization states is
This shows that the creation and annihilation operators of particles that have orthogonal polarizations (anti)commute.
For fermions the scalar products of the multi-particle states are given by
where P is any permutation of the numbers {1, 2, . . . , j}. The same formula applies to bosons, but without the sign(P ) factor. Any two multi-particle states that contain different number of particles are orthogonal. The vacuum state is normalized as 0|0 = 1. The formula (29) follows from the anticommutation relations of the a α (k) and a † α (k) operators, from the normalization of |0 and from the property of |0 that it is annihilated by the a α (k) operators.
, and H|0 = 0; the eigenvalue of
The definiteness properties of the scalar product on the Hilbert space defined above are determined by the signature of the scalar product , given in (26). In the case of fermions , is not positive definite; it has the signature (N/2, N/2). In order to see this, let us assume that ǫ αβ takes the canonical form, in which the nonzero matrix elements of ǫ αβ are ǫ 2n−1,2n = −ǫ 2n,2n−1 = i, n = 1, . . . , M , where M = N/2. Any ǫ αβ matrix can be brought to this form by considering the field Φ ′ α = S α β Φ β instead of Φ α , where S α β is a suitable invertible real matrix. If the polarization vector p is such that its nonzero vector components are p 2n−1 = i/ √ 2 and p 2n = 1/ √ 2, where n takes some fixed value between 1 and M , then p, p = 1. We denote these vectors by p + n , n = 1, . . . , M (n is not a vector component index here). However, if p is such that its nonzero vector components are p 2n−1 = −i/ √ 2 and p 2n = 1/ √ 2, then p, p = −1. We denote these polarization vectors by p − n , n = 1, . . . , M . These vectors are orthogonal, i.e. p + n , p + m = p − n , p − m = 0 if n = m, and p + n , p − m = 0 for all n, m. Denoting the space spanned by the p + n vectors byV (k) + and the space spanned by the p − n vectors byV (k) − , we havê V (k) =V (k) + ⊕V (k) − . This means thatV (k) can be decomposed into a direct sum of two orthogonal N/2-dimensional subspaces on which the scalar product , is positive and negative definite, respectively. We note that it is also easy to check that the one-particle states created by the a α (k) † , α = 1, . . . , N , operators have zero norm.
In the case of bosons, the definiteness of the scalar product on the Hilbert space depends on the signature of ǫ αβ . In order to see this, let us assume that ǫ αβ takes the canonical form, in which ǫ αβ is diagonal. Any ǫ αβ matrix can be brought to this form by considering the field Φ ′ α = S α β Φ β instead of Φ α , where S α β is a suitable invertible real matrix. Now, if a polarization vector p is such that its only nonzero vector component is p n = 1, where n takes some fixed value between 1 and N , then p, p = ǫ nn . We denote these vectors by p n (n is not a vector component index here). These vectors are orthogonal, i.e. p n , p m = 0, if n = m. Denoting the space spanned by those p n vectors for which ǫ nn = 1 byV (k) + , and the space spanned by those p n vectors for which ǫ nn = −1 byV (k) − , we haveV (k) =V (k) + ⊕V (k) − . This means thatV (k) can be decomposed into a direct sum of two orthogonal (with respect to , ) subspaces,V (k) + andV (k) − , on which the scalar product , is positive and negative definite, respectively, and the dimension ofV (k) + andV (k) − is given by the signature of ǫ αβ . The signature of , is thus the same as that of ǫ αβ .
In summary, for any fixed k if N one-particle states with orthogonal polarization are taken, then in the fermionic case there are N/2 states that have positive scalar product with themselves and N/2 states that have negative scalar product with themselves, whereas in the bosonic case the number of one-particle states that have positive or negative scalar product with themselves is given by the signature of ǫ αβ .
Green function and propagator
As can be seen from the mode expansion (13) , the Green function of Φ α is
where the function G, defined by
is the Green function of the usual Klein-Gordon field.
The Feynman propagator for Φ α takes the form
where the function D F , defined by
is the Feynman propagator of the usual Klein-Gordon field.
which is also just the commutator of the usual Klein-Gordon field multiplied by ǫ αβ .
Complex fields
A complex bosonic or fermionic multicomponent Klein-Gordon field can be defined in terms of two real fields Φ 1α and Φ 2α in the usual way as
dimensions. It is assumed that Ψ is a complex multicomponent Klein-Gordon field in the sense of Section 2.3, i.e. this is the starting point for the definition of the SL(2, C) transformation properties. Relevant parts of the representation theory of SL(2, C) are collected in Appendix A.
We consider the three possibilities that Ψ transforms according to the representations
The number of the components of Ψ is 2(n + 1), 2(n + 1)(m + 1) and (n + 1) 2 , respectively, in these cases, in accordance with the dimension of the representations. In the cases of D (n) or D (n,m) , Ψ is bosonic if n or n + m, respectively, is even, and fermionic if n or n + m is odd. Ψ is bosonic for any value of n in the case ofD (n) .
In the present and the following sections it is assumed that an arbitrary but fixed basis of D (n) , D (n,m) orD (n) has been chosen, which is real with respect to the invariant complex conjugation defined in A.5. The components of Ψ are understood to be vector components with respect to this basis. The reality of the basis is important because it implies that the covariant complex conjugation coincides with the componentwise complex conjugation; in particular taking the adjoint of Ψ (or other fields) componentwise is covariant. Otherwise, it is not necessary to explicitly specify the basis vectors.
The reason for taking the representation according to which Ψ transforms to be D (n) , D (n,m) orD (n) is that these are the finite dimensional real irreducible representations of SL(2, C). The representations (n/2, m/2), n = m, are also irreducible, but not real, i.e. they do not admit an invariant complex conjugation, therefore if Ψ were defined to transform according to (n/2, m/2) for some n = m, then the adjoint of Ψ could not be defined in a covariant manner without getting the representation (m/2, n/2) also involved. Nevertheless, fields that transform according to the representations (n/2, m/2) will also be considered later on.
We take ǫ αβ to be the SL(2, C)-invariant bilinear form, described in A.3, on D (n) , D (n,m) or D (n) . ǫ αβ is symmetric and real in the bosonic cases and antisymmetric and purely imaginary in the fermionic cases, as required by the definitions in Section 2. The indices α and β are understood to label the components of ǫ with respect to the real basis mentioned above.
The condition of the reality of the basis vectors could be dropped, but then the SL(2, C)-covariant adjoint of Ψ also includes a mixing of its components, and a corresponding extension of the formalism of Section 2 is necessary.
In the case of D (n) , the SL(2, C) transformation law for Ψ is
where Λ is an element of SL(2, C), U [Λ] is the unitary operator that represents Λ in the Hilbert space, Λ D (n) is the matrix that represents Λ in D (n) , and Λ M represents Λ in Minkowski space.
In the cases of D (n,m) andD (n) , Λ D (n) should be replaced by Λ D (n,m) and ΛD (n) , respectively.
Due to the reality of Λ D (n) , Λ D (n,m) and ΛD (n) , the same transformation rule applies to Ψ † and to Φ 1 and Φ 2 .
It follows that SL(2, C) transformations act on the creation operators a † α (k) as
are orthogonal and closed under SL(2, C) transformations and space and time translations, i.e. they form irreducible unitary representations of the Poincaré group, characterized by mass µ and spin n/2. Thus Ψ describes four particles of mass µ and spin n/2, of which two are physical and two are nonphysical (in the sense that the one-particle states have negative scalar product with themselves).
Using relations (A.91) and (A.92), Ψ can be expressed in terms of c i ,
For the real and imaginary parts Φ 1 and Φ 2 of Ψ we have
The Hamiltonian operator and the generators of space translations can be expressed as
and
We turn now to the case of D (n,m) , which is largely analogous to the case of D (n) , therefore it is discussed in less detail. The creation operators c †
whereû ij (k) α are polarization vectors defined in A.5.2. Formulas analogous to (67) hold also for these operators.
This shows that c † ij (k) and d † ij (k) create one-particle states that have positive scalar product with themselves, whereas f † ij (k) and h † ij (k) create one-particle states that have negative scalar product with themselves.
Equations analogous to (70) -(74) can also be written down. On the one-particle states
. . , (m + 1), respectively, are also closed under SL(2, C) transformations and space and time translations, i.e. they form unitary representations of the Poincaré group. These representations are not irreducible; they are composed of irreducible representations of different spins. These irreducible representations can be determined by looking at the action of the SU (2) (rotation) subgroup that leaves an arbitrary fixed momentum vector k invariant on the finite dimensional spaces spanned by c †
. It is convenient to choose k = 0, and then it can be seen that the decomposition of each of these four spaces into irreducible representations of the SU (2) subgroup leaving k = 0 invariant is ((n + m)/2) ⊕ ((n + m)/2 − 1) ⊕ · · · ⊕ ((n − m)/2). This means that Ψ describes four particles of mass µ for each spin (n + m)/2, (n + m)/2 − 1, . . . , (n − m)/2, of which two are physical and two are nonphysical (in the sense that the one-particle states have negative scalar product with themselves).
In the case ofD
, can be defined in the same way as above, and their commutation relations are also given by (79), (80). c † ij (k) and d † ij (k) create one-particle states that have positive scalar product with themselves, whereas f † ij (k) and h † ij (k) create oneparticle states that have negative scalar product with themselves. On the one-particle states
, respectively, also form unitary representations of the Poincaré group. The decomposition of these representations into irreducible ones is as follows: the two spaces spanned
if n is odd, and the two spaces spanned by f †
Here the numbers in the brackets denote the spin of the representations; the mass of these representations is µ. Thus Ψ describes two physical particles of mass µ for each spin n, n − 2, . . . , and two nonphysical particles of mass µ for each spin n − 1, n − 3, . . . . This obviously means, in particular, that for a given value of n the physical particles that Ψ and Ψ † can create cannot have spins n − 1, n − 3, . . . . Nevertheless, Ψ and Ψ † fields which create physical particles of spin n − 1, n − 3, . . . can be obtained by changing the sign of ǫ αβ .
C, P , T transformations
In this section the transformation properties of Ψ under charge conjugation and space and time reflections are defined, although the exploration of all possibilities for defining these transformation properties is not attempted.
Charge conjugation
Charge conjugation is represented on the Hilbert space by a unitary operator C that has the properties
where H, P i are the Hermitian generators of time and space translations, andM i andŇ i are the anti-Hermitian operators representing the generators of sl(2, C) on the Hilbert space. The behaviour of the fields Φ 1α , Φ 2α and Ψ α under the action of C is given by the equations
Φ 1 is thus a self-conjugate field, whereas Φ 2 is anti-self-conjugate. C acts on the creation oper-
In the case of the representations D (n) ,
i.e. charge conjugation interchanges c †
, respectively. Completely analogous formulas apply also in the cases of D (n,m) andD (n) .
Parity
The space reflection transformation (t, x) → (t, −x) is represented on the Hilbert space by a unitary operator P , which has the properties
It is related to the generators M i , N i , i = 1, 2, 3 of sl(2, C) as
and H and P i transform as P HP = H ,
If Ψ α is fermionic, then the transformation of the fields Φ 1α , Φ 2α and Ψ α under P is given by the equations
where P = −iγ 00...0 (the γ 00...0 appearing here is defined in A.4). P has the property
and in the case of D (n) we have
Completely analogous equations apply also in the case of D (n,m) . Equations (95) and (96) show that space reflections link the real fields Φ 1 and Φ 2 together. However, if P 2 = −I is also allowed on states containing an odd number of particles, then one can define space reflections on Φ 1 and Φ 2 separately:
where P = −iγ 00...0 , as above. a † α (k) and b † α (k) transform under P in this case as
In the case of D (n) we have
and completely analogous equations apply also in the case of D (n,m) . On the space of those states that contain an odd number of particles, P 2 = −I holds instead of P 2 = I. Real fermion fields with this kind of transformation law under space reflections are called Majorana fermion fields (see [8] ).
If Ψ α is bosonic, then the transformation of the fields Φ 1α , Φ 2α and Ψ α under P is given by the equations
where P = γ 00...0 (in the case ofD (n) , P = τ 00...0 ; see Appendix A.4 for the definition of the τ tensors). P has the property P 2 = I.
and completely analogous equations apply also in the cases of D (n,m) andD (n) .
In all cases, ǫ αβ has the invariance property
and P is real. P has the following commutation relations with the generators of sl(2, C) in D (n) :
The same relations apply also to the cases of D (n,m) andD (n) .
Time reversal
The time reversal transformation (t, x) → (−t, x) is represented on the Hilbert space by an antiunitary operator T that has the property
The transformation of the field Ψ under T is given by the equations
where T = iγ 00...0 γ 5 if Ψ is fermionic, and T = γ 00...0 if Ψ is bosonic and transforms according to a D (n) or D (n,m) type representation. In the case ofD (n) , T = τ 00...0 . In the cases of
, T has the property T 2 = (−1) n I, T 2 = (−1) n+m I or T 2 = I, respectively, and it is also real.
The action of T on the creation operators is given by the equations
CPT transformation
Under CP T , the fields Φ 1 , Φ 2 , Ψ have the following transformation properties: if Ψ is fermionic and the parity transformations are defined by (95) -(97), then
If Ψ is fermionic, and the space reflections are Majorana type, then
If Ψ is bosonic, then
Fields of arbitrary spin
In Section 3 it was seen that the field Ψ can create nonphysical states that have negative scalar product with themselves. Moreover, in the cases of the representations D (n,m) andD (n) Ψ can create particles for several spin values. The final step in the construction of higher spin fields is the elimination of the nonphysical degrees of freedom, and also the elimination of those degrees of freedom that have a spin different from the desired value. This is achieved by applying a suitable differential operator to Ψ, so that the physical higher spin field will be ψ = DΨ.
Fields transforming according to D (n)
We begin with the case when Ψ transforms according to the representations D (n) . In this case the differential operator is
we define the field ψ as
The generalized gamma tensor (γ µ 1 µ 2 ...µn ) α β appearing here is defined in A.4. In the following we discuss the properties of ψ, which will justify the choice of D.
Since Ψ satisfies the Klein-Gordon equation, ψ also satisfies it:
The differential operator (µ n + i n γ µ 1 µ 2 ...µn ∂ µ 1 µ 2 ...µn ) satisfies the relation
therefore equation (152) together with the Klein-Gordon equation for Ψ imply
which was found also in [6] and is known as the Weinberg (or Joos-Weinberg) equation. For n = 1 (155) is the usual Dirac equation.
It is worth noting that (155) implies, by virtue of (154),
In the case of n = 1 this is identical with the Klein-Gordon equation. For n > 1, (153) implies (156), but, obviously, the reverse is not true. It is also known that (155) in itself does not imply (153) and has nonphysical solutions if n > 1 [23, 24] .
It is also important to note that on the space of the solutions of the Klein-Gordon equation the differential operators
Due to the reality properties of γ µ 1 µ 2 ...µn , ψ † α is given by
and it satisfies the same generalized Dirac equation
as ψ α .
The real and imaginary parts φ 1 and φ 2 of ψ can also be introduced as
φ 1 and φ 2 are related to Φ 1 and Φ 2 , respectively, by equations of the same form as (152). Obviously, they satisfy the Klein-Gordon equation, and they also satisfy the generalized Dirac equation (155).
We define the field ψ − α as
It will be seen below that ψ − α can be called the nonphysical part of Ψ. ψ − obviously satisfies the Klein-Gordon equation and the generalized Dirac equation with reverse sign,
We also have Ψ = ψ + ψ − .
The property of (γ µ 1 µ 2 ...µn ) α β that it is an invariant tensor under SL(2, C) transformations implies that the SL(2, C) transformation law for ψ, φ 1 , φ 2 , ψ − has the same form as the SL(2, C) transformation law (61) for Ψ. It is not difficult to verify that ψ and ψ − also have the same C, P , T transformation properties as Ψ, and φ 1 and φ 2 have the same C, P , T transformation properties as Φ 1 and Φ 2 , respectively.
In terms of mode creation and annihilation operators ψ can be expressed as
and k µ is the vector (ω(k), k). Taking into consideration the identities (A.101)-(A.104), the mode expansion of ψ can also be written as
This mode expansion shows that ψ does not have nonphysical degrees of freedom, and that ψ and ψ † create two kinds of particle of mass µ and spin n/2, which form a particle-antiparticle pair. The mode creation operators for these particles are c † i (k) and d † i (k), respectively. For φ 1 and φ 2 we have
This shows that the real fields φ 1 and φ 2 create a single type of self-conjugate or anti-selfconjugate particle of mass µ and spin n/2. The mode creation operators are
for the self-conjugate particle and
for the anti-self-conjugate particle. In the fermionic case, if the action of parity transformations is defined by (95) -(97), then parity transformations interchange the particles created by φ 1 and φ 2 , whereas with the Majorana type action of parity transformations (103) -(105) the particles created by φ 1 and φ 2 are not mixed.
This shows that ψ − is the nonphysical part of Ψ, since f † i (k) and h † i (k) create nonphysical particles.
(I − iγ 5 )/2 and (I + iγ 5 )/2 are projectors on left and right handed spinors, respectively. (The matrix γ 5 appearing here is defined in A.4.) Thus, chiral fields transforming according to the representations (n/2, 0) or (0, n/2) can be constructed from Ψ as
and in the same way also from the other fields ψ, φ 1 , φ 2 , ψ − .
From the (anti)commutation properties of Ψ, from the definition (152) and (160) of ψ and ψ − , and from the properties of γ µ 1 µ 2 ...µn it follows that
The equal-time (anti)commutator [ψ α (x, t), ψ † β (y, t)] ± can be calculated in the following way: in the defining expression (152) for ψ one eliminates the time derivatives by applying
which gives an expression for ψ in terms of Ψ, Π, and their spatial derivatives. Using this expression and the (anti)commutation relations (38) and (39), the equal-time (anti)commutator [ψ α (x, t), ψ † β (y, t)] ± can be evaluated. Alternatively, the formula (177) can be used directly. (Anti)commutators involving the derivatives of ψ and ψ † can be calculated in the same way. The case of spin 3/2 is discussed in some detail in Appendix B as example.
In a similar way as for the (anti)commutators, for the Green function we obtain
The covariant part D F (x − y, t x − t y ) C αβ of the Feynman propagator
which can also be written as
(187) This is obtained from the complete (raw) Feynman propagator 0|T(D + ) α δ Ψ † δ (x, t x )Ψ β (y, t y )|0 by pulling the differential operator D + out of the time ordered product and neglecting the contact terms that arise. In principle there is no difficulty in calculating these contact terms, but we do not discuss this in detail here. (187) 
Electromagnetic current
We have seen that ψ satisfies the field equation (155), which is a generalization of the Dirac equation. This equation can be derived from a Lagrangian, which is invariant under the global U (1) transformation ψ → e iα ψ, α ∈ R, thus Noether's theorem can be applied to find a conserved current corresponding to this symmetry.
The Lagrangian is
and the corresponding conserved current that Noether's theorem gives is (up to normalization)
This current was found also in [9] . j µ is real: j µ † = j µ . It transforms under P and T as a vector:
where i = 1, 2, 3, and the transformation property of ψ under P is assumed to be given by (97) or (113). j µ changes sign under C:
For n = 1, j µ is the usual electromagnetic current of the Dirac field.
The charge corresponding to j µ is
Q has the eigenvalue −1 on one-particle states created by c † i (k) and +1 on one-particle states created by d † i (k).
Fields transforming according to D (n,m)
We turn now to the case when Ψ transforms according to one of the representations D (n,m) . In this case the field
where
is very similar to the field ψ defined in the case of the representations D (n) ; in particular it describes only physical particles, it has similar mode expansion, (anti)commutation relations, Green function and propagator, and it satisfies the generalized Dirac equation
in addition to the Klein-Gordon equation. However, it describes several pairs of particles with different spins; specifically one pair of particles for each spin (n + m)/2, (n + m)/2 − 1, . . . , (n − m)/2. In order to obtain fields that describe particles with a specific spin it is necessary to apply further projection operators toψ. For a specific spin s a suitable projection operator D s can be obtained as a real linear combination of the differential operators
. . . ,
, γ
, . . . , γ
are invariant tensors defined in A.4. The coefficients needed in the linear combination can be determined by direct calculations for not very large values of m, but we leave it as an open problem to find general formulas for these coefficients.
The field that describes a pair of particles of spin s can be defined as
Both D + and D s are real, therefore
We also have Ψ =ψ − +ψ ((n+m)/2) +ψ ((n+m)/2−1) +· · ·+ψ 
and the covariant part of the Feynman propagator
The operators D s and D + differentiate with respect to t x and x in the formulas above.
Mode expansions analogous to (165) can also be written down for ψ (s) , using polarization vectors that transform according to the (s) representation of the relevant SU (2) little group. These polarization vectors are described in more detail in A.5.2. The mode expansion for ψ (s) reads
The fields
2 φ 2(s) , which describe the same kind of particles as ψ (s) , φ 1(s) , φ 2(s) , transform according to the (n/2, m/2) and (m/2, n/2) representations, respectively. The (anti)commutation relations, Green functions and Feynman propagators of these fields can be obtained from those of ψ (s) , φ 1(s) , φ 2(s) .
Fields transforming according toD (n)
Finally we discuss the case when Ψ transforms according to one of the representationsD (n) . In this case one can define for any specific spin s = 0, 1, . . . , n a projection operator D s by taking a suitable real linear combination of
and the identity matrix, so that the field
describes a pair of particles of spin s (see Appendix A.4 for the definition of the τ tensors). Again, we leave it as an open problem to find general explicit formulas for the coefficients needed to obtain D s . ψ (s) and ψ † (s) create physical particles for s = n, n − 2, . . . and nonphysical particles (i.e. one-particle states that have negative scalar product with themselves) for s = n−1, n−2, . . . , but this can be reversed by changing the sign of ǫ.
The operators D s are real, therefore
Ψ has the decomposition Ψ = ψ (n) + ψ (n−1) + ψ (n−2) + · · · + ψ (0) . In addition to the Klein- (202) can also be written down for ψ (s) , using polarization vectors that transform according to the (s) representation of the relevant SU (2) little group. These polarization vectors are described in A.5.3.
Interactions
In this section it is discussed briefly how the fields defined in the previous sections can be applied to describe in a Hamiltonian framework interactions of massive higher spin particles with themselves and with possible other particles described by different types of fields. We consider the case when the interactions are local. The same notation is used for the Heisenberg fields of interacting systems as for the free fields, but this should not cause confusion.
If the physical system contains N pairs of particles that can be described by the ψ or ψ (s) type fields, then one should take N corresponding fields Ψ i , i = 1, . . . , N , which are the type of fields defined in Section 3, and a full Hamiltonian operator that has the form
where H Ψ i are the free particle Hamiltonian operators having the form given in (45), H Φ is the collective free Hamiltonian operator for the other types of fields, if there are any, and
H int is a self-adjoint interaction term that may depend on Ψ i only through the corresponding ψ i (or ψ (s i )i ) field and its derivatives. The latter condition is imposed because the interactions should involve only physical degrees of freedom. The gauge theory -like situation in which H int depends on Ψ i and its derivatives directly, i.e. not only through ψ i , is also conceivable, but we do not discuss this possibility in any detail here. We also assume that H int is even with respect to the collective change of sign of the fermionic fields. In accordance with [8] (chapter 7), the Hamiltonian operator is constructed from free fields, which are taken at t = 0. The Heisenberg fields of the interacting system are defined as the fields whose time evolution is determined by H and which are equal to the corresponding free fields at t = 0.
Since the use of the fields Ψ i implies that the Hilbert space contains nonphysical and superfluous polarization states, it should be kept in mind that in the calculation of physical S-matrix elements only those states in the Hilbert space should be taken as initial and final states which have suitable polarization.
Canonical Hamiltonian equations of motion for the Heisenberg fields Ψ i , Π i of the interacting system can be obtained in the following way: in the expression for H one eliminates the time derivatives of the (free) Ψ i fields by applying the rules
and than one takes the standard Heisenberg equations
of quantum mechanics, where the commutators on the right hand side can be calculated using (38) and (39). These equations do not contain higher than first order time derivatives of Ψ i and Π i , and there are no time derivatives of Ψ i and Π i on the right hand side.
The relation between the Heisenberg fields Ψ i , Π i of the interacting system and ψ i or ψ (s i )i (also of the interacting system) is given by that version of (152) In principle, a Lagrangian can also be obtained in the usual way by Legendre transformation. This, however, involves the elimination of Π i for Ψ i and their derivatives, which can be very difficult in practice, because the interaction Hamiltonian, when expressed in terms of Ψ i and Π i , generally contains high derivatives (depending on the spin of the interacting particles) of these fields, even if in terms of ψ i or ψ (s i )i it does not contain derivatives at all. The reason for this is that by virtue of the relations (152), (196) and (204), the expression for ψ or ψ (s) in terms of Ψ and Π contains high derivatives (depending on the spin of ψ or ψ (s) ) of Ψ and Π.
If the equations of motion are studied at the classical level, i.e. if they are considered as classical equations for classical fields, then the nonphysical and superfluous fields ψ
be prescribed arbitrarily at the initial time; in particular they can be set to zero. Such a prescription for the nonphysical and superfluous fields implies nontrivial constraints for Ψ i and Π i . We also note, without going into details, that setting initial values is straightforward as long as only Ψ i and Π i are considered, but the situation is generally more complicated if one wants to set the initial values directly in terms of the physical fields ψ i or ψ (s i )i , due to the complicated relation between these fields and Ψ i , Π i .
Illustration: Dirac field and quantum electrodynamics
In order to illustrate the derivation of canonical Hamiltonian equations of motion, we consider in this section the simple and familiar case of standard quantum electrodynamics with a single Dirac field, which transforms according to D (1) . As in Section 5.4, the same notation is used for the Heisenberg fields of the interacting system as for the free fields.
We replace the definition (152) of the free ψ field by
i.e. we introduce the factor √ 2µ, in order to have the usual normalization. We also use the notationψ β = ψ † α ǫ αβ in this section. ψ satisfies the Dirac equation
and has anticommutation relations
In the basis defined in (A.67), (γ 0 ) α ρ ǫ ρβ = δ αβ , thus (211) and (212) are the standard anticommutation relations of the Dirac field.
We also introduce ψ − as
ψ − satisfies the equation
The Hamiltonian operator for quantum electrodynamics can be written as
where H Ψ is given by (45),
is the Hamiltonian operator of the free electromagnetic field, and
is the interaction term. e = −|e| is the electron charge, j µ =ψγ µ ψ is the electromagnetic current.
The electromagnetic field is understood to be quantized in the Gupta-Bleuler formalism. Π A µ is the canonical momentum field conjugate to A µ ; the equal-time commutation relation of these fields is
The equations of motion for A µ and Π A µ in the presence of interaction are
thus A µ satisfies the usual equation
the following equations of motion are obtained for the Ψ α and Π α fields of the interacting system:
Of course, ψ means in these equations and in H the expression
which is obtained from (209) by the substitution ∂ t Ψ → Π. The analogous expression for ψ − is
(222) and (223) constitute the canonical Hamiltonian equations of motion in the example under consideration.
From (224) and (225) one can express Ψ and Π as
Using this relation between Ψ, Π and ψ, ψ − , the equations of motion (222) and (223) can be rewritten as
which are equivalent with
as expected. (230) is the usual equation of motion for the Dirac field in quantum electrodynamics, and (231) is the free equation of motion for ψ − .
We turn now to the determination of the Lagrangian function. From equations (222) and (224) one can express Π in terms of A and Ψ:
(224) gives then the following expression for ψ in terms of Ψ and A:
Finally, for the Lagrangian
which is given by the Legendre transformation, one finds the result
The interaction term is the third term on the right hand side of (234), and ψ is understood to be an abbreviation for (233).
Summary and conclusion
In this paper we gave a construction of free quantum fields ψ for massive particles of arbitrary spin in a canonical Hamiltonian framework. The fields that we used transform according to the (n/2, m/2) ⊕ (m/2, n/2) and (n/2, n/2) representations of SL(2, C). In order to construct the desired fields, we introduced auxiliary fields Ψ, which transform according to the same representation as ψ. These auxiliary fields are constrained only by the Klein-Gordon equation, and are quantized canonically. The fields ψ are obtained then by applying a suitable differential operator D on Ψ. The application of D on Ψ is necessary because Ψ has more degrees of freedom then are needed. The (anti)commutator, the Green function and the Feynman propagator of ψ turn out to be closely related to D. Fields transforming according to (n/2, m/2) can also be obtained in a straightforward way by applying a projector to the fields transforming according to (n/2, m/2) ⊕ (m/2, n/2).
The simplest case is that of the fields which transform according to the representations (n/2, 0) ⊕ (0, n/2); this is the case when the most explicit formula for D could be given. For (n/2, m/2) ⊕ (m/2, n/2) and (n/2, n/2), n, m = 0, it remains an open mathematical problem to find general formulas for certain coefficients appearing in D; nevertheless for not very large values of m these coefficients can be determined by direct calculation if necessary.
Although we restricted ourselves to fields transforming according to the (n/2, m/2) ⊕ (m/2, n/2) and (n/2, m/2) representations, it is important to note that the main ideas of the construction are not specific to these representations; one could take more complicated reducible representations of SL(2, C), such as those that are used, for example, in the Rarita-Schwinger or in the Wigner-Bargmann formalisms (for recent developments on higher spin fields in these formalisms, see [13, 14] ).
The presented method allows the derivation of canonical Hamiltonian equations of motion in a straightforward way also in the presence of interactions, if the interaction Hamiltonian operator is known as an expression in terms of the fields ψ. These equations are expressed in terms of Ψ and the corresponding canonical momentum fields Π, but ψ can be expressed in terms of these fields in a straightforward way.
The use of the fields Ψ has the consequence that Hilbert spaces with indefinite metric have to be introduced, nevertheless the physical states span a subspace on which the scalar product is positive definite. Although the equations of motion describe some nonphysical and superfluous degrees of freedom in addition to the proper physical ones, there is a clear separation between these degrees of freedom, and the nonphysical and superfluous degrees of freedom remain decoupled from the physical ones.
Finally, it should be noted that the Hamiltonian formalism has the well known disadvantage that it is not manifestly covariant (in contrast with the Lagrangian formalism), and in general it is not easy to construct interaction Hamiltonians that ensure the Lorentz covariance of the corresponding physical systems. This disadvantage of the Hamiltonian formalism limits the practical applicability of our method for the derivation of field equations for interacting systems.
A Representations of SL(2, C)
In this appendix we discuss those parts of the representation theory of SL(2, C), the covering group of the Lorentz group SO (3, 1) , that are relevant for this paper. The main topics are the classification of finite dimensional representations, invariant bilinear forms, generalized gamma matrices, invariant complex conjugation, useful special basis vectors and their orthogonality properties, completeness relations and projectors.
A.1 Classification of the finite dimensional representations of SL(2, C)
The Lie algebra of SL(2, C), denoted by sl(2, C), is generated by M i , N i , i = 1, 2, 3, which satisfy the commutation relations
where ǫ ijk is completely antisymmetric and ǫ 123 = 1. We consider representations of this algebra in complex vectors spaces.
In Hilbert spaces M i and N i are represented by anti-Hermitian operators, which we denote byM i ,Ň i . The usual Hermitian generators are iM i , iŇ i . The commutators ofM i ,Ň i and the Hermitian generators of the translations H, P i are
In the case of finite dimensional representations we generally do not use distinct notation for M i , N i and their representations.
The finite dimensional irreducible representations of sl(2, C) in complex vector spaces can be labeled by two half-integers: (n/2, m/2), n, m = 0, 1, 2, . . . . The (complex) dimension of the representation (n/2, m/2) is (n+1)(m+1). The tensor product of two irreducible representations can be decomposed into a sum of irreducible representations according to the rule
The dual of the representation (n/2, m/2) is equivalent to the representation (n/2, m/2), the complex conjugate of (n/2, m/2) is equivalent to (m/2, n/2), and thus the adjoint of (n/2, m/2) is also equivalent to (m/2, n/2).
As is also well known, the finite dimensional irreducible representations of su(2) in complex vector spaces can be labeled by a single half-integer: (n/2), n = 0, 1, 2, . . . . The (complex) dimension of the representation (n/2) is n + 1. The tensor product of two irreducible representations can be decomposed into a sum of irreducible representations according to the rule
The dual, the complex conjugate and the adjoint of the representation (n/2) is equivalent to the same representation (n/2).
A representation (n/2, m/2) of sl(2, C) is also a representation of the su(2) subalgebra generated by M 1 , M 2 , M 3 , and as such it is equivalent to the representation (n/2) ⊗ (m/2).
The left and right handed Weyl spinors are vectors (in the general linear algebraic sense) that transform according to the two-dimensional representations (1/2, 0) and (0, 1/2), respectively. Since these are complex representations, i.e. their complex conjugates are not equivalent to themselves, it is not possible in these representations to find a basis with respect to which the generators M i , N i are real matrices. The representations (n/2, m/2), n = m are also complex in this sense, whereas (n/2, n/2) and (n/2, m/2) ⊕ (m/2, n/2) are real representations. We call the vectors transforming under the representations (n/2, 0) and (0, n/2) left and right handed Weyl multispinors, respectively. (n/2, 0) and (0, n/2) can be obtained as symmetric tensor products of (1/2, 0) or (0, 1/2), respectively:
We introduce the notations
where n ≥ m. In the case n = m it should be kept in mind that D (n,n) is composed of two distinct copies of (n/2, n/2), although this will not be mentioned explicitly in the following.
it is possible to find basis vectors such that M i , N i are real matrices.
A.2 Basis vectors for the representations (n/2, m/2)
A specific matrix representation of M i , N i on left and right handed Weyl spinors can be given as follows. For (1/2, 0),
for (0, 1/2),
where σ i are the Pauli sigma matrices 20) which have the well known properties
In the following e 1 , e 2 and e 3 , e 4 denote fixed basis vectors of (1/2, 0) and (0, 1/2) with respect to which M i , N i take the form above (e 1 , e 2 are the basis vectors of (1/2, 0) and e 3 , e 4 are the basis vectors of (0, 1/2)). We call e 1 , e 2 , e 3 , e 4 Weyl basis vectors. The corresponding dual basis vectors are denoted byê i , i = 1, . . . , 4. These vectors are defined by the property (
Here and throughout the paper dotted indices are used for right handed spinors.
Basis vectors for (n/2, 0) and (0, n/2) can be obtained by taking symmetric tensor products of e 1 , e 2 and e 3 , e 4 . Specifically, we define the basis vectors
. . , (n + 1)
Here we have introduced the notation Sym for symmetrization, which means summation over all permutations of the indices in the subscript. In the formulas above this means that there are n! terms on the right hand side, of which many are actually identical. The dual basis vectorsÊ l , F l are obtained by replacing the vectors e i byê i in these formulas.
The vectors E l ⊗ F k , l = 1, . . . , (n + 1), k = 1, . . . , (m + 1) constitute a basis for (n/2, m/2), and the vectorsÊ l ⊗F k are dual basis vectors.
The action of M i , N i on the elements of (n/2, 0) and (0, n/2) is defined in the usual way, i.e. if v = i 1 ,i 2 ,...,in c i 1 ,i 2 ,...,in e i 1 ⊗ e i 2 ⊗ · · · ⊗ e in , where c i 1 ,i 2 ,...,in are complex coefficients, then .24) and the same formula applies also to N i . The definition is similar for (n/2, m/2);
A.3 Invariant bilinear forms
In this subsection invariant bilinear forms on the representations (n/2, m/2), D (n) , D (n,m) and D (n) are introduced.
(1/2, 0) and (0, 1/2) admit unique (up to multiplication by constant) invariant bilinear forms, which are nondegenerate and antisymmetric. Specifically, we use the invariant bilinear forms given by the following matrices with respect to the basis vectors e 1 , e 2 and e 3 , e 4 :
(This means ǫ L (e 1 , e 2 ) = −ǫ R (e 3 , e 4 ) = −1.) The matrices of the inverses of ǫ L and ǫ R (with respect to the dual basis vectors) are the negative of the matrices of ǫ L and ǫ R .
(n/2, m/2) also admit unique (up to multiplication by constant) invariant bilinear forms, which are nondegenerate. Specifically, on (n/2, 0) and on (0, n/2) we take the bilinear forms ǫ L and ǫ R defined as In the following and in other sections of the paper we often use a notation that corresponds to this view of ǫ L and ǫ R , as we also mentioned at the end of the Introduction.
On (n/2, m/2) we take the invariant bilinear form These bilinear forms are antisymmetric for n + m odd and symmetric for n + m even.
The inverses of ǫ L and ǫ R can also be obtained as
The inverse of ǫ (defined in (A.28)) is
The nonzero matrix elements of ǫ L and ǫ R with respect to the basis vectors E l , F l defined above are
The inverses of ǫ L and ǫ R have the nonzero matrix elements
with respect to the dual basis. We do not introduce distinct notation for the inverses of ǫ L , and ǫ R , but this should not cause confusion.
On D (1) , we take the antisymmetric invariant bilinear form ǫ that coincides with ǫ L and ǫ R on the subspaces (1/2, 0) and (0, 1/2), respectively, and is diagonal with respect to the decomposition D (1) = (1/2, 0) ⊕ (0, 1/2), i.e. that has the matrix
with respect to the basis e 1 , e 2 , e 3 , e 4 . We also take invariant bilinear forms ǫ on D (n) and D (n,m) defined in the same way.
A.4 Generalized gamma matrices
With respect to the Weyl basis, the Dirac gamma matrices are given by
where I denotes the 2 × 2 identity matrix. These matrices satisfy the well known identity
In addition, they are related to the representation M Di , N Di of the generators M i , N i on D (1) by the equations
One can also define the matrix γ 5 as
It satisfies the identity
and its matrix form is
γ µ , regarded as a tensor with an upper Minkowski vector index and an upper and a lower Dirac spinor index (the latter two are suppressed), is an SL(2, C)-invariant tensor. As usual, this means 
. . δ n ,α 1α2 . . .α n andδ 1δ2 . . .δ n , therefore τ can be regarded as a tensor having n upper Minkowski indices, one upper (0, n/2)-index and one lower (n/2, 0)-index, andτ can be regarded as a tensor having n upper Minkowski indices, one lower (0, n/2)-index and one upper (n/2, 0)-index. In the following and in other sections of the paper we often use a notation which corresponds to this interpretation of τ andτ . Both τ andτ are also completely symmetric and traceless in their Minkowski indices;
The Fierz identities
can be generalized as
We also have (τ
For (n/2, m/2), n = 0, m = 0, n ≥ m, one can define the invariant tensor
which can be regarded as a tensor with n + m upper Minkowski indices, one upper (m/2, n/2)-index and one lower (n/2, m/2)-index. τ is obviously completely symmetric and traceless in the first n and last m Minkowski indices. We introduce the notationτ for the tensor defined in the same way as τ , but with n = 0, m = 0, n ≤ m.
Generalized gamma tensors for D (n,m) can be defined as We also introduce the tensors
is obtained by contracting the µ 1 and
is obtained by contracting the µ 1
with g µ 1 µ ′
1
, and so on. The tensors
, τ
, . . . , τ
,τ
, . . . ,τ 
also obviously have this property.
A further important property of the γ tensors is
for any vector k µ . The related identity
is of central importance in Section 5.
We define γ 5 on D (n) and on D (n,m) as
where the matrix form is understood with respect to the decomposition D (n) = (n/2, 0)⊕(0, n/2) and D (n,m) = (n/2, m/2) ⊕ (m/2, n/2). γ 5 anticommutes with γ µ 1 µ 2 ...µn and
. γ 5 is not defined forD (n) .
A.5 Invariant complex conjugation, basis vectors and projectors in
In the following we focus on the representations (n/2, 0), (0, n/2) and D (n) , and we return to D (n,m) andD (n) subsequently in A.5.2 and A.5.3.
The action of γ 00...0 as a linear mapping on D (n) is given by
We also have
A complex conjugation can be defined on D (1) in the following way: 65) and the complex conjugate of an arbitrary Dirac spinor c i e i , c i ∈ C, is given by (c i e i ) * = c * i e * i . This is an invariant complex conjugation in the sense that it commutes with the action of M i , N i . The complex conjugate of the dual basis vectors is defined in the same way:
(A.66)
Real basis vectors (with respect to the complex conjugation above) can be defined as follows:
The representations of M i , N i on D (1) are real matrices with respect to this basis, and the gamma matrices are imaginary: The complex conjugation defined on D (1) gives rise to the following SL(2, C)-invariant complex conjugation on D (n) :
This can be further written as
The complex conjugates of the dual basis vectorsÊ l ,F l are given by the same formulas, i.e.
On real vectors, ǫ is purely imaginary if n is odd and real if n is even. As mentioned after (A.27), ǫ is also symmetric if n is even, therefore it has a well-defined signature, which is (n + 1, n + 1). The tensors (γ µ 1 µ 2 ...µn ) α β are also imaginary if n is odd and real if n is even. γ 5 is real for any value of n.
The following obvious completeness relations are also important to note:
The second relation is obtained from the first one by complex conjugation. The SL(2, C)-invariant complex conjugation defined above is understood to be applied, which coincides with the componentwise complex conjugation if the indices α and β correspond to a real basis. Not only here, but also throughout the appendix we use SL(2, C)-invariant complex conjugation.
The complex conjugates of u i (k) and v i (k) are
if n is even, and
if n is odd. The same formulas apply to the dual vectorsû i (k) andv i (k).
The matrices 1 2µ n (µ n + (−1)
for all i = 1, . . . , (n + 1), which imply
Complex conjugation of these formulas gives
We consider now the representations D (n,m) with n, m = 0, n ≥ m. The vectors The space spanned by u ij ≡ u ij (k = 0) can be decomposed into irreducible representations with respect to the SU (2) (rotation) little group generated by M 1 , M 2 , M 3 . The decomposition is ((n + m)/2) ⊕ ((n + m)/2 − 1) ⊕ · · · ⊕ ((n − m)/2). These invariant subspaces are orthogonal with respect to the scalar product , introduced in Section 2.1. One can also introduce orthonormal (with respect to , ) basis vectors in these subspaces, dual basis vectors, and then the boosted versions of these. We denote these vectors by u (s),i (k) andû (s),i (k), where s denotes the spin and i is an index labeling the basis vectors within the subspace of spin s. Projection operators on the invariant subspaces and their boosted versions can also be formed using these basis vectors and the dual basis vectors. These projection operators are 2s+1 i=1 u (s),iα (k)û β (s),i (k). Similar statements can be made also for the space spanned by v ij .
A.5.3 The representationsD (n)
We consider finally the representationsD (n) . . The τ tensor is real.
The nonzero matrix elements of ǫ with respect to the basis vectors E ij are ǫ(E ij , E n−i+2,n−j+2 ) = (−1) n+i+j .
(A.144)
The nonzero matrix elements of the inverse of ǫ with respect to the dual basis vectorsÊ ij are given by the same formula, ǫ(Ê ij ,Ê n−i+2,n−j+2 ) = (−1) n+i+j .
(A.145)
The following relations are also worth noting:
ǫ(E * ij , E lk ) = δ ik δ jl (A.146)
ǫ(E * ij + E * ji , E kl + E lk ) = 2δ ik δ jl , i > j, k ≥ l (A.147)
ǫ(E *
ii + E *
ii , E kl + E lk ) = 4δ ik δ il (A.148)
ǫ(E * ij − E * ji , E kl − E lk ) = −2δ ik δ jl , i > j, k > l (A.149)
The same formulas apply to the dual vectors and the inverse of ǫ.
We introduce the basis vectors In this formula the derivations on the right hand side are understood to be derivations with respect to the components of x.
