Despite a substantial literature on nonparametric two-sample goodness-of-fit testing in arbitrary dimensions, there is no mention there of any curse of dimensionality. In fact, in some publications, a parametric rate is derived. As we discuss below, this is because a directional alternative is considered. Indeed, even in dimension one, Ingster (1987) has shown that the minimax rate is not parametric. In this paper, we extend his results to arbitrary dimension and confirm that the minimax rate is not only nonparametric, but exhibits a prototypical curse of dimensionality. We further extend Ingster's work to show that simple tests based on bincounting achieve the minimax rate. Moreover, these tests adapt to the intrinsic dimensionality of the data -when the underlying distributions are supported on a lower-dimensional surface.
Introduction
We consider the multivariate two-sample goodness-of-fit testing problem in a nonparametric setting. In the two-sample goodness-of-fit problem we are given two datasets, X 1 , X 2 , . . . , X m IID with unknown distribution F and Y 1 , . . . , Y n IID with unknown distribution G. The goal is to determine whether or not F = G. In the classical statistics literature this question has been studied in detail for univariate data, with well-known tests such as the Kolmogorov-Smirnov test (Kolmogorov, 1933; Smirnov, 1939) , based on comparing the empirical distribution functions; the number-of-runs test (Wald and Wolfowitz, 1940) ; or the longest-run test (Mosteller, 1941) . Work on multivariate two-sample tests can be traced to Hotelling (1951) , who describes t-tests for multivariate Gaussian distributions. Still there is much less work devoted particularly to high-dimensional multivariate scenarios.
High-dimensional two-sample goodness-of-fit problems arise naturally in medical, social and financial applications. For instance, in medical applications, the behavior or response to a drug can manifest in terms of a diverse set of symptoms, and the goal is to detect differences among these multitude of symptoms. Cross-cultural differences in social sciences are often measured with respect to a number of different behavioral factors. Finally, inferring differences/changes in stock market trends is generally based not only on macro/microeconomic but also a number of prevailing political and social factors.
Therefore, there is a need for understanding the fundamental achievable limits of multivariate two-sample goodness-of-fit. In this context, despite a growing literature on nonparametric two-sample goodness-of-fit testing in arbitrary dimensions, there is little mention of a curse of dimensionality. This confusion is compounded by the fact that a parametric rate is mentioned for two-sample problems in the literature. In contrast our results show that for the nonparametric problem there is an inherent curse of dimensionality and that one cannot obtain a parametric rate. These results are not altogether surprising given that, even in dimension one, as Ingster (1987) has shown the minimax rate is not parametric. We resolve this issue by observing that the "parametric rates" described in the literature are based on directional alternatives. While analyzing directional alternatives could be meaningful in some cases such as the one-sample problem and other special cases where prior information is available, it does not appear to be meaningful in the context of a nonparametric two-sample problem.
In this paper, we extend Ingster (1987) 's results to arbitrary dimensions and confirm that the minimax rate is not only nonparametric, but exhibits a prototypical curse of dimensionality. We then follow along the lines of Ingster's work and propose multivariate bin-counting tests. While these tests appear to be simple, they nevertheless achieve the minimax rate. Furthermore, these tests adapt to the intrinsic dimensionality of the data -when the underlying distributions are supported on a lower-dimensional surface.
The literature
We can broadly categorize the existing literature on the nonparametric two-sample goodness-of-fit tests into two themes: (a) Tests based on directly characterizing the distance between the underlying distributions, F, G, based on samples; (b) Nonparametric tests that attempts to infer the difference based on graph-theoretic properties of graphs constructed from the samples. Several variations of tests based on these themes have been proposed. Many of these variations are claimed to be not only consistent against all alternatives but also to satisfy the parametric t 1 2 -rate (see Sec. 1.3 for references).
We will briefly describe these two themes next. Our purpose in introducing these tests is to clarify the notions of consistency and rate and draw a direct contrast with results of this paper.
Tests based on metrics
Recall that we have two independent samples, X 1 , . . . , X m IID with distribution F and Y 1 , . . . , Y n IID with distribution G, where F and G are Borel measures on R d . Bickel (1969) proposes a direct extension of the Kolmogorov-Smirnov test. His proposal is a special case of tests of the form γ H (F m , G n ), where F m and G n denote the empirical distributions of the X and Y samples, respectively, and
for an appropriate class of test functions H. By varying H, besides the Kolmogorov distance, one can get the total variation distance and the Wasserstein distance, among others. Sriperumbudur et al. (2010) provide a comprehensive overview. The metric (1) may be difficult to compute in general, even for discrete measures, because of the supremum over H. However, by taking H to be a reproducible kernel Hilbert space (RKHS), as advocated in (Berlinet and Thomas-Agnan, 2011; Gretton et al., 2007; Smola et al., 2007) , then
where ψ denotes the kernel defining H. The sample version is the following computationally-friendly U -statistic
When ψ is bounded, this is a (m ∧ n) 1 2 -consistent estimator for γ H (F, G). The question then becomes whether γ H (F, G) is a true metric, a question addressed in (Sriperumbudur et al., 2010) .
This line of work is intimately related to that of Zinger et al. (1992) . The notion of N-distance that developed out of this work (Klebanov et al., 2005 ) is exactly of the form (2), therefore coinciding with the pseudo-metric γ H when H is an RKHS. Applications to the two-sample problem are developed in (Bakshaev, 2009; Székely and Rizzo, 2004 ).
Tests based on graph constructions
In a disjoint line of work, another class of tests has developed based on various graph constructions, sometimes implicit. This goes back at least to the work of Friedman and Steppel (1974) . There, for each point in the combined sample the number of X's among its K-nearest neighbors is recorded. This results in two distributions on {0, 1, . . . , K},π X andπ Y , whereπ X (k) (resp.π Y (k)) denotes the number of X's (resp. Y 's) having exactly k other X's among the K-nearest neighbors. The distributionπ X andπ Y are then compared in some way, resulting in a test. See also (Rogers, 1976) and more recently (Hall and Tajvidi, 2002) . Although it does not cover all the possibilities, many of the subsequent proposals in this line of work can be framed as follows. Let t = m + n denote the total sample size. Let G be a directed graph with node set {1, . . . , t} indexing the combined sample
We write i → j when node i points to node j in G. Consider rejecting for small values of
which is the number of neighbors in the graph from different samples. If the graph G is the K-nearest neighbor graph -where i → j if Z j is among the K-nearest neighbors of Z i in Euclidean distance -and we assume that all the Z's are distinct, then the resulting test is that of Schilling (1986) , a special case of the general approach of Friedman and Steppel (1974) . If the graph G is a minimum spanning tree (starting with the complete graph weighted by the Euclidean distances), then the resulting test is the multivariate number-of-runs test of Friedman and Rafsky (1979) . If the graph G is a minimum distance non-bipartite matching, then the resulting test is that of Rosenbaum (2005) . We refer the reader to (Bhattacharya, 2015) for additional references and recent developments
The curse of dimensionality
Although the setting is nonparametric, surprisingly, there is no discussion of a curse of dimensionality in this literature. We argue here -and develop this further in the rest of the paper -that there is a bonafide curse of dimensionality. Indeed, suppose that F and G are supported on the unit hypercube [0, 1] d and assume furthermore that they have densities f and g with respect to the Lebesgue measure that can be taken such that f ≤ C and g ≤ C for some constant C < ∞. Fix ε ∈ (0, 1 2). Then the chances of not observing any X in [ε, 1 − ε]
d out of a sample of size m are
The condition on m and d holds, for example, when d ≫ log m. (Of course, the same derivations apply for the Y sample as well.) We conclude that, when the dimension is a little more than logarithmic in the sample size, the inner hypercube [ε, 1 − ε] d is very likely empty of data points. In fact, the same applies to any hypercube of same dimensions. This is prototypical of a curse of dimensionality and the consequences are completely standard: if there are no data points in
we cannot distinguish f and g if they agree outside of that hypercube. And typical smoothness assumptions on f and g (made explicit later) allow for this to happen.
Directional alternatives and minimaxity
Recall that t = m + n denotes the total sample size and consider an asymptotic setting where m ≍ n ≍ t → ∞. In this context, many of the various tests proposed in the literature just cited are shown to be consistent against all alternatives, and sometimes claimed to be t 1 2 -consistent, as in (Hall and Tajvidi, 2002; Schilling, 1986) and also implicitly in (Sriperumbudur et al., 2010) , among others. Furthermore, (Hall and Tajvidi, 2002) places other conventional distributional tests including Mann-Whitney rank test, Kolmogorov-Smirnov and Cramer-von Mises tests in the same league as their permutation test. Note that t 1 2 is the parametric rate in this context. As developed in (Hall and Tajvidi, 2002) these results must be understood in the directional sense. As before, let f and g denote the densities of F and G with respect to the Lebesgue measure. A directional alternative is of the form g = f + ε t h (where necessarily ∫ h dν = 0) and a test of the form {T ≥ τ t } is t 1 2 -consistent in the direction of h if P 0 (T ≥ τ t ) → 0 and P εt (T ≥ τ t ) → 1 when ε t ≫ 1 √ t, where P ε denotes here the law when the samples come from f and g = f + εh, with h given. The tests in (Hall and Tajvidi, 2002; Schilling, 1986 ) are shown to be t 1 2 -consistent in all directions under additional (but mild) regularity assumptions.
We find it hard to motivate directional consistency, particularly for nonparametric two-sample goodness-of-fit problems where neither of the distributions F, G are known. Unlike one-sample tests where local alternatives can be described with respect to the known distribution, for two-sample tests it is somewhat unclear as to how to characterize such local alternatives. Furthermore, a largesample analysis is meant to elucidate what happens in practice when the samples are sufficiently large. With that in mind, what does it mean for the direction h to remain fixed as m, n → ∞? This aspect is not clear as well. In addition this notion of performance can also be misleading. First, the rate appears parametric in a typical nonparametric setting. Second, in the present setting, it hides the fact that there is a bonafide (in fact, prototypical) curse of dimensionality, as argued earlier.
We turn to the notion of minimax performance (worst-case risk), which is much more commonly used to quantify the hardness of a given statistical problem. The two notions are discussed and contrasted, for example, in (Baraud et al., 2003) .
Our contribution
Our main purpose here is to clarify the situation by contributing the following:
• Minimax lower bound. We derive a minimax lower bound under Hölder regularity in arbitrary dimension following the work of Ingster (1987) , who considers the one-sample setting in dimension d = 1. We do so for the one-sample and two-sample settings. In each case, the minimax rate exhibits a typical curse of dimensionality.
• Tests based on bin-counting. The minimax performance of the various tests mentioned earlier is, as far as we know, unknown. As in the one-sample setting in dimension d = 1 (Ingster, 1987) , we show that the (unnormalized) chi-squared test achieves the minimax rate when the density is Hölder of order s ≥ d 4 and the bin size is chosen accordingly. We propose another test, also based on bin-counting, which achieves the minimax rate when s < d 4. We do so for the one-sample and two-sample settings.
• The setting of low-intrinsic dimension. As is now standard in high-dimensional settings, we consider the case where the supports of F and G have low intrinsic dimension. We argue that the most relevant setting is when F and G are supported on the same surface and, in this context, show that the bin-counting tests above, together, achieve the minimax rate in this setting, thus adapting to the unknown intrinsic dimension.
Notation
For two vectors a = (a 1 , . . . , a d ) and
2 The one-sample goodness-of-fit problem
We start by extending the work of Ingster (1987) , who considers the one-sample setting in dimension d = 1, to an arbitrary dimension d ≥ 1.
In the one-sample setting, we have at our disposal one sample X 1 , . . . , X m IID with distribution F , with density f with respect to the Lebesgue measure ν. The goal is to test
for some pseudo-metric δ. (Of course, f = f 0 is understood modulo a set of ν-measure zero.) We will work with square-integrable densities, for which the L 2 -metric is appropriate,
As is common, Ingster (1987) focuses on the case where f 0 is the uniform distribution on [0, 1]. We do the same, and assume that f 0 is the uniform distribution on [0, 1] d . The arguments extend immediately to the case where f 0 is supported on [0, 1] d and is bounded away from 0 there.
Risk and minimax lower bound
A test, φ, is a Borel measurable function of the data -meaning R Let H denote a class of real-valued functions on R d and let δ be a pseudo-metric on H. For ε > 0, define the worst-case risk of a test φ as
The first (resp. second) supremum is the largest probability of type I (resp. II) error. The minimax risk is R (m)
In nonparametric settings such as the present one, it is customary to make regularity assumptions on the underlying distributions. A typical assumption is that of smoothness (Ingster, 1987 (Ingster, , 1993 . We follow (Ingster, 1987) and work with Hölder regularity. For s > 0, let ⌊s⌋ denote the largest integer strictly smaller than
that f has a derivative of order ⌊s⌋ which satisfies
For convenience, 1 we add the assumption that
For example, the functions in H 1 (L) are Lipschitz with constant L. A straightforward extension of (Ingster, 1987) leads to the following lower bound on the minimax rate for the one-sample problem.
Recall that we work with the uniform distribution, where
, and leave f 0 implicit in (12) and (13).
Theorem 1. For the one-sample problem under known Hölder regularity, there is a constant
The proof is a natural extension of that of Ingster (1987) and is only provided for pedagogical reasons. This result quantifies the curse of dimensionality presented in Section 1.2. In particular, we can see again that if d ≫ log m, the upper bound on ε does not tend to zero as mn → ∞. Remark 1. We note that we have assumed that the degree of smoothness s is known. We still assume this is the case in Section 2.2 below and postpone the discussion of unknown smoothness to Section 4.2.
Poissonization To facilitate the analysis of the tests presented in Section 2.2, we will use a common simplifying assumption known as Poissonization. This means that, instead of assuming that the sample size is fixed, we assume that it is random, having a Poisson distribution with known mean. In detail, we assume that the sample size is m ∼ Poisson(m), so that now m is the average sample size. In this context, a test is now a Borel measurable function on finite sequences of R 
with R
ε (φ; f 0 ; H) = 1 by convention. The leave the following as an exercise to the reader. 
Bin-counting tests
In the one-sample setting in dimension d = 1, when the Hölder regularity s is known, Ingster (1987) states in his main result that the (one-sample) chi-squared test with bin size κ ≍ m 2 (4s+1) achieves the minimax rate. He then proves this when the number of bins is negligible compared to the number of samples, meaning, when κ = o(m). Our own calculations reveal that this is essential for the chi-squared test to achieve the minimax lower bound. In dimension d, the chi-squared test rejects for large values of Γ
where, for an integer κ ≥ 1 and k ∈ [κ] d , we define the bin counts
When s is known, we set the bin size to be
Generalizing the work of Ingster (1987) to the setting of dimension d, one gets the following. 
In particular, the performance of the chi-squared test matches the minimax lower bound of Theorem 1 (or Proposition 1) when 4s ≥ d. This is the only case considered in (Ingster, 1987) since there d = 1 and s is assumed to be a positive integer.
When 4s < d, the number of bins is much larger than the number of samples, and the chi-squared test suffers from a large variance. We suggest instead the test that rejects for large values of 
Combining the last two theorems, we see that the Bonferroni combination of the tests in Theorem 2 and Theorem 3, denoted ζ κ , satisfies
where the constant c > 0 depends only on (s, d, L). This result complements the lower bound obtained in Proposition 1 and the two rates match.
Remark 2. We do not provide proofs of Theorem 2 and Theorem 3, since they are analogous (and in fact simpler) than the proofs of the corresponding results in the two-sample setting.
Remark 3. We strongly believe that the same results (with possibly different constants) hold without Poissonization. However, this assumption greatly simplifies the calculations, here, and especially in the two-sample setting.
The two-sample goodness-of-fit problem
We now turn to the two-sample goodness-of-fit setting. Here we have at our disposal two independent samples, X 1 , . . . , X m IID with distribution F and Y 1 , . . . , Y n IID with distribution G. We assume that F and G have densities f and g with respect to the Lebesgue measure on [0, 1] d . The goal is to test
for some pseudo-metric δ. As before, we use the L 2 -metric (11) and assume that f and g are in the Hölder class parameterized by (s, d, L).
Risk and minimax lower bound
A test, φ, is now a Borel measurable function of the data -which now consists of m points from the X-sample and n points from the Y -sample. Let H denote a class of real-valued functions on R d and let δ be a pseudo-metric on H. For ε > 0, define the worst-case risk of a test φ as
The minimax risk is R
where the infimum is over all tests φ. We obtain a minimax lower bound by reducing the two-sample problem to the one-sample problem. Intuitively, it is clear that the former is at least as hard as the latter, which in essence corresponds to the case where one of the samples (say, the Y -sample) is infinite, so that the density (g for the Y -sample) is known in principle.
Lemma 1. For any class H, any pseudo-metric δ, any ε > 0, any density function f 0 ∈ H, and any integers m, n ≥ 1, R
Lemma 1 and Theorem 1, together, lead to the following.
Theorem 4. For the two-sample problem under known Hölder regularity, there is a constant
Poissonization To facilitate the analysis of the tests presented in Section 3.2, we will assume that the samples are of equal size (which can always be achieved by discarding some data points) and that the common sample size is Poisson distributed. As before, we assume that the sample sizes are both equal to m ∼ Poisson(m), so that now m is the average sample size. In this context, the risk of a test φ isR
with R (0,0) ε (φ; H) = 1 by convention.
We leave the following as an exercise to the reader.
Proposition 2. The conclusions of Theorem 4 apply under Poissonization.

Bin-counting tests
For an integer κ ≥ 1 and k ∈ [κ] d , define the bin counts
For simplicity, we work instead with the unnormalized chi-squared test, which rejects for large values of 
In the two-sample setting with equal sample sizes, we propose the following test statistic as an analog of (22) 
Combining the last two theorems, we see that the Bonferroni combination of the tests in Theorem 5 and Theorem 6, denoted ζ κ , satisfies
where the constant c > 0 depends only on (s, d, L). This result complements the lower bound obtain in Proposition 2.
Remark 4. Here too we strongly believe that the same results hold without Poissonization and in the more general case of possibly distinct sample sizes (m and n), with m replaced by m ∧ n.
Discussion
We started by giving a quick and simple argument for the existence of a typical curse of dimensionality in the context of the problem of nonparametric goodness-of-fit testing. We then extended the work of Ingster (1987) to the two-sample setting in arbitrary dimension. We found that the minimax rate exhibits a typical curse of dimensionality as the exponent is roughly proportional to the inverse of the dimension. All this will not surprise the expert or even the person generally knowledgeable in the challenge posed by high-dimensional data. What is surprising is that the curse of dimensionality is not discussed, in fact not even mentioned, in the literature on two-sample goodness-of-fit testing, and this was the main motivation for the present article.
Below we discuss the problem of circumventing the curse of dimensionality under the common assumption that the data lie in a low-dimensional surface. We also discuss the problem of adapting to the smoothness of the underlying densities or the intrinsic dimensionality of the data -there, we base our discussion on the work of Ingster (2000).
The assumption of low intrinsic dimension
When the data are high dimensional, a common approach to circumvent the curse of dimensionality -which we now know is at play here -is to assume the data have a low intrinsic dimensionality. In our context, this translates into assuming that the underlying distributions F and G have supports of low dimension. This leads to two emblematic situations:
• Possibly distinct supports. F (resp. G) is the uniform distribution on a compact set S (resp. T ) of R d . In this case, the goal is to test S = T versus δ(S, T ) ≥ ε for some given pseudo-metric on a given class of sets. For example, the class could be that of submanifolds of dimension d 0 (for some d 0 ≤ d, perhaps unknown), without boundary and reach ≥ r (Federer, 1959 ) and δ could be the minimum separation between S and T .
• Same support. F and G have densities f and g with respect to ν, the uniform measure on a compact set S in
Here the goal is the same as in (25).
The first setting is closely related to some literature on manifold estimation (Genovese et al., 2012a,b; Kim et al., 2015) , detection (Arias-Castro et al., 2010) and clustering (Arias-Castro et al., 2011) . Based on that literature we speculate that to achieve a modicum of (minimax) optimality requires more specialized tests than the bin-counting tests. For the sake of cohesion, we will not address this situation here.
In the second setting, if S is known the problem is very close to that of testing in R d 0 , the only difference being that the binning would be custom built for S. We now consider this setting when S is unknown. It happens that the bin-counting tests are able to adapt to an unknown support. This is not surprising since the same phenomenon arises in regression (Kpotufe, 2011) . To define higher orders of smoothness requires the support set to be smooth enough. Therefore, for an integer q ≥ 2, let
denote the sets of real-valued functions f defined on some S ∈ S q (L 0 ) and satisfy (14)- (15). With this definition, once again, Theorem 4, as well as Theorem 5 and Theorem 6, apply. (We note that all this remains true under the stronger requirement that f ∈ H d s (L), which in particular requires that f is defined on the whole [0, 1] d . In that case, it suffices that S ∈ S d 0 1 (L 0 ).) Remark 5. We have assumed that the bin size κ is chosen appropriately according to the intrinsic dimension d 0 of S and the smoothness s of the densities. With this information, one would choose κ = κ(s, d 0 ) as defined in (20), which is the choice of κ when the dimension is d 0 . If the intrinsic dimension of S is unknown, one can resort to a multiscale test as described in Section 4.2 for the situation of unknown smoothness. This test will adapt to the smoothness and intrinsic dimension.
Unknown smoothness or intrinsic dimension
We assumed so far that the degree of Hölder smoothness s is known. This information was crucially used in the choice of bin size. It is naturally of interest to study the same testing problem when s is unknown. Here we follow Ingster (2000) .
Remark 6. Importantly, the same issue also arises with all the other tests we know of in the literature, and not just the tests studied in the previous sections. For example, for the tests of Section 1.1.1, one has to choose the kernel bandwidth -see (Gretton et al., 2012) for work in that direction. For the tests of Section 1.1.2, one has to choose the neighborhood size. (A graph construction like the spanning tree or a matching fixes that sample size implicitly.) In both cases, we have very good reasons to believe that the optimal choice depends on s.
Minimax lower bound (unknown regularity)
Suppose that the smoothness s > 0 is unknown. If a lower bound is assumed, meaning we suppose we have s ≥ s 0 for some given s 0 > 0, then the bin-counting tests calibrated according to this minimum smoothness achieve the minimax rate corresponding to s 0 . This rate is obviously suboptimal if the densities have in fact a higher degree of smoothness. Is it still possible to achieve the minimax rate without knowledge of s? This is a question of adaptation to the unknown smoothness and is discussed and addressed in the one-sample and one-dimensional context by Ingster (2000) , who provides other pointers to the literature on adaptive detection in regression settings. In words, the conclusion is that the same rate can be achieved up to an unavoidable poly-logarithmic factor. We follow his footsteps.
In the adaptive two-sample setting, for S ⊂ (0, ∞) and ε = (ε s ∶ s ∈ S), let
where this time the infimum is over all tests φ with only knowledge of S and not the specific smoothness s in that set. (The parameters ε, L remain known, as before.) Similarly, defineR
ε (L; S) in the adaptive one-sample setting.
Following the arguments of Ingster (2000), we are lead to believe the following.
Conjecture 1. For the two-sample problem under unknown Hölder regularity in
S = [s 0 , s 1 ], where s 0 < s 1 are given, there is a constant c > 0 depending only on (s 0 , s 1 , d, L) such that R (m,n) ε (L; S) ≥ 1 2, if ε s ≤ c( log log(m ∧ n) (m ∧ n)) 2s (4s+d) for all s ∈ S.(39)
Adaptive tests
The choice of bin size κ defined in (20) that allows the bin-counting tests presented earlier to achieve the minimax rate is based on exact knowledge of the regularity of the underlying densities. The same is true in the context of Section 4.1, where knowledge of the intrinsic dimension of the densities common support was assumed and used for choosing the bin size. The question becomes: is it possible to adapt to the unknown degree of smoothness and/or intrinsic dimension? A typical strategy is to consider different bin sizes and combine the resulting tests using Bonferroni's method (for example). This is exactly what Ingster (2000) does for the chi-square test in the one-sample and onedimensional setting, with bin sizes ranging over a dyadic scale. Following his work, when it is known that s ≥ s 0 , we propose a multiscale bin-counting test of the form
where 
where we have used the fact that (1 ∧ u) a ≤ u a for any u > 0 and 0 < a < 1.
Given κ, take ρ just small enough that these conditions are satisfied. Then with ε = ρκ d 2 , we have
Then, as prior on the set of alternatives, consider the uniform distribution on {f η ∶ η ∈ {−1, +1} κ d }. In other words, the prior picks an alternative by drawing a Rademacher vector η and forming f η . The following is standard. The minimax risk is lower bounded by the Bayes (i.e., average) risk with respect to that prior, which is attained by the likelihood ratio test {W > 1}, where
It is well-known that the risk of the likelihood ratio test is bounded from below by 1 − 1 2 Var 0 (W ). We thus turn to upper bounding Var 0 (W ) = E 0 (W 2 ) − 1. We have
using the fact that {h j,κ ∶ j ∈ [κ]} are orthonormal. Thus, seeing η, η ′ as IID Rademacher vectors, we have
using the fact that cosh(x) ≤ 1 + x 2 for x ∈ [0, 1]. This assumes that mρ ⌋ and ρ = cm −(2s+d) (4s+d) for a sufficiently small constant c > 0. This results in ε ≍ m −2s (4s+d) .
Proof of Theorem 5
We study the test based on Γ κ defined in (32) in the setting where m = n. In fact, we assume without loss of generality that m ≤ n (so that m = m ∧ n) and we discard at random n − m points from the Y sample, before apply the test based on (32). We then analyze that test using Chebyshev's inequality. For a positive vector p = (p k ), let p = ∑ k p k and p a = (p a k ) for any a > 0, and if q = (q k ) is another vector, then define pq = (p k q k ).
Lemma 2. Assume A 1 , A 2 , . . . , are IID from p, and B 1 , B 2 , . . . are IID from q, where the two samples are independent of one another and p and q are probability distributions on N. Suppose m is Poisson distributed with mean m. Define
Seeing the probability mass functions p and q as probability vectors, we have
Proof. We first note that M k and N k are Poisson distributed with means mp k and mq k , respectively, and that all counts are independent. This implies that
Suppose that M and N are independent Poisson distributed with means λ and µ. Then 
with
and using the fact that
and similarly for N , we get
Applying these identities to M k and N k , for all k, we get
and
and we conclude with the fact that p and q are probability vectors so that ∑ k p k = ∑ k q k = 1.
With Chebyshev's inequality, we have enough to characterize the power properties of a test that rejects for large values of T above in terms of distributions p and q and the (mean) sample size m. Corollary 1. In the context Lemma 2, assume that p ∞ ∨ q ∞ ≤ η. Then, for any a > 0, the test with rejection region {T ≥ 2m + a 12m 2 η + 2m} has size at most a −2 and has power at least 1 − a 
