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SPECIAL LANGRANGIAN GEOMETRY AND SLIGHTLY
DEFORMED ALGEBRAIC GEOMETRY (SPLAG AND SDAG)
Andrei Tyurin
Abstract. The special geometry of calibrated cycles, closely related to mirror sym-
metry among Calabi–Yau 3-folds, is itself a real form of a new subject, which we
call slightly deformed algebraic geometry. On the other hand, both of these geome-
tries are parallel to classical gauge theories and their complexifications. This article
explains this parallelism, so that the appearance of invariants of new type in complex-
ified gauge theory (see [D-T] and [T]) can be accompanied by analogous invariants
in the theory of special Lagrangian cycles, for which the development is at present
much more modest than in gauge theory. We discuss related geometric constructions,
arising from mirror symmetry and symplectic geometry.
§1. spLag cycles
We begin by recalling the geometric construction for a pair L ⊂ S, where S is
a smooth symplectic manifold of dimension 2n with a given tame almost complex
structure I, and L ⊂ S a smooth, oriented Lagrangian submanifold (of maximal
dimension dimL = n = 12 dimS); this is now quite popular in the set-up of Calabi–
Yau threefolds. The structure on S is an almost Ka¨hler structure, and we say for
short that S is an aK manifold. Write ω for the symplectic form and I for the
almost complex structure on S, so that the tangent space TSp at a point p is Cn
with the constant symplectic form 〈 , 〉 = ωp and the constant Euclidean metric gp,
giving the Hermitian triple (ωp, Ip, gp).
We now define the Lagrangian Grassmannian Λ↑p = Λ↑(TSp) to be the Grass-
mannian of maximal oriented Lagrangian subspaces in TSp. Taking this space over
every point of S gives the oriented Lagrangian Grassmannisation of TS
pi: Λ↑(S)→ S with pi−1(p) = Λ↑p. (1.1)
Our tame almost complex structure on S gives each fibre the standard form
Λ↑p = U(n)/ SO(n) (1.2)
This space admits a canonical map
det: Λ↑p→ U(1) = S1p sending u ∈ U(n) to det u ∈ U(1) = S1. (1.3)
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2Recall that the inverse image of the fundamental class of S1 on Λ↑p is the universal
Maslov class. Taking this map over every point of S gives the map
det: Λ↑S → S1(L−K), (1.4)
where S1(L−K) is the unit circle bundle of the line bundle
∧n
TS = detTS, with
first Chern class
c1(detTS) = −KS , (1.5)
where KS is the canonical class of S. Recall that, as a cohomology class, KS does
not depend on the compatible almost complex structure.
Now for every oriented Lagrangian cycle L ⊂ S, we have the Gauss lift of the
embedding i:L → S to a section
G(i):L → Λ↑(S)|L (1.6)
sending a point p ∈ L to the oriented subspace TLp ⊂ TSp. The composite of this
Gauss map with the projection (1.4) gives the map
det ◦G(i):L → S1(L−K)|L (1.7)
Now suppose that the cohomology class of the symplectic form is proportional to
the canonical class of S, that is,
κ · [ω] = KS for some κ ∈ Q; (1.8)
then the restriction detTS|L is topologically trivial, because the restriction of [ω]
to a Lagrangian L is zero. Moreover, suppose that KS has a Hermitian connection
aK with curvature form
FaK = (2pii)ω,
where ω is our symplectic form. Then this connection restricts to a flat connection
on L. Let
〈L〉 = {B ⊂ S ∣∣ L ⊂ B, pi1(B) = 1 and Fa|B = 0}
be the maximal simply connected submanifold containing L on which KS and a
restrict to a trivial bundle and a flat connection.
Then on 〈L〉 there exists a canonical trivialisation
S1(L−K)|〈L〉 = 〈L〉 × S1 (1.9)
that preserves the Hermitian form and the canonical projection
pr:S1(L−K)|L → S1. (1.10)
Now composing the maps (1.4), (1.6) and (1.10) gives a map
m = pr ◦ det ◦G(i):L → S1 (1.11)
3Definition 1.1. (1) m is called the phase map;
(2) L is called a special Lagrangian cycle of S (spLag cycle for short) if m(L) is
a point or, equivalently, the differential of m vanishes:
dm = 0. (1.12)
Remark. In this definition, we call L a cycle rather than a submanifold, because it
may be singular. We really only need the Gauss map (1.6) to be well defined; thus
L can have nodes, and so on. Thus below we call a cycle any subvariety with regular
Gauss map.
Mirror digression. (1.8) holds automatically if S is a Calabi–Yau manifold, that is,
KS = 0. In other words, for any Lagrangian submanifold L
〈L〉 = S, (1.13)
and we have the map m:L → S1 (1.11). In this case, the notion of spLag cycle
coincides with that in calibrated geometry (see [H-L]).
Recall that a complex orientation of a Calabi–Yau manifold X is a choice of
trivialisation of the canonical line bundle LK , that is, a holomorphic 3-form θ. For
an oriented Calabi–Yau threefold (X, θ), a spLag cycle is a 3-dimensional Lagrangian
submanifold L such that the restriction
Re θ|L = 0. (1.14)
The local deformation theory of such submanifolds is well understood. The tan-
gent space to the moduli space ML of such deformations at a submanifold L is
H1(L,R), viewed as the space of harmonic 1-forms on L. This space doesn’t depend
on the second quadratic form or others attributes of embeddings. In particular, if
H1(L,R) = 0 then L is rigid as a special Lagrangian submanifold. So we can expect
that there exists a finite set of such submanifolds {L1, . . . ,LN} in one cohomology
class [Li]. This subject is quite popular now, and we would like to remark that this
construction also works for Fano varieties.
Chern–Simons digression. Let Σ be a compact, smooth, oriented Riemann surface
of genus g, and
pi1(g) =
〈
a1, . . . , ag, b1, . . . , bg
∣∣ Πgi=1[ai, bi] = id〉 (1.15)
the usual presentation of the fundamental group pi1(g).
The space Rep pi1(g) is the moduli space of classes of SU(2) representations of
pi1(g), and is smooth as an orbifold. But, as a manifold, it is singular at the reducible
representations
Sing Reppi1(g) = Rep pi1(g)
red. (1.16)
The space Reppi1(g) contains the special subspace of representations that are trivial
on the bi
B =
{
ρ ∈ Rep pi1(g)
∣∣ ρ(bi) = id for i = 1, . . . , g}. (1.17)
4As usual,
Birr ⊂ Rep pi1(g)irr (1.18)
is the subset of irreducible representations.
Then B is a Lagrangian suborbifold of Reppi1(g) with respect to the canonical
symplectic form ωΣ (1.26). To apply the phase map to this Lagrangian submanifold
L = B in S = Rg we have to remark that
[ωΣ] = −4 ·KRg (1.19)
(see [N-R], [R]).
Now fixing a complex structure on Σ gives a complex structure on Rg, the Weil–
Peterson metric on Rg, which is Ka¨hlerian with symplectic form ωΣ and a unitary
connection on the anticanonical bundle with curvature form i · piωΣ and the phase
map
mg:B
irr → S1 = U(1) (1.20)
which can be investigated in the usual way (as in [A-M]).
Bogomolov remarked that there exists a complex structure on Σ for which B is
a spLag cycle. Indeed, consider the complex structure on Σ of genus 2 such that all
the cycles bi are real. For example if Σ is a double of a pair of pants:
we get a compact complex Riemann surface of genus 2 with a real structure such
that cycles b1 and b2 are real Then the usual argument implies that the cycle B
must be real. Then one can see that B is spLag (see 1.14).
It is easy to see that B is rigid as a spLag cycle. The following question is very
interesting:
Question. Is there another spLag cycle B′ in the same homology class [B] = [B′]?
Now there is an absolutely canonical almost Ka¨hler structure on Rg, constructed
by Guruprasad and Nilakantan. To describe it, we use the standard presentation
(1.15) of pi1(g) and another “dual” presentation given by the following construction
(see [G-N]): let
ri = Π
i
j=1[aj, bj], and set αi = ri−1b
−1
i r
−1
i and βi = ria
−1
i r
−1
i−1. (1.21)
Then
pi1(g) =
〈
α1, . . . , αg, β1, . . . , βg
∣∣ Πgj=1[aj , bj] = 1〉 (1.15′)
5is another presentation of pi1(g). Sending the generators ai, bj to αi, βj gives an
involutive automorphismW of pi1(g), that is, and elementW ∈ Modg withW 2 = id.
To describe the tangent space (TRg)ρ, recall that a SU(2) representation ρ makes
the Lie algebra su(2) into a pi1(g)-module su(2)ρ by the adjoint action, and, as the
tangent space to an orbifold point,
(TRg)[ρ] = H
1(pi1(g), su(2)ρ). (1.22)
The group of cycles of the module su(2)ρ is the group of skew homomorphisms from
pi1(g) to this module, that is
Z1(su(2)ρ) =
{
u: pi1(g)→ su(2)ρ
∣∣ u(g1 ◦ g2) = u(g1) + g1(u(g2))}. (1.23)
Of course, any such u extends to a Z-linear map of the integral group algebra:
u:Zpi1(g)→ su(2), (1.24)
and the boundary subspace is
B1(su(2)ρ) =
{
u: pi1(g)→ su(2)ρ
∣∣ u(g) = g(v)− v for some v ∈ su(2)}. (1.25)
Then
(TRg)[ρ] = Z
1(su(2)ρ)/B
1(su(2)ρ).
The canonical symplectic structure ωΣ on Rg can be defined as a skewsymmetric
bilinear form on the tangent space of every class of representations [ρ] by the PU(2)
invariant bilinear form on Z1(su(2)ρ) given by
〈u, v〉 =
g∑
i=1
[
(u(r−1i−1 − b−1i · r−1i ), v(ai)) + (u(a−1i r−1i−1 − r−1i ), v(bi))
]
(1.26)
where ( , ) is the standard inner product (m,m) = − trm2 on su(2).
The inner product on the space of cycles Z1(su(2)ρ) (1.23) is given by the formula
G(u, v) =
g∑
i=1
[
(u(αi), v(αi)) + (u(βi), v(βi))
]
(1.27)
(see [G-N])).
Proposition 1.1 [G-N]. 1) The inner product (1.27) is positive definite.
2) The restriction of the inner product (1.27) to the orthogonal
B1(su(2)ρ)
⊥ = (TRg)[ρ] (1.28)
defines a special Riemannian metric on Rirrg and on Rg as an orbifold.
6Definition 1.2. This metric is called the Guruprasad metric (GN metric for short).
It can be checked (see [G-N], Proposition 3.1) that the GN metric is compat-
ible with the symplectic form (1.26); this canonical Hermitian structure and the
canonical connection on the tangent bundle (the Levi–Civita connection) induce a
Hermitian structure and a connection on the determinant line bundle L−K whose
curvature coincides with the symplectic form. Thus the phase map
mG:B → S1 (1.29)
is absolutely canonical.
Now we return to the general phase map.
There is a standard way of describing the differential of the phase map: let
∇LC: Γ(TS)→ Γ(TS ⊗ T ∗S) (1.30)
be the Levi–Civita connection, which we restrict to the restriction of the tangent
bundle to a Lagrangian cycle L. Let NL⊂S be the normal bundle of L in S. Then
the Levi–Civita connection (1.30) defines connections
∇LC: Γ(TL)→ Γ(TL ⊗ T ∗L)
∇LC: Γ(NL⊂S)→ Γ(NL⊂S ⊗ T ∗L)
and the tensor
II:TL → Hom(TL, NL⊂S)
(called the second quadratic form), that is,
II ∈ EndTL ⊗NL⊂S . (1.31)
The trace component of EndTL = C⊕ adTL gives a section
H ∈ Γ(NL⊂S), (1.32)
called the mean curvature section.
Let V be a vector field on L. Then pointwise, the value of the differential dmG
on V is given by the inner product
dmG(Vp) = (Hp, IG(Vp)), (1.33)
where IG is the operator of the Guruprasad almost complex structure.
§2 sdAG cycles (slightly deformed Algebraic Geometric cycles)
The construction of the phase map can be “complexified” to give the complex
phase map
mC: Σ→ C∗ (2.1)
for any middle dimensional cycle Σ ⊂ S, where S is an almost Ka¨hler manifold.
7We illustrate this construction in the case of an aK surface S (see the beginning
of §1). Then over any point p ∈ S we have as the fibre of the tangent bundle TSp =
C2 with the standard Hermitian triple (ωp, Ip, gp), and the oriented Lagrangian
Grassmannian is a subspace of the oriented Grassmannian
Λ↑p ⊂ Gr↑(2, TSp). (2.2)
Now we saw that
Λ↑p = S
2 × S1 (2.3)
(see (1.2)), and
Gr↑(2, TSp) = S
2
− × S2+, (2.4)
so that what we need to see is that the inclusion (2.2) is componentwise, that is,
S2 = S2− and S
1 ⊂ S2+ (2.5)
and the first identification and the second inclusion carry deep geometric meaning
in the theory of Riemannian twistors.
First of all, every oriented plane V ⊂ TSp defines a new complex structure IV on
TSp which is compatible with the Euclidean metric gp. Thus we have the natural
map
I: Gr↑(2, TSp)→ S2 = PW+p , (2.6)
where W+ = C2 is the positive spinor space of the Euclidean metric.
The fibre of this map
I−1(IV ) = PC
2
V = PW
−
p (2.7)
is the IV projective line – that is, complex directions in the complex plane with
complex structure IV . It is easy to see that the decomposition (2.4) is precisely the
twistor decomposition
Gr↑(2, TSp) = PW
−
p × PW+p . (2.8)
Now for any oriented plane V , consider its K lahler angle α(V ), given by the formula
ωp|V = arccosα ·Volgp . (2.9)
The geometric meaning of α(V ) is following: it is the angle between V and Ip(V ).
Sending an oriented plane to the Ka¨hler angle gives a map
αp: Gr↑(2, TSp)→ [0, pi] (2.10)
of our Grassmannian to the interval.
The angle α(V ) only depends on the complex structure IV , so that the map αp
is the composite
Gr↑(2, TSp)
pr+−−→ PW+ h−→ [0, pi] (2.11)
and the last map
h:PW+ = S2 → [0, pi] (2.12)
8is the standard height function on S2 sending the standard sphere in Euclidean R3
to the third coordinate:
0
pi/2
pi
h
The fibres of the Ka¨hler angle map α have the following geometric interpretration:
α−1(0) = PC2 = PW− (2.13)
is the space of complex tangent directions at a point p. In the same vein,
α−1(pi) = PW− (2.14)
is the space of complex directions at a point p, but with the opposite orientation.
Now
α−1(pi/2) = Λ↑p (2.15)
is the Lagrangian Grassmannian (1.1). It is easy to see that the involution changing
orientation sends α to pi − α and preserves the oriented Lagrangian Grassmannian
(2.15). So the decomposition of the Lagrangian Grassmannian (2.3) admits the
following geometric meaning:
Λ↑p = PW
− × h−1(pi/2). (2.16)
So we can see that, in the same way that the fibres of the height map h are the same
(= S1) except for two points, the north and south poles, the fibres of the Ka¨hler
angle map are the same except for the two spheres
(PW− × 0) ∪ (PW− × pi) (2.17)
Thus, removing these exceptional fibres, we get the map
detC: Gr↑(2, TSp) \ (α−1(0) ∪ α−1(pi))
pr+−−→ C∗, (2.18)
whose restriction to the Lagrangian Grassmannian Λ↑p gives the determinant map
det of (1.3):
detC |Λ↑p = det . (2.19)
9Moreover, the image of the last map is the circle
S1 = α−1p (pi/2) ⊂ C∗ ⊂ PW+. (2.20)
Now we can give another construction for the map detC: we fix any nonzero
element w ∈ ∧2C2, and call it a complex orientation of C2. Let us fix a standard
orthogonal basis e1, e2, I(e1), I(e2) in C2 such that
w = (e1 + I(e1)) ∧ (e2 + I(e2)). (2.21)
Now for any oriented plane V ∈ Gr↑(2, TSp) consider the oriented orthogonal basis
v1, v2 and let MV be the linear transformation sending ei to vi and I(ei) to I(vi).
It is easy to check the following result: (see for example [H-L])
Lemma 2.1. 1) MV is C-linear trasformation TSp → TSp that is
MV ∈ EndC(C2) (2.22)
is a complex matrix;
2) detC = 0 iff V is a complex or an anticomplex direction and
V = kerMV ; (2.23)
3) V is Lagrangian iff MV ∈ U(2) is unitary matrix.
So sending V to detMV we get the map
d: Gr↑(2, TSp)→ C, (2.24)
and it is easy to see the following:
Lemma 2.2. 1)
|d(V )| ≤ 1 (2.25)
and
|d(V )| = 1 ⇐⇒ V ∈ Λ↑p; (2.26)
2) let
V → V (2.27)
be the change of orientation map then
d(V ) = −d(V ). (2.28)
Thus the map
d2: Gr↑(2, TSp)→ C (2.29)
is the orientation-forgetting map.
Now consider the decomposition
Gr↑(2, TSp) = Gr↑(2, TSp)
+ ∪ d−1(S1) ∪Gr↑(2, TSp)− (2.30)
where
Gr↑(2, TSp)
− = Gr↑(2, TSp)+. (2.31)
Then we have two maps
d: Gr↑(2, TSp)
+ → {|z| ≤ 1} ⊂ C
−(d)−1: Gr↑(2, TSp)− → {|z| ≥ 1}
(2.32)
both of whose restrictions to d−1(S1) coincide:
d|d−1(S1) = (d)−1|d−1(S1). (2.33)
Thus we get:
10
Lemma 2.3. 1) These two maps glue to a map
detC: Gr↑(2, TSp)→ P1 = S2. (2.34)
2) This map is smooth and equal to the map pr+ of (2.11).
Recall that by the theory of Riemannian twistors, the real structure acts on the
projective twistor space PW+ as the antipodal map z → −(z)−1.
Globalisation. Now we have to globalise these constructions, just as we did with
the oriented Lagrangian (1.1). First of all, we have the Grassmannisation of the
tangent bundle of S
Gr↑(2, TS) = PW
− ×S PW+, (2.35)
the bundle of complex quadrics on S which fibrewise is the product of twistor spaces.
Of course this bundle contains the Lagrangian Grassmannisation (1.1)
Λ↑⊂ Gr↑(2, TS), (2.36)
and there exists a natural projection
Gr↑(2, TS)
pr+−−→ PW+. (2.37)
The Ka¨hler angle map
α: Gr↑(2, TS)→ [0, pi] (2.38)
(which fibrewise is the map (2.10)) factors as the composite
Gr↑(2, TS)
pr+−−→ PW+ α−→ [0, pi] (2.39)
and
Λ↑= α
−1(pi/2). (2.40)
Now the spinor bundle PW+ is the projectivisation
PW+ = P(OS ⊕OS(−KS)). (2.41)
In particular, this projective bundle contains the unitary circle bundle of the anti-
canonical line bundle
S1(L−K) ⊂ PW+ (2.42)
and the restriction to Λ↑ of the pr+ map of (2.39) gives the map (1.4).
Now for any oriented 2-dimensional submanifold Σ ⊂ S one can consider the
Gauss lift of the embedding i: Σ→ S to the section
G(i): Σ→ Gr↑(2, TS)|Σ = PW− ×S PW+|Σ, (2.43)
sending a point p ∈ Σ to the oriented subspace TΣp ⊂ TSp. The composite of this
Gauss map with the projection pr+ (2.11) defines the map
detC: Σ→ PW+|Σ. (2.44)
Now let aLC be the Levi–Civita connection on the line bundle L−K and
FLC ∈ Ω2(S) (2.45)
its curvature, viewed as a 2-form on S.
11
Definition 2.1. A cycle Σ is called canonically flat if there exists a simply con-
nected submanifold B ⊃ Σ such that
FLC|B = 0. (2.46)
If Σ is canonically flat, then there exists a canonical trivialisation
PW+|Σ = Σ× S2 (2.47)
and a canonical projection
pr:PW+|Σ → S2 = P1. (2.48)
Moreover, the composite of all the maps gives the map
mC = pr ◦ detC ◦G(i): Σ→ S2 = P1 (2.49)
Definition 2.2. 1) This map is called the complex phase map;
2) Σ is called a sdAG cycle if mC(Σ) is a point, or equivalently the differential
dmC = 0. (2.50)
In particular, a spLag cycle is a sdAG cycle. We explain below what “sdAG”
stands for.
Mirror digression. As before, (2.46) holds automatically if S is a simply connected
Calabi–Yau surface, that is, a K3 surface. In this case, again B = S. The target
space S2 = P1 of the complex phase map (2.49) is the space of integrable complex
structures compatible with the Calabi–Yau metric g on S. Thus any sdAG cycle Σ
is a complex curve for the complex structure mC(Σ) ∈ S2 = P1 and any spLag cycle
is a complex curve for the specific complex structure on S. Any such curve must be
a fibre of an elliptic pencil or a −2-rational curve.
The target space S2 admits the standard complex structure
S2 = C ∪∞ = D+ ∪ S1 ∪D−, (2.51)
where
D+ =
{
z
∣∣ |z| < 1}; D− = {z ∣∣ |z| > 1}; S1 = {z ∣∣ |z| = 1}. (2.52)
For any oriented cycle Σ we have the following cases:
mC(Σ) ⊂ D+ ⇐⇒ Σ is symplectic;
mC(Σ) ⊂ S1 ⇐⇒ Σ is Lagrangian;
mC(Σ) = 0 ⇐⇒ Σ is complex or algebraic, AG cycle for short;
mC(Σ) =∞ ⇐⇒ Σ is anticomplex, antiAG cycle for short;
Thus sdAG is an acronym for slightly deformed Algebraic Geometric cycle: every
point of the target sphere of the complex phase map can be deformed along its
meridian to 0 – the image of the complex phase map of complex cycles.
Suppose Σ is a symplectic oriented cycle in S. Then the image mC(Σ) ⊂ D+ is
compact, and there is a unique minimal disc containing mC(Σ)
mC(Σ) ⊂ DΣ ⊂ D+. (2.53)
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Definition 2.3. For a symplectic oriented cycle Σ ⊂ S,
(1) The centre cΣ of the disc DΣ is called the centre of Σ;
(2) the radius rΣ of the disc DΣ is called the radius of Σ;
(3) Σ is ε-AG if
cΣ = 0 and rΣ < ε. (2.54)
Donaldson proved the following analogue of Kodaira’s embedding theorem (see
[D1]):
Theorem 2.1. Let L be a line bundle on an aK surface S with zero canonical class,
and a a Hermitian connection on L whose curvature form is the symplectic form on
S:
Fa =
i
2pi
ω. (2.55)
Then for any k ≫ 0 there exists a section s ∈ Γ(Lk) such that
(1) the zero set s−1(0) = Σ is a smooth oriented symplectic 2-cycle;
(2) cΣ = 0;
(3) rΣ < 1/
√
k.
In particular, there are many smooth symplectic cycles very close to AG cycles.
Now consider an algebraic surface S with canonical class KS > 0 or KS < 0. We
would like to deform slightly the algebraic geometry, by considering a distinguished
family of submanifolds, namely, the oriented 2-cycles. Moreover these cycles are
determined by their first order infinitesimal behavior, that is, the cycles defined by
properties of their Gauss lifts (2.29).
Recall that a SpinC structure is a choice of lift of the projective bundle PW+ to
a vector bundle W+. There are two canonical choices of SpinC structure:
W+ = OS ⊕OS(±KS), (2.56)
and we have to consider two cases: KS > 0 or KS < 0.
General type (KS > 0). In this case, we consider the lift
W+(KS) = OS ⊕OS(KS).
Recall that any section s ∈ Γ(W+) is called a spinor field. In particular, if we
consider a nonvanishing section s (or section vanishing along a “divisor”) then we
get a section of the projective bundle PW+, that is, an almost complex structure Is
compatible with our Ka¨hler metric g.
In the Ka¨hler (algebraic) case we have a finite dimensional family of holomorphic
sections
s ∈ H0(OS ⊕OS(KS)) = C⊕H0(OS(KS)) (2.57)
We write pg = dimH
0(OS(KS)) for the geometric genus of S, that is, the complex
dimension of H2,0(S). The family of spinor fields (4.23) defines a family of almost
complex structures
S2pg = Cpg ∪ {∞ \ point}, (2.58)
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because the projectivisation
P(C⊕H0(OS(KS))) = Cpg ∪ PH0(OS(KS))) (2.59)
where Cpg = {(1, s)} is the space of nonvanishing sections and PH0(OS(KS)) =
|KS| is the complete canonical linear system, points of which give the same almost
complex structure, namely, conjugate to the original complex structure.
Now the Levi–Civita connection gives the Hermitian structure on the canonical
bundle LK = OS(KS) and, similarly, the Hermitian structure on C2pg ∪{∞\point}
gives the standard metric on this sphere. Thus we can identify our sphere with the
dual sphere
S2pg = (S2pg)∗
So this sphere contains the “equator”
S2pg−1e = {z
∣∣ ‖z‖ = 1} ⊂ C2pg . (2.60)
Interpreting C2pg ∪ {∞ \ point} as the space of sections gives us the embedding
ican:PW
+ → S2pg × S (2.61)
where, as usual, W+ = W+(KS)
∗ = OS ⊕ OS(−KS). The composite of this em-
bedding and the projection of the trivial bundle S2pg × S to the fibre gives the
map
pr:PW+ → S2pg . (2.62)
Now for any cycle Σ ⊂ S, the composite of the Gauss map (2.43), the projection
pr+ (2.44) and the projection (2.48) defines the complex phase map
mC = pr ◦ pr+ ◦G(i): Σ→ S2pg . (2.63)
Now in terms of this phase map, one can define the analogues of the special La-
grangian cycles known in the Calabi–Yau case.
Definition 2.4. A cycle Σ ⊂ S is called a sdAG cycle if mC(Σ) is a point, or
equivalently
dmC = 0. (2.64)
The image mC(Σ) ∈ S2pg defines an almost complex structure on S compati-
ble with the Ka¨hler metric for which Σ is a pseudoholomorphic curve. Hence, in
particular, if Σ is smooth, its genus is
g(Σ) = 12 ([Σ]
2 + [Σ] ·KS) + 1. (2.65)
Now we can generalise “Lagrangian” properties of cycles:
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Definition 2.5. 1) A cycle Σ is called weakly Lagrangian (wLag for short) if
mC(Σ) ⊂ S2pg−1e , (2.66)
where S
3pg−1
e is the equator (2.60);
2) Σ is called a spLag cycle, if it is a sdAG cycle and
mC(Σ) ∈ S2pg−1e . (2.67)
The equator divides the target sphere of the complex phase map into upper and
lower hemispheres:
S2pg = D+ ∪ S2pg−1e ∪D−, (2.68)
and the entire catalogue of definitions (such as Definition 2.3), properties and facts
(such as Theorem 2.1) can be repeated in this new set-up.
Remark. If we start with an aK surface, we should remark that instead of holomor-
phic spinor fields we should consider Dirac harmonic spinor fields, that is, solutions
of the differential equations
Das = 0,
where Da is the Dirac operator of the Spin
C structure −KS coupled to the Levi–
Civita connection on W+, extended by the connection a on the determinant line
bundle L−K . More precisely, the solutions of the Seiberg–Witten equations give
the target sphere of the complex phase map (2.60), and we can extend all our
constructions to aK case.
Finally, it is quite easy to see what to do if KS < 0: we change the sign of the
canonical system KS → −KS , getting the sphere
S2h
0(OS(−KS)) (2.69)
as the target sphere of the complex phase map. After that, we can repeat all our
constructions and definitions. However, recall that
h0(OS(KS)) = pg = 12(b+2 − 1) (2.70)
is a purely topological invariant of S, but h0(OS(−KS)) isn’t a topological invariant
at all. Only for del Pezzo surfaces we can say that
h0(OS(−KS)) ≤ 10, (2.71)
and
h0(OS(−KS)) = 10− b−2 . (2.72)
Remark. In the case
h0(OS(KS)) = h0(OS(−KS)) = 0, (2.73)
we can’t propose any good way of deforming algebraic geometry. This is the rigid
case.
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§3. Slightly deformed Algebraic Geometry
Now we want to say why we need to deform “algebraic geometry” in this style.
But before starting on such explanations, we have to say what algebraic geometry
is, and what kind of questions we would like to discuss in this set-up.
In algebraic geometry, we have a perfect theory of curves, a rather less good
theory of surfaces, an even worse theory of threefolds, and so on. But now it is
quite reasonable to consider the geometry of pairs C ⊂ S, where C is a smooth
algebraic curve of genus g and S a smooth algebraic regular surface containing C.
Every irreducible component M of the moduli space of such pairs has a map
f :M→Mg ×Ms, (3.1)
whereMg is the moduli space of curves of genus g andMs the irreducible component
of the moduli space of algebraic surfaces containing S as a point. Passing over the
usual compactification procedure, the fundamental class [f(M)] gives cohomological
correspondences
H∗(Mg)→ H∗(Ms) and H∗(Ms)→ H∗(Mg), (3.2)
which are the “topological” part of our interest. On the other hand, projections to
components of the target space of f define special algebraic subvarieties of moduli
spaces
prg ◦ f(M) ⊂Mg and prs ◦ f(M) ⊂Ms, (3.3)
the first of which is a very interesting subvariety of the moduli space of curves of
genus g and the second usually coincides with the component Ms, and the fibre of
this projection
(prs ◦ f)−1(S) = |C| (3.4)
is the complete linear system of curves on S, the natural compactification of the
space of all deformations of C inside S.
Example 1: K3 surfaces. Let S be a K3 surface and suppose that the genus g of the
curve C is ≥ 12. Then the algebraic cohomology class [C] defines a quasipolarisation
of S, and defines a component of moduli spaces MK3[C] of dimension 19:
prs ◦ f(M) =MK3[C]. (3.5)
On the other hand, the compactified moduli space of deformations of C inside a
fixed K3 surface S is the projective space
|C| = Pg. (3.6)
Thus
dimCM = g + 19. (3.7)
But, on the other hand, (prg ◦f)(M) is a proper subvariety of the moduli space Mg
of curves of genus g and
codimC((prg ◦ f)(M)) = 2g − 22 (3.8)
Thus the algebraic geometric problem is to describe this proper subvariety in the
moduli space of curves.
Amazing observation. A generic algebraic curve of genus > 11 lying on a K3 surface
“remembers” the surface. Recall Mukai’s recipe to reconstruct the K3 surface S
containing a curve C in terms of the geometry of C (for odd genus g).
16
Mukai’s recipe. 1) Consider the moduli space SUC(2, KC) of semistable vector
bundles on C of rank 2 with c1 the canonical class. Inside this moduli space, consider
the Brill–Noether locus
SUC(2, KC, 12(g − 1)) =
{
E ∈ SUC(2, KC)
∣∣ h0(E) ≥ 12(g − 1)}. (3.9)
If C is a general curve in (prg ◦ f)(M) then this locus is a K3 surface S′.
2) The moduli space
MS′(2,Θ|S′ , 12 (g − 5)) = S (3.10)
of rank 2 torsion free sheaves with c1 = Θ|S′ (the restriction of the theta divisor on
the moduli space of vector bundles) and c2 =
1
2 (g − 5) is a K3 surface, namely the
actual one containing C.
Remark. In this construction, Mukai realises his philosophy: on the moduli space
of vector bundles on a curve, the Brill–Noether level plays the role of the second
Chern class for vector bundles on a surface.
Basic classes. One has the same type of problem when realising special integral
2-dimensional cohomology classes by special geometric submanifolds, for example
by (pseudo-)holomorphic curves. The main example is following: the underly-
ing smooth structure of an algebraic surface with pg > 0 determines certain ba-
sic 2-dimensional cohomology classes, the Kronheimer–Mrowka and Seiberg–Witten
classes:
{κi}K−M = {κi}Z−W ⊂ H2(S,Z). (3.11)
These sets of classes are invariant under the diffeomorphism group and can be
realised as algebraic curves in every algebraic structure on S. The set of these
classes contains the canonical class KS realised by an effective curve C. The genus
of this curve is a purely topological invariant of our surface:
g(C) = 2χ+ 3σ + 1, (3.12)
where χ is the Euler characteristic of S and σ its signature. But the moduli of such
curves is never generic. Indeed, the normal sheaf of the canonical curve
OC(C) = OC(θ); 2θ = KC , h0(OC(θ)) = pg − 1 (3.13)
is a theta characteristic on C and if pg > 2, this theta characteristic is special, that
is, its theta constant vanishes. In this case one can check that
codimC(prg ◦ f)(M) = pg − 2 (3.13′)
On the other hand, the virtual dimension of the space of solutions of Seiberg–
Witten equations for a generic metric equals 0, but for a Ka¨hler metric, its actual
geometric dimension equals 2(pg−1) = b+2 −2. Thus Ka¨hler metrics are nongeneral
and algebraic geometry isn’t “transversal” for most problems of differential and
symplectic geomeries, for the theory of quantum multiplications and many others.
To describe the “level of defectiveness” of algebraic geometry, it is enough to
remark that the crucial point is the irregularity of the local structure of the theory
of deformations of curves inside a fixed algebraic surface:
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Observation 3.1. On an algebraic surface S with pg > 0, the normal bundle
NC⊂S = OC(C) of an algebraic curve C is almost always irregular, that is:
h1(NC⊂S) > 0. (3.14)
More precisely, h1(NC⊂S) = 0 only holds in two cases:
1) C is a fixed component of the complete canonical linear system;
2) C is a multiple fibre of an elliptic pencil.
Remark. This property of normal bundles was observed by Castelnuovo and En-
riques 100 years ago as “superabundance”: too many curves with respect to points.
In modern times it was remarked by Donaldson in his seminal paper [D1].
The geometric meaning of this effect is quite simple: the virtual tangent space to
the space |C| of deformations of curve C in S at the point C is
T |C|C = H0(NC⊂S), (3.15)
and the space of obstructions is
H1(NC⊂S). (3.16)
However, there are no genuine obstructions: every infinitesimal deformation extends
to a geometric deformation (just like under deformations of Calabi–Yau manifolds):
one has the exact sequence
H0(OS(C))→ H0(NC⊂S)→ H1(OS) = 0. (3.17)
The final reason for wanting to slightly deform algebraic geometry is purely arith-
metic. Every smooth algebraic curve C over Q is traditionally considered as an
algebraic surface fibred over SpecZ, that is, as a pencil of curves. This pattern
of thinking predicts to consider rational points of C as sections s1, . . . , sN of this
pencil. By the Arakelov theorem squares of this sections are negative. Suppose for
a minute that these squares are −1. Then one can blow it down to points p1, . . . , pN
on the surface S with the curve C (generic fibre) such that the normal bundle
NC⊂S = OC(p1 + · · ·+ pN ). (3.18)
If g(C) > 1 then h1(OC(p1 + · · ·+ pN )) > 0 and hence
N < 2g − 2. (3.19)
But this estimate is too good to be true. Thus our standard pattern is wrong.
Remark. The interesting fact is that this pattern was good enough to prove such
“coarse” fact as the Mordell conjecture but using in Miyaoka’s approach to prove
Fermat’s last theorem has shown that it was wrong.
What we can do to avoid the speciality of moduli of curves which move in algebraic
surfaces, that is, the properness of the image prg projection (3.3)? The strong
remedy is to consider all aK surfaces. In this purely symplectic geometry set-up,
one has to consider the space of pairs C ⊂ S, where S is any aK surface. Then the
flexibility of symplectic geometry gives immediately the result:
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Proposition 3.1. For aK surfaces, the image of the projection pg
(prg ◦M) =Mg
is the whole moduli space of curves of genus g.
Indeed, for any symplectic smooth oriented 2-cycles Σ on 4-dimensional symplec-
tic manifold S and any complex structure on Σ one can construct a compatible
almost complex structure on S such that Σ is a pseudoholomorphic curve for this
almost complex structure with induced complex structure (see, for example [M.
Gromov “Soft and hard symplectic geometry”, Proc. ICM, Berkeley, 1986, AMS,
1987, 81–98]). However we get a problem with the target space Ms of the second
projection prs: the “moduli spaces” of aK structures are infinite dimensional. But
fortunately, the question of describing fibres of this second projections, that is, the
“complete linear systems” of pseudoholomorphic curves on aK surface is correct
(because the linearised operator is elliptic).
To be in the finite dimensional set-up, one has to fix some class of finite dimen-
sional subspaces of M of aK structures. And here we want to change tack and
to consider the slight deformations of almost complex structures related to Ka¨hler
metrics.
We would like to deform algebraic geometry slightly in such a way that the theory
of curves will be preserved completely and in a pair (C ⊂ S) we have to consider,
instead of an algebraic curve C, a smooth sdAG cycle Σ of fixed phase
p = mC(Σ) ∈ S2pg . (3.20)
Every “irreducible” component of the moduli spaceM of such pairs (Σ ⊂ S) defines
a map f (3.1), a cohomological correspondence (3.2) (because every sdAG cycle
admits a complex structure) and a subspace (3.3) in the moduli space of curves of
genus g. In particular one has to describe the global structure of the complete space
|Σ| of deformations of sdAG cycle Σ in S. Such type cycles are pseudoholomorphic
curves for almost complex structure Sp given by the point p (3.20). Of course,
our initial complex structure is S0 and its complex conjugate is S∞. The local
deformation theory of sdAG cycles is quite good, like the theory of local deformations
of spLag cycles (see [H-L]).
Now fix an algebraic surface S and consider a smooth sdAG cycle Σ of the phase
p (3.20). Let
Σ ∈ |[Σ]|p (3.21)
be the moduli space of deformations of Σ as a sdAG cycle. Then there exists a
deformation δ-complex such that the tangent space is given by
T |[Σ]|pΣ = H0δ (NΣ⊂S) = H0(Σ, NΣ⊂S). (3.22)
(Recall that Σ admits a complex structure, in which the normal bundle NΣ⊂S ad-
mits a holomorphic structure. The last space is a coherent cohomology group of a
holomorphic vector bundle.)
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In the same vein, the space of obstructions of infinitesimal deformations of Σ as
a sdAG cycle is
H1δ (NΣ⊂S) = H
1(Σ, NΣ⊂S), (3.23)
where the last space is again the space of coherent cohomology of the holomorphic
vector bundle NΣ⊂S on the complex curve Σ.
There are two transversality results. The first one was proposed by Donaldson
in [D1]:
Theorem 3.1. 1) For a generic aK structure, the obstruction space to local defor-
mations of any pseudoholomorphic curve vanishes
H1δ (NΣ⊂S) = H
1(Σ, NΣ⊂S) = 0. (3.24)
2) The dimension of the local deformations space is given by
dimT |[Σ]|pΣ = H0δ (NΣ⊂S) = H0(Σ, NΣ⊂S) = 2(Σ2 + 1− g). (3.25)
We can add to this the same type “transversality result”:
Theorem 3.2. If S is a surface with pg > 0 then for generic point p ∈ S2pg of
the target space the complex phase map and any sdAG cycle of the phase p we have
equalities (3.24) and (3.25).
The idea of the proof is contained in the same paper of Donaldson [D1]. First of
all we would like to consider the whole family
‖Σ‖ =
⋃
p∈S2pg
|[Σ]|p (3.26)
of sdAG cycles for all p ∈ S2pg and to prove that this family is smooth and of the
right dimension (that is, the virtual dimension). After using standard arguments
we get the statement of the theorem.
The whole family of sdAG cycles doesn’t fibre over the target of the phase map
space because one sdAG cycle can be sdAG in more than one complex structures.
But there exists a correspondence, or a space of pairs
M = {(Σ, p) ∣∣ Σ is sdAG with mC(Σ) = p} ⊂ ‖Σ‖ × S2pg , (3.27)
with two projections
M prt−−→ S2pg and M prc−−→ ‖Σ‖ (3.28)
and fibres of the second projection are
pr−1t (p) = |[Σ]|p.
Example. The canonical system. Consider the canonical class KS of S, and
realise it as sdAG cycles for all p ∈ S2pg . Then one has
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Proposition 3.2.
‖KS‖ = |KS|0. (3.27)
In particular, the image of the map prg ◦ f(M) (3.3) is the same as for canonical
curves of the algebraic surface S0 (see (3.13)).
To describe the space of pairs (3.27) we must blowup the point (1, 0) in the
projective space P(C⊕H0(OS0(KS)) (2.43), (2.45):
σ:P(O ⊕O(H))→ P(C⊕H0(OS0(KS) (3.28)
and the second projection of this blown up projective space
pi:P(O ⊕O(−H))→ |KS|0, (3.29)
where O is the structure sheaf of the projective space
PH0(OS0(KS)) = |KS|0 (3.30)
and O(−H) is the Hopf line bundle on this projective space.
Then it is easy to see that 1) the space of pairs (3.27) is
M = P(O ⊕O(−H)), (3.31)
and the map to the target sphere of the complex phase map
prt:M = P(O ⊕O(H))→ S2pg (3.32)
is the blowdown of the sections P(O) and P(O(−H)) in the projective bundle (3.31)
over the projective space |KS|0:
prt(PO) = 0 ∈ S2pg and prt(O(−H)) =∞ ∈ S2pg . (3.33)
From this picture one get immediately
Proposition 3.3. 1) For any p ∈ S2pg \ (0 ∪∞) on aK surface Sp, the canonical
class admits a unique representation as pseudoholomorphic curve
|KS|p = a point; (3.34)
2) For every curve C ∈ |KS|0 there exists a 2-sphere
S2 = prt(pi
−1(C)) ∈ S2pg (3.35)
of almost complex structures in every of which C is the pseudoholomorphic realisa-
tion of the canonical class.
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§4. The complex 3-dimensional case
Now we would like to extend the constructions we have described to the case an
aK threefold X given by an Hermitian triple (ω, I, g). Here we describe simple facts
and constructions from linear algebra of such structure over one point. Afterwards,
in the next section, we globalise these constructions to the geometry of the tangent
bundle and special subspaces of spaces of tangent directions to define new collection
of submanifolds and hence, new collections of geometries of complex threefolds.
In the even dimensional case, one has two volume forms as the formula (2.9). In
the odd dimensional case, one has to use the special trick to reduce 3 to 2.
Over any point p ∈ X we have as the fibre of the tangent bundle TXp = C3 with
the standard Hermitian triple (ωp, Ip, gp) with the constant symplectic form 〈 , 〉 =
ωp, the constant Euclidean metric gp, giving the Hermitian triple (ωp, Ip, gp) and
the oriented Lagrangian Grassmannian is a subspace of the oriented Grassmannian
(Λ↑)p ⊂ Gr↑(3, TXp) (4.1)
of codimension 3. Moreover, instead of the complex Grassmannian (2.13) one has
the subspace
{V ∈ Gr↑(3, TXp)
∣∣ V contains a complex direction z ∈ PTXp} (4.2)
of subspace of 3-dimensional planes containing complex directions. Just as in the
2-dimensional case, for every V ∈ Gr↑(3, TXp) there are two possibilities:
dim 〈V, I(V )〉 = 6. (4.3)
This is the general case. In particular every Lagrangian V has this property. The
second case is when
dim 〈V, I(V )〉 = 4. (4.4)
In this case V containes a complex direction (see (4.2)) and defines the flag
zV ⊂ V ⊂ ZV (4.5)
where z is the unique complex direction in V and ZV = 〈V, I(V )〉 (4.4).
We can distinguish two components of the set (4.2) by the orientation: the ori-
entation of V may or may not be compatible with the complex orientation of zV .
Now we can realise these components as level submanifolds of a map of Gr↑(3, TXp)
to S2 (just as in the 2-dimensional case) for complex and anticomplex directions.
The following constructions work for any dimensional case. We described its in §2
(see (2.18–2.34)) but for simplicity, we repeat it for the 3-dimensional case again.
Definition 4.1. Any nonzero element of w ∈ ∧3 C3 is called a complex orientation
of C3.
Let w ∈ ∧3C3 be a fixed complex orientation of C3 = TXp. Let us fix some
orthogonal basis e1, e2, e3, I(e1), I(e2), I(e3) of TXp such that
w = (e1 + I(e1)) ∧ (e2 + I(e2)) ∧ (e3 + I(e3)). (4.6)
If we fix the volume form w such a way that |w| = 1 then we have to fix a phase eiϕ
only.
Now in any oriented subspace V ∈ Gr↑(3, TXp), consider an orthogonal basis
v1, v2, v3 and let MV be the linear transformation sending ei to vi and I(ei) to
I(vi). Again it is easy to see the following:
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Proposition 4.1. 1) Ms is a C-linear map TXp → TXp, that is, a complex matrix
in our basis;
2) detMV = 0 iff V contains a complex direction z. Of course zV is the kernel
of MV ;
3) V is Lagrangian iff MV ∈ U(3).
Again we have the map
d: Gr↑(3, TXp)→ C (4.7)
sending V to the determinant of MV with the same inequality (2.25), but the one
difference is in (2.26): one has, of course, the following:
Hadamard’s Lemma.
V ∈ (Λ↑)p ⇐⇒ |d(V )| = 1.
(See for example [H-L], Lemma 1.9.)
Thus the oriented Lagrangian Grassmannian is
(Λ↑)p = d
−1(S1) (4.8)
However, the dimension of all others fibres is 7, whereas the dimension of d−1(eiϕ)
is 5 – an extremely small number!
Now we can finish our construction. Again we have the decomposition
Gr↑(3, TXp) = Gr↑(3, TXp)
+ ∪ d−1({|d(V )| = 1}) ∪Gr↑(3, TXp)− (4.9)
with the inversion orientations map (2.31). Recall again that the middle term is Λ↑.
Then the glueing of two maps d on Gr↑(3, TXp)
+ and −(d)−1 which are equal on
d−1({|d(V )| = 1}) gives the map
detI : Gr↑(3, TXp)→ P1 = S2w (4.10)
(just compare with (2.30–2.31)). But the difference between the 2-dimensional and
3-dimensional case is that this map is not smooth along (Λ↑)p!
To make it smooth we have to “blowup” (Λ↑)p inside Gr↑(3, TXp). We do it after
the couple of remarks about complex orientations.
Of course the map detI depends on I and on a complex orientation w but the
fibres
(detI)
−1(0) and (detI)
−1(∞) (4.11)
do not depend on a complex orientation. Only the identification of the target space
P1 = S2w depends on w.
Indeed the space of complex orientations
{w} = C∗ (or eiϕ if |w| = 1) (4.12)
acts on the complex sphere S2 = C∪∞ by the usual multiplication: for any ε ∈ C∗
detI,ε·w = ε · detI,w (4.13)
and one get
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Proposition 4.2. 1) All fibres of the map detI (4.10) over S
2 \ (0 ∪∞ ∪ S1) are
diffeomorphic:
(detI)
−1(z) = (detI)
−1(z′) for z, z′ 6= 0,∞, e2piiϕ. (4.14)
Of course one can send the target space S2 of this map to the interval [0, pi] by
the map h (2.12) such a way that one get the “Ka¨hler angle” map:
αI,w = h · detI,w: Gr↑(3, TXp)→ [0, pi]. (4.15)
(just as in the 2-dimensional case).
Moreover, as in the 2-dimensional case,
dimα−1I (z) = 8, dimα
−1
I (e
iϕ) = 5 and dimα−1I (0) = 7, (4.16)
and for α−1I (z) (4.14) there exists an extra phase map
α−1I (z)→ S1, (4.17)
whose restriction to the oriented Lagrangian Grassmannian is equal to the standard
phase map
det: Λ↑(3, TXp)→ S1p (4.18)
(see the begining of our story in §1).
Every V ∈ Gr↑(3, TXp) can contain one complex direction only, thus
rankMV ≥ 2. (4.19)
Remark. Hence instead of MV we can consider adjMV and the image
im(adjMV ) = zV ; ker(adjMV ) = ZV (4.20)
So if detMV = 0 then one has the orthogonal decomposition
V = kerMV ⊕ (kerMV )⊥V (4.21)
where ⊥W is the orthogonal to subspace of a Euclidien space W . Thus (kerMV )⊥V
is an oriented 1-subspace in V . But the plane〈
(kerMV )
⊥V , I((kerMV )
⊥V )
〉
(4.22)
is complex. This is a description of the canonical flag (zV ⊂ V ⊂ ZV ) (4.5).
So one get the map
f :α−1I (0)→ FC1,2(P(TXp)) = PTP(TXp) (4.23)
to the complex flags of type (1,2) in TXp = C3. Obviously a fibre of this map is S1.
More precisely, the P1-bundle which is the target space of the map f (4.23) has the
tautological bundle H (the Grothendick line bundle of a projectivisation) equipped
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with the Hermitian metric. The unit circle bundle of this line bundle is the source
of (4.23):
α−1I (0) = S
1(H). (4.24)
Recall that this is a description of any fibre of the map detI expect for {eiϕ} = S1.
Now if one consider the projection to P(TXp) then the fibre of this map over a
point z is the space of real rays in the vector space C2 = C3/z. Thus this fibre is
the unit 3-sphere
pr−1
C
(z) = S3 ⊂ C3/z. (4.25)
Using the Euler exact sequence it is easy to see that full fibre of αI over 0 is
α−1I (0) = S
3(TP(TXp)(−1)) (4.26)
that is, the unit 3-spheres fibration of the twisted tangent bundle TP(TXp)(−1) of
the complex projectivisation of the tangent space to X at p ∈ X . Of course
S3(TP(TXp)(−1)) = S1(H) (4.27)
and fibrewise
S3 → P1 (4.28)
is the Hopf fibration.
Remark. This is the first difference between the complex dimension 2 case and the 3-
dimension case: for 2-dimension case the fibre of α over 0 is just the projectivisation
of the tangent space PW− at p (see (2.13)).
The second is that the preimage
α−1I,w(pi/2) = (Λ↑)p (4.29)
has extremely small dimensional.
Definition 4.2. 1) An oriented 3-dimensional subspace V ∈ Gr↑(3, TXp) is called
3/2-pseudoholomorphic (3/2ps for short) if
αI(V ) = 0; (4.30)
2) it is called 3/2-anti-pseudoholomorphic (3/2aps for short) if
αI(V ) =∞. (4.31)
3) a pair (v ⊂ V ) where v is oriented 1-dimensional subspace of V is called super
Lagrangian (superLag for short) if
V ∈ (Λ↑)p. (4.32)
and super spLag if V is spLag.
Remark. 1) We know that the fibres 1) and 2) don’t depend on a complex orientation
w, but 3) depends on w.
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2) For the definition of Λ↑ we have to use the form ω which depends on I. So it
will be quite correct to write Λ↑(I).
Now we can describe the map αI (4.7) in other way using the form ω which is
defined by I (and our metric). Let us consider the open set
Gr↑(3, TXp) 6=0 = Gr↑(3, TXp)− (Λ↑)p. (4.33)
defined by
V ∈ Gr↑(3, TXp) 6=0 ⇐⇒ ω|V 6= 0.
Then any such V admits the decomposition
V = kerω|V ⊕ (kerω|V )⊥V (4.34)
and we fix the orientation of the plane
tV = (kerω|V )⊥V (4.35)
such a way that the volume ω|t is positive.
Then we get the map
βω: Gr↑(3, TXp) 6=0 → Gr↑(2, TXp) (4.36)
sending V to tV (4.25).
But for Gr↑(2, TXp) we have the classical Ka¨hler angle map
αp: Gr↑(2, TXp)→ [0, pi] (4.37)
sending a plane t to the same Ka¨hler angle (2.9).
Remark. This construction only depends on the conformal class of ω.
What we have to do now it is just “blowup the oriented Lagrangian Grassmannian
(Λ↑) inside the Grassmannian”: consider the space of pairs
˜Gr↑(3, TXp) = {(v ∈ V )
∣∣ v is the kernel of ω|V } (4.38)
and its projection to V :
σ: ˜Gr↑(3, TXp)→ Gr↑(3, TXp). (4.39)
Proposition 4.3.
(1) The map σ is an isomorphism over Gr↑(3, TXp) 6=0.
(2)
σ−1(Λ↑) = S
2(U) (4.40)
is the unit sphere bundle of the universal bundle U over the oriented Lagrang-
ian Grassmannian Λ↑. This space is the moduli space of super Lagrangian
3-directions (4.32).
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(3) The map (4.36) has a smooth extension to
βω: ˜Gr↑(3, TXp)→ Gr↑(2, TXp); (4.41)
and for any Lagrangian super direction v ∈ V
βω(v ⊂ V ) = v⊥V , that is, t(v⊂V ) = v⊥V
and V is 3/2− ph =⇒ βω(V ) = zV .
(4)
βωσ
−1(Λ↑) = Λ↑(2, TXp) ⊂ Gr↑(2, TXp),
and any fibre β−1ω (t) ⊂ S3(Q4)t, where Q4 is the universal quotient bundle
on Gr↑(2, TXp); let
PTXp ⊂ Gr↑(2, TXp)
be the projective plane of complex directions in the tangent space then
β−1ω (t) = I(t) ∩ S3(Q4)t = S1 ⇐⇒ t ∈ Gr↑(2, TXp)− PTXp
and
β−1ω (t) = S
3(Q4)t ⇐⇒ t ∈ PTXp.
(5) The composite of the maps (4.37) and (4.41) gives a smooth map
α˜I : ˜Gr↑(3, TXp)→ [0, pi]. (4.42)
Its geometric meaning is quite simple: α˜I sends V to the Ka¨hler angle of
tV . In particular α˜I((v ∈ V )) = pi/2.
Our map depends on the complex structure I. Now, what happens if we change
the initial complex structure slightly?
In our odd dimensional case, an oriented 3-subspace V ∈ Gr↑(3, TXp) doesn’t
determine a new complex structure on TXp compatible with the metric g. But a
flag (t ⊂ V ⊂ T ) where t is an oriented 2-plane in V and T is an oriented 4-subspace
determines a new complex structure on TXp compatible with the metric g. To see
this, consider the orthogonal decomposition into 2-dimensional subspaces
TXp = t⊕ t⊥T ⊕ T⊥ (4.43)
and put the standard complex structure on each 2-subspace of this decomposition.
Then one get a new complex structure
I(t⊂V⊂W ) (4.44)
on TXp such that t is a complex direction and T a complex subspace.
27
Now the description of the space of all flags (t ⊂ V ⊂ T ) is:
F2,3,4 = S
2(U)×Gr↑(3,TXp) S2(Q3)→ Gr↑(3, TXp). (4.45)
where U is the tautological bundle on the Grassmannian, Q the universal quotient
bundle and S2(∗) the unit sphere bundle of ∗.
Every new complex structure (4.44) determines a map
αI(t⊂V⊂T ) : Gr↑(3, TXp)→ [0, pi] (4.46)
which isn’t smooth along the oriented Lagrangian Grassmannian Λ↑(I(t⊂V⊂T )), and
a map α˜I(t⊂V⊂T ) (4.42) which is the regularisation of αI .
Again one has the subspace of 3/2-pseudoholomorphic oriented 3-subspaces
α−1I(t⊂V⊂W )(0) ⊂ Gr↑(3, TXp). (4.47)
and so on.
§5. Complex structures and globalisations
It is now time to describe the space of complex structures on TXp compatible
with our metric gp. To do this, consider the complexification of the metric quadric
gCp in TX
C
p = TXp ⊗ C; any compatible complex structure on TXp is given by
a maximal isotropic subspace T 1,0 ⊂ TXCp with respect to our quadric gCp . For
algebraic geometers it is quite convenient to projectivise all geometric objects. So
we have
Gp ⊂ P5 = PTXCp (5.1)
where Gp is the smooth 4-dimensional quadric in P5 = PTXCp of isotropic lines. The
projectivisation of T 1,0 ⊂ TXCp is a projective plane in Gp. There are two systems
of planes in any nonsingular quadrics which one can interpret as the Grassmannian
of lines in P3+. Then one system of planes on Gp is given by points of this P
3
+ (as
the set of lines through a point) and other one is given by planes (as the set of lines
in fixed plane) that is, points of the dual space (P3+)
∗ = P3−.
Proposition 5.1. These systems of planes on Gp are distinguished by the orienta-
tion of X.
Each of these spaces is the projectivisation of a spinor space at a point p ∈ X :
P3± = PW
±; PW+ = (PW−). (5.2)
The projective space PTXCp has a real structure, with respect to which the metric
quadric Gp (4.34) is real:
θ:Gp → Gp (5.3)
without fixed points, that is, without real points. Therefore θ must send one system
of planes on Gp to the other:
θ:P3+ → P3− = (P3+)∗. (5.4)
Thus θ determines a projective Hermitian structure on P3+. One gets
28
Proposition 5.2. The space of complex structures on TXp compatible with the
metric gp and the orientation of X is P3 = PW+p . (Just as in the 2-dimensional
case).
Now one has the map
cp:F2,3,4 = S
2(U)×Gr↑(3,TXp) S2(Q)→ PW+p . (5.5)
sending a flag (t ⊂ V ⊂ W ) to the complex structure I(t⊂V⊂W ) (compare with
(2.6)). Here and over there U and Q are the universal subbundle and quotient
bundle of the Grassmannian.
Proposition 5.3. The fibre
c−1p (I(t⊂V⊂W )) = α
−1
I(t⊂V⊂W )
(0). (5.6)
(See (4.46–4.47)).
Our complex structure I is the point of PW+p
Ip ∈ PW+p (5.7)
and the conjugated complex structure
I = θ(I) ∈ PW−p . (5.8)
But this point determines the projective plane
(P2
I
)p ⊂ PW+p . (5.9)
Proposition 5.4. 1) Every pair (I, I ′) of complex structures on TXp has unique
common complex direction.
2) The plane P2
I
is canonically isomorphic to the projectivisation PTXp of the
tangent space (in the complex structure I).
3) Every oriented plane t in TXp defines a line lt ∈ PW+p , that is, a point of the
complex quadric Gp (5.1). This map
sp: Gr↑(2, TXp)→ Gp (5.10)
is an isomorphism.
Indeed, every pair of points I, I ′ ∈ PW+p determine two projective planes
PT 1,0I ,PT
1,0
I′ ⊂ Gp ⊂ PTXCp (5.11)
(see (5.1)). These planes in the quadric have one intersection point
PT 1,0I ∩ PT 1,0I′ = z(I, I ′) ⊂ PTXCp (5.12)
which gives the common holomorphic direction. This gives 1).
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To get 2), consider the map
z(I, ):P2
I
→ PT 1,0I (5.13)
sending a plane I ′ ∈ P2
I
to the intersection point z(I, I ′). It is easy to see that this
map is an isomorphism.
So one get the following interpretation of the right hand spinor space (5.2)
W+p = C · I ⊕ TXp (5.14)
because of the equality TXp = T
1,0
I .
Now for any point p ∈ P2
I
one has the projective line
〈I, p〉 ⊂ PW+ (5.15)
of complex structures.
Proposition 5.5. 1) Every complex structure of the family of complex structures
〈I, p〉 has the same complex direction common with I.
2) For every complex direction p of a complex structure I the family FI(p) of
complex structures every of which containes p as a complex direction is the family
(5.15):
FI(p) = 〈I, p〉 ⊂ PW+ (5.16)
Now we can identify the family of complex structures FI(p) (5.16) with p given
by the complex direction t ⊂ T 1,0I with the space of complex structures on
C2 = R4 = T 1,0I /t. (5.17)
This can be identified with the target space of the map pr+ (2.6) for the complex
2-dimensional case (see §2). That is, we have the identification
〈I, p〉 = P1+
for TXp = R4 and the map
pr+: Gr↑(2, TP
2
θ(I))→ 〈I, p〉 (5.18)
Now we have to switch on our form ω to get the Ka¨hler angle map (2.11)
Gr↑(2, TP
2
∞)
pr+−−→ 〈I, p〉 h−→ [0, pi]; (5.20)
see (2.7–2.13).
So under the identification of a point p of the plane P2θ(I) to the complex direction
t ⊂ T 1,0I we get an identification of the family FI(p) (5.15) with the family of complex
structure 〈I, p〉 = S2 on C2 = T 1,0I /t (5.16).
Thus all the maps (2.12)
h: 〈I, p〉 → [0, pi] (5.21)
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are restrictions to lines 〈I, p〉 ⊂ P3 of the map
P3
σ−→ S6I h−→ [0, pi], (5.22)
where σ is the blowdown of the projective plane P2θ to the point ∞. Let us denote
this composite by
hI :S
6
I → [0, pi] (5.23)
and call it the height function (for the 3-dimensional case).
This 6-sphere S6 is a fibre of the Thom space of the complex vector bundle TXI
for the initial aK structure on X .
So in the 2-dimensional case we have the map (2.12) P1+ = S
2 h−→ [0, pi] and in
3-dimensional case we have the map (5.23) of a fibre of the Thom space
Th(TXIp )
hi−→ [0, pi]. (5.24)
Again we have two points I = 0 and
I = θ(I) =∞ (5.25)
such that all its inverse images are points:
h−1I (0) = I; h
−1
I (∞) = I (5.26)
and all other fibre we can lift by σ−1 (5.22) to P3 and project (from I) to the
projective plane P2θ:
ψ = σ−1 · prI : h−1i (ϕ)→ P2θ. (5.27)
It is easy to see that this map is surjective and the fibre over an I-complex direction
z ∈ PTXIp
ψ−1(z) = h−1(ϕ) (5.28)
is the actual phase circle of the standard Ka¨hler angle map (2.12) (2-dimensional
case)
h: 〈I, z〉 → [0, pi] (5.29)
sending a complex structure I ′ ∈ 〈I, z〉 to the complex structure on R4 = TX/z
with Ka¨hler angle ϕ.
In particular h−1(pi/2) is the circle of complex structure {I ′} ⊂ 〈I, z〉 such that
any I ′-complex direction in R4 = TX/z is Lagrangian (more precisely I-Lagrangian.
Now in the direct product
Gr↑(2, TXp)× P3+ (5.30)
one has subspace ∧
univ
= {(t, I) ∣∣ ωI |t = 0}. (5.31)
In particular for every t ∈ Gr↑(2, TXp) we have
It = (t,P3+) ∩
∧
univ
∈ P3+, (5.31)
that is, the space of all complex structure for which t is Lagrangian.
In the same vein, we have subspaces of P3+:
IV = {I
∣∣ ωI |V = 0} (5.32)
and so on. We leave the problem of describing these subspaces as exercises for the
reader.
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Globalisation. In the 3-dimensional case, our pointwise constructions have “mod-
uli”. Before globalising them, let us bring together all observations coming from our
local investigations.
(1) First of all, the dependence of the map detl,w on I and on the complex
orientation w (see (4.6)) was described by the formula (4.13).
(2) The blowup of the Grassmannian ˜Gr↑(3, TXp) (4.39) has the regular map α˜I
(4.42) to the interval [0, pi] which is submersive over the open interval (0, pi);
that is, all its fibres are diffeomorphic.
(3) This map α˜I (4.42) factors as
α˜I : ˜Gr↑(3, TXp)
d˜etI−−→ P1 = S2 h−→ [0, pi], (5.33)
where d˜etI is the regularisation of the map (4.10) after the blowup of Λ↑.
The main observation is
Proposition 5.6. The map d˜etI (5.33)
˜Gr↑(3, TXp)→ P1 = S2 (5.34)
is submersive everywhere over the target sphere;
2) All fibres of this map are diffeomorphic and
d˜etI
−1
(z) = α−1I (0). (5.35)
In particular, as in the 2-dimensional case, the space d˜etI
−1
(eiϕ) of super special
Lagrangian subspaces is isomorphic to the space of 3/2-pseudoholomorphic sub-
spaces:
d˜etI
−1
(eiϕ) = α−1I (0). (5.36)
Moreover, as in the 2-dimensional case, for every fibre α˜−1I (z), z 6= 0,∞ there
exists an extra phase map
α−1I (z)→ S1, (5.37)
which for the oriented Lagrangian Grassmannian coincides with the standard phase
map
det: Λ↑(3, TXp)→ S1p (5.38)
described in §1.
We now globalise these maps. First of all, one has the oriented Grassmannisation
of the tangent bundle:
pi: Gr↑(3, TX)→ X (5.39)
which fibrewise is Gr↑(3, TXp), and the fibration
pi: ˜Gr↑(3, TX)→ X (5.40)
32
of blown up Grassmannians
σ: ˜Gr↑(3, TX)→ Gr↑(3, TX)
along Λ↑(TX).
Secondly, we have to globalise the target 2-spheres. The geometric meaning of
formula (4.13) is that the target space of the globalising of the fibre-by-fibre maps
detI,w (4.10) is the projective P1-bundle
P(OX ⊕OX(−KX)). (5.41)
This vector bundle OX ⊕ OX(−KX) isn’t simple. In particular its automorphism
group contains the multiplicative group
C∗ ⊂ Aut(OX ⊕OX(−KX)) (5.42)
which preserves the decomposition. Of course we can consider this subgroup as the
subgroup of the automorphism group of the line bundle L−K = OX(−KX):
C∗ ⊂ Aut(L−K). (5.43)
Definition 5.1. The choice of an isomorphism
2∧
(OX ⊕OX(−KX)) = L−K (5.44)
is called a global complex orientation of X .
Thus the space of global complex orientations is again C∗.
Remark. Actually, we will consider slightly deformed Algebraic Geometry. Thus
the initial almost complex structure on X is a holomorphic structure on X , and we
have the isomorphism
C∗ = Aut(L−K) (5.45)
of the group of holomorphic isomorphisms of the holomorphic line bundle L−K .
In the general case, this identification is defined up to any gauge transformation
of L−K .
Example. The CY case. In this case a global complex orientation is given by a
choice of a holomorphic 3-form θ.
We now fix a global complex orientation w of X as in (5.12); then we have the
globalisation of the map (4.10)
detI : Gr↑(3, TX)→ P(OX ⊕OX(−KX)) (5.46)
of the fibrations over X .
The restriction of this map to the oriented Lagrangian Grassmannisation Λ↑(TX)
gives the map
det: Λ↑(TX)→ S1(L−K) ⊂ P(OX ⊕OX(−KX)) (5.47)
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(just as in (2.42)).
This target bundle (a ruled fourfold) has two sections
S0 = P(OX) and S∞ = P(OX(−KX)), (5.48)
and an S1-subbundle
S1(L−K) ⊂ P(OX ⊕OX(−KX)). (5.49)
and these three subspaces are pairwise disjoint.
The regularisation of the map (5.46) is the map
d˜etI : ˜Gr↑(3, TX)→ P(OX ⊕OX(−KX)), (5.50)
which is submersive and smooth.
Finally, over every point p ∈ X the space of pairs (I, w) of oriented complex
structures is a lifting of the projective space P3+ to a vector space W
+:
W+p = {(I, w)}. (5.51)
Proposition 5.7. The space of oriented complex structures is the vector bundle
W+ = OX ⊕ TX. (5.52)
The automorphism group AutW+ containes C∗ acting by homotheties on TX .
This subgroup can again be identified to C∗ ⊂ AutL−K .
The fibrewise blowdown of the subbundle PTX to point gives the Thom bundle
S = TX ∪X∞, (5.53)
which fibre-by-fibre is a S6-bundle (see (5.22)).
§6. SpLag and sdAG 3-cycles
Now for any oriented 3-dimensional submanifold Y ⊂ X the embedding i: Y → X
has a Gauss lifting:
G(i): Y → Gr↑(3, TX)|Y (6.1)
sending a point y ∈ Y to the oriented subspace TYy ⊂ TXy. The composite of this
Gauss map and the map detI (5.46) gives the map
detI : Y → P(OX ⊕OX(−KX))|Y . (6.2)
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Definition 6.1. 1) An oriented 3-dimensional cycle Y ⊂ X is 2/3-pseudoholo-
morphic (2/3-ph for short) if
detI(Y ) ⊂ S0 (6.3)
(see (5.48));
2) it is called 2/3-anti-pseudoholomorphic (2/3-aph for short) if
detI(Y ) ⊂ S∞. (6.4)
It is easy to see that Y is Lagrangian iff
detI(Y ) ⊂ S1(L−K). (6.5)
As before, let aL−C be the Levi–Civita connection on the anticanonical line bundle
L−K and
FL−C ∈ Ω2(X) (6.6)
the curvature of this connection as a 2-form on X .
Definition 6.2. An oriented 3-cycle Y on X is canonically flat if there exists a
simple connected submanifold B ⊃ Y such that
FL−C |Y = 0. (6.7)
As before, if Y is canonically flat then there exists a canonical trivialisation of
the restriction of the target bundle of the map detI
P(OX ⊕OX(−KX))|Y = Y × P1
and a canonical projection
pr:P(OX ⊕OX(−KX))|Y → P1 = S2 (6.8)
The composite of these maps gives the map of a canonically flat cycle Y :
mI = pr · detC ·G(i): Y → S2. (6.9)
To use the regularisation of this map, that is, the map (5.50), we have to correct
slightly the definition of 3-dimensional cycle: every 3-cycle Y has the (compact)
subset
YΛ = {y ∈ Y
∣∣ TYy ∈ Λ↑(3, TXy)}, (6.10)
that is, the set of points with Lagrangian tangent space.
Now on Y \ YΛ there is defined the field of directions
0→ ker(ω|Y )→ TY ω−→ T ∗Y (6.11)
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Definition 6.3. A pair (v, Y ) where v is any smooth extension of the field of
directions kerω|Y from Y \YΛ to Y is called a supercycle if this field is parallel with
respect to the Levi–Civita connection on TY .
For example, any 3/2-ph cycle can have only one supercycle structure: YΛ = ∅
and ω|Y has to be parallel with respect to g|Y . We call it s3/2-ph cycle for short
and we have to give the
Warning. Not every 3/2-ph cycle is s3/2-ph cycle.
But for a Lagrangian cycle supercycle structure is given by any character of the
fundamental group of Y .
Now for any oriented super submanifold (v, Y ) there exists a Gauss lifting of the
embedding i: Y → X :
G(i): (v, Y )→ ˜Gr↑(3, TX)|Y (6.12)
sending a point y ∈ Y to the oriented pair
vyTYy ∈ ˜Gr↑(3, TXy). (6.13)
The composite of this Gauss map and the map d˜etI (5.50) gives the map
detC: Y → P(OX ⊕OX(−KX))|Y . (6.14)
Definition 6.5. 1) An oriented 3-dimensional supercycle (v, Y ) is called a Lagrang-
ian supercycle if
detC(Y ) ⊂ S1(L−K) (6.15)
(see (5.49));
So for any canonical flat 3-dimensional supercycle (v, Y ) the complex phase map
mC = pr ◦ detC ◦G(i): Y → S2. (6.16)
is well defined as the composite of standard regularised maps.
The target sphere S2 of this map has two special points
0 = P1 ∩ S0 and ∞ = P1 ∩ S∞, (6.17)
and the circle
S1 = P1 ∩ S1(LK). (6.18)
This sphere admits the standard complex structure, and one has the decomposition
(2.37–2.38)
S2 = C ∪∞ = D+ ∪ S1 ∪D−.
We can extend the list (6.3–6.5) by the following cases:
mC(Y ) ⊂ D+ ⇐⇒ Y is 2/3-symplectic,
mC(Y ) ⊂ D− ⇐⇒ Y is 2/3-antisymplectic,
and so on.
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Definition 6.4. 1) A canonically flat cycle Y is a sdAG cycle if mC(Y ) is a point
in the target sphere S2 (6.16), that is, the differential of this map vanishes:
dmC = 0. (6.19)
3) a sdAG cycle Y is a spLag cycle if
mC(Y ) ∈ S1 ⊂ S2 (6.20)
(see (6.18); it is easy to see that this map forgets super structure);
4) a sdAG cycle Y is called α-cycle if
αI(Y ) = α ∈ [0, pi]. (6.21)
It is easy to see that
1) a sdAG cycle Y is 2/3-ph iff
mC(Y ) = 0 ∈ S2, (6.22)
and is 2/3-aph iff
mC(Y ) =∞ (6.23)
(see Definition 5.1).
Mirror digression: CY threefolds. Again, every Lagrangian 3-cycle is canoni-
cally flat if X is a simply connected Calabi–Yau threefold. In this case B = X again
and there exists a global complex phase map
mC: ˜Gr↑(3, TX)→ S2 (6.24)
such that for every super 3-cycle Y its complex phase map is the composite of the
Gauss map and this universal map.
Moreover every sdAG cycle Y on a CY threefold X defines a complex orientation
of X , that is, a trivialisation of the canonical line bundle
∧3
TX . Such a trivial-
isation is given by a choice of a holomorphic 3-form θ. A pair (X, θ) is called an
oriented CY threefold.
A spLag cycle Y on an oriented CY threefold X is Lagrangian with respect to
the Ka¨hler form ω and satisfying the condition
Re θ|Y = 0 (6.25)
(see [H-L]).
Our aim is to investigate the local deformation theory of super sdAG cycles in
complex threefolds just as we did in §3 for the case of aK surfaces (see (3.24–3.28)).
Recall that the starting point of this investigation was the theory of complete linear
systems of holomorphic curves on algebraic surfaces. The main fact about such
deformation theory was Observation 3.1. In 3-dimensional case our experience is
the local deformation theory of spLag cycles on CY threefolds.
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Such local deformation theory is quite well understood (for a survey, see for
example [H]). Let MY be the local deformation space of spLag cycles around a
smooth spLag cycle Y . Then the tangent space to the moduli space at the point Y
is
TMY = H1(Y,R) (6.26)
the space of harmonic 1-forms (in the induced metric) on Y .
This space is the space of infinitesimal deformations and the obstructions space
for the Kuranishi family of deformations is H2(Y,R). However, onece more, there
are no genuine obstructions: every infinitesimal deformation extends to a geometric
deformation (just as for holomorphic curves on an algebraic surface S of positive
geometric genus, see (3.17)).
On the other hand, if Y is a homology sphere (that is, H∗(Y ) = H∗(S3)) then
this spLag cycle is rigid.
Now let SM(v,Y ) be the local deformation space of super spLag cycles around a
smooth super spLag cycle (v, Y ). Then the tangent space to the moduli space at
the point (v, Y ) is
TSM(v,Y ) = H1(Y,R)⊕ i ·H1(Y,R) = H1(Y,C) (6.27)
as the space of harmonic complex 1-forms (in the induced metric) on Y .
This space is the space of infinitesimal deformations and the obstructions space
for the Kuranishi family of deformations is H2(Y,C). However there are no genuine
obstructions again: every infinitesimal deformation extends to a geometric deforma-
tion.
But now, just as in the 2-dimensional case
the Geometry of special Lagrangian supercycles can be deformed
to the Geometry of sdAG 2/3-pseudoholomorphic supercycles.
Indeed, let eiϕ be the image of spLag supercycles. Then the space of special super
Lagrangian directions is
m−1
C
(eiϕ) ⊂ S2(U) ⊂ ˜Gr↑(3, TX), (6.28)
where mC is the universal complex phase map (2.24), S
2(U) is the unit sphere
bundle of the tautological bundle over the Lagrangian Grassmannisation Λ↑(3, TX)
of the tangent bundle to X .
Now we can deform this fibre along the meridian to the north pole 0 of the target
space of the universal complex phase map (2.24) (see (6.17)). So we get a family of
geometries parametrised by the interval [0, pi/2]
G = m−1
C
([0, pi/2]) (6.29)
which gives a smooth bordism between the special Lagrangian super Geometry given
by the space of super directions (6.28) and the slightly deformed Algebraic Geometry
given by the space of 3/2-pseudoholomorphic directions
m−1
C
(0) ∈ Gr↑(3, TX). (6.30)
This is the explanation why we have the local deformation theory for s3/2-ph cycles
as good as the the local deformation theory for spLag supercycles: let S3/2MY
be the local deformation space of s3/2-ph cycles around a smooth s3/2-ph cycle Y .
Then
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Proposition 6.1. 1) The tangent space to the moduli space at the point Y is
TS3/2MY = H1(Y,C); (6.31)
2) this space has a “canonical” complex orientation;
3) there are no genuine obstructions: every infinitesimal deformation extends to
a geometric deformation.
For the proof we have to imitate the arguments of Hitchin [H] and McLean in
the complex version.
Remark. We should remark that our proposed complex version of the theory of
spLag cycles is not contained within symplectic geometry. Indeed, sdAG cycles
don’t have to be symplectic in general. We consider the metric as the fundamental
object, not the symplectic form ω. Indeed if we are changing the almost complex
structure It starting with an aK triple (ω0, I0, g) preserving our metric g and such
that ωt are harmonic, then, for small enough t, in the Hermitian triple (ωt, It, g)
the 2-form ωt is positive, but after some time it loses this property and we go out
of symplectic stuff.
One of the reasons why it is fruitful to go outside symplectic geometry is the
main Hitchin construction from [H]. The point is that locally the moduli space
MY of deformations of spLag cycles in fixed CY threefold X around Y can be
embedded in the space H1(Y,R) × H2(Y,R) and the image is spLag cycle with
respect to the standard symplectic structure (recall thatH1(Y,R) = H2(Y,R)∗), the
standard complex structure which define the metric. This metric isn’t Riemannian
but ultrahyperbolic (but the restriction to Y is Riemannian). See [H]. It is easy to
see that one can change this triple canonically in such a way that the restriction
to Y doesn’t change and the new metric is Riemannian but the image of MY isn’t
symplectic, and with respect to this new triple the image of the moduli space is
sdAG but not spLag.
So the complex version of the spLag cycles is productive to preserve the standard
pattern: “a moduli space of complex submanifolds is a complex manifold” (like
complete linear systems on an algebraic surface).
Observation. The moduli space of sdAG supercycles is sdAG.
The last remark in the Calabi–Yau set-up is the following: if you believe in
Strominger, Yau and Zaslov’s version of mirror symmetry (see [SYZ]), we can expect
the following:
Great Expectations [D]. 1) There exists a natural compactification
|Y | (6.32)
of the global moduli space of all s3/2-ph deformations of a smooth s3/2-ph cycle Y
in a Calabi–Yau threefold X (we call it a complete linear system of s3/2-ph cycles).
2) The natural complex structure (given by the equality (6.31) is integrable and
extends to the complete variety |Y |; then
Y = T 3 = S1 × S1 × S1 =⇒ |Y | = X ′ is a CY threefold. (6.33)
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But even outside the Calabi–Yau set-up, these constructions give a beautiful
family of Geometries. We conclude our collection of definitions and constructions
by extending them to complex threefolds with positive and negative canonical class.
In the set-up of CY threefolds, one can reproduce the following collection of
notions: suppose Y is a 2/3-symplectic oriented cycle in X . Then the image
mC(Y ) ⊂ D+ is a compact subset and there exists a unique minimal disc containing
this image
mC(Y ) ⊂ DY ⊂ D+ (6.34)
(see (2.39)).
Again,
(1) the centre cY of the disc DY is called the centre of Y ;
(2) the radius rY of the disc DY is called the radius of Y ;
(3) Y is called ε-spLag if
cY ∈ S1 and rY < ε (6.35)
It would be great to get some analogue of Donaldson’s Theorem 2.1 for ε-spLag
cycles.
Now consider an simple connected smooth algebraic threefold X with canonical
class KX > 0 (or KX < 0). We would like to deform slightly the 2/3-ph geometry,
by considering a distinguished family of oriented 3-cycles. Again these cycles are
determined by their first order infinitesimal behavior, that is, the cycles defined by
properties of their Gauss lifts.
We can lift the projective bundle P(OX ⊕OX(−KX)) to a vector bundle
VK =OX ⊕OX(KX) if KX > 0,
and OX ⊕OX(−KX) if KX < 0. (6.36)
General type (KS > 0). In this case, we consider a nonvanishing section s (or
a section vanishing along a “divisor”) to get a section of the projective bundle
P(OX ⊕OX(−KX)), like S0 and S∞ (5.48).
In the Ka¨hler (algebraic) case we have a finite dimensional family of holomorphic
sections
s ∈ H0(VK) = C⊕H0(OX(KX)) (6.37)
We write pg = dimH
0(OX(KX)) for the geometric genus of X , that is, the complex
dimension of H3,0(S). The family of such sections defines a family of sections of the
projectivisation PVK
S2pg = Cpg ∪ {∞ \ point}, (6.38)
where Cpg = {(1, s)} is the space of nonvanishing sections and PH0(OX(KX)) =
|KX | is the complete canonical linear system, points of which give the same linear
subbundle, that is, the same section of the projectivisation. That is, the map
σ∞:PH
0(OX(KX))→ S2pg (6.39)
isn’t holomorphic, and blows the hyperplane |KX | down to the point ∞.
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Now the Levi–Civita connection gives the Hermitian structure on the canonical
bundle LK = OX(KX) and, similarly, the Hermitian structure on C2pg ∪{∞\point}
gives the standard metric on this sphere. Thus we can identify our sphere with the
dual sphere (see (2.57–2.60)).
So this sphere contains the “equator”
S2pg−1e = {z
∣∣ ‖z‖ = 1} ⊂ C2pg . (6.40)
Again interpretation of C2pg ∪ {∞ \ point} as the space of sections gives us the
embedding
ican:PVK → PH0(VK)∗ ×X (6.41)
and the projection of the trivial bundle to the fibre gives the map
ican:PVK → PH0(VK)∗ → S2pg . (6.42)
Finally, the composite of this projection and the blowdown (6.39) gives the map
pr:PVK → S2pg . (6.43)
Now for any cycle Y ⊂ X , the composite of the Gauss map, the projection d˜etI
(5.50) and (6.43) defines the complex phase map
mC = pr ◦ d˜etI ◦G(i):X → S2pg . (6.44)
Now in terms of this phase map, one can define the analogues of the sdAG and
spLag cycles known in the Calabi–Yau case.
Definition 6.6. A cycle Y ⊂ X is called a sdAG cycle if mC(Y ) is a point, or
equivalently
dmC = 0. (6.45)
Definition 6.7. 1) A 3-cycle Y is called weakly Lagrangian (wLag cycle for short)
if
mC(Σ) ⊂ S2pg−1e , (6.46)
where S
3pg−1
e is the equator ;
2) Y is called a spLag cycle, if it is a sdAG cycle and
mC(Y ) ∈ S2pg−1e . (6.47)
The equator divides the target sphere of the complex phase map into upper and
lower hemispheres:
S2pg = D+ ∪ S2pg−1e ∪D−, (6.48)
and the entire catalogue of definitions (such as Definition 2.3), properties and facts
can be repeated in this new set-up.
Fano case. Finally, it is quite easy to see what to do if KS < 0: we change the
sign of the canonical system KS → −KS , getting the sphere
S2h
0(OS(−KS)) (6.49)
as the target sphere of the complex phase map. After that, we can repeat all our
constructions and definitions.
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§7. Geometry of 3/2-pseudoholomorphic supercycles
Whereas the system of differential equations for spLag cycles are notoriously
complicated (see [H-L]), that for s3/2-ph cycles is much simpler. But instead of
describing it, we explain why s3/2 pseudoholomorphic Geometry is a slight defor-
mation of Algebraic Geometry. There is a type of complex oriented threefolds (that
is, with trivial canonical class) which are 2-connected, and thus can’t be Ka¨hler. In
this case the Geometry of s3/2-ph cycles is the unique tool for investigations. It is
proper to show how the s3/2 AG works in this case.
Recall briefly the general properties of such type manifolds. The class of such
manifolds was introduced by Miles Reid [R] in the set-up of the investigation of
minimal models theory of complex threefolds. Almost at the same time R. Friedman
in [F] proposed the basic construction of such manifolds in the set-up of his theory
of infinitesimal deformations of singular complex manifolds. So it is resonable to
call these complex manifolds Friedman–Reid manifolds (FR threefolds for short) in
the same vein as in the Ka¨hler case, we call it Calabi–Yau (CY for short) threefolds.
Definition 7.1. A FR threefold is a compact smooth complex threefold X such
that
Hp(X,Ωq) = 0 for p+ q 6= 0, 3, 6, (7.1)
where Ω is the cotangent bundle of X , and X is 2-connected:
pin(X) = 0 for n < 3. (7.2)
C.T.C. Wall proved that all FR threefolds are diffeomorphic to a connected sum
of g copies of S3×S3, where g is any positive integer, which we call the genus of X .
The main properties of FR threefolds are just the same as of CY threefolds:
Main properties ([C], Proposition 1.3). For a FR threefold X,
(1) The Hodge spectral sequence
Ep,q2 = H
q(X,Ωp) (7.3)
degenerates at E2. Thus the cohomology of X has an integral Hodge structure
which is pure of weight 3.
(2) The local deformation space of X is unobstructed, smooth with the tangent
space at X equal to
H1(TX) = H1(X,Ω2) = Cg−1. (7.4)
(3) Let F 2H3(X,C) be cohomology classes which can be represented by d-closed
forms of types (3,0) and (2,1). Then we get the orthogonal decomposition
H3(X,C) = F 2H3(X,C)⊕ F 2H3(X,C) (7.5)
and the Hermitian form
(1/2i)
〈
α, β
〉
. (7.6)
Recall that the signature of this Hermitian form (7.6) is called the signature of
X .
As usual we fix a complex orientation of X that is a holomorphic 3-form θ and
the pair (X, θ) is called an oriented FR threefold.
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The theory of periods of FR threefolds. In terms of the Hodge structure on
X , the existence of an integral 3-cohomology class
[Y ] ∈ H3(X,Z) (7.7)
which can be realised as a smooth 3/2-pseudoholomorphic cycle Y gives one equation
on the period domain of FR threefolds. Indeed, as for K3 surfaces, in this case∫
Y
θ = 0. (7.8)
Definition 7.2. A 3-cohomology class [Y ] is called a polarisation of X if there
exists a global moduli space |Y | of all deformations of Y in X as s3/2-ph cycles with
the (natural) complex structure (we call it a complete linear system) such that
1) the complete linear system |Y | is an algebraic variety and
2) the complex dimension
dim |Y | > 2 (7.9)
Remark. You can see that the dimension of the moduli space works in the same way
as Riemann–Roch formula plus adjunction formula in the case of complex surfaces.
Now we can define the analogue of the Picard lattice for FR threefolds:
Definition 7.3. The sublattice
3/2-Pic(X) ⊂ H3(X,Z) (7.10)
generated by s3/2-ph cycles is called the 3/2-Picard lattice of X .
In the same vein, using the Hermitian form (7.6), we can define the sublattice of
transcendental cycles:
Tr(X) ⊂ H3(X,Z), (7.11)
and these constructions are absolutely parallel to the standard constructions for K3
surfaces.
We now return to the local geometry around a smooth s3/2-ph cycle Y .
For any 2/3-ph smooth cycle Y we have the orthogonal “Hodge decomposition”
TY = ker(ω|Y )⊕ TYI (7.12)
where TYI is the complex directions of the tangent bundle of Y .
Definition 7.4. A smooth s3/2-ph cycle Y is called wrapped iff there exists a
smooth holomorphic curve
C ⊂ Y (7.13)
inside Y .
Now to define a wrapped cycle in terms of the holomorphic curve C, we have to
consider the normal bundle
NC⊂X (7.14)
of our curve in X . The action of the complex structure operator I on the subspace
ker(ω|Y ) (7.12) defines the subbundle
LY = 〈ker(ω|Y ), I(ker(ω|Y ))〉 . (7.15)
which is a complex subbundle.
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Proposition 7.2. LY is a holomorphic subbundle of the holomorphic rank 2 bundle
NC⊂X (7.14).
Roughly speaking our s3/2-ph cycle Y wraps the zero section in the line bundle
LY .
Now by the definition
3/2-ph cycle Y is a supercycle =⇒ degLY = 0 (7.16)
and we get
Proposition 7.3. For s3/2-ph cycle Y ,
(1) the line bundle LY admits a flat U(1)-connection,
(2) that is, there exists the character of the fundamental group of Y
ρ: pi(Y )→ U(1) (7.17)
which gives our line bundle:
Lρ = LY , (7.18)
and
(3)
Y = S1(Lρ) (7.19)
is the unit circle bundle of this flat U(1)-bundle. In particular, topologically
Y = C × S1. (7.20)
Let us return to FR threefolds. Such manifold has no nontrivial line bundles, and
has no divisors. But some FR threefolds have an infinity of mutually disjoint rigid
elliptic curves. Consider such FR threefold X with such a set {Ci} of holomorphic
elliptic curves. The normal bundle of any such curve is
NC⊂X = OC(ξ)⊕OC(−ξ) for ξ ∈ Pic0(C), (7.21)
with
h0(OC(ξ)) = h1(OC(ξ)) = h1(OC(−ξ)) = h0(OC(−ξ)) = 0 (7.22)
and any line subbundle L of degree 0 is either OC(ξ) or OC(−ξ). So in this case we
have two wrapped s3/2-ph cycles Y+ and Y− which topologically are
C × S1 = T 3 = S1 × S1 × S1. (7.23)
Then modulo the Great Expectations we have the complex 3-dimensional mani-
fold |Y+| and the question is:
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Typical question. How many other elliptic wrapped s3/2-ph cycles are in |Y+|?
Remark. You can see yourself what happens if NC⊂X is a twisted Atiyah bundle
(we get one s3/2-ph cycle) or the trivial bundle twisted by a point of second order
of Pic0(C) (we get a S
2-family of s3/2-ph cycles).
We finish with the following construction: 3/2-ph cycles in X are what we need
for the theory of FR structures. Let X be a FR threefold,
[Y ] ∈ 3/2-Pic(X) (7.24)
(see (7.10)) and Y+ and Y− are two s3/2ps cycles from this cohomology class.
Definition 7. 5. Such two cycles are called K3 cobordant if there exists a smooth
4-submanifold S which is a complex symplectic surface in the sense of §2 of [D2]
such that
∂S = Y+ ∪ Y−;
that is, S is a complex surface with a holomorphic symplectic form
θ2 ∈ Ω2,0. (7.25)
Of course this construction relates closely to the “complexification” of the diffeo-
morphism group of Y± and to Nahm’s equations (see [D2]) but on the other hand,
this complex symplectic bordism gives a special loop in the intermediate jacobian
J3(X) = F 2H3(X,C)/H3(X,Z). (7.26)
This set-up is closely related to the theory of vector bundles on FR and CY three-
folds, and you can consider the paper [T] as the continuation of these considerations.
On the other hand if Y± are wrapped on curves C± the rank 2 vector bundle E
on the complex symplectic bordism S such that
E|C± = NC±⊂X (7.27)
we can consider as the analogue of a rational function between two divisors. What
a large new field of Numerical Geometry! So, you can see that this subject is open
for investigations and You can move this Geometry Yourself. Good Luck!
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