Most machines of the last generation of distributed memory parallel computers possess speci c routers which are used to exchange messages between non-neighboring nodes in the network. Among the several technologies, wormhole routing is usually prefered because it allows low channel-setup time, and reduces the dependency between latency and inter-node distance. However, wormhole routing is very susceptible to deadlock because messages are allowed to hold many resources while requesting others. Therefore, designing deadlock-free routing algorithms using few hardware facilities is a major problem for wormhole-routed networks.
Introduction
In the last few years, wormhole routing 20] became one of the most popular switching mode for routing in networks, mainly because it allows low channel-setup time, and reduces the dependency between latency and inter-node distance. Wormhole routing uses a cutthrough 50] technique for switching. We refer to 58] for a detailed survey of the wormhole technique.
In most of the switching modes, messages are transformed into one or more packets, each packet carrying routing information in its header. This information is used by routers to relay packets from their source to their destination. Roughly speaking, in wormhole routing, each packet is in turn divided into a number of its ( ow control digits), the header it(s) of a packet governs the route, and the remaining its follow in a pipelined fashion. Wormhole routing is hence very susceptible to deadlock because messages are allowed to hold many resources while requesting others. Designing deadlock-free routing algorithms using few hardware facilities is a major problem for wormhole-routed networks.
Many papers have been devoted to the crucial problem of deadlock avoidance in wormholerouted networks. References 20, 21, 23, 25, 26, 27, 29, 30, 49, 52, 53, 69, 70 ] is a non exhaustive list of papers giving necessary and su cient conditions for deadlock avoidance. Even if all these papers deal with wormhole routing, the hypotheses slightly di er from one paper to another. In particular, the routing function is not exactly de ned in the same way in all the papers. Some of them consider routing functions which select the output channel as a function of the current node and the destination, while others consider routing functions which select the output channel as a function of the input port and the destination. Moreover, some consider adaptive routing while others restrict their study to non adaptive routing. Similarly, some papers focus on one-to-one routing while others deal with one-to-many routing. Actually, one can nd so many ways of de ning routing functions in the literature 6, 15, 35, 48] that it is often di cult to gure out whether the known results about deadlock avoidance apply to these routing functions.
In this paper, we describe a general framework for the deadlock avoidance problem in wormhole routed networks. This theory is grounded on a very general description of what can be a routing function. The routing decision is taken according to two parameters only: the information brought by the header, and the state of the current router. This description captures most of the possible ways of describing routing functions that one can nd in the literature (one-to-one or one-to-many). Using this general de nition, we derive a necessary and su cient condition for deadlock free wormhole routing. This condition applies to a very large class of routing functions, and not only to the ones which select the output channel as a function of the current node or the current input channel, and the destination.
General concepts and previous works
Each router contains a set of bu ers, and a switch. As in 18], we assume that bu ers are partitioned into sets, each set being associated with a physical input channel. However, since this can be interpreted in terms of virtual channel (virtual lanes), we will assume that there is a one-to-one correspondence between input channels and bu ers. Virtual channels improve both (physical) channel utilization and network throughput 18] .
The it bu er associated with a given (virtual) channel is a FIFO queue. It can contain its from a single packet only. Once a channel, or a it bu er, has been acquired by a packet, it is released when the last (or tail) it of the packet has been transmitted on the next channel. At any given time of the transmission, a packet is stored on its route in the bu ers belonging to the section of the route between the header it and the tail it.
There are two types of channels: internal and external channels. Internal channels connect the router to the local memory of the node. They allow processing nodes to send and receive packets to and from the network. External channels connect routers among themselves.
A packet is assigned to a route through the network according to a routing function. Each router, upon receiving a packet header, decides whether the data should be delivered to the local processor or forwarded to a neighboring router. The switch connections are then xed according to this decision. Of course, the routing decision process must be as fast as possible, and usually does not require global state information on the network.
As it is well known, routing can be classi ed as non adaptive or adaptive. In the former case, the route followed by a packet is completely determined by the source and destination addresses. This method is also referred as oblivious routing 58] (see also 1] for a detailed performance analysis). In the latter, the route taken by a packet depends on dynamic network conditions, such as the presence of faulty or congested channels.
Two situations can postpone packet delivery inde nitely: livelock and deadlock. A typical livelock situation is when a packet is perpetually pushed back when approaching its destination: the packet is not blocked, but it will turn forever (or at least for an unbounded time) in the network. Of course, livelock may occur because of an inconsistent routing function, but also in realistic cases. For instance, if greedy hot-potato routing 7, 31] or the Mega routing 38] is used, the delivery time is unbounded, and livelocks may happen (we refer to 46] for the description of an algorithm which was proven livelock-free).
A deadlock situation is characterized by the presence of packets in the network which are blocked, and will stay blocked forever. In wormhole routing, if a header it encounters a channel already in use, it is blocked until the channel becomes available. The ow control within the network then blocks the trailing its, and they remain in it bu ers along the established route. Therefore, packets are allowed to hold some resources while requesting others, this is why wormhole routing is so susceptible to deadlock. A typical example of deadlock is presented in 20]: four packets are routed around a cycle of four routers (each packet being stored in a single router) and cannot move forward because each of them is requesting the it bu er held by another of them.
As said in 58], one way to solve the deadlock problem is to allow the preemption of packets. However, because of requirements for low latency and reliability, packet preemption is not used in most direct network architectures. More commonly, deadlock is avoided by the routing function (algorithm). Dally and Seitz studied wormhole routing in detail 20, 21] . They propose di erent deadlock-free routing algorithms for multi-dimensional toruses (kary n-cube), cube-connected-cycle, and shu e-exchange networks. Actually, deadlock-free routing algorithms have been proposed for many networks. See for instance 8, 54] 14] ). Adding virtual channels is not the only solution to avoid deadlock. Actually, in some cases, it may be necessary to apply additional routing restrictions to achieve deadlock freedom. For instance, Glass and Ni deeply investigate in 39, 40, 41, 42, 43 ] the so called turn-model which prohibits some \turns" in the multidimensional meshes to break all the possible deadlocks.
Though points 1 and 3 are major problems in the design of routing algorithms, this paper is mainly related to point 2, that is checking whether a given routing algorithm (function) is deadlock-free or not.
Partial ordering of resources is the basic technique to study the presence of deadlocks. This technique was introduced for store-and-forward routing 71], and is based on the structured bu er pool concept 37, 45, 56] 20, 21] ). They pointed out that the structured bu er pool approach is not directly applicable to wormhole routing, mainly because resources for store-and-forward routing are bu ers, whereas resources for wormhole routing are channels, and also because its of a packet cannot be interleaved the way the packets of a message are. They concluded that one cannot restrict bu er allocation to break deadlocks, but, instead, one must restrict routing. Note, however, that the general ideas used to characterize deadlock-free algorithms for both storeand-forward routing and wormhole routing are very similar. See for instance the de nition of the queue dependency graph in 64]. See also 12], where the authors derive deadlock-free wormhole routing algorithms from known store-and-forward algorithms.
Dally and Seitz gave in 20, 21] a condition for any non adaptive routing function to be deadlock-free. Roughly speaking, such a routing function must satisfy the condition that its channel dependency graph does not contain any cycle. The condition holds for any routing function which depends on the current input channel and the destination. Duato gave in 23, 26] a su cient condition for adaptive routing functions to be deadlock-free. He considered routing subfunctions de ned from subsets of channels. Duato introduced other tools as channel classes 25] to produce other su cient conditions for a routing function to be deadlock-free. These tools can be applied to other problems as multicasting (see 27, 53] ). All these conditions hold for any routing function which depends on the current node and the destination. Lin, McKinley and Ni independently produced in 52] other su cient conditions based on the notion of deadlock-immuneness for channels.
All authors pointed out that the channel dependency graph of an adaptive and deadlockfree routing function can contain cycles.
Duato then improved in 29] his results by enlarging the class of adaptive routing functions for which his theorem can be applied. This was mainly done through a more general de nition of the routing subfunction (it was de ned as a restriction of the original routing function instead of subsets of channels). By enlarging the notion of routing subfunction, Duato obtained the rst known necessary and su cient condition for adaptive routing functions to be deadlock-free. The main tool used by Duato to obtain his result was the so called extended channel dependency graph which takes into account four kinds of dependencies between channels (namely direct, indirect, direct-cross and indirect-cross dependencies). He showed that an adaptive routing function R is deadlock-free if and only if there exists a routing subfunction of R which does not contain any cycle in its extended channel dependency graph. This necessary and su cient condition applies for routing functions which depend on the current node and the destination. Schwiebert and Jayasimha have recently given in 70] a necessary and su cient condition for deadlock-free wormhole routing which applies to adaptive functions depending on the current input channel, and on the destination (see also 69]). They have reconsidered the entire problem. Their result is based on the so called channel waiting graph, and their condition depends on the existence of particular subgraphs in this channel waiting graph (note that these subgraphs could also be de ned by a notion of subfunction).
Finally, a particular kind of routing function has been widely considered in the literature: multicast routing with the path-based facility 27, 30, 60] or the tree-based facility 13, 75] .
In path-based multicast routing, the header of a message consists of a list of destination addresses. The corresponding destination nodes are visited in the order speci ed by the order of the list. Once a destination node has been reached, the corresponding address is removed from the list. The message is simultaneously forwarded in direction of the next destination while a copy is transmitted to the memory of the node. Since many destination nodes must be visited, it may cause deadlock even if the underlying routing function (that is the routing function specifying the route from one destination node to the next destination) is deadlock free. Duato gave in 27], and 30] a su cient condition for deadlock avoidance which applies to adaptive functions depending on the current node, and the destination. Then Jayasimha et al. gave in 49] necessary and su cient conditions for deadlock avoidance which apply to adaptive functions depending on the input channel, and the destination.
The tree-based facility was studied in 13, 75] for multistage networks. This facility allows an operation that replicates and forwards its to di erent output ports concurrently. The several copies leave the node with distinct headers containing address lists whose union covers the set of all the original destination addresses of the message. If a branch is blocked, the other branches stay acquired by the message. In asynchronous tree-based multicasting, the copies can be forwarded independently of each other. For that purpose, bubbles can be introduced between its.
Our result: We de ne a theoretical framework which captures all these results, and which allows to derive deadlock-free conditions which apply to a wide class of routing functions. We consider unicast routing rst, and then we show that our results can be extended to multicast routing.
Remark. Of course, wormhole switching is not the only switching technique susceptible to deadlock, and packet switching can produce deadlock too 64]. Schwiebert and Jayasimha have shown in 69] that both techniques can be considered simultaneously. This paper focuses on wormhole routing mainly because wormhole switching has been adopted in almost all existing direct networks 13]. Extending the results of this paper to packet switching would mainly require to slightly modify the de nition of the relative dependency graph since packet switching induces dependencies between bu ers whereas wormhole routing induces dependencies between channels. Another generalization which is not directly addresses in this paper consists of mixing di erent kinds of resources like edge bu ers and central bu ers as proposed in 3] and 2]. Again, including this case would mainly require to modify the de nition of the relative dependency graph to include dependencies with central bu ers.
Routing functions
We model the network by a directed graph G = (V; E) whose set of vertices V corresponds to the nodes of the network, and whose set of arcs E corresponds to the (virtual) external and internal channels of the networks 66]. An arc from a vertex x to a vertex y is denoted by (x; y); y is the head of (x; y), and x is the tail of (x; y). For any x 2 V , we denote by in(x) (resp. out(x)) the set of arcs of head x (resp. of tail x).
Several ways of de ning routing functions
In the literature, there exists a huge number of di erent de nitions for a routing function.
The destination set of a routing function is mostly E or P(E). The former case corresponds to non adaptive routing functions, and the latter to adaptive routing functions. The di erent kinds of de nitions are generally discriminated by the source domain. The most popular de nitions are the following:
Vertex-dependent. This is the simplest way to de ne a routing function. A vertexdependent routing function on a digraph G is a function R : V V 7 ! E or P(E). This de nition is the one used in Duato's papers for wormhole routing 24, 23, 25, 26, 28, 29] . It is interpreted as follows: when a message of destination y is in node x, it is routed along the output channel R(x; y) 2 out(x) (or one of the output channels in R(x; y) if R is adaptive).
Input-dependent. An input-dependent routing function on a digraph G is a function R : E V 7 ! E or P(E). This de nition is the one used by Dally and Seitz in 20, 21],
Bermond and Syska in 10], and by Schwiebert and Jayasimha in 70]. It is interpreted as follows: when a message of destination y enters some node x by one of its input channels e 2 in(x), it is routed along the output channel R(e; y) 2 out(x) (or one of the output channels in R(x; y) if R is adaptive).
Source-dependent. A source-dependent routing function on a digraph G is a function R : V V 2 7 ! E or P(E). This de nition is used by Chung, Co man, Reiman and Multi-dependent. A multi-dependent routing function on a digraph G is a function R : V V 7 ! E or P(E). The header of a multi-dependent routing function contains an ordered list of destinations that must be reached according to this speci ed ordering.
On node x, R(x; v) = r( A recent type of multicast routing function has been considered in 13, 75] : the treebased multicast routing. In this case, there is no speci c order on the address-list.
R(x; v) returns a set of output channels fc 1 ; : : :; c k g obtained by application of a vertexdependent routing function on all the addresses in v. Destination addresses are then grouped according to the channel speci ed by the routing in order to form the new headers which will be attached to the k copies of the message. The di erent copies are sent through the selected output channels. This is a long, but non exhaustive list! For instance, there exists a lot of techniques for fault tolerant routing (see 34] ). Some of them use tricky algorithms which cannot be modeled using any of the previously listed types of routing functions. Actually, the question is: what kind of information does the router need to route messages? Our answer is that the routing decision depends on two parameters only: the information brought by the message in its header, and the state of the router.
A general de nition of a unicast routing function
The set of all the possible headers is denoted by H. In many cases H = V (that is the set of all possible destinations), but one can have also H = V V for source-dependent routing, or, as we have seen before, even more tricky sets (e.g., for path-dependent routing, multi-dependent routing, or library-dependent routing). The header may also contain lots of information for routing (type of message, QoS required, speci c instructions dedicated to faulty situations, etc.). All these information can a ect the local decision performed by a router, and two messages arriving through the same input port, and addressed to the same destination node can be forwarded on two di erent output ports, just because they do not require the same service, or just because the two messages are of two di erent types. The header may also contain part of the route, with no other choice for intermediate routers than forwarding the message according to a decision that may have been taken elsewhere, possibly at the source node, or at some particular intermediate nodes (this is typically the case in hierarchical routing).
At any given time, each node is in a given state. This state depends on all the local parameters such as (1) the status of the bu ers of the input channels, (2) the connections between input channels and output channels, (3) the status of the output channels (free or busy), or (4) any kind of information available locally. The collection of states of all the nodes of the network at a given time describes a con guration of the network. We denote by ? the set of all possible con gurations. For 2 ?, that is for a given con guration of the network, we denote by x] the corresponding state of the node x 2 V .
A routing function on G is de ned by three functions: a topological function R, a selecting function S, and a header function H. It is hence denoted by a triplet (R; S; H), though it is often represented by R only. The topological function proposes several solutions for routing a message from one node to another:
De nition 1 A topological function is a function R : V ? H 7 ! P(E) such that: 8x 2 V; 8 2 ?; 8h 2 H; R(x; ; h) out(x):
A topological function R returns a set of channels which can be possibly used to forward a message of header h entering a node x when the network has the con guration . Of course, since there is generally no central controller of the network, the decision must be taken locally, that is using x] only. Also, only a part of all the informations on the local state of each node is generally used by the routing function. If we denote by p = fp x ; x 2 V g the information extraction process, this means that:
where R x is the local implementation of R in node x. In some sense, the function p is a projection of the local states on a smaller information subset. For a simple use of notation, we will still write R(x; ; h), but the reader must keep in mind that the decision depends only on a subset of information extracted from x].
Among the channels in R(x; ; h), the routing function must select one of them. This is the role of a selecting function S. Note that if 8x 2 V; 8 2 ?; 8h 2 H, jR(x; ; h)j 1, then R is non adaptive. There is no restriction on the way the selecting function acts. One only asks the selecting function to respect the following reasonable rule: if one of the channels proposed by R is free, then the selecting function cannot return ;.
De nition 2 A selecting function is a function S : P(E ffree,busyg) 7 ! E ; such that 8x 2 V; 8C out(x); C 6 = ;, the selecting function S returns ; for C if and only if all the channels in C are busy.
That is, given a set of \possible" output channels C, the selecting function selects a particular free channel. It returns ; only if no free channel can be found in C. This selection can be the result of any strategy. It could be a random decision, but this choice may follow more sophisticate strategies. It depends on the status (free or busy) of the output channels chosen by the topological function. Note that if one wants to consider more tricky selecting functions (for instance selecting functions using information contained in the header), then we can always assume that the topological function returns a set of channels ordered by preferences, and that the selecting function just goes through the list from the most prefered channel to the least, and picks up the rst free channel in the list. When a message with header h enters a node x in state x], there are two possibilities: either the input channel containing the header it h on x can be connected to the output channel of R(x; ; h) selected by S (and then this header it will be forwarded on this channel); or, if all the channels in R(x; ; h) are busy, the header it h stands in its bu er (it will be considered again later, possibly for another local state 0 x] 6 = x]).
To simplify the notation, we denote by S R(x; ; h) the routing decision taken by (R; S; H) about a message of header h on node x in state x].
Remark. A non adaptive routing function is completely characterized by the topological function. For adaptive routing functions, the nal decision depends on the selecting function.
Since many routing functions of the literature modi es the content of the headers (e.g., path-dependent or multi-dependent routing functions), one needs to introduce a third func-tion to specify this facility.
De
When a message is forwarded on the output channel, its header is modi ed according to the header function. For vertex-dependent routing functions, we have H(x; h) = h for all x and h. For multi-dependent routing however, H takes as input the list of intermediate destinations, and removes the rst element of the list if it corresponds to the current node. One could have de ned H as a function on V ? H, but we are not aware of any example of routing model for which this de nition would apply. Actually, as far as we know, the possible modi cations of the header never depend on the state of the current node.
Let us see how our model captures all the particular cases that we have listed before.
The choice of the header set H and the projection p characterize a class of routing functions.
We will specify the header function only when the header is modi ed by the routing. h) Compact routing. As we said, H can be any set of headers, and p : ? 7 ! ffree,busyg jEj .
The use of very sophisticated header functions is allowed.
i) Multicast routing. This particular case is considered in Section 8.
All these examples show that most de nitions of routing functions derived in the literature t in our general model. Now, let us go a bit deeper in the study of deadlock avoidance. 4 Deadlock con gurations and local connectivity 4.1 Deadlock-free routing functions
We have listed below the assumptions made in this paper. They are taken mainly from 21]
and 52]. (1) A node can generate messages of arbitrary length, destined to any other node, and at any rate. (2) A message arriving at its destination is consumed (eventually after a certain delay). (3) Wormhole routing is used: in particular a bu er cannot contain its belonging to more than one message at a time, and once a channel accepts the header it(s) of a message, it must accept the remaining its of the message before accepting any its of any other message. (4) An arbitration algorithm is used to allocate the channels to messages in such a way that starvation cannot occur. (5) The route taken by a message follows a given routing function (R; S; H).
The con guration ; denotes the case where all the channels are free. From ; , the con guration changes along the time as a function of the routing algorithm, and the message generation. More precisely, a postal sequence is a (potentially in nite) sequence of quadruples f(x i ; y i ; L i ; t i ); i 2 Ng satisfying t i+1 t i , where x i , and y i denotes the source and the destination (or the list of destinations), respectively, of a message of length L i sent at time t i , i 0. Note that any behavior of a network can be described a posteriori by a postal sequence. On the other hand, there are many possible behaviors of a network for the same postal sequence. Indeed, the network is asynchronous, and there is no reason why two executions of the same communication pattern be the same. The notion of postal sequence allows to de ne what is a feasible con guration of the network.
De nition 4 A con guration 2 ? is said feasible by a routing function (R; S; H) if there exists a postal sequence P such that can be obtained from ; by successive application of the routing function while routing the postal sequence P. Now, we are ready to de ne what is a deadlock con guration, and to de ne what is a deadlock-free routing function.
De nition 5 A deadlock con guration is a con guration 2 ? of the network, 6 = ; , which satis es the following: (i) for any channel c = (x; y) whose bu er contains the header h of some message, S R(y; ; h) = ;, and (ii) there is no message it in the network whose corresponding header is already arrived to its destination. A routing function (R; S; H) is deadlock-free if and only if there does not exist any feasible deadlock con guration of the network.
Locally-connected routing functions
In general, we are interested in routing functions that are connected, in the sense that they are able to route messages for any source-destination pair. Note that G connected does not imply that any routing function (R; S; H) on G is connected since one has to take care of the way the function builds a route from the sources to the destinations.
We will consider the problem of deadlock avoidance for a general class of routing functions that we will call locally-connected. This condition is local, easy to check, and avoids tautological de nitions of connectivity. A connected routing function (in the usual sense) will be locally-connected. Roughly speaking, a routing function is locally-connected if, for any con guration 2 ?, and for any message treated at any node at any time, the topo-logical function R will not always return the empty set for all possible evolutions of the con gurations of the network. Let us formalize this notion.
Notations. For any 2 ?, let us denote by ? + ( ) any sequence (ordered by the time) of con gurations that can be obtained from by successive applications of the routing function while routing some postal sequence. We also denote by F( ) the set of all possible sequences ? + ( ). In some sense, F( ) is the set all the possible futures of the con guration , and any ? + ( ) 2 F( ) represents a particular future of . For instance, a con guration 2 ? is feasible if there exists ? + ( ; ) 2 F( ; ) such that 2 ? + ( ; ). Among all possible futures of , we denote by F ( ) F( ) the set of all futures of that can be obtained when no message is injected in the network anymore. Note that, in general, jF ( )j > 1 because the network is asynchronous.
The local connectivity can then be de ned as follows:
De nition 6 A routing function (R; S; H) is locally-connected if for any x 2 V , 2 ? and h 2 H: R(x; ; h) = ; ) 9 ? + ( ) 2 F ( ); 9 + 2 ? + ( ) s.t. R(x; + ; h) 6 = ;:
In some sense, this notion is the weakest that one could assess to describe a routing function that does not create deadlock in a straightforward manner. Indeed, if the condition of the de nition is not satis ed, then there might exist a con guration such that a message of header h can stay blocked forever in x (in particular if no message is injected in the network anymore) just because R does not propose a channel, and will never propose any channel in the future.
The local connectivity de nition simply requires that, even if the topological function does not return an output channel for a message of header h in the node x of a network in state , there will be a con guration + of the network in a future of such that the topological function returns at least one output channel. We do not want to replace this de nition by a stronger condition like 8x 2 V , 8 2 ?, and 8h 2 H, R(x; ; h) 6 = ; because the proof of our main theorem requires the use of \virtual" routing functions which might not satisfy this stronger requirement whereas they stay locally connected in the sense of our de nition. Note, however, that any routing function such that 8x 2 V , 8 2 ?, and 8h 2 H, R(x; ; h) 6 = ;, is locally-connected. Therefore most of the examples of routing functions that one can think of are locally-connected.
Routing subfunction and relative channel dependency graph
Our study is based on two notions: subfunctions and channel dependency graphs. Similar notions have already been introduced in the literature, each time for a particular case corresponding to a particular type of routing function (see 20, 21, 24, 23, 26, 29, 70] ). Let us de ne these notions under our general model. (In the de nition below, and throughout all the paper, the notation f jX denotes the function de ned on the set X, and identical to f on this set, whereas the function f may have been de ned on a set larger than X. Moreover Im(g) denotes the set of all y such that there exists x for which y = g(x).)
De nition 7 Given a routing function (R; S; H), a routing function (R 0 ; S 0 ; H 0 ) is a routing subfunction of (R; S; H) if and only if 8x 2 V; 8 2 ?; 8h 2 H; R 0 (x; ; h) R(x; ; h), S 0 = S jIm(R 0 ) , and H 0 = H.
This de nition means that the possible choices of output channels are restricted by the topological function. However, the selecting function performs in the same way, though it may produce a di erent routing since it performs on smaller sets of channels. We will often say \R 0 is a routing subfunction of R" instead of \(R 0 ; S 0 ; H 0 ) is a routing subfunction of (R; S; H)". Now, we de ne below the relative channel dependency graph of a routing function.
De nition 8 Given a routing function (R; S; H) on a graph G, and a routing subfunction (R 0 ; S 0 ; H 0 ) of (R; S; H), the channel dependency graph of R 0 relative to R is denoted by D(G; R; R 0 ). The vertices of D(G; R; R 0 ) are the arcs (i.e., internal and external channels) of G, and there is an arc in D(G; R; R 0 ) between c 2 E and c 0 2 E if and only if: 9x 0 ; x 1 ; : : : ; x k+1 2 V , 9 0 ; 1 ; : : : ; k 2 ?, and 9h 0 ; h 1 ; : : : ; h k 2 H such that because it depends on both R and R 0 . In particular, the route from x 0 to x k is determined by R, but c 0 must be proposed by R 0 .
A su cient condition for deadlock avoidance
In this section, we give a su cient condition for deadlock avoidance, and we explain why this condition does not provide a necessary condition for some types of routing functions: it is mainly due to the possible unreachability of the cycles of the relative channel dependency graph.
A su cient condition
The next theorem establishes a generalization of the su cient conditions given in particular in 20, 21, 24, 27, 29, 30, 70] . Note that a routing subfunction R 0 of R is said locally-connected if it satis es the de nition where the future of is considered while routing using R (and not R 0 ). Theorem 1 Let (R; S; H) be any routing function. If there exists a locally-connected routing subfunction R 0 of R such that there is no cycle in D(G; R; R 0 ), then R is deadlock-free.
Proof. Let (R; S; H) be any routing function. Assume R is not deadlock-free, and let R 0 be any locally-connected subfunction of R. Consider a deadlock con guration d 2 ? for R. Unfortunately, Theorem 1 is interesting only if one can guess what could be a candidate for R 0 , such that D(G; R; R 0 ) has no cycle. Now, it is di cult, in general, to guess a candidate for such a routing subfunction. Moreover, it was pointed out in many papers dealing with deadlock-free conditions for adaptive vertex-dependent or input-dependent routing functions that there might exist cycles in the dependency graph even if the routing function is deadlockfree. Indeed, there are cycles that do not create deadlocks because the routing function provides \escape paths". But there might exist another kind of cycles, the ones that are not \reachable". This is the topic of the next section.
Reachable cycles
As we said, a cycle in D(G; R; R 0 ) does not necessarily imply that R is not deadlock-free because R 0 may not be a good choice for a routing subfunction, and there might exist another routing subfunction R 00 such that D(G; R; R 00 ) has no cycle. More importantly, it might be possible that, for any possible choice of routing subfunction R 0 , D(G; R; R 0 ) has a cycle even if R is deadlock-free! To understand this phenomenon, let us see how to \ ll up" a cycle in D(G; R; R 0 ).
Let us consider a non adaptive vertex-dependent routing function R, and assume that there is a cycle c 0 ; It is therefore possible that this cycle yields a deadlock con guration, in particular if, unluckily, every node x i , 0 i k ? 1, sends simultaneously a message to y i , respectively. Though this argument applies for non adaptive vertex-dependent routing functions, it cannot directly apply for input-dependent routing functions because there is no reason why a message coming from the internal input channel of x i must be forwarded to y i using c i . More precisely, for an input-dependent function, the cycle c 0 ; c 1 ; : : : ; c k?1 implies 8i 2 f0; 1; : : : ; k ? 1g; 9y i 2 V s.t. R(c i ; y i ) = c i+1(k) :
This does not mean that a message sent by x i to y i necessarily uses c i . Indeed, a message entering a router by an internal input channel will not necessarily follow the same route (that is use the same output channel) as a message of same destination but entering the router by an external input channel, especially when one wants to avoid deadlock using an order on the channels. Therefore, lling up a cycle in D(G; R) is not so easy for input-dependent routing function.
Actually, it was recently shown in 68] that, as it was suggested in 33], the necessary condition of Dally and Seitz's theorem does not hold: a cycle in a channel dependency graph cannot be easily \ lled up" to obtain a deadlock con guration. This problem holds even for simple de nitions of routing functions as input-dependent routing functions. Thence, it is even more critic for more tricky de nitions of routing functions as the ones listed in Section 3.
In other words, it is not clear whether any cycle is \reachable". It can be \legal" in the sense that placing arbitrarily messages in the channels of that cycle is coherent with the routing function, and the de nition of wormhole routing, but this does not mean that such a con guration is feasible, i.e. that it can be reached by application of the routing function on some postal sequence.
The notion of reachability has already been used by many authors in several di erent contexts (see for instance 17] and 68]). Let us present this notion in the terminology of our general framework. Let (R; S; H) be any routing function on a graph G, and R 0 be any subfunction of R. Let C D = fc 1 = (x 1 ; y 1 ); c 2 = (x 2 ; y 2 ); : : :; c r = (x r ; y r ); c r+1 = c 1 ; r 1g be a cycle in D(G; R; R 0 ). From the de nition of the dependency between channels, this cycle corresponds to at least one cycle in G, of the form fP 1 ; P 2 ; : : : ; P r g where each P i is a path from x i to x i+1 (eventually P i = fc i g if y i = x i+1 ). Such a cycle in G is said to be induced by C D . For a given path P i , c i is the last (i.e., tail) arc of P i , and the rst (i.e., head) arc of P i has c i+1 as successor.
A cycle in D(G; R; R 0 ) is reachable if one of its corresponding induced cycles can be lled up by messages. More precisely:
De nition 9 Let (R; S; H) be any routing function on a graph G, and let R 0 be any subfunction of R. Let A reachable cycle in D(G; R; R 0 ) corresponds to a cycle in G whose channels can be simultaneously lled up by messages. Note that it does not necessarily imply a deadlock con guration (as we will see later) because there might exist an escape path. As we have seen, any cycle fc 1 ; c 2 ; : : :; c r g in the channel dependency graph D(G; R) of a non adaptive vertex-dependent routing function R on a graph G is reachable (this terminology applies also to D(G; R) because D(G; R; R) is nothing but the transitive closure of D(G; R)). On the other hand, there might exist cycles in D(G; R) which are not reachable when R is a non adaptive input-dependent routing function 68].
We are now ready to state our main result.
7 A necessary and su cient condition for deadlock avoidance Theorem 2 A locally-connected routing function (R; S; H) is deadlock-free if and only if there exists a locally-connected routing subfunction (R 0 ; S 0 ; H 0 ) of (R; S; H) such that there is no reachable cycle in D(G; R; R 0 ).
The proof of the su cient condition is derived from the proof of theorem 1 since the cycle built in that proof, and based on the considered deadlock con guration d , is reachable (all the points of De nition 9 are satis ed). Now, for the proof of the necessary condition, we need to de ne what the restriction of a routing function is, and what a fully deadlock-free routing subfunction is.
De nition 10 Let (R 0 ; S 0 ; H 0 ) be a routing function. For any x 2 V; 2 ?; h 2 H, and c 2 R 0 (x ; ; h ), a routing function (R 00 ; S 00 ; H 00 ) is the restriction of (R 0 ; S 0 ; H 0 ) with respect to x ; ; h , and c if the following conditions hold: (i) 8x 2 V; 8 2 ?; 8h 2 H; R 00 (x; ; h) = R 0 (x; ; h) if (x; ; h) 6 = (x ; ; h ) (ii) R 00 (x ; ; h ) = R 0 (x ; ; h ) ? fc g (iii) S 00 = S 0 jIm(R 00 ) and H 00 = H 0 : A restriction (R 00 ; S 00 ; H 00 ) of a routing function (R 0 ; S 0 ; H 0 ) with respect to x ; ; h , and c behaves the same as (R 0 ; S 0 ; H 0 ) but for routing a message of header h from node x in state x ]: in this case, c is not proposed by the topological function R 00 .
De nition 11 Let (R 0 ; S 0 ; H 0 ) be a routing subfunction of a routing function (R; S; H). R 0 is R-fully deadlock-free if no feasible con guration of R can be a deadlock con guration for R 0 .
Note that for a routing subfunction R 0 of a routing function R, R 0 deadlock-free is weaker than R 0 R-fully deadlock-free. Indeed, the con gurations obtained when routing according to R are di erent from the con gurations obtained when routing according to R 0 . A routing subfunction is somewhat a virtual object, thus it is natural to ask a subfunction to be R-fully deadlock-free rather than to be simply deadlock-free.
The following lemma is the main argument for the proof of Theorem 2:
Lemma 1 Let R be a locally-connected routing function. Let R 0 be a locally-connected routing subfunction of R. Assume that R 0 is R-fully deadlock-free. Thus, if there is a reachable cycle in D(G; R; R 0 ) then there exists x 2 V , 2 ?, h 2 H, and c 2 R 0 (x ; ; h ) such that the restriction R 00 of R 0 with respect to x ; ; h and c is a locally-connected and R-fully deadlock-free routing subfunction of R.
The sketch of the proof of this lemma is the following. From a reachable cycle fc 0 ; c 1 ; : : : ; c r?1 g in the relative channel dependency graph D(G; R; R 0 ), one constructs an induced cycle in the network, and a con guration which \ lls up" all the channels of the cycle. The fact that the channels c i 's are proposed by the routing subfunction R 0 in this con guration has no practical interest for routing since they are all busy. Therefore a restriction R 00 which does not propose one of these channels in this con guration behaves exactly like R 0 as it is formally shown below.
Proof. Let R 00 is R-fully deadlock-free. Indeed, assume that R 00 is not R-fully deadlock-free, and let d be a deadlock con guration for R 00 . This con guration cannot be a deadlock con guration for R 0 because R 0 is R-fully deadlock-free. Therefore, since R 00 is the restriction of R 0 with respect to x i 0 ; ; h i 0 ?1(r) , and c i 0 , we get that, in d , the header h i 0 ?1(r) is blocked in the input channel of x i 0 , and d x i 0 ] = x i 0 ]. Indeed, it is only for this state, this header, and this node that R 0 and R 00 are di erent. Note that it does not imply that d = , but at least we get S R 0 (x i 0 ; d ; h i 0 ?1(r) ) = S R 0 (x i 0 ; ; h i 0 ?1(r) ) and S R 00 (x i 0 ; d ; h i 0 ?1(r) ) = S R 00 (x i 0 ; ; h i 0 ?1(r) ):
Moreover, since d is a deadlock con guration for R 00 , S R 00 (x i 0 ; d ; h i 0 ?1(r) ) = ;. Now since d is not a deadlock con guration for R 0 , S R 0 (x i 0 ; d ; h i 0 ?1(r) ) 6 = ; to break the deadlock.
The only manner that R 0 and R 00 di er in such a way is that S R 0 (x i 0 ; d ; h i 0 ?1(r) ) = c i 0 meaning that S R 0 (x i 0 ; ; h i 0 ?1(r) ) = c i 0 which is a contradiction with Equation 1. Thus R 00 is R-fully deadlock-free. Now, we will specify a particular choice of i 0 , 0 i 0 r ? 1. Since is not a deadlock con guration for R 0 , in any set ? + ( ) 2 F ( ), there exists a con guration 0 6 = such that 9i 0 2 f0; : : :; r ? 1g s.t. S R 0 (x i 0 ; 0 ; h i 0 ?1(r) ) 6 = ;: (2) Hence, let us x ? + ( ) 2 F ( ), and let 0 and i 0 be the corresponding parameters satisfying Equation 2. We have: Claim 2. R 00 is locally-connected.
Indeed, if R 00 (x i 0 ; ; h i 0 ?1(r) ) = ;, then, by de nition of i 0 , we know that 9 0 2 ? + ( ) 2 F ( ) such that S R 0 (x i 0 ; 0 ; h i 0 ?1(r) ) 6 = ;. Since 0 6 = , we also have S R 00 (x i 0 ; 0 ; h i 0 ?1(r) ) 6 = ;. That is R 00 (x i 0 ; 0 ; h i 0 ?1(r) ) 6 = ;. Thus R 00 is locally connected.
2
The proof of Theorem 2 is based on successive restrictions of the function R. Starting from R 0 = R, we reduce the number of channels proposed by the subfunction R 0 . Lemma 1 ensures that successive restrictions can be made as long as there is a reachable cycle in the relative channel dependency graph. Moreover, it preserves the local connectivity. We perform the successive reductions until we reach a subfunction with no cycle in its relative channel dependency graph. More formally:
Proof of theorem 2. Let (R; S; H) be a locally-connected, and deadlock-free routing function. Let us construct the following sequence of routing subfunctions of R: R (0) = R, and, for any k 0, R (k+1) = 8 < :
where R x ; ;h ;c (R (k) ) denotes the restriction of R (k) with respect to parameters x ; ; h , and c whose existence is ensured by Lemma 1. Note that Lemma 1 applies to R 0 = R because R is a locally-connected R-fully deadlock-free routing subfunction of itself.
If we de ne the load L(R) of a routing function (R; S; H) by L(R) = P x2V; 2?;h2H jR(x; ; h)j then, from the de nition of the sequence of functions R (k) , L(R (k+1) ) < L(R (k) ) if there is a reachable cycle in D(G; R; R (k) ). Now, since L is bounded from below, there exists k 0 such that there is no reachable cycle in D(G; R; R (k 0 ) ). 2 8 Extension to multicast routing Some of our de nitions must be adjusted to perfectly t with multicast routing functions. The de nition of the topological routing function must allow multi-dimensional output sets as E E : : : E or P(E) : : : P(E), + 1 times, where denotes the maximum out-degree of the network. Indeed, an entering message of a tree-based multicast can be replicated up to times before reemission, that is up to branches can be created at each node. Another copy can be created for the local consumption of the message. Similarly, when the path-based multicast facility is used, the selecting function may require to return two channels, an external channel used to forward the message toward its next destination, and an internal channel used to deliver the message locally. When the tree-based facility is used, the selecting function returns one external output channel or the empty set for each copy of the entering message, that is for each branch of the tree, plus possibly one internal output channel or the empty set according to whether the current node is one of the destinations or not.
For path-based multicasting, the header function proceeds in the same way as the header function for multi-dependent routing. For tree-based multicasting however, the header function must return as many headers as there are branches, that is H : V H 7 ! H . H(x; h) = (h 1 ; : : : ; h ) where i h i = h n fxg if x is a destination node, and i h i = h otherwise.
Path-based multicast routing behaves almost the same as multi-dependent routing, excepted for a particular situation. It was pointed out in 60] that there can be deadlock without any cyclic dependency between external channels. Indeed, there can be dependencies between internal and external channels. The typical example is when the its of a message M of destination x and then y, using the internal output channel c x of node x, and requesting the internal output channel c y of node y is blocked by another message M 0 of destination y and then x, which already uses the internal output channel c y of node y, and which is requesting the internal output channel c x of node x. Each of the two messages M and M 0 is blocked by the other one.
Path-based multicast can be included in our theory by adding a particular type of dependency. One adds a dependency between two (external) channels c and c 0 if there exists an internal channel c 00 with the same tail as c 0 such that (a) (c; c 00 ) is an arc of D(G; R; R 0 ), and (b) there is a con guration and an header h for which fc 0 ; c 00 g = S R(tail(c 0 ); ; h). This modi cation leads to the same conclusion as for unicast routing: one can extract a cycle in the relative channel dependency graph from a deadlock con guration (Theorem 1), and one can restrict a routing subfunction of a deadlock-free routing function (Lemma 1).
The tree-based multicast routing produces much more tricky situations. Indeed, a header can be blocked while requesting a channel c because c is reserved by another message such that one of its copies is blocked in some other branch of the multicast tree. However, as for the path-based multicast routing, one can add a particular type of dependencies to make our theory valid in this case. Actually, this dependency generalizes the speci c dependency of the path-based multicast. There is a dependency between two (external) channels c and c 0 if there exists a channel c 00 such that (a) (c; c 00 ) is an arc of D(G; R; R 0 ), and (b) c 0 and c 00 belongs to a same multicast tree. In some sense, the multicast tree of a path-based multicast is a Caterpillar: a path followed by a message, plus some internal channels used by some nodes along the path to get a copy of the message.
Let us go through the proofs of Theorem 1, and Lemma 1 to check whether these results apply to this model too. In the proof of Theorem 1, we have shown how a cycle in D(G; R; R 0 ) is obtained from a deadlock con guration. In the case of a multicast tree, the method is the same excepted that when a message is blocked by a multicast tree, we have to consider all the dependencies between this channel and the channels of the tree containing a header. Therefore this method constructs a subdigraph G 0 of D(G; R; R 0 ) (instead of a path as in the proof of Theorem 1). This subdigraph is a priori without cycle. However, since G is nite, the construction will necessarily yield a cycle in G 0 after a certain number of iterations of the construction.
One can revisit the proof of Lemma 1 in a similar way. If there is a reachable cycle C = fc 1 ; : : :; c k g in D(G; R; R 0 ), one can restrict the subfunction R 0 by not allowing the use of some c i 0 when the network is in a con guration that lls up the cycle (this con guration can involve multicast trees). The same arguments as in the proof of Lemma 1 apply to show that R 00 is still R-fully deadlock-free and locally-connected. Actually, multicast routing just induces new dependencies between channels. Once these dependencies have been xed, the whole theory applies. It is hard to include all kinds of dependencies in a single type because multicast routing is very di erent from unicast routing: one-to-one routing implies explicit dependencies only (a message M crosses a channel, and requires another channel afterward) whereas one-to-many routing implies implicit dependencies. An implicit dependency between two channels c and c 0 means that a message M which crossed c might not be able to acquire a channel c 00 which belongs to the same \structure" as c 0 (a Caterpillar, a tree, etc.) because its in c 0 are blocked in the tree. Indeed, the fact that c 0 is busy might prevent c 00 to be released, and M cannot acquire c 00 . Therefore, the behavior of c 0 has a strong in uence on messages crossing c, even if such messages are not supposed to cross c 0 afterward.
The fact that a dependency is implicit or explicit does not change the structure of the proofs. Thence, multicast routing can be included in the theory too.
Conclusion
In this paper, we have proposed a general theory for the study of routing in wormhole-routed networks. This theory embraces most of the de nitions of routing functions that one can nd in the literature. It also applies to multicast routing functions using the path-based facility or the tree-based facility. Using our theory, we have derived a necessary and su cient condition for deadlock avoidance. This result generalizes many similar results already appeared in the literature for speci c routing functions.
Given a routing function R on a network G, the su cient condition states that if one can identify a locally connected routing subfunction R 0 such that there is no cycle in the relative channel dependency graph D(G; R; R 0 ), then R is deadlock free. On the other hand, if one can prove that such a routing subfunction R 0 cannot exist, then R may create deadlocks.
If one cannot analytically prove or disprove the existence of R 0 , then an algorithmic method is required. One can derive such a method from the proof of Theorem 2 if we are able to decide in polynomial time whether or not there is a reachable cycle in D(G; R; R 0 ). (The existence of such a cycle can be checked in polynomial time for many classes of routing functions such as non adaptive vertex-dependent routing functions.) However, the number of reachable cycles can be so high that reducing sequentially the number of reachable cycles can be quite time-consuming (although one application of Lemma 1 can destroy many reachable cycles at once). More importantly, for complicate classes of routing functions, our characterization does not necessarily give an e cient algorithmic method because checking whether a cycle is reachable or not can be very hard, NP-complete or even undecidable.
Actually, other necessary and su cient conditions for deadlock avoidance can be derived using each speci c de nition of routing function. Unfortunately, even then, this is still a hard problem, and all known necessary and su cient conditions for deadlock avoidance are di cult to check in general. For instance, the condition given in 70] may require an exponential time on an arbitrary network because one needs to check whether any cycle of a dependency graph satis es some given condition. Actually, answering the question \R deadlock-free?" is di cult, even in simple cases. For instance, Di Ianni has shown in 22] that, for a vertex-dependent routing function, and given a con guration of a network, knowing whether this con guration yields a deadlock con guration is in co-NP.
It is therefore an open problem to classify the types of de nitions of routing functions. This classi cation could be based on the intrinsic di culty of proving or disproving the existence of deadlocks in an arbitrary network for an arbitrary function.
