The estimation with high accuracy of the line-of-sight delay is a prerequisite for all global navigation satellite systems. The delay locked loops and their enhanced variants are the structures of choice for the commercial GNSS receivers, but their performance in severe multipath scenarios is still rather limited. The new satellite positioning system proposals specify higher code-epoch lengths compared to the traditional GPS signal and the use of a new modulation, the binary offset carrier (BOC) modulation, which triggers new challenges in the delay tracking stage. We propose and analyze here the use of feedforward delay estimation techniques in order to improve the accuracy of the delay estimation in severe multipath scenarios. First, we give an extensive review of feedforward delay estimation techniques for CDMA signals in fading channels, by taking into account the impact of BOC modulation. Second, we extend the techniques previously proposed by the authors in the context of wideband CDMA delay estimation (e.g., Teager-Kaiser and the projection onto convex sets) to the BOC-modulated signals. These techniques are presented as possible alternatives to the feedback tracking loops. A particular attention is on the scenarios with closely spaced paths. We also discuss how these feedforward techniques can be implemented via DSPs.
BACKGROUND AND MOTIVATION
Applications of GNSS are rapidly evolving. A new European satellite system, Galileo, is currently in standardization process [1, 2] . Modernized GPS proposals have also been introduced recently [3] [4] [5] . Galileo signals, as well as GPS signals, are based on direct-sequence code division multiple access (DS-CDMA) technique. Spread spectrum systems are known to offer better frequency reuse, better multipath diversity, better narrowband interference rejection, and, potentially, better capacity compared to narrowband techniques [6] . On the other hand, code and frequency synchronization are fundamental prerequisites for a good performance of the receiver. These two tasks pose several problems in the presence of mobile wireless channels, due to the various adverse effects of the channel, such as the multipath propagation, the possibility of having the line-of-sight (LOS) component obstructed by closely spaced non-line-of-sight (NLOS) components, or even the absence of LOS, and the high level of noise (especially in indoor scenarios). Moreover, the fading statistics of the channel and the possible variations of the oscillator clock limit the coherent integration length at the receiver (i.e., the receiver filters which are used to smooth the various estimates of channel parameters cannot have the bandwidth smaller than the maximum Doppler spread of the channel without introducing significant errors in the estimation process) [7] [8] [9] [10] [11] . The Doppler shift induced by the satellite movement is also prone to deteriorate the receiver performance, unless correctly estimated and removed. Moreover, the fading behavior of the channel paths induces a certain Doppler spread, directly related to the terminal velocity. Typical GNSS receivers estimate jointly the code phase and the Doppler shifts/spreads via a two-dimensional search in time-frequency plane. The delay-Doppler estimation is usually done in two stages: acquisition (or coarse estimation), followed by tracking (or fine estimation). The acquisition and tracking stages will be treated here together, assuming implicitly that the frequency-time search space is reduced, for example, via some assistance data (e.g., Doppler assistance, knowledge of previous delay estimates, etc.). In this situation, the delay estimation problem can be seen as a tracking problem (i.e., very accurate delay estimates are desired) with initial code misalignment of several chips or tens of chips and initial Doppler shift not higher than few tens of Hertz.
One particular situation in multipath propagation is the situation when LOS component is overlapping with one or several closely spaced NLOS components [7, [9] [10] [11] [12] [13] [14] [15] [16] , making the delay estimation process more difficult. This closely 2 EURASIP Journal on Applied Signal Processing spaced path scenario is likely to be encountered in indoor positioning applications or in outdoor urban environments, and will be the main focus of our paper.
The multipath delay estimation problem (including closely spaced path situation) has been widely studied for terrestrial CDMA receivers (e.g., WCDMA) and for the traditional C/A GPS signal. Nevertheless, the introduction of the new modulation type, namely, the BOC modulation (both sine and cosine BOC variants) has triggered new potential challenges in the delay-Doppler estimation process. BOC modulation has been proposed in [4] in order to improve the spectral efficiency of the L band, by moving the signal energy away from the band center, thus offering a higher degree of spectral separation between BOC-modulated signals and the other signals which use traditional phase-shift-keying modulation. Recently, BOC modulation has been selected in most of the proposals regarding Galileo and modernized GPS signals [1, 2, 5] .
The main algorithms used for GPS and Galileo code tracking, provided a certain sufficiently small Doppler shift, are based on what is typically called a feedback delay estimator and they are implemented based on a feedback loop. The most known feedback delay estimators are the delay-locked loops (DLLs) [13, [17] [18] [19] [20] [21] . The classical DLLs fail to cope with multipath propagation [6] . Therefore, several enhanced DLL-based techniques have been introduced in order to mitigate the effect of multipaths, especially in closely spaced path scenarios.
One class of these enhanced DLL techniques is based on the idea of narrowing the spacing between early and late correlators (i.e., narrow correlator class) [22] [23] [24] . Another class of enhanced DLL structures uses a modified reference waveform for the correlation at the receiver, that narrows the main lobe of the cross-correlation function, at the expense of a deterioration of signal power. Examples belonging to this class are the gated correlator [24] , the strobe correlators [23, 25] , the pulse aperture correlator [26] , and the modified correlator reference waveform [23, 27] . Another category of improved DLL techniques uses some form of multipath interference cancellation, by estimating not only the delay of the LOS path, but also the delays, phases, and amplitudes of the NLOS paths [13, 21, 28] .
Another family of the feedback delay estimators is based on the extended Kalman filters (EKF) and it has been studied in the context of WCDMA systems [8, 9, 29, 30] . The EKF approach was shown to provide accurate delay estimates in the presence of closely spaced paths and to converge fast to the correct solution. However, due to the complexity and to the high sensitivity of the EKF algorithm to the initialization conditions, such as the error covariance matrices [8] , the use of EKF estimators is not widespread in the today's research community. Moreover, since their complexity is directly related to the code epoch length (or, equivalently, the spreading factor), EKF estimators are clearly not suitable for Galileo and modernized GPS applications.
An alternative to the above-mentioned feedback loop solutions is based on the open-loop (or feedforward) solutions, which constitutes the topic of our study. Feedforward solutions refer to the solutions which make the delay estimation in a single step, without requiring a feedback loop. A general classification of open-loop solutions for WCDMA applications can be found in [9, 30] . Among the open-loop solutions, we mention the deconvolution algorithms, the Teager-Kaiser (TK)-based algorithms, the subspace-based approaches, the algorithms based on quadratic programming (QP), and the suboptimal ML-based algorithms [9, [30] [31] [32] . The subspace-based solutions seem infeasible for GNSS applications nowadays, due to their high complexity (proportional to the length of the code epoch in samples). The QP and ML-based solutions were shown in [9, 30] to give worse results than TK and POCS algorithms for WCDMA signals.
The most promising approaches in WCDMA applications were found to be the deconvolution algorithms [7, 10] , and, especially, the projection onto convex sets POCS algorithm [9, 12, 14, 30, 33] , as well as the Teager-Kaiser-based algorithms [9, 30, 34, 35] . These last two approaches (POCS and TK) proved to give the best results for WCDMA scenarios in the presence of overlapping paths [9, 30] .
The feedforward approaches have not been studied yet for BOC-modulated signals. Our paper addresses the problem of estimating the delay of the first arriving path via feedforward approaches, which represent an alternative to the existing feedback solutions. After presenting the signal model in the presence of BOC modulation, we continue with a discussion regarding the advantages and drawbacks of feedback delay estimation algorithms in multipath propagation and we show that feedforward delay estimators may be used as viable alternatives, in order to attain good accuracy via simple implementation. A performance comparison between the feedback and feedforward solutions is out of the scope of this paper, since the assumptions for the two types of methods are clearly different, as it will be explained in Section 3. The main target is to show here the viability of feedforward solutions as delay estimation blocks in modernized GNSS receivers.
We explain how the existing feedforward estimators may be extended in the presence of BOC-modulated pseudorandom (PRN) codes, and we compare their algorithmic and computational performance. We include simulation results showing the performance of various feedforward algorithms in multipath fading channels, as well as the implementational complexity of the most promising feedforward techniques for Galileo and modernized GPS signals, focusing on the programmable type of implementation. The signal used in the simulations and in the complexity calculations is a sine BOC(1, 1)-modulated signal, as that one proposed for Galileo open services [2] .
In Section 2 we present the signal model in the presence of BOC modulation. Section 3 starts with a discussion regarding the main feedback algorithms (their main advantages and drawbacks), and continues with the comprehensive description of feedforward algorithms that can be used for accurate multipath delay estimation. The description of the cost functions for various feedforward algorithms is given in Section 3.2. Section 3.3 discusses the choice of the threshold needed for feedforward delay estimators: the feedforward algorithms are based on the idea that all the local maxima of a certain cost function that are above a threshold are signalling the multipath components. Section 4 compares the feedforward algorithms in terms of detection probability and root-mean-square error and discusses the possible advantages of feedforward delay estimators. Section 5 compares the most promising delay estimation algorithms in terms of execution time and memory requirements, by focusing on the programmable type of implementation, via two fixed point digital signal processors (DSPs) from Texas Instruments: the TMS320C64x and TMS 320C55x families. Section 6 presents the conclusions and the steps to be taken when designing a feedforward delay estimator for positioning applications.
SIGNAL MODEL IN THE PRESENCE OF BOC MODULATION
For clarity of the notations, the continuous-time model is mostly employed in what follows. The extension to the discrete-time model is straightforward and all the estimation results of this paper are based on the discrete-time implementation. For simplicity reasons (and due to the fact that Sin-BOC(1, 1) modulation is the modulation of choice for Galileo open services), we present here only the case of sine BOC modulation. The extension to cosine BOC modulation is however straightforward, by using the definition of cosine BOC modulation given in [36, 37] . The sine BOC modulation is a square subcarrier modulation, where the PRN signal (including data modulation) s PRN (t) is multiplied by a rectangular subcarrier s BOC (t) of frequency f sc , which splits the spectrum of the signal [4, 5] . Formally, the sine BOCmodulated PRN waveform x BOC (t), can be written as the convolution between a PRN sequence s PRN (t) and a BOC waveform s BOC (t) as follows [36, 37] :
where [36, 37] s BOC (t)
and is the convolution operator. Above, T c is the chip period and N BOC is the BOC modulation order, defined as twice the ratio between the subcarrier frequency f sc and the chip rate f c [4] (i.e., N BOC = 2 f sc / f c and N BOC is an integer number). The usual notation for BOC modulation is BOC( f sc , f c ). For Galileo signals, the notation BOC(n 1 , n 2 ) is also used, where n 1 and n 2 are two indices (not necessarily integers), satisfying the relationships n 1 = f sc / f ref and [1, 4] . In (2), p BOC (t) is a rectangular pulse of support T c /N BOC , namely
Above, s PRN (t) is the pseudorandom (PRN) code sequence (including the data modulation) of the satellite of interest. The interference of the other satellites is modeled as additive white Gaussian noise here. The data-modulated PRN signal can be written as
where b n is the data symbol corresponding to the nth code epoch (e.g., it is either 1, if no data modulation is present, or constant over 20 ms, if a data rate of 50 bps is employed), c k,n is the kth chip of the nth code epoch, T c is the chip interval, T is the code epoch period, S F is the spreading factor or the number of chips per code epochs (i.e., T = S F T c ), and δ(·) is the Dirac pulse. We remark that an additional factor (−1) n is multiplied with the chip sequence in the lower part of (4), in order to take explicitly into account the odd BOC modulation orders, similar with [4, 38] . This means that in order to be able to model the BOC modulation in a unified format (for both even and odd BOC modulations, via (1) to (4)), we need the above convention: for odd BOC-modulation orders, the chip sequence is first multiplied with an alternate sequence of +1 s and −1 s and for even BOC-modulation order, the chip sequence remains unchanged. This multiplication will not change the signal auto-and cross-correlation functions in a significant way, since the randomness of the code is still preserved after chip inversion of every second bit. Also, the power spectral densities will remain unchanged. An example of sine BOC-modulated waveforms for N BOC = 1, 2, 3 is shown in Figure 1 . We remark, from (1), (2) , and (4) , that N BOC = 1 corresponds to a BPSK-modulated PRN sequence.
The normalized baseband power spectral density (PSD) 1 of a sine BOC-modulated signal is given in [4, 36, 37] :
An example of the PSD for several BOC-modulated signals (with N BOC from 1 to 4) is shown in Figure 2 . The situation with N BOC = 1 coincides with BPSK modulation (e.g., such as for GPS C/A code). The even-modulation orders ensure a splitting of the spectrum into two symmetrical parts, by moving the energy of the signal away from the DC frequency, and therefore allowing for less interference in the 1 The normalization was done with respect to the chip interval T c , or, equivalently, to the signal power over infinite bandwidth, similar to [4] . existing GPS bands. The most representative case is that one for N BOC = 2, which corresponds to the currently selected modulation format by the Galileo Signal Task Force (i.e., sine BOC (1, 1) ). The cases with odd modulation index (e.g., N BOC = 3) do not suppress completely the interference around the DC frequency.
The baseband model of the received signal after the fading channel can be written as
where E b is the bit or symbol energy of the signal (one symbol here is equivalent with one code epoch, and it typically has a duration of T = 1 ms), f D is the Doppler shift introduced by the channel, L is the number of channel paths, α l,n (t) is the time-varying complex fading coefficient of the lth path during the nth code epoch, τ l is the corresponding path delay (assumed to be constant during the observation interval), and η(·) is an additive noise component of double-sided wideband power spectral density N w , which incorporates the additive white noise of the channel and the interference coming from the other satellites. We remark that the relationship between the bit energy-to-noise ratio E b /N w (in dB) and the carrier-to-noise ratio (CNR, in dB-Hz) is [39] 
The acquisition and tracking of the received signal are based on the correlation with the reference PRN code with different time lags τ and frequency shifts f . After the data modulation removal, 2 the correlation with the reference PRN code, and the coherent integration over N c T seconds at the receiver (N c is the coherent integration time in code epochs or in ms if T = 1 ms), we can obtain, after straightforward computations, a two-dimensional time-frequency matrix R with elements R( f , τ) as follows:
where sinc(x) sin(x)/x and the subscript n has been dropped for simplicity. Above, the filtered noise η(·) incorporates the intersymbol interference as well. By virtue of central limit theorem, we assume that η(·) is a zero-mean Gaussian noise process. The notation α l stands for the averaged channel coefficients over N c code epochs. Clearly, if the coherent integration time is higher than the coherence time of the channel, the received signal will be severely distorted. The term sinc (8) is modeling the deterioration due to a frequency error f D − f . In (8) R BOC (·) is the ideal ACF of a sine BOC-modulated PRN sequence, given by (direct consequence of (1) and (2), after several manipulations)
and Λ BOC (·) is the triangular-shaped ACF of an ideal PRN sequence of period T BOC = T c /N BOC :
Some examples of the real part of the ideal ACF of BOCmodulated PRN sequences are shown in Figure 3 . The two-dimensional matrix R with elements given in (8) can be further noncoherently averaged over N nc blocks (i.e., the total coherent and noncoherent integration time will be N c N nc T seconds). The noncoherent averaging may be needed for further noise reduction, because the coherent averaging interval is limited by the coherence time of the fading channel, by the stability of the local oscillator and by the possible residual Doppler shift errors. However, there are some squaring losses in the signal power due to noncoherent averaging. Examples of coherence times (Δt) coh of Galileo channels for a carrier frequency of f carrier = 1.575 GHz (corresponding to E2-L1-E1 band [2] ) are given in Table 1 , according to the definition in [40] , namely, (Δt) coh ≈ c/v f carrier , where v is the ground receiver speed and c is the speed of light. We remark that the coherent integration time should be less than the values given in Table 1 , in order to keep the fading spectrum of the signal undistorted. Table 1 takes into account only the receiver ground speed. We remark that there is also a relative speed of the mobile receiver with respect to the satellite speed, which is much higher than the receiver ground speed. This will create a Doppler shift effect on the signal (as seen in (6)). Thus, we have both a Doppler shift (due to the satellite movement) and a Doppler spread around the Doppler shift frequency (due to the receiver movement). The Doppler shift should be estimated and removed before the coherent integration (we assume that this has been done in the acquisition stage). If there remains some residual Doppler errors, then the values given in Table 1 become very loose upper bounds on the coherent integration times. The delay estimation is done on a time-frequency grid whose values are the averaged correlation functions with different time and frequency lags. As seen in (8), the maxima occur at f = f D and τ = τ l . An example of a time-frequency grid for a 6-path Rayleigh fading channel, covering a frequency offset of 1 kHz and a time window of 10 chips, is shown in Figure 4 .
DELAY ESTIMATION ALGORITHMS

Feedback estimators
Traditionally, the multipath delay estimation block is implemented via a feedback loop. The most common feedback 
Figure 5: Ideal S-curve for BPSK and sine BOC modulations,
structures for the delay estimation are the so-called DLLs [3, 5, 13, 17, 20] . Several enhanced DLLs have been proposed in the presence of multipaths. One example is the narrow correlator [22] [23] [24] , where the spacing Δ E−L between early and late correlators is reduced below 1 chip. The performance of narrow correlator is somehow limited in closelyspaced multipath scenarios [23] . Another example is the Rake DLL (RDLL) [21, 28] which uses a separate multipath channel estimation unit which provides the estimates of the interfering path parameters. The estimated parameters are used in a Rake-like structure to resolve and combine the received multipath components. The RDLL is conceptually close to the DLL with interference-cancellation (IC) [13, 17] . The DLL with IC subtracts the estimated contribution of interfering paths from the output of the finger tracking the path of interest. Another improved variant of DLL is the so-called DLL with interference-minimization (IM) technique [13] . The idea of the DLL with IM is to filter the outputs of the correlators with some adaptive filter, whose coefficients are designed in such a way to minimize the multipath interference. Similar ideas can be found also in the Phase Multipath Mitigation Window Correlator (PMMWC), proposed in [41] . Again, the knowledge about the interfering path parameters should be obtained via an additional multipath channel estimation unit. Since RDLLs, PMMWCs, DLLs with IC and DLLs with IM are conceptually close, we illustrate here the performance of a DLL with IC in the presence of multipaths and BOC modulation. The performance of the DLL is best illustrated by the socalled S-curve, which presents the expected value of the error signal as a function of the reference parameter error (i.e., the code phase error) [6] . Figure 5 shows the S-curve in singlepath channel for BPSK and two BOC-modulated signals. The number of side-lobes increases as the BOC modulation order N BOC increases. The zero-crossings from below here indicate the presence of a multipath. However, for BOC-modulated signals, the search range should be decreased to less than 2 chips (as it is the case for BPSK modulation). For example, as seen in Figure 5 , for N BOC = 2 (e.g., BOC(1, 1)), the search range should be between −1/(2N BOC ) and +1/(2N BOC ) chips, in order to have convergence and to avoid the false lock points. In order to cope with the side-lobes of the ACF function, a very early-very late (VE-VL) loop with a narrower correlator spacing was proposed for Galileo and modernized GPS signals [3] . The typical DLLs have early, late, and prompt correlators to track the delays. The VE-VL loops introduce two extra correlators (one very early, another one very late) in order to check better that the prompt reference signal is aligned with the main peak of the correlation function, and not a secondary peak. Conceptually, a very earlyvery late DLL is close to the sample-correlate-choose largest (SCCL) algorithm [19] and, to some extent, also to the high resolution correlator (HRC) [24] . However, in VE-VL case, the additional correlators are used only to check that the main peak is on the prompt, but they are not used directly in the tracking [3] , while in HRC case, an S-curve is formed based on the 4 correlators (early, late, very-early, and verylate) and the delay is tracked according to this S-curve [24] . If multipath components are present, the performance of an enhanced DLL is shown in Figure 6 (here, a coherent DLL with IC is selected for illustration purpose). The channel has Elena Simona Lohan et al. 4 in-phase static paths, and the first path is weaker than the second one (see Figure 6 caption). In the absence of any IC, the channel paths are merging (here, we showed the situation of closely spaced paths) and the S-curve is not able to track correctly the LOS delay. In the presence of IC, if the multipath channel estimation unit operates perfectly (i.e., no channel estimation errors), the DLL with IC is able to track correctly the LOS component (see Figure 6 ). However, even small channel estimation errors will destroy completely the ability of the DLL to track the LOS correctly, as shown in Figure 6 . For example, the delay error for the narrow correlator (no IC) was 0.05 chips (i.e., 14.66 m), and, for DLL with IC and channel estimation errors, it becomes 0.09 chips (i.e., 26.39 m).
To summarize the discussion about feedback tracking loops (i.e., DLLs and their enhanced variants), the main drawbacks of the DLL-based techniques include their reduced ability to deal with closely spaced path scenarios under realistic assumptions (such as the presence of errors in the channel estimation process), their relatively slow convergence, the small pull-in range if small spacing (such as for narrow correlator) is used, and the possibility to lose the lock (i.e., start to estimate the delays with high estimation error) due to the feedback error propagation. Moreover, the DLLbased techniques work only under the assumption that the initial delay error is sufficiently small (e.g., for BOC signals smaller, in absolute value, than 1/(2N BOC ) chips due to the fades in the ACF, as seen in Figure 3) .
Despite their disadvantages, the feedback DLL-based approaches are still the tracking structures of choice for nowadays receivers, due to a number of positive features. Among the advantages of DLLs we have the fact that only 3 correlators are typically needed (or at most 5, e.g., for HRC or VE-VL structures), DLLs behaves good in friendly environments (e.g., distant paths, single path channels, etc.), and there is no need of thresholding as in the case of feedforward techniques (this will be explained in detail in Section 3.3).
It is the purpose of our paper to show that feedforward delay estimation techniques may be, however, feasible alternatives to feedback tracking loops, in terms of good accuracy of the delay estimation process and reasonable complexity, as it will be shown in what follows. Due to the fact that feedback tracking loops are based on the assumption that the acquisition stage provide a sufficiently small error (otherwise the loop will not converge to the correct path delay), it is hard to make a performance comparison between feedback and feedforward techniques. The feedback techniques are meant to keep the lock, that is, to keep the initial delay estimate as accurate as possible, but once the lock is lost, the acquisition process should be restarted. The feedforward techniques can be seen as one-shot estimates, 3 which do not need very accurate initial delay estimates in the tracking process (delay errors of the order of chips or tens of chips are possible). For these reasons, the measures of performance are rather dif-ferent in feedback and feedforward algorithms (i.e., for the former, typical measures are the time-to-lose lock and the code tracking noise standard deviation, while for the later, the root-mean-square delay errors and detection probabilities are typically used).
Feedforward estimators
The authors have previously proposed several feedforward delay estimation techniques [9, 30, 32, 42, 43] as efficient alternatives to the DLLs-based techniques. These feedforward techniques have been extensively studied for WCDMA signals and BPSK modulation and, among them, the TeagerKaiser (TK) and the deconvolution-based (namely, projection onto convex sets POCS) algorithms proved to be the most promising from the point of view of their performance in closely spaced path scenarios. It is therefore of interest to analyze the behavior of these algorithms in the presence of BOC-modulated PRN codes as well. In what follows, we start from the simplest feedforward estimator, namely, the correlator or matched filter (MF) and then, we present the ideas behind TK and deconvolution-based algorithms.
Based on (8), the MF output at a certain estimated Doppler frequency f D is
The estimate of the Doppler frequency f D is obtained as the frequency corresponding to the global maximum of the time-frequency mesh illustrated in Figure 4 . We remark that, for a fair comparison, the same f D estimated (based on MF output) is kept for all the compared delay estimators; only the delay estimation process is different. By taking the discrete samples τ = lT s of the MF output of (11), we can rewrite the MF output in a vectorial form [30] (needed to explain the deconvolution algorithms):
where Above, G BOC is the ideal autocorrelation matrix of size 
The term v is the noise vector, with the elements η( f D , iT s ) (including various noise sources such as the background noise, the nonidealities of the PRN code sequences, the possible interference between two or more satellites, etc.
The MF estimate of the squared channel coefficient envelope |h| 2 is given by the noncoherently averaged MF output:
where N nc is the noncoherent integration time. In what follows, we will refer to h estimates also as "cost functions." Simulation results showed that using the squaring-absolute value operator (instead of the absolute value itself) gives slightly better results. The noncoherent squaring losses are indeed present, but noncoherent averaging might still be needed, due to the limits in the coherent integration (e.g., residual Doppler shifts, instabilities of oscillator clock, etc.) Resolving the multipath components can be seen as a deconvolution problem [30] in which we try to estimate the nonzero elements of the unknown gain vector h. The first nonzero component higher than a threshold will be the estimate of the first arriving path.
The well-known least squares (LS) solution is given by [9] 
We remark that the above LS solutions also suffer of noncoherent losses, due to the fact that we use h MF in the estimator, instead of J MF . Thus, the noise statistics are modified (to a chi-square distribution), and the LS solution becomes suboptimal. However, due the practical limits of coherent integration mentioned above, the noncoherent squaring should be usually employed. Indeed, simulation results with even a small residual Doppler shifts showed that, by using coherent integration alone, we cannot achieve satisfactory results. The solution given by (15) is known to be very sensitive to noise and often the matrix G H BOC G BOC is ill-conditioned. It will be kept in what follows as a reference, but the results will be shown to be very poor, as expected. More robustness to the noise is given by the so-called minimum mean square error (MMSE) solution, given by
where I is the unity matrix and σ 2 is the estimate of the noise variance, obtained directly from the MF output h MF , as it will be discussed in Section 3.3.
In order to cope with the noise in even a better way and in order to solve the problem of closely spaced paths, the MMSE solution can be developed into a constrained iterative deconvolution technique, called projection onto convex sets (POCS), which was introduced in [33, 44] , for the Rake receiver with rectangular pulse shapes, and later applied for WCDMA signals [9, 30] . The POCS algorithm is an iterative method that finds a feasible solution consistent with a number of constraints [12] . Starting with an initial guess of the solution, the algorithm converges to a feasible solution by cyclically projecting into constraint sets. Thus, POCS estimator of h has the form h POCS = P C h, where P C (·) is the projection operator and C is the convex set defined by the MF output: C = {f, J MF − G BOC f 2 ≤ ξ} [33, 44] where · is the L2 vector norm (i.e., by definition, if z is a column vector, its L2 norm is z 2 = z h z), and ξ is a scalar bound, given by the variance of the noise at the output of MF. The POCS solution is found by solving the following quadratic program [43] :
under the constraint:
The squaring of the channel vector h in the above equation was necessary because the h estimates given here (for all the algorithms) are, in fact, the estimates of |h| 2 (and not of the channel coefficient vector h). This fact does not have any impact on the delay estimates, since we are not interested in the exact values of the channel coefficients, but only on their relative magnitudes (i.e., we are interested in finding those values of estimated vectors h which are higher than a certain threshold).
The above quadratic program can be solved iteratively and POCS estimation can take place in several stages. At stage k + 1, the POCS estimate can be written as [12, 30, 43] 
Elena Simona Lohan et al. where λ is a constant determining the convergence speed (it also represents the Lagrange multiplier associated with the constraint of (17)). The initial estimate for h POCS is the MF estimate: h In practice, iterations are performed until no significant improvement from iteration to iteration is achieved. Optimally, λ should be adjusted based on the noise variance and the other bounds in the optimization process [12, 14, 45] ; however, this adjustment is a laborious process, based on a priori knowledge of noise statistics (which, in practice, might be unknown). Moreover, the simulation results with various λ values between 0.01 and 10 showed us that the variation of λ does not have a significant impact on the delay estimation accuracy and that choosing λ ∈ [0.1, 1] slightly outperforms the cases when λ > 1 (thus, λ = 0.5 is a reasonable choice). Also based on simulations, we noticed that we need at least N iter = 10 iterations in order to be able to separate the closely spaced paths, which is also in accordance with the results reported in [14] .
We remark that the notion of closely spaced paths refers usually to paths separated at less than one chip interval [7, [9] [10] [11] [12] [13] [14] [15] [16] . However, due to the narrower width of the main lobe of the ACF in the presence of BOC modulation (as seen in Figure 3 ), the most challenging cases will be in fact those with a path separation of less than 1/(N BOC ) chips, as it will be seen from the simulation results.
The nonlinear quadratic TK operator was first introduced for measuring the real physical energy of a system [46] . Since its introduction, it has widely been used in various speech processing and image processing applications and, more recently, it has also been applied in CDMA applications [9, 30, 34, 35, 42] . The discrete-time TK operator Ψ d (·) of a complex-valued discrete signal z(n) is [9, 42] 
and the discrete-time TK operator Ψ d (·) of a real-valued discrete signal z(n) becomes
In our case, TK operator is applied on the squared-absolute value of the MF output, and the cost function for TK algorithm (after noncoherent averaging) is
The reason for choosing TK operator in the algorithm comparison is its good performance reported in multipath scenarios for WCDMA systems [9, 30, 42] . We remark that TK operator was first applied at different levels of the correlation function: before coherent integration, before noncoherent integration, and after both coherent and noncoherent integration. The results showed that the best results are obtained when TK is applied after noncoherent integration (and therefore, on the squared-absolute value of the averaged correlation function), as shown in (21), and the results are only shown for this case. For the other situations (i.e., TK applied before integration), the results are quite poor, due to the high noise levels and to the sensitivity of TK operator to the noise. The intuitive behavior of TK algorithm is illustrated via Figure 7 , where we show the envelope of a sine BOC(1, 1) signal (continuous line) together with the output of TK operator applied on the squared envelope of the ACF. We notice that TK is able to distinguish the global peak (corresponding to the zero delay error) among the spurious sidelobes of the sine-BOC ACF. The side-lobes are not completely cancelled out after applying TK operator, but their levels are much diminished after TK. This property of TK to preserve only the useful energy of the correlation function will be indeed beneficial for closely spaced channel paths (see later on the explanations with respect to Figure 9 ). In Figures 8 and 9 we illustrate the performance of POCS and TK, respectively, in the presence of 4 closely spaced paths and BOC-modulated PRN codes (the noiseless case is shown here). A scenario with LOS path weaker than a successive NLOS component was selected for illustrative purposes. The same channel profile as that one used for Figure 6 is also used here. Typically, better results are achieved when LOS path is the strongest one. The true channel path delays are plotted with their respective magnitudes for reference purposes. From the matched filter output, we cannot distinguish the presence of multipath components. If the estimation is based on MF output, the delay estimation error would be 0.05 chips (which translates into about 14.6 m distance error for a chip rate of 1.023 MHz). By applying TK operator (Figure 9 ), all the four channel paths are easily distinguished. POCS estimates ( Figure 8 ) are a little bit noisier, but they are still estimating the LOS delay better than MF (in this example, the delay error for the first path is 0.02 chips or 5.86 m). 
Threshold setting
As explained above, a threshold is necessary to be set in order to select the first significant local maximum of the cost function h (e.g., h MF , h TK , h POCS , etc.). The time position of the channel paths is determined as the position of the local peaks of the cost function which are higher than a threshold γ. This threshold was built based on the ideal ACF of BOCmodulated signal together with the estimate of the noise variance:
where γ 1 is the second highest peak of an ideal ACF in the presence of BOC modulation (e.g., as seen in Figure 7 , γ 1 = 0.5 for N BOC = 2), and σ 2 is the estimate of the noise variance, obtained directly from the cost function h alg as the mean of the squares of out-of-peak values of h alg . An out-ofpeak (OOP) value is a value which is at least one chip apart from the global peak and alg stands for one of the MF, LS, MMSE, POCS, or TK algorithms:
Above, N OOP is the number of discrete OOP samples and h alg (n) are the elements of the h alg vectors. Equation (22) has been used for MF, POCS, MMSE, and LS estimates. For TK algorithm, γ 1 is obtained directly from the TK applied on the square envelope of an ideal ACF (see Figure 7) , and the noise variance is obtained directly from the MF output. An example for the threshold computation for MF and TK outputs is shown in Figure 10 for a 4-path fading channel and CNR of 27 dB-Hz. The true LOS delay and the estimated LOS delay are also written in each plot. We also remark here that the side-lobes of a sine BOCmodulated signal appear at the delays τ sidelobes , given by
with R BOC (τ) given in (9) . For example, the side peaks for sine BOC(1, 1) modulation (N BOC = 2) occur at ±0.5 chips around the global maximum, for sine BOC (15, 10) (N BOC = 3) occur at ±0. 33 and ±0.67 chips, and for sine BOC (10, 5) (N BOC = 4) occur at ±0.25, ±0.5, and ±0.75 chips. Generally, there are 2N BOC −2 side-lobes in the correlation function which interfere with the channel paths and may create false lock points. However, the most significant ones are those with the smallest delay relative to the global maximum. This is the reason for which the threshold estimation is based on the second highest peak of the ideal ACF given in (9).
PERFORMANCE COMPARISON
In what follows, the performance of the discussed feedforward delay estimation algorithms is compared in terms of detection probability P d and root-mean-square error (RMSE). The reason for not including the feedback delay estimation algorithms in this comparison is that there is no possibility of a fair comparison between the two. This comes from the fact that the performance measure for feedback-based algorithms is typically the time-to-lose lock, which has no equivalent for the feedforward-based algorithms. Moreover, in feedback-based algorithms, we have to assume that the initial delay error is less than 1/(2N BOC ) chips in order for the algorithm to converge (which is a very restrictive assumption).
The performance of the algorithms for channel profiles has been analyzed and the most representative results have been included. Two main channel profiles have been considered (both may be seen as typical indoor channels, due to large number of closely spaced paths and low mobile speeds): 
The error for which the detection probability is computed (chips), that is, detection is done within −Δε P d to +Δε P d chips error (i) indoor with Rayleigh distribution of all paths, decaying power delay profile (PDP) and a random number of paths, uniformly distributed between 1 and L max = 7, (ii) indoor with fixed Rayleigh PDP (first path having a smaller average power than the second one) and L = 4 paths.
The mobile speed was set to v = 4 km/h (we remark that simulations with higher mobile speeds and with Rician fading profiles have also been performed and similar conclusions were drawn). The channel models used here are based on some typical fading channel models reported in the literature [9, 40, 47] . A main parameter of the channel model is the separation between successive paths, which was assumed to be uniformly distributed between 0 and x max (where x max is the maximum separation between successive paths).
When the decaying PDP is used, the average path power α l of the lth path is given according to its distance from the first arriving path and to an exponential factor μ PDP in the form α l = α 1 e μPDP(τl−τ1) .
The detection probability P d is defined as the probability to detect the first arriving path (hereby assumed to be LOS path) with an absolute error smaller than or equal to Δε Pd . The LOS delay estimation is done only at the correct frequency bin (with a possible small residual Doppler error, smaller than 1/N c KHz), and with a time-window D max , as seen in Section 3.2. The main parameters of the simulation model are summarized in Table 2 and their values are given in the caption of each figure.
The comparison between the MF, TK, POCS, and LS algorithms for various channel profiles is shown in Figures 11  and 12 (the plots versus CNR), in Figure 14 (the plots versus N BOC ), and in Figure 15 (the plots versus N c ) . Clearly, LS algorithm fails to work properly due to the noise enhancement property specific to LS approaches. MMSE algorithms is better than LS, but it is still surpassed by TK and POCS, and, in some cases, even by MF; one reason might be the fact that MMSE is using the estimated noise variance, and not the true noise variance (which is hard to get in practice), and therefore, it might be affected by the errors in this estimate.
We noticed from Figures 11 and 12 that MF algorithm is not able to distinguish well between very closely spaced paths (i.e., maximum spacing less than 0.2 chips), and therefore, it suffers from a saturation effect at higher CNRs (see the P d curves in the above-mentioned plots). Both TK and POCS have much better detection probability than MF algorithms if the CNR is sufficiently high (or, equivalently, if we use enough integration to smooth the signal). This is due to the fact that TK and POCS can separate closely spaced paths, while the MF will always detect the merged peak, as shown in Figures 9, 8, and 10 .
On the other hand, from the point of the RMSE value, MF is not much worse than TK and POCS at high CNR values and it is always better in severe noise conditions (low CNR). This means that, when the estimate is noisy in TK and POCS cases, this estimate is more likely to be an outlier, while for MF, it mostly remains in a neighborhood of the true path delays, but without being able to separate them. The apparent contradiction between a good P d and a rather poor RMSE is illustrated in Figure 13 via the probability distribution function (PDF) of the delay errors. This plot corresponds to the CNR = 30 dB-Hz from Figure 11 , where we notice that P d of TK and POCS is much better than the P d of MF, while the gap between the RMSE of TK and the RMSE of MF is not very high, and POCS has even worse RMSE performance than MF. If we look at the PDF of Figure 13 , we see that MF estimate has a higher bias than the other two estimates (due to the incapacity of MF to separate closely spaced paths), but it also has less outliers.
We remark that, when we loosen the condition for the allowed delay error Δε Pd (i.e., Δε Pd increases), the detection probability becomes better, as expected, but the general shapes of the curves are preserved.
As seen in Figures 11 and 12 , the behavior of the compared algorithms is pretty similar in decaying PDP channels, as well as in fixed PDP channels. However, if the first arriving path is weaker than the next arriving path, as in Figure 12 , the detection probability decreases for all the algorithms, and MF is clearly not good enough to detect the first arriving peak (neither in detection probability nor in RMSE).
From the comparison between different algorithms in various channel profiles, we noticed that TK and POCS es- timators are less robust to noise than MF estimator. This is partially also due to the threshold computation γ, which is quite noisy in low CNR conditions, and therefore increases the likelihood of picking a wrong local peak of the correlation function as the LOS estimate. On the other hand, if CNR after integration is sufficiently high, we notice that TK and POCS offer the best separation between closely spaced paths (i.e., they typically have the best detection probabilities compared to the other algorithms). Figure 14 shows the impact of the increasing N BOC , for the indoor scenarios with maximum path spacing x max = 0.05 chips (i.e., very closely spaced paths). Similar results have been obtained for spacings up to x max = 0.2 chips. For a fair comparison between the algorithms, we assumed that the same target Δε Pd is aimed (here 0.025 chips). For MMSE and LS, the P d performance is deteriorating when N BOC increases (this is partially due to the errors in the noise variance σ 2 estimation). For TK and POCS, the best P d performance is achieved at N BOC = 2, while for MF the best P d is achieved at N BOC = 3. This behavior is mainly due to the increase in the number and amplitude of side-lobes in the ACF, when N BOC increases, and to the computation of the threshold, which is sensitive to the height of the side-lobes. By optimizing the choice of the threshold for each modulation order, the authors believe that the performance at higher N BOC of all the discussed algorithms can be improved. The side-lobes of the ACF act as interferers in the estimation process, and it may happen that the delay estimate goes to one of the peaks in the vicinity of the global maximum, due to the noise. In terms of RMSE error, however, the BOC modulation order does not seem to have great impact on TK, MF, and POCS estimators. TK and POCS have much better performance than MF if the spacing between paths is much less than the width of the main lobe of the ACF, namely, 1/N BOC . The performance of MF compared to the other algorithms becomes better when the main lobe of the ACF becomes narrower, as expected. Figure 15 shows the effect of increasing the coherent integration time N c , at a fixed CNR of 22 dB-Hz. We see that a low CNR can be compensated by increasing the integration time (here N c ), and that the performance of TK, POCS, LS, and MMSE algorithms becomes better with the increase of N c . On the other hand, MF performance (and, especially, its detection probability within 0.025 chips) does not vary much with respect to N c , which means that MF estimator is much more robust to the noise compared to the other delay estimation algorithms, but it cannot cope with the merging paths, and therefore, its detection probability remains quite low even at high N c .
We remark that the small decrease of MF detection probability at high CNR or high N c (as seen in Figures 11, 12 , and 15) can be explained by the fact that the simulations were carried out for 500 random realizations for each observation interval (one observation interval has a length of N c N nc code epochs) and that the additive noise samples were, of course, different from one CNR value to the other. In order to get smoother curves, the number of random realizations should be increased, but this will also increase the simulation time.
COMPLEXITY CONSIDERATIONS
Implementation platform
Different architectures and implementation platforms of mobile receiver have been developed through commercial and noncommercial organizations [48, 49] . The basic trend in today's implementation is to push the design toward programmability to simplify the analog part and have more flexibility in the digital side [50, 51] .
To compare the implementation complexity of MF, TK, and POCS algorithms (which are those with the best performance among the other analyzed feedforward techniques), we will focus on the programmable type of implementation. In mobile positioning, the main concern for the implementation platform is the low power consumption and fast Table 3 ). The implementation is done using the code composer studio (CCS) from TI [52, 53] with mixed C and assembly language implementation [54, 55] .
Implementation analysis
The main concern of the implementation part was to compare MF, TK, and POCS algorithm in a tracking (or fine delay estimation) mode. Therefore, we assume that the correlation part is already done in the acquisition stage, which is more likely to use a hardware type of implementation due to the intensive computation needed when long code epoch is used such as, for example, 8184 chips [2] or 4092 [56] chips in Galileo signal. In tracking mode, we assume that the first arriving path will be within the search-window length of the channel D max 6 which can be couple of tens of chips in indoor propagation and can reach some hundreds of chips for outdoor signal. The implementation of POCS algorithm assumes also that the matrix G BOC and the inverses of (15) and (18) are computed only once at the beginning and they are available at internal memory of the receiver. This is not an unreasonable assumption since G BOC matrix does not depend on the used codes, but only on the BOC modulation order, as seen in Section 3.2.
In Figure 16 we show the average execution time for MF, TK, and POCS algorithms for different values of the maximum delay spread of the channel and for different BOC modulation orders when we use the TMS320C64x processor. In computing these execution times, we only included the search for local maxima algorithm (which depends on the length of the correlation or cost function in samples, and, hence, on the number of samples per chip and on the N BOC ), the threshold computation, and the TK and POCS processing. The sampling interval was assumed here to be very small compared to the chip duration (T s = 0.05T c /N BOC , or equiv- alently, we have N s = 20 subsamples per BOC sample, which is also the assumption used in the simulation part). We see that, for a BOC modulation order less than 4, both in outdoor (e.g., D max = 1023 chips) and indoor (e.g., D max = 32 chips), the average execution time does not exceed 1 ms. We also see that the complexity of TK is very close to the MF complexity. However, for POCS algorithm, the complexity is higher and the highest gap between TK and POCS is seen at low maximum delay spread. For D max = 1023, TK and POCS have close computation time.
These computation times show that these algorithms can be applied quite efficiently in real-time systems. For example, in outdoor environment (case of D max = 1032 chips), if we consider a coherent integration of 5 ms, the percentage of time required for multipath delay estimation is less than 20% of the total time (see Table 4 ).
The memory requirements for MF, TK, and POCS algorithms implementation with BOC modulation order 5 are shown in Table 5 . The memory is divided into program memory (PM), data memory (DM), and external memory (Ext.M). For TK algorithm, in this case for N BOC = 5, the percentage of DM used does not exceed 17.68% 7 [57] . We also found that the needed memory decreases with the modulation order, as expected. For POCS algorithm, we see that the external memory is heavily used for higher maximum delay spread D max . This is basically due to the storage of the constant autocorrelation matrix G BOC required for POCS algorithm. For the case of N BOC = 5, the percentage of DM used 7 TMS320C64x has 16 KB data memory cache (L1D 128 K-Bit). does not exceed 31.8% and the percentage of total addressable external memory is less than 0.95% 8 [57] . The results of the implementation of TK, POCS, and MF with the TMS320C55x are shown in Figure 17 . We can see that the computation time is much higher than the case of TMS320C64x. For example, in the case of TK algorithm, at D max = 1023 and N BOC = 5, the execution time with TMS320C55x is 4.67 ms, and with TMS320C64x it is only 0.76 ms. However, by using TMS320C55x, we expect to have lower power consumption than with the TMS320C64x.
With these execution times, the percentage of time used for multipath delay estimation with respect to the coherent integration time can be expressed in Table 6 . It is clear that if we use a coherent integration of 1 ms, the processor can not achieve the delay estimation within the required time. However, by increasing the coherent integration, the frequency of estimating the delays decreases and the operation can be achieved within the required time (e.g., with N c = 5 ms, the time allocated to delay estimation is around 41% of the total time).
The memory requirements for MF, TK, and POCS algorithms implementation with TMS320C55x are shown in Table 7 with BOC modulation order 5. We can see that with this processor, the PM is much lower than in the case of TMS320C64x, but in overall, the total memory consumption is comparable to the case of TMS320C64x. The overall memory consumption for the D max = 1023 and N BOC = 5 is about 59.9 KB, that is, 93.5% of the total memory on-chip available 9 [58] .
The external memory consumption in the case of POCS with TMS320C55x is also comparable to the case of TMS320C64x. However, the percentage of usage here is about 75.6% 10 [58].
CONCLUSIONS AND DESIGN CONSIDERATIONS
We presented here feedforward delay estimation techniques as viable alternatives for the delay tracking loops for BOCmodulated PRN signals (such as those used in Galileo and modernized GPS systems). We conclude with a discussion related to the choice of one of the feedforward techniques among those presented here. We remark that all the results regarding the detection probabilities and the RMSE values have been obtained assuming infinite bandwidth at the receiver. This allows us to obtain the bounds on the algorithm performance. Further studies are dedicated to the performance of these algorithms for bandwidth-limited receivers.
If the target in the design process is the delay estimation with very high accuracy (i.e., at most few meters), then the TK estimator is the best choice in terms of performance and complexity (it ensures the best P d within a very small delay estimation error and its advantage over the MF algorithm is clearly seen if the spacing between successive paths is significantly less than 1/N BOC chips). POCS algorithm is also better than MF algorithm in terms of separating the paths with high accuracy, but it has the drawback of a more complex implementation and requires quite many iterations (at least 10) in order to converge.
If we are rather interested to have as few outliers as possible, then MF estimator is the best choice, since it exhibits quite good RMSE curves, it has the lowest complexity, it works perfectly well when the first path is significantly stronger (in terms of average power) than the other paths, and it is the most robust to the noise level.
In order to cope with high noise levels, sufficient integration should be used. The coherent integration time is limited by the coherence time of the channel, as well as by the stability of the local oscillator at the receiver and by the residual Doppler shift errors coming from the acquisition stages. Improvements in the threshold setting may increase the performance of all the estimators (especially for TK, which is less robust to the noise than MF) and they are a topic of further investigation.
The experiments with digital signal processor implementation demonstrated that MF, TK, and POCS algorithms can be readily implemented with the current stateof-the-art, low-power DSPs, such as the TMS320C64x and TMS320C55x processors.
