Abstract-This paper proposes a continuous-time model estimation method by using the Unscented Kalman Filter (UKF) from the sampled I/O data, in which the plant parameters as well as the initial state are estimated. The initial state is estimated based on a backward system of the plant, and the parameters are estimated by using the iterated UKF, which repeats the estimation of the forward system and the backward system alternately. In order to demonstrate the effectiveness of the proposed method, the rotary pendulum is provided to estimate the parameters of the continuous-time nonlinear system.
I. Introduction
The method for estimating the parameter of the continuoustime model from the sampled I/O data directly has attracted attention because of the following reasons. In many cases, the plant is inherently continuous in time. In addition, the discretetime model has a complex representation of the continuoustime model parameters, so that the discrete-time model can't reflect the structure of the plant. Furthermore, the Extended Kalman Filter like linear approximation at each state will enlarge the approximation error when the the sampling period is too large. Nonlinear systems will not be estimated well in this case.
Estimation of nonlinear systems is very important because many practical systems involve nonlinearities [1, 2, 3, 4, 8] . The Unscented Kalman Filter (UKF) [1, 2, 4, 7] is a nonlinear estimation method, and has become a widely used method for estimation of nonlinear systems. As it is well known, the UKF uses sigma points to capture the mean and the covariance of a Gaussian random variable, instead of calculating the Jacobian matrices. Plant parameters can be estimated based on the UKF like algorithm by augmenting the state with the unknown parameters. Because one-step-ahead estimates in continuoustime model can be calculated by numerical integration, it is possible to estimate the state and the parameters of a continuous-time system by using the UKF like algorithm.
On the other hand, the estimation of initial state is very important for obtaining the correct estimates of the system parameters [5, 6] , especially when we can only use I/O data of a short period. In many practical systems, initial state may be unknown but deterministic, in particular when there exists a dead zone of the sensor. If the initial state is unknown, the covariance of the initial state has to be set large, and it leads to low accuracy of the parameter estimation. Therefore, it is necessary to estimate the initial state in order to improve the accuracy of the parameter estimation.
In this paper, a new continuous-time model estimation method is proposed by using the UKF from the sampled I/O data, in which the plant parameters as well as the initial state are estimated by introducing a backward system of the plant.
II. UKF Like Algorithm
Consider a continuous-time nonlinear system,
where x(t) ∈ R n x is the system state, u(t) ∈ R is the control input, y(t) ∈ R is the system output, θ denotes the unknown plant parameters, and ν(t) ∈ R is the measurement noise with zero mean and its covariance matrix R c .
The discrete-time model of the system can be represented as:
where x k = x(kT ), k ∈ {1, . . . , N} is a discrete time, and T is a sampling period. The covariance of the measurement noise ν k is denoted by R. f d is an integral of f (x(t), u k , θ) from t = kT to (k + 1)T along the trajectory of the differential equatioṅ
with the initial condition x(kT ) = x k . An explicit formula of f d is not required, but a calculation procedure such as numerical integration is required. In order to estimate the unknown parameter, let
T , eqs. (3) and (4) together with θ k+1 = θ k = θ, the equations are rearranged as:
Denote an estimate of X k at a time step l asX k|l . In the general formulation of the UKF, the n-dimensional state with meanX k|k and covariance P k|k are approximated by 2n + 1 weighted sigma points [2, 1] . The index i takes values over {1, . . . , n}.
The UKF like algorithm is defined as a map
where Y = (y(0), y(T ), . . . , y(NT )), U = (u(0), u(T ), . . . , u(NT )),X 0|0 is the initial value of state estimate, P 0|0 is the initial value of covariance of the initial state.
III. Estimation of the Initial State
As mentioned previously, for many practical plants, the initial state may be unknown because there is a dead zone of a sensor. In order to improve the accuracy of the parameter estimation, it is necessary to estimate the initial state. In this section, a backward system is introduced to estimate the initial state, and the iterated UKF is proposed to estimate the parameters by repeating the estimation of the forward system and the backward system alternately. The problem setting of the proposed method is different from the UKF. The problem setting of this paper is summarized in Table I . From this section, mark the forward system with a subscript ' f ', and the backward system with 'b'.
A. Introduction of Backward System
A backward system, in which the time axis is reversed, is introduced to estimate the initial state:
where
, and ν b (t) = ν(NT − t). In the backward direction in time, estimate the initial state by the state estimation of the backward system. Because the estimation is based on the continuous-time model, the functions f (·, ·, ·), h(·, ·) and the parameter θ appear directly in backward system. The discrete-time model of the above system can be represented as:
is a ZOH (zero-th order hold) input signal, and y(t) is an instantaneous value of the output, the I/O data of the backward system are U b = (u((N − 1)T ), . . . , u(0), 0), and
for estimating the unknown parameter θ corresponds to the forward system F(·, ·) in eq. (6), and is calculated based on the backward system (10).
B. The Iterated Unscented Kalman Filter
An iterated estimation method is proposed in this section. It repeats the estimation of the state and the parameters of the forward/backward systems alternately by redefining the covariance P 0|0 for each iteration (Fig.1) .
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0|0 , P f BecauseX k|k = (x T k|k ,θ k ) T , covariance matrix will be given as a block diagonal matrix
is the estimate of the covariance of the state x j k , and P θ j (λ) k|k is the estimate of the covariance of the parameter θ k .
Covariance of initial state will be defined as follows:
As it is well known, the search range of θ depends on the covariance of initial state and the covariance of process noise. Because it is assumed that there is no process noise in this paper, the estimation of θ would not proceed if P θ j (λ) 0|0 = 0. Furthermore, a large initial value of P θ j (λ) 0|0 should be selected because a small initial value of P θ j (λ) 0|0 leads to a stop of the estimation. On the other hand, P θ j (λ) 0|0 should be small in order to obtain high accuracy, because in the estimation of nonlinear systems, the accuracy of the estimate depends not only on the accuracy of the initial state, but also on the precision of the initial state, the covariance P θ j (λ) 0|0 in this system. In order to keep the search range and improve the accuracy of the estimate, we redefine P θ j (λ) 0|0 to be decreased gradually by using a design parameter γ ∈ (0, 1) as:
Stopping Rule: A stopping rule of the estimation will be given by using the relative error. If relative error is less than ε, stop the algorithm, where ε denotes a design parameter. A particular description is given as follows:
In order to provide the relative error, assume there exists a limit of estimates θ * = lim λ→∞θ (λ) , and define an estimation error
Also assume θ (λ+1) = e −L θ (λ) , then
thus,
Make an assumption that θ (λ+1) can be approximated as:
Form the above assumptions, the relative error of estimates can be provided as:
Here, L can be estimated by
from the assumption eq.(22). ε is set to be 0.1%, for example, because four significant digits of error can be considered as small in practical applications.
Design Parameter γ:
A design parameter γ is a reducing ratio of the covariance P θ j (λ) 0|0 . When γ is small, it will increase the speed of convergence with the sacrifice of estimation accuracy, in other words, the estimates converge to a value which is different from the true value. On the other hand, a large γ, such as a value close to 1, will lead to slow convergence. Therefore, an appropriate γ is supposed to lead an estimate convergent to the true value with a rather fast speed. For these reasons, trial and error for determining an appropriate γ is required. An estimation method of γ will be developed as a future work.
The procedure of the estimation is as follows: Iterated Estimation Method:
0|0 , γ and ε. Let λ = 1. 2) Estimate the forward system as
as in eqs. (15) and (16). 4) Estimate the backward system by using eq.(25) with j = b.
as in eqs. (15) and (16). 6) If λ ≥3, estimate L by using eq.(24). And if
IV. Numerical Example
In order to illustrate the proposed method, the rotary pendulum is provided to estimate the initial state and the parameters of the continuous-time model by using the UKF like algorithm from the sampled I/O data.
The schematic representation of the rotary pendulum system is shown in Fig.2 , where m is the pendulum mass, r is the arm length, l denotes half the length of the pendulum. The effective mass moment of inertia is J b . Each of the angle of the pendulum α and the angle of the arm ϕ is measured by the potentiometer. In this numerical example, the system input is the voltage v of the rotary DC motor system, and the system output is the angle α. The length l and the mass m are the plant unknown parameters. Estimate the unknown parameters based on the UKF like algorithm by augmenting the state
T is the system state, and θ = (l, r)
T is the unknown parameter. Consider the nonlinear model of this system, the nonlinear equations can be derived by Euler-Lagrange equation. Rearrange the equations into the state space representation as:
where K g is a gear ratio, K m denotes a motor torque constant, and R m is a motor DC resistance. The parameters and the initial state of the plant can be estimated based on eq.(28) by using the UKF like algorithm. Experimental I/O Data: As mentioned previously, the estimation of initial state is very important for obtaining the correct estimates of the system parameters, especially when we can only use I/O data of a short period. In this numerical example, the sampling period is 8.67 × 10 −3 second, and there are 1038 sampled I/O data used. The periods of the data is 9.00 seconds. The experimental input voltage v, the experimental output α, and the prediction error are plotted in Fig.3 . As can be seen, there are some fluctuations for each iteration, because the unknown parameters are estimated without the estimation of the initial state. The duration is too small for the effect of the initial state to disappear, the estimation of the initial state is very important for this case.
• Results with the Estimation of the Initial State Next, estimate the parameters by using the proposed method. Because there introduces a backward system to estimate the initial state, it will increase the speed of convergence. The design parameter γ is 0.25. It is smaller than corresponding parameter above which means a faster convergence. 
Comparison:
Calculate the Relative Root Squared Error (RRSE) of the estimate which is defined by:
where θ is the true value andθ k is the estimate at a time step k. Table II shows the estimated parameters and the RRSEs of the estimates. The accuracy of the estimation by using the proposed method is improved because there introduces a backward system to estimate the initial state. The RRSE of the estimates by using the proposed method is less than 1 percent. 
V. Conclusion
In this paper, the method for estimating the initial state and the parameters of the continuous-time system is proposed. The initial state is estimated in a backward system by using the UKF like algorithm.
In order to demonstrate the validity of the proposed method, the rotary pendulum was provided to estimate the initial state and the parameters of the forward system and the backward system alternately. The estimated results by using the UKF like algorithm and the proposed method are compared in the experimental numerical example. Parameter estimation based on the proposed method can provide higher accuracy than the UKF like algorithm.
