Abstract-A linear space-time block code (STBC) is a vector space spanned by its defining weight matrices over the real number field. We define a Quadratic Form (QF), called the Hurwitz-Radon QF (HRQF), on this vector space and give a QF interpretation of the ML decoding complexity of a STBC. It is shown that the ML decoding complexity is only a function of the weight matrices defining the code and their ordering, and not of the channel realization (even though the equivalent channel when sphere decoding is used depends on the channel realization) or the number of receive antennas. It is shown that the ML decoding complexity is completely captured into a single matrix obtained from the HRQF. Also, given a set of weight matrices, an algorithm to obtain the best ordering of them leading to the least ML decoding complexity is presented. The well known classes of low ML decoding complexity codes (multi-group decodable codes, fast decodable codes and fast group decodable codes) are presented in the framework of HRQF.
I. INTRODUCTION & PRELIMINARIES
Multiple Input Multiple Output (MIMO) systems [1] - [3] have gained attention in the recent developments of wireless communication because of their ability to provide high data rates among other advantages. The capacity of a MIMO channel increases linearly with the minimum of the transmitter and the receiver antennas. Coding for MIMO systems is called Space Time Coding.
For an n t -transmit antenna, n r -receive antenna system, an n t × l STBC (Space time Block Code), is a finite set of n t × l matrices (l n t ) over the field of complex numbers. If l > n t , then we have obtain rectangular STBCs. If l = n t , we obtain square STBCs. We shall focus only on square STBCs in this paper.
Definition 1: A Linear Dispersion STBC (LD-STBC) [4] : A Linear Dispersion (LD) Space-Time Block Code (STBC) C over a signal set S, is a finite set of n t × l matrices (l n t ), where any codeword matrix belonging to the code C is of the form,
where A i are fixed n t × l complex matrices defining the LD code and are known as linear dispersion or weight matrices and x 1 , x 2 ..., x K are real scalars taking values from the signal set S. The rate of this code is K 2l complex symbols per channel use.
ML decoding complexity is one of the important aspects of an STBC. Orthogonal designs with single symbol decodability were proposed in [5] , [6] , [7] starting with the Alamouti design. For STBCs with greater than two transmit antennas, these came at a cost of reduced transmission rates. To increase the rate at the cost of higher decoding complexity, multi-group decodable STBCs were introduced in [8] , [9] , [10] . In (1) , if the variables x 1 , x 2 ..., x K can be grouped in such a way that each group of variables can be ML decoded independently from the other groups, then the code is said to be multi-group decodable. A necessary condition for any two variables x i and x j to be decoded independently is that their corresponding dispersion matrices A i and A j are Hurwitz Radon orthogonal i.e. A i A H j + A j A H i = 0. Fast decodable class of codes for 2x2 and 4x2 systems were introduced in [11] using Alamouti structure and in [12] using CIODs. Fast decodable codes have reduced sphere decoding complexity owing to the fact that a few of the variables can be decoded as single symbols or in groups if we condition them with respect to the other variables. Golden code and Silver code are also examples of fast decodable codes as shown in [12] and [13] . The properties of Fast decodable codes and multi group decodable codes were combined and a new class of codes called Fast Group Decodable Codes were studied in [14] .
We are interested in linear STBCs since they admit Sphere Decoding (SD) [18] which is a fast way of decoding for the variables. A further simplified version of the sphere decoding known as the conditional ML decoding was studied in [11] . We now define the ML decoding complexity for an STBC.
Definition 2: Let C be an STBC with the ordered dispersion matrices A 1 , ..., A K and g group decodable for some g ≥ 1, where all the variables take values from a signal set of cardinality M. Let R be the matrix obtained by the QR decomposition used for SD. Denote by l i , the number of variables that need to be conditioned, when we use conditional ML decoding [11] on the group i, for i = 1, 2, ...g. Then the ML decoding complexity of group i is given by M li+1 . Let l = max i {l i } + 1. We define the ML decoding complexity of this STBC as M l for the given ordering. This number cannot exceed M K , the complexity of the exhaustive-search ML decoder when g = 1.
Henceforth, we shall use the term ML decoding complexity to mean M l as defined above, unless specified otherwise.
Quadratic Form (QF) approach has been used in context of STBCs in [15] to determine whether Quaternion algebras or Biquaternion algebras are division algebras, an aspect dealing with the full diversity of the codes. This approach has not been fully exploited to study the other characteristics of STBCs.
A. Hurwitz-Radon Quadratic Form
In this subsection we define the Hurwitz Radon Quadratic Form (HRQF) on any STBC and use it as a tool to determine the ML decoding complexity of the STBC. We first recall some basics about Quadratic Forms. More details can be seen in [20] .
Definition 3: Let F be a field with characteristic not 2, and V be a finite dimensional F -vector space. A quadratic form on V is defined as a map Q : V −→ F such that it satisfied the following properties.
• Q (av) = a 2 Q (v) for all v ∈ V and all a ∈ F .
• The map B (v, w) =
] for all v, w ∈ V is bilinear and symmetric. If we consider V as an n-dimensional vector space over F , then we can also consider the Quadratic Form as a homogeneous polynomial of degree two: i.e., for 1 ≤ i, j ≤ n, we have scalars m ij such that
Hence, we can associate a matrix M with the quadratic form such that Q (v) = vMv T . Definition 4: The Hurwitz Radon Quadratic Form is a map from the LD-STBC C = X = K i=1 x i A i to the field of real numbers R, i.e. Q : C −→ R given by
where X is an element of the STBC and
The map defined by (3) is Quadratic Form.
Proof: The map Q needs to satisfy the conditions as defined in Definition 3. We have
should be bilinear and symmetric where
Substituting and simplifying, we get
It is clearly seen that this map is bilinear and symmetric. We can associate a matrix with the HRQF. If we define the matrix M = (m ij ) where i, j = 1, 2, ..., K such that m ij = d ij , then we can write the HRQF as Q (X) = xMx T , where
Notice that M is a symmetric matrix and m ij = 0 if and only if
The contributions of this paper are as follows:
• With the help of HRQF, it is shown that the ML decoding complexity of the code is dependent only on the dispersion matrices of the code and their order, and not on the channel realization (even though the equivalent channel when sphere decoding is used depends on the channel realization) or the number of receive antennas.
• A best ordering of the dispersion matrices provides the least ML decoding complexity for the code. We provide an algorithm to be applied to the Quadratic Form matrix in order to obtain a best ordering.
The remaining of the paper is organized as follows: In Section II the known classes of low ML decodable codes, the system model and the importance of ordering of dispersion matrices are established. In Section III, we show that the ML decoding complexity depends completely on the HRQF and not on the channel realization or the number of receive antennas. In Section IV, we present an algorithm to modify the HRQF matrix in order to obtain the best ordering of the dispersion matrices to obtain the least ML decoding complexity. Concluding remarks constitute Section V.
Notations: Throughout the paper, bold lowercase letters are used to denote vectors and bold uppercase letters to denote matrices. Let X be a complex matrix. Then X T , X H and det [X] denote the transpose, Hermitian and determinant of X, respectively. For a complex variable x, x I and x Q denote the real and imaginary part of x, respectively. Also, j represents √ −1 and the sets of all integers, all real and complex numbers are denoted by Z, R and C, respectively. The operation of stacking the columns of X one below the other is denoted by vec (X). The Kronecker product is denoted by ⊗, I T and O T denote the T × T identity matrix and the null matrix, respectively. For a complex random variable X, X ∼ N C (0, N 0 ) denotes that X has a complex normal distribution with mean 0 and variance N 0 .
For a complex variable x, the( ) operator acting on x is defined as followsx
The( ) can similarly be applied to any matrix X ∈ C n×m by replacing each entry
II. SYSTEM MODEL AND KNOWN CLASSES OF LOW ML DECODING COMPLEXITY CODES
Let n t and n r be the number of transmit and receive antennas respectively. Consider the Rayleigh quasi-static flat fading MIMO channel with full channel state information at the receiver (CSIR). The input output relation for such a system is given by
where H ∈ C nr×nt is the channel matrix and N ∈ C nr×nt is the additive noise. Both H and N have entries that are i.i.d, complex-Gaussian with zero mean and unit variance. The transmitted codeword is X ∈ C nt×nt and Y ∈ C nr×nt is the received matrix. The ML decoding metric is to minimize over all possible values of the codeword X -
Definition 5: For any Linear Dispersion STBC with variables x 1 , x 2 ..., x K , the generator matrix G is defined by [11] 
T . In terms of the dispersion matrices, the Generator matrix can be written as
Hence, for any LD-STBC, (4) can be written as
where H eq ∈ R 2nr nt×K is given by H eq = I nt ⊗Ȟ G, where G is the generator matrix as defined above andx = [x 1 , x 2 ..., x K ] , where each x i is drawn from a QAM constellation. Using the above equivalent system model, the ML decoding metric can be written as
Using QR decomposition of H eq , we get H eq = QR where Q ∈ R 2nrnt×K is an orthonormal matrix and R ∈ R K×K is an upper triangular matrix. Using this, the ML decoding metric now changes to
If we have H eq = [h 1 h 2 ..., h K ] where h i , i ∈ 1, 2, ..., K are column vectors, then the Q and R matrices have the following form obtained by the Gram-Schmidt orthogonalization:
where q i , i ∈ 1, 2, ..., K are column vectors, and
where
r1 and for i = 2, ...K,
We now elaborate the notions of multi-group decodability, fast decodability and fast group decodability.
In case of a multi-group decodable STBC, the variables (or information symbols) can be partitioned into groups such that the ML decoding metric is decoupled into submetrics such that only the members of the same group need to be decoded jointly. It can be formally defined as [9] , [16] , [17] :
Definition 6: An STBC is said to be g-group decodable if there exists a partition of {1, 2, ..., K} into g non empty subsets Γ 1 , Γ 2 , ..., Γ g such that the following condition is satisfied:
whenever l ∈ Γ i and m ∈ Γ j and i = j. If we group all the variables of the same group together in (6), then the R matrix for the SD [18] , [19] in case of multi-group decodable codes will be of the following form
where ∆ i , i = 1, 2, ..., g is a square upper triangular matrix.
We now turn to fast decodable codes. Consider the standard sphere decoding of an STBC. Suppose the R matrix as defined in (9) turns out to be such that when we propose values for a set of symbols, the rest of the symbols become conditionally single symbol decodable, then the code is said to be fast decodable. Formally, it was defined in [11] as follows:
Definition 7: An STBC is said to be fast ML decodable if the condition
where q i and h j are obtained from the QR decomposition of the equivalent channel matrix H eq = [h 1 h 2 ..., h K ] = QR with h i , i ∈ 1, 2, ..., K as column vectors and Q = [q 1 q 2 ... q K ] with q i , i ∈ 1, 2, ..., K as column vectors as defined in (8) , is satisfied for some L ≤ K. In this case, L levels can be removed from the sphere decoding tree. The R matrix for a fast decodable code will have the following structure.
where ∆ is a L × L diagonal matrix, B 2 is a square upper triangular matrix and B 1 is a rectangular matrix.
Fast group decodable codes were introduced in [14] . These codes combine the properties of multi-group decodable codes and the fast decodable codes. These codes allow each of the groups in the multi-group decodable codes to be fast decoded. The formal definition is given as follows:
Definition 8: An STBC with dispersion matrices A 1 , ..., A K is said to be fast group decodable if it satisfies the following conditions:
• There exists a partition of {1, 2, ..., K} into g non empty subsets
= 0 whenever l ∈ Γ i and m ∈ Γ j and i = j.
• In any of the partition Γ i , we have
In such a case, L i levels are removed from each group in the SD tree.
The R matrix for a fast group decodable code will have the following structure.
where each R i , i = 1, 2, ..., g will have the following structure:
is a square upper triangular matrix and B i1 is a rectangular matrix.
The structure of the R matrix for each of the codes defined above depends upon the ordering of the dispersion matrices. If we change the ordering of the dispersion matrices, the R matrix may lose its structure and no longer exhibit the desirable decoding properties. We consider an example to show this.
Example 1: Let us consider the Silver code given by:
where X a and X b take the Alamouti structure X a (s 1 ,
, and
where U is a unitary matrix chosen to maximize the minimum determinant and is given by U = T , then the R matrix for sphere decoding has the following structure where t denotes non zero entries. We can clearly see that the silver code admits fast decoding with L = 4 with this ordering. However, if we change the ordering tos
T , then the R matrix for sphere decoding has the following structure where t denotes non zero entries. With this ordering, only L = 2 levels can be removed from the SD tree. Hence, it is not the best possible ordering for the given code. With this example we can clearly see that the ordering of the dispersion matrices also determines the decoding complexity of STBCs.
III. HRQF AND ML DECODING COMPLEXITY
In this section we show that the HRQF matrix is enough to determine the decoding complexity of a STBC and the decoding complexity is hence independent of the channel matrix realization or the number of receive antennas. First we address the multi-group decodable codes.
1) HRQF for Multi Group Decodable Codes: Lemma 1: Let us consider a g group decodable STBC
.., Γ g denote the groups in which the symbols need to be jointly decoded. Without loss of generality let us assume that the variables x i s are ordered according to these groups i.e.
x 1 , ..., x |Γ1| ∈ Γ 1 , x |Γ1|+1 , ..., x |Γ1|+|Γ2| ∈ Γ 2 and so on
∈ Γ g . Let R be the matrix obtained from the QR decomposition of H eq . Then, we have r ij = m ij = 0, for j > i, whenever x i ∈ Γ p , x j ∈ Γ q , p = q. In other words, the ML decoding complexity of the STBC is determined by the HRQF matrix.
Proof: We know from [12] that if
= 0 is satisfied for some i, j then the corresponding columns in the H eq matrix are orthogonal i.e. h i , h j = 0. We also know that m ij = 0 if and only if
To prove that the R matrix has zero entries at the same coordinates. Proof by Induction. For i = 1 and for any j ≥ L 1 + 1,
since q 1 = 1 h1 h 1 . Now, let it be true for all l < i for any i such that 1 ≤ i ≤ L 1 .
since h i , h j = 0 as m ij = 0 and q l , h j = 0 for l < i by induction hypothesis. Now consider the p-th group Γ p . Let the desired result be true for all groups 1, 2, ...p − 1. Consider r ij where
since h i , h j = 0 as m ij = 0 and q l , h j = 0 for l < i by induction hypothesis. We now consider an example to illustrate the above lemma. Example 2: Consider the 2 × 2 ABBA code given by [21] :
where x i ∈ R for i = 1, 2, 3, 4. This is a two group decodable code with {x 1 , x 2 } belonging to one group and {x 3 , x 4 } belonging to the other. The structure of the HRQF matrix M and the R matrix are given below with [x 1 , x 2 , x 3 , x 4 ] as the ordering of the variables and the dispersion matrices,
where t denotes the non-zero entries.
As it can be seen, the upper triangular portion of M matrix and the R matrix have the same structure.
2) HRQF for Fast Decodable Codes:
Now we concentrate on the fast decodable codes. We relate the decoding complexity of these codes which is to say the L levels that can be removed from the SD tree based on the conditioning of the rest of the variables to the HRQF matrix.
Lemma 2:
..L−1 and j = i+1, ..., L, then the STBC admits fast decodability with L levels removable from SD tree.
Proof: We know from [12] 
Proof is by induction. For i = 1,
since q 1 = 1 h1 h 1 . Let it be true for all l < i.
since h i , h j = 0 as m ij = 0 and q l , h j = 0 for l < i by induction hypothesis. We now consider an example to illustrate the above lemma.
Example 3: Consider the Silver code as mentioned in Example 1. If we order the variables (and hence the dispersion matrices) in the following fashions
T , then the HRQF matrix M and the R matrix will have the following structure:
t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t t t t t t t t t t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t
where t denotes the non-zero entries. As it can be seen, the upper triangular portion of the matrix M, has a structure that admits fast decodability with 4 levels removable from the Sphere Decoder tree if considered as the R matrix.
3) HRQF for Fast Group Decodable Codes:
We now turn to Fast Group Decodable codes.
Lemma 3:
Let us consider a g Fast group decodable
x 1 , ..., x |Γ1| ∈ Γ 1 , x |Γ1|+1 , ..., x |Γ1|+|Γ2| ∈ Γ 2 and so on till
∈ Γ g . Let R be the matrix obtained from the QR decomposition of H eq . Then, we have r ij = m ij = 0, for j > i, whenever x i ∈ Γ p , x j ∈ Γ q , p = q and each group Γ i admits fast decodability with L i levels removable from the SD tree if
Proof:
This can be easily be proved from the proofs of lemmas 1 and 2
We now consider an example to illustrate the above lemma.
Example 4:
Consider the Fast Group Decodable STBC [14] given in (19) .
Let the ordering of the variables (and hence the dispersion matrices be [s 1 , s 2 , ..., s 17 ]. This STBC is a two group decodable STBC with s 1 as one group and s 2 , s 3 , ..., s 17 as the 2nd group. The second group is fast decodable with five levels removable from the SD tree. The HRQF matrix M and the R matrix are given in (20) and (21) respectively where t denotes the non zero entries.
As we have seen from Lemmas 1, 2 and 3, the decoding complexity of the STBC depends only upon the HRQF matrix M and not on the H eq matrix, i.e., the decoding complexity is independent of the channel matrix and the number of receive antennas. It can be completely captured into a single matrix obtained from the set of dispersion matrices and their ordering.
IV. ALGORITHM FOR A BEST ORDERING OF THE DISPERSION MATRICES As seen in Example 1, the ordering of dispersion matrices determines the decoding complexity of an STBC. We have also seen that the HRQF matrix completely determines the decoding complexity of an STBC. In this section we present an algorithm that uses the HRQF matrix as an input and manipulates it in order to obtain the best possible ordering of dispersion matrices. We do so by using row and column permutations of the HRQF matrix. The rows and columns of the HRQF matrix are in one to one correspondence with the ordering of the dispersion matrices. Hence, if we change the ordering of the dispersion matrices, the HRQF matrix changes accordingly and vice verse. For example, any transposition in the ordering of the dispersion matrices will result in swapping the corresponding rows and columns (since HRQF matrix is symmetric) of the HRQF matrix. The algorithm to get the best possible ordering is given in two stages, Algorithm 1 and 2 respectively. Group all the variables that need to be jointly decoded. i.e. all the non zero entries in the i-th row or column for t = i + 1 to K do -Find the next non zero entry from t in the ith row. Let it be in the j-th column.
-Swap the t-th column, row with the j-th column, row.
-Update current ordering end Now group all the variables which are in turn linked to the non-zero entries of the i-th row/column -Let the number of non zero entries in the i-th row be
-Swap the t-th column, row and the q-th column, row.
-Update current ordering
t t t 0 t t 0 0 0 t t t t t t t 0 0 t t t t t t 0 0 0 t t t t t 0 0 0 0 t t t t t t t t t 0 0 0 t t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t t t t 0 t t t t t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t Stage -2 finds the zero entries in each group to determine the fast decoding capability of the group. The maximum fast decodability is evaluated for each row and finally the HRQF matrix we obtain is M =             t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t t t t t t t t t t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t If we use conditional ML decoding for this R matrix, the decoding complexity is 4M 5 which is the best possible complexity for the silver code.
V. CONCLUSION
In this paper we have analyzed the decoding complexity of a Space Time Block Code using Quadratic Forms. We have shown that this QF completely categorizes the decoding complexity of an STBC and hence it is independent of the channel and the number of receive antennas. We have also highlighted that the ordering of dispersion matrices is an important factor in determining the decoding performance of the code. We have provided an algorithm to obtain the best ordering of dispersion matrices to get the best decoding performance from the code.
