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An example is given of a fourth-order linear ordinary differential operator K 
on (- m, 00) for which the higher-order conjugate point functions vz and Q are 
discontinuous. Introduced to settle the issue of discontinuity are the notions of 
lower-order branching and degenerate branching of boundary value problems of 
de la VallCe-Poussin type. 
1. INTRODUCTION 
The purpose of this paper is to give conditions under which the conjugate 
point functions Q and 7s for a fourth-order linear ordinary differential equation 
fail to be continuous (see Sect. 4 for definitions, and a statement of the continuity 
problem). 
In order to understand the occurrence of a point of discontinuity of one of the 
higher-order conjugate functions qD , we study (Sect. 5) in some detail the degen- 
eracy of lower-order branching for a boundary value problem 
Ku = 0, u(O) = u’(O) = u(1) = u’(1) = 0, (1.1) 
where K is a fourth-order linear ordinary differential operator on (-co, co) 
(see Sect. 3 for the definition of branching). The principal result, Theorem 5.4, 
is formulated for application to the conjugate point problem. However, it is a 
model theorem for some very interesting branching phenomena, which in part 
explains the need for hypotheses in references [IA, 7, 9-12, 14, 16-241. 
To settle the issue of existence of a fourth-order equation Ku = 0 with 
discontinuous Q and Q , an example is constructed (Sect. 6-7). The unusual 
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features of this example cannot be obtained from equations with constant 
coefficients. 
The discontinuity of Q and r], is shown (Sect. 8) to result from degenerate 
lower-order branching on a conjugate interval [0, qr(O)]. This suggests that it is 
perhaps the branching behavior of boundary value problems that is misunder- 
stood, and further work along these lines might have some impact upon the 
theory of boundary value problems for linear and nonlinear ordinary differential 
equations. 
2. NOTATION AND DEFINITIONS 
Let x E R”, x = (x1 ,..., x,). Denote by nJc(t) the number of components of x 
equal to t. The set comp{x} is the set of distinct components of X, which are 
labeled t, ,..., t, . Define mi = ne(ti), 0 < i -< Y. 
The boundary operator Pz acts on functions u of class P-l, and is defined by 
the relation 
LQ4 = (u(t,) ,..., u’““-l’(to) ,..., u(tJ ,..., U’“‘-l’(t”)) T. 
The identity szu = 0 means that u(t) has a zero of multiplicity at least mi at ti , 
O<i<v. 
If K is fixed, ker 9, is the set of all solutions to the problem Ku = 0,6p,u = 0. 
The Wronskian of functionsf, ,...,fm shall be denoted by W(fi ,...,fm). 
The principal sohtions at s of Ky = 0 are the solutions yj(t; s), 0 < j < n - 1, 
defined by yji’(s; s) = Siej (Kronecker’s delta). 
3. THE LOWER-ORDER BRANCHING PROBLEM 
Consider the space Er = Cn[a, b], the space E, of all nth-order linear differen- 
tial operators 
K = f p,(t) Di (P& = 1) 
i=O 
with norm I/ K 11 = x:b, max{l pi(t)\ : a < t < b), and the space E, of all bounded 
linear operators L: P[a, b] + R” with norm [IL jl = sup{\ Lu I: /I u llcn-l == 11. 
The operator ?Pz E1 x E, x E, -+ C[a, b] x R” shall be defined by 
Y(u, K, L) = (KU, Lu). The branching problem considers the solutions (u, K, L) 
of the equation 
Y(u, K, L) = 0. (3.1) 
Since Y(0, K, L) = 0 for all K and L, the point (0, K, , Lo) will be a bifurcation 
point of (3.1) if there exists a nontrivial solution u. of the equations Kouo = 0, 
Lou0 = 0; indeed, in this case (3.1) has a solution in 0 < 11 u 11 < 6, \I K - K, \I + 
11 L -Lo II < 7 for each 6, 71 > 0 (see Vainberg [25, p. 1381). 
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The problem associated with a given bifurcation point (0, K,, , L,) is to 
describe the solution branches of (3.1) near the bifurcation point, that is, to 
describe the solutions of (3.1) with 0 < 11 u [I < 6, (1 K - K,, Ij + 11 L - L, 11 < 7, 
asS+Oandq-+O. 
Of particular interest is the boundary operator problem, which corresponds to 
fixing K = K, , and the coeficient dependence problem, which corresponds to 
fixing L -: L, . Both problems seek descriptions of the local branching behavior 
of equation (3.1). 
Lower-order branching occurs for fixed K with ker Z”, # (0) iff there exists a 
sequence {x~} with lim,,, R, = x0 , X, # x0, and ker ZZa # (0). In case this 
occurs, it is of interest to select from each ker TZ, a solution u, + 0 such that 
u(t) = lim,,, un(t) f 0 belongs to ker pZ . 
Subspace branching of lower order occurs :ff comp{x,} contains a subset t, ,..., t, 
such that 
6) Ito ,..., 4J _C CompbJ, n 2 1, 
(ii) nl,(tJ = n,(ti), 0 < i < CL, n 3 1. 
Positive contributions to the above problems can be found in references 
[l-4, 7, 9-12, 16-241. The uniqueness hypotheses used in these references are 
shown to be necessary by the results of later sections of this article. 
4. THE CONTINUITY PROBLEM FOR ?lp 
Given a fixed nth-order linear ordinary differential operator K on (-co, 00) 
and a point a E (-co, co), r/Ja) is the least number b > a for which Ku = 0 
admits a nontrivial solution u(t) having n + p - 1 zeros on [a, b] (counting 
multiplicities) and u(a) = 0. This defines a function qD: (-CO, 00) + (-co, CO], 
provided one takes q,(a) = co when no solution vanishing at a has n + p - 1 
zeros on [a, co). The function rlz, is called the pth conjugate point function for K, 
p = 1) 2, 3 ,... . 
The continuity problem for vp is to determine conditions on K in order that 
the mapping a - Tp(a) be continuous. It is known that vi is continuous, without 
further requirements on K; see Levin [14], Gustafson [4], Ridenhour [21], 
Sherman [23]. 
5. DEGENERATE BRANCHING OF LOWER ORDER 
The lower-order branching of a given problem Ku = 0, pZOu = 0 is said to be 
degenerate iff no lower-order branching occurs, i.e., there does not exist a 
sequence {.vt)F=r with 
(i) xk f x0 ; (ii) 1’ im xk = x0 ; 
k+a 
(iii) ker Zr, # (0). 
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Degeneracy will be investigated in this section for the special case n = 4 and 
x0 = (0, 0, 1, 1). The methods employed will extend to arbitrary n and to 
arbitrary de la VallCe-Poussin boundary value problems. 
LEMMA 5.1. Let Ky = 0 be a linear fourth-order ordinary dzJkrentia1 equation 
whose principal solutions yi(t) = yi(t; 0), 0 < i < 3, satisfy 
Y3(1) = Y3’U) = Y;(l) = 0, (5.1) 
(5.2) 
Then the only solution of Ku = 0, Pzu = 0 with comp{x} having four elements is 
u-O,asIx-x,,~+O,wherex,=(0,0,1,1). 
Proof. Let r(t) = (M), nW, r&), At)), R(u, v) = .~:Y'@[v - ~1 + 4 dh, 
S(u, v) = $ ~‘(1 + h[v - u] + U) dh, then define x = (xi , x, , x3 , xp), G(x) = 
the 4 x 4 determinant whose rows are y(xi), y(xJ, y(1 + x3), y(1 + xJ; 
F(x) = the 4 x 4 determinant whose rows are y(xi), R(x, , x,), y(1 + x3), 
Sk3 9 4. 
A nontrivial solution u of Ku = 0, Pz+, ou = 0 exists only if G(x) = 0. If 
G(x) = 0 and in addition xi # xa and x3 # 4, thenF(x) = 0. It will be shown 
that 
F(x) = Q(x) + .@‘(x), 
where the remainder W(x) satisfies [ 9(x)j < M 1 x I3 and 2 . Q(x) = 
4% + w2 + 4x2”] + B[(% + iw2 + %%2l, @ 9. Since 1 Q(x)/ 3 
min{l 01 l/4, 1 fi l/4} . 1 x j2, it cannot happen that F(x) = 0 when / x I is suffi- 
ciently small and positive-this proves the result. 
The remainder of the proof establishes the relation F = Q + $3’. This is done 
by Taylor expansion of F about x = 0, as follows: 
F(x) = F(O) + F’(O) x + ;F”(O)(x, x) + ,,’ v P(hr)(x, x, x) dh. 
It turns out that F(0) = 0, F’(0) = 0, 
W(x) = J; ((1 - #2)F”(Xx)( 
so we may take Q(x) = &F”(O)(x, x) and 
x, x, x) dA. Then W(x) has the desired properties 
and F = Q + W. The only remaining detail is to show that Q has the claimed 
form. 
The scalar quantity F”(O)(x, x) is the quadratic form xAxr where A is the 
4 x 4 matrix with entries a2F/axi2xj 1 < i < 4, 1 <j < 4, at x = 0. The 
matrix A is symmetric, therefore it is only necessary to compute the entries with 
j > i. The following relations hold: 
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Consequently, x/W = ar(x,a + xrxa + xzz) + fl(xsa + xBxl + xa2) = 2Q(x). 
The proof is complete. 
LEMMA 5.2. If Ky = 0 is a fourth-order linear diferential equation whose 
principal solutions (yi}& satisfy 
~~(1; 0) det E 
YlUi 0) Yz(l; 0) 
yr’(1; 0) ys’(1; 0) 1 + O, (5.3) 
y!‘( 1; 0) = 0, O,(i<2, (5.4) 
thmyy,(l; O)y,(O; 1) f 0. 
Proof. Let yi(t) = yi(t; 0), 0 < i < 3. If ~~(0; 1) = 0, then y2(t; 1) = 
‘& ciyi(t). If c, = c, = 0, then ys(t; 1) = c&t), which contradicts (5.4), 
therefore cl2 + cz2 > 0. However, cryr(1) + csy2(1) = y2(1 ; 1) = 0, cryr’(1) + 
c2y2'(l) = ~~‘(1; 1) = 0, which by linear algebra contradicts (5.3). Therefore, 
~~(0; 1) # 0, hence ~~(1; 0) ys(0; 1) f 0 by (5.3). I 
LEMMA 5.3. Let Ky = 0 be a fourth-order linear d@emntial equation whose 
principal solutions yi(t; s)(O ,< i < 3) satisfy (5.4) and 
Yz(l; O)y2(0; 1) f 0. (5.5) 
If the only solution of Ku = 0, A?$ = 0 with comp{x} ha&g four elements is 
u z 0, as 1 x - x,, 1 + 0, then the lower-order branching for Ku = 0, 2&u = 0 is 
degenerate. 
Proof. The proof shall proceed by showing the nonoccurrence of the possible 
zero distributions. Let u(t; a, b) = y2(t; a)/y,(b; a), then u(t) = u(t; a, b) satisfies 
Ku = 0, u(a) = u’(a) = 0, u”(a) # 0, u(b) = 1 for 1 a 1 + / b - 1 1 < E or 
1 b 1 + j a - 1 ] < E (as e---f 0), as follows from (5.5) and the continuity of the 
mapping (t, s) -y2(C 4. 
Suppose y $F 0 is a solution of Ky = 0 with a zero of exact multiplicity 2 at 
a1 E (-E, E), and two distinct zeros a2 , a3 E (1 - E, 1 + c). Since initial value 
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problems are uniquely solvable, the sum of the multiplicities at a, and a, cannot 
sum to more than three (as E --f 0). Therefore, it may as well be assumed that ua 
is of odd order. Then z(t) = ku(t; aa , ai) + y(t) + 0 is a solution of KZ = 0 
which for ky”(a,) > 0 and 1 k ( sufficiently small has a zero at a, , a zero near us , 
and two distinct simple zeros near a,. * this contradicts the hypothesis. Hence 
y E 0. In a similar way, it is shown that the only solutiony of Ky = 0 with a zero 
of exact multiplicity 2 in (1 - E, 1 + c) and two distinct zeros in (-E, 6) is 
y E 0 (as E - 0). 
Assume y + 0 is a solution of Ky = 0 which has a triple zero at a E (--E, c) and 
a zero of exact multiplicity 2 at 6 E (1 -- E, 1 + c). Let z(t) = ku(t; a, b) + 
y(t), ky”(b) > 0, then for 1 k j small, z(t) has a zero of exact multiplicity 2 at a and 
2 simple zeros near 6. This contradicts the case treated in the previous paragraph, 
thus y E 0. In a similar way, it is shown that the only solution of Ky == 0 with a 
zero of exact multiplicity 2 in (- E, E) and a triple zero in (1 - E, 1 + c) is 
3’ = 0. 
Finally, suppose y + 0 is a solution of Ky = 0 which has a triple zero at 
a E (-F, c) and a triple zero at 6 E (1 - E, 1 + F), then y(t) is a constant multiple 
of ya(t; a), hence ya(t; a) has a triple zero at 6. Consider the function F: R’ --j R 
given by 
F(x, al) = y,“(w; x). 
By assumption, F(0, 1) = 0, and F is of class Cl. Furthermore, F,(O, 1) = 
y;(l ; 0) # 0. By the implicit function theorem there exists a function W(X) of 
class Cl on a neighborhood N of 0 satisfying w(0) = 1 and such that F(x, w(x)) = 
0, x EN. Furthermore, if F(u, 6) = 0, then 
0 = F(u, 6) - F(u, w(u)) := [b - w(u)] g (a, J), 
where y is between 6 and w(u), hence all such 6 sufficiently close to 1 satisfy 
6 = w(u). It is, however, the case that ~~(6; a) = ~~‘(6; a) = 3$(6; a) = 0 for 
pairs (u, 6) ---f (0, l), therefore F(u, 6) = 0 and 6 = w(u). This means that 
Y3b@n); 4 = 0 
for a sequence (a,} + 0, hence by Peano’s formulas (see Hartman [8, p. 95]), 
0 = $+i aY&J(%); 4 - Y3wo; WI 
= $ [Y&4% 41 /f-o 
= w’(O) y3’(w(O); 0) + P,(O) Y3b40)~ 0) - Y&m 0) 
= -ya(l; 0) # 0, 
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a contradiction (pa is the coefficient of y”’ in the operator K). The proof is 
complete. 
THEOREM 5.4. Let Kbe a linear ordinary fourth-orderdi@rential operatorwhose 
principal solutions satisfy (5.1) and (5.2). Th en I ower-order branching of the problem 
Ku = 0, PzOu = 0 is degenerate. 
6. A SPECIAL EQUATION 
Constructed here is a fourth-order equation of the form 
Ku = (p(t) u”‘)’ + q(t) u” = 0, 
for which conditions (5.1) (5.2) hold, thus ensuring degenerate lower- 
order branching by virtue of Theorem 5.4. In addition, the operator K will 
satisfy ~(0) = 1. 
The particular form of K is due to the method of construction, which proceeds 
by selection of the principal solutions of Ku : 0 at 0 to be 
xl(t) = 1, n(t) = t, y?(t) = rt (t - s)f(s) ds, y3(t) = $t3(1 - t)3. (6.1) 
‘0 
In this way, K has the factored form K = MDz, where D = dldt, M = 
D(p(t)D) + q(t), p(t) = W(y& yg), q(t) = U’(y~, yt). The difficult part of the 
construction occurs with the auxiliary function f(t). This function will be 
defined on [0, I]; the coefficients p(t), q(t) will then have Cm extensions to 
(-co, co), and this will yield the claimed example. 
To exhibit an equation satisfying only conditions (5.1)-(5.2) it is not necessary 
to construct the auxiliary function f in a very special manner. The difficulty is 
the requirement ~(0) = 1, which can be reformulated in terms of the principal 
solutions yi(t) = yi(t; 0) as follows: 
YY, T 4)2 Y Y3) z 07 o<t<1, (6.2) 
VY, 9 3)3) f 0, o<t<1. (6.3) 
To have K well defined and ensure (5.1)-(5.2) requires the conditions 
WY” , ?‘I , yz > y3) = W’(f, y;) + 0, O<t<l, (6.4) 
1~1(1)Yz(l)Y3m(l)[Yl(l>Yz’(l) - ?;v)Y,u)l > 0. (6.5) 
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It is verified that conditions (6.2)-(6.5) are met by the functions (6.1) iff 
(1 - 2X)(1 - 10X + loxs)f(x) + X(X - l)(W - 5x + l)f’(x) # 0, 
x E [O, 11, (6.6) 
(2x - 5x2) izf(t) dt + (6x - 3) 1% tf(t) dt # 0, O<x<l, (6.7) 
0 
6(1 - 5x + 5x2) Ix tf(t) dt + x2(1 - x)(5x - 2)f(x) # 0, O<x<l, 
0 
6.8) 
[ jo1 tf(0 dt] [f: tf(t) dt - jolfW d’] > 0. (6.9) 
The function f will be symmetric about +, J:f(t) dt = 0, therefore (6.9) 
follows from (6.7). Th us, it suffices to establish the first three relations (6.6), 
(6.7), (6.8). The actual construction off will take place in the next section. 
7. CONSTRUCTION OF THE AUXILIARY FUNCTION f 
The functionfshall be constructed as an approximation in the sense ofLl[O, I] 
to the step function g: [0, l] + [- 1, 1] defined by 
k?(t) = f (- 1Y XI,(t)- (7.1) 
j=O 
The intervals {1J are given by Ij = [b, , bj+r)y 0 <j ,( 21s = [bJ , b4], where 
0 = b, < b, < .” <b, = 1, b, = 0.5 - 0.1(15)11”, b, = 0.5, bs = 0.5 + 
0.1 (15)1/Z. 
LEMMA 7.1. There exists a function f: [0, l] + [- 1, l] of class Cm, which 
approximates the step function f of (7.1) in the sense of LJ[O, 11, hawing the following 
properties: 
(7.2) The function f is symmetric about x = 4 . 
(7.3) The roots a, , a5 of x2 - x + 0.1 = 0 and ap , a4 of x2 - x + 0.2 = 0 
are zeros and local extrema off, respectively, and the following relations enumerate 
the only zeros off and f ‘: 
f(a,) = f(O.5) = f (4 = 0, f(O) = 1, 
f’(0) =f’(a,) =f’(a,) =f’(l) =o. 
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(7.4) The functions 
&lf]($ = (2x - 5x2) (f(s) ds + (6x - 3) j-o’ sf(s) ds, 
H2[fl(x) = 6(1 - 5~ + 5x2) Ioz g(s) ds + x2( 1 - .9(5x - 2)f(x), 
are positive on 0 < x < 1. 
Proof. Two auxiliary functions r(t) and 0(t) are introduced so as to give f 
the representation f (t) = r(t) cos[e(t)]. The functions r(t) and e(t) shall satisfy: 
(1) Y, 0 E Cm[O, 0.51; (2) 0 < r(t) < 1; (3) r(t) = 1 on [0, a,/2]; (4) e’(t) > 0; 
(5) 19(o) = 0, @ai) = n/2, e(a,) = n, B(0.5) = 3~/2. The function f will be 
defined on [0.5, l] by symmetry about 0.5: f (0.5 + h) = -f (0.5 -h); this ensures 
requirement (7.2). Under these assumptions, relation (7.3) is valid. 
Explicit formulas for r(t) and 0(t) can be written down using the Cm connecting 
function 
X(x) = $$ ) /+) = j-o’ e-t-2-(l-t)-2 ,& 
which satisfies h(0) = 0, h(1) = 1, h”)(O) = X”)(l) = 0 for i > 1, h’(t) > 0 
on (0, 1). The idea is to make r(t) = g(t) and 1 cos[e(t)] -g(t)/ < E except in 
small neighborhood of the jump discontinuities of g(t). Some model construc- 
tions using such connecting functions can be found in Gustafson [5, 6]. 
It remains to justify relation (7.4). Since Hi[f] and H,[f] vanish at 0 it is 
necessary to do a detailed analysis on [0, a,/2]. Write . 
%[f l(X) = (2~ - 5x2) [Lk) ds + 41 + (6x - 3) [I; sg(s) ds + Ra], 
where R, = J-21 v(s) - g(s)] ds, R, = sl s[f(s) - g(s)] ds. Using trigonometric 
identities and assumptions (3), (4), one finds 
I R, I d s I ~(42)~2 4 I R, I G a I &@)I2 x2, 0 < x < a,/2. 
Define E = 4 / B(a,/2)12, then 
H,[f](x) > (2x - 5x2)(1 - E)X + (6x - 3)(x2/2)(1 + c) = PJx). 
For all 6 > 0 sufficiently small, P,(X) > 0 on 0 < x < a, therefore by keeping 
B(aJ2) near zero we have Hr[f](z) > 0 on 0 < x < a,/2. The analysis of 
H2[f](x) on 0 < x < a,/2 is somewhat similar, and it is found that 
HJf](x) >, 6(1 - 5x + 59)(x2/2)(1 - 6) + x2(1 - r)(5x - 2) = Q.(x), 
and QE(.y) > 0 on 0 < x < a,/2 for all small E > 0. 
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To verify (7.4) on a,/2 < x < 1, let us write 
Since Hi[f - g] = O(si 1 f(s) - g(s)/ A), it clearly suffices to show that 
H,[g] > 0 on (0, I]. Similarly, 
where / R(x)1 < 6[jt j f(s) - g(s)] ds + j f(x) - g(x)/]. If we can show that 
H,[g] > 0 on (0, 11, then for a proper choice of r and 0, Ha[f] > 0 on (0, 11, 
except possibly in small neighborhoods of the points 4 , b, , b, (= n, , 0.5, a&. 
In these small neighborhoods, a separate analysis must take place, handled by 
the following inequalities: 
fwl(4 2 fbk164 + si Y x E Ti , i= 1,2,3, 
H2[g](x) 2 6(1 - 5s + 5.9) 1” sg(s) ds + S,*, x E T,*, i = 1, 2, 3, 
‘0 
where Tl = VJ, - rl, 4, Tz = h - rl, &I, T, = [h , 4 + 71, T,” = 
[b, , b, + 71, T,* = [b, , b, + 71, T,* = [b, - v, ba], and each remainder term 
Si , Si* equals O(sz 1 f(s) - g(s)1 ds). By direct computation, 
6(1 - 5x + 5.9) 1” sg(s) ds > 0.01 
‘0 
for x E Ti*, i = 1,2,3, 
provided 77 > 0 is sufficiently small. In this way, the entire question of the validity 
of (7.4) is reduced to showing that H,[g] and H,[g] are positive on (0, I]. This 
is settled by the following lemma completing the proof. 
LEMMA 7.2. The functions HJg] and H,[g] are positive on (0, 11. 
Proof. The step function g and the relations Ht[g] > 0, H,[g] > 0 were 
originally obtained with the aid of a desk calculator. Due to the simplicity of g, 
it is also possible to verify these relations directly, using polynomial calculus. 
The first step is to write 
mkfl = f PA4 x1,(t), fag1 = i a(t) Xr,(Q 
j=O j=O 
where the polynomials Pi and Q, are given as follows: 
PO = -2x3 + (0.5) x2, 
PI = 2x3 - (lob, + 0.5) x2 + (4b, + 66,2)x - 3b,‘, 
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pz = -29 + (-1% + 5.5) x2 + (4b, - 3.5 + 6b,*)r - 36,* + 0.75, 
p, = 2.~~ - (5.5) x2 + (0.5 + 66r2 + 6bs2)x - 3b,a - 36,2 + 0.75, 
Q,, = 10~” - 8.~3 + 9, 
Ql = - 10x4 + 8x3 + (- 1 + 30bi”) .x2 - 30b,zx + 6b,“, 
Q2 = 10x4 - 8x3 + (30bi2 - 6.5) x2 + (7.5 - 30b,“).r + 6b,2 - 1.5, 
Q3 = - 10x4 + 8x3 + (-8.5 + 30&a + 306,‘) 9 
+ (7.5 - 30b,’ - 30b,‘)~ + 6bi2 + 6b,2 - 1.5. 
The idea is to show that Pj and Qi have positive minima on the closure 
fj , j = O,..., 3. The method for doing so is standard critical point theory. 
Luckily, Qj’(f) has fr as a root for j = 1, 2, 3, therefore the critical points are 
solutions of quadratic equations. The polynomials P,, , PI , P, , Q3 are minimized 
at endpoints, while P2 , Q,, , Q1 , Q2 h ave interior minima. It is checked that 
the minima are all positive. (This is routine, but very time-consuming.) 
The proof is complete. 
8. DISCONTINUITY OF y2 AND q3 
To exhibit a single operator K with rll, discontinuous at a point is complicated 
by the definition of 7a in terms of solution properties. In addition, K must have 
at least order three and nonconstant coefficients. 
The special equation of Section 6 will provide the first example of a fourth- 
order equation for which r12 and v3 are discontinuous. The principal solutions 
of this equation are almost polynomials. The techniques used suggest that 
discontinuity of ?D can occur at any order 12 (p > 2, 71 > 3); however, this 
question remains unresolved. 
THEOREM 8.1. Let K be a fourth-order linear dz@rential operator on (- 00, ~0). 
If the principaE solutions of Ky = 0 satisfy (5.1)-(5.2) and ~~(0) = 1, then q2 
and r/z are discontinuous at 0. 
Proof. Since y.Jt; 0) has a triple zero at t = 1 and ~~(0) = 1, it follows that 
4) = 7*(O) = 71(O) = 1. 
Suppose that 12 is continuous at t = 0, in order to arrive at a contradiction. 
Then for each E > 0 there exist a E (0, E), b E (1 - E, 1 + E), and a solution 
yE + 0 with five zeros on [a, b]. By Theorem 5.4, there is an OL > 0 such that 
at least one zero of yE lies in [Q, 1 - o]. Since ~~(0) = 1, yE cannot have more 
than three zeros in [0, 1 - OL], hence y has two zeros in (1 - OL, 1 + l ). By 
letting E -+ 0 and using a standard limiting argument, there exists a nontrivial 
solution y of Ky = 0 with two zeros in [0, OL), one zero in [CX, 1 - CX], two zeros 
in (1 - OL, I], and five zeros total in [0, 11. Since ~~(0) = 1, and 71~ is increasing 
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(see Sherman [23]), the only possibility is that y has exactly two zeros at 0, one 
simple zero in [OL, 1 - a], and exactly two zeros at 1. By relation (5.2), this is 
impossible. Thus, Q is discontinuous. 
The proof that r/s is discontinuous is similar. 1 
9. REMARKS 
Unsolved in this paper are a number of problems which are both intriguing 
and difficult. The principal unsolved problem concerns the nature of lower-order 
branching and subspace branching. These problems are presently known to be 
nonlinear problems which can be attacked by the methods of nonlinear analysis. 
Progress to date in the literature has been due primarily to some calculus lemmas, 
linear algebra and the implicit function theorem. A paper using these methods 
and topological degree techniques is forthcoming (by these authors). 
The description of the continuity properties of ql, is presently incomplete. 
For example, we do not know whether or not ql, can be discontinuous for n = 4 
p > 3. A necessary and sufficient condition for the continuity of qp is unknown 
for general-order tl. 
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