Abstract. The linear oscillator equation with a frequency depending slowly on time is used to test a method to compute exponentially small quantities. This work present the matching method in the complex plane as a tool to obtain rigorously the asymptotic variation of the action of the associated hamiltonian beyond all orders.
Introduction
We consider one degree of freedom Hamiltonian system depending on a parameter that changes slowly with time modelled by a Hamiltonian of the form (see 1]) H(I; '; "t) = H 0 (I; ("t)) + " 0 ("t)H 1 (I; '; "t) ;
where ("t) is a function with de nite limits at 1 and such that k) (t) ! 0 wheñ t ! 1, for all k 2 N . The equations of the motion are given by _ I = ?" 0 @H 1 @' _ ' = @H 0 @I + " 0 @H 1 @I : (1.1) This is a quasi integrable system in the sense that we can apply the classical averaging procedure looking for a change of variables, close to the identity in powers of ", I = J + "u 1 (J; ; t) + " 2 u 2 (J; ; t) + ::: ' = + "v 1 (J; ; t) + " 2 v 2 (J; ; t) + ::: ; (1.2) in order to eliminate the angle variables of the Hamiltonian.
If we truncate the formal series (1.2) at order n the system obtained is of the form _ J = " n 0 ("t)::: _ = @H @I (I; ") + " n ::: : (1.3) Poincar e proved that even though the series (1.2) are divergent they are asymptotic. In our case that means that the actions of systems (1.1) and (1.3) satisfy jI(t) ? J(t) ? "u 1 (J(t); (t); t) ? ::: ? " n?1 u n?1 (J(t); (t); t)j K" n ; for all t 2 R. As a consequence, I(t) is an adiabatic invariant for system (1.1), in the sense that its variation is small for a long time interval. Moreover, due to the asymptotic properties of it happens that u n (J; ; t) ! 0 and v n (J; ; t) ! 0, as t ! 1. Then, one can see that I and J have limits at 1 verifying I( 1; ") = J( 1; ") + O(" n ), for all n 2 N. Moreover from (1.3) and taking into account that ("t) is bounded one has that J(+1; ") = J(?1; ") + O(" n ), 8n 2 N. Hence, it follows that I(") := I(+1; ") ? I(?1; ") = O(" n ); 8n 2 N:
(1.4) That is, I(t; ") is a perpetual adiabatic invariant at all orders. Nevertheless, this discrepancy is nonzero (otherwise system (1.1) would be integrable) but it cannot be viewed directly from the asymptotic series (1.2). The goal of this paper is to present a method to compute the asymptotic expansion of the adiabatic invariant \beyond all orders". 1.1. Matching and Resurgence. In fact we have an asymptotic development of I uniformly valid for all t 2 R and the problem is to catch the part of I invisible in the series (1.2). Matching Theory Principle says us that in order to see the hidden properties of a function de ned by an asymptotic series we must go to the regions, called boundary layers, where these series are no longer asymptotic. Boundary layers can be found by two fundamental methods: the rst one is an a-priori knowledge of its location provided by heuristic arguments and the second one is to look for the singularities of the series terms.
If we follow the second method for (1.2), we see that the terms of these series do not have singularities in R (due to the asymptotic properties of ) and therefore, we are led to look for the boundary layers in C. This is the principal reason why these problems are formulated using complex numbers and why the equation requires analyticity properties. Furthermore, working with analytic functions and complex asymptotic theory gives us more chances to obtain re ned results. Among others, we use in this paper as a basic tool Resurgence Theory for understanding the nature of the divergence of the series. But instead of analysing the outer expansion (1.2), we apply Resurgence Theory to the inner expansion (the series near the boundary layer) to compute I(") given in (1.4). These techniques have been used by V. Hakim and K. Mallick in 6] to compute formally the separatrix splitting of the standard map.
In the present paper we use their aproach to compute the behaviour of the adiabatic invariant for a simple oscillator x + 2 (" )x = 0; (1.5) obtaining rigorously an asymptotic expression for the adiabatic invariant I(") beyond all orders. This problem is quite well understood but we think useful and clarifying to treat it joining matching techniques and the resurgence theory. We have followed closely Wasow 17] and Meyer 11] formulation reducing (1.5) to a Riccati equation.
1.2. Wasow formulation and reduction to a Riccati equation. Following 17] and taking t = " in (1.5), let us consider the equation " 2 u + 2 (t)u = 0; t 2 R (1.6) where (t) satis es H1: (t) > 0, 8t 2 R, H2: lim t! 1 (t) = > 0, H3: 2 C 1 (R) and k) 2 L 1 ((?1; +1)), k 2 N, (i.e. _ is a gentle function). Now, given any solution u(t; ") of (1.6), let us denote by I(t; ") the function I 2 (t; ") := (t)u 2 (t; ") + " 2 _ u 2 (t; ") (t) (when is a constant, I(t; ") is the action variable of the integrable Hamiltonian system associated to equation (1.6)). Littlewood proved in 8] that for any solution u(t; ") the limits I( 1; ") exist, and I 2 (") = I 2 (+1; ") ? I 2 (?1; ") = O(" n ); 8n 2 N:
Moreover, Wasow proved that I 2 satis es
where (u 0 ; _ u 0 ) are the initial condition of u(t; "), andp(t; ") = e ?2i=" R t 0 (s)ds p(t; "), with p(t; ") being the solution of the Riccati equation
p(?1; ") = 0 ; (1.8) for all " > 0. Looking for the solution as a power series in ", one can prove Littlewood's results, but in order to obtain more acurate estimates for I 2 (") we will need to extend our problem to the complex domain for the variable t.
By uniformly on x, where C + (x) = ft 2 C : Im (t) = Im (x); Re (t) Re (x) g and C ? (x) = ft 2 C : Im (t) = Im (x); Re (t) Re (x) g : Although our hypotheses H4 and H5 of f can seem capricious, they are deduced from the more natural hypotheses on made by Wasow in 18], namely, 2 has an analytic continuation to the complex domain and has a simple zero in C noted t 0 , with Im (t 0 ) < 0, such that x 0 = R t 0 0 (s)ds (the case Im (t 0 ) > 0 can be studied in an analogous way). The aim of this paper is to compute w(+1; "), where w(x; ") is the solution of the Riccati equation (1.9) such that w(?1; ") = 0. The rest of this paper is structured as follows: First of all in section 2 we seek for w(x; ") as a power series in ", for complex values of x. We will study its asymptotic validity until some neighbourhood of the singularity x 0 which is called the inner region. As it is usual in matching methods, in the inner region a change of variables will be needed in order to enlarge the validity of the solution. This is done in section 3, obtaining as a rst aproximation in this region the solution of the so called inner equation. This inner equation is studied by the help of resurgence theory in a self contained way in section 5. In the inner region we can catch some terms of our solution hidden in the power series, and in section 4 we prove they are going to be exponentially small on " (but not zero!) at +1. Finally, in section 6 we make some remarks for more general non-linear inner equations. We postpone for a next paper the general study of (1. (1 + O(" 2 =3 )) whereŵ(x; ") := e ?2ix=" w(x; ") and is any number verifying 0 < < 1=2 . Moreover, the variation of the action of the Hamiltonian system associated to equation (1.6) is given by
therefore, it is a quantity exponentially small in ".
2. The solution in the outer left domain In this section we prove the existence of the solution w(x; ") of the Riccati equation (1.9): "w 0 = 2iw + f(x)(1 ? " 2 w 2 ) ; such that lim w(x; ") = 0, for Re (x) ! ?1 and x 2 ? (where ? is de ned in hypothesis H4), and we give an asymptotic expression of the solution in a suitable subdomain of ?.
First of all, we look for a formal solution of (1.9): Proposition 2.1. There exists a series P n 0 " n w n (x) that satis es formally the Riccati equation (1.9). The functions w n (x), i. verify the recurrence ii. are C-gentle functions (see hypothesis H5), iii. are analytic functions in ? ? fx 0 g with a singularity at x = x 0 such that jw k) n (x)j C n;k jx ? x 0 j ?(n+k+1) ; if jx ? x 0 j 1; k 2 N : (2.11) Remark { Due to the fact that w n (x) are C-gentle functions uniformly bounded for jx ? x 0 j 1, we can choose the constants C n;k such that jw k) n (x)j C n;k ; if jx ? x 0 j 1; k 2 N : (2.12) Proof : The recurrence is obtained directly by the substitution of the series into (1.9) and the properties of w n (x) follow from hypotheses H4 and H5 on f(x). Now we will prove that if we are not close to the singularity x 0 , the formal series of Proposition 2.1 is asymptotic to a C-gentle functionŵ(x; "). Unfortunately,ŵ(x; ") will not be a solution of (1.9) but, nevertheless, it will help us to prove the existence of the solution of (1.9) and its asymptoticity to the formal series. " n w k) n (x)j Ĉ N;k " ?( + ) " (N+1)(1? )? k ;
for all x 2 ? " ; whereĈ N;k are constants independent of " and , ii.ŵ(x; ") is a C-gentle function for Im (x) Im (x 0 ) ? " .
Remark { Let us note that if = 0 (this means that we are far away the singularity) this proposition says that the series P n 0 " n w n (x) is asymptotic to the functionŵ(x; ") on ? 1 . In this sense we can look at i) as a weak form of asymptotic expansion near the singularity.
Proof : First of all, let us de ne
From bounds (2.11) and (2.12), as x 2 ? " it follows that K n (") C n " ? (2n+1) ; where C n := maxfC n;k : 0 k ng are independent of ". Secondly, let us de ne, for any > 0, n (x)j C n;k C n " ?( + ) " ? (n+k) :
Thus, for any k 0 and n 0, we have that
So, from (2.13) and taking " small enough we obtain that jŵ k) (x; ")j 1 X n=0 j n (")w k) n (x)" n j 2L k " ? ? " ?k ; (2.14) and thus, thatŵ k) (x; ") converges uniformly in ? " , for 0 < 1, k 2 N and " su ciently small. Furthermore, if we de neŵ(x; ") :=ŵ 0) (x; "), we have thatŵ k) (x; ") are the kderivatives ofŵ(x; "). Now, in order to see i) let us take N > 0 and let us use again the bounds (2.11), (2.12) and (2.13). It follows jŵ k) (x; ") ?
(we have used that e ? 1 L N " is exponentially small in "). By an analogous argument, using the integrals ofŵ(x; ") on C (x), we can prove ii).
Finally, the following theorem proves the existence of the solution w(x; ") and give us estimates on its domain of de nition. In this domain we will prove also that the series of proposition 2.1 is weakly asymptotic to w(x; ") . Theorem 2.1. Let us take 0 < < 1 and 0 < 1 ? . Then, if " > 0 is small enough, the Riccati equation (1.9) de ned for x 2 ? " , has a unique solution w(x; ") such that lim w(x; ") = 0, when Re (x) ! ?1. Furthermore, the solution w(x; ") satis es that jw k) (x; ") ? (2.15) for all x 2 ? " and k; N 2 N, where the K N;k are constants independent of " and of .
Proof : Let us take w(x; ") =ŵ(x; ") + Q(x; "), whereŵ(x; ") is the gentle function obtained in proposition 2.2. Then, w(x; ") will be the solution of (1.9) if Q(x; ") is the solution of the equation "Q 0 = 2iQ ? f(x)" 2 (ŵQ ? Q 2 ) + q(x; ") ; (2.16) where q(x; ") := 2iŵ + f(x)(1 ? " 2ŵ2 ) ? "ŵ 0 is an analytic C-gentle function in ? " such that q(x; ") = O(" n ), for all n 2 N and for all x 2 ? " . Let us note that this implies that q veri es that, for any n 2 N Then, using bounds (2.14) and (2.17), and hypothesis H4 we have, for " small enough, j q(s; ") " jds 2K n " n :
Finally, using that Q(x; ") = w(x; ")?ŵ(x; ") and the bound ofŵ(x; ") given in proposition 2.2 we obtain the desired result. To obtain the bounds for the derivatives w k) (x; ") we only have to use de equation (2.16 ) to see that all the derivatives of Q are asymptotic to zero.
Unfortunately, with Theorem 2.1 we have proved that lim w(x; ") = O(" n ) when Re (x) ! +1, for all n 2 N, but we can not obtain more re ned description of it at in nity. So, if we want to obtain an asymptotic expression for this limit, we will need to study the solution near the singularity x = x 0 of w n (x). In order to simplify the exposition, we will assume from now on 0 < < 1=2.
The solution in the inner domain
The goal of this section is to obtain an asymptotic representation of w(x; ") near the singularity x = x 0 of w n (x). Of course, we can not obtain it at x = x 0 but as we will see in section 4 it will be su cient to work at a distance of order " of this singularity.
So, we will extend w(x; ") of Theorem 2.1 from a point x such that jx ? x j = " , Im (x ) Im (x 0 ) + " and Re (x ) Re (x 0 ) (i.e. x belongs to the boundary of the left domain) up to the pointx symmetric of x with respect to the line fRe (x) = Re (x 0 )g. >Fromx we will continue the solution in the next section. It is easy to see, as in proposition 2.1, that there exists a formal solution P n 0 a n ?n?1 of equation (3.20) . Moreover, looking at (2.10) and the behaviour of f assumed in hypothesis H4 one can see that the a n are the principal parts of the terms of the outer series near the singularity, that is w n (x) = a n
In the next theorem existence, analytic properties, and asymptoticity of p 0 ( ) are described. The proof, done with resurgence theory methods, is given in section 5. for 2 D . Finally, using that v = p ? p 0 we nish the proof of the theorem.
As we have seen, Theorem 3.2 gives us a bound of the function w(x; ") on the right side of the inner domain. In fact, at the pointx symmetric of x , we have jw(x ; ") ? 1 " p 0 (x ? x 0 " )j L" 2 3 ?1 ; (3.25) which will be used in the next section.
The solution in the outer right domain
In this section we will extend the solution w(x; ") from the end pointx of the inner domain up to +1. We will do this comparing w(x; ") with the solutionw(x; ") of the equation (1.9) such that limw(x; ") = 0, for Re (x) ! +1. The existence and the properties ofw(x; ") are analogous to w(x; ") considering now x belonging to the outer right domain? " : Proof: It is analogous to the proof of Theorem 2.1.
Remark { As in the previous section, in order to simplify the exposition, we will take from now on 0 < < 1=2. Now, let us take againx = x 0 + "~ . We want to have an estimate of w(x ; ") in order to consider it as an initial condition to extend w(x; "). As we have seen in (3.25), jw(x ; ") ? 1 " p 0 (x ? x 0 " )j L" ?p 0 (x ? x 0 " )j C " 1? : On the other hand, using theorem 3.1, theorem 4.1, the asymptotic expression of f and that 0 < < 1=2 we obtain an analogous formula to (3. and it induces an isomorphism between the multiplicative algebra of Gevrey-1 1 formal series (without constant term) and the convolutive algebra of analytic germs at the ori-
Moreover, a formal series '(z) converges for jzj > if and only if its Borel transform is an entire function of exponential type at most : j'( )j const e j j . Hence, nite radius of convergence for' (i.e. existence of singularities in -plane) means divergence for '.
We shall call resurgent function a Gevrey-1 formal series ' whose Borel transform has the following property : on any broken line issuing from the origin, there is a nite set of points such that' may be continued analytically along any path that closely follows the broken line in the forward direction, while circumventing (to the right or to the left) those singular points. A non-trivial fact is the stability under convolution of this property. Indeed resurgent functions form an algebra which can be considered either as a subalgebra of C z The valuation ofŶ n being at least 2n, the series P n 0Ŷ n converges formally in C ]]
towards the unique solutionŶ ? of (5.30). Now we observe thatĤ + andĤ ? de ne entire functions of at most exponential growth in any direction ;Ŷ 0 de nes thus a meromorphic function with a simple pole at ?1, and, by successive convolutions, we only get for theŶ n 's other simple poles at the negative integers together with rami cation (logarithmic singularities).
In particular, for each integer n,Ŷ n is analytic in the universal covering of C n (?N ) ;
with some technical but easy work, one can prove that the series of holomorphic functions PŶ n is uniformly convergent in every compact subset of this universal covering. Therefore,Ŷ ? is convergent at the origin and satis es the required property of Borel transforms of resurgent functions. ( )e ?z d :
When applied to an analytic function of exponential type at most in direction , it yieds a function ' analytic in a half-plane bisected by the conjugate direction : Re (ze i ) > . If' has at most exponential growth and no singularity in a sector of aperture (in -plane), by moving the direction of integration and using Cauchy theorem, we get a function analytic in a sectorial neighbourhood of in nity of aperture + (in z-plane) 2 ; moreover, in this neighbourhood, ' (z) is asymptotic in Gevrey-1 sense 3 to the formal series ' = B ?1' (a series which is the result of termwise application of Laplace transform to the Taylor series of' : B ?1 is in fact the formal Laplace transform).
So, by chosing di erent values for , it is possible to associate to the formal series '(z) a family of sectorial germs f' (z)g. When the series ' is convergent, the di erent ' 's yield the same analytic germ at in nity : the sum of '. In general, the passage from '
to ' through L B may be considered as a resummation process, since multiplication of formal series is taken to multiplication of sectorial germs, and di erentiation w.r.t. z is respected too. We sum up this Borel-Laplace process in a diagram :
Formal series '' (convolutive model)
Sectorial germ ' 1 P P P P P P P P i And now we see that in order to prove the last statement of the theorem, we simply need to compute the value u 0 of the parameter such that Y + (z; 0) = Y ? (z; u 0 ) for Re z < 0 and to apply the lemma. 5.2.3. Alien calculus. It is essential to be able to analyze the singularities that appear in the convolutive model, for they are responsible for the divergence in the formal model. This is done by means of alien calculus, one of the main features of Ecalle's theory, which relies on a new family of derivations : the alien derivations. Let's introduce them in the case of simple resurgent functions.
Let ! be in C . We de ne an operator ! in the following way : given a simple resurgent function '(z), let's try to follow the analytic continuation of its minor'( ) along the half-line issuing from the origin and passing by ! (the minor is de ned by the Borel transform of ' without taking into account the constant term if there is any) ; on this line, there is an ordered sequence (! 1 ; ! 2 ; : : : ) of singular points to be circumvented. If r 1, we obtain in this way 2 r?1 determinations of the minor in the segment ]! r?1 ; ! r (with the convention ! 0 = 0 if r = 1 | in this case, there is only one determination), and we denote them by' It is easy to check the consistency of this de nition. In some sense, ! ' is a wellbalanced average of the singularities of the determinations of the minor over ! ; adding or removing false singularities in the list (! 1 ; ! 2 ; : : : ) would not a ect the result, which is a simple resurgent function (the de nitions of section 5.2.1 were formulated exactly for this purpose).
The de nition of operators ! for more general algebras of resurgence is given in 3, 4, 5]. These operators encode in fact the whole singular behaviour of the minor ; given a sequence of points (! 1 ; : : : ; ! n ) in C , not necessarily on the same line, the composed operator !n ! 1 measures singularities over the point ! 1 + + ! n . The main property that makes these operators very useful in practice is the following : the ! are derivations of the algebra of resurgent functions, i.e. ( ( ( ( ( ( ( ( ( ( ( ( ( (  h h h h So, the action of alien derivations on the formal integral is equivalent to the action of some di erential operator : this important and very general result was called bridge equation by Ecalle, since it throws a bridge between alien and ordinary calculus. When interpreted in the convolutive model, it expresses a strong link between an analytic germ at the origin and its singularities : in some ways, the germ reproduces itself at singular points, and this was the reason for naming \resurgent" such an object. Of course, with our de nitions, not all resurgent functions have this property, but Ecalle observed that it holds for all resurgent functions that arise \naturally" (as solutions of some analytic problem). Alien calculus applies in this slightly generalized context, we only need to be careful about the determination of we use (let's say it is the principal one) and about the sheet of the Riemann surface of the logarithm we look at. In particular alien derivations are now indexed by points in this Riemann surface rather than by points in C , and in order to compute e i r we perform a translation :
h h h h h h h h h h h
r(e i + ) = e i ( ?1) ?( ) Nevertheless in the general case we can join the resurgence method with the Kruskal and Segur strategy, 7] . This strategy adapted to our case would have that following form:
The main idea is that A ? can be computed looking at the coe cients of the formal solution of (3.20) . Following the Kruskal-Segur strategy one can see that the growth of a n is controlled comparing them with the coe cients b n of the associated linear problem.
In this sense let P n 0 a n ?n?1 be the formal solution of (3.20) which vanish at ?1 (and in fact at +1 ), and let P n 0 b n ?n?1 be the associated formal solution of the linear part of equation (3.20) q 0 0 = 2iq 0 + 1 6 . We obtain that b n = (?1) n+1 1 12i n! (2i) n and as a rst step in this method we would have to prove: Proposition 6.1. a n = k n b n , where k n = 3 + O( 1 n ), as n ! 1 .
In our case we have numerical evidences of this result, and probably using the special form of our equation it could be proved analytically (see 16] ). In this paper we have not adopted this strategy because of the special form of our equation where this result is a consequence of the computation of ?1 Y ? in section 5. As we know exactly ' 0 ( ) in all the complex plane this method allows us to compute its contribution to the resummation f( ). Nevertheless it would remain to prove that ' 1 ( ) contributes to f( ) only with higher order terms. In order to prove this, it would be necessary to know the behaviour of ' 1 ( ), and, for our case, this is done in proposition 6.2. An analogous proposition is studied in section 5 with the help of resurgent theory for our equation, and it seems this can be generalized to other equations, like in 14]. Resurgent theory gives us the location of the singularities of ' 1 as well as their type and consequently their contribution to the \resummation" f( ).
Finally, as a last step of this method, putting together proposition 6.1 and 6.2 we would have Proposition 6.3. i. f( ) = p 0 ( ) if =2 < arg < 2 , ii. f( ) =p 0 ( ) if ? < arg < =2 .
Then, for such that 0 arg < =2, one can use the analytic continuation of f( ), and using these propositions, and the Cauchy theorem one can see that, for our equation Observe that following the Kruskal-Segur strategy we can compute the coe cient A ? 2 i as the residue of the Borel transform ' 0 at its pole ?2i. We are convinced that the link between the resurgence approach and Kruskal-Segur strategy rests on the fact that, in general, all the successive approximations of the corresponding equation (5.30) have a pole at ?2i. Then ' 0 would be the summation of all the polar parts at ?2i of those approximations, and its residue the sum of their residues (which corresponds to the coe cient A ? computed in proposition 5.4).
