Abstract-We consider the problem of uniform error property (UEP) for a coded modulation with constant energy multidimensional symbols, transmitted over the additive white Gaussian noise (AWGN) or fading channels and received by a broad class of decoders. This class includes coherent, partially coherent, double differential, and noncoherent decoders, decoders designed for fading channels, decoders using one or multiple-symbol observations, and many more. These decoders are described as special cases of a general decoder model. This decoder operates by maximizing an arbitrary likelihood function that its arguments are front-end correlator (matched-filter) outputs. A group code structure that guarantees UEP is developed by using the theory of geometrically uniform codes and applying it to the general decoder. These codes are defined over groups (commonly nonbinary) with isometric mapping to channel symbols. We show the code construction for the specific case of Lth-dimensional M-ary phase-shift keying (MPSK). An additional interesting property of these general uniform error codes is related to the case of noncoherent decoding. We show that when using codes of this family, if a code is noncoherently catastrophic, then it is also rotationally invariant. Then, the use of precoding of the input such that the code becomes rotationally transparent will also make it noncatastrophic.
I. INTRODUCTION

M
OST COMMONLY used channel encoders have a nice property called uniform error property (UEP). 1 UEP means that the error probability is the same for all the transmitted codewords, i.e., is not dependent on the transmitted codeword . By using this property, the error probability analysis is much simpler. For example, when evaluating the union bound we do not have to check all possible pairs of codewords (transmitted and received), but only assume that a specific convenient word such as the all-0 sequence was transmitted. When the codes to be used are also linear over some field, the UEP and the linearity work together to considerably simplify the analysis, design, and decoder implementation. Moreover, as mentioned first by Ungerboeck
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Publisher Item Identifier S 0090-6778(98)01061-7. 1 Not to be confused with the acronym UEP that is sometimes used for "unequal error protection." [1] and also by Forney [2] , good codes are more likely to be found among the class of UEP codes.
In particular, binary linear codes satisfy UEP when they are used over a binary symmetric channel or when they are used with binary phase-shift keying (BPSK) or quaternary phase-shift keying (QPSK) transmitted over the additive white Gaussian noise (AWGN) channel.
Recently, there has been an increased interest in codes for the AWGN channel that satisfy UEP when used with optimal coherent detection. These codes are called geometrically uniform (GU) codes [2] and were shown to include most good known codes. Motivated by their benefits, good GU signal set partitions and trellis codes have been found [3] , [4] .
If the optimal coherent decoder for the AWGN channel is assumed, then the error probability is determined by the set of all Euclidean distances between the transmitted codeword and all of the other codewords. Various decoders have been proposed over the years that are not based on Euclidean distance [6] - [13] . These include partially coherent, noncoherent, differential, and double differential decoders, and also decoders designed for various forms of fading. The more advanced schemes use multiple-symbol observations. When the Euclidean distance no longer dictates the error probability, the conventional GU codes may no longer satisfy the UEP. This also includes the case of the popular binary coded QPSK. Unlike the linearity of the code, which does not depend on the decoder, the UEP depends on the code, the modulation, the decoder's metric, and the channel.
The objective of this paper is to construct codes that exhibit UEP under much wider channel and decoder conditions than the GU codes designed for the AWGN channel. These codes will be referred to as general uniform error (GUE) codes. The channels that we allow are flat fading with arbitrary correlated or uncorrelated fading statistics. This includes the AWGN channel as a special case. For the decoder, a general model is defined, which is general enough to include most of the types of decoders used today. The transmitted symbols, however, are restricted to have constant energy, i.e., located on a -dimensional sphere, where is the number of dimensions of the symbols. The general decoder is one that maximizes an arbitrary likelihood function that its arguments are the symbol-by-symbol correlation of the received signal with a candidate sequence. This correlation is also equivalent to matched filtering. We call this decoder a correlator-based decoder or, equivalently, a correlator-based receiver. This 0090-6778/98$10.00 © 1998 IEEE decoder also includes the coherent decoder (the one that minimizes the Euclidean distance) as a special case.
The GUE codes are generated using the GU codes concept. We find for the case of the correlator-based decoder a new function to replace the Euclidean distance. Unfortunately, this function is not a proper distance; it is neither symmetric nor transitive, and so it will be called pseudo-distance. Nevertheless, we can use it to define "isometries" and "symmetries," and then use most of the important results of GU theory that include the UEP.
For the case of -ary phase-shift keying (MPSK) modulation ( -dimensional space, MPSK in each pair of dimensions) we are able to find "geometrically uniform" signal sets, partitions, and isometric labels appropriate for the pseudodistance. The result for MPSK signals shows that one should use group codes over , the Cartesian product of , the groups of integers modulo . must be a divisor of . These group codes are then naturally matched to a partition of the MPSK constellation. The usefulness of such group codes using MPSK signals, as well as the ease of making them rotationally invariant, have been recognized in the past to some extent [4] , [15] , [16] . Here, such group codes are shown to have more applications and usefulness by being GUE. For the special case of linear (homomorphic) codes with no set partitioning, the codes presented here can be shown to be equivalent to the codes called "linear noncoherent codes" introduced in [18] and used for noncoherent decoding in [13] . More on the definition and analysis of group codes can be found in [17] .
The current application of these codes is in multiple-symbol noncoherent systems. Therefore, we discuss the use of GUE codes in such systems and show some related properties. The noncoherent decoder is an interesting special case of the correlator-based decoder. Noncoherent decoding rather than detection means that the decoder does the combined work of noncoherent detection and decoding, like in [13] or [11] . It must be emphasized that the notion of noncoherent detection here (see Section VI) is much wider than the usual definition of a channel phase independent for each symbol. We assume that the channel phase for each symbol is indeed dependent.
Not all codes can be decoded noncoherently. Noncoherently catastrophic (NC) codes [13] are codes that cannot be noncoherently decoded. We are going to show that, for the codes belonging to the GUE family, if a pair of codewords in a GUE code differ in a constant phase shift then the code is rotational invariant to . Thus, in the GUE case, the NC property implies rotational invariance (RI). This provides an easy test for NC. Also, for a code which is found to be NC, the use of differential encoding of the input to the encoder (which we call differential precoding in this paper) such that the code becomes rotationally transparent will also make it non-NC.
The paper is organized as follows. In Section II, the model of the correlator-based decoder is described. In Section III, the error probability of the correlator-based decoder is obtained. Then, in Section IV, we construct the GUE codes. In Section V, we find the generating functions and partitions for the MPSK constellation. Finally, in Section VI, for noncoherent decoders in particular, we discuss which codes can and which cannot be noncoherently decoded and discuss the relation of this property to RI.
II. CORRELATOR-BASED DECODER MODEL
The correlator-based decoder model consists of a complex correlator front-end (also called matched-filter bank) and a decoder that uses the output of the correlator for making its decisions (see Fig. 1 ). An option exists to add an energy measurement unit. The energy information may be used by decoders for fading channels which have intrinsic measurement of channel state information (CSI). This model includes almost all of the receiving strategies obtained by using the maximum-likelihood (ML) principle. Some of the most important existing receiver structures (restricted to constant energy symbols) admit our representation. These includes the coherent detection, optimal differential detection, multiplesymbol noncoherent decoder [13] , [11] , [10] , partially coherent receiver [6, eq. 6.59b], receiver coherent with respect to the specular part of the signal in a slow fading Rician channel with no CSI [6, p. 373], optimal coherent receiver for the fading channel with ideal CSI [7, p. 348] , double differential detection [6, Ch. 8] , and the general ML receiver structure of Makrakis [8] for a fast fading Rician channel extended to dimensions.
Let be the symbol duration, be the complex envelope (CE) of the received signal, and be the CE of one of the possible equally likely transmitted signals.
is a sum of symbols that can be represented as (1) where is an orthonormal set of complex functions. Let be the corresponding projections of on the same basis functions. In a vector form, the transmitted and received symbols are denoted by and . Using vector notation, the correlator is defined as (2) where and the energy measurement unit consists of the operation
The decoder makes its decisions by maximizing some likelihood function of the outputs of the correlator, where and are the correlator output and the energy for the th symbol, respectively. The number of symbols the decoder operates on is ( for convolutional codes). Note that is an arbitrary real valued function. To summarize, the decoder chooses which maximizes (4) In case of a tie, the decoder has to randomly choose between those sequences attaining maximum. We can write (4) in a more convenient form as (5) Example: In the coherent demodulation of constant energy signals (e.g., [19] ), the optimal is (6) where is the known channel phase.
III. DETERMINATION OF THE ERROR PROBABILITY
The flat-fading channel model we are using is defined as follows. Let be the transmitted signal with constant symbols energy (for simplicity), and let be the received signal components where are independent complex Gaussian random variables with zero mean and variance . The complex random variables represent the possible fading and are independent of or . It is assumed that no intersymbol interference (ISI) is present, and the fading is sufficiently slow to not distort the transmitted pulse shape. Let and be two codewords. Let us define the operation (7) which is the sequence of symbol-by-symbol complex correlations between and . Note that is not commutative-switching the order of the arguments leads to complex conjugation. The main result of this section is the following theorem.
Theorem: Let us have a constant energy coded system with equally likely codewords. The error probability of the system over the flat-fading channel with the correlator-based decoder is completely determined by the set of vectors and by the channel parameters. The channel parameters are the noise variance sequence and the statistics of . In particular, the pairwise error probability is completely determined by . Proof: Let be the transmitted sequence. The probability that the decoder makes an incorrect decision by choosing another sequence is (8) Now let be another constant energy coded system satisfying (9) We will show that the error probability of the new system is the same as our system, and the proof of the theorem will be implied. As shown in the Appendix, for each symbol there exists a unitary transformation that satisfies (10) Let us define and substitute (9) and (10) into (8) and obtain the error probability of transmitted:
Since is unitary, has exactly the same distribution as , and also . There is an identity between (11) and (8) . As a result For all of the mentioned decoders the function will get the same value if we conjugate all of its arguments. It is easy to show that in this case a code with only two codewords satisfies UEP. This also implies that under the above assumption pairwise error probabilities are always symmetric.
IV. DEFINING THE GUE CODES
The GUE codes are obtained by defining GU codes based on a function denoted by pseudo-distance, replacing the Euclidean distance. Let us consider a signal constellation in complex -dimensional space and two signals . The pseudo-distance between and is and is a complex number. Note that the new function cannot be called a distance since it does not satisfy any distance property. It is neither symmetric nor a positive real number nor transitive. Nevertheless, we can use it to define isometries which will be called pseudo-isometries.
A pseudo-isometry is a mapping such that, given any two points If such a pseudo-isometry is applied to the symbols of two codewords and then will not change. Then, as the result of the theorem proved in the previous section, if all of the codewords of a system are transformed by a pseudo-isometry, then the error probability will not change. As a result, a GU code in which isometries are replaced by pseudo-isometries will exhibit UEP, as desired.
Following [2] , the definition of GU codes has three constituents: a GU signal constellation or its partition , an isometric labeling of , and a group code over The GUE codes are defined in the same way, where the symmetry group for the definition of the GU signal constellation is redefined to contain all of the pseudo-isometries (instead of isometries) mapping a constellation to itself, and will be called a pseudo-symmetry group.
If MPSK modulation is used, the generating function is simply (the group of possible rotations). Thus, the isometric labeling is (the group of integers modulo ) and a group code over completes the GUE definition. This simplest, but very useful, GUE codes are the so-called linear noncoherent codes (see Section I). The binary linear codes with BPSK modulation are found in this family as a special case. This structure has been used in [13] , where good codes for noncoherent decoding were found for , , and . An encoder for a rate convolutional linear code over mapped to MPSK (no partitions) is shown in Fig. 2 . The constraint length is and each coefficient is a vector of length with coefficients from . A multiplication in is a multiplication modulo . Note that this structure, although intuitive, sometimes generates nonminimal or even catastrophic codes. To avoid this problem, the minimal canonical encoder structure of [17] should be used.
Removing the limitation of MPSK symbols, the following example shows that not only rotations are allowed in a pseudosymmetry group.
Example: Consider a two-dimensional complex space (four real dimensions) and signal points or , a total of points. This represents the following modulator. We take bits of information. One bit is used as an input to an orthogonal frequency-shift keying (FSK) modulator. The other bits are used as input to an MPSK modulator, with the FSK modulator as a carrier. Let denote the group of permutations between complex dimensions, and denote the group operating only on the th complex dimension. Then where ' ' denotes all of the compositions of elements from group with elements from group . The generating groups are or , both isomorphic to .
V. GENERATING FUNCTIONS AND PARTITIONS FOR MPSK
In this section we consider the specific and useful case of MPSK ( complex dimensions, MPSK constellation in each dimension). The easiest way to generate an MPSK symbol is to use consecutive MPSK symbols. The receiver has to be able to synchronize correctly on these blocks of symbols. In [3] , the symmetry groups for MPSK for the Euclidean distance were found, and algorithms (in a general form) were described for finding all of the generating groups. GU partition tables and codes were given in [3] and [4] . We will show that a large portion of these results apply to our case.
The symmetry group of MPSK for the Euclidean distance is isomorphic to for and to for [4] , where is the composition of the rotation group with the group containing the identity and the reflection about the axis. It can be shown that rotations preserve the pseudo-distance (pointwise correlation) but reflections do not.
Since the set of pseudo-symmetries defined by the pseudodistance is a subset of the set of symmetries defined by the Euclidean distance, we can start with the symmetry group given above and eliminate all the reflections from it. The additional symmetries that exist for the Euclidean distance in the 4-PSK case results from the fact that the real and imaginary coordinates become independent. Using the pseudo-distance, is no longer a special case. As a result, for every the pseudo-symmetry group is . Theorem 3 of [3] gives us the recipe for obtaining the generating group. By this theorem, a generating group is any subgroup of of order , which satisfies the condition that no symmetry in leaves an element of unchanged. Therefore, the only generating group for MPSK is . Fortunately, this generating group, which is also the most intuitive, is very useful for other applications, among them obtaining RI. A list of partitions for and , and an algorithm to find more partitions, can be found in [3] . Note that the definition of the GU partitions only relies on the group properties of the generating group and is independent of the way the isometries are defined. In particular, among the list of codes given in [4] , those built over are GUE. As an example, a nonhomomorphic group code over with 32 states from [4] , shown in Fig. 3 , is a GUE code. It encodes three bits into QPSK symbols, i.e., a rate of 1 b/MPSK symbol.
VI. APPLICATION OF GUE CODES
IN NONCOHERENT DECODING In this section we will concentrate on the case of noncoherent decoders. A noncoherent decoder is a decoder designed to accept the received symbols demodulated by a free-running carrier reference and provide the output decoded data. It ignores the phase shift of the channel, with the restriction that the phase is slowly varying (relative to the symbol rate). The noncoherent decoder is built under the assumption that we have no information about , except its slow variation. When some information is available about the phase, for example if is the residual phase error of a phase-locked loop (PLL), then the resulting decoder is called partially coherent. Mathematically, noncoherent decoders imply the class of likelihood functions that are insensitive to a constant phase shift of the input. Some coded modulations cannot be decoded noncoherently. First, if there are partitions of the signal set, there might be a symbol that is a phase shift of another symbol in the same partition. This case is easily solved by an appropriate scrambling (e.g., differential encoding) of the uncoded input symbol that select a point in the coset. Second, there are codes that are NC [13] .
If the code is non-NC it is possible to decode the information without a phase reference by any decoder which uses all phase transitions in its decisions, like [8] , [11] , and [13] . Note that even in the case of PSK symbols, if the code is non-NC, differential encoding of the output symbols is not needed. Encoders with explicit differential encoding of the coded symbols are only a special case of non-NC encoders. A simple example for both NC and non-NC codes is shown in Fig. 5 . The code in Fig. 5(b) is NC since a phase shift (in this case inversion) of a codeword produces a valid codeword, but with different (in this case inverted) corresponding encoded word. The code in Fig. 5(a) is non-NC since no phase shift of a codeword produces a valid codeword.
Examples to coded modulation suitable to noncoherent decoding, based on GUE structure, are given in Fig. 3 (which has already been mentioned) and Fig. 4 . It is easy to verify by the help of the theorem to follow that these codes are non-NC. In Fig. 4 a code over is matched to the isometric labeling of a four-way partition of 8-PSK (see [4, Fig. 1]) . A rate 1/2 convolutional code over chooses a partition of an 8-PSK symbol and an additional information bit, differentially encoded, chooses a point in the partition. No other differential encoding is necessary. A rate of 2 b/MPSK symbol is obtained. We evaluated the performance of these codes on AWGN using the noncoherent decoding technique of [13] in order to show the usefulness of the GUE codes to noncoherent decoding [14] . At the point and with observations (length of coherent integration) spanning three trellis branches, the degradation relative to coherent decoding of the code of Fig. 3 is only 0.5 dB. At the same conditions the degradation of the code of Fig. 4 is only 0.4 dB. Note that these codes are also optimal for coherent decoding, and in the coherent case achieves coding gain of 4.9 and 2.9 dB, respectively, where the coding gain is measured w.r.t. uncoded modulation carrying the same information rate.
In many coherent systems, RI codes are desired as a convenient solution to ambiguities in the carrier phase. RI codes are useful if they can be made to be rotationally transparent (RT) through suitable precoding of the input to the encoder. Definitions of these terms are found in [4] . In an RT code the overall code produces the same decoded symbols after a phase rotation at the channel. If the encoder is linear (homomorphic) over some group and minimal, differential precoding is the appropriate operation [4] , [20] . Otherwise, for group codes, the suitable precoding is described in [22] .
RI codes which are not RT are clearly NC [see, for example, Fig. 5(b) ], but we will show that for a non-GUE code the converse may not be true. Let us define partial RI as the situation where the code is not RI to an angle but there still exists in the code at least one pair of codewords which differ by a constant phase shift . Clearly such situation can cause NC if these pairs are not decoded to the same information bits (see Fig. 6 , for example). The following theorem shows that partial RI does not exist in GUE codes. Therefore, for GUE codes, the problem of NC can always be solved by precoding. In addition, it provides an easy test for NC. The inclusion of the differential precoder does not increase the number of states for ML sequence detection purposes. However, transparent codes may not be the optimal codes to be used with noncoherent decoding. There are two reasons for this statement. The first obvious reason is that the best code (for noncoherent decoding) may not be found to be RT. The second reason is that a noncoherent decoder will tend to suffer a larger degradation relative to a coherent one due to the inclusion of new types of error events. These additional error events are transitions from the transmitted codeword to the shifted version of it [13] .
Theorem: If a pair of codewords in a GUE code differ in a constant phase shift then the code is RI to .
Proof: If the Cartesian product label map is an isometric labeling, then for all there exists an isometry such that (12) where ' ' is the group operation of extended to sequences. Let be two infinite length label sequences of two codewords that differ in a constant phase shift . Let be an arbitrary codeword and be its label sequence, i.e., . Let and , then by (12), will bring to and to . Since the pseudo-isometry preserves pseudo-distance, the set of pseudodistances between all the points of and is the same as the set of pseudo-distances between all the points of and . The pseudo-distance between and is . Thus, there exists a codeword with the same pseudo-distance to , i.e., . It is left to show that a pseudodistance of between two symbols is only possible when . This is a result of the Schwartz inequality, and is easily proven by showing that . Therefore, RI to is satisfied.
In particular, letting and assuming that the codeword exists and is in , there exists the codeword . We call this codeword constant sequence. The existence of a constant sequence is a simple check for RI.
VII. CONCLUSION
We have shown how to construct codes that have the UEP not only for coherent detection but also for a much wider class of detection techniques. A list of examples of various detection techniques demonstrates the generality and wideness of the defined correlation-based decoder. It was shown that the error probability of this decoder is a function of a pseudo-distance between the pairs of codewords. Using this pseudo-distance as the basis of the construction of geometrically uniform codes, we have created a framework for generating codes with the desired uniform error property. For -ary PSK, codes over the group and its partitions with natural mapping are simple and useful example of such codes. When multidimensional modulations like MPSK are used, more interesting structures exist. The theorems described in this article are especially useful for the design of new coded modulation schemes that are designed to be decoded by the emerging class of noncoherent decoders using multiple-symbol observations. In particular, aspects of applying noncoherent decoding to GUE codes was addressed.
APPENDIX
The following construction for the matrix in (10) will show its existence. Let us compose the matrices Then, we should find such that (13) The relation (9) becomes (14) We can make a singular value decomposition (SVD) to and (15) where are orthonormal matrices, are diagonal matrices with positive or zero elements (the singular values) and are column orthonormal matrices. The decomposition is unique up to (1) the ordering of the singular values (2) forming linear combinations of columns of and whose corresponding singular values are equal. Using (14) we obtain (16) Hence, and are the square root of the diagonal eigenvalues matrix of the same Hermitian matrix, and are equal up to the order of the eigenvalues. Since the ordering of the singular values are free, we can choose them to be equal, i.e.,
. The columns of and as eigenvectors of the same matrix are unique up to the case of equal eigenvalues. In the latter case, a linear combination of columns is possible, the same as in the SVD decomposition. Hence it is possible to choose Now we can set and one can verify that (13) is satisfied.
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