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ABSTRACT 
Li, Xiaobo (Ph.D., Department of Mechanical Engineering) 
Phonon Transport across Dissimilar Material Interfaces and in Nanostructured Materials 
Thesis directed by Associate Professor Ronggui Yang 
 
 Nano-scale thermal conduction has been an interesting research topic over the past two 
decades due to the intriguing electron and phonon physics in the low-dimensional materials, the 
ever-increasing challenges in the thermal management, and the potentials in using nanostructures 
for enhanced energy conversion, storage and thermal management. Atomistic simulation 
methods, such as molecular dynamics (MD) and atomistic Green’s function (AGF), have been 
powerful theoretical tools for understanding and predicting the phonon transport and thermal 
conduction in nanostructured materials and across dissimilar interfaces. The research conducted 
in this thesis aims at further developing these atomistic simulation methods and broadening the 
understanding of phonon transport in nanostructured materials and across the interfaces of 
dissimilar materials. There is strong artificial simulation-domain-size effect on the prediction of 
thermal conductivity using equilibrium MD (EMD) for high thermal conductivity materials. In 
this thesis, spectral method is further developed to avoid the simulation domain size effect and 
obtain the intrinsic phonon thermal conductivity of materials from EMD simulations. This 
method is then applied for the study of strain effects on thermal conductivity of low-dimensional 
nanostructures. We show that thermal conductivity of nanostructures can be greatly tuned by 
applied mechanical strains. The underlying mechanism on strain/stress tuning of the one-
dimensional and two-dimensional nanostructures of carbon and silicon are explained.  
 Phonon transport across dissimilar material interfaces plays a critical role in determining 
the effective thermal properties of nanostructures. Although AGF has been widely used for the 
prediction of frequency-dependent phonon transmission across material interfaces, most of the 
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past works have been limited to lattice-matched interfacial structures. In this thesis, an integrated 
MD and recursive AGF approach is developed to study the frequency-dependent phonon 
transmission across lattice-mismatched dissimilar interfaces. Due to the induced atomic disorder, 
lattice mismatch greatly affects the phonon transmission across dissimilar material interface. The 
reduction of thermal conductance is correlated with adhesion energy at the interface. Further 
studies are performed for phonon transport across interfaces with defects and specie diffusion. 
The numerical tools developed in this thesis can be useful for the understandings of phonon 
transport in nanostructured materials. 
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CHAPTER I 
 
 
INTRODUCTION 
 
I.1  Opportunities and Challenges in Nano-Scale Heat Transfer 
 
The advances in nanotechnology have resulted in novel materials and devices with much 
smaller length-scales but with enhanced functionality. Thermal transport in these low-
dimensional nanostructures (two-dimensional: thin films and superlattices, one-dimensional: 
nanowires and nanotubes, zero-dimensional: quantum dots, and the bulk form of low-
dimensional materials: nanocomposites)
1-12
 has been an interesting research topic over the past 
two decades due to the intriguing electron and phonon physics in the low-dimensional materials, 
the ever-increasing challenges in the thermal management,
13-17
 and the potentials of using 
nanostructures for enhanced energy conversion,
18,19
 storage, and thermal management.
18-20
 
Figure 1.1 shows two examples of using nano-structures in integrated circuits (ICs) and 
thermoelectrics with enhanced performance. In such applications, the whole devices are usually 
at macro-scale with inside structures at nano-scale, and the length scale can vary from several 
nanometers to few meters. Thermal transport properties in these devices can be very different 
from one to the other based on the requirements of the applications. On one hand, in the 
integrated circuits, the silicon-on-insulator (SOI) transistors with nano-structures are highly 
packed together to improve the performance (i.e., for the next-generation ICs, three-dimensional 
transistors would be used to further increase the packing density instead the two-dimensional 
transistors used currently), and the significant amount of heat generated in the ICs need to be 
removed fast enough to void malfunction of the devices. On the other hand, in the applications of 
thermoelectrics, materials with large thermal resistance are desired to prevent the loss of thermal 
energy during the energy conversion process.  
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Figure 1.1 The length scale in nano-structure enabled applications (i.e., integrated circuits, 
thermoelectrics, etc.) with high performance and the theoretical methods for the study of thermal 
transport at different length scales.  
 
There are two important material properties which are usually used to characterize the 
thermal transport: the thermal conductivity and the thermal boundary resistance. The thermal 
conductivity ( k ) is defined from the Fourier’s law as developed by Joseph Fourier, which states 
that the heat flux (q, W/m
2
, heat flow per second per unit area) through a homogeneous solid is 
proportional to the temperature gradient, Tkq . Interfaces also play important roles in 
determining the effective thermal conductivity in nanostructured materials. When heat flows 
across a material interface, it results in a local temperature jump at the interface, which is 
described by the interface thermal resistance, the thermal boundary resistance (TBR), or Kapitza 
resistance, owing to Kaptiza's original work.
21
 With temperature 1T   and 2T  at the two sides of 
the interface and heat flux q  (W/m
2
) flowing across the interface, the thermal boundary 
resistance ( R ) can be written as, qTTR /)( 21  , and the thermal boundary conductance ( K ), 
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defined as the inverse of the thermal boundary resistance, can be written as, RK /1 . In the 
past several decades, significant developments in both experimental characterization and 
theoretical studies have led to a reasonably good understanding of how thermal conductivity 
changes as a function of constituent materials, crystal structures, grain boundary and interfaces, 
defects and impurity, dimensionality and size. However, the understanding of nano-scale thermal 
transport is still in its infancy.   
In dielectric materials and semiconductors, phonons are the main carries for thermal 
transport. When a phonon travels inside a material, it can be scattered by other phonons, and the 
average distance between successive scatterings is call the phonon mean free path (MFP). The 
phonon MFP can vary from several nanometers to hundreds of microns, depending on the 
materials. This wide range of phonon MFP brings significant challenge in the study of nano-
scale heat transfer. When the phonon MFP is much smaller than the size of the material, phonons 
travel diffusively because of the frequent phonon scattering and Fourier’s law is valid for the 
modeling of thermal transport. When the phonon MFP is comparable to the size of the material, 
phonons could travel ballistically across the material without any impedance and encounter 
significant scattering at the boundaries of the material which greatly reduces the phonon MFP. 
There are also a good amount of interfaces in nanostructured materials that can cause a 
significant scattering of phonons which can greatly depend on the material size and the atomic 
structure of the interface. For these reasons, the phonon transport in nano-scale is usually highly 
size-dependent and atomic-structure-dependent, and theoretically it is challenging to predict. 
Since the phonon MFP spans a wide range, theoretical methods for the study thermal transport 
should be applicable in multi-scales that cover the length range from a few nanometers to 
hundreds of microns. Over the past several decades, various theoretical simulation tools have 
been developed to study the thermal transport in nano-scale as shown in Fig. 1.1, such as first 
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principle calculation, molecular dynamics (MD) simulation, the atomistic Green’s function 
(AGF) approach, and the Boltzmann transport equation (BTE) based simulation. However there 
are still limitations using these methods and further developments of these theoretical methods 
are needed to better understand the thermal transport in nano-scale.    
 
I.2 Theoretical Methods 
 
Various models have been proposed for predicting the thermal conductivity of 
nanostructured materials. For example, phonon relaxation time has been predicted based on 
different scattering mechanisms (e.g., boundary scattering, defect scattering, particle scattering, 
umklapp scattering, etc.) using models, such as the Callaway’s model22,23  and the Holland’s 
model.
22
 The total phonon relaxation time is obtained using Matthiessen’s rule, and the thermal 
conductivity can be calculated using the kinetic theory.
23
 The effective medium approximation 
(EMA)
24-26
 and modified EMA (MEMA)
27
 models have been used to predict the effective 
thermal conductivity of nanocomposites with parameters (i.e., the phonon group velocity, 
specific heat, and MFP) obtained from the bulk materials. Diffusive phonon scattering at the 
nano-particle/matrix interface is assumed in these models for the calculation of effective thermal 
conductivity. Although experimental results have been successfully explained using these 
models, the predictions from these models usually rely on the parameters extracted from the 
known material properties.  
In the past two decades, atomistic simulation methods, such as first principle calculation, 
molecular dynamics simulation, and atomistic Green’s function approach have attracted more 
and more interest in regard to the study of heat transfer in nano-scale because these methods 
usually require less input parameters and also provide the strong capabilities to study materials 
with different atomic structures.  
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For materials of size up to hundreds of nanometers, MD simulation has been a powerful 
tool to study the nanoscale phonon transport. The trajectory of particles (molecular, atoms, etc.) 
in a simulation domain is tracked by solving the Newton’s equation of motion in MD 
simulation.
28
 Particles interact with each other through empirical interatomic potentials that are 
usually developed from quantum force field calculations (or first principle calculations). The 
initial atomic positions are generated based on the crystal structures, for example, the diamond 
structure for diamond, silicon, and germanium. The Box-Muller method
29
 is applied for 
generating the initial velocity which obeys the Boltzmann distribution. This velocity generation 
procedure is based on random numbers and there may be net translational and angular 
momentum of the collective motion which is then set to zero. The force exerted on each particle 
is calculated from the derivative of the empirical interatomic potential. The velocity Verlet 
algorithm
30
 is usually used to integrate Newton’s equation of motion with a typical time-step set 
in the scale of 1 fs.  
The thermal conductivity of a material can be calculated using nonequilibrium MD 
(NEMD) simulation by creating the heat flux and the temperature gradient across the simulation 
domain. In both ways, when the temperature distribution is stable, the thermal conductivity can 
be calculated using Fourier’s law. In the equilibrium method, thermal conductivity is usually 
calculated using Green Kubo’s relation through the autocorrelation function of the small 
perturbation of the heat flux in the system, which will be detailed in section II.1. Periodic 
boundary condition is usually applied to simulate infinitely large systems using MD simulations; 
however, the simulation results usually show strong artificial simulation domain size 
dependence. A typical solution to this artificial effect is to increase the size of the simulation 
domain until converged simulation results can be obtained. However, this calculation is 
extremely computationally expensive for material in which phonons with long wavelength 
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contribute significantly to the thermal conductivity. Chapter II will discuss this challenge and 
how the spectral method can be further developed for solving this challenge. 
NEMD simulation can be also used to calculate the thermal boundary conductance across 
material interfaces. Across a material interface, a temperature jump will be induced under 
constant heat flux and the thermal boundary resistance can be calculated from the definition 
detailed in section I.1. In nanostructured materials, interface plays a critical role in phonon 
dynamics and thermal conductivity.
1,21,31
 In the past two decades, NEMD simulations have been 
employed extensively to study the thermal boundary conductance across various material 
interfaces,
32-40
 such as Kr/Ar,
34
 Si/In,
38
 carbon nanotube/Si,
39
 Si/polymer
36
 and PbTe/GeTe.
40
 A 
good understanding of the reduced thermal conductivity in nanostructured materials due to the 
thermal boundary resistance has been obtained. However, only the thermal boundary 
conductance from MD simulations, which describes the collective motion of all phonons across 
an interface and lacks details about how each specific phonon is scattered at interface, is not 
sufficient for developing accurate design tools for novel nanostructured materials with 
extraordinary thermal properties. For example, a large-scale nano-bulk system with multiple 
interfaces such as integrated circuits
41
 and nanocomposite
10,42
 will call for a better set of 
variables and simulation tools to describe such systems. An empirical approach is the Boltzmann 
transport equation-based (BTE-based) deterministic and stochastic approaches, which could 
potentially link the length scale from a few nanometers to macroscale.
31,42-45
 However, such tools 
require input parameters that must be obtained at even smaller length scales and phonon 
transmission coefficient at interfaces is one key input parameter. When phonons transport across 
interfaces, it will be transmitted, reflected, and converted as illustrated in Fig. 1.2. Phonon 
transmission is also energy- (frequency-) dependent. More importantly, various factors, such as 
material differences, atomic reconstruction at the interfacial region, dislocations, defects, strain 
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fields, and the size of the structures, could affect the phonon transmission across interfaces of 
dissimilar materials. Phonon transmission across realistic material interfaces is also essential for 
the understanding of the thermal boundary conductance.  
 
Figure 1.2 (a) Illustration of phonon scattering at an interface. (b) Frequency-dependent phonon 
transmission across an interface, which is one key input parameter for the BTE-based approach. 
The phonon transmission can be calculated from methods such as, acoustic mismatch model and 
diffuse mismatch model, linear lattice dynamics, wave packet method, and atomistic Green’s 
function approach. 
 
Modeling phonon transmission across material interfaces has proven to be challenging. 
The acoustic mismatch model (AMM) and diffuse mismatch model (DMM) are often used for 
the calculation of phonon transmission.
21
 The AMM considers long-wavelength phonons and 
uses the acoustic impedances of the two adjacent materials for the calculation of phonon 
transmission. The model is strictly valid only at low temperatures. Phonon scattering at 
interfaces is assumed to be completely diffusive in DMM,
21
 which predicts phonon transmission 
more precisely across rough interface. Although AMM and DMM have been used exclusively as 
inputs for BTE solutions and for explaining experimental data of reduced thermal conductivity in 
nanostructured materials, neither of them can accurately capture the underlying physics of 
phonon transport across material interfaces.  
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Recently , significant progress has been made recently for studying phonon transmission 
based on the atomistic simulations, including the development of the phonon wave-packet 
method
42
 based on MD simulations, linear lattice dynamics,
43,44
  and the AGF approach which 
solves the phonon dynamical equation under the harmonic approximation. The phonon wave-
packet method
42
 was developed to study phonon transmission based on MD simulations. In this 
method, a phonon wave packet is initiated in one material and propagates across the interface. 
Wave functions with specified wave vector and frequency are used to assign the initial 
displacement and velocity of the atoms. The transmission coefficient is calculated by the ratio of 
the total energy (both potential and kinetic) of the atoms on the two sides of the interface. 
Usually, the simulation domain is very large in the direction perpendicular to the interface, for 
example, a size of 543nm is used in Ref. 42, and only one phonon transmission data point 
corresponding to a specific phonon wavevector can be obtained in a single run of MD 
simulation. So this process is rather costly for obtaining the phonon transmission for all phonon 
modes. 
Linear lattice dynamics
51,52 which solves the lattice dynamical equation under the 
harmonic approximation for the atoms at the interface, has also been proposed to calculate 
phonon transmission. Under harmonic approximation, the frequency of the transmitted and 
reflected phonons does not change. With this boundary condition, the wave function of the 
reflected and transmitted phonons can be solved and then the phonon transmission is calculated 
based on the energy of the reflected and transmitted phonon waves across the interface.  
Instead of solving for phonon waves in the linear lattice dynamics method, the AGF 
approach solves for the response of the system under a small perturbation. In the AGF approach, 
a lattice system is divided into decoupled sub-systems. The Green’s function of the decoupled 
sub-systems is obtained first and the Green’s function of the coupled system is then calculated by 
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linking the Green’s function of the decoupled sub-systems. In this manner, if there is any change 
in one of the decoupled sub-systems, only the Green’s function for this decoupled sub-system 
needs to be recalculated and the new Green’s function of the whole system can be relatively 
easily calculated by replacing the Green’s function of this sub-system. This method is more 
computationally efficient than the linear lattice dynamics method. A number of interfacial 
structures have been studied using the AGF approach,
45-55
 including the interface in low 
dimensional atomic chains,
49
 strained Si/Ge interface,
48
 metal/graphene nanoribbon (GNR) 
interface,
56
 and rough interface between two face-centered cubic (FCC) crystals.
57
 However, 
every past study on phonon transmission across interfaces using AGF
48,56,57
 has focused on 
lattice-matched material interfaces, in which the inter-atomic distance of one material is usually 
adjusted to match that of the other material in the directions parallel to the interface to simplify 
the calculation. For example, Si (or Ge) is strained to have the same lattice constant as Ge (or Si) 
along the interface plane to study phonon transmission across the Si/Ge interface while the inter-
atomic distance in the direction perpendicular to the interface is adjusted according to Poisson’s 
ratio, as in Ref. 48. Similar numerical techniques have been applied to study the phonon 
transmission across TiC/graphene nanoribbon interface, as in Ref. 56, in which the GNR unit cell 
near the interface is strained to match half of the face diagonal distance of the TiC unit cell. In 
Ref. 57, two FCC crystals with mass ratio and force constant ratio inherited from Si and Ge are 
used for the study of phonon transmission across rough interfaces. The lattice constants of the 
two crystals are adjusted to match each other. In the lattice-matched systems, since the 
interatomic distance is the same for both materials at the interface, perfect atomic bonds similar 
to the ones in their constituent materials are formed at the interface, with no bond breaking or 
reconstruction. However, much more complicated interfaces with vacancies and defects are 
formed in the realistic materials due to the lattice mismatch between the two materials that form 
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the interface. For example, Si and Ge have lattice constants of 5.43Å and 5.65Å, respectively, 
which results in a 4% lattice constant mismatch when they form an interface.   
Pettersson and Mahan
58
 were probably the first ones realized the importance of lattice 
mismatch on phonon transport across interfaces in 1990's. By studying phonon transport across 
unrelaxed lattice-mismatched interfaces formed from model materials with cubic lattices using 
the lattice dynamics method, they found the following: 1) more phonons can be generated when 
phonons are scattered at the lattice-mismatched interfaces than that across lattice-matched ones 
because of the enhanced phonon mode conversion; and 2) the phonon transmission coefficient 
across lattice-mismatched interfaces is smaller than that across lattice-matched interfaces mainly 
due to the weakening of bond strength. However, the atomic model system they used was not 
relaxed. Dislocation and defects also present in real material interfaces, which could significantly 
change the phonon scattering at interfaces. There is not much work using either lattice 
dynamics
44, 59
 or other methods to study phonon transmission across realistic material interfaces 
due to the physical and numerical complexity. 
 
I.3   Objectives of this Thesis 
   
The objective of this thesis is to further develop atomistic simulation methods for nano-
scale heat conduction, including the molecular dynamics method and the atomistic Green’s 
function approach, and broaden the understanding of phonon transport in nanostructured 
materials and across dissimilar interfaces. 
For materials with size up to hundreds of nanometers, MD simulation has been a 
powerful tool to study nanoscale phonon transport; however, there is usually strong artificial 
simulation domain size effect on the prediction of thermal conductivity using equilibrium MD 
(EMD). In this thesis, the spectral method will be further developed to obtain simulation domain 
size-independent thermal conductivity of materials from EMD simulations.  This method will be 
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validated on both bulk materials and low-dimensional materials. With the spectral method, strain 
effects on thermal conductivity will be studied on various low-dimensional materials as an 
application. 
For materials with size larger than hundreds of nanometers, MD simulations would be too 
computationally expensive, so the BTE-based approach can be used for simulations at such 
scales. The phonon transmission across dissimilar interfaces is one key input parameter and the 
phonon transmission across lattice-mismatched material interfaces with atomic reconstruction 
has not been studied yet due to the numerical challenges in the solving of matrix with large size. 
We will develop an integrated MD and recursive AGF approach to study the frequency-
dependent phonon transmission across lattice-mismatched dissimilar interfaces with 
reconstruction. The recursive method will be applied for the first time for solving the numerical 
challenging in the calculation of phonon transmission with relatively large system size. The 
application of this integrated simulation method will then be performed to study the lattice-
mismatch effects on phonon transmission across interfaces. 
 
I.4  Arrangement of this Thesis 
 
In chapter I, the challenges and the objectives of this thesis in the studies of phonon 
transport in nano-scale heat transfer are introduced. In chapter II, spectral method is developed 
for eliminating the artificial simulation domain size effects in EMD simulation for thermal 
conductivity. The method is validated in bulk materials and low-dimensional materials. For 
application, the strain effects on thermal conductivity of nanostructures are studied. In chapter 
III, the general method for phonon transmission using AGF approach is introduced and is 
validated by comparing the results with the one from linear lattice dynamics. Size-dependent 
phonon transmission is explored across interfaces with size confinement in both transverse and 
longitudinal directions. In chapter IV, an integrated MD and AGF approach is developed for the 
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simulation of phonon transmission across lattice-mismatched interfaces with atomic 
reconstruction. Recursive AGF approach is discussed in details for the first time for solving the 
numerical challenge in the simulation of phonon transmission across interfaces with relatively 
large cross-sectional area. The lattice-mismatch effects on phonon transmission across interfaces 
are explored. In chapter V, future work is proposed based on the discussions in this thesis.  
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CHAPTER II 
 
 
MOLECULAR DYNAMICS SIMULATION FOR THERMAL CONDUCTIVITY 
 
Molecular dynamics simulation has been a powerful tool to study the phonon transport in 
materials with size up to hundreds of nanometers. In this chapter, spectral analysis of EMD is 
further developed and applied to avoid the numerical artifacts such as the neglect of long 
wavelength phonons that are often encountered when using EMD with periodic boundary 
conditions. Intrinsic thermal conductivity of the simulated bulk and nano- structures can be 
obtained using spectral analysis of EMD. Applying stress/strain on a material provides a 
mechanism to tune the thermal conductivity of materials dynamically or on demand. 
Experimental and simulation results have shown that thermal conductivity of bulk materials can 
change significantly under external pressure (compressive stress). However, stress/strain effects 
on the thermal conductivity of nanostructures have not been systematically studied. In this 
chapter, EMD simulation is performed to systematically study the strain effects on the lattice 
thermal conductivity of low-dimensional silicon and carbon materials: silicon nanowires (NW, 
one-dimensional) and thin films (two-dimensional), single-walled carbon nanotube (SWCNT, 
one-dimensional) and single layer graphene sheet (two-dimensional). Our studies show the 
thermal conductivity of nanostructures can be greatly tuned by applying strain/stress. 
 
II.1 Equilibrium Method for Thermal Conductivity  
EMD simulations are usually under NVE ensemble, which means the simulations are 
under constant number of atoms, constant volume and constant total system energy. In order to 
perform the simulation under specific temperature and pressure, i.e., at 300K and zero pressure, 
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the simulated structure need to be relaxed first under constant pressure and constant temperature 
using NPT simulation procedures and thermal conductivity can then be calculated in NVE 
ensemble at the required temperature and pressure afterward. From the linear response theory, 
thermal conductivity can be obtained using Green Kubo’s relation under equilibrium state. In an 
anisotropic material, it is given by the tensor form
60,61
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where kB is Boltzmann constant, V is volume, T is temperature, S is heat current and 
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The decay of HCACF function over time indicates how fast the heat current changes its 
original direction due to the phonon scattering in the material. The fast the decay of HCACF 
function, the stronger the phonon scattering is, which therefore gives smaller thermal 
conductivity from the calculation. For materials with high thermal conductivity such as silicon 
and diamond, the HCACF converges slowly and a long simulation time is required due to slow 
decay. For example, for silicon and diamond, simulation time from 20ns to 60ns is needed for 
the direct integral from equation (2.1) or (2.2). Also the calculated thermal conductivity with 
equation (2.1) or (2.2) usually shows strong initial condition (the initial velocity) dependence, so 
each simulation needed to be repeated several times (typically 5 times) with different initial 
condition and the final result is obtained by averaging the obtained values. 
Both Stillinger-Webber
62
 and Tersoff
63
  empirical potential have been widely used in MD 
simulations of silicon and carbon systems as mainly studied in this thesis. Usually Stillinger-
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Weber potential can provide better agreement of thermal properties with experiments than 
Tersoff potential, such as melting temperature and thermal expansion coefficient.
64-67
 However 
Stillinger-Weber (SW) potential was built based on the ideal tetrahedral bond angle and its 
applicability is limited. For example, SW potential fails in the prediction of the correct energies 
for silicon under high pressure and it does not correctly predict surface structures in which non-
tetrahedrally bonds present.
68, 69
 We therefore chose Tersoff potential in the studies in this thesis. 
Usually the lattice constant predicted from empirical potential is not the same as 
experimental data for bulk material.
65, 67
 In order to determine the lattice constant of a strain free 
bulk material, simulations are performed by calculating the pressure of the system when varying 
preset lattice constant under periodic boundary conditions in three directions. By linear fitting of 
the pressure-lattice constant plot, lattice constant of a strain-free structure can be determined at 
the zero pressure value. This procedure is validated by applying it on bulk silicon and the results 
agree well with literature.
67
 By applying Tersoff potential, the lattice constant determined for a 
free standing structure is 5.446Å for bulk Si and 3.572Å for bulk diamond, comparing with the 
experimental value 5.431Å and 3.567Å respectively.
70
 
 
II.2 The Effect of Simulation-Domain Size 
 In the Green Kubo’s relation, an upper limit integration time is usually set to evaluate the 
integral. If the heat current autocorrelation function decays to zero value at a relatively short 
time,
71-73
 direct integral method can be applied to calculate the thermal conductivity. However 
for some materials (i.e., silicon, diamond, silicon carbide, etc.),
36,82,111,112
 the HCACF decays to 
zero with a very long tail which could be up to 100ps and a much longer total simulation time is 
needed to obtain a well converged HCACF(could be up to 20ns). In comparison with 1fs time 
step, such a long simulation time makes the simulation rather expensive to evaluate thermal 
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conductivity from the direct integral method. Che et al. suggested using exponential decay 
function to fit the HCACF function,
74
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Where, o and a indicate optical phonons and acoustic phonons. Thermal conductivity can 
then be evaluated using the fitting parameters Ao, Aa, τo, τa. 
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Although the periodic boundary condition is applied in EMD, thermal conductivity 
results obtained from the above methods still show strong simulation size dependence. The 
reason is that phonons with a wavelength greater than twice of the simulation domain size will be 
cut off as shown in Fig. 2.1. With an increasing simulation domain size, more long-wavelength 
modes are included and thus the calculated thermal conductivity increases and becomes closer to 
its true value. 
 
Figure 2.1. Illustration of the artificial simulation domain size effects in the simulation of 
thermal conductivity using EMD. In order to simulate the thermal conductivity of bulk materials, 
usually a small simulation domain with periodic boundary conditions is applied. Lb and Ls are 
the simulation domain size of the bulk material and the actual simulation domain used in EMD 
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simulation, respectively. Phonons with long wavelength will be cut off due to the small 
simulation domain size Ls. 
  
II.3 Spectral Method 
In order to eliminate the cutoff artifacts due to the finite simulation size,
75, 76
 spectral 
methods has been proposed  and the method described by Chen et al.
75
 is adopted here. From 
Reference,
75
 Fourier transform of HCACF is taken and the frequency dependent thermal 
conductivity can be written as, 
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By taking the zero frequency limits, equation (2.5) restores to the Green-Kubo’s equation 
(2.2). So the thermal conductivity can be expressed as: 
0
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kk , or it is called the static 
thermal conductivity. 
For low frequency phonons with a frequency lower than the simulation domain cut-off 
frequency, the corresponding frequency-dependent thermal conductivity data is not accurate. 
Data at higher frequency are then used to extrapolate the zero-frequency limit thermal 
conductivity. To perform the spectral fitting, equation (2.3) can be used to model the HCACF. In 
previous studies with spectral methods, only continuous HCACF is used in the formulation of 
equation (2.5), which is only valid if τo and τa are far greater than the simulation time step and far 
smaller than the HCACF upper limit integration time. Considering that in MD simulation, only a 
discrete set of HCACF data is generated with a certain simulation time step, the HCACF can be 
expressed as 
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where N is the total HCACF data collecting steps, Δt is time step (t=nΔt) and s, l are used to 
describe short and long relaxation time respectively instead of o and a in a general way. The 
Fourier transform of equation (2.6) is then, 
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The summation in equation (2.7) can be calculated and the frequency dependent thermal 
conductivity can then be written as, 
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If  NΔt>> τ >> Δt , equation (2.8) can be simplified as, 
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The frequency dependent thermal conductivity basically tells how each phonon modes 
are excited and their contribution to heat transport. S.G. Volz
77
 studied the frequency dependent 
thermal conductivity of Si and the effective thermal conductivity from 10GHz to 1THz is about 
1.1W/(m K) at 200K and 1.7W/(m K) at 500K. Our simulation gives a similar value of around 
1.3W/(m K) at 300K in the same frequency range for Si. Recently, Cahill, et al.,
78
 experimentally 
showed that thermal conductivity of semiconductor alloy thin films can change significantly with 
the modulation heating frequency.  
In this work, our interest is on the static thermal conductivity which can be obtained 
through data fitting process. The parameters (As, τs) related to phonons with short relaxation time 
converges at a relatively short simulation time and they could be fitted directly from HCACF. 
Parameters (Al, τl) related to phonons with long relaxation time is then fitted with equation (2.8). 
With the obtained fitting parameters As, τs, Al, τl, the static thermal conductivity can be obtained 
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The spectral method for obtaining size independent thermal conductivity have been 
performed and validated for bulk materials in previous studies. In this work, this method is 
further applied to low dimensional systems and the validations are presented below. 
To validate the EMD with spectral analysis, we studied the thermal conductivity of bulk 
silicon and diamond along [100] direction. We note that thermal conductivity along other 
directions could be simulated, but we expect similar trends in other directions. Two different 
simulation domains are used for calculating the thermal conductivity of bulk silicon: cubic 
simulation domains with N×N×N unit cells cuboid simulation domains with 4×4×N unit cells at 
X, Y and Z direction respectively, while the calculation for bulk diamond is shown for cubic 
simulation domains with N×N×N unit cells only.  
 
Figure 2.2. Illustration of the directions in which the periodic boundary conditions are applied 
for a variety of structures. In the next section, strain is also applied in the same direction that 
has an infinite size, i.e., where the periodic boundary condition is applied. 
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As shown in the first row of Fig. 2.2, periodic boundary conditions are used by repeating 
the original simulation domains in all directions for bulk materials. To calculate the thermal 
conductivity, we averaged thermal conductivity values at X, Y and Z direction the N×N×N 
simulation domain while only the value at Z-direction is used for 4×4×N simulation domain. 
Figure 2.3 shows that thermal conductivity obtained from the direct integral method has strong 
simulation domain dependence. By using spectral analysis, simulation domain independent 
thermal conductivity can be extrapolated for simulation domains with both N×N×N and 4×4×N 
unit cells. For comparison, we also showed the experimental thermal conductivity value of 
natural Si and isotopically enriched Si
79
 and isotopically enriched diamond
80
 in the figure. The 
results from spectral analysis give good agreements with experiment results. One could expect 
the thermal conductivity from the EMD with direct integral method to converge at its intrinsic 
bulk value if one could increase the size of the simulation domain to an extent that the long 
wavelength cutoff is not significant for thermal conductivity. However it will be too 
computationally costly for convergence study of simulation domains with N×N×N unit cells, we 
have thus conducted a convergence study for periodic simulation domains with Si with 4×4×N 
unit cells.  We show in Figure 2.3 that EMD with spectral analysis gives the same thermal 
conductivity value (intrinsic value) for both simulation domains, which further proves that a 
smaller simulation domain can be used for thermal conductivity calculation with spectral 
method.  
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Figure 2.3. Thermal conductivity of: (a) & (b) bulk silicon, and (c) bulk diamond, calculated by 
direct integral method and spectral analysis method using EMD.  Simulation domains are cubic 
one with N×N×N unit cells and cuboid one with 4×4×N unit cells at X, Y and Z directions 
respectively. Periodic boundary conditions are applied in three directions. Dash lines are 
exponential fitting using equation (2.11). Experimental data is taken from Ref. 79, 80. 
 
Assuming the cut-off integral time (t0 instead of ∞) in equation (2.2) is proportional to the 
size of the simulation domain (t0 ~ N/vp, N is number of unit cells and vp is mean phonon 
velocity),
81
 the thermal conductivity can be expressed by integrating equation (2.2) from 0 to t0 
with the approximated format of the HCACF function by equation (2.3), 
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The exponential function in equation (2.3) with short relaxation time converges fast and it 
gives a constant value from the integral. So in the above equation, B is related to the long 
relaxation times, C is related to vp and the long relaxation time and k is the converged thermal 
conductivity at infinite simulation size. Fitting results gives good agreement with the thermal 
conductivity obtained from EMD with spectral analysis. This further confirms that the EMD with 
spectral analysis is able to obtain results without numerical artifacts. The thermal conductivity 
value from direct integral converges to 99.9% of the one from the spectral method with a length 
of 76.5nm for 4×4×N unit cells.  The length of the simulation domain, 76.5nm, is much longer 
than the wavelength of dominant thermal transport phonons, 1nm, and in the same order of the 
mean free path of those phonons, 10-300nm for silicon at room temperature. How the converged 
simulation domain size is correlated to the thermal transport dominant phonon wavelength and 
phonon mean free path will be a worthful topic to explore in the future, but beyond the scope of 
this work.   
To study the thermal conductivity of low dimensional nanostructures, periodic boundary 
condition is only applied in the unconstrained directions as shown in Fig. 2.2. For thin film, one 
direction (noted as X direction) is constrained and periodic boundary conditions are applied in Y 
and Z directions. To calculate the thermal conductivity in the in-plane direction, the HCACF is 
summated in Y and Z main axis and the average value is used. For nanowires, periodic boundary 
condition is applied only in Z direction and the HCACF is summated in Z axis. We also note that 
the Z axis of all the silicon and carbon structures with diamond lattice shown in Fig. 2.2 are 
aligned along the [100] direction. 
The same spectral method has been applied to study the thermal conductivity of Si thin 
films and Si nanowires and the results are given in Fig. 2.3. It shows that for both low 
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dimensional materials, spectral method can avoid the artifacts of simulation domain dependence 
of the direct integral method. For silicon nanowire, NEMD simulation with Stillinger-Weber 
potential predicted a thermal conductivity of 2.35W/m.K for a 2.2nm x 2.2nm Si nanowire and 
6.86W/m.K for a 4.3nm x 4.3nm one,
82
 which is comparable with our EMD prediction 
considering the different potentials we used. By exponential fitting with equation (2.11), thermal 
conductivity of the direct integral method converges at a value obtained from the spectral method 
when the simulation domain size is larger than ~25 nm. The requirement of small simulation 
domain size for integral method to converge might have something to do with the apparent mean 
free path of phonons, which will be shorter in nanostructures than in its bulk form. 
 
Figure 2.4. (a) Thermal conductivity of silicon nanowires in the axial direction. (b) In-plane 
thermal conductivity of silicon thin films. Results from direct integral and spectral method are 
both shown. Dash lines are exponential fitting using equation (2.11). 
 
In the simulation of nanowires and thin films, the atoms have dangling bonds at the 
surfaces where free boundary condition is used and these atoms are in an unstable state. These 
atoms will recombine with each other to form new bonds, which are usually referred as surface 
reconstructions. In our simulation, surface reconstruction is also observed, which is shown in 
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Fig. 2.5. It clearly shows that at the surface (XY surface) where periodic condition is applied, the 
atomic positions are the same before and after the simulation. However, at the constrained 
surface (XZ surface), reconstruction happens. In (d) of Fig. 2.5, it clearly shows that the spacing 
between atoms 2 and 3 becomes smaller and a new bond forms between them. Surface 
reconstruction results in a different structure than that of the bulk materials and it can scatter 
phonons significantly, which greatly reduces the thermal conductivity of low dimensional 
materials (i.e., nanowires and thin films). 
 
Figure 2.5. Surface reconstruction of Si nanowire. Periodic boundary condition is applied in the 
Z direction (along the wire axis): (a) and (b) XY cross-sectional surface structure before and 
after the simulation; (c) and (d), XZ surface structure before and after the simulation. Same 
atoms are labeled with the same number (1, 2, 3 and 4) in (a) and (b), or (c) and (d). 
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It is worth noting that divergent thermal conductivity is reported for low dimensional 
systems in Ref. 83. It is physical for the divergent thermal conductivity studied in Ref. 83 on the 
ideal one-dimensional chains and two-dimensional lattices with relatively simple potential forms, 
such as Lennard-Jones potential and Fermi-Pasta-Ulam (FPU) potential. However, our 
simulation focuses on realistic low dimensional systems with relatively practical empirical 
potentials and we are interested in obtaining the simulation size independent thermal 
conductivity by eliminating the simulation artifacts. For low dimensional real Si and carbon 
systems, we show that simulation size independent thermal conductivity can be obtained from 
spectral analysis. 
 
II.4  Strain Effects on Thermal Conductivity 
The understandings and advances in nanoscale heat transfer has recently led to another 
rather interesting but less-explored research area - tuning the thermal conductivity for superior 
performance, either statically or dynamically, inspired by the working principle of the workhorse 
of integrated circuits – metal–oxide–semiconductor field-effect transistor (MOSFET), which are 
essentially a variable electrical resistor that is tunable under an electrical-field.  Intensive 
research efforts have been directed toward thermal rectifiers in which heat can flow in one 
direction while it is prohibited in the opposite direction and significant applications have been 
imagined.
84-88
 Among many possibilities that could either statically or dynamically tune thermal 
transport, stress/strain effects and geometric in-symmetry could be the most obvious way to 
exercise. Indeed stress and strain effects on material properties (electrical, optical, and 
mechanical) have been explored with a long history.  Strained silicon is used to enhance the 
electron mobility in MOSFETs.
89-92
 Strain/stress effects on optical properties can be also be used 
for reducing the threshold carrier density and thus increasing the gain of laser diodes.
93-95
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Recently, there are also great interests in using strains to tune the quality factor of nanowire 
resonators.
96
 Strain/stress effects can also be used to enhance the performance of thermoelectric 
materials,
97,98
 which is indeed a combination of strain/stress effects on electrical and thermal 
transport properties. All the aforementioned suggest the potential of using stress/strain to tune the 
thermal conductivity. Such a tuning mechanism which could be either applied dynamically or 
statically could result in significant impacts on addressing thermal management challenges in 
electronics and exploring the nano-enabled energy solutions. On the other hand, the effects of 
stress/strain on the thermal conductivity of nanostructures need to be understood well for 
repeatable thermal characterization and the design of nanostructures since materials and devices 
are almost always under compressive or tensile strains in both practical applications and 
experimental characterization.  
Indeed considerable number of measurements have been made for the thermal 
conductivity of various liquids and solids in bulk form under pressure up to a few GPa around 
1970s and 1980s or even earlier.
99-101
 Ross, et al. concluded that the thermal conductivity of 
semiconductors increases with pressure (compressive strain).
99
 They explained the pressure 
effects on thermal conductivity increases from the phonon velocity increase under pressure for 
semiconductors. Interestingly the authors also reported a very small decrease (1% at 0.7 GPa) for 
silicon under uni-axial stress and they concluded this change as not substantial.  EMD has been 
conducted to show that the thermal conductivity of solid argon increases with a decreasing molar 
volume (or an increasing pressure).
102
 Picu, et al studied the non-hydrostatic strain induced 
thermal conductivity anisotropy and attributed the difference to lattice anharmonicity.
73
 
Bhowmicka, et al. derived the relationship of thermal conductivity as a function of temperature 
and strain using the Peierls-Boltamann formulation.
103
 The results show a power law scaling of 
thermal conductivity on temperature and strain.  Scattered studies of the strain effects on the 
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thermal conductivity of nanostructures have also been reported.
33, 104, 105
 Fan, et al. calculated the 
thermal conductivity of single-walled carbon nanotube under 150MPa compression and under 
500 MPa tension using nonequilibrium molecular dynamics. They showed an increasing thermal 
conductivity with increasing compression pressure and a decreasing thermal conductivity with 
increasing tensile stress, which is in the same trend as Lennard-Jones solids.
102
 Abramson, et al. 
studied a  strained bilayer thin film and showed that the effective thermal conductivity can be 
less than half of the average thermal conductivity of the corresponding unstrained thin films 
only.
33
 Rosenblum, et al. studied thermal stress effects on thermal conductivity of diamond thin 
film on substrate with molecular dynamics simulation.
105
 A decreased thermal conductivity is 
obtained under compressive strain. They conclude that two factors affect the thermal 
conductivity: 1) Compressive stress shifts the maximum frequency upwards in the phonon 
spectrum and thus increases the frequency region in which phonons can propagate.  The thermal 
conductivity will thus increase under compressive strain.  2) However, stress induced defects 
serve as additional mechanism of phonon scattering which decreases the thermal conductivity. 
Overall thermal conductivity decreases under compressive strain since the the effect of defect-
induced reduction is much stronger. A rather thorough study of literature inspired us to 
systematically study the strain effects on the thermal conductivity of bulk and nano-structured 
semiconductors including carbon nanotubes and single layer graphene sheet since the existing 
data are not conclusive: 1). Very few study, both experimentally and theoretically, exists on the 
dependence of thermal conductivity of tensile strains. 2). The scattered studies of strain effects 
on thermal conductivity of nanostructures have been over simplified, for example, using simple 
inter-atomic potentials such as the Lennard -Jones potential that could model very limited 
material systems. 3). Often these studied are complicated with numerical artifacts that are 
associated with the methods used. 4). Comparing to thin films and nanowires, possible new 
 28 
 
phenomena such as buckling could be expected for carbon nanotubes and graphene, due to the 
extreme thin layer nature of the materials. But whether the bucking affects the thermal 
conductivity has not been reported.    
In this section, we use EMD to study the strain effects on the lattice thermal conductivity 
of silicon and carbon bulk and nano-structures including silicon nanowires (NW, one-
dimensional) and thin films (two-dimensional), single-walled carbon nanotube (SWCNT, one-
dimensional) and single layer graphene sheet (two-dimensional). EMD simulations of thermal 
conductivity usually show strong non-physical simulation size dependence due to the cut-off of 
long wavelength (low frequency) phonons. To eliminate these non-physical artifacts, the spectral 
analysis method
75
 was further developed as shown in Chapter II section 3 and we demonstrated 
the applicability of this method for the thermal conductivity analysis of low-dimensional 
structures. In this section, we will present systematic studies of the strain effects on silicon and 
carbon nanostructures (silicon and diamond nanowire and thin film, SWCNT, single graphene 
sheet) a using the EMD as an application for the spectral analysis method we have developed.  
Under periodic boundary conditions, strain is applied simply by changing the lattice 
constant according to the zero-strain value determined. For bulk materials, same strains are 
applied uniaxially in the three directions. For thin film strains are applied in the thin film plane 
(Y- and Z- directions) and for nanowires the strain is applied in the axial Z direction. During the 
simulation, the simulation domain size is changed according to the strain along the direction 
where strain is applied and in other directions the system is relaxed with free boundary condition. 
With this method, the strain/stress field inside the simulated materials is very complicated. To 
make the discussion simple, we used the applied strain when presenting the results in this work. 
Since the structures are expected to deform under large strain, the volume is determined 
from the structures via the coordinates output. For nanowires, the cross sectional area is 
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determined from the final structure and volume is taken as the product of the length and the cross 
sectional area. For thin films, the volume is taken as the product of average film thickness and 
the area. For nanowires and thin films, a finite atom thickness (1/4 of one unit cell size) at the 
boundary is accounted when calculating the volume. This is consistent with the calculation of the 
simulation domain volume when periodic boundary condition is applied. For both carbon 
nanotubes and graphene sheets, the volume is taken as the product of the surface area and a 
thickness of 3.4Å which is usually used as the equilibrium distance between two graphene layers. 
Thermal conductivity is calculated in the direction where strain is applied and results are shown 
in the following sub-sections. 
 
II.4.1 Bulk Silicon and Diamond 
We first studied the strain effects on thermal conductivity of bulk silicon and diamond. 
Same strain is applied uniaxially in three directions with periodic boundary conditions. The 
results are shown in Fig. 2.6 for the thermal conductivity as a function of the applied strain, 
where the non-dimensional strain is defined as the change of the length per unit of the original 
length at the directions where the stress is applied.  
 
Figure 2.6. Strain effects on the thermal conductivity of: (a) bulk silicon and (b) bulk diamond. 
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For both bulk silicon and carbon (diamond), thermal conductivity decreases continuously 
from compressive strain to tensile strain. This trend agrees well with the simulation results on 
bulk argon which used Lennard-Jones potential.
73, 102, 103,108,109
 From the kinetic theory, thermal 
conductivity can be expressed as 
pk
pkpkpk vCk
,
,,,
3
1
  where C is the specific heat, v  is average 
phonon group velocity and λ is phonon mean free path of each phonon mode (subscript k, p). We 
investigated the change of specific heat and group velocity by calculating the dispersion curve of 
these two materials under different strains, as shown in Fig. 2.7. Under compressive strains, 
phonon dispersion curves shift upward which results in a larger phonon group velocity of the 
acoustic phonons ( kvg  / ). Such a shift of the phonon dispersion curve will result in both 
the increase of the specific heat of each modes and the total specific heat as shown in Fig. 2.8. 
Under tensile strain, the trend goes to the opposite direction and both phonon group velocity and 
specific heat decrease. These two effects will result in a decreasing thermal conductivity from 
compressive strain to tensile one. From the figure, it also shows that strain affects more on the 
longitude acoustic phonon than transverse acoustic phonons. 
 
Figure 2.7. Phonon dispersion curves of: (a) bulk silicon and (b) bulk diamond under different 
strain (“-” denotes compressive strain, “+” denotes tensile strain). 
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Figure 2.8. Normalized specific heat of: (a) bulk silicon and (b) bulk diamond under different 
strain (“-” denotes compressive strain, “+” denotes tensile strain). All the data are normalized 
to the saturated specific heat with zero strain at high temperature. 
 
We note that the maximum strain which the materials can stand before cracking from MD 
simulation is much larger than the real material. This is because: (1) the empirical potential 
(Tersoff potential) is derived by fitting the physical properties at zero pressure and the 
applicability to extremely high pressure simulation is limited; (2) the structures studied here are 
perfect crystals and the lattice spacing only changes proportionally to the applied strain which 
means an initial crack point is hard to form for crack propagation. 
 
II.4.2 Nanowires and Thin Films 
Figure 2.9 shows the calculated thermal conductivity of Si and diamond nanowires and 
thin films under different applied strains. Similar trends as that of bulk materials are observed on 
the change of thermal conductivity when the applied strain changes. The reason is that the 
phonon dispersion curve shift in Fig. 2.7 is mainly due to the material stiffness change under 
strain. For nanowires under strain, similar stiffness change and the phonon dispersion curve shift 
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trends could be obtained comparing with the bulk material. We also note that we used small 
number of unit cells for the simulation due to the high computational cost of Tersoff potential in 
MD simulation. The decision of using small number of unit cells is based on the converging 
results of spectral method as discussed in Fig. 2.3 and Fig. 2.4.  
 
 
Figure 2.9. Strain effects on the thermal conductivity of: (a) silicon nanowires, (b) diamond 
nanowires, (c) silicon thin films, and (d) diamond thin films.  
 
II.4.3 Carbon Nanotubes and Single Layer Graphene 
Figure 2.10 shows the strain effects on thermal conductivity of SWCNTs and single layer 
graphene. Three different types of SWCNT with similar diameter are studied: armchair, zigzag 
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and chiral SWCNTs, among which the armchair SWCNT have the highest thermal conductivity 
and the chiral SWCNT have the lowest thermal conductivity. We for the first time observed the 
thermal conductivity of SWCNT and graphene decreases under certain compressive strain, as 
shown in Fig. 2.10, which is significantly different from silicon and carbon nanowires and thin 
films that are discussed above and the previous NEMD simulation for carbon nanotubes under 
compressive and tensile pressure.
104
 The peak thermal conductivity occurs at -0.06 for armchair 
SWCNT, -0.03 for Zigzag and chiral SWCNT. Interestingly the highest thermal conductivity of 
graphene is obtained when it is subject to no applied strain. 
 
Figure 2.10. Thermal conductivity of: (a) SWCNTs and (b) single layer graphene, as a function 
of applied strain. Two diamaters are studies for armchiar, zigzag and chiral type SWCNTs: 
~1.3nm and ~2.6nm.  
 
To explain the existence of the peak thermal conductivity, we plot in Fig. 2.11 the 
deformation of the SWCNT and single graphene sheet. It clearly shows that the SWCNT and 
single graphene sheet buckle when the applied strain is compressive. The buckling is due to the 
hollow structure of SWCNTs and the single atomic layer nature of the graphene sheet. When 
SWCNT and single graphene sheet buckels under compressive strain, more irregular surfaces are 
 34 
 
created and phonons can be scattered significantly more often. Therefore we would expect a 
reduction of thermal conductivity of SWCNTs and single graphene sheet when they buckle 
under applied compressive strain. However, we could expect a trend occuring in SWCNT and 
graphene similar to that of the nanowires and thin film when they are under tensile stress due to 
the phonon dispersion curve shift. 
 
Figure 2.11. (a) Structures of (10, 10) armchair SWCNT (diameter=1.35nm), (b) single 
graphene sheet under strain. 
 
II.5  Summary of Chapter II 
In this chapter, we further developed the spectral analysis of EMD which avoids 
numerical artifacts in small simulation domains when using periodic boundary conditions. With 
the spectral method, we systematically study of the dependence of thermal conductivity on both 
compressive and tensile strains for bulk and nanostructured semiconductors. This is the first 
quantitative study in literature with very detailed explanations for the findings. The thermal 
conductivity of the strained silicon and diamond nanowires and thin films is shown to decrease 
continuously when the strain changes from compressive to tensile. However, for SWCNT and 
single layer graphene, the thermal conductivity has a peak value and the corresponding applied 
strain is at -0.06 or -0.03 for SWCNTs depending on the chirality and at zero for graphene, 
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respectively. The following two reasons could explain well the effects of strains on the thermal 
conductivity of the nanowires and thin films that decreases continuously from compressive strain 
to tensile strain: 1) mode-specific group velocities of phonons decrease continuously from 
compressive strain to tensile strain; 2) the specific heat of each propagating phonon modes 
decrease continuously from compressive strain to tensile strain. However, for SWCNT and 
single layer graphene, the mechanical instability induces buckling phenomenon when they are 
under compressive strains. The phonon-phonon scattering rate increases significantly when the 
structure buckles. This results in the decreasing behavior of thermal conductivity of SWCNT and 
graphene under compressive stress and explains the peak thermal conductivity value observed in 
SWCNT and single layer graphene when they are under strain. The results obtained in this 
chapter has important implications of challenging thermal management of electronics using 
advanced materials such as carbon nanotubes and graphene.  
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CHAPTER III 
 
 
PHONON TRANSMISSION ACROSS LATTICE-MATCHED MATERIAL 
INTERFACES 
 
 MD simulations would be too computational expensive for the simulation of phonon 
transport in materials with the size up to hundreds of microns and for the simulations at this 
length scale, an empirical approach is the Boltzmann transport equation-based deterministic and 
stochastic approaches, which could potentially bridge the length scale from a few nanometers to 
the macroscale. The knowledge of how a phonon with any specific frequency supported by a 
material is transmitted, reflected, and converted across a material interface is essential for the 
understanding of the thermal boundary conductance, which can be easily calculated using the 
Landauer formalism, and for developing frequency-dependent BTE-based multiscale design 
tools. Modeling phonon transmission across material interfaces has been challenging. The 
atomistic Green’s function has been an efficient approach for the calculation of phonon 
transmission across interfaces. In this chapter, the general method of the AGF approach will be 
discussed. 
 
III.1 Atomistic Green’s Function Approach   
Figure 3.1 shows a general lattice system used in the AGF approach for the calculation of 
phonon transmission across interfaces. The system consists of three parts: two reservoirs (1 and 
2) and the interfacial region. The two reservoirs are semi-infinite regions with perfect lattices. 
Different temperatures are applied on these two reservoirs which provide the potential for heat 
flowing across the interfacial region. Across the interfacial region that we are interested in, the 
phonons are transmitted, converted, and reflected. The semi-infinite reservoirs are used in AGF 
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approach for two reasons:
106
 (1) Any finite energy transfer between the reservoirs would not 
affect the temperature of the semi-infinite reservoirs; (2) Phonon waves scattered back from the 
interfacial region would be dissipated by the reservoirs. As mentioned earlier, many factors 
could affect the phonon transmission across the interfacial region in real materials, such as 
material differences across interfaces, atomic reconstruction, dislocations, defects, strain fields, 
elastic and inelastic phonon scatterings. In this thesis, we limit our consideration in a lattice-
matched system with perfect atomic arrangements at interfaces.  
 
Figure 3.1. Illustration of a general lattice system used in AGF approach for phonon 
transmission calculation.  
 
Under harmonic approximation, the phonon waves in the lattice system shown in Fig. 3.1 
can be described by the dynamical equation, 
0)()( 2   ΦHI ,      (3.1) 
where ω is the angular frequency of lattice vibration (phonons), I is the identity matrix, H  is the 
harmonic matrix and )(Φ  is the magnitude of the vibrational modes. We note that bold letters 
are used for vectors and matrices in this thesis, and Italic ones to present numbers and the 
element of matrix. Considering any two atoms p and q from the interfacial region, their 
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corresponding elements in 
dd ,H  can be written as jqipH  3,3  (in the row 3p+i and in the column 
3q+j) with i and j from 1 to 3 (corresponding to x, y and z, the three degrees of freedoms for each 
atom). 
jqipH  3,3  is derived from the interatomic potential,  
0
,,
2
3,3
1
qjpiqp
jqip
uu
U
mm
H


 ,    (3.2) 
where mp and mq are the atomic mass of atom p and q, respectively; U is the interatomic potential 
energy of the system; for Si, Ge or Ge-like considered in this thesis, Tersoff empirical 
potential
107
 is used; ui,p and uj,p are the displacements in direction i and j of atom p and q, 
respectively; 
0
denotes that the derivative is calculated at the equilibrium position, i.e., up=0 and 
uq=0. 
Based on the three-region division of the system as shown in Fig. 3.1, the harmonic 
matrix H  can be further written with sub-matrices as,  











222
21
111
,,d
d,d,dd,
,d,
HH0
HHH
0HH
H ,    (3.3) 
where the elements in 11,H , 22,H and d,dH  represent the force constants by Eq. (3.2) for the 
atoms in the reservoirs 1 & 2 and the interfacial region respectively; ,d1H  and ,d2H  represent the 
interaction between the atoms in the reservoirs and the atoms in the interfacial region. The zero 
sub-matrices in Eq. (3.3) indicate that the two semi-infinite reservoirs do not interact with each 
other. The sub-matrices have the following symmetry:   ,, HH (α=1, 2 and d), 
 11 dd HH  
and  22 dd HH , where ―+‖ denotes conjugate transpose. 
Instead of solving Eq. (3.1) directly for the phonon waves as that in the linear lattice 
dynamics simulations,
44, 108 the atomistic Green’s function method can be used for obtaining the 
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dynamical response of the lattice system under small perturbation, i.e., small displacement or 
small force acted on the atoms, 
IGHI  )( 2 ,     (3.4) 
where G  is the Green’s function. The element Gj,i in the Green’s function G represents the 
response of atom j to the vibration of atom i and Gj,i can be used for calculation of the 
transmission coefficient from i to j. 
We need to calculate the Green’s function Gd,d corresponding to the interfacial region for 
the calculation of phonon transmission across the interfacial region. The Green’s function G  can 
be written in a form similar to Eq. (3.3) as, 











2,2,21,2
2,,1,
2,1,11,1
GGG
GGG
GGG
G
d
dddd
d
,     (3.5) 
where the sub-matrices with the same indices denote the response of the atoms inside each 
region and the sub-matrices with different index represent the response of atoms located in 
different regions.  The Green’s function at the interfacial region Gd,d can be solved by expanding 
Eq. (3.4) with the component form of H  and G  in Eq. (3.3) and (3.5) as,
49
 
  121,2,

 ΣΣHIG dddd  ,     (3.6) 
where  
dd ,111,1 HgHΣ  ,     (3.7) 
and  
dd ,222,2 HgHΣ  .     (3.8) 
1Σ  and 2Σ  are called self-energy matrices which represent the changes to the interfacial region 
if the reservoirs are connected with the interfacial region. For calculating the Green’s function at 
 40 
 
the interfacial region Gd,d  above, we have used 1g  and 2g  which are the Green’s functions of 
uncoupled reservoir 1 and 2, respectively, as  
  11,121 )(

 HIg i ;      (3.9) 
  12,222 )(

 HIg i ,     (3.10) 
here a small imaginary number δi with  0  is added in the calculation of the retarded 
Green’s function 1g  and 2g ,
49
 which physically represent the broadening of the phonon 
energy.
109
 In numerical simulations, finite-sized reservoirs are often used for saving computation 
time, which induces finite spacing of the phonon energy. If there is no phonon energy 
broadening, the reservoir can be poor behaved because the DOS is sharply varying in energy. 
Thus in order to make the reservoirs well behaved, it is important to choose a value of the δ 
parameter which is greater than the phonon energy spacing in the finite-sized reservoirs.
109
 
With the obtained Green’s functions above, the wave propagation in the system shown in 
Fig. 3.1 can be calculated. When the reservoirs 1 and 2 are disconnected from the interfacial 
region, the eigenstates of the decoupled system of reservoir 1 itself can be written as 
0Φ  which 
is assumed to propagate towards the interface region.
110
 When the two reservoirs are connected 
with the interfacial region through the interaction ,d1H  and 2d,H , the response of the coupled 
system can be derived from the Lippmann-Schwinger equation,
111
 
0
1,, ΦHGΦ dddd  ;      (3.11) 
0
1,,,111 )( ΦHGHgIΦ dddd ;    (3.12) 
0
1,,,22,222 ΦHGHgΦHgΦ dddddd  ,   (3.13) 
where 1Φ , 2Φ , dΦ  are wave functions for the reservoirs 1, 2 and the interfacial region, 
respectively.  
 41 
 
Heat current from the interfacial region to reservoir 2 by any particular phonon mode can 
be derived from the local energy change as,
 
 
)(
2
)( 22,
*
,2
*
2 ΦHΦΦHΦ ddddTrJ 

 ,   (3.14) 
where Tr represents trace operation of matrix, which is the sum of all the diagonal elements of a 
square matrix, and    is the reduced plank constant. Substituting Eq. (3.11) and (3.13) into Eq. 
(3.14), the heat current for one particular phonon frequency can be obtained, 
)(
2
1
2
)( ,2,1
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


,    (3.15) 
where )( 111
 ΣΣΓ i  and )( 222
 ΣΣΓ i ; 1Σ  and 2Σ  are the self-energies calculated above. 
The 2  coefficient comes from the local spectral density of state.110 A similar formula can be 
derived for heat flow from reservoir 2 to the interface region.  
The total net heat current flowing through the interfacial region from reservoir 1 to 2 can be 
derived using the Landauer formalism,   



0
,2,121 )()],(),([
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1
ddddTrTfTfdJ GΓGΓ

 ,  (3.16) 
where ),( Tf   is the phonon occupation number. The total phonon transmission across the 
interfacial region is thus defined as,
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 ddddTr GΓGΓ .     (3.17) 
The thermal conductance K can be calculated with the heat current in Eq. (3.16) as,  
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where S is the cross-sectional area perpendicular to the heat flow direction. The calculation is 
performed in the limit of infinite small temperature difference. 
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The equation (3.17) gives the total phonon transmission, which is the summation of 
transmission for all the phonons at a specific frequency ω. It can be related to )(T , the average 
phonon transmission, as,  
)()()(  MT ,      (3.19) 
where )(M  is the total number of phonon modes at frequency ω. )(M  can be calculated 
from the lattice dynamics by counting the number of phonon bands at frequency ω.112  
      We can also relate )(M  to phonon group velocity and DOS. For the systems with 
translational symmetry in the transverse directions (x and y), the phonon DOS is defined as, 
 
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where N×N is the number of grids for discretizing the wavevectors in x and y directions;
),( // zkk  represents the phonon dispersion relation with branch number (polorozation) α, 
wavevector parallel to the interface kz  and the wavevector parallel to the interface ),(// yx kkk ; 
and vz  is z component phonon group velocity considering the heat flow in the direction 
perpendicular to the interface. The calculation of )(M  is averaged over all the phonon incident 
angles with the consideration of anisotropic distribution of the phonon group velocity.  
 For systems with transverse confinement in both x and y directions, Eq. (3.20) is 
simplified as, 
 


zk
zz kvM ))](()([)( ,    (3.21) 
where the summation is over the phonon mini-band branch α and the phonon DOS is defined as 
 

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zk
zkD ))(()( .  
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Apparently the key step for the phonon transmission calculation using AGF as described 
above relies on obtaining the Green’s function of the dynamical equation. There are two 
challenging steps in this calculation: 1) the calculation of self-energies ( 1Σ  and 2Σ ) of the two 
semi-infinite reservoirs; 2) the matrix inverse calculation as shown in Eq. (3.6) when the size of 
d,dH  is large due to the large amount of atoms included in the interfacial region.  
To meet the semi-infinite requirement of the two reservoirs considered here, 
1,1H , 2,2H
could be very large and thus raising difficulties in calculating 1g  and 2g  using Eq. (3.9) and 
(3.10) directly. Fortunately, the interatomic interactions would usually extend to only a few 
neighboring atomic layers (depending on the cut-off radius of interatomic potentials used), which 
results in  
d,1H  and 2,dH  only having a small portion of nonzero elements. The nonzero elements 
correspond to the layers which connect the reservoirs with the interfacial region. Thus only the 
Green’s functions corresponding to the right most layer in 1g  and the left most layer in 2g  are 
needed for the calculation of self-energies as shown in Eq. (3.7) and (3.8), which can be solved 
using decimation technique
113
 or transfer matrix method.
114,115
 When the size of the interfacial 
region is large, instead of solving the whole 
dd ,G  directly from Eq. (6), we can solve the Green’s 
function corresponding to the first and last layer of the interfacial region using the recursive 
method.
116
 In this method, the interfacial region is separated into different layers and the Green’s 
function is then obtained by linking the layers one by one. 
 
III.2 Size Effects on Phonon Transmission 
In nano-scale materials and devices, the phonon transmission could be size-dependent, 
which appears to be very important for understanding the fundamentals of phonon transport. 
However, there are very few studies which have addressed this problem, although lots of studies 
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have been done on the size-dependent thermal conductivity of nanostructured materials. The 
size-dependent phonon transmission has been mentioned, but not in depth, in Ref. 117 for 
phonon transport across nanowire junctions. The total phonon transmission increases when the 
cross-sectional area of nanowires increases, which can be explained mainly due to the increasing 
number of phonon modes available with larger size. However, more elaborate analysis has not 
been addressed in the literature. 
In this section, the size-dependent phonon transmission will be studied systematically 
under various longitude and transverse confinements as shown in Fig. 3.2. In the figure, the 
small dots represent Si materials and the big dots represent Ge or Ge-like materials. Si, Ge and 
Ge-like materials studied in this thesis have face-centered cubic lattice structure with two-atom 
basis. In real materials, the lattice constants of the materials across interfaces are often different, 
lattice mismatch could result in atomic reconstruction at the interfacial region. Such interfacial 
reconstruction can change the phonon transmission at interface and thus the interfacial thermal 
conductance. In our study, we focus only on the size-dependent phonon transmission which is 
mainly affected by the dispersion curve change under different material sizes. We have thus 
assumed a lattice-matched system for this study in which the Ge lattices are stretched to match 
the Si lattice constant. Similar lattice-matched systems have been used in the literature for 
studying the interfacial thermal transport with linear lattice dynamics and molecular dynamics 
methods.
33, 34, 108, 118-121
 In this thesis, the many-body Tersoff potential
63
 is used to describe the 
Si, Ge and Ge-like materials. In this potential, atoms not only interact with its nearest neighbors 
but also interact with its next nearest neighbors. At the interface the two materials form covalent 
bond and the parameters for the inter-atomic force of Si–Ge (Ge-like) are also adopted from Ref. 
63. For the strained Ge layer, the elastic constants will be different from the unstrained layer
48
 
and this modification is included when deriving the dynamical matrices. 
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As listed in Fig. 3.2, phonon transport across three different kinds of representative 
interfacial regions are studied in this paper: (a) A single interface between two semi-infinite Si 
and Ge-like materials; (b) Multi-layered Si/Ge superlattice-like structures; (c) A single interface 
between Si/Ge with size confinement in the transverse direction (nanowire-like structures).  
 
Figure 3.2. Illustration of the systems studied in this paper. (a) A single interface between two 
semi-infinite Si and Ge-like materials. (b) Multi-layered Si/Ge superlattice-like structures. (c) A 
single interface between Si/Ge with transverse size confinement. The small dots represent Si 
materials and big dots represent Ge or Ge-like materials. The areas between the two thick lines 
are taken as interfacial region in the calculation while regions beyond these two lines are taken 
as reservoir 1 and 2 as shown in Fig. 3.1, respectively. 
 
A single interface between two semi-infinite 
Si and Ge-like materials
(b) Multi-layered Si/Ge superlattice-like structures
N Periods 
L
Si Ge-like
Ge Si
A single interface between Si/Ge with 
transverse confinement
GeSi
D
(a) 
(c) 
Ge SiSi
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All the interfacial regions are embedded in two semi-infinite reservoirs, as shown in Fig. 
3.1. The interfacial region is determined based on the rule that all the atomic layers in the 
reservoirs should have translational invariance in the longitudinal direction and all the atomic 
layers which affect the phonon transmission need to be considered as in the interfacial region. 
Because the atoms at the boundary of the two semi-infinite regions are bonded with different 
materials, these atoms are put into the interfacial region as marked between the two thick lines in 
Fig. 3.2. The areas beyond these two lines are considered as the reservoirs, in which there are 
completely translational symmetries in the longitudinal direction. 
For studied systems shown in Fig. 3.2(a) and Fig. 3.2(b), the wavevector representation 
can be used in the transverse direction due to its infinite size along the interface. In this method, 
one unit cell is used in the transverse direction and wavevectors (kx, ky) are used to represent the 
translational symmetry. The dynamical matrices (with size 6x6 corresponding to the basis) are 
constructed by the summation over all the neighboring unit cells with the two discrete 
wavevectors. A mesh size of 40×40 for (kx, ky) is enough for obtaining converged results for 
structures shown in Fig. 3.2(a) and 3.2(b) in this study. If the size in the transverse direction is 
finite as shown in Fig. 3.2(c), the size-dependent dynamical matrix need to be obtained and used 
directly in the AGF calculation. The computational cost is much more expensive as detailed in 
section III.2.3.  
 
III.2.1 Single Interface between Two Semi-Infinite Bulk Materials  
In this section, phonon transmission across a single interface between two semi-infinite 
bulk materials (Si/Ge-like) as shown in Fig. 3.2(a) is studied. The self-energies of the reservoirs 
are calculated with the transfer matrix method
114,115
 and the Green’s function is solved directly 
through matrix inversion as shown in Eq. (3.6). 
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We studied first the phonon transmission across lattice-matched Si/Ge interface and 
compared the results with those obtained using linear lattice dynamics simulations as described 
in Ref. 44. Heat flow directions are considered from both Si-side to Ge-side and from Ge-side to 
Si-side. The total phonon transmissions )(  in both directions are exactly the same. However, 
due to the very different phonon populations at a particular frequency in Si and Ge reservoirs, the 
phonon transmission )(T  per one phonon are quite different as shown in Fig. 3.3(a). At low 
frequency, phonon transmission from Si to Ge is much larger than that from Ge to Si, which can 
be explained from the phonon density of states calculated from lattice dynamics as shown in Fig. 
3.3(b). Due to the same lattice constant and similar format of interatomic potential used, the 
shapes of phonon DOS in Si and Ge look similar as shown in Fig. 3.3(b). However, in the low 
frequency region, there are more phonons (larger DOS) in Ge than that in Si. When low 
frequency phonon transmits from Si to Ge, there can be multiple phonons (>1) in Ge side with 
similar frequency to match the incoming phonons from Si side. Therefore a larger phonon 
transmission )(T  per one phonon is shown from Si to Ge while it is smaller for phonon 
transmission from Ge to Si. This can be further seen from the opposite trends of the inflection 
points in the transmission curves with different heat flow directions. Also shown in Fig. 3.3 are 
the phonon transmission and the phonon DOS results calculated using linear lattice dynamics 
method
44
 and the experiment result of the phonon DOS in Si.
122
 The phonon DOS from both 
calculations and correspondingly the phonon transmission agrees well with each other at low 
frequency. The difference becomes larger for high frequency phonons. We note that the 
difference in our calculation from those results using linear lattice dynamics
44
 is due to different 
interatomic potentials used. We used the Tersoff potential in our study while the Stillinger-
Weber potential is used in Ref. 44. Figure 3.3 (c) shows the total phonon transmission )(  (on 
the right) across the Si/Ge interface for the phonons with (kx=0, ky=0, kz= 0 to π/a). With the 
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corresponding phonon dispersion curve on the left, we can clearly see the acoustic to optical 
phonon mode conversion.  
 
 
Figure 3.3. (a) Phonon transmission across a single interface of bulk Si and Ge materials. The 
lines with triangles are the results from Ref. 44. (b) Phonon DOS of bulk Si and Ge calculated 
using lattice dynamics using Tersoff potential, which are compared with the one from Ref. 44. 
calculated using Stillinger-Weber potential and the experiment results from Ref. 122. (c) The 
total phonon transmission  (on the right) across the Si/Ge interface for the phonons with (kx=0, 
ky=0, kz = 0 to π/a) corresponding to the phonon dispersion curve on the left, which clearly 
shows the acoustic to optical phonon mode conversion. 
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The maximum acoustic and optical phonon frequencies in Ge are about 0.54×10
14
rad/s 
and 0.72×10
14
rad/s, respectively, while the maximum acoustic phonon frequency in Si is about 
0.75×10
14
rad/s. When acoustic phonons with frequency in the range of 0.54×10
14
rad/s to 
0.72×10
14
rad/s in Si comes to Si/Ge interface, only optical phonons at the Ge side are available 
to match these acoustic phonons. The non-zero phonon transmission shown in this frequency 
range is apparently due to the acoustic-optical phonon mode conversion across Si/Ge interface. 
Figure 3.4 shows phonon transmission across a single interface of bulk Si and bulk Ge-
like materials. Material 2 shown in Fig. 3.2(a) is modified by applying different masses at the Ge 
side (big dots with mass M2) while the constants in the lattice force field is kept the same as Ge. 
Different mass ratios M2/M1 (Ge-like/Si) from 0.3 to 5 are studied. With varying mass ratio, 
different levels of phonon dispersion mismatch can be generated. Three sets of transmission and 
DOS results are shown in Fig. 3.4. With smaller (or higher) mass ratio, the phonon DOS curve of 
the Ge-like material would shift to higher (or lower) frequency due to the different ratio of 
material stiffness to atomic mass. When the mass ratio is small (i.e., 0.3), more acoustic phonons 
are reflected at the interface  due to smaller population of low frequency phonons in Ge-like side 
when the mass ratio M2/M1  is at 0.3. Interestingly, when the mass ratio is tuned to 1.26, we 
observe the highest phonon transmission. Again, these results can be explained by the mismatch 
of phonon dispersion. Since the Ge-like materials only vary with atomic mass, the phonon 
dispersion has similar shapes as that of Si. The maximum frequencies of the transverse acoustic 
(TA) and longitude acoustic (LA) phonons in Si and Ge and their ratio are shown in Table I. In 
order to match the maximum frequencies of TA (or LA) phonons of Ge-like material to that of 
Si, the mass ratio needs to be decreased to 0.6877
2
 (or 0.7197
2
) of the Ge mass to match the 
dispersion, which means the mass of Ge-like material should be 1.2249 (or 1.3416) times of the 
Si mass for matching TA (or LA) phonons. It is not surprised that the calculations result in an 
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optimal mass ratio of 1.26 (a ratio between 1.2249 and 1.3416) considering the needs to match 
the dispersion curves for both TA and LA phonons. The matched phonon dispersion curves when 
the mass ratio is at 1.26, shown in Fig. 3.4(b), further prove the above reasoning.  
Table. 3.1. The maximum frequencies of transverse acoustic (TA) and longitude acoustic (LA) 
phonon branches in Si and Ge and their ratio. 
 Si Ge 
Maximum 
frequency ratio, 
Ge to Si 
Maximum TA 
frequency 
(10
14
rad/s) 
0.4339 0.2984 0.6877 
Maximum LA 
frequency 
(10
14
rad/s) 
0.7521 0.5413 0.7197 
 
 
Figure 3.4(c) shows the interfacial thermal conductance calculated from phonon 
transmission using Eq. (3.18). Under the wave vector presentation, the cross-sectional area in the 
heat flow direction corresponding to one basis is taken as 2/2a , where a is the lattice constant. 
For small mass ratio, the low thermal conductance is due to the low transmission of low 
frequency phonons, while for high mass ratio it is mainly due to high frequency phonon cut-off. 
The optimal mass ratio for maximum thermal conductance exists with the mass ratio 1.26, which 
gives the least phonon dispersion mismatch. The thermal conductance is also temperature-
dependent. The ratio of thermal conductance at 600K to the one at 100K is 3.67 for mass ratio 
0.3 and 1.61 for mass ratio 5, which is due to the relatively low transmission at low frequency 
and high transmission at high frequency for smaller mass ratio. Temperature dependence of 
thermal conductance is due to the increasing phonons excited at higher temperature. 
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Figure 3.4. (a) Phonon transmission as a function of varying mass ratio. (b) DOS of Ge-like 
material with different mass. The DOS of Si is also plotted for comparison. The maximum 
transmission is obtained when the mass ratio is at 1.26. (c) Thermal conductance as a function of 
different mass ratio at different temperature. Maximum thermal conductance is at mass ratio 
1.26. 
 
III.2.2 Multi-Layered Si-Ge Structures 
In this section, phonon transmission across multi-layered Si-Ge superlattice-like 
structures is studied. When phonons transport in multi-layered structures, phonon waves could 
interfere with each other to form low-dimensional phonon bands (minibands) and can thus 
(c) 
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change the phonon transmission. The smaller layer thickness, the stronger the interference is 
expected. Figure 3.2(b) shows the geometry of the multi-layered lattice system we studied in this 
section. Both the period thickness L (with L/2 of Si and L/2 of Ge) and the number of periods N 
could affect the phonon transmission across the multi-layered superlattice-like structures. We 
note that studies in Ref. 44 and 48 have shown that thermal conductance converges after several 
periods for the multi-layered superlattice-like structures. We focus in this work on the size-
dependent phonon transmission from which the similar saturating behavior in thermal 
conductance could be derived using the thermal conductance formula in Eq. (3.18) while the 
phonon transmission data could be used as input parameters for BTE solvers and also for 
understanding the fundamental phonon physics. The method used for phonon transmission 
calculation is the same as the one in section III.2.1. However, it is now much more time 
consuming to solve Eq. (3.6) due to the much larger matrix size corresponding to the multi-
layered interfacial region.  
Figure 3.5(a) shows phonon transmission for different numbers of periods (N=1, 4 and 
10) when the period thickness is fixed at L=8 unit cells. With N periods, there are 2N interfaces 
in the simulated structure and the calculated phonons transmission is an effective property across 
multiple interfaces. Phonon transmission across bulk Si/Ge interface is also plotted for 
comparison. With the increasing number of periods (N), the phonon transmission generally 
decreases and eventually converges.  The phonon transmission decreases dramatically with 
increasing number of periods for N from 1 to 4, which is well expected due to the multiple 
interface effects. However, when N > 4 periods the phonon transmission only decreases slightly 
and eventually converges with N ≥ 10 (In order to keep the figures clear, the data with N>10 
which is essentially the same as N=10 are not shown). This can be explained by the phonon DOS 
of the multi-layered superlattice-like structure calculated using lattice dynamics simulations, as 
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shown in Fig. 3.5(b). When the number of periods N increases to be N≥10, the phonon DOS 
converges to the superlattice phonon modes. This clearly indicates that the superlattice phonon 
band forms after 10 periods in the multi-layered superlattice-like structures. As a consequence, 
the phonon transmission does not change when N≥10 periods. Similar transmission behavior has 
been observed for photon radiative transport across periodic structures.
123
 With increasing 
number of periods, the photon transmittance does not change due to the formation of the stop and 
pass bands from complete destructive and constructive interference.  
 
Figure 3.5. (a) Phonon transmission across multi-layered Si/Ge superlattice-like structures as a 
function of varying number of periods (N=1, 4 and 10 unit cells) with fixed period thickness 
(L=8 unit cells). (b) Phonon DOS of the corresponding Si/Ge superlattice-like structures. 
Phonon transmission across bulk Si/Ge interface and phonon DOS of superlattice with period 
thickness L=8 unit cell are shown for comparison. The phonon DOS data is only plotted for 
frequency up to 0.75×10
14
rad/s in the figure. Superlattice phonon band forms after 10 periods. 
 
Figure 3.6(a) shows phonon transmission for period thickness L=4 and L=12 unit cells 
when the period is fixed at N=10, which could be considered Si-Ge superlattice with different 
period thickness. Phonon transmission across a single interface of bulk Si and Ge is also shown 
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for comparison. When L=4 unit cells, the phonon transmission data shows strong oscillations 
with frequency. When L=12 unit cells, the phonon transmission curve is much more smooth 
compared to that of L=4 unit cells and it also follows the trend of bulk Si/Ge interface. The 
phonon DOS of the Si/Ge superlattice structure with L=4 and L=12 and bulk Si and Ge materials 
are shown in Fig. 3.6(b) to explain the observation. With L=4 unit cells, the phonon DOS shows 
sharp peaks in the middle and high frequency region, which induces the oscillations in phonon 
transmission. At low frequency, the phonon DOS curve is smooth with L=4 unit cells. However, 
careful investigation on the dispersion curve of the superlattice structure with L=4 shows phonon 
band folding
,124
 at low frequencies, as shown in Fig. 3.6(c). The positions of the first four folding 
edges are located at frequencies of 0.07×10
14
rad/s, 0.12×10
14
rad/s, 0.18×10
14
rad/s and 
0.24×10
14
rad/s, respectively, as indicated with dashed lines in Fig. 3.6(c). For phonons at the 
folding edges the group velocity is zero and the phonon modes are localized standing waves,
125
 
which results in minimum phonon transmission as indicated by the dash lines in Fig. 3.6(a). 
More physically, the oscillation is due to the interference of the phonon waves in the superlattice. 
When phonon wavelength matches the period thickness, phonons cannot pass through the 
superlattice-like structure due to deconstructive interference. For this reason, even when the 
superlattice phonon band is not fully formed with the number of periods N<10, local minimum 
phonon transmission can be also obtained as shown in the results in Fig. 3.5(a) at the same 
frequency points.
125
 The interference effects become weak with increasing period thickness. The 
similar converged transmission behavior with increasing period thickness has also been observed 
in Ref. 123 for photon radiative transport across periodic structures. 
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Figure 3.6. (a) Phonon transmission across multi-layered superlattice-like structures with 
different period thickness L=4 and 12 unit cells at fixed periods N=10. (b) Phonon DOS of 
superlattice with period thickness L=4 and 12 unit cells. (c) Phonon dispersion (kx=0, ky=0, kz 
= 0 to π/a) in  superlattice with period thickness L=4. The first four folding edges are marked 
with dash lines, which explains the local minimum phonon transmission indicated with dash lines 
in Fig. (a).  
 
Figure 3.7 shows the thermal conductance of multi-layered superlattice-like structures. 
The total interfacial thermal conductance converges with N≥10 at fixed L, which is due to the 
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superlattice phonon band formation. With L≥12 at fixed N, the total interfacial thermal 
conductance also converges to a certain value because the phonon modes formed inside each 
single material layer approaches the one in bulk. The thermal conductance decrease continuously 
from L=2 to 12 unit cells and converge with period thickness greater than 12 unit cells. Similar 
decreasing thermal conductivity trend has been obtained from lattice dynamics calculation on the 
Si/Ge superlattics and the result converges after about 2.5 unit cells.
126
 Experimentally, this 
decreasing behavior has been observed for Si/Ge superlattice with period thickness less 14nm 
(around 26 unit cells).
127
 In the studies of perfect GaAs/AlAs superlattice from molecular 
dynamics,
128
 thermal conductivity first decreases at small period thickness (<3 unit cells) and 
then increases with increasing period thickness, which could due to the destruction of coherence 
from the inelastic scattering with large period thickness. 
 
Figure 3.7. Thermal conductance as a function of different number of periods and different 
period thickness, which indicates phonon band formation in the multi-layered superlattice-like 
structures. 
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III.2.3 Si/Ge interface with Transverse Size Confinement 
In this section, phonon transmission across a single interface of Si and Ge materials with 
transverse size confinement is studied. The geometry of the simulated structure is shown in Fig 
3.2(c). The nanowire-like (NW-like) structures with square cross-section length of D unit cells 
are constructed without considering the surface reconstruction. The computational costs in this 
system are much more expensive than those in section III.A and III.B due to the difficulty in 
solving the inverse of large matrices. We studied the total phonon transmission )(  in pure Si 
with transverse confinements first to analyze the effects of transverse size confinement.  
 
Figure 3.8. (a) Total phonon transmission in Si with different transverse confined size D. The 
total phonon transmission is divided by the number of unit cells in the cross-section area in 
order to compare with each other. Total phonon transmission in bulk Si is also shown for 
comparison. (b) Phonon DOS in Si with different transverse confined size D and phonon DOS in 
bulk Si.  
 
Figure 3.8(a) shows the total phonon transmission in pure Si when the size in the 
transverse direction is confined to D=3 and 9 unit cells. The total phonon transmission is divided 
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by the number of unit cells in the cross-section area in order to compare with each other. The 
results for the corresponding bulk system are plotted for comparison. When the transverse size is 
small, the total phonon transmission curve shows large oscillations similar to superlattices as 
shown in Fig. 3.6(a). The oscillation is due to the large number of new phonon modes formed in 
the small NW-like system, which is confirmed by the phonon DOS result shown in Fig. 3.8(b). 
When the size increases, both total phonon transmission and DOS curves become smoother and 
are approaching the results of bulk interface. 
Figure 3.9(a) shows the phonon transmission )(T  across Si/Ge interface with different 
transverse size D. Strong oscillation is observed with small transverse size. Phonon transmission 
is large below frequency <0.06×10
14
rad/s and it then decreases dramatically in the small NW-
like structures comparing with that in bulk interface. This is because the acoustic phonon 
dispersion curves (the three curves with low frequency) of both Si and Ge NW shift to lower 
frequencies as shown in Fig. 3.9(b) and (c). For frequencies above 0.06×10
14
rad/s, flat phonons 
mini-band starts to show up for Ge NW. These mini-band phonons have low velocity, which is 
similar to the optical phonons in bulk. Phonon transmission becomes small when phonons 
transmit from acoustic phonons in Si NW to these optical-like phonons (the frequency region 
between the two dot lines), which is similar to the phonon transmission drop from 0.54×10
14
rad/s 
to 0.72×10
14
rad/s with acoustic-optical mode conversion as shown in Fig. 3.3(a). With frequency 
larger than 0.18×10
14
rad/s, phonons transmit between the optical-like phonons of the two 
materials and phonon transmission is mainly determined by the DOS in Si NW and Ge NW. 
Phonon transmission shows a peak around 0.66×10
14
rad/s for the NW systems comparing with 
that of bulk, which is due to the different DOS in the NW systems comparing with that in the 
bulk. It also agrees with the local minimum total phonon transmission at 0.66×10
14
rad/s for pure 
NW as shown in Fig. 3.8(a). 
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Figure 3.9. (a) Phonon transmission across Si/Ge interface with different transverse size D. 
Phonon dispersion curves in (b) Si NW and (c) Ge NW with size D=3 unit cells and (kx=0, ky=0). 
Only the curves with frequency less than 0.3×10
14
rad/s are plotted. The dash lines are the TA 
phonon dispersion curve for bulk Si and Ge. The dot lines mark the frequencies at 
0.06×10
14
rad/s and 0.18×10
14
rad/s, respectively. 
 
III.3. Summary of Chapter III 
In this chapter, we study the size effects on the phonon transmission across material 
interfaces using the atomistic Green’s function approach. Layered Si and Ge or Ge-like 
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structures are modeled with a variety of confined sizes in both transverse and longitudinal 
directions. The dynamical equation of the lattice vibration (phonon waves) is solved using the 
Green’s function method and the phonon transmission is calculated through the obtained Green’s 
function. Phonon transmission across a single interface of semi-infinite Si and Ge materials is 
studied first for the validation of the methodology. We show that phonon transmission across an 
interface can be tuned by changing the mass ratio of the two materials. Multi-layered 
superlattice-like structures with longitudinal size confinement is then studied. Frequency-
dependent phonon transmission as a function of both the number of periods and the period 
thickness are reported. A converged phonon transmission after ten periods is observed due to the 
formation of phonon minibands. Frequency-dependent phonon transmission with transverse size 
confinement is also studied for the interface of Si and Ge nanowire-like structures. The phonon 
confinement induces new dips and peaks of phonon transmission when comparing with the 
results of bulk interface. With increasing size in the transverse direction, phonon transmission 
approaches that of bulk Si/Ge interface.  
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CHAPTER IV 
 
 
EFFECTS OF LATTICE MISMATCH ON PHONON TRANSMISSION ACROSS 
MATERIAL INTERFACES 
 
Phonon transmission across perfect lattice-matched interfaces has been studied 
extensively in recent years using the AGF approach. As shown in chapter III, one unit cell can be 
used to represent the whole interface in the calculation of phonon transmission across lattice-
matched interfaces using the AGF approach. However realistic interfaces are usually lattice-
mismatched with atomic reconstruction, defects, and species diffusion, which requires a larger 
cross-sectional area for the AGF simulation. Modeling phonon transmission across lattice-
mismatched interfaces with a large cross-sectional area is more challenging because of the high 
computational cost from matrix operations. In this chapter, an integrated MD and AGF approach 
is developed to study the frequency-dependent phonon transmission across lattice-mismatched 
interfaces. MD simulation is used to simulate the atomic reconstruction at the lattice-mismatched 
interfaces. The recursive AGF approach is then employed for the first time to calculate phonon 
transmission across lattice-mismatch interfaces with defects and specie mixing, which addresses 
the numerical challenge in calculating phonon transmission for a relatively large cross-sectional 
area with reduced computational cost. 
 
IV.1 Recursive Green’s Function Approach  
Periodic boundary conditions are usually applied in atomistic simulations for an infinitely 
large cross-section if there is translational symmetry along the interface directions. Different 
from MD simulations in which the periodic boundary conditions are applied in real space, in 
AGF simulations the periodic boundary conditions can be realized using the wavevector 
 62 
 
representation
48
 in the momentum space. For lattice-matched system, a basic period along the 
interface direction can be as small as one unit cell using the wavevector representation technique. 
However, a much larger interfacial area which contains multiple unit cells needs to be used as 
the basic period for a lattice-mismatched system. For example, 24 unit cells are needed to form 
the lattice-mismatched Si/Ge interface. In lattice-mismatched systems, the atoms near the 
interfaces will reconstruct and the reconstruction can extend to several unit cells away from the 
interface. In our simulations, we applied the MD simulation to relaxed the lattice-mismatched 
interface and then calculate the frequency-dependent phonon transmission across the interface 
using the AGF approach.  
 
Figure 4.1. Illustration of a general lattice-mismatched system used in AGF approach for 
phonon transmission calculation. With different lattice constants, the smallest period with can be 
created by using N+1 unit cells for the materials with smaller lattice constant  and N unit cells 
for the one with larger lattice constant. For a Si/Ge interface, N equals 24.  
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Figure 4.1 illustrates the lattice-mismatched system for the calculation of phonon 
transmission across an interface using AGF approach. The system consists of three parts: two 
reservoirs (1 and 2) and the interfacial region. The two reservoirs are semi-infinite regions with 
perfect bulk properties. The interfacial region is the area that we are interested in and through 
which phonons will be transmitted, converted, and reflected. 
In the general AGF method, there are two steps that are extremely computationally 
challenging for the calculation of phonon transmission in lattice-mismatched systems: (a) the 
calculation of the uncoupled Green’s function of reservoir 1 and 2 with Eq. (3.9) and (3.10), 
respectively; (b) the solving of Eq. (3.4) for the Green’s function of the interfacial region.  
For the first challenge, the size of reservoirs needs to be large enough to meet the semi-
infinite requirement, which is usually solved using the decimation technique
113
 instead of 
applying Eq. (3.9) and (3.10) directly. However in the lattice-mismatched systems the 
decimation technique still has a very low efficiency due to matrices operation with relatively 
large matrix size. For example, with cross-sectional area of 24×24 unit cells, an iterative solving 
procedure is applied based on a constructed square matrix (A) with size of 2×24×24×8×3=27648 
(8 atoms per unit cell and 3 degree of freedom) in the decimation technique.
113
 Although A is a 
sparse matrix, the inverse of A is usually a full matrix, which demands a large amount of 
memory (~6GB) and computational cost during the matrix operation in the iterative solving 
procedure. In order to reduce the computational cost, we use the recursive AGF method in this 
paper, which uses matrices with 1/4 size of the ones in decimation technique for the calculations, 
so that both the memory and computational cost can be greatly reduced (the details will be 
discussed shortly in this section). 
The second challenge arises from the relatively thick interfacial region considered in 
lattice-mismatched systems. For example, if the interfacial region has a thickness of 5 unit cells, 
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the square matrix used in solving the Green’s function in Eq. (3.4) has a size of about  69120 
with bandwidth of about 13824, which also demands a large amount of memory and high 
computational cost for solving the inverse of the sparse matrix. Instead of solving Eq. (3.4), we 
can again use the recursive method based on matrices with reduced size and bandwidth. The 
detailed procedure of the AGF approach using recursive method is discussed bellow. 
(a) Divide the reservoirs and interfacial region into separated layers with the dividing rule: only 
neighboring layers can have interactions. Assuming there are ln, rn, and mn layers in the reservoir 
1, 2, and the interfacial region, respectively, and they are arranged from left to right as, l1…ln, 
m1…mn, r1 …rn. In the reservoirs, each unit cell along the Z direction can be divided into two 
separated layers based on the above division rule and the cutoff distance of the Tersoff potential 
for Si and Ge. In the interfacial region, the layer thickness could be different from the one in the 
reservoirs due to reconstruction, so that one boundary of the layer is determined first (i.e., the left 
boundary of m1 layer is determined by the ln layer in reservoir 1) and the other boundary is 
determined by searching the furthest atoms which have interaction with the atoms at the 
predetermined boundary. The harmonic matrix ii,H  for each divided layer (layer i from l1 to ln , 
or m1 to mn , or r1 to rn) can be derived with elements ( kqjpH  3,3 ) calculated from Eq. (2). The 
interactions between neighboring layers 1, iiV  (i.e., layer i and layer i+1) can be also derived 
using Eq. (2) with p and q representing atoms in the two adjacent layers, respectively.  
(b) Calculate the uncoupled Green’s function 0,iiG  
of each individual layer. In the two reservoirs, 
the uncoupled Green’s function is calculated through,  
IGHI  0,,
2 ])[( iiiii ,    (4.1) 
where a small imaginary number δi is added for the same reason as in Eq. (3.9) and (3.10). 
Equation (4.1) only needs to be solved twice in each reservoir based on the layers divided from 
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each unit cell and the periodicity. In the interfacial region, the uncoupled Green’s function is 
calculated from, 
IGHI  0,,
2 )( iiii ,     (4.2) 
which needs to be solved for all the layers.  
(c) Calculate the coupled Green’s function in each reservoir and in the interfacial region using 
the Dyson equation,
116
  
VGGGG
00  ,      (4.3) 
where G  is the coupled Green’s function; 
0
G  is the uncoupled Green’s function with 
submatrices ( 0,iiG ) calculated from step (b); V  contains all the interactions ( 1, iiV ) between 
neighboring layers. Physically, the interactions V  can be treated as a perturbation when the 
system is coupled together
110
 and the Dyson equation calculates the coupled Green’s function 
using perturbation theory. For the calculation of phonon transmission across the whole interfacial 
region, only 
11 ,mm
G , 
nmm ,1
G , and 
nn mm ,
G  in the interfacial region, 
nn ll ,
G  in the reservoir 1, and 
11 ,rr
G  in the reservoir 2 are needed, which greatly simplifies the calculation. 
(d) Calculate the self-energies of reservoir 1 and 2 using,  
1111 ,,,),(1 mllllmmm nnnn
VGVΣ       (4.4) 
nnnn mrrrrmmm ,,,),(2 1111
VGVΣ       (4.5) 
where, ),(1 11 mmΣ  and ),(2 nn mmΣ are the submatrices in the self-energy 1Σ  and 2Σ  corresponding to 
the layer m1 and mn.  
(5) Couple the whole system (the reservoirs and the interfacial region) using the Dyson equation 
through the interactions 
1,mln
V  and 
1,rmn
V . With the final coupled Green’s function ),( 1 nmmcG  
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corresponding to the first and last layer in the interfacial region, the total phonon transmission is 
obtained using,  
][)( ),(),(2),(),(1 1111

nnnn mmcmmmmcmm
Tr GΓGΓ ,   (4.6) 
where )( ),(1),(1),(1 111111
 mmmmmm i ΣΣΓ  and )( ),(2),(2),(2

nnnnnn mmmmmm
i ΣΣΓ . 
Figure 4.2 shows the detailed implication of recursive method for the calculation of self-
energy. In the calculation, the separated layers are first divided based on the rule in step (a). The 
two neighboring principle layers are linked with recursive method as the first iteration and the 
calculation is much less costly due to the inverse operation of the smaller matrices. Because two 
principle layers form one unit cell, all the even principle layers (i.e., 2, 4, 6….) have the same 
dynamical matrices as principle layer 0 and all the odd principle layers (i.e., 1, 3, 5…) have the 
same dynamical matrices as principle layer 1, as shown in Fig. 4.2. Thus the coupled Green’s 
function of linked layer 0 and 1 (
1,11,00,0 ,, GGG  ) is the same as that of layer 2 and 3 (
3,33,22,2 ,, GGG ) and that of layer 4 and 5 ( 5,55,44,4 ,, GGG ), etc. The Green’s function obtained 
for the two-layer system (
1,11,00,0 ,, GGG ) is then used for the next step iteration with recursive 
method. Four principle layers can be linked after this step as illustrated in the 2nd iteration step 
in Fig. 4.2. By repeating this procedure, 2N principle layers can be linked together after N steps 
while in the decimation technique 2N+1 principle layers can be linked together. However, the 
computational time can be significantly reduced because of the solving of small matrices inverse, 
i.e., in the simulation of phonon transmission of pure Si NW with cross sectional area D=9 unit 
cells, our method is about 13 times faster than the decimation technique. Moreover, this method 
can be used for the calculation of the Green’s function of the independent interfacial region 
(uncoupled from the reservoirs). These uncoupled Green’s function for each region can then be 
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linked for obtaining the coupled Green’s function of the whole system with the recursive 
method.  
 
Figure 4.2. The schemes used for solving the self-energy matrices with the recursive method. (a) 
The structure of the dynamical matrices by applying the division rule. (b) The self-energy 
calculation procedure. 
 
IV.2 Phonon Transmission across Lattice-Mismatched Material Interfaces  
IV.2.1  Relaxed Interface between Two Bulk Materials 
    We first studied the relaxed interfaces formed between bulk Si and Ge or Ge-like 
materials with different percentages of lattice mismatch. Si is used for material 1 and Ge or Ge-
like material is used for material 2 as shown in Fig. 4.1. Ge with the Tersoff empirical potential 
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is modified to create new Ge-like materials with a different lattice constant and the phonon 
spectra is kept the same during the modification (described in detail in the appendix). The cross-
sectional area for the basic period is determined by N with the detailed parameters listed in Table 
4.1 and the length in Z direction is ten unit cells for each material, which is sufficiently long 
without affecting the atomic reconstruction near the interface. The interface is formed by 
connecting the (1 0 0) plane of the two materials together with the distance calculated from the 
average nearest-plane distance of the two materials. The constructed structure has a large strain 
at the interface initially, which is relaxed by MD simulations under a constant pressure (0Pa) and 
a constant temperature (300K) until the potential energy of the system is stable owing to no 
further reconstruction in the system.  
Table 4.1. Lattice constant and the size of the cross-ectional area (N) of Ge or Ge-like materials 
for the structure shown in Fig. 4.1 with different percentages of lattice mismatch. For the Si/Ge 
system, the parameters in the line with 4.2% lattice mismatch are used. 
Percentage of lattice mismatch N Lattice constant of Ge or Ge-like 
(Å) 
4.2% 24 5.6729 
5.6% 18 5.7486 
8.3% 12 5.8998 
16.7% 6 6.3537 
 
Figures 4.3(a) and (b) show structures before and after relaxation for the system with an 8% 
lattice mismatch (only part of the structure near the interface is shown). Figure 4.3(a) shows that 
the atoms at the interface initially have the same lattice structure as the ones in the bulk materials. 
After relaxation as shown in Fig. 4.3(b), the reconstruction redistributes the atomic position over 
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several unit cells across the interface due to the lattice mismatch. If the potential energy of the 
atom is different from the value in bulk above 0.002eV, the atom is considered with 
reconstruction. Using this criterion, the thickness of the reconstructed area is determined, i.e., for 
the relaxed structure with 8% lattice mismatch in Fig. 4.3(b), the thickness of the reconstructed 
area is 5.1nm with 2.3nm and 2.8nm from Si and Ge-like, respectively. Results with smaller 
criteria are also checked, i.e., with potential energy difference of 0.001eV, the thermal boundary 
conductance across the reconstructed area varies within 0.1%. Figure 4.3(c) shows the 
reconstructed cross-sectional area of the Ge-like material at the interface (the left-most atomic 
plane of the Ge-like material). The atoms with large displacements concentrate mainly at areas 
around the lines perpendicular at 1/4 and 3/4 of the diagonal. Since the interface we constructed 
is based on a limited cross-sectional area and a periodic boundary condition, the atoms relaxed in 
an area as large as possible to minimize the system energy, which explains why the 
reconstruction followed the lines with the longest length. Although the atomic reconstruction 
generated here may have artificial effects, our studies here still greatly improve the investigations 
of phonon transmission across more realistic interfaces. 
 
Figure 4.3. Relaxed interfaces formed between Si and Ge-like materials with an 8% lattice 
mismatch. (a) The initial structure. (b) The structure after relaxation with MD simulation. (c) 
The structure of the cross-sectional area of the Ge-like material at the interface. 
(c)
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Phonon transmission results with different percentages of lattice mismatch is shown in 
Fig. 4.4(a). When the percentage of lattice mismatch increases, phonon transmission with 
frequency above 0.15×10
14
rad/s decreases, while phonon transmission below this frequency 
remains nearly the same. Phonon transmission across the relaxed lattice-mismatched interfaces is 
affected due to several factors. First, the phonon mode conversion is enhanced with the inclusion 
of lattice-mismatch, which increases the phonon transmission.
58
 Secondly, the atomic disorder at 
the interface after relaxation also affect the phonon transmission, which is calibrated through the 
average distribution of the distance between one selected core atom and all the other atoms in the 
system as shown in Fig. 4.4(b). Across the lattice-matched interface, the distribution of the 
distance is the same as the one in bulk Si and there is no atomic reconstruction. Across the 
lattice-mismatched interfaces, the atomic disorder increases with atoms distributed more evenly 
in distance and the disordered atoms serve as additional scattering centers to further reduce the 
average phonon transmission. Thirdly, phonon transport across interfaces could be greatly 
affected by the adhesion of the two materials. The adhesion energy of the interface is defined as, 
1221 EEEE   with E1, E2, for the energy of the bulk material 1, 2 before the formation of 
the interface and E12 for the relaxed interface system. Figure 4.4(c) shows the adhesion energy 
with different percentage of lattice mismatch, with the insert figure showing the thermal 
conductance as function of adhesion energy. The adhesion energy decreases with increasing 
lattice mismatch percentage, which is because the residual strain across the lattice-mismatched 
interface raises the energy (E12) of the system. The thermal conductance deceases as shown from 
the inserted figure due to the weakening of adhesion across the lattice-mismatched interface. 
More interestingly, the thermal conductance varies linearly with the adhesion energy, which 
suggests that the adhesion energy could be used to characterize the phonon transport across 
lattice-mismatched interfaces.  
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Figure 4.4. (a) Frequency-dependent phonon transmission across the relaxed interfaces formed 
between Si and Ge-like material with different percentages of lattice mismatch. (b) The 
distribution of the number of atoms around one core atom at different distances. A distance 
interval of 0.2Å is chosen for counting the atoms at different distances. (c) Adhesion energy of 
the relaxed interface as a function of different percentages of lattice mismatch. The inserted 
figure shows that the thermal conductance depends linearly on the adhesion energy.  
 
Considering the reduced average phonon transmission with the inclusion of lattice 
mismatch we obtained, we can conclude from the above analysis that although mode conversion 
(a) 
(b) (c) 
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could increase the phonon transmission, the atomic disorder and the weakening of adhesion at 
the interface are more important with the overall effect of reduced phonon transmission across 
lattice-mismatched interfaces with reconstruction.  
 
IV.2.2 Interface with Vacancy Defects 
In real material interfaces, there are usually defects which can serve as phonon scattering 
centers. In this section, we consider interfaces with vacancy defects and the lattice mismatch of 
the Si/Ge-like system is 8%. Two important parameters can be used for characterizing the 
interface with defects: the defect size (d) and the defect density (f). The center of the vacancy 
defects is randomly distributed in the two atomic layers near the interface (one layer from Si and 
the other layer from the Ge-like material) with the total number of the defect centers calculated 
based on the defect density. The vacancy defects are formed by removing atoms within a radius 
of d/2 around the defect centers. The structure is relaxed by MD simulation under 300K and zero 
pressure.  
 
Figure 4.5. (a) Initial structure, and (b) final structure after MD relaxation of the Ge-like cross-
sectional area at the interface with defect size of 0.6nm and defect density of 3%. 
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Figure 4.5(a) and (b) show the initial and final structure for the Ge-like material cross-
sectional area at the interface with defect size of 0.6nm and defect density of 3%, respectively. 
Besides the formation of vacancy defects at the interface, atomic reconstruction also occurs at 
the interface within the similar areas compared with the relaxed interface formed between two 
bulk materials as shown in Fig. 4.3(c). 
We first studied the phonon transmission at different defect density when the vacancy 
defect size was kept at one atom as shown in Fig. 4.6(a). The phonon transmission decreases 
only slightly with increasing defect density, especially when the defect density is low. The 
scattering of phonons at defects greatly depends on the phonon wavelength and the defect size. 
Since the defect size considered here is much smaller than the phonon wavelength (the smallest 
phonon wavelength is twice of the nearest atomic plane distance), the phonons are scattered 
mainly due to Rayleigh scattering, and the scattering rate is proportional to the defect density f 
and the scattering cross section 
46 /~  r ,129 where r is the size of scattering center and λ is the 
phonon wavelength. With 1

r
, the Rayleigh scattering cross section decreases dramatically 
due to the fourth power, which explains the slight phonon scattering with low defect density. An 
increase in the defect density causes the phonons to become more scattered because of the 
increasing defect centers and the phonon transmission decreases gradually. Similar results have 
been reported using MD simulation
35
 and the thermal boundary conductance is found to be 
slightly affected across the interface with a single edge dislocation (a line of single atom vacancy 
defects) which results in 10% vacancy density. We also noticed that different results were 
reported in Ref. 130, where they found even with small percentage of single atom vacancies, the 
thermal boundary conductance drops significantly. In Ref. 130, Lennard-Jones potential and 
Morse potential are used for describing the two materials respectively, while the interaction 
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between the two type of atoms across the interface is described by Lennard-Jones potential. In 
our simulation same type of potential is used to describe the two materials, as well as in Ref. 35. 
For this reason, different atomic reconstructions could happen in Ref. 130 when the vacancy is 
formed, which could result in the different results observed. 
 
 
 
Figure 4.6. Phonon transmission across 8% lattice-mismatched interface with (a) different defect 
density when defect size is kept at one atom; (b) with different defect size when defect density is 
kept at 3%. (c) Thermal conductance with different defect size and fixed defect density at 3% for 
both lattice-matched and 8% lattice-mismatched interface. 
 
(a) 
(c) 
(b) 
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Figure 4.6(b) shows the change of phonon transmission as a function of the defect size 
from one atom to 0.6nm (about 40 atoms per vacancy) when the defect density is fixed at 3%. 
Phonon transmission decreases significantly with increasing defect size. The transmission of low 
frequency phonons is significantly lower when compared with the results shown in Fig. 4.6(a). 
This is because when the defect size increases, part of the phonons with longer wavelength (or 
lower frequency) comparable to the defect size are strongly scattered.  
Calculations were also performed for phonon transmission across lattice-matched 
interfaces with different defect size and a fixed defect density of 3%. The thermal conductance 
results are shown in Fig. 4.6(c) for comparison with the one across the lattice-mismatched 
interfaces. The thermal conductance difference decreases between the two results when 
increasing the defect size.  This is because with larger defect size, there will be less area with 
reconstruction remaining due to lattice mismatch as shown in Fig. 4.5(b) and phonon scattering 
at the defects becomes the main reason for the reduction of phonon transmission. 
 
IV.2.3  Interface with Specie Diffusion  
Species can also diffuse into each other at material interfaces, especially under high 
temperature and after extended time. In this section, phonon transmission across alloyed 
interfaces with an 8% lattice mismatch is studied. Using the relaxed structure obtained in section 
III A, an interfacial area with thickness L (half from each material) is melted at 4000K and then 
quenched at 300K to form the alloyed interface using MD simulation. Figure 4.7 shows one of 
the alloyed Si/Ge-like interface structures with L=1.13nm. Si and Ge-like atoms at the interface 
are fully mixed and form an amorphous-like structure. The distorted lattice near the alloyed layer 
is also taken into account for the calculation of phonon transmission.   
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Figure 4.7. The alloyed layer formed by melting across Si/Ge-like interface with 8% lattice 
mismatch. The alloyed layer thickness is 1.13nm. 
 
Figure 4.8(a) shows the phonon transmission across alloyed layer with varying thickness. 
Phonon transmission decreases only slightly across a 0.28nm alloyed layer. It was found that, 
because of the narrow melted region (two atomic layers of atoms) across the 0.28nm alloyed 
layer, the species in the interfacial layer are not fully, which results in slight phonon scattering 
from the limited number of scattering centers. With an increase of the alloyed layer thickness, 
the Si and Ge-like atoms can fully diffuse into each other and phonon transmission decreases at 
all but the very lowest frequencies. At high frequency, the phonon transmission can be reduced 
to a very low value, i.e., the phonon transmission across a 2.27nm alloyed layer is below 0.1 with 
frequency from around 0.3×10
14
rad/s to 0.6×10
14
rad/s. With the same layer thickness, the low 
frequency phonons have a relatively large phonon transmission value, i.e., greater than 0.5 with 
frequencies smaller than 0.15×10
14
rad/s. This is because the size of the scattering center is also 
small in the alloyed layer, and high frequency phonons with short phonon wavelength 
comparable to the scattering center size can be strongly scattered. As the layer thickness 
increases, the peaks in the phonon transmission disappear, which indicates the phonon 
1.13nm
Si Ge-like
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transmission across the alloyed layer becomes less sensitive to the phonon spectra of Si and Ge-
like materials. The traveling direction of phonons after scattering within the alloyed structure 
would be distributed randomly, which makes all of the phonons look similar after losing their 
original incoming direction. Also new phonon spectra forms in the alloyed layer and phonon 
DOS in amorphous materials are more smooth than the one in crystals.
131
 For these reasons, the 
phonon transmission becomes smoother with increasing alloyed layer thickness. 
Figure 4.8(b) compares the thermal conductance across both lattice-matched and lattice-
mismatched interface with species mixing. The effect of lattice mismatch becomes small with 
increasing alloyed layer thickness, which is due to the random phonon scattering across the 
alloyed layer. For the lattice-mismatched interface, the thermal conductance is 0.1GW/m2K 
across a 2.27nm alloyed layer with 64% reduction comparing with the thermal conductance of 
the interface without diffusion. The Si-Ge alloy formed in the interfacial region with 54% Si has 
a thermal conductivity about 10W/mK,
132
 from which the thermal conductance of the alloy layer 
itself can be estimated about 4.4GW/m2K with a layer thickness of 2.27nm. This value is 
significantly larger than the overall thermal conductance from our calculation. Thus the thermal 
conductance across the alloyed interface is mainly governed by the interfaces between the bulk 
materials and the alloyed layer. The thermal boundary conductance is less dependent on the 
thicker alloyed layers. This is because the phonon transmission across the Si/alloy and alloy/Ge-
like interfaces would saturate when the phonon spectra of the alloyed layer is formed with 
thicker alloyed layers.     
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Figure 4.8. (a) phonon transmission across alloyed Si/Ge-like lattice-mismatched interface with 
different alloyed layer thickness. (b) Thermal conductance across alloyed Si/Ge-like lattice-
mismatched and lattice-matched interface with different alloyed layer thickness. The result 
without melting is the one across relaxed interface formed from two bulk materials. 
 
Experimentally, the reduction of thermal boundary conductance from species mixing has 
also been reported.
133,134
 The thermal boundary conductance across a C/TiN interface was 
measured to decrease from 0.2GW/m2K to 0.084GW/m2K after anealing at high temperature in 
Ref. 42. The reason for the reduction was due to species diffusion at the interface after annealing. 
Reduced thermal boundary conductance across Cr/Si interfaces with speices mixing was reported 
in Ref. 133 and the results were explained using an extended DMM method with the alloyed 
interfacial layer modeled as a virtual crystal. However in this method, the interface scattering 
(from bulk materials to alloyed layer) was considered to occur multiple times across the alloyed 
layer when the layer thickness was greater than the phonon mean free path, which may 
overestimate the phonon scattering. Our calculation shows that the total thermal boundary 
conductance across the alloyed layer can be better explained with the contributions of the 
(a) (b) 
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thermal boundary conductance from the two interfaces formed between the alloyed layer and the 
bulk materials, and the alloyed layer itself. 
 
IV.2.4 Comparison of the Simulation and Experimental Results  
In this section, the thermal boundary conductance of the Si/Ge interface obtained from 
different simulations methods and the one extracted from experimental results are compared as 
shown in Fig. 4.9. The nonequilibrium MD simulation is used to calculate the thermal boundary 
conductance across a strained lattice-matched Si/Ge interface. The average lattice constant of Si 
and Ge along the interface direction is used to form the interface and the average stress 
perpendicular to the interface direction is relaxed to zero. The obtained thermal conductance 
greatly depends on the length of Si and Ge, and eventually it converges with a length greater than 
100 unit cells. The converged value is plotted in Fig. 4.9 for comparison. Phonon transmission 
across the strained Si/Ge lattice-matched interface is also calculated with the structure relaxed 
using the procedure as in the NEMD simulation. It was found that the thermal conductance 
varied within 0.8% in the entire temperature range compared with the one obtained from the 
unstrained lattice-matched interface from section III A. This also agrees with the previous 
study,
48
 which shows the strain (≤4%) applied along the interface direction does not affect the 
phonon transmission across the Si/Ge interface. Thus the results on unstrained lattice-matched 
interface from section III A can be compared with the NEMD results calculated in this section. 
The thermal conductance predicted from AGF agrees reasonably with the one from NEMD at 
low temperature (100K) and the discrepancy becomes evident with increasing temperature. This 
is because the MD simulation considers inelastic phonon scattering while the AGF simulation 
performed here is under the harmonic approximation. Assuming most of the phonons with 
energy less than kBT will be exited (where kB is Boltzmann constant and T is temperature) with 
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temperature increased from 100K to 400K, phonons with a frequency from 0.13×10
14
rad/s to 
0.52×10
14
rad/s can be excited. The inelastic phonon scattering between different modes 
contributes significantly for the thermal conductance across the interface as shown in Fig. 4.9.  
 
Fifugre 4.9. Comparison of the thermal boundary conductance of Si/Ge from our AGF 
simulation with the results from experiments and MD simulation. The value from experiments 
are extracted from measurement of thermal conductivity of the superlattice described in Ref. 127 
and 135. The NEMD simulation is on the strained lattice-matched Si/Ge interface. AGF 
simulations have been performed based on the structures relaxed at different temperatures for 
both lattice-matched and lattice-mismatched Si/Ge interfaces.  
 
To our knowledge, direct measurement of the thermal boundary conductance of the Si/Ge 
interface is not available. However, we can extract the value from superlattice by assuming that 
the measured thermal resistance of superlattice
127,135
 is a series resistance of thermal boundary 
resistance and intrinsic layer resistance. With small superlattice period thickness, the thermal 
conductance extracted from experiments
127,135
 is about 4-8 times larger than the results from MD 
and our AGF calculations. With larger periods, the results from experiments are about 0.3-1.5 
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times of the simulation results as plotted in Fig. 4.9. Since our calculations are on interfaces 
formed from two perfect bulk materials, we only compare our results with the experimental 
results with thicker period and they agree in a reasonable range. The larger thermal boundary 
conductance with small periods from experiments could be due to the coherent phonon transport 
in the superlattice.
136
 In experiments, the superlattice structure from epitaxial growth at relatively 
high temperature (i.e., about 1000K in Ref. 135) could relax due to strain,
135
 which can induce 
lattice-mismatched Si/Ge interface with reconstruction. Considering this, we relax the lattice-
mismatched Si/Ge interface at a different temperature and then bring the temperature to 300K for 
the phonon transmission and the thermal conductance calculation with the results shown in Fig. 
4.9. For the lattice-mismatched interface, there is about 6.8% reduction in thermal conductance 
at 300K if the system is relaxed at 300K compared with the results for the lattice-matched 
interface. Increasing the relaxation temperature to 1000K, a further 3% reduction is obtained. 
However if the relaxation temperature is further increased to 1500K, a large decrease of thermal 
conductance is observed, which is due to the significant increase in the atomic disorder observed 
in the interfacial structure. However for the lattice-matched interface, although the relaxation is 
performed at temperature up to 1500K, same thermal conductance is obtained, which is because 
there is essentially no reconstruction across the lattice-matched interface with perfect bonding. 
This observation on the reduced thermal conductance across the lattice-mismatched interface 
under high temperature relaxation could be possibly used to explain the low thermal conductance 
of the Si/Ge interface extracted from experiments. 
 
IV.3  Summary of Chapter IV 
 In this chapter, an integrated MD method and AGF approach has been developed to 
study phonon transmission across lattice-mismatched interfaces with atomic reconstruction. MD 
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simulation was used to simulate the atomic reconstruction at the lattice-mismatched interfaces. 
The recursive AGF approach was employed for the first time to calculate phonon transmission 
across lattice-mismatched interfaces with defects and specie mixing, which addresses the 
numerical challenge in calculating phonon transmission for a relatively large cross-sectional area. 
Lattice mismatch has shown to increase the lattice order and decrease the adhesion energy, 
which are the main reasons for the reduction of phonon transmission across lattice-mismatched 
interfaces. Further studies show low frequency phonons can be significantly scattered by 
increasing the defect size across the interface while high frequency phonons can be scattered 
almost completely (phonon transmission <0.1) across an alloyed layer as small as 2.27nm. The 
lattice-mismatch effects across interfaces with defects and species mixing become smaller when 
compared with the relaxed interface formed between two bulk materials. With Si/Ge interface 
structure relaxed at high temperature, a significant reduction of thermal conductance was 
observed for a lattice-mismatched interface while not for a lattice-matched interface, which 
indicates that lattice mismatch could be an important factor for explaining the experimental 
results. 
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CHAPTER IV 
 
 
FUTURE WORK 
 
One limitation for the application of our current integrated MD and AGF approach is that 
the empirical interatomic potential needs to be known for the materials to be calculated. In recent 
years, extensive work has been done in the development of empirical potentials,
137, 138
 however 
for a number of materials, such as thermoelectrical materials Mg2Si, Mg2Ge and Sb2Te3, the 
empirical potential is still not available, and the development of empirical potential between 
different materials for the studies of interfaces is also challenging. Fortunately, first principle 
calculations have been used to calculate the force constants precisely and it has been successfully 
applied for the simulation of phonon transport properties in various crystals.
139-143
 The force 
constants from first principle have better accuracy than the one from empirical potentials since 
empirical potentials are usually based on analytic function with limited number of parameters, 
which is not enough to reproduce every physical property from experiments while fitting. 
Motivated with such progress, we will develop an integrated simulation tool which combines the 
first principle calculation for force constants, MD simulation for reconstructed interface 
structures and the recursive AGF approach for precise prediction of frequency-dependent phonon 
transmission across various material interfaces. In this method, we will use the force constants 
obtained from first principle to predict the reconstructed atomic structures across lattice-
mismatched interface, which is challenging since first principle calculations are usually at 0K 
with small atomic displacement around the atom’s equilibrium position. To solve this challenge, 
we will build the force constant data base with different interatomic distance and use the 
interpolated force constants for the MD simulation with atoms far off equilibrium positions. 
From the predicted reconstructed interface structure, the force constants (second order) will be 
 84 
 
outputted according to the new position of each atom and used as input for the recursive AGF 
approach for phonon transmission.  
Another limitation of our current AGF approach is that the phonon transmission is 
calculated by averaging over all the phonon incident angles and phonon transmission with 
specific incident angle is not extracted. Further development of the AGF simulation will be 
focused on extracting phonon transmission with specific wavevectors and frequency for further 
analysis and comparison with experiments. To achieve this, the dynamical matrices will be 
derived from MD by confining the movement of atoms at certain direction and exciting the 
phonons with specific branches. With dynamical matrices obtained this way, phonon 
transmission with specific wavevectror and frequency can be obtained from AGF approach. 
As discussed in chapter III and IV, the AGF approach applied in our studies are based on 
harmonic approximation and only elastic phonon scattering is considered. The inelastic phonon 
scattering would be important at high temperature as shown in chapter IV section 2.4, and in 
order to include the inelastic phonon scattering, an anharmonic self-energy term is added to 
include the phonon-phonon scattering effect, in addition to the Green’s function calculated under 
harmonic approximation. The solving of the anharmonic self-energy is based on the Feynman 
diagrams for inelastic phonon scattering process, i.e., three phonon and four phonon scattering. 
However, the solving of the anharmonic self-energy term is coupled with the solving of the 
Green’s function, which brings significant simulations challenge. An iterative procedure can be 
used to include the anharmonic effects and the recursive method is used for reducing the 
computational cost during each step of iteration. Based on the structure simulation of the lattice-
mismatched interface, i.e., the interface with defects and species diffusion in this thesis, the 
third-order force constants for the lattice-mismatched interfaces with reconstruction will be 
calculated based on the atomic position. Fast parallel solvers will be developed for the 
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calculation of the anharmonic self-energy of the interface region using the third-order force 
constant. During each step of iteration, recursive method will be used for renewing the Green’s 
function after the calculation of the anharmonic self-energy, which can greatly reduce the 
computational cost if the interfacial region is relatively thick. 
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APPENDIX 
 
 
A. Modified Empirical Potential for Ge-like Materials 
The Tersoff empirical potential
107
 is used in this paper for describing the atomic 
interaction in the Si/Ge and Si/Ge-like system. The potential between atoms i and j can be 
expressed as, 
)]exp()exp()[( ijijijijijijijcij rBbrArfV ji      (A.1) 
where rij is the distance between atom i and j; )( ijc rf  is a cutoff function; jib  is a function 
related to the bond angle formed between i, j and other neighboring atoms of atom i; A, B, λ, and 
µ are parameters corresponding to atom types of i and j. For the same type of elements, the 
parameters A, B, λ, and µ can be found in the Ref. 107. For different types of elements, the 
parameters can be calculated by the mixing rules found in Ref. 107. In our calculation, the Ge 
potential is modified to form Ge-like materials with different lattice constants. The Ge-like 
materials with modified potential have the same phonon spectra as Ge. Since the Ge-like 
materials have the same crystal structure as Ge but with different interatomic distance, the bond 
angles between any pair of atoms in the Ge-like materials is the same as that in Ge and no 
modification of the function of 
ji
b  is needed. The other parameters for Ge-like materials can be 
derived from the following equations by comparing the second derivative of function Vij over 
distance rij,  
ijijijijijijijij rrrr  
'''' ,      (A.2) 
22''22'' , ijijijijijijijij BBAA       (A.3) 
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where 'ijA , 
'
ijB , 
'
ij , and 
'
ij  are the parameters for the Ge-like materials. From Eq. (A.2), the 
value of 'ij  and 
'
ij  can be determined with the value of ijr  and 
'
ijr  taken from the lattice 
constants of Ge and Ge-like, respectively. Then from Eq. (A.3), 'ijA  and 
'
ijB  can be determined. 
With the new parameters for Ge-like materials, the phonon dispersion and the Grüneisen 
parameter are calculated and one of the results is shown in Fig. A.1. Both phonon dispersion and 
Grüneisen parameter of the Ge-like materials agree with the ones of Ge, which indicates the 
phonon spectra does not change in the Ge-like materials during the modification of the potential. 
 
Figure A.1. (a) Phonon dispersion, and (b) Grüneisen parameter of Ge and Ge-like material 
with 8% lattice mismatch. The results show the new Ge-like material has the same phonon 
spectral as that in Ge. 
 
The anharmonic force constants (3
rd
 order and higher orders) could be different for the 
Ge and Ge-like materials. In Fig. A.2, the thermal conductivity of Ge-like materials with 
different lattice mismatch is calculated using Green Kubo’s relation from equilibrium molecular 
dynamics. Intrinsic thermal conductivity is obtained using the spectral analysis.
144
 The lattice-
mismatch-dependent thermal conductivity indicates that the anharmonic force from the potential 
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of Ge-like material is different from that of Ge. The AGF simulation presented here is based on 
the harmonic scattering and only the harmonic force constant is used in the simulation. The 
anharmonic terms will not directly affect the phonon transmission results, but through the 
structure change due to the difference in higher order force constants. Considering this, these 
anharmonic terms would affect the result in a minor way compared with the harmonic terms. 
 
Figure A.2. Thermal conductivity of Ge-like materials with different percentages of lattice 
mismatch comparing to the Si lattice constant. 
 
B. Thermal Conductivity of Si/Ge Nanocomposites using Equilibrium Molecular Dynamics 
Simulation 
The performance of thermoelectric devices is determined by the dimensionless figure of 
metric, kTSZT /2 , where S is the Seebeck coefficient, σ is the electrical conductivity, T is 
the absolute temperature, and k is the thermal conductivity. In the past two decades, significant 
achievements have been made to enhance the ZT of thermoelectric materials using low-
dimensional nanostructured materials
16, 145-147
 with improved or maintained electron performance 
and reduced phonon thermal conductivity.
148
 An empirical approach for the study of phonon 
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transport in nanocomposites is the Boltzmann transport equation-based deterministic and 
stochastic approach, which has been successfully applied in various systems, such as Si/Ge 
nanocomposites,
10
 core-shell nanostructures,
11
 GaAs/AlAs and Si/Ge superlattices,
149
 etc. 
However, the BTE-based approach is valid only when the phonons can be treated as particles and 
the characteristic length of a material is comparable to the phonon mean free path. When the 
characteristic length of a material is down to several nanometers, which is comparable to the 
phonon wavelength, the wave feature of phonons has to be considered and BTE cannot be used 
for the prediction of phonon transport at such a small scale. For example, the phonon wave 
effects have been well documented in the studies of superlattices. Experiments have shown that 
thermal conductivity in superlattice with layer thickness of several nanometers decreases with 
increasing period thickness which contradicts with the prediction by assuming pure particle 
scattering at the superlattice interfaces.
149,150
 Superlattice phonon band structure can be formed if 
the thickness of the superlattice period is small and a decreasing thermal conductivity can be 
predicted with increasing period thickness due to the phonon interference.
136
 Furthermore, if both 
the diffusive and specular scattering is assumed at the superlattice interface, a minimum thermal 
conductivity is predicted by using the lattice dynamics method.
136
 Experimentally there have not 
been results for thermal conductivity of nanocomposite materials with characteristic length of 
several nanometers. Theoretically, minimum thermal conductivity of nanocomposites has been 
predicted from models with considering of different scattering rate for long and short wavelength 
phonons.
147
 However the results have not been verified by other methods. Molecular dynamics 
can be another appropriate tool for studying the phonon transport at this scale with including the 
phonon wave features and the detailed atomistic structure. Indeed nonequilibrium molecular 
dynamics has been used for study thermal conductivity of Si/Ge nanocomposites and minimum 
thermal conductivity has not been observed.
151-153
 In these studies, only one particle is used in 
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the simulation of the thermal conductivity of the nanocomposites, which essentially cannot 
capture the interference of phonon waves which are scattered by multiple particles. In this paper, 
we performed equilibrium molecular dynamics simulation to calculate thermal conductivity of 
Si/Ge nanocomposites which contained multiple nanoparticles. The simulation domain size 
effect is studied first with varying number of particles in the nanocomposites to obtain converged 
thermal conductivity. With the converged value, the thermal conductivity results of Si/Ge 
nanocomposites are presented with varying particle size, volumetric ratio, and different particle 
shape. 
We first studied the thermal conductivity of Si/Ge nanocomposites with cubic 
nanoparticles. The structure of the nanocomposites is shown in Fig. B.1. One basic cell is 
constructed by imbedding one Si particle in the Ge matrix material as shown in Fig. B.1(a). An 
average lattice constant of Si and Ge is used to generate the initial atomic structure of the basic 
cell with diamond lattice. The Si/Ge nanocomposite is constructed by replicating and stacking 
the basic cells in three dimensions with N
3
 particle as shown in Fig. B.1(b), and the number of 
particles on each side is N. Periodic boundary condition is used in all three directions. The 
volumetric ratio (α) is defined as the volume of the Ge particle over the total volume of the 
composite material. With particle size d and the cell size l: α=d3/l3. 
 
Figure B.1. (a) The structure of one basic cell: one cubic Si particle is imbedded in the Ge 
matrix. (b) The structure of the Si/Ge nanocomposite. There are N cells on each side. 
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The thermal conductivity of the Si/Ge nanocomposites is calculated using the Green 
Kubo’s relation from equilibrium molecular dynamics simulations as shown in section II.1. The 
average value in the X, Y and Z directions is used to present the thermal conductivity. One 
typical HCACF curve moralized respect to the value at time zero is shown in Fig. B.2(a) with 
volumetric ratio 0.5 and particle size of 1.73nm. Through direct integral with Eq. (2.2), the 
thermal conductivity obtained with different upper limit of integral time is shown in Fig. B.2(b). 
 
Figure B.2 (a) Normalized HCACF function for the thermal conductivity calculation of Si/Ge 
nanocomposite with volumetric ratio 0.5 and particle size 1.73nm. (b) The thermal conductivity 
from direct integral as a function of different upper integral time. Double exponential growth 
function is used to fit the thermal conductivity. 
 
Double exponential function as in Eq. (2.3) can be used to fit the HCACF and extract the 
thermal conductivity using Eq. (2.4). Due to the fast oscillation of the HCACF, large errors 
would be induced for the fitting of HCACF function directly. Instead, a function with double 
exponential growth is used for fitting the thermal conductivity data shown in Fig. B.2(b) and the 
converged value is used as the thermal conductivity value for the calculated nanocomposite. The 
fitting gives converged thermal conductivity of 8.3W/mK at time 30ps as shown in Fig. B.2(b) 
(note this is the upper limit for the integral time set in Eq. (2.2), not the total simulation time). 
(a) (b) 
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With the above method, thermal conductivity of Si/Ge nanocomposites can be obtained 
with different simulation domain size as shown in Fig B.3(a). With fixed volume ratio, the 
calculated thermal conductivity increased with increasing number of particles on each side and it 
converges eventually. The simulation domain size dependence is from the fact that phonons with 
a wavelength greater than twice of the simulation domain size will be cut off. With an increasing 
simulation domain size, more long-wavelength modes are included and thus the calculated 
thermal conductivity increases and becomes closer to its true value. The converged thermal 
conductivity is shown in Fig. B.3(b) with different volumetric ratio and particle size. When 
α=0.037, with decreasing particle size, the thermal conductivity decreases monotonically due to 
the increasing interface density. Further increase the volumetric ratio to α=0.25 and 0.7, the 
thermal conductivity recovers at small particle size because of the strong wave effects when the 
inter-particle distance is comparable to the phonon wavelength. The minimum thermal 
conductivity of the Si/Ge nanocomposite can be explained from the competition of the following 
two phonon transport mechanisms: 1) at fixed volumetric ratio, as the particle size decrease, the 
interface density (area of interface per volume) increases, which increases the phonon scattering 
and results in a decreased thermal conductivity; 2) however further decreasing the particle size, 
due to the strong phonon wave interference, new phonon band will form in the Si/Ge 
nanocomposite and the phonon scattering rate can be greatly reduced due to the coherent phonon 
transport. The reason why the recovery of the thermal conductivity is not observed with α=0.037 
is  that with such a small volume ratio the inter-particle distance is not small enough to show the 
strong phonon wave effects even at small particle size.  
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Figure B.3. (a) Simulation domain size-dependent thermal conductivity of Si/Ge nanocomposite 
with different number of particles on each side at volumetric ratio 0.5. (b) The converged size-
independent thermal conductivity as a function of volumetric ratio and particle size.  
 
Table B.1 Material properties of Si and Ge used in the MEMA simulation of thermal conductivity 
of Si/Ge nanocomposites  
 Group velocity(m/s) MFP(nm) Specific Heat(J/Km
3
) 
Si 1690 262 1.54E6 
Ge 1176 158 1.72E6 
 
Results from MEMA calculation are also shown in Fig. B.3(b) with parameters used as in 
Table B.1. With larger particle size, the results predicted from MEMA and EMD simulation have 
similar trend, and for volumetric ratio 0.037, the results predicted from the two methods are very 
close to each other with larger particle size. Decreasing the particle size, the MEMA model 
predicts a monotonically decreasing tread of the thermal conductivity, which is different from the 
results obtained from MD simulations. The comparison suggests that in nanocomposites with 
small particle size or small inter-particle distance, the wave effects of the phonon transport needs 
(a) (b) 
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to be considered using atomistic simulation tools such as molecular dynamics, and the MEMA 
model or the BTE-based approach is not applicable at such a small size.  
 Simulations are also performed with different particle shape for the nanocomposites, i.e., 
cubic particle, spherical particle, and tetrahedral particle as illustrated in Fig. B.4(a). The thermal 
conductivity results are shown in B.4(b) as a function of volumetric ratio with different particle 
shape and fixed particles size at 4nm.  
  
 
Figure B.4. (a) Illustration of the Si/Ge nanocomposite with different particles shape: cubic 
particle, spherical particle and tetrahedral particle. 2D figure is used to illustrate the 3D 
geometry. (b). Thermal conductivity of Si/Ge nanocomposite as a function of volumetric ratio 
with different particle shape. The particles size is fixed at 4nm.  
 
d d d
Cubic particle Spherical particle Tetrahedral particle
(a) 
(b) 
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For the Si/Ge nanocomposite with cubic particles, the thermal conductivity decreases 
with increasing volumetric ratio due to the increasing interface density. At large volumetric ratio, 
the inter-particle distance would become small and the thermal conductivity increases slightly 
due to the phonon wave effects. For the nanocomposites with spherical particles, the thermal 
conductivity at small volumetric ratio is comparable to the one with cubic particles, which is 
because these two geometries have the same interface density when the particle size and the 
volumetric ratio are the same. Further increasing the volumetric ratio, the spherical particles will 
contact with each other and form a connected area with pure Si, which reduces the interface 
density and also forms a path way for the phonons, so that the thermal conductivity increase 
significantly. With the same particle size and the same volumetric ratio, the interface density of 
the nanocomposite with tetrahedral particles is twice of that in the nanocomposite with cubic and 
spherical particles. The smaller thermal conductivity predicted for the nanocomposite with 
tetrahedral particles as in Fig. B.4(b) agrees with this analysis when the volumetric ratio is low. 
Increase the volumetric ratio, the tetrahedral particles will connect with each other and the 
thermal conductivity increases due to the same reason for the nanocomposite with spherical 
particles, but with a stronger effect due to the larger connected area. 
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