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Abstract 
Fujikoshi, Y., Two-way ANOVA models with unbalanced data, Discrete Mathematics 116 (1993) 
3155334. 
The purpose of this paper is to review two-way analysis of variance (ANOVA) problems with fixed 
effects and unbalanced data. We investigate the definition of main effects and interactions based on 
certain restrictions, the testing of ANOVA hypotheses, orthogonality in ANOVA, and the tests of 
product structures for interactions. The emphasis is on differences among ANOVA problems 
resulting from the restrictions used. 
1. Introduction 
In this paper we consider two-way analysis of variance (ANOVA) problems with 
fixed effects and unbalanced data. For the case of unbalanced data, there is some 
confusion as to the definition of main effects and interactions, the meaning of ANOVA 
hypotheses, and the calculation of sums of squares of tests of ANOVA hypotheses. 
Since Yates [SO, 511 presented ANOVA procedures for unbalanced data, these prob- 
lems have been extensively discussed by many authors, for example, Wilks [47], 
Finney [13], Rao [35,36], Kramer [23], Federer [12], Elston and Bush [ll], Gosslee 
and Lucas [16], Scheffe [38], Placket [34], Bock [4], Mann [27], Bancroft [3], Seber 
[41,42], Yamamoto and Fujikoshi [48,49], Hirotsu [17,18], Urquhart et al. [46], 
Speed and Hocking [43], Kempthorne [22], Aitkin [l], Searle et al. [40], Arnold [2], 
Searle [39]. Among these authors, Arnold [2, pp. 933100) has given a concise account 
of the ANOVA problems based on the traditional approach. On the other hand, 
Searle [39] has given a detailed account of the ones based on the cell means model. 
The references mentioned above have assumed a very general form for interactions. 
Certain structures for interactions have generated considerable interest. In particular, 
Correspondence to: Yasunori Fujikoshi, Department of Mathematics, Faculty of Science, Hiroshima 
University, Higashi-Hiroshima 724, Japan. 
0012-365X/93/$06.00 c 1993-Elsevier Science Publishers B.V. All rights reserved 
316 Y. Fujikoshi 
product structures for interactions have been studied by Tukey [45], Scheffe [38, p. 
1443, Mandel [26], Okamoto [33], Johnson and Graybill [20,21], Corsten and van 
Eijnsbergen [S], etc. As an excellent review, see Krishnaiah and Yochmowitz [24]. 
These authors have considered the case of no replication. Recently Boik [6], discussed 
the tests of product structures for interactions in the case of unbalanced data. 
The object of the present paper is to review ANOVA problems, especially the 
definition of main effects and interactions based on three types of restrictions, the tests 
of ANOVA hypotheses, orthogonality in ANOVA, and the tests of product structures 
for interactions. The approach discussed here is based on the traditional one, which 
decomposes the cell means into an overall mean, main effects and interactions, and in 
which the effects satisfy certain restrictions. There are three types of restrictions based 
on equal weights, product weights (She% [38, p. 112P119]) and general weights 
(Yamamoto and Fujikoshi [49]). Restrictions with general weights have not received 
much attention hitherto. The emphasis here is on the differences among ANOVA 
problems caused by the restrictions used. The definition of effects and their properties 
are given in Sections 2 and 3. Section 4 discusses tests of the usual ANOVA 
hypotheses. A system of weights that leads to a nice solution for the testing problems 
is examined. Section 5 discusses orthogonality in ANOVA. Section 6 discusses tests of 
product structures for interactions. Section 7 presents five unsolved problems. 
2. Models and restrictions 
The fixed effects model for a two-way classification design may be expressed as 
Yijk=qij+eijk, i=l,..., U; j=l,..., b; k=l,...,nij, (2.1) 
where the eijk are independently distributed with mean zero and common variance g2. 
We are interested in statistical behavior of the cell means. There are two possible 
approaches. One is to decompose the cell means in the following way: 
rlij=P++i+Pj+Yij, (2.4 
where p is a general mean, cli is an effect due to ith level of (what we call) the row factor, 
Bj is an effect due to the jth level of the column factor and yij represents an effect for the 
interaction of row i and column j. The other approach is to describe some common 
ANOVA hypotheses in terms of rij and to use statistical inference on the hypotheses. 
In this paper we consider ANOVA problems based on the first approach. As 
a summary of the second approach, see, e.g., Speed et al. [43], Hocking et al. [19], 
Searle [39], etc. If nothing more is stated about the decomposition (2.2), the compo- 
nents of the decomposition are not uniquely defined. Usually the following restric- 
tions are imposed: 
7 cri=C Pj=T Yij=C Yij=O. (2.3) 
j 1 
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This is equivalent to defining the effects as follows: 
P=r .9 %=fi,-f.,, Pj=f. j-ii.., 
Yij=rlij-Vi.-Y.j+vl..> (2.4) 
where f., =(~b)-‘Ci&qij, iji _= b- ’ &qij and yl,j= a-l &vij. The super-bar and dot 
notation will frequently be used in this paper. Scheffe [38, pp. 91-961 introduced 
restrictions with nonnegative weights Ui and Uj such that &ui >0 and Cjuj>O, 
7 uicci=C Vjjpj=T Uiyij=C Vjyij=O. 
j j 
(2.5) 
This is equivalent to defining the effects as follows: 
~L=(U.V.)-l C C UiVirij, 0Ci=V,-’ 1 Vjv]ij--9 
i 
pj=U,-’ C U.i?/:_l, 
j 
Yij=~ij-/L-Ni-_j. 
Yamamoto and Fujikoshi [49] introduced general 
weights Wij such that {wij} satisfies the identifiability 
~ Wi,Cri=C W, jfij=C WijYij=C Wijyij=O. 
j j j 
(2.6) 
restrictions with nonnegative 
condition, 
(2.7) 
It will be shown ((3.1)-(3.3)) that this is equivalent to defining the effects as follows: 
where the ai’s and /?j’s are solutions of 
Wl. w11 ... Wlb 
0 . . . () ; . . . ; 
Wll. W,l ... wab 
WI1 ... Wal w. 1 
. . 
. . 
. 0 . . . 0 
Wlb ... wab w. b 
T Wi.cCi=O, C W. jpj=O, 
j 
We call the restrictions (2.3), (2.5) and (2.7) the C-, UV- and W-restrictions, respective- 
ly. The C and UV-restrictions are well known, but the W-restrictions have not 
received much attention. The C-restrictions form a special case of the UV- and 
W-restrictions. Other particular cases of the UV- and W-restrictions which are 
generally of interest are (i) Ui = n,,, uj=n,j or wij=ni,n.j (ii) wij=nij and 
(iii) u1 = 1 = u1 and all other Ui’s and Uj’S are zero, i.e., c(i = p1 = yrj = yil= 0 for all i,j. In 
general, case (ii) is not obtained as a special case of the UV-restrictions, and case (iii) is 
not obtained as a special case of the W-restrictions. Further, if all the ni and vj are 
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positive, the UV-restrictions are obtained as a special case of the W-restrictions with 
Wij= UiUj. For the W-restrictions, it is not possible to give simple expressions for the 
effects as in (2.4) and (2.6). However, it may be noted that the effects defined by the 
W-restrictions have properties similar to the ones defined by the C- or UV-restric- 
tions. The W-restrictions with the weights Wij=nij give a nice solution for ANOVA 
problems. These results will be shown in Sections 4 and 5. 
Now we shall obtain the condition for a set of nonnegative weights {Wij} to be 
identifiable, i.e., the condition for the effects to be determined uniquely by (2.2) and 
(2.7). To describe the condition, we use the following vector and matrix notation; 
~=(CrJ12, . . ..%b)l> cC=(clr, .. ..cc.)‘, 
B=(PI> . . ..Bb)‘r y=(YII>YIz, . . ..Yab)l. 
t = (P, E’> p’, y’)‘, D,=diag(wII,wI,, . . ..w.J, 
w=(w,,,w1z, . . ..W.b)‘. 
(23) 
Let B = Club I, @ lb !a @ Zb lab]. Then we can write (2.2) as 
y=h (2.9) 
where I, is the identity matrix of order n and i,, is an n-dimensional vector all of whose 
elements are 1. Similarly we can write the W-restrictions (2.7) as 
cz=o, (2.10) 
where 
:=(, iz), &=( ;E:) D,> 
c 
0 
= ( W’U, - 0 1,) 0’ 1 . 0 0’ w’(~o 0 Ib) 1 (2.11) 
Therefore, a set of nonnegative weights { wij} is identifiable if and only if for every 2, 
the equation 
(E):=(;) (2.12) 
has a unique solution for z. From Lemma 1 in Seber [42, p. 1011 the latter condition is 
equivalent to: 
(i) R[B’]nR[C’]={~}, 
(ii) rank (E)=l+a+b+ab, 
where R[X] denotes the space spanned by the column vectors of X. The first 
condition (i) is a condition for the consistency of (2.12). It is shown (Yamamoto and 
Fujikoshi [49]) that the first condition (i) is automatically satisfied for every set of 
weights { wij). Hence, the second condition (ii) is a necessary and sufficient condition 
for {wij} to be identifiable. The following results were obtained by Yamamoto and 
Fujikoshi [49]. 
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Theorem 2.1. A set of nonnegative weights (wij} is identijiable ifand only ifone of the 
following conditions (i) -(iv) holds: 
(i) rank D,[I,@ib !,@lb]=a+b-1, 
(ii) rank =a+b-1, 
(iii) rank [D,. - WD, 1 W’] = a - 1, and D, is nonsingular, 
(iv) For any i, if= 1, . . . . a, there exists a chain i, j,, iI, j,, . . . . j,, i’ such that 
Wij,Wi,j,Wilj2”‘Wi’j,>O) 
and w,j>O for all j, 
where W=[wij], D,=diag(w, ,, . . . . w,,) and D,=diag(w, i, . . . . w,~). 
We note that statement (iv) is equivalent to connectedness of two-way designs in 
which the (i, j) cell is empty if and only if wij = 0. It is assumed that the W-restrictions 
(2.7) satisfy the identifiability condition for { Wij}, so { wij} satisfies at least wi, > 0 and 
W.j>O for all i,j. 
3. Some properties of main effects and interactions 
In this section we give some properties of the effects defined by the three types of 
restrictions; C-, UV- and W-restrictions. First we shall see that the interactions 
represent what cannot be explained by an additive model, qij = p + C(~ +pj. The result is 
shown for the W-restrictions which involve the C-restrictions and the UV-restrictions 
with positive weights as special cases. Multiplying (2.9) by w’ and Cz on the left, it is 
seen that the equations (2.9) and (2.10) are equivalent to the following equations 
(3.1H3.3); 
PEW.:’ C C wijYij3 (3.1) 
1 j 
(3.2) 
P 
Here note that equation (3.2) has a unique solution for c( and p since the identifiability 
condition is assumed for { wij}. These equations &e a; alternative approach 
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for the definition of effects, which has been essentially discussed by Yamamoto and 
Fujikoshi [49]. 
Theorem 3.1. The eflects ,a, M, /3 and y defined by the W-restrictions are the same as the II _ 
ones in the following: 
(i) First ,LL is defined so as to minimize 
F C wij(rlij-P)2, 
j 
(ii) Next E and [ are defined so as to minimize 
F C wij(Vij-P---i-pj)2 
j 
subject to 1 wi.Cli=C w,jpj=O, 
1 .i 
(iii) Finally yij are dejined as the remainder terms of 
qij, i.e., Yij=rlij-_--_i-_j. 
Proof. It is easily seen that the p in (i) is given by (3.1). Using 
7 1 wijofij-P~-ai--Bj)2 
j 
it can be shown that the a and /I without side conditions in step (ii) are given by the 
solutions of the first equation of (3.2). By noting that (3.2) has a unique solution for 
a and fl, we obtain the theorem. 0 
In general, the main effects and interactions depend on the systems of weights { ui}, 
{ Uj} and { Wij} as well as the three types of restrictions. We give two hypotheses of the 
effects which do not depend on the definition of the effects. 
Theorem 3.2. If the interactions { yig’} are all zero for some UV- or W-restrictions, they 
are all zero for every UV- and W-restrictions. In this case every contrast in main effects 
{LX;“‘} (or j/3’“‘> has a value that does not depend on UV- and W-restrictions. 
Proof. The results in the case of UV- and W-restrictions were proved by Scheffe [38], 
and Yamamoto and Fujikoshi [49], respectively. The theorem follows by noting that 
the set of UV-restrictions and the set of W-restrictions overlap. 0 
Theorem 3.3. Zf the main efSec.ts { a~“‘> (or {py’}) and the interactions { yiy’} are zero for 
some UV- or W-restrictions, they are all zero for every UV- and W-restrictions. In this 
case every contrast in main efSects {pj} (or {pi}) h as a value that does not depend on 
UV- and W-restrictions. 
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Proof. The proof is similar to the proof of Theorem 3.2. For a proof in the case of 
W-restrictions, see Yamamoto and Fujikoshi [49]. q 
4. The tests of ANOVA hypotheses 
We assume that the errors eijk in (2.1) are independently normally distributed as 
N(0, a2), nij~ 1 and n =Cixjnij>ab. Let 2 be the observation vector defined by 
y=(Y111, ~~.,Ylln,~>Y121, . . ..Yabl. . . ..Yabn.J 
Then 
-Ql= q=JJz, (4.1) 
where A = [in @ Y T], @ = T[$ $3 Zb], Y = T[I, 0 L,] and 
In this model we assume the UV- or W-restrictions which can be expressed as Cr = 0 
as follows. 
UV-restrictions; 
u’tx=O, I, @ II’ 
_I 
“p=O, ( 1 - y=o, f’ 0 Ib - 
W-restrictions; 
(4.2) 
(4.3) 
where w,=(w,, . . . . w,,)’ and w,=(w, 1, . . . . w.~)‘. 
We now consider the following testing problems: 
II,: y =o, _ - 
H,: a=O, (4.4) _ - 
H,: [=O. 
These testing problems can be treated as special cases of a linear model as follows. Let 
Q and w be the spaces spanned by E [y] = 0 under the model and a linear hypothesis 
H, respectively. Let Pn and P, be the”proj&ion operators on Q and w, respectively. 
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Then we can test the hypothesis H by 
F= Y’Q 
.f,_shz $2 
y’(kP,)y fh-s: ‘Z 
(4.5) 
whereP,=P,-P,,f,=n-dim(SZ)andf,=dim(~)-dim(o)=dim(P,)=trP,.Itis 
well known (Seber [42], Arnold [2]) that this test is UMP invariant, unbiased and is 
the likelihood ratio test. The distribution of F is a central or a noncentral F- 
distribution with fh, se degrees of freedom and noncentrality parameter 
6’ =(1/2cr2)8’~~8 , depending on which of thenull and the alternative hypotheses is _ I 
true. Our interests here are (i) to study which hypotheses (4.2) or F-statistics are 
independent of the restrictions necessary to define the effect parameters z and (ii) to 
examine simple formulas for F-statistics, especially by using the W-restr&tions with 
Wij=nij. 
First we note that the space spanned by E [y] = 19 under the model does not depend 
on the restrictions, and is given by 52 = R [ r], &ceihe restrictions are imposed so that 
the decomposition (2.2) is unique. This implies that Pn = PT = T( T’ T)- 1 T’, where PT 
is the projection operator on R [ T]. Hence 
=C C C Yi2jk-_C C nij.F$, 
1 j k 1 j 
and fe= n-ab. In general, we can write 
s,’ = m) 1 c c (yijk - ?f<j)' - s,’ 
1 j k 
= min C 1 nij(yij - rlij)2. 
H ij 
(4.6) 
Let wy, w,, wp, oRy and opy be the spaces spanned by E[y]=d under H,, H,, H,, 
H,, and HP,, respectively, where H,,: a = 0, y = 0, and HBY:-fi =% , y = 0. _ __ _ _I I 
Theorem 4.1. (i) The hypotheses H,, Hay, and H,, do not depend on the restrictions. 
(ii) The spaces CIA,, co,? and copy do not depend on the restrictions, and are given by 
Co,= R[@Y], %,=~cu and oJpy = R [@I, 
respectively. 
Proof. (i) is a direct consequence of Theorems 3.2 and 3.3. For the proof of (ii), see, e.g., 
Arnold [2, p. 943 and Yamamoto and Fujikoshi [49]. 0 
Using (ii) in Theorem 4.1 we have 
s: = y’Q = y’(J% - P,,,,)y, (4.8) 
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and f, = ab -(a + b - 1) = (a - l)(b - 1). The expression (4.8) is useful in examining the 
statistical aspects of st, but not useful in calculating sz itself, since [OY] is not of 
full-rank. A method for calculating st is to use the least squares method based on (4.5). 
Noting that, without loss of generality, we can choose the UV-restrictions with 
Ui = n, ., and Uj = II. j or the W-restrictions with wij = nij, the following holds: 
S,2=min 1 C nij(yij,-~-sri-Bj)2 
1 j 
(4.9) 
where min is with respect to p, ui and pj such that Cini, Cli =&n.jljj = 0. It is easily seen 
that fi=y,,,, and Bi and ~j are the solutions of 
nl. 
0 
nil 
lZlb 
nil .. 
0 j . . 
n a. no1 .. 
. 
aal n. 1 
0 .. . . 
. . 
%b 
lZlb 
%b 
0 
n.b, 
= 
YI ..--nl .Y... 
y,..-n,.j.,. 
y. 1 .-n. 1 Y.. 
y.b.-n.bj . . . . 
(4.10) 
T n1 ,ai=C n,jbj=O. 
j 
These solutions may be determined as follows: 
(i) First obtain oii, i=l,..., a-1, /Jj,j=l)...) b-1 as the solutions of 
i 
b-l 
Hi.oii+ 1 (nij-?Z. j/n,b)$j=Yi..-iI1 .j . . . . i= 1, . . . . U- 1, 
j= 1 
a-l 
Jl (nij-%./%.I4 +n.j$j=y,j,-n.jy..,, j=l,...,b-1, 
(ii) Next obtain 
We now consider the problem of testing H,. As shown in Theorem 4.1, the 
hypothesis does not depend on the restrictions when the interactions are absent. 
However, the hypotheses do depend on the restrictions when the interactions are 
present. So, for testing H,, it is required to determine which restrictions should be 
used. Arnold [2, p. 921 has pointed out that any assessment of which restrictions to 
use is not a mathematical result, but merely an opinion as to which system of weights 
seems the most advantageous. Here we examine formulas for sf . In particular, we 
focus on the fact that the W-restrictions with Wij = nij lead to a nice expression for sf . 
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Let 
G=y’(Pr-K)y=y’Ey, (4.11) 
where P, is the projection operator on 0,. The expression for P, in this case is very 
complicated. An expression for P, can be found in Yamamoto and Fujikoshi [49]. It is 
possible to give a computable expression for s,” by using a method similar to the one 
used for s:. Here we derive an alternative expression for si, based on a full-rank 
model. For W-restrictions, let K,, K, and K,, be the matrices such that 
(4.12) 
For UV-restrictions, we define K, and K, as the matrices obtained by replacing wr by 
u and wC by v, and K,, as K, 0 K,. Then, using the restrictions (4.2) and (4.3), the main 
effects and imeractions can be parametrized as 
a*=K u L’ e* = Kc& y* = K,,Y. (4.13) 
Making the following definitions 
X= LX, X, X, x,1> Xp=&, X, = @K;, 
X, = @K:, X,= TK;,, T*=(p c(*’ p*’ y*y, 
the model (4.1) can be written as a full-rank model as 
(4.14) 
E[JJ = xz*. 
Since H, is equivalent to c1* = 0, we obtain _ _ 
S~=C C nijy~,-_y’r7,(~:,~,)-‘X:,y 
1 j 
(4.15) 
(4.16) 
as a computable formula, where X,= [X, X, X,]. Further, noting that 
P, = x,(rf~x,)- lx,, we get fa = a - 1. As an important special case, we consider the 
problem of testing H, in the model which uses the W-restrictions with Wij=nij. The 
restrictions can be expressed as 
which imply 
o,=~C~nlO(~C~l~~C~nl~)O(~C~l~~C~~I~~. 
Hence 
P,=~T-(~!,+(~P--p!,)+(~T-~~IpI,)~ 
=P [QY] -P*. 
(4.18) 
(4.19) 
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Using (4.18) we may calculate s,” as 
~f=y’((~T-~~,)-(~T-~~o’y,)-(~‘y-~~.)}Y 
=~~~ij~~ij.~,:,‘~s~~~~.j(,i,j.~~,..~; (4.20) 
j j 
where s: is given by (4.9). The sum of squares sf in (4.20) has been described by Rao 
[35, p. 1001 without defining the main effects and interactions. For the case of 
proportional sampling, i.e., nij= n, .n. j/n, ,, it is easy to show that Bi= yi,, -j., and 
Bj=Y.j.-Y..., and 
s~=~~nij(~ij.-~i..-~,j.-Y...)2: 
1 j 
sf=Cni.(Yi..-~...)2 (4.2 1) 
The expressions (4.21) are the same as the usual ones in the case of balanced data. 
Similarly we can obtain formulas for si. 
Regarding the tests of ANOVA hypotheses, it is customary to give certain de- 
compositions for 
1 
or 
If we use the W-restrictions with wij=nij, the following decompositions can be 
obtained: 
(9 
(ii) 
where 
(4.22) 
(4.23) 
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si(si) is called the sum of squares due to the rows (columns) eliminating the columns 
(rows). S,2(S,Z) is called the sum of squares due to the rows (columns) ignoring the 
columns (rows). Further, for the case of proportional sampling, sf = Sf and si = s”$ 
hold. 
The tests of ANOVA hypotheses can be extended to the cases where there exist 
some empty cells, i.e., some of Izi~s are zero. For such cases, model (4.1) should be 
modified as follows: 
E[y]=Tq=At - _ _’ (4.24) 
where A”= [i,, 6 @ ?I, &= f[ia 0 I,], I= F[7’, @ lb] and ? is the matrix 
obtained from T by deleting all the rows involving Ln,, \;ith nij=O. We assume that 
{nij} ‘d t’fi bl is 1 en 1 a e, i.e., the design is connected. Then we see that the sums of squares 
sz, sz and st are the last expressions of (4.6), (4.9) and (4.16), respectively. The degrees 
of freedom of these quantities are fe = n - c,fr = c - (a + b - 1) and_& = a - 1. Note that 
the decompositions (4.22) and (4.23) also hold. Two particular cases of the W- 
restrictions which are generally of interest are 
(i) wij= 
i 
1, if nij>O, 
0, if nij=O, 
and 
(ii) Wij = nij for all i, j. 
In general, these special restrictions cannot be obtained as special cases of the C- or 
UV-restrictions. 
5. Orthogonality 
The notion of orthogonality is associated with designs in which the sums of squares 
due to certain hypotheses, or the least squares estimates of certain parameter vectors 
are independent. We consider the two-way model defined by (4.1), where UV- or 
W-restrictions are imposed. The hypotheses and the parameter vectors related to the 
definition of orthogonality are H,; p=O, H,, H,, H, and p, CC, fi, y, respectively. Let _ M _ 
o,={E[y]; p=O} and cS,=R[T]no:, so on. Following the definition due to 
Darroch and Silvey [lo], an experimental design is called orthogonal with respect to 
the model (4.1) and the hypotheses H,H,, H, and H, if 
(i) the spaces Op, w,, WP and Oy are orthogonal, which is equivalent to 
(ii) the corresponding projection operators pP, F=, Ffl and pY are orthogonal. 
The second statement is equivalent to 
(iii) II~~~~~yI12=II~,yl12+IIP,y/12+IIpPyl12+lIP,yl12. 
Further, in the model in which the W-restrictions with Wij=nij are used, (iii) is 
equivalent to sf = S,” or .$ = 5;. This follows from (4.22) or (4.23). 
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The statistical meaning of (i) or (ii) is that 
(iv) the sums of squares sz, sz, sj and s; are statistically independent. 
On the other hand, these statements can be expressed in terms of the least squares 
estimates (see, e.g., Seber [42, p. 451) as 
(v) the least squares estimates fl, t, l and 2, under the model (4.1) with UV- or 
W-restrictions, are statistically independent. 
Let 
U,=&L), K={@$ V,=(Yp} and U,=(Ty}. 
It is easy to see that (v) is equivalent to 
(vi) the spaces U,, U,, U, and U, are orthogonal. 
The results mentioned above may be summarized as follows. 
Theorem 5.1. A two-way design is orthogonal with respect to the model (4.1), with 
restrictions (4.2) or (4.3) and hypotheses H,, H,, H, and H,, if and only if one one of the 
statements (iwvi) holds. 
The orthogonality problems in the models with UV- and W-restrictions were 
studied by Seber [41], and Yamamoto and Fujikoshi [49], respectively. 
Theorem 5.2. Suppose that all the cells are filled, i.e., nij>O for i = 1, . . , a and 
j=l , . . , b. Then a two-way classification design is orthogonal with respect to the model 
(4.1) with general UV- or W-restrictions and hypotheses H,, H,, H, and H, if and 
only if 
wij = cnij, 
for some c > 0. 
ilij = ni n, j/n. (5.1) 
Seber [41] proved the theorem in the case of UV-restrictions. The case with 
W-restrictions was proved by Yamamoto and Fujikoshi [49]. For related references, 
see Mukerjee and Yanai [32], and Takemura [44]. The equivalence of orthogonality 
and proportional sampling in the model with general UV- or W-restrictions has been 
established under the assumption that all the nij>O. 
In general, a design is orthogonal if and only if sampling is proportional, i.e., 
nij=ni,n,j/n. TO justify this result, we allow a two-way model (4.24) in which the 
design is connected and W-restrictions are imposed with Wij=nij. This means that we 
allow the case where there are some empty cells, i.e., some nij = 0. Then it follows that 
o,=R[~]nR[rn !?]-L, 
W,=R[6 !F]n[!F]l=lR[(Zn-P~)~], 
O,=R@ Q]r\iw[~]‘=rw[(II1-P~)~], 
(5.2) 
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Therefore, the design is orthogonal if and only if 
R[(I,-P&l I &(I,-P,-)P]. (5.3) 
The latter condition is equivalent o @(1,-P,-) (I,-P,-)q =O, i.e., 
(I,-ND,‘N’D,_‘)N=O, (5.4) 
where N = 8 !? = [nij], D,= diag(nl , . . . , n,.) and D, =diag(n, 1,. . ., n.b). Noting that 
rank(Z,-ND;‘N’)=rank(D,--ND;‘N’)=a-1, 
it follows that (5.3) is equivalent o rank(N) = 1, i.e., n;j= ni,n. j/n. 
6. Product models for interactions 
It is impossible to use the F-test for testing H, in the case where there is exactly one 
observation per cell. Tukey [45] was the first to propose a test for interaction in this 
case, assuming a structure for yij given by Yij=J*aipj. Such a structure may be tested 
for interactions in a model with unbalanced ata. Tukey’s model for y in (4.1) is given 
by 
aYl=q=n+qk (6.1) 
where X=[&, Cp Y], <=(~,$,~‘)‘,A is an unknown parameter, and s_ = (gi i, . . . , g Ib, 
921, . . ..&b 1’ > 
Sij=Sij(x<)=criBj~ (6.2) 
Here, in order that ?j be uniquely defined, we impose one of C-, UV- and W- 
restrictions. In the other approach we may impose linear restrictions on c( and fi such 
that X< has a unique representation. The hypothesis H,: A=0 tests the h;poth&is of 
‘no non-additivity’ of a particular type. The residual sum of squares under HA is 
=;11’{‘“-PT+(PT-PI~Ir,)}~ 
=s,z+s; 
(6.3) 
Following Milliken and Grayfill [31], we consider a conventional residual sum of 
squares under the model (6.1) given by 
s”i=y’(l -Px-P )y n ‘p w’ (6.4) 
where m=(Zn-Px) 7’0, d=g(X[) and [is the least squares estimates of 5 under HA. 
Letting” 
I - 
s:=s;-5;=y’P,y, I _- 
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we obtain a test statistic 
F=(n-a-b)s:/(s,2+s:-s,2). (6.5) 
The null distribution of F is a central F-distribution with 1, n-a-b degrees of 
freedom, but its nonnull distribution is not a noncentral F and is very complicated. In 
order to get a reduction for s:, we can impose the restrictions Cini ,C(i =Cjn, jflj = 0. 
Then, 61 and [ comprise the solution of (4.10). Noting that X’TS: =O, we have 1 _ 
(6.6) 
A more general product structure has been introduced as follows: 
(6.7) 
or in matrix notation 
(6.8) 
where E=l$ ““-4 5 I, $=(511,...,5d’, A=Cil,...,&l, ~I=(bl,...,W and 
n=diag(l,, . . . . &). Without loss of generality, we may assume that 
&3...>L,>O, E’sl=A’A =I,. (6.9) 
The product structure (6.7) or (6.8) is nothing but a singular value decomposition of r, 
and rank(r)=q. In case all the nij= 1, refer to Corster and Van Eijnsbergen [S], 
Johnson and Graybill [20, 211, Krishnaiah and Yochmowitz [24], Mandel [26], 
Marasinghe and Johnson [28,29], Okamoto [33], etc. In case of replicated designs, 
see Boik [S, 61, Brandu and Gabriel [17], Gabriel et al. [lS], etc. In addition to the 
product structure (6.7), it is required that one of the following restrictions (iHiii) is 
satisfied, according to the types of restrictions which are used. 
(i) In case of C-restrictions: 
&&lLt’=O’, EAA’$=O. 
(ii) In case of UV-restrictions: 
(6.10) 
u’E/lA’=O’, EAA’v=O. I _ 
(iii) In case of W-restrictions: 
(6.11) 
C Wij(~“nA’)ij=C wij(EnA’)ij=O, (6.12) 
I j 
where (X), denotes the (i,j) element of a matrix X. Under the assumption (6.9) we may 
write conditions (6.10) and (6.11) as 
1;51=1;s,=o, 1=1,..., 4, (6.13) __ __ 
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and 
U’&=u’6[=0, 1= 1, . ..) q, (6.14) _- - 
respectively. One of the referees points out that the W-restrictions are too restrictive 
for the case q = 1, unless Wij= UiOj for some Ui, Uj. However, this difficulty is settled for 
the case q> 1. 
We now consider the problem of testing 
Ho; rank(r)=0 against H,: rank(r)=q. 
The likelihood ratio criterion can be written as 
(6.15) 
(6.16) 
where 
si = min C 1 C (Yijk - ulij12, 
H, i j k 
(6.17) 
.YZ,=min 2 1 C (yijk-ylij)2. 
Ho i j k 
In Section 4 we saw that si does not depend on the restrictions used, and is 
expressed as 
s2 =s2+s2 0 e Y’ (6.18) 
where s,’ and sf are given by (4.6) and (4.9), respectively. In general, the si do depend 
on the restrictions used. Here we obtain an expression for si under the W-restrictions 
with Wij = nij. Let 
Z = Czijl, zij=Yij.-Yi.,-~.j.+Y.... (6.19) 
Then it is seen that 
s;=s*+s2 e 4’ (6.20) 
where 
s,“= min C 1 nij(Zij-_ij)2. (6.21) 
rank(r)=q i j 
No closed solution of (6.21) is known, but it is possible to obtain a numerical solution. 
For an iterative procedure, see Boik [6]. When the sampling is propotional, we can 
give further reductions for s: and sf .In this case, (4.21) yields 
s;=~~Z+ll+...+lm, (6.22) 
1 j 
where m=min(a-1, b-l), z”ij=(ni.n,j/n)li2zij, z”=[z”ij] and 11>...>1,,,>0 are the 
nonzero characteristic roots of zz”l. Similarly we have 
si= min tr(Z-T”)‘(Z”-r”)=I,+,+...+Z,, (6.23) 
rank(P]=q 
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where f= [y”ij] and yij = (ni n. j/n)“‘yij. The last reduction in (6.23) has been used in 
Corsten and van Eijnsbergen [S], Fujikoshi [14], Okamoto [33], Rao [37], etc. 
Therefore, the likelihood ratio criterion is simplified to 
( l,+...+l, ) 
-n/z 
L= 1+1 
,+1+...+l,+s,2 . 
(6.24) 
When each cell has a single observation, sf = 0. Hence L is the same as in Johnson and 
Graybill [Zl], Corsten and van Eijnsbergen [S], Okamoto [33]. 
On the other hand, Boik [6] has obtained the likelihood ratio criterion for (6.15) 
when C-restrictions are enforced, using the model of the matrix F= [yij,] of sample 
means. The model of r can be written as 
E[Y]=1,~!b+ccIb+la8’+r, (6.25) 
where vec(~)=(Y1l.,Ylz.,...,y,,.)’ is distributed as N(.,c?DN’), and DN= 
diag(nrr,nl2, . . . . nob). Here we assume that UV-restrictions are imposed. Then, using 
(4.15) we have a full-rank vector model P E[jq=X c(* 
- [I +K:CY* (6.26) e* - 
which is equivalent to the matrix model (6.25), where i = vec( Y), 
X = C& 0 $ K: 0 $, ‘a 0 Cl, 
and K,, K, and K,, are as in (4.12). Letting r* = K,TK, and 
s”(q)= min (K:,u-vec(T*))‘(K:,D,lK,,)-‘(K:,U -vec(r*)), (6.27) 
rank[T*]=q 
Boik [6] proved that the likelihood ratio criterion can be expressed as 
2: 
[ 
1 +s*(o)-s*(Y) 1 -ni2 ?(q)+s,2 (6.28) 
It is interesting to examine the relationship between (6.24) and (6.28). For a study of 
the distribution of L, see Boik [6], 
7. Related unsolved problems 
The problem of testing H,; a =0 in the presence of possible interactions involves - I 
some controversial points, since the hypothesis and tests depend on the restrictions 
used. Arnold [2, pp. 96-991 has given an excellent account of the problem and has 
described five approaches. The method which chooses the W-restrictions with wij = nij 
may be added as a sixth approach. 
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Problem 7.1. Which of six approaches should be used for testing H,: CI =0 in the _ _ 
presence of possible interactions? 
In this paper we discuss the tests of ANOVA hypotheses, by decomposing the cell 
means into a general mean, main effects and interactions. Alternatively some authors 
(e.g., see Searle [39]) discuss the testing problems, based on the cell means model, i.e., 
y= TV+&. It is important to make clear the relationship between two approaches. 
“RelatGd t”o this problem is the following. 
Problem 7.2. Find simple expressions for H, in terms of cell means and systems of 
weights used. 
If a design has the orthogonality property of Section 5, it seems that the design has 
various desirable characteristics as shown in Theorem 5.1. However, little is known 
about desirable characteristics for fixed nij. 
Problem 7.3. Find certain desirable characteristics for fixed nij when a design is 
orthogonal. 
The tests of the common ANOVA hypotheses in Section 4 can easily be extended to 
the two-way ANOVA model of multivariate unbalanced data. For a multivariate 
extension of Tukey’s one degree of freedom for non-additivity, see Mcdonald [31], 
Kshirsagar [25]. 
Problem 7.4. Extend the product structure (6.7) for interactions to the multivariate 
case and obtain a test procedure for non-additivity. 
Two expressions (6.24) and (6.28) have been obtained for the likelihood ratio 
criterion for testing the product structure of interactions. Both of these are available 
for the case where the sampling is propotional and the UV-restrictions, with Ui=n,i 
and Uj= n, j (or equivalently the W-restriction with wij = ni ,n, j), are used. Relating to 
these two expressions, 
Problem 7.5. Examine a relationship between the test statistics (6.24) and (6.28). 
Further, study the distributions of these statistics. 
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