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Abstract
Lattice simulations of the 3+1 dimensional Nambu-Jona-Lasinio model are under­
taken that provide non-perturbative evidence for the existence of a BCS superfluid 
phase in the low temperature, high density regime.
Standard analytic methods are used to fit the model’s free parameters to low 
energy vacuum phenomenology. The model is simulated numerically for a range of 
baryon chemical potential /z, with the introduction of a diquark source j  to allow 
for the observation of spontaneous U(l)  global symmetry breaking in a finite volume 
system. For // > 0.6 inverse lattice spacings and in the limit that j  —> 0, a non-zero 
diquark condensate, a vanishing diquark susceptibility ratio and an energy gap A ^ O  
about the Fermi surface in the fermion dispersion relation are all consistent with the 
ground-state being that of a U( l)-broken BCS superfluid. The ratio between the gap 
at n = 0.8 and the vacuum fermion mass is found to be 0.15(2). This is interpreted 
as tentative non-perturbative evidence for the existence of a colour superconducting 
phase in cold, dense QCD.
The effects of simulating on a finite volume, and any conditions this places on 
the above conclusions, are investigated. Finally, the results of some initial studies 
at non-zero isospin chemical potential and the prospect of simulations at non-zero 
temperature are discussed.
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Chapter 1 
Introduction
1.1 The Phase Diagram of QCD
For over a quarter of a century, physicists have believed strongly interacting particles 
such as protons, neutrons and the other baryons and mesons observed in particle 
accelerators not to be fundamental, but to be composed themselves of fractionally 
charged fermions known as quarks, and exchange bosons of the strong force known 
as gluons [1]. The quark model, in which baryons are thought of as bound states 
of three quarks and mesons as quark anti-quark pairs, successfully described the 
spectrum of known hadronic sates and predicted the existence of others [2 ]. The 
existence of quarks was confirmed experimentally in the early 1970s by the deep 
inelastic scattering of electrons and muons from the interior of nucleons, which showed 
evidence for the existence of point-like objects with mass approximately one third that 
of the proton (rap) [3].
The model was put into a field theoretic context in 1973, with the birth of Quan­
tum Chromodynamics (QCD) [4]. This theory describes quarks and anti-quarks as 
quanta of the elementary fermion fields 0  and 0 , each with an SU(3) colour charge, 
and gluons as quanta of a self-interacting non-abelian gauge field The Lagrangian
1
CHAPTER 1. INTRODUCTION 2
density of QCD in Euclidean space is given by
£ q c d  =  T i W  -  mo ) ° f r f  ~  (1-1)
In the gauge part of the action, the gluon field strength tensor is T^v — —
dvA-l +  gfabcA^Al, where g is the bare coupling constant and f abC are the structure 
constants of SU(3)c. \i and v are Lorentz space-time indices and a, b, c = 1, . . .  , 8  
are the gluonic degrees of freedom. In the fermionic part i , j  run over N f  flavours 
of quark, a, (3 run over the 3 colours, mo is an Nf  x Nf  matrix of current quark 
masses and D — fp(Aa)a^A“ is the covariant derivative, which observes 
gauge invariance. As well as the SU(3)c gauge symmetry, in the limit that mo —► 0 
the theory remains invariant under global rotations in SU(Nf)L  (g> SU (Nf)n  <g> U ( 1 ) b  
of left- and right-handed chirality and Baryon number respectively . 1
One key feature of QCD is that as a non-abelian gauge theory it has a running
coupling cns, which must be defined at some renormalisation point. In particular, at
large momentum q one finds [7,8 ]
a M  ~  ln(«/AQCD) ’ (1'2)
where A q c d  ~  2 0 0 MeV is the QCD mass-scale. One can see from (1 .2 ) that a s 
exhibits asymptotic freedom, i.e. —> 0  as the renormalisation momentum scale 
goes to infinity, corresponding to a vanishing time- or length-scale. At small distances 
x  <C AqqD, remains small such that within the protons and neutrons of the 
nucleus, quarks remain approximately free. This asymptotic freedom means that 
at small length scales, QCD may be treated perturbatively, in the same manner as
electro-weak interactions. At large length scales, however, the static quark potential
1The classical Lagrangian (1.1) also has an additional 1/(1) a symmetry which is broken in the 
quantum theory by instanton effects [5,6].
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V(r)  +  /cr, where k is a constant, scales approximately linearly with separation, 
and the theory becomes inherently non-perturbative.
One method to attack this problem, Lattice Gauge Theory (LGT), was proposed 
by Wilson in 1974 [9]. In this prescription one defines all of the fields in the theory 
on a discrete Euclidean space-time lattice with non-zero lattice spacing a. This is 
the equivalent of introducing an on-axis ultra-violet momentum cut-off at A ~  a~l . 
Because the cut-off is applied before any other assumptions are made, it is possible 
to solve the theory from first principles without resorting to perturbative expansion, 
such that in the continuum limit, the results of numerical calculations should be exact 
within statistical errors. Problems still persist of course: it currently remains difficult 
to discretise the fermion fields in both a local and chirally invariant way; it remains 
computationally too expensive to carry out full simulations with reasonably light 
current quark masses; to make both the lattice spacing small enough and the volume 
large enough so that space-time appears as a smooth infinite volume box to all length 
scales of the theory requires a very large number of lattice sites. W ith advances being 
made in both formalisms and algorithms, however, and the continuing improvement 
of high-performance computing, in the coming years the vacuum structure of QCD 
may be understood not only qualitatively, but quantitatively. For an outline of such 
issues see for example [1 0 ].
As well as understanding the vacuum theory as a function of its fundamental 
parameters, such as the number and masses of light quarks, it has become increasingly 
popular to ask the question: “How does the nature of QCD change when one changes 
the external thermodynamic parameters?” . In the first few microseconds after the 
big bang, for instance, the temperature of the universe was about 1 0 1 2  times higher
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than it is now [11]. In heavy ion experiments, atomic nuclei are being collided at such 
high energies that m atter in their wake can thermalise at similarly high temperatures. 
Also, in the cores of compact stars, strongly interacting m atter can be compressed 
by gravity to densities of over 108  tonnes/teaspoonful of m atter [12]. The ultimate 
goal of asking this question is to accurately determine the phase diagram of QCD, 
i.e. to map out the phases of the theory, including any transitions between them, as 
a function of the external parameters. For recent reviews on the QCD phase diagram 
see [13] and [14].
A well known example of such a phase diagram is that of H2 0 , which is illustrated 
as a function of temperature and pressure in Fig. 1 .1 . The ice, water and steam phases
(647 K, 2.2x10 Pa)
Water
Ice
Steam
273 K
Temperature ( T )
Figure 1.1: The phase diagram of H2 0.
are all separated by first order phase transitions, meaning that there is a definite latent 
heat involved in crossing the solid transition lines. At T  ~  650K, however, there is a 
critical end point such that above this temperature there is no discernible transition
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between the liquid and vapour phases. These are separated instead by a crossover, 
which implies that there is no exact order parameter that can distinguish between 
them.
A caricature of the QCD phase diagram including both known and proposed 
phases is presented in Fig. 1.2. The parameters on the axes are the temperature T  and
E a rly  U n iverse
(240 MeV, 160 MeV)
Q uark-G luon Plasma
Confinement
N u c le a r
M a tte r 2SC ✓
/
im pact S ta r s
CFL
V acuum
330 MeV
Chemical Potential ( u )
Figure 1.2: The proposed phase diagram of QCD.
the quark chemical potential \i. The world in which we live is situated in the corner of 
the diagram nearest to the origin. In these conditions of low temperature and chemical 
potential, the theory’s SU(Nf )L<^SU(Nf )n  chiral symmetry is spontaneously broken 
to SU(Nf )v-  Since this is a global symmetry, Goldstone’s theorem implies that its 
breaking should lead to the appropriate number of Goldstone bosons. For N f  = 2, 
corresponding to massless “up” and “down” quarks, the Goldstone modes are the 
three pions. Quarks and anti-quarks close to the surface of the Dirac sea with equal 
momentum and energy condense in pairs leading to the creation of a mass gap of
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2E about E  =  0. This gap causes the quarks to become massive. In this phase, the 
strong force is confining in that it is impossible to isolate a single quark or gluon; 
the only states observed are those which are singlet in the SU(3)C gauge symmetry, 
i.e. are colour neutral. If one tries to isolate a quark and antiquark from each 
other, for example, the potential between them increases linearly exhibiting string-like 
behaviour. Once there is enough energy in the string tension, it becomes energetically 
favourable for a q+q pair created from the vacuum to each bind with one of the original 
pair and break the string. If there is enough initial kinetic energy, this process can 
recur many times, which accounts for the 2 or 3 hadronic “jets” observed in particle 
accelerators following initial high-energy scatterings such sis e+ -I- e~ —> q +  q or 
e+ 4 - e~ —» q + q + gluon respectively [15].
If the temperature is increased significantly from current conditions, arguments 
based on the bag model, in which hadronic states are modelled by free quarks confined 
by a “bag constant” potential, suggest that thermal fluctuations should eventually 
dominate and the theory should pass into a phase in which chiral symmetry is re­
stored [16]. Quarks and gluons become deconfined into a soup called the quark-gluon 
plasma (QGP). This picture has been confirmed by lattice simulations in which the 
critical temperature Tc is found to be about 170MeV [17,18]. The order of the tran­
sition is known to be dependent on the parameters of the QCD Lagrangian [19] and 
in a world such as ours with light “up” and “down” quarks and a “strange” quark 
with a mass similar to Aqcd 5 it is thought the QGP is reached via a crossover [2 0 ]. 
Heavy ion collision experiments such as those being carried out at the Relativistic 
Heavy Ion Collider (RHIC) are currently attempting to confirm the existence of the 
QGP.
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Travelling along the T  = 0 axis, one expects to reach a first-order transition 
between the vacuum and nuclear m atter at n ~  m p/3, i.e. when the chemical potential 
is sufficient to create a single nucleon. This is called the liquid-vapour transition [16, 
21]. Further increasing //, one should reach a transition when the chemical potential is 
significant enough for chirally symmetric quark m atter to be energetically favourable; 
at high densities one expects a large Fermi sphere with degrees of freedom deep below 
the Fermi surface frozen by Pauli blocking [16]. The fact that neither of these first- 
order transitions are observed at =  0 in lattice QCD with 2+1 flavours leads one to 
conclude that when continued into the fi — T  plane, these transition lines should each 
reach some critical end point. Unfortunately, due to reasons we shall now discuss, it 
is currently impossible to confirm this picture directly by lattice simulation.
1.2 Lattice QCD at // ^ 0
The reason that exact lattice calculations cannot be extended to fj, ^  0 is largely not 
physical in origin, but technical. When recast in Euclidean space-time, the quantum 
system can be represented statistically in terms of the partition function
Z  =  J  d U d i i d i p e - ^ ' ^ ,  (1.3)
where S  =  J2X £ q c d  is the action written in terms of compact gauge fields U = e%a9Atl. 
Because U is an element of a compact gauge group, in this formulation there is no 
need to perform any gauge fixing and results can remain gauge invariant. In order to 
to be able to calculate (1.3), or related expectation values (O) = ^  f  dU dip dip Oe~s , 
one can explicitly integrate out the bilinear fermionic dependence leaving
Z =  [  d U d e t M e - s’V \  (1.4)
CHAPTER 1. INTRODUCTION 8
where Sg is the gauge contribution to the action and M  = (Ip +  mo) is the fermion 
kinetic matrix. Drawing on the direct correspondence between Euclidean quantum 
field theory and statistical mechanics, it is then possible to carry out the integral over 
gauge field configurations using Monte Carlo methods, in which the highly peaked 
nature of e~s is exploited by using it as an importance sampling weight. This relies 
on the fact that Ip is an anti-hermitian operator which obeys chiral symmetry, i.e. 
[Ip, 7 5 ] =  0 so that its imaginary eigenvalues ±iA must come in complex conjugate 
pairs. Because Ip is diagonalisable its determinant can be written as the product 
of these eigenvalues which must, therefore, be real. This means that one can use 
det Ipe~Sg as the full functional weight, which remains real and highly peaked. This 
argument remains valid with the inclusion of bare quark masses, since the eigenvalues 
of Ip + m 0  are mo ±  iX, which remain in conjugate pairs.
When a chemical potential is introduced, however, M  —> (Ip +  mo +  mo),  which 
is the sum of hermitian and anti-hermitian parts. This has, in general, complex 
eigenvalues making its determinant complex and the importance sampling weight 
becomes |det M\ el9e~Sg. The complex phase can lead to configurations with large 
e~Sg cancelling and the effectiveness of the importance sampling is suppressed. This 
suppression is parameterised by (e10), which is the ratio of partition functions with 
complex and real measure = exp(^rcomp — F Teai), where T  is the free energy of 
the partition function Z.  Since this is an extensive quantity, and Z comp < Z reai, then 
(et0) ~  e~aV, where a  is some constant, and the suppression gets exponentially worse 
with increasing volume V ; this is the notorious “sign problem” . Recent advances mean 
that it is now possible to re-weight configurations generated at // =  0 into the /i — T  
plane and there are initial lattice predictions for the position of the critical end point
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of the chiral phase transition [22,23], Results for the curve of the chiral transition 
analytically continued from imaginary chemical potential, where the sign problem 
does not occur, appear to be in agreement with these predictions [24], These methods 
represent a significant step forward in the determination of the phase diagram of QCD, 
but because they require good overlap with the ji = 0  configurations, one can only 
explore regions for which ^  < 1 . Although this is sufficient to explore the chemical 
potentials reached at RHIC, where ^  ~  0.1, these techniques cannot be extended to 
probe the rather complicated structure of the f i>  T  ~  0 region of the phase diagram 
relevant to the physics of compact stars. In order to do this we must still rely on 
results from models and effective field theories. It is this region of the phase diagram 
with which the work presented in this thesis is concerned.
1.3 Colour Superconductivity
At high chemical potential and low temperature, the ground-state of QCD could 
be described in terms of essentially free gluons and quarks with a Fermi surface at 
E  = Ep  ~  fj>. All fermion states below the Fermi Surface would be filled, and all states 
above would be vacant. If there is even a weak net attractive force between fermions in 
such a system, however, this state is unstable with respect to quark (hole) pairs with 
equal and opposite momenta above (below) the Fermi surface forming bound states 
and condensing out of the fermionic spectrum. This is analogous to the breaking of 
chiral symmetry by qq pairs condensing from the relativistic vacuum. This Cooper 
instability, described the Bardeen-Cooper-Schrieffer (BCS) theory, is the mechanism 
responsible for conventional superconductivity [25,26]. The BCS ground-state is one 
with a distinct energy gap 2A in the dispersion relation about the Fermi surface from
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where the Cooper pairs have condensed. This causes the gauge boson to become 
massive and leads to the Meissner effect. Because in QCD the formation of diquark 
pairs must necessarily break SU(3)c gauge invariance, this phenomenon is known as 
colour superconductivity (CSC) [27]. Perturbative studies of weak coupling expanded 
2  flavour QCD at asymptotically high densities have shown this to be the ground- 
state, which is known as the 2 SC phase. For a recent review of CSC see [28].
In a standard electrical superconductor, the BCS mechanism is a subtle one, since 
the fundamental interaction between electrons is repulsive; the net attractive interac­
tion due to phonon exchange persists only at extremely low temperatures. In QCD, 
however, the fundamental interaction between quarks is attractive in the anti-triplet 
channel, meaning that diquark condensation should be more robust against thermal 
fluctuations. In recent years, studies of four-Fermi models with QCD instanton moti­
vated interactions, have suggested that at T  = 0 the BCS gap in the 2SC phase could 
be as large as 50-100MeV [29]. This means that a colour superconducting phase could 
be relevant to the physics of cold, dense compact stars where the typical temperature 
is only 0 ( 1  MeV) [30]. This study has inspired renewed interest in the field of colour 
superconductivity, with the existence of several new phases being proposed. One of 
these is observed in theories with 3 degenerate flavours, where it is thought that the 
high /z ground-state is one in which SU(3)C ® SU(3) l ® SU( 3) r is broken to a com­
bined SU(3) c+l+r ', this is known as the colour-flavour locked (CFL) phase [31]. In a 
world such as ours with Nf = 2  +  1 , it has been proposed that this phase persists at 
high /z, whilst at intermediate /z it is separated by a phase transition from the chi- 
rally symmetric 2 SC phase in which the strange quark would play a largely passive 
role [32].
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Due to the persistence of the sign problem, none of these phases have been ob­
served in lattice QCD. However, the non-perturbative simulation of model field the­
ories can potentially provide the most robust treatment of colour superconducting 
matter at the intermediate densities relevant to the physics of compact stars. Two 
colour QCD is an interesting model that can be studied on the lattice, since in this 
theory detM (m o,/i 7^  0) is real [33]. At low chemical potential, the theory is de­
scribed by a gas of weakly interacting bosonic diquark baryons, and therefore has 
no Fermi surface. At asymptotically high /i, however, asymptotic freedom suggests 
that quarks should be deconfined and may be in some 2SC-like state, which would 
be a superfluid rather than a superconductor, as in this theory the diquark does not 
break the SU(2)  colour gauge symmetry. This serves to illustrate the importance of a 
non-perturbative solution, as it is clear that some interesting physics should occur at 
some intermediate chemical potential. Lattice studies in recent years have shown that 
two colour QCD does exhibit superfluidity in the dense phase [34]. The behaviour of 
the superfluid is dominated by the nature of the low /j, baryonic degrees of freedom, 
and superfluidity occurs via Bose-Einstein condensation in a manner analogous to 
He4. Increasing the chemical potential further was found to saturate the lattice with 
the fundamental fermions before any deconfinement occurred.
In order to observe a BCS-style scenario, it seems one must resort to studying 
purely fermionic field theories such as the Nambu-Jona-Lasinio (NJL) model [35,36]. 
This model, discussed in detail in chapter 2, has no gauge degrees of freedom and all 
orders of gluon exchange are approximated by a four-fermion interaction.
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The original motivation for the formulation of this model was, however, that it ob­
served the same global symmetries as strongly interacting m atter and its vacuum 
structure exhibited chiral symmetry breaking in a manner directly analogous to BCS 
superconductivity. It is, therefore, an ideal model with which to study CSC in a rela- 
tivistic quantum field theory. Previous lattice studies have been carried out in 2 +  Id, 
since in this reduced dimensionality the theory is renormalisable and has the advan­
tage of being computationally inexpensive to simulate. The 2 +  Id NJL model has 
both a rich and interesting phase diagram; at zero chemical potential and non-zero 
temperature the model exhibits spontaneous mass generation despite the lack of chiral 
symmetry breaking [37], whilst at low temperature and non-zero chemical potential 
the ground-state is that of a “thin film” superfluid, with long range phase coherence 
but no BCS gap generated about the Fermi surface [38]. These phenomena, largely 
due to the reduced dimensionality of the system, are not observed in self-consistent 
solutions, which serves to illustrate further the importance of a full non-perturbative 
treatment. To observe the BCS phase expected in QCD, it is necessary to extend the 
study carried out in [38] to a phenomenologically relevant 3 +  1-dimensions.
This thesis contains results from a numerical study of the high fi, low T phase of 
the 3+1-dimensional NJL model, with the aim of showing that in a phenomenologi­
cally relevant dimensionality, the ground-state of this model is that of a conventional 
BCS superfluid formed in a manner analogous to superfluid He3. In chapter 2  the 
continuum formulation of the model is presented along with its equivalent formula­
tion on the lattice. Unfortunately, in 3 +  Id the model has no non-trivial continuum 
limit meaning it must be treated as an effective field theory with a definite cut-off 
a; the physics of the model is dependent on both the value of the cut-off and the
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regularisation scheme employed. This issue was dealt with by fitting the model’s free 
parameters using standard phenomenological techniques. In chapter 3, results from 
lattice simulations of the model with a diquark source j ,  which fixes the direction 
of symmetry breaking, show that in the limit that j  —> 0  the high /i phase has a 
non-zero diquark condensate and a broken U( 1) baryon number symmetry. More 
direct evidence of diquark condensation is presented in chapter 4, where the high // 
dispersion relation is shown to exhibit a clear gap A /  0 about the Fermi surface, 
directly analogous to the BCS gap observed in low temperature superconductors.
The conclusions of both chapters 3 and 4 are reliant on discarding results with 
j  < 0.3 in extrapolations to j  —> 0. For these low values of j ,  there appears to be a 
discrepancy which is attributed to finite volume effects. This argument is explored in 
more detail in chapter 5. Finally, initial investigations of the persistence of the BCS 
phase with the introduction of non-zero isospin chemical potential and temperature 
are presented in chapter 6 . The conclusion of this thesis is that there is clear non- 
perturbative evidence for the existence of a BCS superfluid phase in the 3 -I- Id lattice 
NJL model, which gives a strong indication that there could be an analogous colour 
superconducting phase somewhere in the high density regime of QCD.
Chapter 2 
The Nam bu—Jona-Lasinio M odel
2.1 NJL as a Model of QCD
The Nambu-Jona-Lasinio (NJL) model was first proposed in the early nineteen-sixties 
as a theory of the strong nuclear force, in which nuclei and mesons were formed via the 
four-Fermi contact interaction of a single fundamental spinor field [35,36], Since this 
was prior to our knowledge of the existence of partons, these fundamental fermions 
were proposed to represent the nucleons. The physics of baryons and mesons is now 
known to be described well by Quantum Chromodynamics (QCD), in which the fun­
damental degrees of freedom are quarks and gluons. The fact that the theory exhibits 
asymptotic freedom allows its perturbative treatment at very high energies. As was 
discussed in the previous chapter, however, when not at asymptotically high energies 
the theory is strongly interacting and the ground-state is inherently non-perturbative, 
meaning that one must either find numerical solutions via lattice simulations or solve 
problems analytically using simple self-consistent models. For this reason, the NJL 
model, recast as a theory of interacting quarks, is still widely studied by nuclear the­
orists and phenomenologists as a simple model of QCD. Furthermore, the fact that 
the sign-problem renders lattice QCD insoluble at high density means that it is one
14
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of only a few tools available with which to study CSC.
Although NJL is a relatively simple model, it does have some interesting proper-
symmetries and the patterns of their breaking are very similar to those of QCD. In 
Euclidean space, the Lagrangian density describing an NJL model with N f  = 2 quark 
flavours in the fundamental representation of SU( 2 ) can be written as
where ip and ip are independent Grassmann-valued Dirac 4-spinors representing the
quark fields, and mo is the the current-, or bare-mass of the quark. For i = 1,2,3,
7 *, are the 2 x 2  Pauli matrices which run over internal isospin or flavour degrees of
freedom, and t 0  is the unit matrix 12. In keeping with QCD, the fields ip and ip can
have an additional N c colour degrees of freedom, but since the model has no gauge
fields, (2 .1 ) is diagonal in the indices a  =  1 , . . . ,  Nc and these have been suppressed.
2
With this inclusion, the coupling before the interaction term becomes In the 
limit that ra0  —> 0, the Lagrangian (2 .1 ) is invariant under independent SU ( 2 ) axial 
and vector transformations corresponding to the conserved chiral and isospin currents
In order to physically interpret these symmetries we apply the operators Pl ,r =
ties which make it a suitable model of QCD. The first of these is that the model’s
(2 .1)
** 5 M l m o - > 0
2im0ipTkj 5ip\ Q = 0  (2 .2 )mo—>0
and
Jk = d„Jk =  0. (2.3)
|(1  ±  7 5 ) to ip to project out left- and right-handed components. The symmetries
(2.2) and (2.3) then become the invariance of left- and right-handed fermions under
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the independent rotations
'ipL^U'i/jL, ipL -+ipLU*\ 'ipR-+V'ipR, xpR ^ x p RV \  (2.4)
where U and V  are elements of SU( 2 ). It is clear to see from (2 .2 ) that the inclusion 
of a small bare quark mass mo ^  0 explicitly breaks the SU(2) ® SU( 2 ) symmetry 
down to the SU(2)y  of isospin, with the SU(2) a remaining only approximate. For a 
strong enough coupling 92 > 9 l  this approximate symmetry is spontaneously broken 
in the vacuum, as happens in nature. This leads to the creation of an approximate 
Goldstone mode, the pion, which becomes massless only when m o =  0. The symmetry
(2.3) is broken if the bare masses of the 2 quark flavours are made non-degenerate by 
replacing the xpromoxp term in (2.1) with e.g. xp{^  mQu 'jxp. In nature this is again 
an approximate symmetry as m u «  raj, so for simplicity we keep the two flavours 
degenerate. The model is also invariant under the axial and vector U( 1) rotations
xp —> eiai5xp, ip —> e~%arihxp (2-5)
and
ip —> e^xp, xp —> e~l^xp (2.6)
respectively. The vector symmetry (2.6) manifests itself in nature as the conservation 
of baryon number and hence we label it U(1)r - When the NJL model was first 
written down, it was noted that there was no evidence in nature for a conserved U(1)a 
symmetry in (2.5) and no Goldstone boson related to its spontaneous breaking, so the 
model was altered to a form in which this was no longer a good symmetry [36]. It is 
interesting to note that the original form does have the same global symmetries as the 
Lagrangian of QCD with 2  degenerate quark flavours, and that the reason that U(1)a 
is not observed in nature is that it is anomalous, i.e. it is not a good symmetry in the
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full quantum theory. This was found to be due to the effects of QCD instantons [5,6], 
We therefore choose to study the form proposed in [36]
,2
C = i ?  +  mo) T%qipq -  9
2 Nr
+ (jF ilsTPqll)qSj (2.7)
where t  =  (7 1 , 7 2 , 7 3 ) is a vector of the Pauli matrices. In this form the model has 
exactly the same global symmetries as full QCD, i.e. S U ( 2 ) l  <8> S U ( 2 ) r  ® U ( 1 ) b -
Another interesting property of the model is that, by design, it describes both 
“baryon” and “meson” degrees of freedom, corresponding to the fundamental quark 
^  and bound iptp states. Most importantly, although the “baryons” are not bound- 
states, being fermionic they do obey the correct statistics. This means that increasing 
the chemical potential from zero, it is possible to build up a Fermi surface, and observe 
related phenomena, such as the formation of a BCS gap A /  0 . However, since the 
broken U(1)b  symmetry associated with the formation of the gap is global rather 
than a gauge symmetry, the NJL analogue of a CSC state is not a superconductor, 
but a superfluid analogous to 3 He. By contrast, the baryons in 2-colour QCD, being 
bound-states of two quarks are bosonic and no Fermi surface can build up. Although 
diquark condensation still occurs, the gauge invariant qq pairs form via Bose-Einstein 
condensation and the result is a superfluid, this time analogous to 4He [33,34,39].
The two major drawbacks of the NJL model come from the fact that the only 
interactions are via four-Fermion terms. Due to the point-like nature of the four- 
Fermi interaction, the NJL model is non-renormalisable for a number of dimensions 
d > 4 [40,41]. One approach to bypass this is to formulate the model in a reduced 
dimensionality, where theory can be normalised and becomes well-defined [42,43]. 
Lattice simulations of the 2 +  1 d model, however, have shown the ground-state of the
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high-// phase to be a “thin-film” superfluid with long range coherence, but no mass- 
gap generated about the Fermi surface [38]. This interesting phase is an artifact of the 
low dimensionality, implying that in order to draw information about QCD from this 
model we need to study a physically relevant 3 +  Id. We are forced, therefore, to deal 
with the model’s non-renormalisability. This can be overcome by the introduction of 
either an infinite number of counter-terms in the Lagrangian, or a new regularisation 
scale for each quantity to be calculated. In practice though, this severely reduces the 
model’s predictive power and it is physically more sensible to associate the interaction 
with a single scale, the UV cut-off A. The model must then be treated as an effective 
field theory, in which not only the values of physical quantities calculated, but possibly 
the nature of the ground-state and the order of any phase transitions are dependent 
on the regularisation scheme employed [41]. In order to ensure that the scheme chosen 
is sensible, one must therefore match the model’s parameters to low-energy, vacuum 
phenomenology. This is done in section 2.5.
The second problem with the model is that the theory contains no gauge fields to 
play the roleof the gluons, i.e. quarks are not confined in any phase of the theory. Not 
only can free quarks can be created in the vacuum, but once the chemical potential 
is increased from zero, there is no nuclear m atter phase for the model to enter. Bag 
model arguments suggest that a bag constant of B 1/4^170MeV is required for nuclear 
m atter to be stable [16], whilst in the NJL model B 1/4 «  0. Instead the model passes 
straight from the vacuum to the chirally restored phase. This is not a problem if 
one limits oneself to studying the symmetry properties of the theory and does not 
interpret any information as to the order of this phase transition phenomenologically.
Despite this limitation, whilst lattice simulation of dense QCD remains elusive,
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the NJL model is the most powerful tool available to probe the statistical behaviour 
of dense quark systems. Furthermore, the fact that previous lattice simulations of the 
2  +  1  d model have exposed a non-perturbative ground-state points out the potential 
importance of fully non-perturbative treatment of even simple models in attem pts to 
understand CSC. It is with this motivation in mind, that the analysis in [38] has been 
extended to the NJL model in 3 +  1 dimensions.
In the rest of this chapter, we discuss the additions to the model necessary to 
calculate quantities at non-zero jlz, the formulation of the model on a discrete space­
time lattice and how the continuum limit of this model differs from the standard NJL 
model. Finally we outline the method chosen for fixing the model’s free parameters.
2.2 Additions to the Standard Model
In order to introduce a chemical potential /z to fermionic field theories, a standard 
term = fiip'yo'ip is added to the Lagrangian. The origin of the form of this term 
can be easily understood by noting that in Minkowski space, ,07o'0 ~  which in 
the canonical formulation of quantum field theory is the quark number operator Nq. 
The parameter /z can be seen as a source for this operator, making the creation of 
fermions energetically more favourable than anti-fermions, and enters the partition 
function ~  e~tiNq in the standard way.
The second addition to the model is the introduction of auxiliary scalar and 
pseudo-scalar fields, situated at the four-Fermi interaction and denoted by a  and 
7? respectively. This “bosonisation” makes the model considerably easier to treat,
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both numerically and analytically. The bosonised Lagrangian is
— N
C  =  ip +  m 0 +  / i7 o  +  o  +  *757?.f )  ip +  — (<T2 +  7T.7t)
2 #
—  TV
=  ip +  r a 0 +  /x7o +  o +  *757T.t) ip +  — (2.8)
where the combination <E> =  cr +  Ht.t is proportional to an element of the chiral group 
such that (2.8) is invariant under the rotation —> V $ U ~ l . Functionally integrating 
(2.8) over <J> one retrieves the purely fermionic NJL Lagrangian.
2.3 The Lattice Model
The work presented in this thesis has been carried out utilising the methods of lat­
tice field theory, in which we replace the space-time continuum with a discrete 4- 
dimensional lattice, with each site separated from its nearest neighbours by the lattice 
spacing a. This has the effect of introducing an ultra-violet (UV) cut-off A ~  a -1, 
which regularises any divergences and makes the theory mathematically well-defined. 
The fact tha t the cut-off is imposed before any expansions or approximations are made
means that this regularisation method can be used to study strongly-interacting field
theories in a fully non-perturbative manner. We define fermion fields on lattice sites 
x  and bosonic fields on sites x  of a dual lattice translated from the original lattice 
by ( 2 ’ 2 ’ 2 ’ 2 )' Space-time integrals and differentials are replaced by sums and finite 
differences respectively such that in the formalism of staggered fermions , 1 the action 
for a non-interacting quark
S  — J  d 4xip(@  +  rrio)ip (2.9)
1For a discussion on staggered fermions and their interpretation see Appendices A.l and A.2.
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becomes
s  = T , ° 4 \ ^  T , [(XiX*+») -  (xxXx-i>)] + m  ( x xXx)  [ ,  (2 .io)
x I. u=0 )
where x  and X are Grassmann-valued staggered quark fields and rjv{x) is the Kawamoto- 
Smit phase
/ x f  1 V = °  / Xrj^x) = < (2.11)
[ (_l)*o+...+*.-i ^ =  1,2,3.
The fact that when evaluating quantities numerically, computer memory must be 
allocated for each field to be defined on each lattice site, forces the theory to be 
defined on a finite volume V.  It is necessary, therefore, to define boundary conditions 
for the fields. We choose bosonic fields to be periodic in all directions, whilst fermionic 
fields are set to be periodic in spatial directions and anti-periodic in time, as this 
choice allows the trace of an operator to be identified with the Grassmann functional 
integral and enforces the correct statistical behaviour [44].
When formulated on the lattice, the action of the bosonised NJL model (2.8) with 
H = 0  is
_ on4
S  =  a4 ^  \XM  la > A  X + (M *  [<j, tt] C] + —  ^  (a 2 + tt.tt) , (2.12)
x  y  X
where M  [<7 , 7r] is the fermion kinetic operator
1 3
M xl A  =  Y a ™  ^  (<W* “  syx-p) + SpqSyxm Q
i /= 0
+  j 6 Sxy ^ 2  (a (i )SPq +  , (2.13)
( x , x )
(x,x)  represents the sum over the set of 16 dual lattice sites neighbouring x and 
e(x) =  (—i^o+.-.+a* js the staggered representation of 7 5  . p, q are the internal SU( 2 ) 
isospin indices, which we include explicitly. The extra fermionic degrees of freedom f
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and £ arise due to the fact that in our simulation we use det Aft M  rather than det M
in the functional weight, which is discussed further in section 3.1.
When introducing a chemical potential on the lattice one does not do so with a 
term a/ix7 oX> since even for free fermions, this leads to quadratic divergences [45]. The 
reason for this can be understood by observing that in Euclidean space, the chemical 
potential acts like the zeroth component of a constant imaginary vector potential, and 
therefore needs to be introduced in a “gauge-invariant” way. The correct solution is 
to introduce n  into the zeroth derivative by multiplying the forward time difference by 
eafi and the backward time difference by e-a/i. With this addition the kinetic operator
Finally, we consider the effect that formulation on a finite volume has on sponta­
neous symmetry breaking. Goldstone’s theorem implies that the spontaneous break­
ing of a continuous global symmetry must correspond to the creation of a massless 
mode and, therefore, to a divergence in the correlation length. Once the correlation 
length £ is comparable to the size of the lattice L, it can diverge no more, meaning 
only a finite amount of energy is required to change the direction of symmetry break­
ing. This allows the direction of symmetry breaking to change from configuration to 
configuration and causes the order parameter of the symmetry to remain zero. This 
is a standard problem in the study of spin systems and chiral symmetry breaking, 
and can be overcome by the introduction of explicit symmetry-breaking terms to the 
Lagrangian. These terms have the effect of fixing the direction of symmetry breaking
becomes
(e^ tyx+ o  -  e “"‘W o )  +  " E ( W *  ~  V - o )  +  2<»no<5*y
(2.14)
(x,x)
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and keeping £ <C L  for sufficiently large L. It is in this vein that we introduce diquark 
sources j  and j , analogous to Majorana masses, in a way that explicitly breaks the 
U(1)b symmetry. In order to ascertain if the symmetry is spontaneously broken, one 
can then study observables, such as the order parameter, in the limit that the sym­
metry breaking terms are reduced to zero. A convenient way to do this is to write 
the action in terms of the bispinors 4/tr =  (x, x tr) and Ytr =  (£, £tr)
0^4
S  = a4 ^  [^ tr 4^[cr, 7f]^ +  T trA*[a, 7?]T] -I — J^ (c r2 +  7r.7r), (2.15)
x 9 x
where the antisymmetric Nambu-Gor’kov matrix A  is
JPI - -  (  572,<5X!/ M xy )  ,2 lg N
^  ~ 2 ( _M.  jTpSly ) ■ (2-16)
Looking at (2.15) it is interesting to note that although the lattice formulation nec­
essarily breaks Poincare-invariance, by making the replacement 7 5  -* e(x) such that 
projection operators Pl,r —> Pe,o =  | ( 1  ±  e ( ^ ) )  n o w  project onto even and odd sub­
lattices respectively, the other symmetries defined in section 2.1 are still observed. In
particular the SU(2) ® SU(2) chiral symmetry remains exact [46], which is not the 
case in lattice QCD.
2.4 Continuum Limit of the Lattice Model
The non-renormalisability of the 3 +  1 d NJL model corresponds, on the lattice, to 
there being no interacting continuum limit. It is illuminating, however, to write 
down the continuum form of the lattice model (2.15) and compare it with the model 
described in sections 2.1 and 2.2.
As is discussed in appendix A.l, the staggered quark approach reduces the num­
ber of degrees of freedom of naive lattice quarks by a factor of 4. This is done by
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diagonalising the theory in spinor indices and disregarding all but one component. A 
continuum interpretation is then made by carrying out the unitary transformations 
outlined in appendix A . 2  to fields q and q defined on sites y of a blocked lattice, after 
which, in 4 dimensions, the remaining 16 “doublers” are interpreted as 4 “flavours” of 
4-spinor, each with a pole at k2 = 0 only. We interpret these extra “flavour” degrees 
of freedom as colours. In this basis the kinetic term becomes
Skin =  a 416 Q a { in  ®  1 2 ®  I 4 ®  I 2) ~  (75 ®  I 2 ®  t 5tp  0  1 2)}
+ m 0  ( I 4  ®  I 2  < 0  I 4  ®  I 2 )  < L
(2.17)
where =  7 * and the two differences and 6^ (defined in appendix A.2) tend 
to adfj, and a2d® respectively in the continuum limit. In the tensor products, the 
first matrix acts on spinor, the second on flavour or isospin and the third and fourth 
on colour degrees of freedom. The fourth matrix, in which the action is diagonal, 
represents the degeneracy in the x  and f  fields making the number of colours in the 
model N c = 8 . For brevity, we suppress this matrix in the rest of this section. The 
diquark term becomes
S'diq =  a41 6 ^ Qtr (C 7 5  ® r2 ® t5C*) q + ^Q ( C j 5 ® r 2  0  t5C*) qtT (2.18)
where C  =  7 4 7 2  =  — 7 1 7 3 7 5  is the charge conjugation operator, which satisfies
C'l11C  -  1 9 J
- c  = CtT = C- 1 = c \
In order to treat the interaction term between the fermions and the auxiliary fields, 
we label the dual lattice { x + \ , x  + \ , x  + \ , x  + \)  by (A; y), where x  corresponds to
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(A; y). We then treat each part of the sum over A  independently, resulting in
S in t  =  a4 £ £ [  a (A ; y)q (14 <g> 12 (8) 14) q +  qi ( 7 5  0  t.7t(A; £) 0) *5) gj +  0(a).  
y A
(2 .20)
Finally, taking the continuum limit, i.e. a —> 0, and including the purely bosonic 
part, the continuum action becomes
'cont = J  d4x { ^ ( ?  +  m 0 +  fJL'Yo) 'Ip + lp [ ( I 4  0  o \ 2 0  I 4 )  +  i ( 7 5  0  'T-Tf 0  t5)] ip 
■i \ j  (^ trC75 0  t 2 0  +  J ( ^ 7 5  0  t 2 0  5^C > tr)] }+;
(2 .21)
9
which in the limit j,~j 0, is equivalent to the original model (2.8).
2.5 Phenomenological Parameter Choice
In this section we discuss the method for fitting the model’s free parameters to low 
energy vacuum phenomenology. Since the lattice model has no interacting continuum 
limit, one must choose a fixed lattice spacing a ~  1/A, corresponding to a fixed 
coupling constant /3. Employing methods outlined in [41] we calculate the ratio 
between the pion decay rate f n and the constituent quark mass m*, i.e. the mass of 
the quark in the chirally broken phase. By fitting to phenomenological values one 
may then extract as a function of the model’s only other free parameter, the bare 
quark mass mo. Finally, calculating and fitting the pion mass m n allows one to fix mo, 
and hence p. We take advantage of the fact that a perturbative expansion in 1/NC is 
possible in four-Fermi theories by calculating quantities analytically to leading order 
in 1 / N c, the Hartree approximation. Feynman diagrams are evaluated using staggered 
quark propagators defined on an Lzs x L t/24 Euclidean blocked lattice with periodic
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boundary conditions in spatial dimensions and anti-periodic boundary conditions in 
the temporal dimension. In this scheme the Feynman rules of the model are:
(a) Draw all topologically distinct, connected diagrams to the desired order in l / N c;
(b) In each diagram attach a staggered quark propagator to each internal line
^  sin 2akfJL (7  ^<g> 1 2  <S> I 4  ® I 2 ) 
k m
y ]  sin2  aku +  (am*)2
V
p  ^ 2  ( 1  ~ cos 2aM  ( 7 5  ® 1 2  ® ® 1 2 )
2  a
+   *
sin2  akv +  (am*)2
u
m* (1 4  ® 1 2  ® 1 4  ® I 2 ) . , 2  22^
V—^ . 9 1 / * \ 2  ’ \ ’ Jy  sin akv -I- (am )
(c) For each four-Fermi interaction multiply by
^  Scalar
2
Pseudoscalar;
(2.23)
(d) At each inner vertex enforce momentum conservation modulo n/a,  since the 
fact that the lattice spacing on the blocked lattice is 2 a limits the momentum 
range of the staggered quark to — |  < < | ;
(e) For each internal momentum k not fixed by momentum conservation at the
,7r/2a d4p
vertices insert a factor /7T/za ■n/2a- tt/  (27t)4’
(f) For each closed loop multiply by a factor (-1) and impose a trace over the 
fermion’s degrees of freedom;
CHAPTER 2. THE NAMB U-JONA-LASINIO MODEL 27
E =
(g) Multiply the contribution for each diagram by
(i) a factor of (-1) between graphs which differ from each other only by an 
interchange of two external lines;
(ii) a symmetry factor to take the combinatorics of the diagram into account.
The momentum loop integrals were evaluated over discrete mode sums on increasing 
volumes V  until the effect of increasing V  was found to be negligible.
Let us first calculate the gap equation, the fermion self-interaction, to leading 
order in 1/NC. For sufficiently strong coupling g2 > g2 the scalar auxiliary field a 
develops a spontaneous vacuum expectation value E, which in the chiral limit can be 
identified with the constituent fermion mass and is given by
NcNfm* f*  d4p 1
(27r)4 ^  sin2pfi +  (am*y
where N c and Nf  are the number of flavours and colours respectively, and = a2/g 2 
is the dimensionless inverse coupling constant.
Now let us calculate the dimensionless ratio between the pion decay rate /„- and 
the constituent quark mass m*. f n is calculated from the vacuum to one-pion axial- 
vector matrix element
p + k/2
( 0  7Tj) — ^'7/x<7 5 ‘2’ .........“* ............ ' ( 2 . 2 5 )
p — k/2
Translating this diagram we yield
i f  J n  sin k„ = ^ i  f 7 ^ 4  Tn ^ S  (p+) 7 5 S (p~) Sy, (2.26)
2 J - k (27r)
K  =  N c N /m '  [ l  A i l  I  (2 24)
P 7=* . .  „ )2’ ’
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where the momenta p± = p ±  k/2. Factors of the lattice spacing a have been sup­
pressed. Having carried out the trace over colour, flavour and spinor labels we divide
(2.26) by the constituent quark mass m* to find the desired ratio
fir   9-KqqNcNf P 2 d p_____________________ P^fi________________  ^  2J\
m* 2m* J_k (27t) [ ^ s i n 2p+-fm*2] ]T]psin2p~ + m*2
where gnqq represents the pion-to-quark-quark coupling strength.
In order to obtain a functional form for g^ qq let us investigate the nature of the 
pion propagator in this model. To leading order in 1/NC the effective interaction 
can be expressed as an infinite sum of “bubble” diagrams in the random-phase ap­
proximation, i.e. the pion is approximated as a single quark-antiquark pair with no 
internal isospin-changing interactions. The scattering of two quarks via pion exchange 
is illustrated diagrammatically in Fig. 2.1.
>  < = x * x x * x x x + -  ■ -  x- X )
Figure 2.1: Feynman diagram of quark scattering via pion-exchange to leading order 
in the 1/NC expansion.
Using the Feynman rules the diagram becomes
9irqq^ir{^9irqq — T5 t^ 
=  75 Ti
9 4 .9  n  9‘6 9*u  9*u  9*
T  T  p,T  T  >” 4 ‘“ I + ''
75^',4 +  32n psJ
ItTi (2.28)
(2.29)
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where nps is the vacuum polarisation of the pion. Diagrammatically
p +  k/2
l i p s  ( £ 2 )  = *75 Ti llbTj (2.30)
p — k/2
which is written as
nps (P )  = -NcNj j d4p
f  L z  (2tt)4 [ ^ s i n 2p+ +  m*2] £ psin2p~ +  m*2
x ( ^ 2  [s in 2 p t sin2*V +  i 1 ~  cos2 p t )  (x ”  cos 2 p » ) ]  +  4m *2 j  ’ (2-31)
where k2 =  53jUosin2 the effective squared-pion-momentum in units of a2. In
order to bring this into a form more easily manageable one can rewrite the denomi­
nator of the integrand in terms of the partial fractions
1 (  I 1
(1 -  Yju cos 2Pv cos kv +  2m*2) \J2fj, sin2 Pp +  m *2 +  Y jP sin2 Pp +  m *4 
and the numerator as
2 [l — cos 2pfl cos kp — sin2 kp] +  4m*2.
It is then possible to show that (2.31) becomes
l i p s  ( i t 2 )  =  2NcN j  sin2 k„I(k2)
(2.32)
(2.33)
-  2NcN f
i :
d 4p
[- f  (2^)4 
where the integral I ( k 2) is given by
2 d4p
+
E p  sin2 Pt  +  m ' 2 E p  sin2 p~ +  m*2
(2.34)
;<*■) .  / '
E p  sin2 Pi  + m ' 2 sin2 Pp + m *2
(2.35)
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By making shifts in the loop momenta the second and third terms of (2.34) are seen 
to be proportional to the gap equation (2.24) leaving
nps (fci) =  - 4  (> *  "  m° ' ■ — r a r / B -
m*g2 +  2NcN f k2I ( k 2). (2.36)
Expanding (2.29) about the pole at k2 = - ( a m ,) 2, again with a suppressed, we find
(an ps/ai2) " 1
dnqq^nitydnqq — 75 k2 +  m l
■757-j, (2.37)
from which we may deduce
2 _  I Wps
gnqq 1 d&
- i
(2.38)
k>=-ml
In the vacuum, the pion is an approximate Goldstone mode which means that it is 
a good approximation to evaluate d l i ^ / d k 2 in the chiral limit, i.e. at k2 = —m 2 =  0. 
This yields the particularly simple form
d4p 1g~l  =  2 N cN f /: £  si n2p„ +  m *2 2 * (2.39)
Finally, by substituting this into (2.27), setting the momentum of the pion to zero, 
and reintroducing the lattice spacing a, the ratio between f n and m* is found to be
2 d4p cos 2
A
m*
sin2 P,. +  (am')'
(2.40)
d4p
' - f  (2«Y V  sin2 Pp + {am*)'
In order to check that this form is sensible we choose to examine the continuum 
limit by extracting the leading-order behaviour of (2.40) as the dimensionless quark
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mass a m *  is reduced to zero. This is done by the introduction of a hyper-spherical cut­
off 5 which splits the loop momenta into two regions, one with \p \  > 6  and the other 
with \p \  <  5 .  As 6  —> 0, the inner hyper-spherical region picks up all of the leading 
order continuum behaviour whilst the outer region contains the small terms relevant 
to lattice perturbation theory [47]. Ignoring these terms and taking a m *  —> 0 we pick 
up the leading order behaviour of (2.40), namely f n / m *  y / N c N f / 4 i r 2 In( 6 / a m * ) .
Although this quantity is logarithmically divergent, we know that the integral between 
7 r / 2 a  and — n / 2 a  is finite and independent of S , and that the transition between 
the two regions of integration is smooth. This means that the In 5 term must be 
cancelled out by a similar term in the outer region leaving the leading-order continuum 
behaviour of f - n / m *  to be
m* V (27r) a m
In  . (2.41)
This is the same leading order behaviour that is found for the regularisation schemes 
employed in [41], namely 3d-momentum, 4d-momentum and real-time cut-offs as well 
as the Pauli-Villars scheme.
By calculating (2.40) in the infinite volume limit and fitting f v  to its experimental 
value of 93MeV and m *  to a reasonable 400MeV we are able to extract the dimen­
sionless quark mass a m *  = 0.557, meaning that to leading in 1 / N c the lattice spacing 
a  = (720MeV)-1 ~  0.3fm. Solving the gap equation (2.24) with this value for the 
mass we find that a/3E =  0.2730, and using the identity that m *  =  m0 +  E we are 
able to deduce a relationship between the bare quark mass and the inverse-coupling
^  0273
(0.557 — a m 0 )
Finally, in order to fix the bare quark mass and hence the coupling constant, we need 
to fit to one more phenomenological observable. Again following [41], we calculate
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the mass of the pion by identifying the poles in equations (2.29) and (2.37),
0 =  4 + n ps(~k2)
=  4 ^  -  2NcN ! ^ L l ( - ( a m „ f ) .  (2.43)
m* p
Setting rrin to a phenomenologically reasonable 138MeV and demanding that (2.42) 
is satisfied fixes the bare mass to am0 = 0.006 and the inverse-coupling to P = 0.495. 
Table 2.1 contains a summary of the fits carried out and parameters extracted. It also 
contains results of the above analysis repeated with different values of the constituent 
quark mass.
Phenomenological 
Observables Fitted
Lattice Parameters 
Extracted
m* =  350MeV 
f n =  93MeV 
= 138MeV
am0 = 0.006 
P = 0.518 
a " 1 =  714MeV
m* = 400MeV 
f n = 93MeV 
m n =  138MeV
am,Q =  0.006
/3 = 0.495 
a " 1 =  720MeV
m* = 450MeV 
f n = 93MeV 
=  138MeV
arriQ = 0.006 
P =  0.475 
a~l = 728MeV
Table 2.1: Summary of large-Nc parameter fits.
Chapter 3 
Zero Tem perature Phase Structure
3.1 The Simulation
The phase structure of the Nambu-Jona-Lasinio model is known from self-consistent 
approaches to be both rich and varied. At low temperature and chemical potential, 
spontaneous chiral symmetry breaking leads to a dynamically generated fermion mass, 
whilst at high temperature the model passes through a transition into a phase in 
which this symmetry is restored [48,49]. The fact that this behaviour of the symmetry 
structure at zero chemical potential closely resembles results from lattice QCD [17,18] 
is encouraging when considering the model at fi > T,  where the numerical solution of 
QCD remains elusive. Self-consistent treatment of the model in this region has shown 
there to be a BCS phase with restored chiral symmetry and a superconducting gap 
A > 0 for sufficiently high density and low enough temperature [27]. In this chapter a 
numerical study of the phase structure of the model as a function of chemical potential 
is presented. The chiral condensate and baryon number density have been measured 
and are shown to qualitatively agree with the self-consistent solution calculated in 
the large-Ac limit. In the diquark sector, measurement of the order parameter and 
related susceptibilities provide non-perturbative evidence for the existence of the BCS
33
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phase at intermediate densities that may be phenomenologically relevant in the study 
of compact stars. These initial results have been extrapolated to zero temperature, 
since with no thermal effects, the BCS gap should be at its largest, and evidence 
of diquark condensation is likely to be strongest. Before the presentation of any
the approximations that have been made.
The Euclidean path integral of the lattice model described in section 2.3 is
where the pfaffian PfQ =  \/det Q.
Simulations were carried out with the Hybrid Monte-Carlo (HMC) algorithm [50] 
described in appendix B.1.1, which has the advantage of being exact, i.e. the only 
errors in measured quantities are statistical in origin. Since this algorithm requires 
the evaluation of the full action at the end of each trajectory, one is required to use 
an integer N  species of staggered quark corresponding to N c = 8N  continuum quark 
colours.
In order for the importance sampling techniques used in the HMC algorithm to 
work, it is important to show that the Pf2 (2*4) =  det 2*4 is both real and positive. 
This proof, outlined in [38], is repeated here for completeness. First, we use the 
property of a block square matrix
results, however, it is necessary to discuss some technicalities of the simulation and
dcrd7?d4>trd'Ifd YtrdT e (3.1)
where S  is the lattice action (2.15). Integrating over the fermionic bispinors, we have
dodirPf2 (2 A  [a, if]) exp
det X  det ( Z - W X ^ Y ) (3.3)
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to show that
det 2 A  = det ( j  j  +  T2M tTT2M ).  (3.4)
Using the identity r2TiT2 = —t*, it is then simple to show that t2M t2 =  M*, and 
therefore
det 2 A  = detQ j  +  M*M), (3.5)
which is real and positive if j j  is chosen real and positive. We set j  = j  = j* 
throughout, which fulfils this requirement. In the limit that j, j  —» 0, (3.5) re­
duces to det (M*M), which is manifestly real. Furthermore, it is possible show that 
det M  itself is both real and positive by use of an argument that was used in [33] 
to show that this is the case in 2 colour QCD. The argument, outlined in full in ap­
pendix B.1.2, states that if there exists a unitary operator T  such that [K T , M] = 0 
and (K T )2 =  — 1, where K is the complex conjugation operator, then d e tM  is both 
real and positive. If we choose T  =  r2, we see that [Kt2, M] = ( K t2M  — M K t2) = 
(rjM *tJ — M ) t£ K  = 0 and (K t2)2 =  K t2K t2 =  r l r2 =  —12, so both of these criteria 
are met.
This reassuring property means that were simulations carried out with the hybrid 
molecular dynamics “R” algorithm [51], one could safely choose N  = \  => N c = 4. In 
keeping with [46], however, we keep N  = 1 corresponding to 7VC =  8 in the continuum. 
The fact that det M  is both real and positive may also be a reflection of the fact that 
interactions between quarks from M  and conjugate quarks from M t do not play an 
important role in the dynamics of the lattice NJL model [52]. In QCD, in which 
det M(fi  /  0) is not real, this is not true; simulations with det(M^M) lead to the 
formation of Goldstone baryons between the quarks and conjugate quarks and the 
onset of matter occurs at /i ~  mw/2 rather than at fi ~  mp/ 3.
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Simulations were carried out on L?s x Lt lattices with L s = L t = 12, 16 and 20, 
for various values of /x. Approximately 500 equilibrated configurations separated by 
HMC trajectories of mean length 1.0 were generated in each run. The non-integer 
parameter N \  i.e. the number of staggered quark species used in the “molecular 
dynamic” generation of trajectories, was tuned so that the acceptance rate was high, 
whilst the number of time-steps per trajectory could be kept fairly low. The reason 
this was possible is that the trajectories’ only role in the HMC algorithm is to separate 
successive Monte-Carlo steps in phase-space, whilst remaining in a region in which 
the acceptance rate is high. The numerical evaluation of the path integral occurs 
solely in the accept/reject step for which N  is kept strictly 1.0 and the physics of the 
simulation remains unchanged. Empirically, the optimum value of N'  was found to be 
slightly larger than N,  and tended to decrease as the volume of the lattice increased. 
As an example of the improvement that this can bring, in a run at /x =  0 on a 204 
lattice with time-step 6r = 0.1 and N' = N  =  1.0 the acceptance rate was as low as 
26%. By increasing N'  to 1.005 and keeping the time-step the same length this rate 
was increased to 80%.
Another deviation from the standard algorithm is that the diquark terms were 
treated in the partially quenched approximation, in which the sources j  and j  were 
set to zero during the HMC update of the bosonic fields and the functional measure 
reduced to det The sources were made non-zero and the full path integral
restored only during the measurement of diquark observables. Field theoretically, this 
means that the formation of virtual diquark pairs in the vacuum was suppressed. This 
approach has the advantage that one can examine many source strengths for only one 
computationally expensive chain of field evolutions but it is theoretically less sound
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than a full simulation with dynamical diquarks. It should be noted, however, that no 
significant effect on diquark observables due to partial quenching was noted in [38].
3.2 The Chiral Phase Transition
As has been previously discussed, self-consistent treatment of the NJL model shows 
that for sufficiently strong coupling the approximate SU(2)l ®SU(2)r chiral symme­
try is spontaneously broken in the vacuum to SU(2)y, leading to a dynamically gen­
erated quark mass m* = E +  rao, and 3 degenerate pseudo-Goldstone modes identified 
with the pions. In the presence of a baryon chemical potential ji ^  0 the symmetry is 
approximately restored as /x is increased through some onset scale /i0 ~  E, with the 
order of the transition being sensitive to the parameters employed [41].
We determine the nature of this transition in our physically reasonable regime 
by studying the order parameter of chiral symmetry breaking, the chiral condensate 
(xx), defined by
/ -  \  _  1 d l n Z
{xx) = v (3-6)
Using the form of the path integral (3.2), we find that
a  In 2  /0 1 n P f(& 4 )\ / 1 TW ln(2.A) \  / i  f 0 12 \  A
=  \ — * ^ ~ )  = \ 2 - ^ T " /  =  \ - ^  {  _ l 2 o ) A  J ’ (3'7)
The reason why the above expression contains the pfaffian of 2A  rather than the 
determinant, is that in keeping with [38] we chose not to take the derivative of the 
part containing the bispinors T  and Ytr. An equivalent statement is that we chose to 
differentiate only with respect to the current mass of the 4/ and \ktr fields.
The traces were taken via a stochastic estimation in which one chooses a complex
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pseudofermion estimator rj from a Gaussian distribution such that
77*77 «  4V => rfQr] TrQ, (3.8)
where Q is some square matrix with the same dimension as A. The expectation 
value was then found by taking the average of the measurement carried out on 77conf 
successive field configurations [$] such that
0 12
V'[
[*]
We also define the baryon number density per flavour as
A  1rj. (3.9)
1 d in  Z  . .
" B S  (3'10)
which calculated on the lattice is
ne =  ( d  (  ° *****6 + 6 *s'*~6 )  ■ (311)i e i / \  ^ _ e^  v_8 _ e- , ^ +6 0  7  7
The matrix A  was inverted using the same conjugate gradient algorithm used in 
the HMC field updates [53]. Because here we wish to evaluate the inverse of A  rather 
than M, the noise vectors chosen here were twice the size. This algorithm solves the 
vector equation A .x =  b to an accuracy dependent on a parameter known as the 
stopping residual. In our measurement routines we used A =  A* A and b =  .4 *77, 
such that the resulting vector x =  (A*A.)-1 A*77 =  A _177. To calculate (xx) and tib, 
therefore, only one inversion of A was necessary, during which the stopping residual
per site rs was chosen as 1 x 10-5. For more information on this algorithm see
appendix B.1.3.
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Both ( x x )  a n d  t i b  were calculated at various values of /i G [0,1.2] on 124, 164 and 
204 lattices, with measurements made on every other field configuration. At the time 
of each measurement, 5 pseudofermion estimations were made of both ( x x )  a n d t^ b  
and the average recorded. The cost of the simulation was much greater in the chirally 
restored phase than in the chirally broken one, since the rate of convergence of the 
matrix inversion is related to the magnitude of the diagonal elements of M, which in 
turn are proportional to m*. For example, the run at /i =  1.0 on a 204 lattice took 
approximately 8.5 CPU days on a 2 .0GHz Xeon processor. On the same CPU, the 
run at n = 0.0 took just over 3 days.
Once the simulations were complete, the statistical errors in the measured quanti­
ties were calculated using the jackknife estimate described in appendix B.2. Results 
were extrapolated linearly to the infinite volume limit V ~ x —> 0 by a least-squares fit 
solved via singular value decomposition. A discussion of the curve-fitting procedure 
used is contained in appendix B.3. As an example of the quality of the fits, the
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Figure 3.1: Extrapolations of (x x )  to V  1 —> 0 for /i = 0.0, 0 .6 , 0.8, and 1.0.
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X2/d.o.f. for the curves fitted to (xx) at /i =  0.0, 0.6, 0.8 and 1.0 were 7.05, 0.02, 
4.27 and 0.60 respectively. These values are higher than one would wish for, as three 
volumes, corresponding to a single degree of freedom, is the minimum number for 
which a linear fit has any meaning. They do show the fits to be acceptable, however, 
especially when one considers Fig. 3.1, in which the dependence on V ~l appears only 
weak.
In order to compare the lattice data with perturbative results, both (xx) and 
tib were calculated to leading order in l / N c. This large-N c limit corresponds to a 
mean-held theory, in which the scalar held a = £  on every dual lattice point, and 
the auxiliary pseudoscalars 7? are exactly zero. In this limit, and with j  = 0, (3.9) 
becomes
3 tt/2
lim (xx) = J77 (3.12)
Nc —loo 4 V — —
^= 0  kv=—7r/2
where M[/i, ku] is the fermion matrix on a blocked lattice and transfered into momen­
tum space. The trace of its inverse is
19 m *
Tr M\i i ,kv\~l = ------------------------------------------------------------- 5---------------------• (3-13)
1-(1  — cos 2ko cosh 2fi — i sin 2ko sinh 2/i) +  sin2 kj +  m*2 
& 7=1
Similarly, the baryon number density (3.10) becomes 
limjvc->oo nB =
1 1 3 (3-14)
— —  — (cos 2^o sinh 2/i +  i sin 2/c0 cosh 2/i) T rM [/i,/cj-1 .
v= 0 kv=—7t/2
The solutions to these equations were found by evaluating the mode sums on the same 
sized lattices as those on which the simulations were carried out, and extrapolating 
to V ~l in the same manner. The quality of the extrapolation was then checked by
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comparing the results to (3.12) and (3.14) evaluated on a 1504 lattice, beyond which, 
increasing V  was seen to have little or no effect.
Our results are shown in Fig. 3.2. To leading order in l / N c chiral symmetry is 
approximately restored via a crossover between OAS/i£0.6. The lattice data agree 
qualitatively with this although both {xx) and fi0 are about 15-20% smaller, which 
we attribute to corrections of 0 ( 1 / N c). Ub increases approximately as a power of 
//, with saturation effects appearing for fi > 1.0 , as not far beyond this point the 
occupancy of states on the finite volume system becomes close to one per flavour 
label per site.
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Figure 3.2: Chiral condensate and number density as functions of \i extrapolated to 
V ~ ] —> 0 showing both the large-A^c solution (solid curve) and lattice results (points). 
The dashed curves are the large-iVc solutions solved directly in the infinite volume 
limit.
As was discussed in chapter 2, the NJL model is believed to have no nuclear matter 
phase between the vacuum and chiral symmetry restoration, which is confirmed here 
since the crossovers in ( x x )  and n b  are coincident. For this reason we cannot interpret 
the fact that we observe a crossover phenomenologically. It is interesting to compare
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this, however, with the 2 +  1 d model in which the transition is strongly first-order [38, 
46].
3.3 Diquark Condensation and Superfluidity
The main purpose of this study of the model’s phase structure was to determine the
nature of the high density phase in which chiral symmetry is approximately restored.
In particular, in order to explore the possibility of a U(1)b ~violating BCS phase we 
have studied diquark order parameters and their susceptibilities [38,46] as functions 
of chemical potential. To define these parameters let us first introduce the operators
qq±(x) = x tr-^ x M  ±  x ^ x tr, (3.15)
which allow one to define both the diquark condensates
! 1  a  In z fo ^{qq±) = vljT’ (3'16)
where j± = j  ±  j, and the related susceptibilities
X± =  ^2(qq±{0)qq±(x)) (3.17)
X
= ( x trT2X(0)xtrT2X(x) +  x r2x tr(0)xr2x tr(z)>
X
±  ( x tTT2X(0)XT2Xtr(x) +  X7-2Xtr(0)xtr72X(^)) • (3.18)
On their own, these susceptibilities are of limited importance. From (3.18), how­
ever, it is straightforward to derive the Ward identity
(«?+>
which along with the ratio
(3.19) 
J+
R  =  (3 .2 0 )
X-
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allows one to distinguish between phases in which the U(T)b symmetry is either 
manifest or broken. With the symmetry manifest and in the limit j  —> 0, these two 
susceptibilities should be identical up to a sign factor and the ratio should equal 1. If 
the symmetry is broken, the Ward identity predicts that X- should diverge as j  —> 0 
and that R  should vanish.
To calculate the diquark condensate one can use the same stochastic estimation 
method used to measure (xx) and tib via
<M±> = W  ( ±To I)'4"1")' (3 '21)
Once again, the definition (3.21) allows one to use the same values of A ~ xr] as in the 
evaluation of (xx) and ub and one is not required to carry out an extra inversion of
A.
To calculate the susceptibilities, let us first write them as the sum of two contri­
butions corresponding to the two possible Wick contractions
X =  [((T rrg XI)2) -  ( T r r f c ) 2] +  <'MVo*r0&> , (3.22)
=  [ < 0  O )  -  < 0 > 2] +  ( O )  =  Xdis + Xc°", (3.23)
where Q =  A  1 is the Gor’kov propagator
_ A - 1 -  (  (XxXy)  (XxXy)  
( XxXy)  (XxXy)
a *  =  -* £  = [ I .  (3 -24)
and T projects out the appropriate components. We label these components the 
“disconnected” and “connected” susceptibilities respectively. This definition implies 
that the disconnected component follows directly from (3.21) as
x t  = { q q l ) - V ( q q ±)2 . (3.25)
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Although the first term of (3.25) appears to need an extra inversion of A,  it was 
possible to take advantage of the fact that n = 5 measurements of qq± were made 
and use
<«*> = tiv-r1-1)( £  ^ ( T2 ° ) { T2 ° ) V6 4 1 /n (n  -  1) \ a^ a \  0 r2 J  \  0 r2 J
(3.26)
For the connected component, let us calculate the four terms in (3.18) indepen­
dently. The first term is
( x tr- jx (0 )x tr j x ( i ) )  =  (XiX2(0)xiX2(z)). (3-27)
which after Wick contraction of the non-local terms leaves
(XiXi)ox ( X 2 X 2 ) o x ~  (xiX2)0x (X2Xi)ox =  G 11G 22  ~  G 1 2 G 2 1• (3.28)
Similarly, the three remaining components are
( x j x tr( 0 ) x f  x tr(* )) =  \ (Q339u  -  Qm Gm ); (3.29)
( x tr J x ( 0 ) x  J x tr(x)) =  1(014023 -  013024); (3.30)
( x  J x tr(0)xtr J x W )  =  1(031042 -  032041), (3.31)
which imply that one must to know all of Q to calculate x±- This was done by 
choosing a random point source on the lattice, which was labelled x  =  0, and defining 
Tjj as the zth component of =  (5ox, <5ox> <$oa:)- By calculating (52x A ~ lrn) for
each i one has therefore calculated the four columns of Q. The fact that both (xxXy) 
and 7 2  (XxXy)  and their barred counterparts are proportional to elements of SU(2), 
however, implies the following symmetry constraints:
G21 =  G\2-> G22  =  ~ G h ,  G23 =  ~ G u ,  G24 =  G * 3 ; ^  ^
G 4I =  ~ G 32 , G42  —  G 3i ,  G43  —  G 34 , G44 — ~ G 3 3 ,
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such that in order to know the whole propagator one need only calculate the first and 
third columns. The connected susceptibilities are then given by
con _  [ l ^ l l l 2 +  l ^ 2 l |2 +  | & | 2 +  1^43 |2] L [1^13 |2 +  | & | 2 +  |^ 3 l |2 +  |^ 4 l |2] /Q ooN
X± -  4 ±  4 • (J-oo)
These susceptibilities were calculated on the same lattices used in the previous 
section for various values of /i. It is interesting to note that although in most cases 
the disconnected contributions were found to be consistent with zero, in the low fi 
phase with large j ,  x+s could be up to 10 — 20% the magnitude of x+on, an example 
of which is illustrated in Fig. 3.3. In contrast with the NJL model in 2+1 d [38], 
therefore, we cannot ignore these contributions and assume that x+ — X+n-
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Figure 3.3: x±s at T = 0.0 and 1.0 on a 164 lattice. x+ n/10 at (i = 0.0 has been 
included for comparison.
Because the disconnected part is the difference of highly correlated numbers, i.e. 
(qq2) and V  (qq)2, one cannot simply calculate the errors in each quantity and then 
combine them in the standard way, since this would grossly overestimate the error 
and “swamp” any signal in the susceptibility data. Instead one can take advantage
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of the fact that (qq2) — V (qq)2 is essentially the variance of (qq), and calculate the 
variance of this variance with a jackknife estimate.
Because x ± n are non-local objects we require high accuracy in calculation of these 
quantities since the signal becomes small as x  —» oo. For this reason, when calculating 
X±n a significantly smaller stopping residual of rs = 1 x 10~8 was used in the conjugate 
gradient routine. Although this means that more iterations were required for the 
algorithm to converge, the fact that j  /  0 did help to counter this and keep the 
number of iterations reasonable, since these components are close to the diagonal. 
Indeed, in the high /j, phase, when m* is small, increasing j  from 0.1 to 1.0 was seen 
to reduce the number of iterations by a factor of 4.
Some data for x ±  from a 164 lattice, including the disconnected contribution, are 
presented in Fig. 3.4. The main points to note are that similarly to the results pre- 
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Figure 3.4: x ±  v s - j  ^  = 0-6 and 1.0 on a 164 lattice.
sented in [38], the susceptibilities obey the general trend that |x-| > |x+l- Also, we 
see little j  dependence at low /i, whilst as fi slowly increases, so does the dependence
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on j .  If the U(1)b  symmetry were broken one would expect x~  to diverge, whilst x+ 
remains finite. To check whether this was the case the ratio between the susceptibil­
ities R  defined in (3.20)was calculated. Having first checked that the Ward identity 
is satisfied, one can use the RHS of (3.19) to replace the measured value of since 
this makes the statistical error in R  much smaller. The ratio was extrapolated to 
the limit L ^ [ —> 0, corresponding to zero temperature, which as in [38] was found to 
be a reasonable extrapolation. An example of the quality of the fits is illustrated in 
Fig. 3.5.
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Figure 3.5: Susceptibility ratio R  at /i =  0.0 and 1.0 on various lattice sizes.
Fig. 3.6 shows the extrapolated data plotted against j  for various values of \i. 
Although the linear fits made through the data for j  > 0.3 are reasonable, for j  < 0.3 
the data depart sharply from the fit, especially in the high density phase /i>0.6. One 
explanation for this could be that if there is a spontaneously broken symmetry in the 
high (i phase, so that as one takes j  —¥ 0 one approaches an exact Goldstone mode 
and the effects of working on a finite volume become more pronounced. We propose, 
however, that the deviation of data at low j  can be explained by a geometrically
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Figure 3.6: R  vs. j  for various values of /i.
motivated argument related to our trying to represent a thin shell of states about the 
Fermi surface on a simple cubic momentum-space lattice. This argument is developed 
further in chapter 5.
Assuming that one is justified in disregarding the points with j  < 0.3, one can 
see from Fig. 3.6 that for /x =  0 a linear fit is consistent with a ratio of R  «  1, 
corresponding to a manifest baryon number symmetry as one would expect in the 
vacuum. At n = 1.0 , however, R  «  0 suggesting that the U(1)b  symmetry is broken.
For more direct evidence of diquark condensation let us study the order parameter 
defined in (3.21). Again, these data were extrapolated linearly to the limit L^ 1 —> 0 
and the quality of the fits was found to be good. Fig. 3.7 shows the extrapolated 
values of {qq+)  plotted against j  for various values of /x. Fitting a quadratic curve 
through the data with j  > 0.3, one can clearly see that for high /x the low j  points lie 
well below the curves. Ignoring these points, the data were extrapolated to j  -> 0. 
For /x =  0 we find no diquark condensation as expected, but as /x increases from zero, 
so does {qq+).  Together, the observations that lim; _>0 i? =  0 and linij_>o(<7<7+) 0
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Figure 3.7: {qq+) extrapolated to j  —> 0 for various /i.
support the existence of a BCS superfluid phase at high chemical potential.
Finally, (qq+) is plotted as a function of [i in Fig. 3.8 along with the previously 
presented results for (xx) and tlb- Although there is clearly a crossover from a 
phase with no diquark condensation to one in which the diquark condensate has a 
magnitude approximately that of the vacuum chiral condensate, this crossover is far 
less pronounced than in the chiral case. (qq+) increases approximately as /i2, but 
eventually saturates as n approaches 1.0 and even decreases past \i ~  1.1. This is 
a sign that {qq+) is directly related to the surface area of the Fermi surface, which 
was calculated in the large-A^c limit and is plotted as the solid curve. The curvature 
d2 (qq+)  / dfi2 is positive, in contrast to the behaviour observed in simulations of two 
colour QCD in which there is no Fermi surface and U (l)£ breaking proceeds via 
Bose-Einstein condensation [33,34,39].
The weakness of the transition at intermediate /x is coupled with the fact that at 
these chemical potentials, the value of R\J+^ 0 interpolates between the two extremes 
of 0 and 1. This is counterintuitive, since this suggests a partially broken symmetry,
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Figure 3.8: A comparison between the diquark and chiral condensates plus the baryon 
number density, all as functions of \i.
even at j  = 0. It may be that this is a side-effect of the chiral transition being a 
crossover, since there is no sharp point at which a large Fermi surface is created. It 
is also possible, of course, that this behaviour for intermediate // is an artifact of our 
poor control over the j  —> 0 extrapolation.
Chapter 4 
M easurem ent of the Gap
4.1 Spectroscopy in the Fermionic Sector
In the previous chapter, we saw evidence for the existence of a superfluid phase at 
high chemical potential in the form of a non-zero diquark condensate (qq+) and a 
vanishing susceptibility ratio R. This evidence must be treated as indirect, however, 
since neither of these quantities is measurable in an experiment. Furthermore, even 
if the sign problem were overcome, one could not measure (qq+) in lattice QCD, since 
in this theory the colour superconducting phase is characterised by the breaking of a 
gauge symmetry; Elitzur’s theorem states that one cannot write down a local order 
parameter to distinguish the existence of such a phase in a gauge-invariant way [54]. 
Instead we must turn to more direct evidence in the form of the global order parameter 
for the BCS phase, the energy gap A about the Fermi surface.
To measure A, one must study the fermion dispersion relation, i.e. the energy 
of the fermionic degrees of freedom as a function of their 3-momentum k. This does 
present a small problem, however. Due to the periodicity of the lattice in spatial 
dimensions and the doubling of fermionic species, dispersion relations for staggered 
fermions are symmetric about ki = 7t/2a, leaving only Ls/4-t-l independent momenta
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in each spatial direction. For the largest volume simulated for the previous chapter, 
this is only 6, which is far too few momenta to map out E(k)  and extract A. Since 
simulation on lattices much larger than 204 would be computationally too expensive, 
we chose to use lattices with one spatial dimension much longer than the others, 
corresponding to a finer resolution in that direction in momentum space.
In order to extract the dispersion relation we define the time-slice propagator
Q(k-,t) = Y / g(0,0-,S,t)e-i*■*, (4.1)
X
where Q is the Gor’kov propagator (3.24). As in the original BCS theory [25,26], the 
fermionic degrees of freedom can be viewed as quasi-particles with energy E  relative 
to the system’s Fermi energy Ep. In analogy with the Dirac picture of the quantum 
vacuum, the promotion of a quark out of the Fermi sea can then be viewed as the 
creation of a particle-hole pair. In the limit that j, j  —>• 0, the propagation of these 
quasi-particles is described by the “normal” (g(O)g(x)) and (g(O)g(x)) parts of (4.1), 
i.e. those that are off-diagonal in the Nambu-Gor’kov space and related to M -1. If 
the Fermi surface is unstable with respect to a BCS ground-state, the quasi-particles 
nearest to Ep  undergo particle-hole mixing and a gap appears in the energy spectrum. 
The propagation of these mixed states is generated by the diagonal, or “anomalous” 
(^(O)^(a;)) and (^(0)g(x)) parts of (4.1).
Q(k', t) was measured on L x x L y Zx L t lattices with Lx = 96, Ly>z = 12 and L t =  12, 
16 and 20 using the same evaluation of (3.24) that was used to measure x±- Setting 
k =  (k , 0,0), the available momenta are ak = 2irn/Lx (n = 0 ,1 ,2 , . . . ,  L s/ 4) such that 
there are 25 independent momentum modes between 0 and 7r/2a. The same values 
of the diquark sources j  = j  = j* were used as in the previous chapter for various 
values of fi between 0 and 1. Again, approximately 500 equilibrated trajectories were
CHAPTER 4. M EASUREMENT OF THE GAP 53
generated per run, with measurement taking place on every other configuration.
The symmetry constraints (3.32) reduce the number of independent components 
of Q(k; t) to 16; 8  real and 8  imaginary. Additionally and in agreement with [38], the 
following features were observed. As a reflection of the conserved S U (2 )^ isospin sym­
metry, the diagonal parts of the anomalous sector {Qu) and (£ 3 3 ) and the off-diagonal
parts of the normal sector (£4 1 ) and (£2 3 ) were all found to be consistent with zero.
Furthermore, Re {Q21) and Im ( 0 i3 ) were also found empirically to be approximately 
zero. Of the remaining non-zero components, the normal fermion and anti-fermion 
were found to be related by time reversal, i.e R e(0 3 i(t)) «  R e(0 i3 (L* — t )) whilst 
the anomalous fermion and anti-fermion are equivalent and anti-symmetric in time, 
i.e. Im(C/2 iM ) ~  Im(C/4 3 (t)) «  — Im ( £ 2 1  (T* — t)). The only non-zero, independent 
components of (3.32), therefore, are
W (M ) =  Re(03i(M )> (4-2)
and
A(k, t) = Im (0 2 i (k, t ) ) , (4.3)
which from hereon shall be referred to simply as the normal and anomalous propaga­
tors respectively. Some example propagators in both the chirally broken and restored 
phases are plotted in Fig. 4.1. At /i =  0.0 the normal propagator is non-zero for all 
t, whilst at fi = 0 . 8  it approximates zero on even time-slices which reflects the fact 
that with a manifest chiral symmetry the Noa and N ee components of the standard 
staggered fermion propagator vanish. The anomalous propagator is zero on all odd 
time-slices for all /z, which reflects that the SU( 2 )y symmetry is manifest in both 
phases.
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Figure 4.1: Normal and anomalous propagators measured on a 96 x 122 x 16 lattice
in both the chirally broken and restored phases.
To map out the dispersion relation for each value of /i, the energy was extracted 
by fitting the propagators to
N(k , t )  =  Ae~Et +  Be~E L^t~^ if t = odd
(4.4)
N(k , t )  = 0 if t = even
and
Aik, t) =  C(e~Et — e~E(Lt-d) if t = even
(4.5)
A(k , t) =  0 if t = odd,
where A, B  and C were kept as free parameters, as was the energy E , which is
expected to be the same for both (4.4) and (4.5). Fits were carried out using a
non-linear least-squares method; details of the fitting procedure used are presented in 
appendix B.3. Table 4.1 lists the fitting windows used as well as the average x2/d.o.f 
over the 250 fits made per propagator per value of /r. As was to be expected, the 
quality of fits made to (4.4) with Lt = 12 was rather substandard, since when fitting 
3 parameters over 5 data there are only 2 degrees of freedom. The situation seems 
markedly better when fitting (4.5), however, which has one fewer free parameter. For
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L t = 12 16 20
Range fitted t <E [2,11] t e  [4,13] t e  [4,17]
N(h, t ) A(h, t) N(k , t ) A(k,  t) N(k,  t) A(/c, t)
fi = 0.0 0.171 0.663 0.111 0.899 0.344 0.399
(i = 0.5 53.383 1.279 4.492 0.751 7.110 0.813
/i =  0.6 41.165 0.562 2.242 0.909 0.305 1.076
II o Ai 35.131 0.773 2.209 0.440 3.307 0.641
II o oo 22.049 0.628 1.195 0.626 1.967 0.615
li = 0.9 1.772 0.940 1.007 0.956 1.087 0.836
Table 4.1: Average x 2 per degree of freedom in fits to (4.4) and (4.5).
this reason it was decided that it was from these fits that we should extract E(k)  for 
all n > 0. Examples of fits to both (4.4) and (4.5) are illustrated in Fig. 4.2.
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Figure 4.2: Normal and anomalous propagators with their fitted curves measured on 
a 96 x 122 x 16 lattice at fi =  0.8, with j  = 0.5 and k = Q.27n.
The fit parameters from the Lt = 12, 16 and 20 lattices were extrapolated to 
T -A 0 for each value of n and j  in the same manner as (qq+) and R. The quality of 
the fits, however, was found to be quite poor, probably because of the small fitting 
window available for Lt = 12. In order to address this issue, a run was done with 
L t =  24 at /j = 0.8. This run took approximately 16 CPU days to generate 400
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trajectories after equilibration using a 2.0GHz Intel Xeon processor machine. The 
average x 2/d.o.f of the fits to the normal and anomalous propagators in the range 
4 < t < 21 were 1.384 and 0.907 respectively. The fit parameters for /r =  0.8 were 
extrapolated to T —* 0 as before, this time through L t =  16, 20 and 24, and the 
average x 2/d.o.f. for these fits was found to fall from 7.53 to 0.32. Fig 4.3 shows some 
0.8
0.7 
£7 0.6
o
I
'7! 0.5-sa
*-7
Kj 0.4 
0.3 
0.2
Figure 4.3: E  extracted from A(k, t) for j  = 0.5 and various k. The solid lines depict 
fits through Lt = 16, 20 and 24.
example fits of E  extracted from A(k, t) and extrapolated to T  —> 0. Whilst a T  —> 0 
extrapolation is seen to work well through L t £ [16,24], the Lt = 12 point clearly 
does not fit, confirming that this is not long enough a temporal extent from which to 
accurately extract the energy.
Some example plots of the free parameters in (4.4) and (4.5) at fi = 0 .8 , extrapo­
lated to T  —y 0, are depicted in Fig. 4.4. These were, in turn, extrapolated to j  —► 0. 
Quadratic polynomial curves were fitted to the coefficients A(k), B(k)  and C(k),  
whilst the energy E(k)  was fitted with a straight line. As with the extrapolations 
of (qq+) and R  in the previous chapter, the quality of the extrapolations appear to
l-l , - 1-1 :-i
LG
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Figure 4.4: Zero temperature propagator parameters at \i =  0.8 and various k. The 
solid curves show extrapolation to j  —» 0 .
smoothly fit the data except for at low j ,  where the discrepancy we have attributed 
to a finite volume effect persists. Again, for the purpose of the extrapolations, points 
with j  < 0.3 have been ignored.
Now that we have established the correct way to extract the energy E  and co­
efficients A, B  and C at both zero temperature and diquark source strength, let us 
investigate their k dependence.
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4.2 T he V acuum  D ispersion R elation
Before we concern ourselves with // > 0, let us investigate the nature of the dispersion 
relation in the familiar case of the vacuum. In order to allow the T  —> 0 extrapolation 
to be done accurately, another data set was generated with Lt =  24. Being in the 
chirally broken phase, this run was considerably faster than that at = 0 .8 , however, 
taking only 5^ CPU days to generate 400 equilibrated trajectories.
When /i =  0, the time reversal symmetry of the lattice is restored, the coefficients 
A  and B  become identical and (4.4) reduces to its usual form of \N(k,  t)| =  A(e~Et + 
e -E(Lt- t ) y  This was checked and A  and B  were found to be equal, within errors, for all 
four values of Lt. The resulting dispersion relation, extrapolated to zero temperature
0.9
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Figure 4.5: The vacuum dispersion relation E(k)  extrapolated to T  —> 0 and then 
j  —> 0. The solid curve is a fit to sinh2 E  = a 2 sin2 k +  m*2.
through Lt = 16, 20 and 24 and then to j  —> 0, is plotted in Fig. 4.5. This curve was 
fitted to the free staggered fermion dispersion relation [55]
3
sinh2 E = a 2 sin2 +  m*2, (4.6)
i —1
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where m* is the dynamical fermion mass, and a  is a free parameter. The curve is 
consistent with a system with no Fermi surface and a dynamically generated fermion 
mass m*. It should be noted that the spectral fermion mass extracted from (4.6), 
m* = sinh E(k  =  0) = 0.351(6), differs from the expectation value of the scalar field 
E =  (<t) ~  0.48 due to 0 ( 1 /N C) effects. We also found a  ~  1, meaning there is no 
significant thermally induced modification to the speed of light on the lattice, as one 
would expect at T  =  0.
4.3 // = 0.8: Measurement of the Gap
In this section, results are presented for the dispersion relation in the chirally restored 
phase. We shall concentrate on results at n = 0.8, since this is the only non-zero 
value of chemical potential for which we have successfully extrapolated results to 
zero temperature and diquark source strength. Fig. 4.6 shows the parameters A(k), 
B(k) and C(k) extracted from the propagator fits and extrapolated first to T  € 
[16_1,24-1] —» 0 and then j  € [0.3,1.0] —> 0.
A(k)  and B(k)  represent the forward- and backward-moving components of the 
normal propagator N (k , t )  respectively. For low momenta, representing excitations 
below Ep,  propagation is dominated by the forward-moving signal, whilst the high 
momentum excitations above the Ep  are dominated by backward propagation. In a 
system of free fermions the transition between these two regimes occurs sharply at 
the Fermi surface [38]. This means that one can use the point at which A(k)  and 
B(k)  cross to distinguish the Fermi momentum kF in analogy to the coefficients Uk  
and Vk  of the BCS ground-state
I^BCs) =  J 1  (u/c +  «*4 tc- n )  I ° )  . (4-7)
k
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Figure 4.6: The propagator coefficients 71, B  and C for /j, =  0.8 extrapolated to T —> 0 
and then j  —> 0 .
in which the operator creates an electron with momentum k and spin “up'’ from 
the vacuum |0). |u^|2 and \vk\2 represent, therefore, the probabilities of an electron 
pair with momenta ± k  and spin being filled and unfilled respectively [26]. The 
coefficient C(k) ~  0 at low momentum, but becomes non-zero in a broad peak about 
the position of kp. This non-vanishing of the anomalous propagator A ( k , t ), even 
in the limit that j  —> 0 , is a clear signal of particle-hole mixing and, therefore, an 
indirect signal of the existence of a BCS gap A ^  0 .
For more direct evidence, let us look at the dispersion relation E(k),  which is
illustrated in Fig. 4.7. In the plot on the left, the red points are E(k)  at n =
0.8 extracted from (4.5) and extrapolated first to T  G [16,24] —» 0 and then j  £
[0.3,1.0] —> 0. This is seen to disagree at intermediate k with data including Lt = 
12, denoted by the green points, which justifies the statement made in section 4.1 
that Lt = 12 is not large enough a temporal extent from which to extract E(k)  
accurately. The blue curve represents the dispersion relation for free massless fermions
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Figure 4.7: Lattice dispersion relation and typical free fermion dispersion relation at 
H — 0.8. In the right-hand figure the hole branch is plotted as negative.
on the lattice, similar to those observed in the 2 +  1 d lattice Gross-Neveu model [56], 
and parameterised by E(k) = |— n +  sinh ' 1 (sin k) |. This dispersion relation has two 
distinct parts, the hole-branch where E(k)  reduces with increasing k corresponding to 
excitations below E F, and the particle-branch where E(k)  rises with k corresponding 
to excitations above E F. In contrast to this, in the dispersion relation extracted from 
our lattice data, one can see no discontinuity between the two branches, which is 
another sign of particle-hole mixing. More importantly, at no point does E(k)  pass 
through E = 0 and there is a distinct gap between this point and the minimum; this 
is the BCS gap A =  0.053(6).
This can be seen in a more familiar light if one plots the hole branch as negative, 
which is done in the right-hand plot of Fig. 4.7. This makes the free fermion dispersion 
relation a smooth continuous curve, as one would expect in the continuum. For lattice 
data with no BCS gap the results are similar [38,56], whilst for our smooth dispersion 
relation this introduces a discontinuity, which looks exactly like a BCS gap in the
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continuum. Furthermore, the point at which we introduce the discontinuity, which 
within the precision allowed by the momentum resolution is where the minimum of 
E(k) occurs, is the same point at which A(k)  and B(k)  cross in Fig. 4.6. This confirms 
that the gap occurs at the Fermi momentum. Together, the non-vanishing anomalous 
propagator and the direct observation of the gap are the clearest evidence we have 
for the existence of a traditional BCS phase.
4.4 Chemical Potential Dependence of the Gap
Now that we have established the presence of a non-zero BCS gap at fi = 0.8, it 
would be interesting to study how the size of the gap varies as a function of chemical 
potential. Unfortunately, the amount of CPU time needed to generated data in the 
chirally restored phase with Lt = 24 means that it was not plausible to repeat the 
analysis in the previous section for a wide range of /.i . Instead, we took advantage 
of the data we had for Lt = 16 and 20, and made a rough estimate of the zero 
temperature limit by fitting a straight line through them. Since fitting a straight line 
through two points is not an overdetermined problem, there was no statistical means 
by which to assign the resulting L ^ 1 = 0 intercept with an error. Instead we made a 
conservative estimate by varying the slope as much as possible within the two error 
bars and taking half the average difference between the resulting intercepts and the 
original one. The resulting values of E (k , j )  were extracted to j  —> 0 as before with 
the quality of these fits being very good because of the large error bars through which 
the curves were fitted.
The reliability of the resulting relations was checked by comparing the data at 
H =  0.8 extracted using this method and the data extracted from a full statistical
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analysis of Lt = 16, 20 and 24. As can be seen in Fig 4.8, the resulting dispersion 
relations are consistent within errors.
0.7
Extrapolation through Lt =  16, 20 & 24 I— e- 
Estimation using Lt =  16 & 20 only I— e-
0.6  -
0.5<j^
0.3
0.2
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Figure 4.8: A comparison between the dispersion relations extracted with and without 
using Lt = 24 data.
Fig. 4.9 shows dispersion relations estimated from Lt = 16 and 20 for various 
values of chemical potential in the range 0.5 < n  < 0.9. For fi = 0.5, which can be 
seen from Fig. 3.8 to be within the chirally broken phase, there is no clear sign of a 
Fermi surface and the observable gap, E(k = 0 ) /  0 , is probably the remnants of the 
vacuum mass gap due to chiral condensation. As the chemical potential is increased 
however, both kp and A rise clearly above zero. In the range 0.6 < /z < 0.8 there 
are parts of E{k) that decrease and then increase with k, showing that the one has 
passed kp, and a minimum value in between with E(k) ^  0 corresponding to BCS 
gap A.
For higher values of chemical potential still, the dispersion relation only decreases 
with increasing k ; this can be understood in terms of discretisation effects, which we 
shall discuss here at some length. Introducing the lattice spacing a, the free fermion
CHAPTER 4. MEASUREMENT OF THE GAP  64
0.9 /x =  0.6
r~
0.7 -
0.6 -  
I  a5 _
0.4- -
0.3
0.2
0.1 -
k
Figure 4.9: Lattice dispersion relation at various values of /i.
dispersion relation (4.6) implies that the Fermi surface is mapped out in momentum 
space via
3
sinh2 aEp — sin2 akpt +  (am*)2. (4.8)
i=i
In the small angle approximation, observed for kpi <C f-  and implied by taking the 
continuum limit a —»■ 0 , this becomes
E 2F «  kp .kp +  m*2, (4-9)
which is the correct spherical relation for free fermions in the continuum. For fixed 
lattice spacing, however, as akpi increases significantly from zero, the small angle 
approximation becomes invalid and the Fermi surface becomes distorted.
Fig. 4.10 shows the solution of (4.8) in momentum space in the zero temperature, 
infinite volume limit for various values of fi. In this limit, Ep = fi, and the lattice 
theory is defined continuously in momentum space within the periodic Brillouin zone 
0 < kpi < J. For the Fermion mass, the T  —> 0 lattice results for the expectation
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Figure 4.10: Solution of sinh2// =  JT  sin2 k ^  +  E2 for the zero temperature Fermi 
surface at various values of //. The red lines signify the path along which E(k)  was 
measured.
value of the scalar field E have been used.1 The red line on the kx axis represents 
the path along which the dispersion relations plotted in Fig. 4.9 were measured, i.e. 
k = (k, 0 , 0) with 0 < k <
In the chirally broken phase, the approximately spherical Fermi surface grows 
slowly as the chemical potential is increased through the chiral crossover. In the 
chirally restored phase, for // =  0.7 and 0.8, the sphere becomes slightly distorted,
but still intercepts the kx axis such that our dispersion relation study can probe both
'A lthough this is an approximation, for the chemical potentials of interest this makes little 
quantitative difference, since in the chirally restored phase the fermion is approximately massless.
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above and below E F and detect the presence of the gap. Once // approaches 0.9, 
however, the Fermi surface reaches the edge of the Brillouin zone and discretisation 
effects start to dominate. The Fermi surface meets itself in the periodic momentum 
space and “necks” away from the kx axis. This explains why for /z > 0.8 our dispersion 
relation study failed to find the BCS gap. Although the gap is almost definitely still 
there, since the maximum value of the diquark condensate was between 1.0 < /z < 1.1, 
our simple (and computationally inexpensive) choice of momenta to sample was not 
in the right direction to probe it. If one chose to study the more complicated path 
of k = (k , k , k ) with 0 < k < | ,  indicated by the diagonal blue line in Fig. 4.10, we 
believe that the BCS gap would be clear to observe for higher /z. A point of interest 
is that the lattice Fermi surface at /z =  1.0 looks exactly like that of the conduction 
electrons in a simple cubic metal solved in the tight binding approximation [57], since 
the fact that fermions on the lattice are confined to lattice sites implies these are 
essentially solutions of the same problem.
Finally, Fig. 4.11 shows A and (qq+) as functions of /z in the range over which 
A could be measured on-axis. The most immediate observation is that whilst the 
diquark condensate increases with the area of the Fermi surface, once the BCS gap is 
formed its magnitude remains approximately constant with /z. Because of the rough 
method used to extract A (fi), however, and the size of the errors caused by this, we 
can gain only qualitative information on the variation of A with \i.
To summarise the work presented in this and the previous chapter, we have seen 
evidence for diquark condensation leading to the existence of a BCS phase at high 
chemical potential in the form of a non-zero diquark condensate, a vanishing diquark 
susceptibility ratio and now a distinct gap in the dispersion relation about the Fermi
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Figure 4.11: The BCS gap and diquark condensate plotted as functions of chemical 
potential.
surface. At /i =  0.8 the size of the gap is 0.053(6) so the ratio between the BCS gap
and the vacuum fermion mass is AJe=°-8 = 0.15(2). Assuming the fermion has massm 1^ =0.0
m* ~  400MeV, this means that in physical units the size of the gap is A ~  60MeV.
All of this evidence is reliant, however, on the discarding of data with J < 0.3, 
below which there is clear disagreement between lattice data and our extrapolation 
curves. In the next chapter we present an argument that ascribes this discrepancy 
to finite volume effects, implying that our curves represent the true solution in the 
infinite volume limit.
Chapter 5 
Finite Volume Effects
5.1 Reaching the Infinite Volume Limit
When investigating any problem in lattice field theory, one must take into account the 
inherent systematic errors due to the discretisation and finite volume of space-time. 
Although we have chosen to work with a fixed lattice spacing, due to the triviality of 
the NJL model’s continuum limit [41], it is still important to consider errors due to 
the finite size of the lattice. In this chapter, we argue that the discrepancy observed 
in variables in the diquark sector with j  < 0.3 is due to such a finite volume effect. 
Furthermore, we argue that rather than being due to the divergence of a correlation 
length, this effect is due to the difficulty of representing a curved shell of states about 
the Fermi surface on a discrete lattice of momentum modes.
In general, when performing lattice simulations, one should ensure that any im­
portant mass scale A in one’s theory satisfies
a <C A-1 aL, (5.1)
where aL is the length of the smallest spatial dimension. If this condition is satisfied 
one may say that the systematic errors are under control, and safely extrapolate
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to the continuum and infinite volume limits. When considering critical phenomena, 
however, such as the spontaneous breaking of an exact global symmetry, the matter 
becomes more complicated. As one approaches criticality, the correlation length £ of 
the fluctuations of the order parameter diverges and becomes comparable to the size 
of the lattice; its associate mass scale m  ~  l /£  no longer satisfies (5.1).
A familiar example of this problem occurs in simulations of the massless lattice 
NJL model, which has an exact SU(2) ® SU(2) chiral symmetry that is sponta­
neously broken to SU(2) in the vacuum. The breaking of this symmetry leads to 
three massless Goldstone modes, i.e. the pions, such that their correlation lengths 
diverge. At strictly infinite volume, the order parameter for this symmetry breaking 
is the expectation value of the scalar field (a), whilst the pseudo-scalar fields (7Tj) 
average to zero. Although at finite volume the magnitude of the order parameter 
p — \Zo2 +  tt.it remains non-zero, it costs negligible energy to change the direction of 
symmetry breaking from configuration to configuration such that both a  =  ^  Ylx <J(^) 
and 7f =  ^  ^2 - 7f (x) , where V  is the lattice volume, average to zero over the ensemble; 
the system can no longer truly be said to have a broken symmetry. Apart from the 
lack of a true order parameter, this leads to an additional problem, in that the volume 
of phase space representing configurations in equilibrium now contains configurations 
with p pointing in an arbitrarily large number of directions. This means that the 
HMC algorithm has to sample a larger volume of phase space and has to run much 
longer to produce correlated measurements of observables.
If one explicitly breaks the symmetry by introducing a small bare quark mass 
mo, however, this fixes the direction of symmetry breaking. One may then study 
the order parameter in the limit that ra0 —> 0. An example of this is illustrated in
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Fig. 5.1, where £  =  (<r) is plotted as a function of m0 as measured in simulations on 
a 12 x 63 lattice. One can see that whilst £  follows a general trend for most values
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Figure 5.1: Expectation value of the scalar field as a function of the bare quark mass 
at /i =  0 on a 12 x 63 lattice.
of mo, below some cut-off value, i.e. as f  increases through aL, the expectation value 
drops off sharply to zero.
The resulting curve appears very similar to those of e.g. (qq+) vs. j  in Fig. 3.7, 
where below j  = 0.3 the order parameter approaches zero sharply. The divergence of 
the correlation length, then, seems an obvious explanation for the strange behaviour 
of R , {qq+) and E  below this value of j ,  since if the true high-density ground-state 
were that of a BCS superfluid, the spontaneously broken U ( 1 ) b  symmetry would lead 
to an exact Goldstone mode. Results of a systematic study of finite volume effects, 
however, indicate that there may be a different explanation.
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5.2 F in ite  Volume S tudy
To investigate the possibility that the low-j discrepancies in Figs. 3.6, 3.7 and 4.4 
were due to finite volume errors, it was necessary to study spatial volume dependence 
in a controlled manner. (qq+) was measured for the values of j  used previously, on 
all L'l x Lt lattices with Ls = 6, 8, 10, 12, 16 and 20 and Lt= 12, 16 and 20 for fixed 
/i = 1.0. Being both well into the high-fi phase and far from the transition, any finite 
size effects should be easily identifiable. The data were generated using the parameter 
set used in [58], i.e. /3 = 0.565 and arrio = 0.002.
These data were extrapolated to infinite temporal extent, corresponding physically 
to zero temperature, using the fact that the dominant finite size correction in the data 
was proportional to L ^ 1. Fig. 5.2, however, does illustrate that there is some residual 
Ls dependence.
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j = 0.2+
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Figure 5.2: {qq+) in the zero temperature limit as a function of the spatial extent of 
the lattice. The results are normalised such that (qq+)\Ls=2o = 1-
(qq+) is plotted as a function of spatial extent for various values of j ,  with data
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presented as fractions of (qq+)\L =2o enable them to be displayed on the same 
axes. For j  > 0.5 and Ls > 12, the effect is negligible; the data are consistent 
within errors. For j  < 0.5, however, we observe non-monotonic fluctuations, whose 
magnitude increases with decreasing j .  These finite volume effects do not resemble
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Figure 5.3: £  measured on Lt = 12 lattices as a function of their spatial extent at 
H = 0.0. The results are normalised such that £ |La_12 =  T
those expected from the standard treatment of Goldstone fluctuations, where any 
shifts due to finite size are expected to be monotonic [59].
An example of finite size effects due to such Goldstone fluctuations is illustrated in 
Fig. 5.3, where the expectation value of the scalar field in the vacuum £, which is the 
order parameter for the breaking of SU(2)l ® SU(2 ) r  —> SU(2)y,  is plotted against 
the spatial extent of the lattice for various values of the bare quark mass. This was 
measured on L3S x L t lattices with fixed L t = 12 and L s =  4, 6, 8, 10 and 12. Again, 
the data are presented as fractions of the order parameter measured on the largest 
volume used to allow the results for different masses to be plotted on the same axes.
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Not only are these finite size effects larger than those observed in Fig. 5.2, they are 
monotonic, within errors, as expected. Furthermore, Fig. 5.1 shows that these effects 
become significant only below ra0 =  0.003, which is a factor of a hundred smaller 
than the equivalent value for j  on a lattice half the size of the smallest one treated 
in chapter 3. This suggests that whilst the spontaneous breaking of the global U(1)b 
symmetry in the high-/i phase should cause some finite size effects, the discrepancy 
observed for j  < 0.3 is due to some other, more dominant effect.
5.3 The Lattice Fermi Surface
One source of finite volume effects that would not have been present in previous 
lattice studies is due to the fact that we have tried to represent a system with a 
Fermi surface. Although the nature of the discretised Fermi surface was discussed 
briefly in chapter 4, the smooth curves in Fig. 4.10 only represent the surface in the 
infinite volume limit. In a finite volume system at zero temperature, the Brillouin 
zone is discretised into a cubic momentum lattice with lattice spacing 2n /(Lsa).
One consequence of this is that when the chemical potential // =  E f \t= 0  is in~ 
creased smoothly, the Fermi-Dirac distribution changes only when the Fermi surface 
crosses a momentum mode. If one were to study a transition, therefore, such as the 
chiral crossover illustrated in Fig. 3.2, the physics of the system would be constant 
except at these points where the surface crosses a mode; the transition would be 
turned into a series of steps. As the temperature is increased from zero, however, the 
Fermi-Dirac distribution is smeared out across a region 8k ~  T, and if this becomes 
larger than 2ir/(Lsa), the transition once again becomes smooth.
For lattices with Lt L s, the smearing of the Fermi surface is too fine to be
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resolved 011 the coarse momentum lattice and this finite volume effect is observable 
directly. Fig. 5.3 illustrates E as a function of /i measured on a 48 x 103 lattice via 
both direct lattice simulations and solution in the large-7Vc limit. The vertical lines
Lattice data 
Gap equation 
Gap eqn. (484)
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Figure 5.4: Lattice results and large-iVc solution for E as a function of chemical 
potential on a 48 x 103 lattice. The vertical lines show where the Fermi surface 
crosses a lattice site in the large-Nc limit.
represent the three lowest-lying solutions of f.i = s n^2 +  m*2 that have kt
coincident with modes of the momentum lattice, where m * was taken from the large- 
Nc solution. As expected, the resulting curve in the large-A^c limit is one made up 
of a series of smeared out steps occurring exactly at these points. Comparing this 
with the lattice data, as previously, we see 0 ( 1 /N C) corrections of about 15% but 
qualitatively the curves are in complete agreement. The dashed curve shows that as 
the volume is increased once more, and L t ~  Ls, the transition returns to its expected 
form.
Let us now consider the effect that the discretisation of the Brillouin zone could 
have on results in the diquark sector. A physical interpretation of (qq+) is that it
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counts the density of qq pairs participating in diquark condensation. If one makes 
the simple-minded assumption that these states lie at momentum modes in some 
shell with thickness 0 ( A) about the Fermi surface, one can see how the geometry of 
the gap and the lattice become important. Since the source term in the introduc­
tion of j  induces diquark condensation, and hence increases the size of the gap, one 
should always be able to make j  large enough for a significant number of momentum 
modes to contribute to (qq+). As j  is decreased, however, one can picture that for 
some small volume, the momentum-mode lattice may be coarse enough for the num­
ber of participating modes, and hence the value of the diquark condensate, to drop 
significantly.
This simple argument was investigated quantitatively by counting the number 
of momentum modes lying between continuous Fermi surfaces with Ep  =  /z ±  A, 
representing the region of the BCS gap. This was done for a chemical potential of
0.8, on an array of lattice volumes and shell thicknesses. The results, plotted in 
Fig. 5.3, show that for small volumes and thin shells, the number of modes within the 
shell varies sporadically and non-monotonically with the spatial extent of the lattice, 
meaning that this could well be the cause of the discrepancy below j  =  0.3.
The plot for A =  0.08, in particular, is reminiscent of results from a variational 
study of the N f  =  2, N c = 3 continuum NJL model with no diquark source at 
zero temperature in a finite cubic spatial volume [60]. In this study, it was found 
that a spatial extent of 7fm (~  30 lattice spacings) was required before the model 
approximated its infinite volume limit, whilst below this volume the order parameter 
was found to oscillate rapidly about its solution in the thermodynamic limit.
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Figure 5.5: Number of momentum modes within a shell of thickness 8E = 2A as a 
function of spatial lattice volume at fi = 0.8.
Although this may explain why, with a small source the number of qq pairs con­
densing may be suppressed, the best way to validate our technique for extrapolation 
to j  —t 0 would be to show that for very large lattices, the depletion of diquark 
condensation is significantly reduced.
5.4 Large-volume S tudy
Whilst simulation of the NJL model on lattices much large than 204 is currently 
beyond the capability of desktop personal computers, it should be possible to carry 
out such simulations on a PC cluster or a commercial supercomputer. In particular, 
it has been possible to secure time on the Sun Galaxy-class supercomputer at the 
Cambridge-Cranfield High Performance Computing Facility (HPCF), meaning that 
simulation on such volumes is within reach. Initial simulations have been performed
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on both 364 and 484 lattices and the code was found to run without problems. Unfor­
tunately, due to the length of time it has taken for the run parameters to be tuned for 
high acceptance and for the initial configurations to reach equilibrium, measurements 
have yet to be taken, and the results of these runs cannot be published in this volume.
For this reason, our claim to have observed a BCS phase in lattice simulations 
must remain provisional until the behaviour of data with j  < 0.3 has been accounted 
for.
Chapter 6 
The Strength of the Gap
6.1 Non-zero Isospin Chemical Potential
In previous chapters, we have demonstrated using non-perturbative methods, out­
standing finite volume issues aside, that the ground-state of the NJL model with two 
degenerate flavours at high baryon chemical potential and zero temperature exhibits 
BCS superfluidity. The method of pairing in this system between quarks of oppo­
site momenta and isospin, directly analogous to 2SC pairing between up and down 
quarks, is not only simple, but particularly energetically favourable. If the system 
were non-interacting, it would cost no energy to create a pair of quarks at the common 
Fermi surface of the degenerate flavours, such that when the attractive interaction is 
restored, the system is expected always to be unstable to diquark condensation and 
the formation of a BCS state [61].
In the real world, however, the Fermi momenta kp and kp for up and down quarks 
respectively are expected to differ. For instance, a simplistic argument outlined in [62] 
and simplified further here to describe a two flavour system, suggests that in compact 
stellar matter, kp should be less than kp. In particular, for massless non-interacting 
m atter with baryon chemical potential Hb = 400MeV, an electron chemical potential
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/ie =  89MeV is necessary to enforce charge neutrality and that weak interactions be 
in chemical equilibrium. Together, these two conditions determine all the chemical 
potentials and Fermi momenta:
kp = fiu = hb — \l ie = 355.5MeV,
kdF =  Vd = Vb +  \\xe =  444.5MeV, (6.1)
kp = fie = 89MeV.
The effect of separating the free-particle Fermi surfaces of pairing quarks should be 
to make the superconducting phase less energetically favourable. This proves a good 
method, therefore, to investigate the stability of the superfluid phase.
This effect was first investigated not long after the original BCS theory was pro­
posed, in the context of superconductors with kp for spin up and spin down electrons 
separated due to Zeeman splitting in an external B  field. It was found that below 
some critical separation, the ground-state is one with coincident Fermi surfaces and 
a gap equal to that in a system with no splitting. At the critical separation, how­
ever, the system was found to go through a first order transition to a phase with two
distinct Fermi surfaces and no superconductivity [63,64].
The simplest way to separate the Fermi surfaces of different flavoured quarks in a 
QCD-like theory is via the introduction of an isospin chemical potential ///, which c.f. 
\ f ie in (6 .1 ), separates the chemical potentials of up and down quarks by 8fi = 2 fij. 
This analysis was applied to the 2SC superconducting phase in [65], where the effect 
of setting /// /  0 was investigated in a mean-field four Fermi model. Whilst the 
conclusion was similar to those of [63] and [64], the size of the gap was found to 
increase slightly under small flavour asymmetries, prior to the first order transition 
to a gapless phase, an effect attributed to the colour structure extracted from one 
gluon exchange in QCD. In this model, diquark condensation occurs between quarks
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of only two colours, leaving quarks of the third colour without a gap in their spectrum; 
if the separation in Fermi surfaces is smaller than the size of the gap, the asymmetry 
has little effect on the condensate and the response of A (///) is dominated by the 
dynamics of the spectator quarks. This analysis was extended further to include 
systems in which the Fermi surfaces kp and kp are separated not only by an isospin 
chemical potential, but a fixed momentum q [61]. In such a system, when /ij and q 
are sufficiently large that the Fermi surfaces cross, Pauli blocking implies that 2SC 
becomes less favourable than a state in which diquark condensation occurs only at 
a ring of states close to the intercept of the surfaces. The state is one with broken 
translational and rotational invariance, in which the diquark pairs have non-zero total 
momentum; this is known as the LOFF phase [66,67].
In addition to these studies of colour superconductivity, the effect of introducing 
a small isospin chemical potential on the chiral structure of the QCD phase diagram 
has been recently investigated [6 8 ]. This analytic study of the standard NJL model 
has shown that setting /// ~  30MeV causes the chiral phase transition to split into 
two, one transition for the condensate of each quark flavour. It has been argued, 
however, that this effect would not be observed in nature, since the introduction of 
an instanton motivated flavour mixing vertex with even fairly weak coupling has been 
shown to restore the model to having a single transition [69].
In lattice calculations, the inclusion of a non-zero isospin chemical potential has 
predominantly been regarded as yet another means of investigating the low density, 
high temperature region of the QCD phase diagram, since with fii ^  0 and fiB = 0 
the fermion determinant is real [70,71]. A lattice motivated theory with both f ip j  0 
has been investigated, however, in 2  colour, 2 flavour QCD, for which det M  is real
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and positive for either 0. In this theory, analytic calculations have shown that
whilst for jiB Hi ~  0  standard (ud) condensation remains, as Hi is increased the
theory passes through a small phase with (uu) and (dd) condensation, which breaks 
rotational invariance as in the LOFF phase [72]. Unfortunately, even in this theory 
the fermion determinant is not positive definite if both hb ,i 7  ^ 0 , so simulation is 
limited to the N f  = 4 case, in which this phase is believed not to persist [72].
model with both hb ,i 7  ^ 0  with the objective of investigating the effect this has 
on the model’s order parameters, and in particular the stability of the BCS phase.
surfaces, these simulations are limited in that we have chosen to set /// 7  ^ 0  only 
during the measurement of observables. Before this is discussed further, however, let 
us address how this introduction affects the formulation of the lattice model outlined 
in chapter 2 .
In the NJL model, diquark pairing occurs via 2SC-style condensation between 
quarks of opposite isospin, which in our lattice model are the two components of the 
staggered fermion field,
From hereon we shall refer to these as “up” and “down” quark flavours. The Fermi 
surfaces of the pairing partners can be separated by directly allocating them different 
chemical potentials, fiu and /i^, which is equivalent to having non-zero baryon chemical
6.2 Quenched Simulations with /// ^ 0
In this section we discuss the results of some initial simulations of the lattice NJL
Whilst this is the first attem pt to study a lattice model with non-degenerate Fermi
(6 .2)
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potential fiB — \  (Mu +  Hd) and isospin chemical potential /// =  |  (fiu — fid) simulta­
neously.1 In the physical context of compact stars, these two scales should be ordered 
fiB fJ>h since the simple argument leading to (6.1) predicts tha t \  \fiu — fid\ ~  0.1/iB- 
W ith this introduction, the fermion kinetic operator M  becomes
= i ( e°M (eT5“'" )P,V +
+
A
^   ^riv ( % )  ( $ y x —v )  “1“ 2(2772o(^xy
_i/=l
+  Y  + i e ( x ) •
( x , x )
(6.3)
Unfortunately, the proof that det M  is both real and positive outlined in chapter 3 
no longer applies, since it relies on the fact that r2M(fii  = 0)r2 =  M*. It is simple 
to show using the Pauli-Giirsey identity
T2TiT2 =  - T :  , (6.4)
and its generalisation to matrix exponentials
r2eaTiT2 =  eaT2T*T2 =  e ar* , (6.5)
that
t 2M™t2 = 7T -  e - ^ ( e ^ - r &yx_6) /  M $*.2 a
+ i SPq ^   ^ffu( ^ )  ( &yx-\-0 &yx—v) "P 2fl77i()^:
_ u = 1
+  1\ ^ x y  'Y h  (F ix )5™ ~  ie (x )7?(x).TM*)
{ x , x )
(6 .6)
1 Although this definition implies that fiu > fid, which is contrary to the conclusions of the
argument outlined above, this notation has been chosen to be consistent with that of [68] and [69].
Since, the NJL model does not include the effects of weak interactions and is therefore isospin
invariant, this has no effect since the labels of “up” and “down” are interchangeable.
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Although this would not cause our simulation algorithm to fail, since we use det M ^M
as the fermionic part of the measure, the fact that this choice is the only reason 
the algorithm works implies that there are some important interactions between the
then have N f  = 4 and Nc = 4, rather than the Nf = 2 and N c = 8 of the model 
hitherto investigated. By studying this model, therefore, one could not learn of the
quenched isospin limit in which det M ^M  was calculated with Hi = 0 in the HMC 
update of the bosonic fields, whilst (6.3) was used in A  during the measurement of 
observables.
Before we discuss the effect of having /// ^  0 on the BCS phase, let us examine 
the effect this introduction has on the chiral phase transition. Fig. 6.1 illustrates the 
up and down quark chiral condensates
as functions of i±b for various fii measured on a 124 lattice. Although these results 
have been measured on only one lattice volume, the speed of these simulations meant 
that is was possible to gain fine resolution in \lb- Consistent with the predictions
quarks and conjugate quarks contained in M  and M t respectively. If we were to 
perform simulations with this new measure as is discussed in [72], the theory would
strength of the gap measured in chapter 4. Instead, it was chosen to simulate in the
0 0 0
0 0 0
(6.7)
0 0 0 0 /
and
(  0 0 0 0 \
0 0 0 0
0 0 0 1
(6 .8)
\ 0 -1 0 0 /
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Figure 6.1: (uu) and (dd) condensates for various hb and hi on a 124 lattice.
of [68], the two transitions, which are coincident in the limit that fii —»■ 0, separate 
as hi is increased. This can be understood by noting that for fixed /// the chemical 
potential of the up quark is larger than that of the down, such that the up quark 
reaches the critical chemical potential first. It is not clear, however, why the curve of 
the up condensate deviates from the \ii — 0 solutions more than that of the down. 
This effect, not predicted in [68] could be some lattice artifact, but may well be a 
result of the crudeness of the quenched approximation.
Of more interest than the quark condensates, which are diagonal in flavour and
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therefore not fundamentally affected by the separation of the Fermi surfaces, is the 
response in the diquark condensate to the introduction of an isospin chemical poten­
tial. In this section we relabel the order parameter (qq+) defined in (3.21) as (ud), to 
emphasise the fact that condensation occurs between quarks of different flavours, i.e. 
of opposite isospin. Fig. 6.2 illustrates the (ud) condensate measured at fiB =  1.0 on
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Figure 6.2: (ud) condensate as a function of j  for various /i/ with fiB = 1.0.
124, 164 and 204 lattices as a function of j  for various values of /i/. Results have been 
extrapolated to T —» 0 as before. As expected, the effect of significantly increasing fii 
for fixed j  is to suppress condensation, an effect that is more pronounced at smaller 
values of j .  An effect that is less straightforward to understand is that prior to this 
suppression, the values of (ud( j )) appear to increase slightly.
Looking at the response of the curves to varying j ,  one might argue that the curves 
for fj,j > 0.1 appear to represent transitions between a phase in which j ,  and hence the 
interaction between paired quarks, is sufficiently large to overcome the suppression 
due to having /i/ /  0 and one in which it is not. In this case, it is unclear how one
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should take the j  —>• 0 limit to retrieve results for the sourceless model.
Another interpretation of Fig. 6.2 could be that the effect of increasing / / / i s  
to reduce the size of the gap about kp, which would accentuate any finite volume 
problems due to a coarse lattice of momentum-modes, and cause the suppression of 
(ud) to occur at j  > 0.2.
Assuming this presumption could be taken seriously, one could fit curves analogous 
to those in Fig. 3.7 to a decreasing number of j  values with increasing ///, and see 
how (ud)| .^q varies with ///. Such fits were made and the resulting curves are plotted 
in Fig. 6.3. The resulting trend is the same as that at intermediate fixed j ,  i.e. the 
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Figure 6.3: Arbitrary fits to the (ud) condensates plotted in Fig. 6.2.
value of the condensate remains approximately constant but increases slightly, and 
then decreases sharply at some large value. This seems to contradict the assumption 
on which these curves are based, i.e. that the gap is reduced as /// is increased, 
since one would expect (ud) to be proportional to the volume k -space within the gap, 
implying the gap increases slightly before the transition to a non-BCS phase.
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At this point, whilst these simulations have presented some interesting results, it 
remains open both what our interpretation of them should be, and whether or not 
we should trust the quenched isospin approximation.
6.3 Non-zero Temperature
The standard measure of the stability of a superfluid (or superconducting) phase 
is the critical temperature Tc, i.e. the temperature at which the superfluid phase 
breaks down and the order parameter returns to zero. A simple example of this is 
illustrated in the superfluid phases of the two isotopes of Helium. In He3, where 
superfluidity is reached via the pairing of atoms attracted by the subtle van-der- 
Waals force, Tc ~  2.4 x 10_3K, whilst in He4, where superfluidity occurs via the more 
fundamental Bose-Einstein condensation of the Helium atoms, Tc ~  2.12K, almost a 
thousand times higher. An obvious avenue for further work in the investigation of 
the superfluid NJL model, therefore, is to measure Tc for the superfluid phase. In 
this final section, we shall discuss the prospects for simulations of our lattice model 
at non-zero temperature.
In standard lattice field theory calculations, the only measure of the temperature 
is the temporal extent of the Euclidean space-time lattice. To study a system at 
non-zero temperature, it is necessary to choose Lt x L3 lattices with
Lt I/s. (6*9)
If instead one were to choose some small Lt ~  Ts, one would effectively be studying 
a zero temperature system, since having T _1 /  0 in this system is equivalent to the 
finite volume effects. In a renormalisable field theory such as the 2 +  Id  NJL model,
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one may vary the temperature continuously by varying the bare inverse coupling /?; 
this has the effect of changing the lattice spacing and, therefore, the temporal extent.
In a system of fermions with non-zero density, however, the spread of the Fermi- 
Dirac distribution, SE ~  T, serves as a second thermal scale. One cannot say the 
system is at zero temperature unless in addition to (6.9), one satisfies
of the lattice’s momentum modes. It is for this reason that for parameters such 
as the diquark condensate, it was necessary to extrapolate to zero temperature, i.e. 
L —> 0, even when Lt ~  Ls. This means that whilst for a full investigation of non­
zero temperatures it is necessary to satisfy (6.9), re-analysis of the data presented
Performing new simulations with small Lt is also a relatively simple m atter and 
the current code should run both quickly and efficiently. The fact that our model 
is an effective field theory, however, does complicate matters, since in such a theory 
one should not vary (3 to vary T continuously, as this has the additional effect of 
changing the cut-off. These simulations may be limited, therefore, to a small number 
of temperatures given by Lt =  2n for n = 2, 3, etc. One possible way to overcome 
this would be to simulate several temperatures both in and out of the superfluid 
phase, and try to extrapolate data to Tc. This means that one could, in principle, 
use measurements of (qq+) and R  to estimate the ratio between the gap and Tc for a 
fixed chemical potential, and compare it to the non-relativistic prediction of the BCS
(6 .10)
i.e. that the spread of the Fermi-Dirac distribution be smaller than the resolution
herein at fixed L t may provide some insight into the thermal effects of the system.
theory [26]
$■ =  1-764.TA c
(6.11)
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Another way to circumvent the restriction placed by not being able to vary /3, 
would be to redefine our theory on an anisotropic lattice, i.e. one with different lattice 
spacings, as and at in spatial and temporal directions. The physical (or correlation) 
anisotropy is defined by [44]
£ = ^ .  (6.12)
One may then vary the temperature whilst keeping the physical cut-off fixed, either 
by varying f  whilst keeping both as and Lt fixed, or by choosing £ such that at is small 
enough to achieve a fine resolution in T  and varying Lt. Not only would this allow an 
accurate measurement of Tc, but also the measurement of A(T), since in chapter 4 we 
concluded that Lt = 16 was the minimum number of temporal planes over which one 
could accurately fit the correlators (4.4) and (4.5). The introduction of an anisotropy, 
however, would require enough effort and care to make it a considerable undertaking. 
Such a study would only be worthwhile if the strategy of using the current code with 
Lt <C L s should prove insufficient to estimate Tc.
Chapter 7
Summary
In this volume we have seen non-perturbative evidence for superfluidity in the 3 +  1 
dimensional Nambu-Jona-Lasinio model on the lattice at high chemical potential and 
low temperature. Measurement of a local order parameter for diquark condensation, 
via the use of noisy pseudo-fermion estimators, has shown that at /j, = 1.0, this 
parameter appears to be between |  and |  the value of the chiral order parameter 
in the vacuum. This was supported by a susceptibility ratio, lim ^o  R{^ = 1.0) ~  
0, which suggests a broken U (l)# baryon number symmetry in the high-// phase. 
By applying standard methods of lattice spectroscopy, we have also seen that when 
plotted in a suitable way, the dispersion relations of fermionic excitations show a clear 
discontinuity about the Fermi surface, directly analogous to the BCS gap A observed 
in traditional superconducting materials.
These features contrast sharply with the equivalent measurements in the 2 +  1 
dimensional NJL model [38], where fermionic dispersion relations were shown to pass 
smoothly through the Fermi surface, (qq+) to vanish as a power of j  and R  to be a 
constant independent of j .  Together, these observations were treated as indicative of 
a critical phase with unbroken U (l)# symmetry at high density.
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The measurement of (qq+) was used to translate into an order-of-magnitude es­
tim ate for the gap A in [58] using the following simple-minded argument:1 the con­
densate is the number density of bound diquark pairs, which in a BCS scenario is 
roughly equal to the volume of k-space within a shell of thickness 2A about the Fermi 
surface multiplied by the density of states; assuming the Fermi surface to be roughly 
spherical, this yields
(qq+) ~ A/x2. (7.1)
At fia = 0.8, (qq+)a3 ~  0 ~  which implied that the size of the gap
could well have been of <9(100MeV). The study of fermionic dispersion relations 
presented in chapter 4 showed A to be approximately constant over the measured 
range 0.5 < /x < 0.8, which in conjunction with the observation that for intermediate 
chemical potentials (qq+) ~  /x2, means the assumptions leading to (7.1) are at least 
qualitatively correct. In the same chapter, it was shown that discretisation effects 
dominate the topology of the Fermi surface at high chemical potential, which ceases 
to increase as /x2. This explains why, for /x > 0.8 the slope of (qq+(fi)) decreases and 
eventually turns over, and (7.1) no longer holds.
For /x =  0.8, which is the one non-zero chemical potential for which spectro­
scopic data were extrapolated in a controlled manner to zero temperature, the ratio 
A /(m *| 0) was f°und to be ~  0.15. Assuming a fermion mass of 400MeV in the vac­
uum, this translates into a physical prediction A «  60MeV, which although somewhat 
smaller than the naive estimate above, is still consistent with the model predictions 
of [28].
1In [58] a different choice of parameters was used than in the work presented here, resulting in
quantitatively different measurements for the order parameters. Hence, whilst the reasoning of this
argument remains the same, the numbers used are slightly changed.
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The one outstanding problem, which must yet prevent us from treating the evi­
dence of superfluidity presented herein as absolute, is that all of our conclusions rely 
on the disregarding of data for which the diquark source j  was less than 0.3. In chap­
ter 5 an argument was presented that suggested these data disagreed with those at 
larger j  because of finite volume effects, which are unusually large in this system [60]. 
In particular, we attribute this to the difficulty of representing the curved shell of 
states that partake in diquark condensation within 6E = A of the Fermi surface on 
a discrete momentum lattice.
One piece of evidence that supports this hypothesis was presented in chapter 6, 
where the diquark condensate at zero temperature was plotted as a function of j  with 
non-zero isospin chemical potential fii measured on field configurations with /// =  0.0 
and /j,b = 1.0. For free fermions, the ground-state of a system with hb >  \l! > 0 
is one in which the Fermi surfaces for “up” and “down” quarks are separated. For 
interacting fermions, however, if /// is small enough, the favoured state is one with 
standard BCS condensation between up and down quarks and one common Fermi 
surface as before [61]. Our results show that for small fij and large j ,  the value of 
the condensate is altered only slightly, whilst the value of j  at which the condensate 
deviates from a quadratic is increased. It may be that in our system the effect of 
increasing fii is to reduce the size of the gap about kp, which would accentuate any 
finite volume problems due to a coarse lattice of momentum-modes.
The most conclusive way of confirming that the low -j  discrepancy is due to finite 
volume effects, however, must be to show that on some large lattice volume, for which 
the resolution in momentum space is increased, the discrepancy between data with j  
above and below 0.3 is reduced. In this vein, parallel simulations have been attempted
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on very large lattices. Thusfar, it has proved hard even to reach an equilibrated 
configuration; on a 364 lattice with a molecular dynamic time-step of S t  = 0.005 and 
trajectories of length only 0.5, the acceptance rate remains only «  20%. This could 
be interpreted as a sign of encouragement, as the failure of the algorithm may be a 
signal that the partially quenched approximation is insufficient for such large volumes; 
if enough momentum modes were within the shell about the Fermi surface, diquark 
condensation may occur even with j  = 0 as partial quenching enforces during the field 
updates, and the algorithm may be attempting to represent a system with an exact 
Goldstone mode. A full simulation, with j  ^  0 during all steps of the algorithm, may 
yet be required to resolve this issue.
To summarise, our evidence for s-wave superfluidity via a BCS instability is of 
some importance, since this is the first time that the presence of such a phase has been 
demonstrated in a relativistic quantum field theory using a systematic calculational 
technique. Although the 3 +  1 d NJL model is only a simplistic effective field theory, 
this work can be interpreted phenomenologically as non-perturbative evidence for 
BCS colour superconductivity in QCD with two degenerate flavours, since these two 
theories have the same global symmetry structure. This is of particular importance 
whilst the persistence of the sign problem prevents the numerical solution of full 
SU(S) QCD. Also, the fact that our full solution agrees with the predictions of self- 
consistent treatments of this simple model also adds credence to such solutions of 
models with more complicated flavour structures and interactions.
In future work, one fairly simple calculation would be to measure the mass and/or 
decay rate of the pion non-perturbatively in our model, so that one could extract an 
estimate of the lattice spacing, and quote results in physical units as well as just
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dimensionless ratios. It would be interesting to further the initial studies presented 
in chapter 6 to study the stability of the superfluid phase and measure (qq+) and R  at 
non-zero temperature and to carry out further simulations with /xj /  0, in particular 
to see what effect this has on the size of the gap.
The most pressing issue, however, is to resolve the finite volume effects discussed 
above, since it is only when this has been addressed that the conclusions of chapters 3 
and 4 may be completely trusted.
A ppendix A
Staggered Fermions and their  
Interpretation
A .l From Naive to Staggered Fermions
In this appendix we discuss the nature of Fermion fields discretised using the Kogut- 
Susskind formalism. In the continuum, the Euclidean action for a free fermion field 
ip is given by
S  = j  d*xip +  m 0) ip, (A.l)
which when naively discretised becomes
S =  a4 £ £  ( 7 ,.
{'Ipx+p, 'Ipx-fi)
2 a } +  m 0ipxip3
If one Fourier transforms this to momentum space the action becomes
’« d Ap  —.ip 
(2^)4
-  £  7f. sin(ap^ip + m 0ip
Taking the inverse of M,  where S  = f  ipMip, the propagator is found to be
a / \ _  -iE ^sin(ap^) + TO0 
F Y,„ sin2(ap/i) +  (am0)2 ’
(A.2)
(A.3)
(A.4)
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and the source of the infamous fermion doubling problem becomes clear. Although 
in the long wavelength limit, the small angle approximation implies sin ap «  ap and 
one recovers the continuum Euclidean propagator, (A.4) also contains poles at the 
other 15 corners of the Brillouin zone, meaning that the naive formulation represents 
16 species of fermion.
In the staggered fermion formulation one can reduce the number of species by a 
factor of 4, which can then be interpreted as physical flavours [73]. Starting from 
(A.2 ) we can make the transformation
^  -> X x i T i T i T i W  (a.5)
such that ^ xl ^ x ± ( i  ->■ Vfi(x )XxXx±fL, where rj^x) = ( ~ l ) xi+-+xn-i and the action 
becomes
S =  a4 £ Xx X ,  | ^ ( J ) X^l+" 2aXX " ’> } +  m oXxXx (A.6 )
which is diagonal in 7 M. One is then free to disregard all but one component in p, 
after which the number of quark doublers is reduced to 4.
A.2 Flavours of Staggered Fermions
To interpret (A.6 ) in terms of the continuum fields xp and ip we recast the theory on 
the sites y of a lattice of hypercubic blocks with sites within the hypercube labelled 
7)^  =  0,1 such that xM The theory can then be rewritten in terms of fields
and which have definite Dirac spinor (a) and flavour (a) degrees of freedom 
associated with the 16-fold degeneracy in 7 7. These fields are defined as
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where T = 7 i x7 2 27 3 37 4 4- Using the the inverse of (A.7), and the relations
7 ^ r , =  (a .8)
and
75r,75  =  ( - i ) ’>*+>B+«+«r„ (A.9)
one can show that the staggered quark action becomes
S  =  16a4 j-X X [(7" ® 1 4) A m -  (75  ®  htix)&i]qy + m0qy{ t A ®  1 4 ) 5 V }  ,
1 l “ F l J
(A.10)
where A„/„ =  j ( / j,+a -  / ,_ A) and =  j ( / y+A +  /„_A -  2 /,)  [74], In (A.10) the
first matrix in the tensor product acts on spinor and the second on flavour indices,
with =  7 r^. In the continuum limit —> ad^ and 6^ —> a2d2 such that the second
difference term vanishes and (A.10) tends to the continuum action for free fermions 
(A.l).
A ppendix B
C om puting A lgorithm s and 
Analysis
B .l The Hybrid Monte-Carlo Algorithm  
B . l . l  The Algorithm
In the Euclidean NJL model, the expectation value of an observable O as a function 
of the bosonic field configuration [<$] is given by
<0) =  Z - 1 /  D $0[$] det(M tM )[$]e“s'>«*w , (B.l)
where Z  is the path integral (3.2). For a large non-trivial system, the only way 
to calculate such an integral is via a Monte Carlo method, in which a statistical 
sample {[^ >n];n =  1 , 2 , . . . ,  iV} is “picked” to approximate the full ensemble {$}. 
Since for large volumes the Boltzmann weight det(M ^M )e_5bos^  ~  f  dydye-5 is 
highly peaked about certain configurations, it is necessary to use importance sampling 
methods in which configurations are selected with a probability proportional to this 
weight.
The hybrid Monte Carlo algorithm (HMC), as its name suggests, is a combination 
of different parts of various long-established numerical algorithms. One starts with an
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initial field configuration [$n] and evaluates its Hamiltonian H [$n], In analogy with
the heat-bath algorithm [75], one then evolves the fields along a classical trajectory
by the solution of Hamilton’s equations
p* =  I f , p'n = §§:< (B-2)
*  =  - £ . *  =  - £ •  (B-3>
where p is the derivative of a field’s conjugate momentum p with respect to “simulation 
time” r. These differential equations are solved via a numerical approximation such 
as the Euler method, with the initial values for pa and pv. sampled randomly from a 
Gaussian distribution. This initial random “kick” , along with choosing the length of 
the trajectory from a similar Gaussian distribution, ensures ergodicity, i.e. that for 
any pair of configurations, the probability -P([$n] [$m]) > 0 over the course of the
simulation. The time-step in the numerical evaluation of Hamilton’s equations is y  
and (B.2)/(B.3) are evaluated after an odd/even number of time-steps such that the 
fields and momenta are evaluated at t  — nSr and r  =  respectively, where
n — 1, 2, . . .  . This does mean that an extra half step must be made for the field 
momenta at the beginning of each trajectory.
Once a trajectory is complete, its end point is labelled as the trial configuration 
[$(n+i)t]- The Hamiltonian i7[$(n+i)t] is evaluated and [$(n+i)t] is accepted with 
probability
P ($ „  -> $(„+!),) =  min (B.4)
which is the direct equivalent of the accept/reject step in the Metropolis algorithm [76]. 
If the result is an acceptance, the next link in the Markov chain is [$n+i] =  [$(n+i)t]- 
If not, then the configuration prior to the trajectory is kept such that [$n+i] =  [$n]*
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One then samples new random field momenta pa and p7ri and begins to generate the 
next trajectory. A schematic of the algorithm is illustrated in Fig. B.l.
2,3
Start
Figure B.l: Schematic of 8 trajectories in the HMC algorithm. Green circles and red 
crosses represent the end of accepted and rejected trajectories respectively. The trial 
configurations of both the 3rd and 7th trajectories have been rejected and the initial 
configurations used.
Similarly to the Metropolis algorithm, it is in the accept/reject step that the 
evaluation of the integral in (B.l) occurs. Obedience of this Metropolis rule ensures 
that the algorithm satisfies detailed balance in thermal equilibrium, i.e. that
WmP([Qm] -+ [$n]) -  WnP ([^n] -+ [$m]), (B.5)
where Wm is the Boltzmann weight det(M tM)[<l>m]e_5bos^ ml  The only effect the 
0 (5 t ) errors in the solution of (B.2) and (B.3) have is to reduce the acceptance rate; 
it is in this sense that HMC is said to be exact.
B.1.2 The Sign of the Determ inant
For the HMC algorithm to work it is necessary that det (M ^M ) is both real and 
positive. Furthermore, it is shown in section 3.1, that there is an operator T  that
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satisfies both [K T , M] = 0 and (K T )2 =  — 1, where K  is the complex conjugation 
operator, which in turn implies that det M  itself must be both real and positive. The 
proof of this argument, outlined in [33], is presented here for completeness.
If ip is an eigenvector of M  with the eigenvalue A,
Mip = \ip => K TM ip  =  KTXip =► KTM iP = X*KTip. (B.6)
If [KT, M] = 0,
Mip’ =  MKTxjj =  K TM ip = X*KTiP = X*ip', (B.7)
which implies that the eigenvalues of M  come in complex conjugate pairs. Since M  
is diagonalisable, its determinant can be written as the product over its eigenvalues 
which must, therefore, be real.
The second point is more subtle. Although the product over eigenvalues is real, 
if ip and ip' were proportionate there could exist real and non-degenerate eigenvalues, 
an odd number of which could be negative. If {K T )2 =  — 1, however,
( ^ ' )  =  (ip\KTip) = (Tip\TKTip) . (B.8)
The right hand side can be re-written using the fact that {Kipi\Kip2) =  {ipi\ip2)* = 
<V>2 \ipi) to give
<V#'> =  ( (K T )2ip\KTtl>) = -  {i>\rp') = 0. (B.9)
So if {K T )2 =  — 1, ip and ip' must be linearly independent and det M  must be positive.
B .l .3 M atrix Inversion: The Conjugate Gradient M ethod
In our implementation of the HMC algorithm, the inverse of M  needed to evaluate 
(B.2), (B.3) and (B.4), was calculated using a (bi)conjugate gradient routine based
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on that from §2.7 of Numerical Recipes [53]. This method has the distinct advantage 
that it is not necessary to store all of M; one need only know how to act M  and M* 
on a column vector. Here we describe the algorithm as it was used.
The algorithm solves the linear system
M fM£ =  (B.10)
for £ =  where <E> is the pseudo-fermion field. One first initialises the
vectors r  i =  <£ and pi =  fi, where the initial guess solution t i  is also chosen as $. 
One then carries out the following recurrence:
aA; =
p \ M ]M pk 
nt+i =  rk - a kM ^M pk’ 
f*+1 =  -  a kM ^ M p \\
Pk =  4 4 4 ;
rhric
Pk+i = rk +  Pkpk- 
p \+ l = r+* +  PkP]k,
leading to the sequence of improved estimates
tk+ 1 = tk P &kPki (B .12)
chosen to stop when the residual rk =  $  — (M ^M )£  is less than the stopping residual 
2V r2, where r2 is the stopping residual per element.
In the measurement subroutines, the same algorithm was used to solve A f At, =  
A^rj for £. Because the dimension of the matrix is twice that of the stopping
residual was AVr2.
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B.2 Error Analysis
B.2.1 Errors in uncorrelated data
Prom any initial configuration, a series of HMC iterations are guarantied take one into
post-equilibration Markov chain of configurations {[$*]; i = 1 , 2 , . . . ,  TV} generated by
ensemble (O) in the limit N  —► oo. When calculating (O), one must also calculate 
its statistical uncertainty, therefore, so that one can know how well the estimate 
represents the true value (O).
In the ideal case, in which all configurations are statistically independent, (O) is 
given by the arithmetic mean
B .2.2 Binning and Jackknife Analysis
The standard error is only a good estimate of the statistical uncertainty when all
with the HMC algorithm, however, this clearly is not the case, since successive config­
urations are either generated through travel along trajectory of finite length through 
phase space, or are completely identical. The data set is said to suffer from auto-
the canonical ensemble {^c}? be. the ensemble in which equilibrium is reached. The
the algorithm, however, is only a sample of {$c} and the statistical average of an 
observable (O) measured over {[$*]} can only be identified with its average over the
(B.13)
i=l
and its error with respect to (O) is given by the standard error
(B.14)
configurations are statistically independent. When the configurations are generated
correlations. Fig. B.2 shows the time history of an observable measured in a typical
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simulation in which autocorrelations can be seen. The observable is V  (qq2+) measured 
on a 20 x 96 x 122 lattice at // =  0.8.
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Figure B.2: A typical simulation time history of an observable measured on every 
other configuration. An equilibration time of ~  50 time steps is observed in the left 
hand figure. Discarding this data, autocorrelations are clearly visible.
Autocorrelation in data means that the standard error given by (B. 14) significantly 
underestimates the statistical uncertainty in the mean. The simplest way to overcome 
this is to generate a large number of configurations and only carry out measurement 
on widely separated, statistically independent configurations.
It is often more convenient, however, to estimate the true error in the correlated 
data. One method of doing this is by separating the N  data into A/bins bins of size 
Sbin =  AVTVbins, and calculating the binned estimators as the average of the observable
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If one then treats these estimators as independent data, their mean
1 s b in -i N
( o ibj  =  i s —  £  =  «  £  °<- (B -16)"bins ^  N
is seen to be identical to the mean of the original data set.1. The advantage of binning, 
however, is that when one calculates the standard error in (0<b.n),
\
-j -^ b in s
T T 7 V  TT £  (B-17)’bins(-‘ ''bins — -U
$ h in  —  J-
this is equivalent to the error in data separated by Sbin- Increasing the bin size 
increases the estimate in the error until s^n is greater than the autocorrelation length. 
The magnitude of the error should then be roughly independent of the bin size and 
represents the true statistical error in (O) [44]. An example of this is illustrated in 
Fig. B.3. The data come from a simulation of 1000 trajectories on an 84 lattice at 
// =  0.0.
A slightly more sophisticated way of estimating the error in (O) is the jackknife 
method. This is similar to the standard binning procedure except that in the equiv­
alent of (B.15), the jackknife estimators are given by the average of the entire data 
set excluding the related bin, i.e.
This is the origin of the term jackknife, since it is as if the bin has been cut out of 
the data set. The mean of the estimators is
-| -^ bins
( ^ * j a c k )  =  Xj- ^ * j a c k  ( B . 1 9 )
-‘Vbins •
*jack — 1
^his is only strictly true if the number of data N  is divisible by the number of bins iVbins If this 
is not the case then the size of the data set should be rounded down and N  in (B.16) and following 
formulae should be replaced by N — (N mod Sbin)-
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Figure B.3: Error in binned ( x x )  data from a typical simulation as a function of bin 
size Sbin- For Sbjn > 50 the magnitude of the error is approximately constant.
and the standard error is given by
For primary quantities such as ( x x )  this is the equivalent of using standard binning 
estimators. For secondary quantities however, such as the susceptibility of ( x x )  the 
jackknife estimate of the error is usually more reliable [44,77].
B.3 Least Squares Curve F itting
The modelling of a data set yi(xi) by a general curve y(x) = f (x ,  cq, g2, . . . ,  am) with 
m  free parameters can be carried out by means of maximum likelihood estimation. 
This is done by identifying the probability of the data set being measured given the 
parameters, with the likelihood of the parameters being right given the data set. If 
we assume that each datum yi(xi) is picked from a Gaussian distribution about the
b^ins
£  ( O w  -  ( o ,« k» 2- (B.20)
j^ack — 1
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“true” model curve f ( x )  with a standard deviation <Tj, the probability of the data 
having been measured is
(B.21)
where N  is the size of the data set. Finding the maximum of this probability is the 
equivalent of finding the minimum of the %2 value
Vi ffa ii  ^2j • • • 5 ^m) (B.22)
Although our data sets are drawn from a Poisson distribution and not a Gaussian,
these two distributions are equivalent in the limit that the number of data N  —» oo.
The problem of fitting the data is therefore reduced to the problem of minimising
(B.22) with respect to the parameters a*.
Fits of data to functions that are linear in a*, i.e. that take the form f (x )  =
a>ifi(x) +  U2 / 2 («e) +  • • • +  amf m(x) can be described in the following way. First one
f  ■ (x^)defines a n i V x m  matrix called the design matrix A with entries Aij = ——— and
<*i
Via vector b of length N  and with elements bi =  —. The minimisation of x2 is then
equivalent to finding the vector a, which contains the values of a*, that minimises
We choose to solve this via singular value decomposition using the Numerical
once, one is returned the solution vector a, the errors cr(aj) as the square root of the 
diagonal elements of an array Cov(aj, aj) and the value of x 2- In general, a fit can be
X2 =  |A .a — b |2 . (B.23)
Recipes subroutine svdf i t  and its dependent subroutines [53]. Calling this routine
said to be good if the value of x 2 is less than or similar to the number of degrees of 
freedom, in this case given by N  — m.
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Functions that are not linear in a* clearly cannot be fitted by this method. Instead 
one must choose an iterative method, starting with trial values of a* and carrying out 
operations that decrease x 2 until it reaches a minimum. We choose the Levenberg- 
Marquardt method using the Numerical Recipes subroutine mrqmin and its dependent 
subroutines [53]. One must supply the function to be fitted and its derivative with 
respect to each a*. After one call to the routine, a, cr(aj), and x 2 are returned as 
before.
A ppendix C 
Shared-m em ory Parallel 
P r ogr am m ing
In the finite volume study presented in chapter 5, some simulations were carried out 
on lattices with L t =  36 and Lt = 48, each on one node (~  100 CPUs) of the Sun 
Galaxy-class supercomputer at the Cambridge-Cranfield High Performance Comput­
ing Facility (HPCF). Parts of the code were explicitly parallelised using OpenMP 
(OMP), a set of compiler directives, library routines and environment variables used 
to specify shared memory parallelism. This appendix contains a discussion on the 
choice of which routines were to be explicitly parallelised as well as a brief list of some 
basic OMP directives and how to implement them.
The Fortran compiler on the Sun machine contains an option to auto-parallelise 
code. When this was tried for the NJL code, however, it was found to be very 
inefficient, with little benefit found from running in parallel. It was decided, therefore, 
that the most CPU intensive parts should be parallelised explicitly. Fig. C .l shows 
a breakdown of the exclusive CPU time spent in various parts of the code, i.e. the 
amount of time the program spends in a subroutine excluding time spent executing 
calls to functions or subroutines within it. It is clear that the majority of time is spent
109
APPENDIX C. SHARED-MEMORY PARALLEL PROGRAMMING 110
Subroutine t ( % )
□ Conjugate G radient 
(N am bu-G or’kov)
54.3
0 Conjugate G radient 
(Normal)
37.6
□ M easurem ent 3.2
□ Force Terms 3.1
■ Main 0.8
□ O thers 1.0
Figure C.l: Pie chart illustrating the percentage of exclusive CPU time spent in 
various subroutines in a serial run on one processor.
in the fairly simple conjugate gradient routines, so these were chosen to be explicitly 
parallelised.
The main advantage of OMP over message-passing standards such as MPI is in 
its simplicity to implement. It is based on the shared memory model, in which all 
processors have access to the same global memory, but have their own copy of local 
data, such as the loop counter in a parallelised loop. This means that data transfer 
is transparent from a programmer’s point of view, so long as each variable is declared 
to be either global or local. The implementation is done by adding directives to the 
code that begin with the phrase ! $0MP, and are therefore treated as a comment by a 
standard Fortran compiler.
A parallel region can be set up in several ways. The simplest way to make a loop 
run in parallel is by using !$0MP p a r a l l e l  do, e.g.
!$0MP p a r a l l e l  do 
do i = l , n
a ( i ) = b ( i ) + c ( i )
enddo
!$0MP end p a r a l l e l  do
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This is called a work-sharing construct, since the work done in the loop is shared 
between a number of CPUs, or threads. By default, variables are global and shared 
between all processors except for those used as loop counters, which are private and 
each processor owns their own copy. However, the above code could have been written 
as
!$0MP p a r a l l e l  do shared (a ,b ,c ,n )  p r i v a t e ( i , temp) 
do i = l , n
temp=b(i)+c(i)
a(i)=temp
enddo
!$0MP end p a r a l l e l  do ,
which shows the importance in declaring variables explicitly, since by default temp 
would be a global variable, meaning that the values of a ( i )  would be assigned wrong 
and unpredictable values. One way to stop code becoming cluttered is to declare a 
default data type. The first line above could then be written as
!$0MP p a r a l l e l  do default(shared)  p r i v a t e ( i , temp)
Parallel
Region
Implied
Barrier
! O M P  p a r a l l e l  d o
! O M P  e n d  p a r a l l e l  d o
Figure C.2: The fork and join model of shared memory programming. In this example, 
within the parallel region the number of threads is increased from 1 to 6.
Although running sections of the code in parallel decreases the wall clock time it
APPEND IX C. SHARED-M EM ORY PARALLEL PROGRAM MING 112
takes to run, there are several overheads involved. The first of these is due to copying 
global data from one CPU to another. With OMP one has little control over this. 
The other main overhead is that at most times, some processors are idle. Not only 
does this happen when one is outside the parallel region, but also at the end of a 
parallel region where a barrier is implied, i.e. where all threads must wait for the 
slowest to finish. This is illustrated diagrammatically in Fig. C.2.
One way to reduce this is to define large parallel regions with multiple do loops 
inside. The nowait directive can then be used to direct each thread to carry on and 
start their part of the next parallel loop and the number of barriers is reduced. This 
can only be done if the input of the second loop does not depend in a non-trivial way 
on the output of the first. An example of this would be
!$0MP parallel default(shared)
!$0MP do private(i,temp) 
do i=l,n
temp=b(i)+c(i) 
a(i)=temp 
enddo 
!$0MP end do nowait 
!$0MP do private(i,temp) 
do i=l,n
temp=e(i)+f(i) 
d(i)=temp 
enddo 
!$0MP end do 
!$0MP end parallel
Another important concept is that of reduction variables. These are scalar vari­
ables used in collective operations over elements of an array, such as a sum or a 
product. The reduction variable is treated as a local variable within the parallel re­
gion, the sum or product of which are reduced into a single global variable at the end
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of the region. An example of this is
sum=0. 
prd=l.
!$0MP parallel default(shared)
!$0MP do private(i,temp) reduction(+:sum) reduction(*:prd) 
do i=l,n
sum=sum+a(i) 
prd=prd*a(i) 
enddo 
!$0MP end do 
!$0MP end parallel
This list of directives, which includes all of those used in parallelising the conjugate 
gradient routines, is by no means comprehensive. There are many issues, such as 
explicitly scheduling the sharing of work between threads or changing the number of 
threads between one parallel region and another that have been ignored here since in 
our implementation the default values were used. For more information see e.g. [78].
Once the conjugate gradient routines were parallelised, some short test runs 
showed that when run on 48 CPUs, the speedup (i.e. the ratio between the wall 
clock times of the serial and parallel code) was found to be ~  15 for the inversion of 
M  and ~  25 for the inversion of A. The rest of the code was parallelised using the 
compiler’s auto-paralleliser.
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