The purpose of this paper is to study the solvability of a semilinear two-point boundary value problem of resonance type in which the nonlinear perturbation is not (necessarily) required to satisfy Landesman-Lazer condition or the monotonicity assumption. The nonlinearity may be unbounded.
Introduction
Very recently, the solvability of the semilinear two-point boundary value problem u"(x) + u(x) + g(x,u(x)) = h(x), u(0) = u(n) = 0 (in which h E L (0,n), g: (0,n) x R -» R satisfies Caratheodory conditions and grows at most linearly) has been studied by several authors. For some of them, a key sufficient condition, for the existence of at least one solution of equation (1.1) , is the so-called Landesman-Lazer condition rn rn rn (1.2) / g_(x)sinxdx < / h(x)sinxdx < / g (x)sinxdx Jo Jo Jo where g_(x) = limsupu__oo g(x,u) and g+(x) = liminf^^ g(x,u) (see [1, 2, 4, 7, 8, 11, 12, 16] ). For others, a key condition is that the function g satisfies a monotonicity assumption with respect to the variable u (see [15, 4, 
8, 13, 16]).
It is the purpose of this note to provide sufficient conditions for the solvability of the Dirichlet problem (1.1) in which the nonlinearity g is not (necessarily) required to satisfy the condition (1.2) or the monotonicity assumption.
The paper is organized as follows: §2 is devoted to the main result. At the end of §2, we illustrate our main theorem by giving an elementary example of an unbounded nonlinearity that does satisfy neither condition (1.2) nor monotonicity assumption. In §3, we are concerned with further result and remarks. In Remark 1, we discuss the relation between our results and previous ones. All of our results are based upon Leray-Schauder continuation method and topological degree [14] .
Besides the classical real Lebesgue spaces Lp(0, n) and the spaces Cp(0, n) of p-times continuously differentiable real valued functions, we shall make use, in what follows, of the Sobolev spaces HQ(0,n) and H (0,n) (see e.g. H. Brézis [3] for definitions and properties). In L (0, n), we shall consider the inner product (u,v) = (2/n) f£ u(x)v(x) dx with corresponding modifications for //'(O,;:) and H2(0,n).
The main result
Let h E L (0,n) and g : (0, 7r) x R -► R be a Carathéodory function i.e. g(-,u) is measurable on (0,n) for each u e R, g(x,-) is continuous on R for a.e.. x € (0, n), for any constant r > 0 there exists a function yrE L (0, n) such that (2.1) \g(x,u)\<yr(x) for a.e. x E (0, n) and all u E R with \u\<r. for a.e. x E (0,n) and all u eR with \u\ > R, where F e L°°(0,n) is such that, for a.e. x E (0, n) (2.4) 0 < T(x) < 3 with T(x) < 3 on a subset of (0, n) of positive measure. Then, equation (1.1) has at least one solution for any h E L2(0, n) with
By a solution of equation ( 1.1 ) we mean a function ueH (0, n) n HQ (0, n) which satisfies the differential equation a.e. To prove Theorem 1 we shall need three useful lemmas stated and proved below.
For each u E Hq(0,n), let us write
where ïï(x) = (2/n)(fç u(x) sinsds)sinx and /fJ,rö(x)sinxi/x = 0 so that, with obvious notations Hq(0,n) -Ho(0,n)®H0(0,n).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Lemma 1. Let T E L°°(0,n) be such that for a.e. x E (0,n), 0 < T(x) < 3 with T(x) < 3 on a subset of (0,n) of positive measure. Then, there exists a 1 1 constant ô = ô(T) > 0 such that for all ue H (0, n) n HQ (0, n), one has 2 f
n Jo
Proof. Taking into account the orthogonality of ïï and ü in L (0, n), one has 2 fn
n Jo Therefore, using Fourier series and Parseval identity [3] , one has Dr(ü) > 0 with equality if and only if ¿i(x) = A sin 2x for some A E R. But then, one gets 0 = DJü) = A2-Í (3 -T(x)) sin2 2x dx, it Jo so that by our assumptions, A = 0 and hence ü -0. We claim that there is a constant ô -ö(Y) > 0 such that
Assume that the claim is not true. Then, we can find a sequence (ün) c H0X (0, n) and it E H^ (0, n) such that, by using the compact embedding of Hq (0, n) into C(0, n) and passing to a subsequence if necessary [3] ,
and (2.8) 0<Dr(uJ< 1/«, «eN*.
Since HQx(0,7t) is a Hilbert space and ün converges weakly to ü in //0'(0,7r), one has [3] By (2.7) and (2.8), we obtain, for n -► oo, (2.9) \ün\2H¡ -! Al.+ T(x))(û(x))2dx « Jo and hence l<,<^"(.+rW)(»M)2^, i.e., JWflsO.
By the first part of the proof, ù = 0, so that, by (2.9), \ün\H, -* 0, a contradiction with the first equality in (2.7) and the proof is complete. D Since H (0,n) is continuously embedded into C(0, n), it follows immediately 2 2 that Hn(0,n) is a closed subspace of the Hilbert space H (0,n) so that it is also a Hilbert space with respect to the inner product of H (0, n) [3] .
Lemma 3. Let q E (0,3) be fixed. Then, there exists a constant n > 0 such that for all u E H2(0, n), one has \u" + u + qu\L2 > t]\u\H2.
Proof. By the theory of linear second order differential equations [ 1, 3, 15] , the operator E: H2(0,n) -> L2(0,7r) defined by Eu = u" + u + qu is one-to- and using the compactness of E : L (0, n) -> C (0, n) we can assume (going if necessary to a subsequence relabeled (vn)) that there exists v e C (0,n) such that vn -» v in c'(0,7t) for n -> oo, |v|c, = 1 and v(0) = v(n) = 0. On the other hand, using inequality (2.19) or (2.20), one deduces immediately that vn -* 0 in Hl(0,n) for n-»oo.
Therefore v E HQ(0,n) i.e. v(x) = Asinx for some A E R. Since |i>|c, = 1, one has v(x) = ±sinx.
In what follows, we shall suppose that v(x) -sinx (the case v(x) = -sinx is treated in a similar way). Now, using the fact that vn(0) = vn(n) = 0, vn -► v in C'(0,^) with v(x) = sinx, v'n(0) -► 1 and v'n(n) -> -1 for n -> oo, we have that there exists n0 E N* such that, for n > n0, vn(x) > 0 on (0,n). So that, for n>n0, (2.26) un(x)>0 on (0,n), un(0) = un(n) = 0.
Writing vn = v~n + vn , we have vn(x) -Kn sinx with Kn -► 1 for n -► oo.
Let us come back to equation (2.23). Taking the inner product (in L (0, n) ) of (2.23) with vn, remarking that Xn E (0,1) and considering assumption (2.5), we deduce that (2.27) (Vklci) f g(x,un(x))vn(x)dx <0 Jo for all n sufficiently large, so f0* g(x, un(x)) sinx dx < 0. This is a contradiction, since by (2.26) and assumption (2.2), one has #(x,Mn(x))sinx > 0 on (0, n) for n > n0 and the proof is complete. Obviously g(x,-) is not monotone on [ji/2,7i). However, since g(x,±kn) -0 for all x E (0,n) and all k e N, we have limsupM__0O g(x, u) = liminfu_>oog(x,u) = 0. Hence, the nonlinearity (2.28) does not satisfy the Landesman-Lazer condition (1.2) . Notice that g is unbounded.
Further result and remarks
Following step by step the approach used in §2 with obvious modifications in notations, one has Theorem 2. Let g be a Carathéodory function. Assume that there exists a constant r > 0 such that (3.1) g(x,u)u>0
for a.e. x E (0,n) and all u E R with \u\ > r. Moreover, suppose that assumption (2.3) is fulfilled, where Y E L°°(0,n) is such that, for a.e. x e (0, n) (3.2) 0 < T(x) < 1 with Y(x) < 1 on a subset of (0, n) of positive measure. Then, the Neumann problem
has at least one solution for any h E L (0,7t) with
Notice that, in this case, relation (2.26) reduces to (3.5) un(x)>r on [0,*], i/"(0) = u'n(n) = 0. Remark 1. Theorem 1 is a strong improvement of main results contained in [6, 9] since they assumed h E L°°(0,n) satisfying (2.5) and g(x,u) = g(u) a bounded continuous function. Notice that assumptions (2.3)-(2.4) are automatically satisfied when g is bounded.
In [10, Theorem 4] (resp. Theorem 5), there is a result similar to our Theorem 1 (resp. Theorem 2) with h E L°°(0,n), g(x,u) a continuous function and T(x) < q for all x E (0,ii) where q is a constant such that q < 3 (resp. q < 1 ). Obviously those results are a special case of ours (see e.g. the example of §2). Let us mention here that contrary to what the author is affirming in [10] , his abstract results do not apply to the Dirichlet problem. More precisely, we shall give an example of a nonlinearity g which satisfies all assumptions of Theorems 1 and 4 of [10] , but the assumption (iii) of his abstract results is not fulfilled (see [10, p. 928] ). Therefore, it seems to us that the proof proposed in [10] is lacunar. Indeed, let us consider f0 ifxe(0,7i) andw>0, <3-6) g(x,u) = \ ( u if x E (0, n) and u < 0. Obviously all assumptions of Theorems 1 and 4 of [10] are satisfied since g(x, u)u > 0 for all x E (0, n), all u E R and lim sup, , ^ g(x, u)/u = 1 < 3.
On the other hand, using the definitions of the operators Q, P, N given in the proofs of Theorems 1 and 4 of [10] and considering our notations of §2, the assumption (iii) of [10, p. 928] , is equivalent to For uEL°°(0,n) with pit rK
Jo Jo implies that there exists a constant C such that \ü\LOO < C.
We shall now exhibit a sequence (un) in H2(0, tc) = H2(0, n) n H0X(0,n) c L°°(0,7i) which shows that the nonlinearity given by (3.6) does not fulfill the assumption (3.7). Indeed (for n E N* ), let us consider the sequence (3.8) ""(*) = «sinx -sin4« x, xe[0,tc].
We have immediately that un(0) = 0 and «'"(0) = n -An2 < 0. Therefore there exists xn E (0, n] such that (3.9) «"(*)< 0 on (0,xn), un(0) = un(xn) = 0.
Let us define the subsets In = {x E (Q,n): un(x) < 0}. It follows from (3.9) that In is of positive measure i.e. (3.10) rnes(/J > 0 for each nE N*.
Observing that un(x) = n sinx, using the construction of g in (3.6) and the property (3.10), one has that for each n E N*, / g(s,un(s))sinsds -I un(s)sinsds = / u (s)sinsds < 0. Jo Ju"(s)<0 Ji"
On the other hand, since un(x) --sin4« x, one has \un\LOO = 1, but I"Jl°° = n ' so tnat l"/ilz.°° -* °° ^or n ~* °° ■ Thus assumption (3.7) is not satisfied. Notice that \un\Loo = 4n2.
Our approach corrects the above lacunae and gives a more general result. Finally, let us mention that the sequence (3.8) cannot be solutions of some homotopy given in (2.17) since they do not satisfy the inequality (2.20) that follows from Lemma 2.
