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Abstract
This project is an expository study of the Poincare duality theorem which 
equates the kth cohomology group with the (n — k)th homology group of a compact, 
orientable manifold of dimension n < oo. We discuss homology, cohomology, and other 
algebraic and topological preliminaries before presenting a proof of the theorem. Subse­
quently, we illustrate the importance of the theorem by presenting some useful applica­
tions.
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Chapter 1
Introduction
The following work is an explanation of Poincare duality for compact orientable 
manifolds. The Poincare duality theorem says that for a compact, connected, orientable 72- 
dimensional manifold M, the cohomology groups, are isomorphic to the homology
groups Hn_k(Af). As evident here, there are many algebraic and topological notions that 
must be understood before one can fully grasp what the theorem says. In the following 
chapters, we will define and prove some of these preliminary notions, including singular 
and simplicial homology and cohomology, Mayer-Vietoris sequences, and direct limits. 
Many of these topics can lead to extensive studies on their own. However, the goal here 
will be to discuss these notions in terms of how they build up to and are related to the 
Poincare duality theorem.
The next phase of this work will be to use all of the preliminary notions to prove 
the theorem. The proof will be lengthy and will rely heavily on these preliminaries. The 
goal here will be for the reader to get an idea of how the theorem works, how it is proved, 
and an explanation of the algebraic machinery that is used.
The final chapter will be dedicated to discussing applications of the theorem. 
We will take time to explain, several examples and how Poincare duality is used in these 
situations, illuminating the importance of the theorem. In particular, we will use Poincare 
duality to compute homology groups using the cap product. It will also be used to show 
that the Euler characteristic for an odd dimensional compact manifold is 0.
To understand the history of the Poincare duality theorem, one must first start 
with the development of algebraic topology. Algebraic topology was first introduced and 
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studied by Poincare himself between 1900 and 1920 [Hat02]. His method was to view 
topological manifolds as A-complex structures in order to extract information about 
the manifold (a A-complex structure on a manifold is a way to build a smooth surface 
from smaller, more tractable pieces. See Chapter 3). Although Poincare described these 
manifolds using algebraic objects, now called Betti numbers and torsion coefficients, he 
used an approach that is similar to simplicial homology today (homology will be described 
in Chapter 3). Instead of working with Betti numbers and torsion coefficients, algebraic 
topology began to be developed as we know it today in the late 1920’s and early 1930’s 
by such characters as Emmy Noether, Leopold Vietoris, Heinz Hopf, and Walther Mayer 
[Kat93]. This change in thinking was what led to the development of singular homology 
and cohomology. After some work by Samuel Eilenberg, James Alexander, and Solomon 
Lefschetz, the definition of singular homology as we know it today appeared in 1944 in a 
paper by Eilenberg [Hat02].
Since the time of these formal definitions of singular homology and cohomology, 
Poincare’s work, which was in terms of the alternate definitions of Betti numbers and 
torsion coefficients, has been translated into the new way of thinking. Now, Poincare’s 
work in algebraic topology is most often presented in terms of homology and cohomology. 
For example, the Poincare duality theorem, which we briefly stated above in terms of 
homology and cohomology, would formally say that if M is a compact oriented n-manifold 
without boundary, the ith Betti number of M is the same as the (n — i)th Betti number 
for 0 < i < n [Vic94],
Although Poincare’s original work in algebraic topology has been translated into 
a new and modern formality, he was one of the original thinkers in the field and produced 
and proved many of the foundational results in the field. The Poincare duality theorem is 
one of these foundational results. In fact, “Poincare clearly considered that the climax of 
his work in topology was his famous duality theorem” [Die89]. In the following chapters, 
we intend to put the Poincare duality theorem on display and in Chapter 7, show some 
of the reasons for the theorem’s prominence.
The following is a brief outline of the paper. In Chapter 2 we define and give 
examples of the topological ideas necessary to understand homology and cohomology. 
Chapter 3 is devoted to defining singular and simplicial homology and cohomology as 
well as proving several important facts related to these. Chapter 4 is a combination 
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of defining and proving more facts related to homology and cohomology groups. Also, 
we introduce a definition of orientability for manifolds and the fundamental class, two 
concepts that will lead to the isomorphism used in Poincare duality. In Chapter 5, we 
state the remaining algebraic definitions and theorems that will be used in proving the 
Poincare duality theorem. Several of these theorems are then proved. Next, we define the 
cap product and prove the Poincare duality theorem for compact orientable manifolds, 
Theorem 6.3.1, in Chapter 6. Finally, Chapter 7 illustrates the use of Poincare duality 
and explores several applications of the theorem.
4
Chapter 2
Topology
2.1 Homeomorphism and Homotopy
Poincare duality is a notion that relies heavily on algebraic and topological con­
cepts. It is important for the reader to be familiar with topological spaces, topological 
manifolds, homeomorphisms and homotopy. Throughout this chapter X and Y are topo­
logical spaces and all maps are assumed to be continous.
Definition 2.1,1. [Bre97] A map F : X —> Y is called a homeomorphism if F-1 : Y —> X 
exists (i.e., F is one-one and onto) and both F and F-1 are continuous. The notation 
X ~ Y will denote that X is homeomorphic to Y.
A big part of topology is concerned with recognizing two different topological 
spaces as homeomorphic or not homeomorphic. We will be concerned with this skill in 
future chapters. An equivalence which is weaker than homeomorphism is homotopy. Two 
continous maps are said to be homotopic if they satisfy the following definition:
Definition 2.1.2. [Mas91] Two maps Fo, Fi : X —> Y are homotopic if and only if there 
exists a map F : X x I —* Y such that, for x € X,
F(x, O) = F’o(a:),
F(a:)l) = Fi(a:).
The notation Fo — Fj will denote this relation, and F is called a homotopy of the maps 
Fq and Fi.
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Note that if / = p : X —> V, then f — g. This leads to the most important 
concept we will be concerned with, homotopy of spaces.
Definition 2.1.3. [Bre97] A map F : X —> Y is said to be a homotopy equivalence with 
homotopy inverse G if there is a map G :Y —> X such that G o F ~ lx and F o G ~ ly, 
where ly(y) = y, and lx (a;) — x. This relationship is denoted by X a V, and we would 
say that X and Y are homotopic or have the same homotopy type.
Notice that ~ and ~ are equivalence relations. Also, a direct consequence of 
the definitions of homotopy and homeomorphism is the following:
Remark 2.1.4. If X & Y, then X ~ Y.
Proof. Because two spaces being homeomorphic guarantees continuous map­
pings F and G — F_1, with F o G = ly, and G o F = lx- Since f = g => f ~ g for any 
maps f and g, we are done. □
The contrapositive of the above remark would say that if two spaces are not 
homotopic, then the spaces are also not homeomorphic. There are many classic examples 
of pairs of spaces that are homotopic. For one, the solid torus, TT2, is homeomorphic (and 
hence homotopic) to a coffee mug with one handle (as pictured in Figure 2.1). Generally 
speaking, the idea comes from the fact that the coffee mug could be reshaped and trans­
formed, without tearing or breaking it, until it becomes the torus. This is the basic idea 
of a homeomorphism of spaces, that one space can be transformed into the other space 
without tearing or breaking either space.
Figure 2.1: The Torus and Coffee Mug
Example 2.1.5. If
Dn = {xG Rn :|x|< 1}, 
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and
sn = {(®i........Z„+1) e Rn+1 :12®? = !}.
then Dn — {0} — Sn_1. This homotopy is achieved by defining f : Dn — {0} —► Sn_1 as
f(z) = 4!L 
M
and defining g : Sn_1 —> Dn — { 0 } as g(0) = 0 for 0 E S71"1.
That is, any disk minus a point in the interior can be stretched out or retracted 
to a sphere of that same dimension.
Example 2.1.6. {0} when given the maps f : > {0} by f(x) =0 and
g : {0} -> Kn by p(0) =0-
This property of topological spaces occurs so frequently that it is given a special 
name.
Definition 2.1.7. [Bre97] A space is said to be contractible if it is homotopy equivalent 
to the one-point space.
2.2 Topological Manifolds
The final major topological concept that will be used will be the notion of a 
manifold.
Definition 2.2.1. [Hat02] A (topological) manifold of dimension n is a Hausdorff space 
M in which each point x E M has an open neighborhood homeomorphic to S?n.
Many of the spaces mentioned previously in this chapter are topological mani­
folds. For example, Euclidean space, ]Rn, of any dimension is a manifold, since every point 
in Rn has the open neighborhood which is homeomorphic to lRn. Also, the hollow 
torus, T2 := S1 x. S'1, is a manifold, because any point on the torus has a neighborhood 
homeomorphic to K2. Similarly, a point on a sphere Sn of any dimension n has a neigh­
borhood that is homeomorphic to Rn via stereographic projection. For detailed proofs of 
these facts, see [Sie92].
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Chapter 3
Homology and Cohomology
3.1 Singular and Simplicial Homology
Homology theory is the study of topological spaces in terms of an algebraic 
language. In particular, it is concerned with expressing a topological space as a sequence 
of abelian groups. Although there are many types of homology known, two commonly 
used types of homology are singular and simplicial homology. In a certain sense, singular 
homology is the most general way of defining homology, but it is not necessarily the 
easiest form of homology to use when computing the homology of a particular topological 
space. Simplicial homology is the preferred form of homology to use in certain basic cases. 
It is equivalent to singular homology, but it allows one to compute the homology of some 
topological spaces combinatorially rather than topologically, as we will see. Both singular 
and simplicial homology will be defined here, and several differences between the two will 
be pointed out. The differences between singular and simplicial homology will not be 
emphasized, because the singular homology of a A-complex X, Hn(X), is isomorphic to 
the simplicial homology of the same space, H^(X), for all n [Hat02] (see Theorem 3.1.9). 
We now give a complete definition of homology.
We start by letting {eo, ei,...} be a basis for R°°.
Definition 3.1.1. [KSW89] The basis elements &i are used to define the n — simplices
An as follows:
tj > 0 and tj = 1 >. 
i=0
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Each An is called an n — simplex. The 0 — simplex, Ao, is a single point. The 
1 — simplex Ai is a single line. The 2 — simplex A2 is a triangle with three vertices, 
and so on. In each case, the n 4-1 vertices of the n-simplex are considered ordered by 
the ordering of the chosen basis {eo,ei,...} for S°°. Now suppose cr : An —> X, and if 
Pi G X, with Pi = then (Po, ■ • •} Pn) is a simple but incomplete way to describe a. 
However, this notation will be useful. Now, let Cn(X) be a free abelian group generated 
by the n-simplices, thus any 0 e Cn(X) is a finite formal sum defined by
k
& = ^Ui(Ti
i=l
where n{ G Z.
Definition 3.1.2. Let a = [Po,..., Pn) & Cn(X). Then the boundary operator given by 
the map dn : Cn(X) —> Cn_i(X) is defined by
n
i=0
The hat above Pi means that it is removed, and
(P(b • • - > Pij • • • 5 Pn) = |span{eol...,e'i,...,en} *
This map dn is sometimes written without the n as 1 We extend this map by linearity 
so that dn : Cn(X) Cn_i(X).
Theorem 3.1.3. If 0 G Cn(X), then
9n-A(0) = 0.
Proof. Let a = (Po, Pi, ..., Pn) and 0 G C'n(A'). Now,
an_i(<M = a„_i (J2(-i)i(p0,...,A....... p„)I
n
= £(-i)i(^_1(p01...,pj,...,p„))
i=0 
n i—l
= D-H(Po,..., ps.......a, ... ,p„)
i=0 J=0
i=0
0.
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It follows that dn-fadnO) for all 3 6 Cn(3), since 
dn-i(dn9) = dn-i (^nfidncri)^ = ^/ni(dn^1dn(ffi)) = = 0.
□
Definition 3.1.4. The sequence of homomorphisms dn of the abelian groups Cn(X) is 
called a chain complex.
The additional requirement that d2 = 0 is the difference between a collection 
of abelian groups and a chain complex. Since we have dn : Cn(X) —> Cn_i(X) and 
dn+i : C'n+ifX) —* Cn(X), both Ker(dn) and Im(9n+i) belong to Cn(X). Also since 
02 = 0, and Cn(X) is abelian, l7n(3„+i) < Ker(dn).
Definition 3.1.5. [Hat02] The nth homology group of X (with Z coefficients) is defined
as
Ker(dn)
Im(dn+1)'
We point out that this definition is how we will denote homology of a space 
with Z coefficients, because homology may be defined with coefficients of any abelian 
group. That is, if F is an abelian group, then Hn(X‘,F) will denote the homology of 
X with coefficients from F by slightly altering our chain complex. Thus, our definition 
above could also be written as ffn(X;Z). All of the calculations in this in this study will 
assume Z coefficients unless otherwise stated.
We now turn our attention to simplicial homology, defined nearly the same as 
singular homology. However, we must be more carful with the choice of n-simplices. The 
goal is to build any topological space by using some basic building blocks, and then to 
compute meaningful algebraic data from how the building blocks are glued together. For 
example, thinking about convex polygons in the plane as our spaces, any polygon could be 
made up of some number of triangles. Simply place a vertex at the center of the polygon 
and draw lines to the other vertices, triangulating the polygon. Therefore, any polygon 
can be built by some number of triangles. Similarly, if we think of any polyhedron as our 
space, it can be built by some number of triangular prisms. This idea can be generalized 
to say that an n-simplex will again be An, and so the 0-simplex is a point, the 1-simplex 
is a straight line, the 2-simplex is a triangle with straight edges, the 3-simplex is a prism, 
and so on. But we assume our topological space has been built as a quotient space of 
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disjoint unions of these objects glued together to respect the ordering of the vertices as 
before, and we call such spaces simplicial complexes. We will use a similar notation for 
an n-simplex a = [no,..., vn] G C^(X), defined to be the free abelian group on the 
n-simplices of a simplicial complex X.
Definition 3.1.6. [Hat02] Given an n-simplex a = • • • >vn] G The boundary
operator is defined as
5n W = • ■ ■ ,Vi, •,M-
i=0
Example 3.1.7. We consider the 2-simplex [vq, v2] in Figure 3.1 as an example. The 
arrows on each edge indicate the ordering of the vertices. Then,
d2 [«o, vi> «2] - [vi, v2] - [v0, va] 4- [vOl vi].
The simplicial homology groups are defined in a similar way to the singular 
homology groups.
Definition 3.1.8. [Hat02] The simplicial homology groups are defined, as
= Ker(d*)
Im(dn+1) '
Simplicial homology is handy because we can now represent many familiar topo­
logical spaces with a finite number of simplices, thus, for these spaces, C^(X) will be 
finitely generated and the computation of its homology will be a purely combinatorial 
task. The manner in which certain simplices have been glued together to form a simplicial 
complex is called a A - complex structure. The quick definition of a A-complex is that it 
is a quotient space of a collection of disjoint simplices obtained by identifying certain of
11
their faces via the canonical linear homeomorphisms that preserve the ordering of vertices. 
Constructing a A-complex is like building something from a kit of pre-cut parts that only 
need to be snapped together following the instructions [Hat02]. Up to homotopy, many 
of these A-complexes are familiar topological spaces. One A-complex structure on S'1 
would be one 0-simplex (p) and one 1-simplex (a) as in Figure 3.2. Another A-complex
P
Figure 3.2: The 1-Dimensional Sphere, S'1
structure on 51 would be two O-simplices and two 1-simplices. One A-complex structure 
on the torus would be one 0-simplex, three 1-simplices, and two 2-simplices as in Figure 
3.3. The b edges are first glued together according to their orientation, creating a tube. 
Then the a edges are glued together according to their orientation, creating a space that is 
homotopic to the torus. There is an important relationship between and IIn(X)
vv
Figure 3.3: The Torus, T2
for simplicial complexes that will be of great use to us.
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Theorem 3.1.9. [Hat02] Given a A-complex structure on the space X,
Therefore, simplicial and singular homologies are equivalent, and by computing
the simplicial homology of a space with a A-complex structure, we are also computing 
the singular homology of the same space.
Example 3.1.10. We compute using the A-complex we put on S1 in Figure 3.2.
One 0-simplex, call it p, and one 1-simplex, call it a, are enough to construct S1. The 
1-simplex has both endpoints at p and is oriented as drawn. Notice there is no gluing 
here that we cannot already express in our Figure 3.2, as compared to how the torus was 
created from its A-complex structure. The corresponding chain complex for S'1 is
• ■ • efts1) efts1) -A efts1) 0.
But C^S1) = 0 for all k > 2, since there are no simplices higher than the 1-simplex. 
Therefore, H^S1) = 7^5— = 0 for all k > 2. Next, we will compute IfftS1) and 
HfrtS1). First, Imdf = 0 since df : 0 -> CftS1). Next, dfta) = (p) - (p) = 0. So 
a 6 Kerdi- And 5^(na) — ndi(a) = 0, where n G Z. So, Ker(d^) — and
CftS1) = 2(a), where 2(a) is our notation for {na | n G 2} and is isomorphic to 2. 
Therefore, H? (S1) = = 2(a) S*  2. So H^S1) * 2. Finally, : C^S1) -> 0, and
Kerdn — C^fS1) — (p). So, Cq^S1) — 2(p). Now, Imd& — 0 since dftOftS1)) = 0.
Therefore, J/^fS1) 2(p) S 2. So Hq‘(S1) S 2. In conclusion,
0 elsewhere.
Since H£(X) = Hn(X), HnfjS1) = 2 when n = 0,1 and j7n(51) = 0 elsewhere.
Example 3.1.11. Another common example is the homology of the torus, T2, and we 
suppress our calculations. Give T2 the same A-complex structure as in Figure 3.3. The 
torus yields the following homology [Hat02]:
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There are several important but basic facts about homology that need to be 
stated here.
Theorem 3.1.12. [Vic94] If two topological spaces X and Y are homotopic, then
Hn(X) S Hn(Y).
The map that provides this isomorphism is F*  that will be described in Definition 
3.3.1 and is simply the induced map of homology on the homotopy map F : X —> Y.
Lemma 3.1.13. If X = Rn, then 7/o(X) = Z and Hn(X) = 0 for all n greater than zero.
Proof. We start with the fact that is contractable (homotopic) to the single 
point space, {a;}. Next, it’s easy to see that = Z and Hn({x}) = 0 forn > 1. By
Theorem 3.1.12, Hn(Rn) = _Hn({x}) for all n. Therefore, J/o(Rn) = Z and Hn(Rn) = 0 
for all n greater than zero. □
3.2 Cohomology
In a certain sense, cohomology is the dual of homology and is defined by more or 
less dualizing the objects used to define homology. That is, the dual of Cn(X) is Cn(X) 
is defined to be the set of homomorphisms p : Cn(X) —> Z.
Definition 3.2.1. [Mas91] An n-cochain p G Cn(X) is a homomorphism that sends an 
n-simplex a : An —>• X to a value y>(a) G Z.
More generally, Cn(X',G) = Hom(Cn(X;%>)■, G) where G is any abelian group, 
but the definition above will suffice for the remainder of this study where G — Z. Next, 
define the coboundary map dn : Cn(X) —> C7n+1(X) as the adjoint of the boundary 
operator dn by (dp)(0) = p(dO). For the cochain p G Cn(X), its coboundary dp is the 
composition Cn(X) Z. So for an (n + l)-simplex cr: A7l+1 —> X we have
= ^(-l/v’G I fa), -.., Vf,..., vn+i]). (3.1)
i
Similar to the case of the boundary map, the coboundary map has the property that 
d2 = 0.
Theorem 3.2.2. If 6 G Cn_i(X), then (dndn_i(</?))(0) = 0.
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Proof.
(dndn-i^fid) = (dn(dn_iy)))(0)
= (dntp)(dn_iO)
= (p(dn-!dne)
= <p(o)
= 0.
Because dn operates in the opposite direction that dn operates, the nih coho­
mology group is defined somewhat differently than the ntfl homology group. Notice again 
that Jm(dn_i) < Ker(dn).
Definition 3.2.3. The nth cohomology group is defined as
Ker(dn)
Im(dn-i)'
Simplicial cohomology is similarly defined as
m = Ker(dfr) (3-2)
The map d„ is defined identical to dn except it operates on the simplices of a A-complex 
structure. It is true, as in homology, that is isomorphic to Hn(X) [Hat02]. For
an example of how to compute the cohomology groups of a topological space, we look to 
the Klein bottle.
Example 3.2.4. We can put the following A-complex structure on the Klein bottle as 
in Figure 3.4. Notice to construct the Klein bottle the a edges are first glued together 
accordingly. Then, the b edges are glued together in such a way that their orientations 
agree. This is done by seemingly going through the bottle and attaching the edges. 
However, the Klein bottle has the characteristic of not intersecting itself.
We compute = H2(K). First, notice
0 -> C^(K) Cl(K) % 0. (3.3)
The last map above, d2, goes to 0 since there are no 3-simplices other than the 
0-chain, by construction. Since = 7^ $ > we neec^to know Ker d2 and Im dj.
Now, we know C^fK) = {U, L). So if rfiU) = 1, rfiL) = 0, £(U) = 0, and £(£) = 1, then 
Gj(A') = (77,C). Similarly, we know = (a, 6, c). So if a(a) = 1, a(6) = 0, a(c) = 0,
15
Figure 3.4: The Klein Bottle, K
0(a) = 0, /3(b) = 1, 0(c) = 0, 7(a) = 0, 1(b) = 0, and 7(c) = 1, then C^(K) = (a,0,J. 
Now, because d2 : Cf —> 0, we know Ker d2 = C&(K) = (??,£). To find Im di, 
we need to know da, dp, and d7. Now, (d(a))(Uj = a(dU) = a(b — c 4- a) = 1 and 
(d(a))(L) = a(dL) = a(c — a + b) = — 1. So, da = r; — Next,
(d(0))(U) = 0(dU) = /3(b - c 4- a) = 1,
and
(d(/3))(L) = 0(dL) = (3(c - a + b) = 1.
So, d/3 — t] + £. Similarly, (d(y))(U) = 1(OU) = 7(6 — c4- a) = —1, and
(d(”f))(L) = 7(31) = 7(c - a + b) = 1.
So, dy = -7] + £. Therefore, Im di = (t) - £, ?? + — 77 4- £) and
h-2 (K\ = foE)___  = M _ M
= M = Z2^'
So, H2(K) = Z2. The other cohomology groups of the Klein bottle, H1(A') and H°(K), 
can be found similarly.
3.3 Induced Homomorphisms
Given a continuous map f : X —> T, there is a useful way to transfer information 
about the homology and cohomology of X to the homology and cohomology of Y. Given 
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any n-simplex on X, cr : An —> X, the map f o cr : An A X -£> Y is an n-simplex on Y. 
So one may extend this by linearity to the chain groups Cn(X) and arrive at the following 
definition.
Definition 3.3.1. Define the mapping : Hn(X) —> Hn(Y) by /»[“! = [/o a], where 
a G Hn(X).
One checks that this is a well-defined homomorphism f*  : Hn(X) —> Hn(Y). 
Similarly, one uses this sort of construction to produce a mapping of cohomology groups 
as well.
Definition 3.3.2. If f : X —> Y, and 0 € Hom(Cn(y),Z) = Cn(Y) is an n-cochain, then 
we may pre-compose B with f to define the object /*[0]  = [0 o /].
Here, we regard / : Cn(X) —> (7n(y), so that the cochain f*[B]  is the cohomology 
class represented by the cochain 0 o f, a function which first sends chains on X to chains 
on Y (via /), and then produces an integer (using B). Again, one can check that this 
construction yields a well-defined homomorphism f*  : Hn(Y) —► Hn(X). Both and f*  
are referred to as induced homomorphisms.
Notice that of the homomorphisms and /*,  the induced homomorphism in 
homology preserves direction, while the induced homomorphism in cohomology reverses 
direction. In addition, both homology and cohomology are objects which input topolog­
ical spaces, and output a sequence of abelian groups. In this situation, mathematicians 
describe a process of this sort as a functor, and since preserves direction, homology 
is said to be a covariant functor, while since /*  reverses direction, cohomology is said 
to be a contravariant functor. This discussion continues into more abstract notions of 
homology and cohomology theory, along with a long digression into category theory. So 
we content ourselves with the singular and simplicial homology and cohomology theories 
we have developed here, and avoid such a digression which is neither pertinent to our 
goal here, nor necessary. For further information on these broad topics, see [Sie92].
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Chapter 4
Exact Sequences, Relative
Homology, and Orientation
4.1 Exact Sequences
We are now ready to discuss exact sequences. Both long and short exact se­
quences will be used subsequently to examine some relationships between the homology 
of differnet spaces, subspaces, quotient spaces, and relative homology. We start with the 
definition of an exact sequence.
Definition 4.1.1. [Hat02] A sequence of abelian groups {An}, with homomorphisms 
Otn : An > An—l,
■ • • —* An+i An An_i —>•••, (4.1)
is said to be exact if Ker an — Im an+i for each n.
Because Im an+i C Ker an, it is true that anain+i = 0. As a result of the 
definition of exact sequences, there are several nice characteristics that arise.
Lemma 4.1.2. [Hat02] If A, B, and C are abelian groups, then the following hold:
1. 0 —> A B is exact iff a is injective.
2. A -A B —> 0 is exact iff a is surjective.
3. 0—»A-^B—» 0 is exact iff a is an isomorphism.
18
Ct4. 0—* A —> B —iC-> 0 is exact iff a is injective, fl is surjective, and Ker fl = Im a.
In 4 above, the sequence is called a short exact sequence. A long exact sequence 
is simply an exact sequence that is longer than the sequence in 4. The map fl induces an 
isomorphism C w B/Im cn, and if A is a subgroup of B and a is the inclusion map, then 
C « B/A. This fact will be very helpful later when developing the relationships between 
the homology of spaces, subspaces, and quotient spaces.
Example 4.1.3. The following sequence is a short exact sequence:
o z2 i z4 z2 -> o,
where f ([ci]2) — [2a]4 and y([/?]4) = [0]2- The other maps, from 0 to Z2 and from Z2 to 
0, are obvious. The main property to verify is that Im f = Ker g, since f is injective 
and g is surjective. This fact holds since the Im f = {[0]4, [2]4} = Ker g.
Another consequence of these exact sequences is the following lemma:
Lemma 4.1.4. [Bre97] In a commutative diagram of abelian groups as below, if the two 
rows are exact and a, fl, 6, and e are isomorphisms, then 7 is an isomorphism also.
A B-------------C------- ---- - D E
if t I'
£
Proof. First, we will show 7 is surjective. That is, Vc' G C', 3a: G C such 
that 7(2;) = c'. Now, let c' G Cl. That implies kr(d) = 8(d) for some d e D, since 
8 is surjective. By commutativity, d(d) = 118(d). Hence, d(d) = 18(d) = l'kr(d). By 
exactness of the bottom row, I'k^d) G Ker (I'). Thus, d(d) = I'6(d) = I'k^d) = 0. But 
d(d) = 0 implies 1(d) = 0 since e is injective. Now, 3c G C such that fc(c) = d since 
k(c) G Im(k), Im(k) = Ker (I) and 1(d) = 0. So 1(d) — lk(c) ~ 0. Next,
k‘(d — 7(c)) = k'(d) — kfy(c) = k'(d) — 6k(c) = k'(d) - 6(d) = 0,
since l'6(d) = llkjd) implies IJkJd) — 6(d)) = 0. And since lf is a homomorphism, 
kf(d) — 8(d) = 0. If kl(d - 7(c)) = 0, then 36' G Bl such that = d — 7(c), 
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since Im(j') = Ker(k(). Now, since 0 is surjective, 36 G B such that 0(b) = A. So 
jl0(b) = o' — t(c). By commutativity, j'0(b) = yj(b). Hence, gj(b) = cf — 7(c) and 
7(j(t>) + c) = o'. Therefore, 7 is surjective.
Next, to show 7 is injective we will first let 7(c) = 0 for some c G C. By commu­
tativity, 6k(c) — k'gfa). Now, 6k(c) = k,ry(c) = k'(0) = 0 since k*  is a homomorphism. Be­
cause 5 is injective, 5k(c) — 0 implies fc(c) = 0. Now, since c G Ker(k), there exists b G B 
such that j(b) — c. By commutativity and the previous fact, j'0(b) — yj(b) = 7(c) = 0. 
So 0(b) G Ker(j'). Hence, there exists a' G A’ such that i'(a!) — 0(b). Now since 
a is surjective, 3a 6 A 9 a(a) = af. Hence, ifa(a) = i'(a') = 0(b). It follows that 
0(i(a) — b) = 0i(a) — 0(b) = i'a(a) — 0(b) = 0. Therefore, 0i(a) = 0(b), and i(a) = b 
since 0 is injective. Recall that j(b) = c. Now by exactness, j(b) = ji(a) = 0. Therefore, 
c = 0 and 7 is injective. □
To better understand why the diagram needs to commute in the above lemma, 
we offer the following example. Consider the short exact sequence
0 —>' Z2 —* Z2 ® Z2 —> Z2 —* 0,
and the short exact sequence of Example 4.1.3.
0-------- Z2 ► Z2-------*■  0
a
0
b c d e
z2------ ► z2 ® z2------ *•  z2 0
Now although the maps a, b, d, and e are clearly isomorphisms, Lemma 4.1.4 
does not ensure that the map c is an isomorphism unless we could show that the squares 
commute. And if the squares do not commute, then we can’t draw this conclusion from 
Lemma 4.1.4. According to Lemma 4.1.4, the map c is an isomorphism if the squares 
commute. Obviously, there is no isomorphism c : Z4 —* Z2 ® Z2.
4.2 Relative Homology and Cohomology
Before discussing how homology groups are related to exact sequences, we must 
first discuss how chain complex groups are related to exact sequences. To begin the
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discussion, we define relative homology groups. Given a topological space X and a sub­
space A C X, let Cn(X,A) be the quotient group Cn(X)/Cn(A). Therefore, any chain 
in the subspace A is zero in A). We have Cn(A) C (7npfj and the boundary map
dn : Cnp0 —> (7n-ip£j takes Cn(A) to Cn_i(A), it follows that there is the quotient 
boundary map dn : Cn(X, A) —> (X, A). In terms of a sequence we have
(4.2)
This sequence of groups is a chain complex since it has the property dn0n+i = 0. There­
fore, we can define the relative homology groups 
Hn(X,A) := Ker 9nIm 9n+i’
where d here represents the quotient boundary operator. Because of this definition, an 
element in Hn(X,A) is represented by an n-chain a e C* npf) such that d(a) G Cn-i(A).
• • • - Hn(A) Hn(B) ± H„(C) £ i ffn_i(B) A H„-i(C) -»■ ■ ■
is an induced long exact sequence.
Now that relative homology has been defined, we want to try to fit these groups 
into an exact sequence. This leads to the following result:
Lemma 4.2.2. [Hat02] If A C X, then the homology groups Hn(X,A) where n varies 
fit into the long exact sequence below. The mappings and j* are the inclusion and 
quotient maps respectively.
- H„(A) Hn(X) Hn(X,A) Hn-i(A) Hn_i(X) A Hn-i(X,A) -> •••
------ .ffo(X,4)-.O.
A key fact in discussing exact sequences of homology is that a short exact se­
quence of chain complexes gives rise to a long exact sequence in homology.
Theorem 4.2.1. [Vic94] If A, B, and C are any spaces and
0 -4 c„(71) -i. C„(B) x On(C) - 0,
is a short exact sequence, then
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There is a property between long exact sequences of pairs of spaces called 
naturality.
Definition 4.2.3. [Hat02]
A long exact sequence of a pair is said to be natural if whenever there is a map
f : (X, A) —> (y, B), then the following diagram is commutative:
------------ - Hn(A) Hn(X) Hn(X, 4) -1 Hn_,(A)------ - ■ ■ ■
fa fa fa
J*  Z, , _ d _ ’
4.3 Mayer-Vietoris Sequences
The Mayer-Vietoris sequence is an exact sequence that often helps one to com­
pute homology groups. Homology groups can be computed directly. Howeyer, these 
computations become complicated to deal with in many cases, and it is useful to have 
tools that allow one to compute homology groups from others that one already knows. 
The Mayer-Vietoris sequence is one of the most useful tools for this. In the following 
theorem, the maps and d will be defined in the sketch of the proof.
Theorem 4.3.1. [Bre97] For a pair of subspaces A, B C X such that the union of 
the interiors of A and B is the entire space X, there is an exact sequence (called a 
Mayer — Vietoris sequence) of the form
----- ► Hn(A n B) X B„(A) ® Bn(B) 4 B„(X) 4 Bn_i(A O B) —>------. H0(X) - 0.
Sketch of Proof. This long exact sequence arises from the following short exact 
sequence of chain complexes:
0 -»Cn(A n B) -i C„(4) ® C„(B) 4 C„(4 + B) —» 0,
where Cn(A + B) is a subgroup of Cn(X) that consists of chains that are sums of chains 
of A and chains of B. The map 0 and the map if) are defined as (fax) = (x> —x) and 
■0(^,7/) = x + y. Notice that defining and this way means that = 0. Also, 
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notice that Im </> = (fa], — fa]) and Ker $ — (fa], —fa]) since -0(fa], —fa]) = fa] — fa] — 0. 
Therefore, the above sequence is a short exact sequence, and this short exact sequence 
gives rise to the long exact sequence in Theorem 4.3.1. The difficult part in proving this 
theorem is showing Hn^A + B) = Hn(AUB). To do this, Lemma 4.1.4 is used in addition 
to other machinery, to show that the maps Cy(A + B) —> Cn(X) induce isomorphisms on 
homology. We refer the proof of this fact to [Hat02], where there is a detailed discussion.
4.4 Excision
From relative homology comes excision. The excision theorem says that the 
relative homology of a space Hn(X, A) is unaffected by excising a subspace Z C A, where 
the closure of Z is contained in the interior of A.
Theorem 4.4.1. [Hat02] Given subspaces Z C A C X such that the closure of Z is 
contained in the interior of A, then the inclusion (X — Z, A — Z) <-> (X. A) induces 
isomorphisms Hn(X — Z, A — Z) —> Hn(X, A) for all n.
This theorem provides some nice relationships that will be exposed later in some 
of the proofs leading up to Poincare duality.
4.5 Orientable Manifolds
In Chapter 6 we will be proving Poincare duality for compact orientable mani­
folds. A notion of orientability will be required, but how should an orientation be defined, 
and why should an orientation be needed? We want to define orientation in terms of the 
homology of a manifold in such a manner that the basic ideas of orientation remain. 
That is, whatever we define orientation to be, it should be preserved under rotations 
and reversed under reflections. The idea of rotations and reflections will have their own 
meaning in this context. Before defining orientation we must define the degree of Sn, the 
n-sphere.
Definition 4.5.1. [Hat02] Given the function f : Sn —> Sn, the induced function 
f*  : Hn(Sn) —> Hn(Sn) is a homomorphism from an infinite cyclic group to itself and so 
must be of the form f*(a)  = da for some integer d depending only on f. This integer d 
is called the degree of /.
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Lemma 4.5.2. [Hat02] If f : Sn —> Sn, then deg/ = —1 if f is a reflection of Sn, and 
deg/ = 1 if / is a rotation of Sn.
Now, we define orientability as follows:
Definition 4.5.3. [Hat02] A local orientation of an n-dimensional manifold M at a 
point a; is a choice of generator of the infinite cyclic group Hn(M, M — {«}).
This definition satisfies the basic ideas of orientation since if x E M, we have the 
isomorphisms - {rr}) = Bn(IRn,Kn - {#}) ~ - {a?}) =
where Sn_1 is the sphere centered at x. And rotations of Sn_1 have degree 1, and 
reflections of 5n_1 have degree —1. The global orientation a manifold is then defined as 
follows:
Definition 4.5.4. [Hat02] An orientation of an n-dimensional manifold M is a function 
x assigning each x E M a local orientation E — {x})> satisfying the
condition that each x E M has a neighborhood c M containing an open ball B of 
finite radius about x such that all local orientations p,y at points y E B are the images of 
one generator of Hn(M, M — B).
Lemma 4.5.5. [Hat02] Let M be a manifold of dimension n and let A C M be a compact 
subset.
(a) Let M be oriented, and let x ax be its orientation. Then there is a unique class
<L4 G Hn(M, M — A) whose image in Hn(M, M — {a?}) is ax for all x E A.
(b) Hi(M, M ~ A) = 0 for i > n.
This definition of orientability and the above lemma is what will lead the exis­
tence of the fundamental class (discussed in the next section), which will help us to define 
the isomorphism used in Poincare duality in Chapter 6.
4.6 The Fundamental Class
In Poincare duality in Chapter 6, we will be proving the theorem for any compact 
orientable manifold. The theorem is provided by the isomorphism given by the cap 
product. And the cap product is provided by the existence of a fundamental class, a 
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property that exists if the manifold is compact and orientable. We proceed to show the 
existence of a fundamental class for such a manifold.
Theorem 4.6.1. [Hat02] Let M be a closed connected n-manifold. If M is Z-orientable, 
the map Hn(M) —> Hn(M, M — {z}) = Z is an isomorphism for all x E M.
Definition 4.6.2. [Hat02] An element of Hn(M) whose image in Hn(M, M — {.t}) is a 
generator for all x is called a fundamental class for M with coefficients in Z. Thus, 
a fundamental class for a manifold is a choice of generator for the infinite cyclic group 
HJM).
By Theorem 4.6.1, a fundamental class exists if M is closed and Z-orientable. 
This fact will be used in Chapter 6 when we define the map (called the cap product) that 
provides the isomorphisms in Poincare duality.
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Chapter 5
Some Algebraic Preliminaries
5.1 Cohomology with Compact Supports
In the proof of Poincare duality, we will need to make use of the concept and 
consequences of a different cohomology theory known as cohomology with compact sup­
ports, Cohomology with compact supports is a way of defining cohomology with an 
added structure. This added structure leads to some nice results involving homology, 
cohomology and the relationships between the two. We begin with a definition.
Definition 5.1.1. [Mas91] A cochain u G Ck(X) has a compact support if and only if 
there exists a compact set K c X such that u G Ck(X. X — K).
We will denote the set of cochains with compact supports by Ck(X). An equiv­
alent form of this definition is to define C£(X) as the set generated by functions that 
vanish at all but finitely many simplices. It is easy to see that using the same operator as 
before, we have d : C™(X) —> C^+1(X) with d2 = 0. Thus (C™(X),d) is a chain complex. 
We will then denote the kth cohomology group of this complex by Hk(X). The cochains 
with compact supports are clearly a subgroup of Ck(X). If the space X is compact, 
then every cochain u 6 Ck(X) obviously lives in Ck(X, X — K) where K = X, since 
Ck(X,$) = Ck(X). Therefore, if X is compact, then Ck(X) — Ck(X) and
Hk(X) = Hk(X).
One property about singular homology and cohomology that does not transfer over to 
cohomology with compact supports is the homotopy property (Theorem 3.1.12). That 
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is, two spaces X and Y being homotopic does not imply that Zf"(X) = H™(Y). For 
example, one can compute Zfi(IR) = while 1R is contractible K ~ {0}, and then 
#*({(}})  = J?1({0}) = 0 (see Example 2.1.6 and Lemma 3.1.13).
5.2 Direct Limits
Another important concept that will be useful for understanding Poincare du­
ality and its proof is the direct limit of groups. To begin the discussion of direct limits, 
we start with a directed set. By definition, a directed set Z is an ordered set having the 
property that for each pair a, fl e Z, there exists a 7 e Z such that a < 7 and fl < 7. Let 
Z be the index set on the abelian groups Ga. Also, for each pair of elements a < fl in 
Z, there exists fap : GQ —> Gjg is a homomorphism. We also require that faa = 1 G Ga, 
and if a < fl < 7, then is equal to the composition fay o fap. Now, since each Gi is 
an abelian group, it follows that ©QGtt is also an abelian group. Let R be the subgroup 
generated by elements of the form a — fap(a). Then the direct limit group, limGa, is 
then defined as
ltaGQ = ^2.
A useful consequence of direct limits that nearly follows from the definition is that if we 
have a subset J c I with the property that for each a G I there exist a /3 G Z with a < fl, 
then lim Ga is the same whether we compute it with a varying over Z or just over J. In 
particular, if Z has a maximal element 7, we can take J = {7} and then limGa = G7 
[Hat02]. We will illustrate this with an example.
Example 5.2.1. Let I = {1,2,3}', Gi = Z, G2 = Z © Z, and G3 = Z © Z © Z. Then 
®aQiGa = (Z) © (Z © Z) © (Z © Z © Z) and its elements are (ni, (n2, n3), (714,715, ng)). In 
limGa, each element (m, (n2,713), (714,715, ng)) is equated with
(0, (0, 0), (711 + 722 + n4) 713 + 715, 716)),
illustrating the isomorphism
lim Ga = G3 = Z © Z © Z.
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5.3 Some Consequences of Direct Limits and Compact Sup­
ports
Below are some final algebraic preliminaries to be used in the proof of the 
Poincare duality theorem.
Theorem 5.3.1. If a space X is the union of a directed set of subspaces Xa with the 
property that each compact set in X is contained in some Xa, then the natural map 
lim Hn(Xa) —> Hn(X) is an isomorphism for all n.
Proof. Let fQ ~ fay = Set f : (limJ7n(XQ)} Hn(X) as
n n
f(3ai, • ■ ■ >@an) ~ fafiOai) = ^2^’ f c^carb' linear, we must show that f 
1=1 i=i
is bijective. First, let 3 G Hn(X). Then 3XQ such that Im(0) C Xa, since Im(3) is 
compact in X. So, 0 = ia3, where 0 6 Hn(Xa). So, 6 = f(0) and f is surjective. Next, 
suppose f(&) = 0 where 3 = 9ai- Then f(3) = dr and Im(r) is compact. Therefore, 
3XQ such that Im(dr) C Im(r) C Xa. So, dr = ia^r, where dr G Cn(Xa). Now 
each 0ai £ Hn(Xai) and is compact. So, 3X^3, such that lm(0ai) C Xy for all i, and 
Im(dr) C Xy. Then,
e = (en,..., ean) = (0,..., 0, VX) = (0,..., 0, dr) = 0 e limHn(Xa).• * —>
Therefore, f is also injective. □
Cohomology with compact supports can be defined in terms of direct limits.
Theorem 5.3.2. Let X be a manifold of dimension n and Ki C X be compact subsets 
of X. Also, let Cf (X) be the set of cochains with compact support. If the direct limit 
lim-H^fXjX - K) is taken over all compact subsets K of X, then the function
f : lim Hfc(X; X - K) -> Hk(X)
given by f (0Kl,... ,0Kn) = where 0Ki € Ck(X, X - Ki) is an isomorphism.
Proof: First, we need to show f is well defined. If K C L, then the maps 
Ikl : Hn(X, X — K) —> Hn(X, X - L) satisfy ~ 9, es inclusions. So, if 0 ~ ficfa
then f(G) = f(fKLffl) ~ /(#)• 8°) f is well defined. Next, let 3 G H^(X), and let 
be the finitely many simplices where 3(&i) / 0. Then K — U Imai is compact, and 
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6 belongs to Hn(X,X — K). So, 0 = f(0) and f is surjective. And finally, suppose
• -,0Kn) = 0 G ZZ”(X). Then = dr. Now ljZv2IJZm.T = L D Kj. So in
C?(X,X- L), [£0i] = [5r] = 0, and
(fe,...... eK„) ~ (0,..., 0, y; eKi) = (0,..., 0) e lim/rpc, x - K).
Therefore, f is also injective and hence an isomorphism.
Corollary 5.3.3. If M is compact, then HfaM) —
Proof. This lemma comes from the fact that there exists a unique largest com­
pact set K CM, namely M itself. And we know from the properties of direct limits that 
if there is a largest set Xn in a directed set Xi C X2 C ■ ■ ■ C Xn = M, then
ljmZZ*(X)  Hk(Xn) = Hk(M).
We conclude this chapter by stating one more result that will be directly refer­
enced in Chapter 6 during the proof of Poincare duality.
Theorem 5.3.4. [Hat02] Let Z be a directed set with a,/? G Z, and a < /3. Also, let 
fa/3 : Ga —* G@ and hap : Ha —> lip. If there are isomorphisms ga '. Ga —* Ha Va G I, 
and if the following diagram 
Ha
hap
¥/3
commutes, then
limGQ = limZZQ.
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Chapter 6
Poincare Duality
In this chapter we complete one of our goals by providing a complete proof 
of Poincare duality for compact orientable manifolds. Poincare duality says there are 
isomorphisms between each cohomology group of a compact orientable manifold and its 
complimentary homology group. The proof itself is as interesting as the result, as a new 
geometrical object, the cap product, is used. We begin by describing the cap product in 
detail.
6.1 Cap Product
We begin by describing a mapping that takes an element of H^fX) and sends 
it to 77n_fc(X), for a topological space X.
Definition 6.1.1. [Hat02] For an arbitrary space X, define the bilinear cap product 
—: Cfc(X) x Cl(X) -> Ck-i(X) fork>l by setting
= fa), - ■ •, vi])a | fa,..., Vfc]
for a : Afc -+ X and p G Gl(X). We extend this map by linearity on Ck(X).
This definition leads to an induced cap product in homology,
Hk(X) x H'(X) Hk-t(X),
and in our proof of Poincare duality, we assert that the map Dm : Hk(M) —> Hn-k(M) 
given by Dm (a) — [M] a is an isomorphism. Here M is a compact oriented manifold 
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of dimension n, and [Af] is its fundamental class. Recall that the fundamental class of M 
is an element of Hn(M) whose image in Hn(M, M — {a}) is a generator for each x G M. 
The existence of this fundamental class is provided by Theorem 4.6.1.
6.2 Poincare Duality for Noncompact Orientable Manifolds
Below is a discussion of duality for noncompact manifolds. Although in this 
chapter we are primarily concerned with proving the Poincare duality theorem for com­
pact manifolds, we will need a discussion of duality for noncompact manifolds in doing 
so. The coefficient ring will always be 2 here, and all statements will be made relative to 
this ring.
Recall from Chapter 4 that an orientation for a manifold of dimension n is an 
assignment x >-> [ix G Hn(M, M — {re}), where px is a generator for the nth homology 
group — {ac}) S 2 • yx. This isomorphism is evident from excision, and the
long exact sequence of a pair, and the additional knowledge of the given generator is the 
extra assumption of orientability. In particular, the group will always have a generator re­
gardless of orientability, but there are extra properties of this generator that orientability 
gives. We have the following lemma:
Lemma 6.2.1. [Hat02] Let M be an oriented manifold of dimension n, let x G M, and 
let K Q M be a compact subset of M. Denote i : (M, M — K) —> (M, M — {a?}) as the 
inclusion map. Then there is a unique class px e Hn(M, M -K) so that i*px  = Px, the 
orientation class.
Notice that the hypotheses did not exclude noncompact manifolds. Recall that 
we proved that
- K) * Hk(M), (6.1)
where the direct limit is taken over all compact subsets of M. We wish to describe a 
duality map Dm : Hk(M) —> for any orientable manifold M of dimension n.
We note, by the above Iemma, that if M is compact (using K — M), then 
there is a unique generator /im G — M) = and we define the duality
map Dm ' Hk(M) —> /!„_&( Af) as Dm(V’) = PM And so the need for a suitable
statement for a noncompact manifold is in order, and the appropriate generalization
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would be a map Dm : Hk(M) —* as Hk(M) = Hk(M) in the event M is
compact. And so we proceed as follows to produce such a map.
Consider the following commutative diagram exhibiting the naturality of the cap 
product [Hat02]. Here, M may not be compact, and K C L C M are compact subsets.
Hn(M, M — L) x Hk(M,M - L)
Hn(M, M - K)xHk(M,M - K)
Lemma 6.2.2. Let M be an oriented manifold of dimension n. Let K C M be a compact 
subset of M, and let px E Hn(M, M — K) be the unique generator supplied by Lemma 
4.5.5. The map Dr : Hk(M, M — K) —> given as ip /ir ^ 0 is a well-defined
homomorphism.
Proof. The only assertion to prove is that the map is well-defined, as it is defined 
to be a linear. Let ip G Hk(M, M — K), and let px E - K). Notice the element
PK € Cn(M)/Cn(M — K) and is thus represented by the coset /i + 0, where y E Cn(M), 
and 0 G Cn(M — A), and /j,k — p — 0 G Cn(M — K). Notice
G Ck(M, M - K) = Hom(Cn(M, M - K), Z),
which is not a quotient group, and so we need not see if the outcome of Dr (ip) depends 
on some coset representative of ip. Rather, we need to show that /ir ip — p ip. We 
consider the cap product yx ip = (jip 0) ip = y ip + 0 ip, and show that 
(9^0 — 0. Notice
6 Hom(C„(M, M - K), Z) = Hom >
so that if a is any chain in M — K, it is 0 in the group Cn(M — K), and thus we have 
ip(a) = ip(Q) = 0. It follows that 0 ip — 0, and the result follows. □
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Thus we have a well-defined homomorphism D% : Hk(M, M — K) —> Hn_k{M) 
for each compact subset K of M. We define a map Dm : Hk(M) -> ffn_fc(M) as follows. 
Since Hk(M) = limHA(M, M — K) (see Equation (6.1)) , we define this map on the direct 
limit group, which is a quotient of the group &Hk(M,M - K), where the sum is over 
all compact subsets K C M. Define, for 6 Hk(M, M — Ki) and Ki C M a compact 
subset,
p
........  ^kp) = (ipKi). (6.2) 
t=i
Lemma 6.2.3. The map Dm : Hk(M) —> ffn_fc(M) defined in Equation (6.2) is a 
well-defined group homomorphism.
Proof. By Lemma 6.2.2, the image of this map is in T/n_&(M). Since each of the 
Dk are linear, the map Dm is linear. We must only show it is well-defined to conclude 
that it is a homomorphism. By definition, the element (Vvfi, • ■ • (ipLt, ■ ■ ■ ,^Lfc)
if and only if there is a correspondence ipKi w $Lj} where Ki C Lj, and f>Lj = 
where i : (M, M — Lj) —> (M, M — Ki) is the inclusion map. So the result will follow if 
we can show that DkI^Pk) = Dl(^l), when ipi, = for compact subsets K C L of 
M, as the result is simply max{fc,p} applications of this fact.
So suppose K C L, and that = V'Li where i : (M, M — L) —> (M, M — K). 
We recall that up,L~ P>k by the uniqueness part of Lemma 4.5.5. Then using naturality 
in the middle equality, we complete the proof by noting
Dl(iPl) = ML V’L = ML i^K = i*PL  = M7< = Dr^k)-
□
Lemma 6.2.4. [Hat02] If M is the union of two open sets U and V, then there is a 
diagram of Mayer-Vietoris sequences, commutative up to sign:
-------- - Hk(U n V) H*(M) ------ Hj!+1(UnV)------- -
D[/nv Dm Dynv
Hn_k(U nV) - Hn-k(U) ® Hn_k(V) — Hn_k(M) — Hn-k-i(UnV)
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6.3 Poincare Duality for Compact Orientable Manifolds
We now can accomplish one of our goals, proving the Poincare duality theorem 
for compact orientable manifolds. Recall that the fundamental class [Af] G Hn(M) exists 
if the manifold M is compact and orientable. The theorem is formally stated here.
Theorem 6.3.1. If M is a compact orientable n-manifold with its fundamental class 
[Af] G Hn(M), then the map D : Hk{M) Hn_k(M) defined by D(a) = [Af] a is an 
isomorphism for all k.
The following proof relies on many of the theorems, lemmas, and definitions 
in the previous chapter. It is broken up into five parts below. These parts cover all 
the possible cases for a compact orientable manifold M. The arguments used in parts 
(2) and (3) are inductive. Although we want to prove Hk(M) = 77n_fc(Af), this is 
equivalent to proving Hk(M) = for a compact manifold M, since if M is
compact, Hk(M) = Hk(M) (see Section 5.1). The map Dx Hk(X) -*  Hn-k(X) will 
define the duality map for any oriented manifold X, possibly non-compact. For example, 
we will use this map where X is an open subset of M (hence, a manifold in its own right).
(A) If M is the union of open sets U and V, and if Dy, Dy, and Dy^y are 
isomorphisms, then so is Dm.
Proof. Since M = V, the diagram in Lemma 6.2.4 commutes. Therefore, we 
have the map Dm • Hk(M) —► Hn-k(M). By Lemma 4.1.4, since Du, Dy, and Durw are 
isomorphisms, Dm : Hk(M) —* Hn_k(M') is an isomorphism. Also, Hk(M) = Hk(M), 
since M is compact. Therefore, Hk(M) = Hn-k(M) for all k.
(B) If M = (JEi Ui wdiere Ui is open Vi, C U2 C ■ • •, and Du, is an 
isomorphism Vi, then Dm is an isomorphism.
Proof First, we note that by Theorem 5.3.1, Hn_k(M) = limNext, 
we want a map fa : Hk(Ui) —> Hk(Ui+f) such that limI7* (Ufl exists, and that from there 
lim77*((7j)  = Hk(M). To see that such a map exists, let K be a compact subset of Ifa. 
Then by Theorem 5.3.2 where the direct limit is taken over all compact subsets K of U-i,
Hk(Ui) = limHk(Ui, Ui - K).
By excision, Hk(M,M — K) = Hk(Ui,Ui - K). The same argument could be made 
to show that Hk(M,M - K) ~ Hk(Ui+i,Ui+i — K), since the latter is the direct limit 
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over all compact subsets of Ui+i, which includes all compact subsets of Ui. Therefore, 
Hk(Ui, Ui — K) = Hk(Ui+i, Ui+i — K), and there must exist a map fa between 
and Hk(Ui+i). From there it is clear that
Next, since the diagram
Z>Ui Dui+1
Hn-VUi) R Hn-k(Ui+1)
commutes, lim 77^(Ufl = limH'n_fc(I7i) by Theorem 5.3.4. That is,
Dm : Hk(M) -+ Hn_k(M)
is an isomorphism for all k.
(1) If M « R", then the map Dr„ : Hcfc(Rn) -> n) is an isomorphism
for all fc, and all n > 1.
Proof. We denote the map D^n = D for simplicity. Below, we recall some basic 
facts that we will pse for the proof. In addition, we take this opportunity to establish 
notation.
1; Since Rn is contractible, the only nonzero homology group Bn_fc(Rn) = Z when 
fc = n. This fact was Lemma 3.1.13.
2. Any compact set K C Rn of Euclidean space (with the standard metric space 
topology) is bounded. Thus, for each compact set K, there exists a closed ball 
B of finite radius (which is compact), centered at the origin, so that KGB. In 
addition, there exists a circumscribed simplex Sp := A£ of diameter d, which is 
homeomorphic to the standard simplex An embedded into Rn. Thus, by Theorem 
5.3.2 we have the following isomorphism of direct limit groups:
JZ*(R n) S limH*(R",R n- K)
S lim#*(R n,Rn-B)
= limJ?*(R n,Rn-Sd).
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3. Since each ball and enlarged simplex Sd is contractible, it follows directly from
the long exact sequence of a pair provided by Lemma 4.2.2 that the only nonzero 
cohomology groups Rn — B) — Hk(Rn, R” — Sd) = Z for k = n.
4. There is a well-defined map Dq : ZZfc(R”,Rn - B) —> 7Zn_fc(Rn), given to us by
MB 0*,  similarly for D& the map which caps with the fundamental class ysd 
of ZZn(Rn,Rn - Sd).
I
We list how these facts help us in the proof. If n is fixed, then the only value of 
k for which we need to study is k = n, as the other groups for varying k all vanish, so D 
is trivially an isomorphism.
The proof will be complete if we can prove the following assertions:
(i) The duality map D& : ZZn(An, 9An) —> Ho(An) is an isomorphism.
(ii) If D& is an,isomorphism, then Dd is an isomorphism for any d > 0.
(iii) If every Dd is an isomorphism, then D is an isomorphism.
Starting with the first assertion, consider the A-complex structure on the space 
An which is only one n-simplex, cr : A” —► An, where a = [vo,... Then it follows 
(by considering {he corresponding chain complex) that ZZ^(An, 9An) = (cr), and
H£(A",aAn) = Homz(H,f (A„,3A"),Z) = (a‘),
where <r*  is the dual to a. Then up to a change of sign (as the only generators of the cyclic 
group Z/2(An,5An) are ±cr*,  and the only generators of the cyclic group ZZ^(An,c?A”) 
are ±a), the map D& is completely determined by cr a*.  And if cr = [vo,..., vn], then 
cr z-x a*  = <T*(cr)[v„]  = [vn], which is an isomorphism to ZZo(An). This proves assertion 
(1).
Next, using excision and the set U = Sfi, inclusion of the appropriate spaces
induces an isomorphism Hn(Sd, dSf) —> JZn(Rn,Rn - Sd), and as all of the Sd are homo-
topic (via a homotopy which preserves the correct corresponding subspaces), there is a
well-defined isomorphism Hn(Art, dAn) —> Hn(Sd,dSd)- Denote this composite isomor­
phism
: Hn(An,dAn) -> 7Zn(Rn,Rn - Sd).
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These induce isomorphisms in cohomology as well, so by an abuse of notation, denote <p as 
the induced isomorphism between the corresponding cohomology groups as well. As both 
of these groups are infinite cyclic groups, y>(oj must be a generator for J7n(Rn,Rn — Sf), 
and this generator is the fundamental class p,sd for J7n(Rn,Rn — Sf) up to a possible sign 
change. So up to a sign, using naturality, we have the map
AiWO - ±ip(v) -0 =
So Dd — Da o </?, a composition of isomorphisms. This proves assertion (ii).
Finally, to prove the last assertion, we note that if
0 = (9dl HmJ7n(Rn, Rn - Sd),
then there exists a large enough diameter d so that 0^ are chains in Sd. So the induced 
homomorphism D on the direct limit is just D — Dd, which is an isomorphism.
(2) If M is an arbitrary open set in Rn, then Dm is an isomorphism.
Proof. We use two inductive arguments to establish this assertion. Let M be an 
arbitrary open set in Rn. First, since the topological space Rn is second countable, M is 
a countable union of convex open sets Ui (for example, open balls of. finite radius), and 
let Vi = (J Uj. If M is the union of one convex open set U, then U is homeomorphic 
to Rn and Dm is an isomorphism by (1). Next, assume that if M is the union of 
i — 1 convex open sets, then Dm is an isomorphism. Now, suppose M is the union of 
i convex open sets, M — Ui U U2 U ■ ■ • U t/j-i U Ui. So for V = Ui U U2 U * ■ ■ U LZf—i, 
and Vi A Ui — (Ui \JU2U ■■ ■ U Ui-f) DUi = (Ui A Ui) U • ■ • U (Ui fl Ui-f). We have 
Vi A Ui is now the union of i — 1 convex open sets, and by the assumption, then Dy*  and 
Dy^Ui are isomorphisms. Because Ui is a single convex open set homeomorphic to Rn, 
Dq is an isomorphism by (1). Also, because M = Ui U Vi and Dyz, Dy^m, and &Ui are 
isomorphisms, Dm is an isomorphism by (A). Therefore, by induction, if M is a finite 
union of convex open sets, then Dm is an isomorphism.
Now, if M — (7i U £2 UU3 U • ■ •, then Vi c V2 C V3 C • ■ • and M = Vi U V2 U V3 U ■ ■ ■. Since 
each Vi is the union of a finite number of convex open sets, each Dy*  is an isomorphism. 
By (B), Dm is an isomorphism.
(3) If M is a compact manifold of dimension n, then Dm is an isomorphism.
Proof. First, since M is a manifold, every point x G M has a open neighborhood 
that is homeomorphic to Rn, and the collection of these open neighborhoods creates an 
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open cover for M. And since M is compact, there exists a finite subcover {(J Ui}k=1 such 
that M — (JiLi Ci, and each Ut « R". Now, we want to induct on the number of open 
sets homeomorphic to Rn it takes to cover M. To start, if k = 1, then M re Rn and Dm 
is an isomorphism by (1). Next, suppose that any time we have a manifold covered by 
k — 1 open sets homeomorphic to Rn, the corresponding duality map is an isomorphism. 
Now suppose M — (jjLj (Ui), Ui re Rn for all i, and the set V& = Ui=i (^i) where k >2. 
Then M = 14 U fa.
Notice that Vf- is the union of k — 1 open sets homeomorphic to Rn. By the 
induction hypothesis, Dyk is an isomorphism. Also, notice that Uk re Rn. By (1), Duk is 
an isomorphism. So, if we could show DjjkC\vk is an isomorphism, then by (A), DykUyk 
is an isomorphism, and we would be done. Now,
/k-i \ k-i
uknvk = UW) ntr*= U^n^). (6.3)
\i=l / i=l
Therefore, U^ n is the union of As — 1 open sets but not necessarily open sets home­
omorphic to Rn. So we can’t use the induction hypothesis to show that Duk(-vk is an 
isomorphism. However, Uk ~ Rn means there exists a homeomorphism f : L4 —* Rn and 
r1 : R" - Uk. By (2),
DflWW : H&tUi n Vk» n %)) (6.4)
is an isomorphism for all I since f(fa n Uk) is open in R". Now, let
(k~i x k—1u (C7i n uk) I = U / (.Ui n uk). (6.5)
i=l / i=l
Then by (2), D& : H^(il) —> Hi(U) is an isomorphism for all I since il is open in Rn. 
Now, since f : Cl Uy —> it C Rn and f is a homeomorphism, f*  induces an isomorphism 
Hlc(U) —> Hlc(Vk D Uk) and /*  induces an isomorphism Hn-i(Vk Cl Uk) —► TTn-zfll). We 
now have the following diagram.
H[(vk n uk) Hn-t(yk n uk)
(r1)" (r1).
DU
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By the naturality of the cap product, it follows that the above diagram commutes. That 
is, if [<p] 6 Hlc(Vk n Uk), then
(6.6)
Because the right hand side is a composition of isomorphisms, the left side, Dvknuk> is 
also an ismorphism. By (A), Dukuvk = Dm is an isomorphism. □
This concludes the proof of the Poincare duality theorem for compact orientable 
manifolds. Poincare duality does exist for noncompact and nonorientable manifolds. 
There are also other forms of duality for manifolds, namely Poincare - Lefschetz duality 
and Alexander duality. For a treatment of some of these topics see [Bre97, Vic94, Mas80]. 
We will now look at some applications of Poincare duality for compact orientable mani­
folds.
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Chapter 7
Applications of Poincare Duality
7.1 Illustrating How Poincare Duality Works
Before looking at some applications of Poincare duality, we use it to compute 
the homology and cohomology of several spaces.
Example 7.1.1. Give S2 the following A-complex structure:
Here U = [vo, vi, k]} L = [^3, V4,115], and the corresponding edges are glued to each other 
as illustrated to form S2. In particular, [vo] = [1/3], [vi] = [v4], and [^2] = [vs]-
The goal here will be to first compute the cohomology of S2, then use Poincare 
duality to find the homology of S2. First, as a generator of #2(S'2), the fundamental class 
of S'2, [S2] = [U — L]. and vG will represent the dual of vq, vf the dual of vi, a*  the dual 
of a and so on. We recall how the cap product is defined. If a = [vo,..., v/] G and
ip G Ck(X), the cap product is defined as cr ip = (^[vo,..., vjt]) - [vt,..., vj.
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Now, to compute the cohomology of S2, we need to know Ker do, Im do, 
Ker di, Im di, and Ker d2. First, dorffa) = = Vq(vi — vo) = 0 — 1 = —1. Also,
dovo(b) = 0, and dougfc) = -1. Therefore, do^o = —a* — c*-  By similar calculations, 
do^i = a*  — b*,  and dov2 = b*  + c*.  So,
Ker do = (vq + vj + v2),
and
Im d0 = (-a*  - c*,  a*  - b*,  b*  + c*).
Next, we want to know Ker dj and Im di. We have
dia*(U)  = a*(0U)  = a*([vi,  v2] - [vo>^2] + ko,«l]) = 1,
and dja*(X)  = a*(dL)  = a*([v4,  V5] — [V3, V5]4-[^3, V4]) = 1. So, dja*  = U*+L.  Similarly, 
dib*  = 17*  + L*,  and die*  = —(7*  — L*.  Therefore,
Ker di = (a*  + c*,b  + c*),
and
Im di = (U*  + L*).
{a,+c-}
Lastly,. d3U*  = d?L*  = 0. Therefore, Ker d2 — (tf*,  L*).  So,
W2) = ^p = M+^i+v2)az.
^ 2 = Ker d, = (a< + c-,t»t + ct) («"  7
Im do (—a*  — c*,a  — b*,b- e)  (a*  + c* ,a*  — b*)  ' '
ITdl ~ V' + £’) = T > = Z-
Using the cap product and Poincare duality we can now compute the homology of S2.
We compute (17 — L) (vq + v*  + Ug) =
(U ~ v0*)  + ((7 - + (U - v2*)  - (I - v*)  - (L - vjj - (L - v* 2).
Now U Vq = Vo([vo])(vo,vi, V2) = («i,v2). The others are U ?,’* = U < v2 = 0. 
Similarly, L Vq = I = L v2 = 0. So,
(U - L) + vi + v2) = (vQ, vi, v2).
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By Poincare duality, H2-q(S2) = Z(vi,u2) — Z since H°(S2) =< >, an infinite cycle,
and Dq2 is an isomorphism. So H2(S2) is cyclic with generator £>52 (vq). This happens 
because isomorphisms send generators to generators. Now, to find Hi (S’2) we need to 
compute (U - £) (0). But (U - L) (0) = 0. So 1 (S'2) = (0). Finally, we
compute (U — L) (£7*).  We have U U*  = £7*(fa,  vi,V2])fa2] = fa] and L U*  = 0. 
Therefore, H2-2(S2) = Z(«2) = Z, again since generators are sent to generators. That is, 
' H0(S2) ^Z.
Example 7.1.2. Let the torus, T2, have the same A-complex structure as section 3.1.
So U — fa, v2, v3], L = fa), vi, v2], and [«0] = fa] = fa] = fa].
First off, as a generator for 172(T2) the fundamental class of the torus is [U — L], Like the 
previous example, we would like to know what H°(T2). 7f1(T2), and H2(T2) are. Here,
H2(T2) VW (U*  + L*,L)  (L*.(U*  + L*)  (U*  + L*)  K }
Now, we could use cap product to compute (U — L) (£*)  = U L*  — L L*  and
find Ho(IT2).
u-r = r(fay2,v3])-fa] = o
and
L £*  - £*(fa,  vi, v2]) • fa] = fa].
Therefore, (U — L) (£*)  = —fa], and Ho(T2) = Z(—fa]) = Z. Next, it’s true that 
HX(T2) = (a*  + &*, b*  + c*).  To find Hl(T2) we can compute (U — L) (a*  + 6*)  and 
(U - L) ~ (ft*  + c*).  Then
(U - L) - (a*  + 6*)  = U a*  + U - B*  - L a*  - L - &*.
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Computing these separately we have
U a*  = V2])fy2, v3] = 0,
17 ~b*  = b*([vi,v 2])fy2, V3] = 0,
L a*  — a*(fyo (fi])[vi, v2] = c, and L b*  = b*([^o,^i])[vi, v2] = 0. Therefore,
(U - L) — (a*  + b*)  = -c.
Similarly, when we compute (U — L) (b*  4- c*)  we find that only U c*  = a is nonzero. 
That is, (U - L) (b*  + c*)  = a. Therefore, 77j(T2) = (a, -c) = Z(a) © Z(c). Similarly, 
we could use H2(T2) and Poincare duality to find Z/q(T2) = Z.
7.2 The Klein Bottle
From Example 3.2.4 in Section 3.2 we obtained H2(K) = Z2. If the Klein bottle 
K has the same A-complex structure as in Example 3.2.4, then we could compute
Ker (9q)
Im
to find Hq(K') S Z, since Ker do = Co(K) = Z(v) where v is the only vertex of the 
A-complex structure, and Im = 0. Notice that II2 (K) Hq[K). This fact seems to 
contradict the Poincare duality theorem. However, this illustrates that the Klein bottle 
is not Z-orientable and cannot make use of this version of the Poincare duality theorem. 
Although K is not Z-orientable, it is Z2-orientable, and Hk(K,%2) = H2-k(K, Z2) Vfc. 
This example illustrates the importance of the manifold being orientable.
7.3 Euler Characteristic
Definition 7.3.1. [Mas91] If X is a compact manifold given by a finite A-complex struc­
ture, then denote the number of n-cells of X by Cn < 00. Then the Euler characteristic 
of X is defined to be the integer
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This is a generalization, of Euler’s familiar formula of vertices - edges + faces 
for 2-dimensional complexes. The following result shows that x(X) can be defined in 
terms of homology of X and depends only on the homotopy type of X.
Theorem 7.3.2. [Mas91] If X is a compact manifold whose homology groups are finitely 
generated, and given by a A-complex structure, then
X(X) =
n>0
where rank(Hn(X)) is the number of Z summands in the finitely generated abelian group 
Hn(X).
Example 7.3.3. Recall from Chapter 3 that Hn(S^) = Z when n = 0,1 and is zero 
elsewhere. Then ^(B1) = rank^HfaS1)) — rank^HfaS1)) = 1 — 1 = 0.
Example 7.3.4. We compute ^(T2). Recall the homology of the torus from Chapter 3. 
Now, x(T2) = rank(Ho(T2f) — rank(Hi(T2)) + rankfffyffi2)) = 1 — 2 + 1 = 0.
Example 7.3.5. Recall from Example 7.1.1 that Bo (S'2) = B2(52) = Z and Hn(S2) = 0 
for n / 0,2. This trend continues for any sphere Sn. That is, Ho(Sn) = Hn(Sn) = Z and 
HfaSn) = 0 for k 0, n. It follows that
X(S") = rank(HQ(Snf) - rank(HfaSn)) + • • • + (~l)nrank(Hn(Sn))
= l-0 + --- + (-l)n.
Therefore, x(Sn) = 2 if n is even, and x(Sn) = 0 if n is odd.
Notice in the previous three examples that all the odd dimensional manifolds 
have Euler characteristic zero, but not all the even dimensional manifolds have Euler 
characteristic zero. We wish to prove in Corollary 7.3.7 that any closed manifold of odd 
dimension has Euler characteristic zero. To do so we will need the following fact that 
follows from the universal coefficient theorem.
Theorem 7.3.6. [Hat02] If AZ is a topological space, then
rank(Hn~i(M')') = rank(Hn-i(M)).
Corollary 7.3.7. [Hat02] A closed orientable manifold of odd dimension n has Euler 
characteristic zero.
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Proof. First, since M is odd and H^(M) — 0 for k> n [Hat02], there are an even 
number of Hn(M) that are possibly not trivial. By Poincare duality, each Hk(M) is iso­
morphic to We have by Theorem 7.3.6, that rank(Hk(M)) = rank(Hk(M)).
Therefore, we have rank(Hk(M))'== rank(Hn_k(Mf). And since M is odd dimensional, 
(-l)krank(Hk(Mf) and (-l)n~krank(Hn_k(My) have opposite signs and will cancel each 
other out in pairs when computing x(M), making y(A7) = 0. □
There is a similar argument involving the universal coefficient theorem if M is 
not orientable that follows from a version of Poincare duality using Z2 coefficients rather 
than Z coefficients.
7.4 Bilinear Forms
Theorem 7.4.1. Given a Z-oriented 2n-dimensional manifold M, there are bilinear maps 
from Hn(M) x Hn(M) —> Z given by
0(DM(p)) and {<p,B} <p(DmW)>
where <p, & E Hn(M).
The Poincare duality theorem provides these mappings since <p E Hn(M) implies 
that E 772n-n(Af) = Hn(M). And 0(x) E Z for some x = Dm(9?) 6 Hn(M).
Proof. To check that each map is bilinear we notice that if y>i, <p2> & G 
then ftpi+¥>2,0) = 6(Pm(<pi) + Dm&2)) = &(Dm(pi))4-B(Dm(p2)) = +
Similarly, if 90,01,02 6 Hn(M), then
(p, 01 4- 02) = (0i + 02)(Dm(¥’)) = &i(Pm(pf) + 62(Dm(<p)) = {p, 0i) 4- (<p, 02).
□
Throughout this study, we have intended to illustrate the significance of the 
Poincare duality theorem by displaying and defining the topics used to arrive at Poincare 
duality and displaying the abundance of applications of the theorem. As shown in the first 
five chapters of the study, Poincare duality is built up from homology and cohomology 
and makes use of many other topics in algebraic topology. Chapter 6 was dedicated 
to the proof of the Poincare duality theorem. And Chapter 7 finished by examining 
mathematical applications of the theorem.
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