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ALMOST SQUARE PERMUTATIONS ARE TYPICALLY SQUARE
JACOPO BORGA, ENRICA DUCHI, AND ERIK SLIVKEN
Abstract. A record in a permutation is a maximum or a minimum, from the left or from the
right. The entries of a permutation can be partitioned into two types: the ones that are records
are called external points, the others are called internal points. Permutations without internal
points have been studied under the name of square permutations. Here, we explore permutations
with a fixed number of internals points, called almost square permutations. Unlike with square
permutations, a precise enumeration for the total number of almost square permutations of size
n+ k with exactly k internal points is not known. However, using a probabilistic approach, we are
able to determine the asymptotic enumeration. This allows us to describe the permuton limit of
almost square permutations with k internal points, both when k is fixed and when k tends to infinity
along a negligible sequence with respect to the size of the permutation. Finally, we show that our
techniques are quite general by studying the set of 321-avoiding permutations of size n + k with
exactly k internal points (k fixed). In this case we obtain an interesting asymptotic enumeration
in terms of the Brownian excursion area. As a consequence, we show that the points of a uniform
permutation in this set concentrate on the diagonal and the fluctuations of these points converge in
distribution to a biased Brownian excursion.
1. Introduction
We look at permutations as diagrams, that is, if n denotes the size of a permutation σ, we
identify σ with the set of points {(i, σ(i))}ni=1. The points of a permutation can be divided into
two types, internal and external. The external points are the records of the permutation, either
maximum or minimum, from the left or from the right. The internal points are the points that are
not external. Square permutations are permutations where every point is external. Almost square
permutations are permutations with some fixed number of internal points. We use the notation
Sq(n) to denote the set of square permutations of size n and ASq(n, k) to denote the set of almost
square permutations of size n+ k with exactly n external points and k internal points.
Square permutations were first studied in [29], and later in [14] and [1], where several approaches
were used to find their generating function and to derive from it an explicit expression for |Sq(n)|,
specifically
|Sq(n)| = 2(n+ 2)4n−3 − 4(2n− 5)
(
2n− 6
n− 3
)
.
More recently in [13] the second author of the present paper devised an enumerative approach
through generating trees which highlights a fast sampling procedure for uniform random elements
in Sq(n). Finally, a probabilistic exploration in [8] by the first and the third author of the present
paper, found many interesting limiting objects for uniform random permutations in Sq(n).
In [1] square permutations were referred to as convex permutations and were described by pattern-
avoidance. In particular, square permutations are permutations that avoid the sixteen permutations
of size 5 that have an internal point.
We recall the definition of pattern avoidance for permutations. Let Sn denote the set of permu-
tations of size n. For pi ∈ Sn and ω ∈ Sk we say that pi contains an occurrence of ω if there exists
a subsequence i1 < . . . < ik such that (pi(i1), . . . , pi(ik)) has the same relative order as ω. We say
that pi avoids the pattern ω if it contains no occurrences of ω. We let Avn(ω) denote the set of
2010 Mathematics Subject Classification. 60C05,05A05,05A16.
Key words and phrases. Permutations, scaling limits, permutons, asymptotic enumeration methods.
1
ar
X
iv
:1
91
0.
04
81
3v
1 
 [m
ath
.PR
]  
10
 O
ct 
20
19
2 J. BORGA, E. DUCHI, AND E. SLIVKEN
permutations of size n that avoid ω and for a collection of patterns B we let Avn(B) denote the set
of permutations of size n that avoid every pattern in B. See [4, 26, 32] for a proper introduction to
the wide range of topics related to patterns in permutations.
Almost square permutations were studied for the first time in [12]. It was shown that, for fixed
k > 0, the generating function with respect to the size for ASq(n, k) is algebraic of degree 2,
and this generating function was explicitly computed for k = 1, 2, 3 (see Theorem 2.1). However,
computations become intractable for k > 3.
Permutations that almost avoid a pattern were considered in [9, 16] from an enumerative point
of view. A permutation is said to k-almost avoid a pattern (or set of patterns) if k or fewer points
can be deleted so that the resulting permutation avoids the pattern (or set of patterns). The
notion of almost avoiding permutations has a deep relation with sorting algorithms (we refer to the
introduction of [9] for more details) which are widely studied in computer science and combinatorics.
The notion of almost avoidance used in [9, 16] differs slightly from our definition of almost square
permutations. A permutation is k-almost square if removing exactly k internal points one obtains
a square permutation. On the contrary, a permutation is a k-almost avoiding permutation if,
removing k or fewer points, either internal or external, one obtains a permutation that belongs to
the appropriate class.
We finally point out that problems similar to the ones mentioned above, this is, involving the
removal of some specific atoms from a discrete structure, have been extensively considered in graph
theory. Classes of graphs, defined as follows, have been studied: for a graph class G and an integer
k, define Ak(G) as the class of all graphs in which the removal of k well-chosen vertices leads to
G. We refer to the introduction of [27] for a nice overview of the literature on graph classes of the
form Ak(G) and related problems. We mention that probably the most famous instance of this kind
of problems is the study of k-apex graphs, i.e. graphs that can be made planar by the removal of
exactly k vertices.
The first main result of this paper uses the approach in [8, 13] to give the asymptotic enumeration
of ASq(n, k).
We write an ∼ bn if limn→∞ an/bn = 1, and an = o(bn) if limn→∞ an/bn = 0.
Theorem 1.1. For k = o(
√
n), as n→∞,
(1) |ASq(n, k)| ∼ k!2
k+1n2k+14n−3
(2k + 1)!
∼ k!2
kn2k
(2k + 1)!
|Sq(n)|.
When k grows at least as fast as
√
n the above result fails. Nevertheless, when k = o(n), we
can still obtain the following weaker asymptotic expansion that determines the behavior of the
exponential growth.
Theorem 1.2. For k = o(n), as n→∞,
log (|ASq(n, k)|) = log
(
k!
(2k + 1)!
2k+1n2k+14n−3
)
+ o(k).
In order to determine the above asymptotic enumerations, we use an understanding of the geomet-
ric structure of a typical square permutation. Specifically, we use some previous results (established
in [8]) about the precise description of the typical shape of a large square permutation and then we
find bounds on the different possible ways of adding internal points. These two results lead to the
desired asymptotic enumeration, and also give the description of the typical shape of a large almost
square permutation.
For the latter, we utilize the language of permutons [20]. A permuton is a probability measure on
the unit square with uniform marginals. Every permutation σ can be associated with the permuton
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µσ representing a scaled version of its diagram (see Section 6 for a precise definition). Permuton
limits have been widely studied in recent years, see for instance [2, 6, 24] (we refer to our previous
article [8] for a detailed description of the literature on permutons).
Given z ∈ (0, 1) we denote with µz the permuton corresponding to a rectangle in [0, 1]2 with
corners at (z, 0), (0, z), (1− z, 1) and (1, 1− z) (for a rigorous construction we refer to Section 6.1).
In [8] it was shown that the permuton limit of a uniform random square permutation is given by the
random permuton µz, where z is chosen uniformly in the interval (0, 1). Permutations in ASq(n, k)
can be constructed starting from a permutation in Sq(n) and adding internal points (shifting points
appropriately). Intuitively, this suggests that the permuton limit of ASq(n, k) is biased toward
rectangles with larger area. This is confirmed by the following result.
Theorem 1.3. Fix k > 0. Let z(k) denote the random variable in (0, 1) with density
fz(k)(t) = (2k + 1)
(
2k
k
)
(t(1− t))k,
i.e., z(k) is beta distributed with parameters (k + 1, k + 1). If σn is uniform in ASq(n, k), then as
n→∞,
µσn
d−→ µz(k) .
The distribution of z(k), when k increases, gives more weight around the value 1/2 (see Fig. 1).
We therefore expect that, in the regime when k → ∞ together with n and k = o(n), a uniform
random permutation with k internal points tends to µ1/2. The following theorem shows exactly this
concentration result.
Figure 1. The chart displays the density of the distribution of z(k) for different
values of k.
Theorem 1.4. Let k and n both tend to infinity with k = o(n). If σn is uniform in ASq(n, k) then
µσn
d−→ µ1/2.
The probabilistic approach used to obtain our results has a wide range of possible applications
and does not apply only to the set of square permutations. For example, in Section 7 of this paper,
we apply our techniques to establish the asymptotic enumeration for permutations avoiding the
pattern 321 with k additional internal points. Permutations avoiding a decreasing sequence of length
three are extensively studied in the literature, see for instance [5, 10, 17, 18, 19, 22, 28, 30, 31].
We recall that the points of a 321-avoiding permutation can be partitioned into two increasing
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subsequences, one weakly above the diagonal and one strictly below the diagonal. Therefore 321-
avoiding permutations are particular instances of square permutations.
Let ASq(Avn(321), k) denote the set of permutations avoiding the pattern 321 with n external
points and k additional internal points or, equivalently, the subset of permutations σ in ASq(n, k)
where the pattern induced by the records of σ is in Avn(321). For fixed k, we show (Theorem 2.2)
that the generating function of these permutations is again algebraic of degree 2, and more precisely
rational in the Catalan generating series. Explicit expressions are derived for k = 1, 2, 3. As in the
case of square permutations, for k > 3, the computations to determine the generating function
become intractable (see Section 2). Nevertheless, using our new probabilistic approach, we are able
to compute the first order approximation of the enumeration.
Let cn denote the n-th Catalan number, cn =
1
n+1
(
2n
n
)
, so that |Avn(321)| = cn.
Theorem 1.5. Fix k > 0. Then as n→∞,
|ASq(Avn(321), k)| ∼ (2n)
3k/2
k!
· cn · E
[(∫ 1
0
e(t)dt
)k]
,
where e(t) denotes the standard Brownian excursion on the interval [0, 1].
The evaluation on the right-hand side of the k-th moment of the Brownian excursion area is
derived in Section 2 of [21] where the author shows that
E
[(∫ 1
0
e(t)dt
)k]
= (36
√
2)−k
2
√
pi
Γ((3k − 1)/2)ξk,
where ξk satisfies the recurrence
(2) ξr =
12r
6r − 1
Γ(3r + 1/2)
Γ(r + 1/2)
−
r−1∑
j=1
(
r
j
)
Γ(3j + 1/2)
Γ(j + 1/2)
ξr−j , r ≥ 1.
The final result of our paper is a generalization of Theorem 1.2 in [17] where the authors proved
that the points of a uniform random 321-avoiding permutation concentrate on the diagonal and
the fluctuations of these points converge in distribution to a Brownian excursion. We are able to
generalize this result for uniform random permutations in ASq(Avn(321), k).
We define for a permutation τkn ∈ ASq(Avn(321), k) (with the convention that τkn(0) = 0) and
t ∈ [0, 1],
Fτkn (t) :=
1√
2(n+ k)
∣∣τkn(s(t))− s(t)∣∣,
where s(t) = max
{
m ≤ b(n+ k)tc|τkn(m) is an external point
}
. Note that heuristically the func-
tion Fτkn (t) is interpolating only the external points of τ
k
n , forgetting the internal one. We also
introduce the following biased Brownian excursion.
Definition 1.6. Let k > 0. The k-biased Brownian excursion (ekt )t∈[0,1] is a random variable in the
space of right-continuous functions D([0, 1],R) with the following law: for every continuous bounded
functional G : D([0, 1],R)→ R,
E
[
G
(
ekt
)]
= E
[(∫ 1
0
e(t)dt
)k]−1
E
[
G(et) ·
(∫ 1
0
etdt
)k]
,
where et is the standard Brownian excursion on [0,1].
Theorem 1.7. Fix k > 0. Let τ kn be a uniform random permutation in ASq(Avn(321), k). Then(
Fτkn (t)
)
t∈[0,1]
d−→
(
ekt
)
t∈[0,1]
,
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where ekt is the k-biased Brownian excursion on [0, 1], and the convergence holds in the space of
right-continuous functions D([0, 1],R).
Further questions. We collect here some problems and open questions that we would like to
investigate in future projects.
(1) We studied the permuton limit for permutations with no internal points ([8, Theorem 4.4]),
with a fixed number of internal points (Theorem 1.3) and with an increasing but negligible
number of internal points (Theorem 1.4). What can we say about the permuton limit of
ASq(n, k) when k has order n (or is larger than n)? We expect a phase transition in the
permuton limit from the permuton µ1/2 to the permuton given by the Lebesgue measure on
the unit square (which is the limit of uniform permutations). We believe that the precise
analysis of this phase transition is an interesting and challenging question to address.
(2) In Section 7 we investigate 321-avoiding permutations with k additional internal points for
k fixed. What about the case when k →∞? We believe that in this regime the fluctuations
of the points for a uniform permutation are not of order
√
n any more, drastically changing
the behavior of the limiting shape of the permutation.
(3) The k-th moment of the Brownian excursion area appearing in Theorem 1.5 is known to
be the continuous limit of the normalized k-th moment of the area under large Dyck paths:
it would be interesting to establish a bijection between ASq(Avn(321), k) and some specific
set of Dyck paths covering k marked points.
Outline of the paper. Section 2 briefly explores the explicit generating functions for ASq(n, k)
and ASq(Avn(321), k). Even for small k, the generating functions become quite complicated. Section
3 explains how to construct permutations in ASq(n, k) starting from a permutation in Sq(n). Section
4 recalls useful results from [8] that are necessary in the subsequent sections. Section 5 contains
the proof of Theorems 1.1 and 1.2, while Section 6 considers permutons and contains the proof of
Theorems 1.3 and 1.4. Finally Theorems 1.5 and 1.7 are proved in Section 7.
2. Generating Functions for small values of k.
In [12], Disanto et al. extended the linear recursive construction of square permutations that
was given in [14] in order to enumerate the class ASq(n, k). In particular they proved the following
theorem for the generating function ASq(k)(t) =
∑
n≥4 |ASq(n, k)|·tn of almost square permutations
with n external points and k internal points:
Theorem 2.1 ([12]). For all k ≥ 0, the generating function ASq(k)(t) of almost square permutations
with k internal points is algebraic of degree 2 and there exists a rational function R(k)(u) such that
ASq(k)(t) = R(k)(C(t)),
where C(t) is the Catalan generating function: C(t) = 1−
√
1−4t
2t . In particular
1, for k = 1, 2, 3,
(3) R(k)(u) =
8(u− 1)4uk−3
(2− u)4+4k P
(k)(u),
where P (1)(u), P (2)(u) and P (3)(u) are explicit polynomials given in [12].
It is tempting to conjecture that (3) holds for all k with some polynomial P (k)(u), but we would
like to stress that finding an explicit expression for R(k)(u) is still an open problem. Indeed, even if
the solution of the system requires only subtle substitutions and applications of the kernel method,
1The expression of R(k)(u) in [12] differs by a factor f(u) = ((u− 1)u−2)k−1, or equivalently by a factor f(C(t)) =
tk−1, from the one in (3) due to the fact that the authors of [12] considered permutations of size n with k internal
points (we consider permutations of size n + k with k internal points) and moreover, a factor t is missing in their
expression.
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it turns out that the computations are heavy because they involve derivatives and specializations
of series in 6 variables, and the authors of [12] were not able to push them further than the case
k = 3. However, assuming (3), they conjectured that P (k)(C(14)) = 2
(4k−1)k! where C(14) = 2. Via
singularity analysis [15], this conjecture would imply Theorem 1.1 for the asymptotic enumeration
of almost square permutations with k internal points (for k fixed). In particular it proves the
cases k = 1, 2, 3 of the theorem. However, as mentioned earlier, this direct approach appears to be
intractable, as opposed to the probabilistic approach discussed in the rest of the present paper.
We now discuss the case of ASq(Avn(321), k), that was not considered in [12]. Since the strategy
is similar to the one used in [12], we do not furnish here all the details and we simply explain how
to adapt the computations in [12] to obtain our result. The explicit computations can be found in
the Maple files in [7].
In the case of ASq(Avn(321), k), the system of equations used in [12] takes a slightly sim-
pler form. Let ASq(Av(321), k)(t) denote the generating function for the enumeration sequence
|ASq(Avn(321), k)|. This generating function decomposes according to the five relevant subclasses
of permutations identified in [12] as
ASq(Av(321), k)(t) = F
(k)
A (t) + F
(k)
Bα
(t) + F
(k)
Ba,u
(t) + F
(k)
Ba,c
(t) + F
(k)
Bd,c
(t).
Introducing five catalytic variables u, v, x, y, z, the multivariate power series F
(k)
E (u, v;x, y, z) =
F
(k)
E (t;u, v;x, y, z), E ∈ {A,Bα, Ba,u, Ba,c, Bd,c}, satisfy a system of linear equations of the form
(see below for the notation)
F
(0)
E (u, v;x, y, z) = t · ΦE(G(0)(u, v);x, y, z) + t2uv · δE=A + t2 · δE=Bα ,
and for k ≥ 1
F
(k)
E (u, v;x, y, z) = t · ΦE(G(k)(u, v);x, y, z) +∇(F (k−1)E )(u, v;x, y, z).
We now explain the various terms appearing in the previous equations (noting that the system is
very similar to the one obtained in [12, Proposition 2.1]). We denote with δP the indicator function
of a property P. For k ≥ 0,
G(k)(u, v) =
{
G
(k)
A (u, v), G
(k)
Bα
(u, v), G
(k)
Ba,u
(u, v), G
(k)
Ba,c
(u, v), G
(k)
Bd,c
(u, v)
}
,
where G
(k)
E (u, v) = F
(k)
E (u, v; 1, 1, 1) depends only on u and v. Additionally, ΦE(G(k)(u, v);x, y, z)
is a linear combination with rational coefficients in u, v, x, y, z of the series in the family G(k)(a, b)
using combinations of the substitutions a ∈ {uxy, u, xy, 1} and b ∈ {vz, v, z, 1}. Finally, ∇ is a
mixed differential and divided difference operator,
∇(f)(u, v;x, y, z) =x
2y2z
1− z
(
(∂xf)|x=xy,y=1,z=1 − (∂xf)|x=xyz−1
)
+
xy2
1− xy−1
(
∂yf − xz−1(∂xf)|x=xyz−1,y=z
)
+
xy2z−1
(1− yz−1)2
(
f − f|x=xyz−1,y=z
)
,
where ∂x (resp. ∂y) denotes the partial derivative w.r.t. x (resp. y).
The first system for the series F
(0)
E can be solved explicitly using the kernel method and yields
as expected a refinement of the Catalan generating series. In order to deal with k ≥ 1 we first set
x = y = z = 1 and build a generic system where the terms ∇(F (k−1)E )(u, v, 1, 1, 1) are considered as
parameters h
(k−1)
E (u, v):
G
(k)
E (u, v) = t · ΦE(G(k)(u, v); 1, 1, 1) + h(k−1)E (u, v).
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We solve this system of equations using the kernel method on the series G
(k)
E (u, v). This yields an
explicit expression of the form
G
(k)
E (u, v) =
∑
a,b,D
gEa,b,D(U, u, v) · h(k−1)D (a, b),
with D ∈ {A,Bα, Ba,u, Ba,c, Bd,c}, b ∈ {v, 1} and a ∈ {V,U, u, 1}, with V = 1/(1 − v(1 − U)/U2),
and U = 1 + tU2, and where the coefficients gEa,b,D(U, u, v) are rational in U, u, v.
Returning to the original problem we have that
F
(k)
E (u, v;x, y, z) = t · ΦE
∑
a,b,D
gEa,b,D(U, u, v) · h(k−1)D (a, b);x, y, z
+∇(F (k−1)E )(u, v;x, y, z),
where
h
(k−1)
D (a, b) = limx,y,z→1
∇(F (k−1)D )(a, b;x, y, z))
=
(
∂x(∂y + ∂z − 1)− 1
2
(∂2x + ∂
2
y)
)
(F
(k−1)
D )(a, b; 1, 1, 1).
This equation implies a result similar to Theorem 2.1 above and it can be iterated from the initial
terms F
(0)
E to get the successive series F
(k)
E for k ≥ 1.
Theorem 2.2. For all k ≥ 0, the generating function ASq(Av(321), k)(t) of square permutations
avoiding 321 with k additional internal points is algebraic of degree 2 and there exists a rational
function R(k)(u) such that
ASq(Av(321), k)(t) = R(k)(C(t)),
where C(t) is the Catalan generating function: C(t) = 1−
√
1−4t
2t . In particular, for k = 1, 2, 3,
R(k)(u) =
(u− 1)4
(u2 + 1− u)2k(u− 2)3k−1P
(k)(u),
where P (1)(u), P (2)(u) and P (3)(u) are explicit polynomials given in [7].
Via singularity analysis, this theorem implies the cases k = 1, 2, 3 of Theorem 1.5. But again, for
k > 3, the computations become intractable.
3. Internal insertions and deletions for permutations
To understand permutations in ASq(n, k) we investigate how they can be obtained by adding
points to a permutation in Sq(n). Each permutation pi ∈ ASq(n, k) has a unique exterior, σ =
ext(pi), obtained by removing the internal points in pi and appropriately shifting the remaining
points (keeping the relative position among them) so that the resulting set of points corresponds to
a (square) permutation.
Example 3.1. Consider the permutation pi = 4752316 = ∈ ASq(5, 2), where we
highlighted in red the two internal points. Then the exterior of pi is the permutation
σ = ext(pi) = 35214 = .
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In this section we define the insertion and deletion operation on permutations. These operations
will allow us to grow certain classes of permutations from other well-understood classes.
For n ∈ N, we denote with [n] the set {1, 2, . . . , n}. For a permutation σ of size n and a pair
(i, j) ∈ [n + 1]2, the insertion of (i, j) in σ gives the permutation obtained by adding a point at
(i, j) and shifting the points in σ at or to the right of column i to the right by 1 and shifting the
points in σ at or above row j up by 1. We denote the permutation by insert(σ, (i, j)). For a
permutation σ′ that contains the point (i′, j′), the deletion of (i′, j′) in σ′ gives the permutation
obtained by removing the point (i′, j′) = (i′, σ(i′)) and shifting points to the right of column i′ to
the left by 1 and points above row j′ down by 1. We denote this permutation delete(σ′, (i′, j′)). If
σ′ is obtained by inserting (i, j) in σ, then σ is obtained by deleting (i, j) from σ′. Note that any
pair (i, j) ∈ [n + 1]2 is a valid insertion for σ ∈ Sn, whereas only the points of the form (i′, σ′(i′))
make for valid deletions in σ′.
Example 3.2. We consider the permutation pi = 215684793 and we insert on it the point (6, 6),
obtaining (as shown in Fig. 2) the permutation σ = insert(σ, (6, 6)) = 2 1 5 7 9 6 4 8 10 3.
pi = 2 1 5 6 8 4 7 9 3
σ = 2 1 5 7 9 6 4 8 10 3
Figure 2. Insertion of the point (6, 6) (highlighted with a red circle) in the permu-
tation pi = 215684793.
For a sequence of points, J = {(i`, j`)}k`=1, and a permutation σ of size n, we call J a valid insertion
sequence for σ if (i`, j`) ∈ [n + `]2 for ` ∈ [k]. A valid insertion sequence, J , gives a corresponding
sequence of permutations, (σ0, · · · , σk), defined by σ0 = σ and σ` = insert(σ`−1, (i`, j`)) for 1 ≤
` ≤ k. We denote the final permutation obtained in the sequence by insert(σ, J) = σk.
Similarly, for a permutation ρ ∈ Sn+k and a sequence, J ′ = {(i′`, j′`)}k`=1 with (i′`, j′`) ∈ [n + k +
1−`]2, we say J ′ is a valid deletion sequence if there is a sequence of permutations (ρ0, · · · , ρk) with
ρ0 = ρ and, for 1 ≤ ` ≤ k, ρ` = delete(ρ`−1, (i′`, j′`)). If for some `, (i′`, j′`) is not a valid deletion
in ρ`−1, we say J ′ is an invalid deletion sequence for ρ. If J ′ is a valid sequence of deletions we let
delete(ρ, J ′) = ρk. If J is an insertion sequence for σ and pi = insert(σ, J), then the reverse of J ,
denoted reverse(J), is a valid deletion sequence for pi, with delete(pi, reverse(J)) = σ.
We say an insertion, (i, j), is internal for σ if the point (i, j) is internal in insert(σ, (i, j)). A
sequence of insertions, J , is internal for σ if for each 1 ≤ ` ≤ |J | the point (i`, j`) ∈ J is internal in
σ`. If J is internal for σ, the corresponding sequence (σ0, · · · , σ|J |) has permutations whose external
points are exactly the external points of σ. In particular, if σ is a square permutation, then the
external points of the permutations in the sequence are exactly the points of σ. Lastly, we say a
deletion sequence is internal if every deletion in the sequence comes from an internal point of the
corresponding permutation in the sequence.
For a permutation σ, let I(σ) denote the set of possible internal insertions for σ and let J (σ, k)
denote the set of possible internal insertion sequences of length k for σ.
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Lemma 3.3. Let pi ∈ Sn+k and let M be a collection of k marked points in pi. There are precisely
k! deletion sequences starting from pi that remove only the k marked points.
Proof. The order in which the points of M are removed uniquely determines the deletion sequence.
There are k! possible orders. 
Corollary 3.4. Let pi ∈ ASq(n, k) and let σ = ext(pi). There are precisely k! internal insertion
sequences, J , such that pi = insert(σ, J).
It is important to highlight that the insertion sequences in Corollary 3.4 are internal. For ex-
ample, the permutation σ = 4132 has a unique internal insertion (the point (3, 3)) that gives the
permutation 51342, while the insertion of (4, 4) in 4132 also gives 51342 but is not internal (see
Fig. 3).
insert(4132, (3, 3)) =
insert(4132, (4, 4)) =
=51342
Figure 3. Two different insertions (highlighted with a red circle) that give the same
permutation. The first insertion is internal, the second one it is not.
4. Projection for square permutations and Petrov conditions
We recall in this section some results from [8] that are useful for the next sections.
4.1. Projections for square permutations. We recall the following key definition.
Definition 4.1. An anchored pair of sequences of size n is a triplet (X,Y, z0), where X ∈ {U,D}n,
Y ∈ {L,R}n and z0 ∈ [n]. We say that the pair (X,Y ) is anchored at z0.
Given a square permutation σ ∈ Sq(n), we associate to it an anchored pair of sequences (X,Y, z0)
of size n (cf. Fig. 4) where the labels of (X,Y ) are determined by the record types (the sequence X
records if a point is a maximum (U) or a minimum (D) and the sequence Y records if a point is a
left-to-right record (L) or a right-to-left record (R)) and the anchor z0 is determined by the value
σ−1(1). As a convention, if a point is both a maximum and a minimum (resp. a left-to-right and a
right-to-left record) we assign a D (resp. a L). For a precise and rigorous definition we refer to [8,
Section 2].
We denote with φ the injective map that associates to every square permutation the corresponding
anchored pair of sequences, therefore
φ : Sq(n)→ {U,D}n × {L,R}n × [n].
We say that an anchored pair of sequences (X,Y, z0) of size n is good if X1 = Xn = Xz0 = D
and Y1 = Yn = L. Note that φ(Sq(n)) is contained in the set of good anchored pairs of size n. Note
also that the total number of possible good anchored pairs (X,Y, z0) of size n is
(4) 2n−2(2 · 2n−2 + (n− 2) · 2n−3) = 2(n+ 2)4n−3.
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R
L
L
L
L
L
L
L
L
R
R
R
D
L
L
D
X
Y
D
z0 = 14
DD
L
L
Figure 4. A square permutation σ with the associated anchored pair of sequences
φ(σ) = (X,Y, z0). The sequence X is under the diagram (read from left to right) of
the permutation and the sequence Y on the left (read from bottom to top).
This map φ is not surjective, but we can identify subsets of good anchored pairs of sequences
(called regular) and of square permutations where the projection map is a bijection. In order to do
that we need to introduce the Petrov conditions.
4.2. Petrov conditions. Let X ∈ {U,D}n and Y ∈ {L,R}n. Let ctD(i) denote the number of Ds
in X up to (and including) position i. Similarly define ctU (i), ctL(i) and ctR(i) for the number of
Us in X and the number of Ls or Rs in Y , respectively. Let posD(i) denote the position of the i-th
D in X with posD(i) = n if there are fewer than i indices labeled with D in X. Similarly define
posU (i), posL(i) and posR(i) for the location of the indices of the other labels.
Definition 4.2 (Petrov conditions). We say that the labels D in X satisfy the Petrov conditions if
the following are true:
(1) |ctD(i)− ctD(j)− 12(i− j)| < n.4, for all |i− j| < n.6;
(2) |ctD(i)− ctD(j)− 12(i− j)| < 12 |i− j|.6, for all |i− j| > n.3;
(3) |posD(i)− posD(j)− 2(i− j)| < n.4, for all |i− j| < n.6 and i, j ≤ ctD(n);
(4) |posD(i)− posD(j)− 2(i− j)| < 2|i− j|.6, for all |i− j| > n.3 and i, j ≤ ctD(n).
A similar definition holds for the labels U in X and the labels L and R in Y for the functions
ctU , ctL, ctR, and posU , posL, posR. We say the Petrov conditions hold for the pair of sequences X
and Y if the Petrov conditions hold for the four types of labels of X and Y .
Given a permutation σ ∈ Sq(n), we say that σ has regular projections if the Petrov conditions
hold for the corresponding pair of sequences X and Y . For each z0 ∈ [n], let R(z0) denote the
subset of Sq(n) consisting of permutations anchored at z0 and having regular projections.
Given a sequence k = kn = o(n) (resp. k = kn = o(
√
n)), we fix now some sequence δn = δn(k)
such that
(5) δn = o(n), δn ≥ n.9, and k = o(δn) (resp. k = o(
√
δn)).
Note that this is always possible taking for example δn = max{
√
nk, n.9} (resp. δn = max{
√
nk, n.9}).
Let Rirr denote the permutations of Sq(n) that either do not have regular projections or such
that the anchor z0 belongs to [n]\(δn, n− δn).
For z0 in (δn, n− δn), a uniform square permutation anchored at z0 is in Rirr with probability at
most Ce−nc for some positive constants c and C independent of z0 (this follows from the classical
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bounds for Petrov conditions, see for instance the proof of [8, Lemma 3.4]). Thus, for n large
enough, we have the following bound
(6) |Rirr| ≤ 2δn4n−2 + 2n4n−2Ce−nc ≤ 2δn4n.
We also say that a good anchored pair of sequences (X,Y, z0) is regular
2 if the Petrov conditions
hold for X and Y and z0 ∈ (δn, n − δn). In [8, Section 3.2] we constructed a simple algorithm to
produce a square permutation from regular anchored pairs of sequences and we showed that the
map φ−1 restricted to this set is bijective. We also showed (see [8, Lemma 3.8]) that asymptotically
almost all square permutations can be constructed from regular anchored pairs of sequences, thus
a permutation sampled uniformly from the set of regular anchored pairs of sequences will produce,
asymptotically, a uniform square permutation.
5. Asymptotic enumeration of almost square permutations
For σ ∈ Sq(n), let ASq(σ, k) denote the set of permutations in ASq(n, k) that are of the form
insert(σ, J) for some valid insertion sequence J that is internal with respect to σ. For a collection of
permutations S ∈ Sq(n), let ASq(S, k) = ⋃σ∈S ASq(σ, k), i.e. the set of permutations in ASq(n, k)
whose exterior lies in S. By Corollary 3.4, for each pi ∈ ASq(σ, k), there are exactly k! internal
insertion sequences J ∈ J (σ, k) such that insert(σ, J) = pi. These are the only ways to reach pi by
an internal insertion sequence from a square permutation. Thus
(7) |ASq(n, k)| =
∑
σ∈Sq(n)
|ASq(σ, k)| =
∑
σ∈Sq(n)
1
k!
|J (σ, k)|.
We proceed by finding upper and lower bounds for |J (σ, k)| for σ ∈ Sq(n). The following lemma
gives bounds on the size of I(σ) for σ ∈ R(z0) for some z0 ∈ (δn, n− δn).
Lemma 5.1. There exists c > 0 such that for every z0 ∈ (δn, n− δn), and every σ ∈ R(z0),
(8) 2(z0 − cn.6)(n− z0 − cn.6) ≤ |I(σ)| ≤ 2(z0 + cn.6)(n− z0 + cn.6).
As a consequence, there exists ε > 0 such that |I(σ)| ≥ εnδn, for every z0 ∈ (δn, n− δn) and every
σ ∈ R(z0).
Proof. By [8, Lemma 3.6], square permutations with regular projections anchored at z0 ∈ (δn, n−δn)
have points which are contained between the lines
• x+ y = z0 ± cn.6;
• x+ y = 2n− z0 ± cn.6;
• x− y = z0 ± cn.6;
• y − x = z0 ± cn.6.
The upper and lower bounds of (8) are given by the area of the smallest and largest rectangle given
by these bounded lines.
The existence of ε > 0 such that |I(σ)| ≥ εnδn, for every z0 ∈ (δn, n− δn) and every σ ∈ R(z0),
is a consequence of (8). 
Note that, for σ ∈ Rirr, we have the bound
(9) 0 ≤ |I(σ)| ≤ (n+ 1)2.
For insertion sequences, the number of possible insertions at each step in the sequence increases.
2In [8] a regular anchored pair of sequences (X,Y, z0) satisfies z0 ∈ (n.9, n− n.9) instead of z0 ∈ (δn, n− δn). One
can check that all the statements of [8] are also true for this slightly more general definition.
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Lemma 5.2. Let σ ∈ Sn. Let σ′ be obtained by the insertion in σ of some point in I(σ). Then
|I(σ)| ≤ |I(σ′)| ≤ |I(σ)|+ 2n.
Proof. For the lower bound let (i, j) be a point in I(σ) that is inserted into σ and let σ′ =
insert(σ, (i, j)). For (i′, j′) ∈ I(σ) with i′ < i and j′ < j then (i′, j′) ∈ I(σ′). On the other
hand, if (i′, j′) ∈ I(σ) with i′ ≥ i and/or j′ ≥ j, the points (i′+ 1, j′), (i′, j′+ 1) or (i′+ 1, j′+ 1) are
in I(σ′) depending on whether i′ > i, j′ > j or both. Thus for every point in I(σ) there is a unique
corresponding point in I(σ′). All other points of I(σ′) will have the form (i, j′) or (i′, j), giving the
upper bound since there are at most 2n such points. 
Thus subsequent insertions give the following bounds on the size of J (σ, k).
Lemma 5.3. Let σ ∈ Sn and k ∈ Z>0. It holds that
(10) |I(σ)|k ≤ |J (σ, k)| ≤ (|I(σ)|+ 2nk + k2)k.
Proof. Let i ≤ k and σi be a permutation obtained by the insertions of i internal point in σ. From
Lemma 5.2 we have
|I(σ)| ≤ |I(σi)| ≤ |I(σ)|+ 2n+ · · ·+ 2(n+ i− 1) = |I(σ)|+ i(2n+ i− 1).
Therefore
|I(σ)|k ≤ |J (σ, k)| ≤
k∏
i=1
(|I(σ)|+ i(2n+ i− 1)).
Noting that i(2n + i − 1) ≤ 2nk + k2, for all i ≤ k, we obtain ∏ki=1(|I(σ)| + i(2n + i − 1)) ≤
(|I(σ)|+ 2nk + k2)k and we conclude the proof. 
Fix now ε > 0 and assume that |I(σ)| ≥ εnδn. Then for k ≤ n,
(11) (|I(σ)|+ 2nk + k2)k ≤ |I(σ)|k
(
1 +
2nk + k2
εnδn
)k
≤ |I(σ)|k · exp
(
3k2
εδn
)
,
where in the last equality we used that (1 + x) ≤ ex and k ≤ n. Furthermore for k = o(√δn),
(12) (|I(σ)|+ 2nk + k2)k ≤ |I(σ)|k · exp(3/ε · o(1)).
Corollary 5.4. Let σ ∈ Sn, ε > 0, k = o(
√
n). If |I(σ)| ≥ εnδn then
|ASq(σ, k)| ∼ |I(σ)|
k
k!
.
Proof. Note that from Corollary 3.4, |ASq(σ, k)| = 1k! |J (σ, k)|. We conclude combining the bounds
in (10) and (12) (recalling that from (5) we have that k = o(
√
δn) since k = o(
√
n)). 
We can now prove the main result of this section, that is, when k = o(
√
n) then
|ASq(n, k)| ∼ k!2
k+1n2k+14n−3
(2k + 1)!
.
Proof of Theorem 1.1. For σ ∈ Rirr, we have from (9) the rough bounds of
0 ≤ |J (σ, k)| ≤ (n+ k)2k.
Therefore the contribution from Rirr to ASq(n, k) is bounded above by
(13)
∑
σ∈Rirr
|ASq(σ, k)| =
∑
σ∈Rirr
1
k!
|J (σ, k)| ≤ 1
k!
2δn4
n(n+ k)2k ≤ 1
k!
2δn4
n22kn2k,
where in the first inequality we also used the bound for |Rirr| obtained in (6) and in the second
inequality the fact that k = o(
√
n).
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We now focus on the contribution of∑
σ∈Sq(n)\Rirr
|ASq(σ, k)| =
∑
z0∈(δn,n−δn)
∑
σ∈R(z0)
1
k!
|J (σ, k)|.
Using the bounds in Lemma 5.3, we have
(14)
∑
z0∈(δn,n−δn)
∑
σ∈R(z0)
1
k!
|I(σ)|k
≤
∑
σ∈Sq(n)\Rirr
|ASq(σ, k)| ≤
∑
z0∈(δn,n−δn)
∑
σ∈R(z0)
1
k!
(|I(σ)|+ 2nk + k2)k .
From Lemma 5.1 we know that there exists ε > 0 such that |I(σ)| ≥ εnδn, for every z0 ∈ (δn, n−δn)
and every σ ∈ R(z0). Therefore, using (12), the right-hand side of the above inequality is bounded
by
(15) exp(3/ε · o(1)) ·
∑
z0∈(δn,n−δn)
∑
σ∈R(z0)
1
k!
|I(σ)|k.
For any fixed anchor z0 in (δn, n−δn), the total number of permutations inR(z0) is asymptotically
2 · 4n−3 · (1 + o(1)), where the error term is uniform in z0 (again this follows from the classical
bounds for Petrov conditions, see for instance the proof of [8, Lemma 3.4]). Using this result and
the estimate in Lemma 5.1, we obtain that
(16)
∑
z0∈(δn,n−δn)
∑
σ∈R(z0)
1
k!
|I(σ)|k ∼ 1
k!
2k+1n2k+14n−3
∫ 1
0
(t(1− t))kdt,
where we used the standard Riemann integral approximation with the substitution z0 = bntc for
t ∈ (0, 1). Combining (14), (15) and (16), we conclude that
(17)
∑
σ∈Sq(n)\Rirr
|ASq(σ, k)| ∼ 1
k!
2k+1n2k+14n−3
∫ 1
0
(t(1− t))kdt.
The integral in (17) evaluates to (k!)2/(2k + 1)!. Thus combining this with the (negligible)
contribution from Rirr (since δn = o(n)) we have
|ASq(n, k)| ∼ k!
(2k + 1)!
2k+1n2k+14n−3. 
A consequence of the proof of (17) is the following
Corollary 5.5. For k = o(
√
n) and s ∈ (0, 1),∑
z0∈(δn,ns)
|ASq(R(z0), k)| ∼ 1
k!
2k+1n2k+14n−3
∫ s
0
(t(1− t))kdt.
We finally investigate the case when k = o(n), proving that
log (|ASq(n, k)|) = log
(
k!
(2k + 1)!
2k+1n2k+14n−3
)
+ o(k).
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Proof of Theorem 1.2. Similarly as before, from (13), (14), (11), (16) and
∫ 1
0 (t(1− t))kdt = (k!)
2
(2k+1)!
we have that
|ASq(n, k)| =
∑
σ∈Sq(n)\Rirr
|ASq(σ, k)|+
∑
σ∈Rirr
|ASq(σ, k)|
≤ exp
(
3k2
εδn
)
· k!
(2k + 1)!
2k+1n2k+14n−3(1 + o(1)).
Applying the logarithm we obtain
log (|ASq(n, k)|) ≤ 3k
2
εδn
+ log
(
k!
(2k + 1)!
2k+1n2k+14n−3
)
+ o (1) ,
and so
(18)
log (|ASq(n, k)|)− log
(
k!
(2k+1)!2
k+1n2k+14n−3
)
k
≤
3k2
εδn
+ o(1)
k
.
On the other hand, using again (14), (16) and and
∫ 1
0 (t(1− t))kdt = (k!)
2
(2k+1)! , we have
|ASq(n, k)| ≥
∑
σ∈Sq(n)\Rirr
|ASq(σ, k)| ≥ k!
(2k + 1)!
2k+1n2k+14n−3(1 + o(1))
and so
log (|ASq(n, k)|)− log
(
k!
(2k+1)!2
k+1n2k+14n−3
)
k
≥ o(1)
k
.
Putting together the last bound with the bound in (18) and recalling that when k = o(n) then δn
is a sequence such that k = o(δn) we obtain the desired result. 
6. The permuton limit of almost square permutations
We recall the minimal notions on permutons limits that we need for this section. For a complete
introduction to permutons see [2, Section 2].
A permuton µ is a Borel probability measure on the unit square [0, 1]2 with uniform marginals,
that is
µ([0, 1]× [a, b]) = µ([a, b]× [0, 1]) = b− a,
for all 0 ≤ a ≤ b ≤ 1. Any permutation σ of size n ≥ 1 may be interpreted as a permuton µσ given
by the sum of Lebesgue area measures
(19) µσ = n
n∑
i=1
Leb
(
[(i− 1)/n, i/n]× [(σ(i)− 1)/n, σ(i)/n]).
Let M be the set of permutons. We recall that a sequence of (deterministic) permutons (µn)n
converges weakly to µ (simply denoted µn → µ) if∫
[0,1]2
fdµn →
∫
[0,1]2
fdµ,
for every bounded and continuous function f : [0, 1]2 → R. With this topology, M is compact and
metrizable by the metric d defined, for every pair of permutons (µ, µ′), by
d(µ, µ
′) = sup
R∈R
|µ(R)− µ′(R)|,
where R denotes the set of rectangles contained in [0, 1]2.
The convergence for random permutations is defined as follows.
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Definition 6.1. We say that a random permutation σn converges in distribution to a random
permuton µ as n → ∞ if the random permuton µσn converges in distribution to µ with respect to
the topology defined above.
6.1. Permuton convergence for square permutations with a fixed number of internal
points. We prove in this section Theorem 1.3. We recall here the rigorous construction of the
permuton µz mentioned in the introduction.
Let z be a point in [0, 1]. Let L1 and L4 denote the line segments with slope −1 connecting (0, z)
to (z, 0) and (1− z, 1) to (1, 1− z), respectively. Similarly let L2 and L3 denote the line segments
with slope 1 connecting (0, z) to (1 − z, 1) and (z, 0) to (1, 1 − z), respectively. The union of L1,
L2, L3 and L4 forms a rectangle in [0, 1]
2. For each of the line segments Li (i = 1, 2, 3, or 4) we
will define a measure µzi as a rescaled Lebesgue measure. Let ν be the Lebesgue measure on [0, 1].
Let S be a Borel measurable set on [0, 1]2. For each i, let Si = S ∩ Li. Finally let pix(Si) be the
projection of Si onto the x-axis and piy(Si) the projection onto the y-axis. As each line has slope 1
or −1, the measures of the projections satisfy ν(pix(Si)) = ν(piy(Si)). For each i = 1, 2, 3, 4, define
µzi (S) :=
1
2ν(pix(Si)) =
1
2ν(piy(Si)). Finally we define the measure µ
z = µz1 + µ
z
2 + µ
z
3 + µ
z
4. The
measure µz is a permuton (see [8, Lemma 4.2]).
Before proving our main result we need two technical lemmas.
Lemma 6.2. Let σ be a permutation of size n and σ′ be a permutation obtained from σ by adding
a point (not necessarily internal) to the diagram of σ. Then
d(µσ, µσ′) ≤ 6
n
.
Proof. Fix a rectangle R ⊂ [0, 1]2. Recall that by definition µσ is the permuton induced by the
sum of area measures on points of σ scaled to fit within [0, 1]2 (see (19)). Suppose that there are
` points of σ contained in R. Therefore, keeping track of the possible area measures intersecting
the boundaries of R, we have that |µσ(R) − `n | ≤ 2n . Now, noting that the addition of one point
to the diagram of σ, can change the number of points inside R by at most 2, we obtain that
|µσ′(R)− `n | ≤ 4n . Therefore |µσ(R)− µσ′(R)| ≤ 6n . Since the latter bound does not depend on the
choice of R we can conclude the proof. 
In [8, Lemma 4.3] we showed that for σn ∈ Sq(n) \ Rirr the permutons, µσn and µzn with
zn = σ
−1
n (1)/n, have distance d(µσn , µ
zn) that tends to zero as n tends to infinity, uniformly over
all choices of σn. We prove here that the same result holds for permutations in ASq(Sq(n)\Rirr, k)
whenever k = o(n).
Lemma 6.3. Let k = o(n). The following limit holds
sup
σn∈ASq(Sq(n)\Rirr,k)
d(µσn , µ
zn)→ 0.
Proof. We have the following bound for every σn ∈ ASq(Sq(n) \ Rirr, k)
d(µσn , µ
zn) ≤ d(µσn , µext(σn)) + d(µext(σn), µzn)
that translates into
sup
σn∈ASq(Sq(n)\Rirr,k)
d(µσn , µ
zn) ≤ sup
σn∈ASq(Sq(n)\Rirr,k)
d(µσn , µext(σn)) + sup
σn∈Sq(n)\Rirr
d(µσn , µ
zn).
The second term in the right-hand side of the above equation tends to zero thanks to the aforemen-
tioned [8, Lemma 4.3] and the first term tends to zero because the addition of k = o(n) internal
points cannot modify the permuton limit of a sequence of permutations, as shown in Lemma 6.2. 
We can now prove the main result of this section, that is, if k > 0 is fixed and σn is uniform in
ASq(n, k), then µσn
d−→ µz(k) as n→∞.
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Proof of Theorem 1.3. With the asymptotic formula for the cardinality of ASq(n, k) (obtained in
Theorem 1.1) and Corollary 5.5 we can determine the distribution for the value of σ−1n (1), for a
uniform permutation σn in ASq(n, k) when k is fixed. Specifically,
(20) P(σ−1n (1) ≤ ns) ∼
1
k!2
k+1n2k+14n−3
∫ s
0 (t(1− t))kdt
k!
(2k+1)!2
k+1n2k+14n−3
= (2k + 1)
(
2k
k
)∫ s
0
(t(1− t))kdt,
where we used again the fact that the contribution to the numerator of permutations in Rirr is
negligible w.r.t. the cardinality of ASq(n, k) (see (13)). Therefore zn =
σ−1n (1)
n
d−→ z(k).
The map z → µz is continuous as a function from (0, 1) to M, and thus µzn converges in
distribution to µz
(k)
. By Lemma 6.3, and again the fact that |Rirr| is negligible w.r.t. |ASq(n, k)| ,
we also have that d(µσn , µ
zn) converges almost surely to zero. Therefore, combining these results,
we can conclude that µσn converges in distribution to µ
z(k) . 
6.2. Permuton convergence for square permutations with a growing number of internal
points. We prove in this section Theorem 1.4. When the number k of internal points tends to
infinity, we have the following result.
Lemma 6.4. Let k = o(n) and assume that k →∞. Then for σn uniform in ASq(n, k) it holds
σ−1n (1)
n
d−→ 1/2.
Proof. Note that for every 0 < λ < 12 ,
(21) P(σ−1n (1) ≤ n(1/2− λ)) ≤
∑
z0∈(δn,n(1/2−λ))
∑
σ∈R(z0)
1
k! |J (σ, k)|+
∑
σ∈Rirr |ASq(σ, k)|
|ASq(n, k)| .
We focus on the term
∑
z0∈(δn,n(1/2−λ))
∑
σ∈R(z0)
1
k! |J (σ, k)|. From Lemma 5.1 we know that
|I(σ)| ≥ εnδn. Therefore, using Lemmas 5.1 and 5.3, the estimates in (11) and the fact that
|R(z0)| ≤ 22n−5, we obtain∑
z0∈(δn,n(1/2−λ))
∑
σ∈R(z0)
1
k!
|J (σ, k)| ≤ 1
k!
22n−5 exp
(
3k2
εδn
) ∑
z0∈(δn,n(1/2−λ))
(
2(z0 + cn
.6)(n− z0 + cn.6)
)k
.
We also have the following asymptotic estimate
1
k!
22n−5 exp
(
3k2
εδn
) ∑
z0∈(δn,n(1/2−λ))
(
2(z0 + cn
.6)(n− z0 + cn.6)
)k
∼ 1
k!
22n−5 exp
(
3k2
εδn
)
2kn2k+1
∫ 1/2−λ
0
(t(1− t))kdt,
where we used again the standard Riemann integral approximation with the substitution z0 = bntc
for t ∈ (0, 1/2− λ). Noting that for t ≤ 1/2− λ we have (t(1− t))k ≤ 4−k(1− 4λ2)k ≤ 4−ke−4λ2k,
from the two equations above we obtain that
(22)
∑
z0∈(δn,n(1/2−λ))
∑
σ∈R(z0)
1
k!
|J (σ, k)| ≤ 1
k!
22n−5 exp
(
3k2
εδn
)
2kn2k+14−ke−4λ
2k(1 + o(1)).
Using that |ASq(n, k)| ∼ k!2k+1n2k+14n−3(2k+1)! and the bound in (13) we can conclude from (21) and (22)
that
P(σ−1n (1) ≤ n(1/2− λ)) ≤
(2k + 1)e−4λ2k√
kpi
exp
(
3k2
εδn
)
(1 + o(1)).
Therefore we can conclude that P(σ−1n (1) ≤ n(1/2− λ))→ 0, for every 0 < λ < 12 .
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Since σ−1n (1)
d
= n+ 1− σ−1n (1) then the probability that P(σ−1n (1) ≥ n(1/2 + λ)) is also equally
small and this concludes the proof. 
Proof of Theorem 1.4. The proof is identical to the proof of Theorem 1.3 above, using the concen-
tration result for σ−1n (1) obtained in Lemma 6.4. 
7. Insertions in 321-avoiding permutations
Permutations in Avn(321) are in bijection with Dyck paths of size 2n. A Dyck path of size 2n
is a path with two types of steps: (1, 1) or (1,−1), that is conditioned to start at (0, 0), end at
(2n, 0), and remain non-negative in between. There are many possible bijections to choose from
between these two sets. One particular bijection comes from [3], which we refer to as the Billey–
Jockusch–Stanley (or BJS) bijection. For a Dyck path, γn, of size 2n, we let τn = τγn denote
the corresponding permutation in Avn(321) under the BJS-bijection. In the other direction, for a
permutation τn ∈ Avn(321) we let γn = γτn denote the corresponding Dyck path under the inverse
bijection. This bijection is used in [17] to show that the points of a permutation that avoid a
decreasing sequence of size three converge to the Brownian excursion when properly scaled.
Specifically, extend the definition of the permutation τn so that τn(0) = 0 and for t ∈ [0, 1], let
Fτn(t) :=
1√
2n
∣∣τn(bntc)− bntc∣∣.
Theorem 7.1 (Theorem 1.2 in [17]). Let τn be a uniformly random permutation in Avn(321). Then
(Fτn(t))t∈[0,1]
d−→ (et)t∈[0,1] ,
where et is the Brownian excursion on [0, 1] and the convergence holds in the space of right-
continuous functions D([0, 1],R).
The main step in the proof of Theorem 7.1 is showing that the function Fτn(t) is often close to the
corresponding scaled Dyck path γτn , which converges in distribution to the Brownian excursion [23].
The proof uses an alternative version of the Petrov conditions stated in terms of Dyck paths. We
denote the Petrov conditions for Dyck paths with PC ′ and the Petrov conditions for permutations
used in this paper with PC (see Definition 4.2). PC ′ can be translated to permutations obtaining
a slightly modified version of PC. We say τn ∈ Avn(321) satisfies PC ′ if, using the BJS bijection,
the corresponding Dyck path, γn, satisfies PC
′.
In what follow we say that τn ∈ Avn(321) satisfies the Petrov conditions if it satisfies both PC
and PC ′ (and we do the same for Dyck paths). The exact version of PC ′ is not important for our
results, though we point out that a uniform random permutation in Avn(321) has exponentially
small probability to satisfy only one set of conditions among PC and PC ′. This together with
Corollary 5.5 and Proposition 5.6 and 5.7 of [17], implies that there exist positive constants C
and δ such that the probability that the Petrov conditions are not satisfied for a uniform random
permutation τn in Avn(321) is bounded above by Ce
−nδ .
Lemma 7.2 (Lemma 2.7 in [17]). Let γn be a Dyck path of size 2n that satisfies the Petrov con-
ditions, and let τn be the corresponding permutation in Avn(321). If (j, τn(j)) is a left-to-right
maximum, then
|τn(j)− j − γn(2j)| ≤ 10n.4,
and if (j, τn(j)) is a right-to-left minimum, then
|τn(j)− j + γn(2j)| ≤ 10n.4.
Therefore for all j ≤ n,
γn(2j)− 10n.4 ≤ |τn(j)− j| ≤ γn(2j) + 10n.4.
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Let M(γn) = max1≤j≤n γn(2j) be the maximum of γn and D(τn) = max1≤j≤n |τn(j)− j| be the
maximum absolute displacement.
Corollary 7.3. Let τn be a permutation in Avn(321) and let γn = γτn be the corresponding Dyck
path of size 2n. If τn (and thus γn) satisfies the Petrov conditions, then D(τn) ≤M(γn) + 10n.4.
Let E+(τn) denote the set of left-to-right maxima of τn and E
−(τn) the complement of E+(τn)
(thus the points of E−(τn) are all the right-to-left minima of τn that are not fixed points). For
1 ≤ i ≤ n let
i+ = max
j≤i
{j : (j, τn(j)) ∈ E+(τn)}.
Similarly let
i− = min
j≥i
{j : (j, τn(j)) ∈ E−(τn)},
with the exception that if i is a fixed point, then i− = i.
Lemma 7.4. Let τn ∈ Avn(321) satisfy the Petrov conditions. For 1 ≤ i ≤ n,∣∣∣|τn(i+)− i+| − |τn(i)− i|∣∣∣ < 25n.4,
and ∣∣∣|τn(i−)− i−| − |τn(i)− i|∣∣∣ < 25n.4.
Proof. By [17, Lemma 2.5], any interval of length n.3 must contain both a point in E+(τn) and
E−(τn), and therefore
(23) max{i− i+, i− − i} ≤ n.3.
By the Petrov conditions for Dyck paths, if |x − y| < 2n.6 then |γn(x) − γn(y)| < n.4. Therefore
both |γn(2i+)− γn(2i)| < n.4 and |γn(2i−)− γn(2i)| < n.4. By Lemma 7.2,∣∣∣|τn(i+)− i+| − |τn(i)− i)|∣∣∣ ≤ |γn(2i+) + 10n.4 − γn(2i) + 10n.4|
≤ |γn(2i+)− γn(2i)|+ 20n.4
< 25n.4,
and similarly, ∣∣∣|τn(i−)− i−| − |τn(i)− i)|∣∣∣ ≤ |γn(2i−) + 10n.4 − γn(2i) + 10n.4|
≤ |γn(2i−)− γn(2i)|+ 20n.4
< 25n.4.
This ends the proof. 
Lemma 7.5. Let τn be a permutation in Avn(321) that satisfies the Petrov conditions. Then
1
(2n)3/2
|I(τn)| =
∫ 1
0
Fτn(t)dt+O(n
−.1).
Proof. Since (i, j) ∈ I(τn) if and only if τn(i−) < j ≤ τn(i+) then
|I(τn)| =
n∑
i=1
τn(i
+)− τn(i−).
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For each i we may use Lemma 7.4 and (23) to obtain the upper bound
τn(i
+)− τn(i−) = (τn(i+)− i+) + (i+ − i−) + (i− − τn(i−))
≤ |τn(i)− i|+ 25n.4 + 2n.3 + |τn(i)− i|+ 25n.4
≤ 2|τn(i)− i|+ 100n.4
as well as the lower bound
τn(i
+)− τn(i−) ≥ 2|τn(i)− i| − 100n.4.
In terms of Fτn(·), the above estimate rewrites as |τn(i+)− τn(i−)− 2
√
2nFτn(i/n)| ≤ 100n.4 and
so
|I(τn)| =
n∑
i=1
(
2
√
2nFτn(i/n) +O(n
.4)
)
.
For t ∈ [ in , i+1n ), Fτn(t) = Fτn(i/n) and therefore the above sum can be expressed exactly as an
integral plus an error term that is at most O(n1.4) giving
|I(τn)| = (2n)3/2
∫ 1
0
Fτn(t)dt+O(n
1.4).
Dividing by (2n)3/2 finishes the proof. 
Most permutations in Avn(321) satisfy the Petrov conditions and therefore Lemma 7.5 applies to
most permutations. This helps in determining the asymptotic behavior of ASq(Avn(321), k).
Lemma 7.6. Fix k > 0. Let τn ∈ Avn(321) satisfy the Petrov conditions. Then
1
(2n)3k/2
|J (τn, k)| =
(∫ 1
0
Fτn(t)dt
)k
+O(n−.1)
and thus
k!
(2n)3k/2
|ASq(τn, k)| =
(∫ 1
0
Fτn(t)dt
)k
+O(n−.1).
Proof. This follows exactly from the previous lemma together with Lemma 5.3. 
Proof of Theorem 1.5. Partition Avn(321) into two sets An and Bn, where permutations in An
satisfy the Petrov conditions and permutations in Bn do not. Let cn denote the n-th Catalan
number 1n+1
(
2n
n
) ∼ 4n√
2pin3
. Let an and bn denote the size of An and Bn respectively. For a uniform
permutation in Avn(321), the Petrov conditions fail with probability at most Ce
−nδ for some C, δ >
0, thus we have that bn ≤ Ce−nδcn.
For any τn ∈ Avn(321) we always have the upper bound ASq(τn, k) ≤ (n + k)2k. Thus the
contribution to |ASq(Avn(321), k)| from permutations with external points in Bn, i.e. permutations
in ASq(Bn, k), is at most cn(n+k)
2kCe−nδ ≤ cn(2n)2kCe−nδ = o(cn). Using Lemma 7.6, we obtain
|ASq(Avn(321), k)| =
∑
τn∈Avn(321)
|ASq(τn, k)|
= cn · E [|ASq(τn, k)|]
=
(2n)3k/2cn
k!
E
[(∫ 1
0
Fτn(t)dt
)k ∣∣∣∣∣τn ∈ An
]
P(τn ∈ An) + o
(
cnn
3k/2−.1
)
.(24)
Using that P(τn ∈ Bn) ≤ Ce−nδ and Fτn(t) ≤ n1/2, we have
(25) E
[(∫ 1
0
Fτn(t)dt
)k ∣∣∣∣∣τn ∈ Bn
]
P(τn ∈ Bn) ≤ Cnk/2e−nδ .
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Rewriting the expectation E
[(∫ 1
0 Fτn(t)dt
)k]
as
(26) E
[(∫ 1
0
Fτn(t)dt
)k ∣∣∣∣∣τn ∈ An
]
P(τn ∈ An) + E
[(∫ 1
0
Fτn(t)dt
)k ∣∣∣∣∣τn ∈ Bn
]
P(τn ∈ Bn)
we have that convergence of the k-th moment of (
∫ 1
0 Fτn(t)dt
∣∣τn ∈ An) is equivalent to the conver-
gence of the k-th moment of
∫ 1
0 Fτn(t)dt. Moreover, if the limits exist, they must agree. Suppose
this is the case, then (24) becomes
(27) |ASq(Avn(321), k)| = (2n)
3k/2cn
k!
E
[(∫ 1
0
Fτn(t)dt
)k]
+ o
(
cnn
3k/2−.1
)
.
It remains to show the existence of the limit of the k-th moment of the area
∫ 1
0 Fτn(t)dt. We
have the simple upper bound
(28)
∫ 1
0
Fτn(t)dt ≤ sup
t∈[0,1]
Fτn(t) =
1√
2n
D(τn).
For each k > 0 and for n large enough, from Corollary 7.3
E
[(∫ 1
0
Fτn(t)dt
)k ∣∣∣∣∣τn ∈ An
]
≤ E
[(
1√
2n
D(τn)
)k ∣∣∣∣∣τn ∈ An
]
≤ E
[(
1√
2n
(M(γn) + 10n
.4)
)k ∣∣∣∣∣τn ∈ An
]
≤ E
[(
1√
2n
M(γn)
)k] (1 +O(n−.1))
P(τn ∈ An)
≤ 2
P(τn ∈ An)E
[(
1√
2n
M(γn)
)k]
.
Therefore, from (25) and (26) we obtain the following bound
E
[(∫ 1
0
Fτn(t)dt
)k]
≤ 2 · E
[(
1√
2n
M(γn)
)k]
+ Cnk/2e−n
δ
.
By [25, Theorem 1] the exponential moment of (2n)−1/2M(γn) is uniformly bounded in n, thus
for any k > 0, the k-th moment of
∫ 1
0 Fτn(t)dt is uniformly bounded in n. This along with the
convergence in distribution of
∫ 1
0 Fτn(t)dt to
∫ 1
0 etdt implies convergence of the k-th moments:
(29) E
[(∫ 1
0
Fτn(t)dt
)k]
−→ E
[(∫ 1
0
etdt
)k]
(see [11, Theorem 4.5.2], for instance).
Dividing both sides of (27) by (2n)3k/2cn/k! gives
(30)
|ASq(Avn(321), k)|
(2n)3k/2cn/k!
= E
[(∫ 1
0
Fτn(t)dt
)k]
+ o(1),
and letting n tend to infinity finishes the proof. 
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We conclude this section proving Theorem 1.7. We recall that for a permutation τn ∈ Avn(321)
(with the convention that τn(0) = 0) we defined
(31) Fτn(t) :=
1√
2n
∣∣τn(bntc)− bntc∣∣, t ∈ [0, 1].
We also generalized this definition, by setting, for a permutation τkn ∈ ASq(Avn(321), k) (with the
convention that τkn(0) = 0),
(32) Fτkn (t) :=
1√
2(n+ k)
∣∣τkn(s(t))− s(t)∣∣, t ∈ [0, 1],
where s(t) = max
{
m ≤ b(n+ k)tc|τkn(m) is an external point
}
. Note that, for permutations in
Avn(321), the definition given in (32) coincides with the definition given in (31).
We need the following technical result.
Lemma 7.7. Let Regkn be the set of permutations in ASq(Avn(321), k) such that the exterior satisfies
the Petrov conditions. As n→∞,
sup
τkn∈Regkn
||Fτkn (t)− Fext(τkn)(t)||∞ → 0,
where, for a function f : [0, 1]→ R, we denote ||f ||∞ = supt∈[0,1] |f(t)|.
Proof. Fix t ∈ [0, 1] and τkn ∈ Regkn. Set τn = ext(τkn). When we add an internal point to a
permutation, we shift the points of the permutation diagram above and/or to the right by at most
one cell. So, there exist two integers m(t) and `(t) such that
τkn(s(t)) = τn(m(t)) + `(t), with |m(t)− s(t)| ≤ k and |`(t)| ≤ k.
Therefore∣∣∣Fτkn (t)− Fτn(t)∣∣∣ =
∣∣∣∣∣ 1√2(n+ k) ∣∣τkn(s(t))− s(t)∣∣− 1√2n ∣∣τn(bntc)− bntc∣∣
∣∣∣∣∣
=
∣∣∣∣∣ 1√2(n+ k) ∣∣τn(m(t)) + `(t)− s(t)∣∣− 1√2n ∣∣τn(bntc)− bntc∣∣
∣∣∣∣∣
≤ 1√
2n
∣∣∣∣∣∣τn(m(t))−m(t)∣∣+ 2k − ∣∣τn(bntc)− bntc∣∣∣∣∣∣.
Let γn be the Dyck path corresponding to τn. By Lemma 7.2,∣∣∣∣∣τn(m(t))−m(t)∣∣+ 2k − ∣∣τn(bntc)− bntc∣∣∣∣∣ ≤ |γn(m(t)) + 10n.4 + 2k − γn(bntc) + 10n.4|.
By the Petrov conditions for Dyck paths, if |x − y| < 2n.6 then |γn(x) − γn(y)| < n.4. Noting that
|m(t)− bntc| ≤ |m(t)− s(t)|+ |s(t)− bntc| ≤ 3k, then we obtain that, for n large enough,∣∣∣∣∣τn(m(t))−m(t)∣∣+ 2k − ∣∣τn(bntc)− bntc∣∣∣∣∣ ≤ 25n.4
and so ∣∣∣Fτkn (t)− Fτn(t)∣∣∣ ≤ 25n.4√2n → 0.
This bound is independent of t and τkn , concluding the proof. 
Proof of Theorem 1.7. It is enough to show that for every continuous bounded functional
G : D([0, 1],R)→ R,
E
[
G
(
Fτkn (t)
)]
→ E
[
G
(
ekt
)]
.
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Note that∣∣∣E [G(Fτkn (t))]− E [G(ekt )]∣∣∣
≤ E
[∣∣∣G(Fτkn (t))−G(Fext(τkn )(t))∣∣∣]+ ∣∣∣E [G(Fext(τkn )(t))]− E [G(ekt )]∣∣∣ .
We first show that
(33) E
[∣∣∣G(Fτkn (t))−G(Fext(τkn )(t))∣∣∣]→ 0.
We have that
E
[∣∣∣G(Fτkn (t))−G(Fext(τkn )(t))∣∣∣] = ∑
τkn∈ASq(Avn(321),k)
∣∣∣G(Fτkn (t))−G(Fext(τkn)(t))∣∣∣P(τ kn = τkn) .
The continuity of G and Lemma 7.7 show that the contribution to the sum vanishes as n→∞ for
τkn ∈ Regkn. Since G is bounded and P(τ kn /∈ Regkn) → 0, we can conclude that the contribution to
the sum for τkn /∈ Regkn also vanishes as n→∞, and thus (33) holds.
It remains to prove that
(34)
∣∣∣E [G(Fext(τkn )(t))]− E [G(ekt )]∣∣∣→ 0.
Note that
E
[
G
(
Fext(τkn )(t)
)]
=
∑
τkn∈ASq(Avn(321),k)
G
(
Fext(τkn)(t)
)
· P
(
τ kn = τ
k
n
)
.
From Theorem 1.5 we have that, uniformly for every τkn ∈ ASq(Avn(321), k),
P
(
τ kn = τ
k
n
)
∼ k!
(2n)3k/2
· 1
cn
· E
[(∫ 1
0
e(t)dt
)k]−1
,
and so, setting Ark = E
[(∫ 1
0 e(t)dt
)k]−1
, we obtain
E
[
G
(
Fext(τkn )(t)
)]
∼Ark ·
∑
τkn∈ASq(Avn(321),k)
G
(
Fext(τkn)(t)
)
· k!
(2n)3k/2
· 1
cn
= Ark ·
∑
σn∈Avn(321)
G (Fσn(t)) · |ASq(σn, k)| ·
k!
(2n)3k/2
· 1
cn
.
From Lemma 7.6, for every σn ∈ Avn(321) that satisfies the Petrov conditions, it holds that
|ASq(σn, k)| = (2n)
3k/2
k!
((∫ 1
0
Fσn(t)dt
)k
+O(n−.1)
)
.
Therefore, using the asymptotic result above and recalling that the number of 321-avoiding permu-
tations that do not satisfy the Petrov conditions is bounded by Ce−nδcn, we obtain
E
[
G
(
Fext(τkn )(t)
)]
∼Ark ·
∑
σn∈Avn(321)
G (Fσn(t)) ·
(∫ 1
0
Fσn(t)dt
)k
· 1
cn
= Ark · E
[
G (Fσn(t)) ·
(∫ 1
0
Fσn(t)dt
)k]
,
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where σn is a uniform permutation in Avn(321). Using similar arguments to the ones used for
proving the result in (29), we have that
E
[
G (Fσn(t)) ·
(∫ 1
0
Fσn(t)dt
)k]
→ E
[
G (et) ·
(∫ 1
0
etdt
)k]
.
Finally, recalling the definition of k-biased excursion given in Definition 1.6, we can conclude that
(34) holds, finishing the proof. 
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