We discuss parameters of Goppa codes, such as minimum distance, covering radius, distance distribution, and generalized Hamming weights. By a variation on the exponential sums method and combinatorial arguments, we sharpen known bounds.
Preliminaries
The interest in Goppa codes is no more to be proven. The study of their features highly rely on algebra and combinatorics. The main parameter studied before was minimum distance. Recently, others such as covering radius and generalized Hamming weights had got new impulse of interest. In this paper, we further explore parameters of Goppa codes and give new estimates. We improve on the conventional exponential sums method to sharpen the bounds on minimum distance and covering radius. Furthemore, bounds on absolute values of Krawtchouk polynomials allow us to get better estimates for the error term in the binomial approximation of the distance distribution of these codes. Finally, we use counting arguments to derive results on the second and third generalized weights. In the following, we denote by 0(L; G) the binary Goppa code of length n with Goppa polynomial G(x) 2 F 2 m[x] of degree t, and L = F 2 m n Z = f 1 ; . . . ; n g, where Z is the set of zeroes of G(x) in F 2 m. That is: 0(L; G) = f(a 1 ; . . . ; a n ) 2 F n 2 ; n X i=1 a i x 0 i 0 mod G(x)g: We set N = card Z. Assume G(x) to be squarefree. Then the minimum distance d(L; G) of 0(L; G) is at least 2t + 1 [5, 11] . The covering radius of 0(L; G) will be denoted by R(L; G). We shall here recall results obtained previously on the parameters of binary Goppa codes dened above.
Dimension
Van der Vlugt [18] gave the following estimate for the dimension of Goppa codes.
Theorem 1 [18] dim 0(L; G) = n 0 mt; as soon as (2t 0 2) < (2 m + 1 0 N)= p 2 m :
Covering Radius
The case of Goppa codes has been addressed by Moreno and Moreno [12] , who used a method initiated by Helleseth [6] (see also Tiet av ainen [15] ) :
Theorem 2 [12] The covering radius of the code 0(L; 
Note that in the case when L = F 2 m, this estimate becomes 2 m (2t 0 2)
Minimum distance Again using Bombieri's estimate, Moreno and Moreno [13] derived a bound on the minimum distance of 0(L; G) :
Theorem 3 [13] d(L; G) = 2t + 1 for 2 m maxf((2t 0 2)
A particular case when the minimum distance is 2t + 1 for all lengths was found by Bezzateev and Shekhunova [3] .
Let 0 e (L; G) denote the code 0(L; G) extended, and let fB i g 0iN stand for its distance distribution (N = n + 1).
In [20] , Vladuts and Skorobogatov estimated the spectra of subeld subcodes of algebraic-geometric codes. Their results can be applied to the particular case of binary Goppa codes, the curve being the projective line over F 2 m. This yields the following (we quote here their result adapted to extended Goppa codes) :
Theorem 4 [20] Assume that, for some real > 0, we have : (1 + ) + 1 6 ). We shall now present our improvements on these parameters.
Covering Radius
Theorem 5 The covering radius of 0(L; G) is less than or equal to 2t + 1, In fact, we show here that, for a non-zero (2t + 2)-tuple (a 0 ; . . . ; a 2t+1 ) we give explicitly, The sum P 2t+1 i=0 a i P i (x) represents the expansion of a polynomial of degree 2t + 1 in the basis of Krawtchouk polynomials (P 0 (x); . . . ; P 2t+1 (x)). We denote by g 2t+1 (x), the polynomial g 2t+1 (x) = P 2t+1 i=0 a i P i (x). So we have 
We want to substitute
2 m02 by a constant depending only on and t. The idea is to obtain a rough lower estimate on 2 m , so as to lowerbound where is dened in theorem 5.
Proof
There is only to justify the upper bound. In the proof of theorem 6, it suces to take the RHS b = fb 1 ; . . . ; b t g equal to zero.
It is to be mentioned that the above estimate is better than the one stated in theorem 3, by a factor of order 2 4t . 4 Estimates of distance distribution In [9] , an estimate is derived for the error term in the binomial approximation of the spectra of BCH codes. These results can be adapted to the case of extended Goppa codes. Again, let 0 e (L; G) denote the code 0(L; G) extended, and 0 e (L; G) ? be its dual code. The length of 0 e (L; G) is N = n + 1. We dene N 3 to be equal to N if N is even, to N 0 1 otherwise.
We recall [11, p.130 ]that the binary Krawtchouk polynomial P k (x; l) (of degree k in x) is dened by the generating function 
For extended Goppa codes, we have : Note that this result is slightly more general in comparison with [9] . For the proof of this theorem, we need two lemmata : The proof of those lemmata are to be found in the appendix.
Proof of theorem 8
Inverting relation (10), we get (taking (11) into account) : Besides, the following symmetry relations hold for integer k and i (see [19] ) : The proof of the following corollary can be found in [9] . (This is the case for instance for extended double-error-correcting Goppa codes [2] (see also [16] ). Then, we have the analogous of theorem 8 : 
Then there exists a set, say L, of l + r coordinate positions, and dM w;l;r e words of C of weight w, such that the projections of these words on L are of weight exactly l.
The approach is reminiscent to the one adopted in [8, 4] . We choose a subset This proposition has the following implications :
We take C to be the extended BCH code of length 2 m and designed distance 2t + 1. We take t such that w = 2t + 2 is the minimum weight of C (i.e. we don't consider the particular case when the designed distance is not the true minimum distance). We denote this code by BCH e (t). We assume 2t + 1 2 b m+1 2 c + 1. Then, we have (see [9] By the Griesmer-type bound [21, 7] , the equality is achieved for t = o(2 m=4 ). By this method we rederive the values of d 2 found in the particular cases of t = 2 and 3 in [17] , and for general t's in [8, 4] .
Now we consider the extended 2-error-correcting Goppa code of length N.
By [11, ch.12, Actually, the analogous arguments can be exploited for general t's. Unfortunately, their direct use does not lead to tight estimates. In what follows, we give the result with a sketch of the proof. Note that, when t = 3 (resp. t = 4), then r = 0, a = 5 (resp. a = 6), and l = a = t + 2. But
is strictly less than 2.
Thus this shows that, as soon as t 3, this method cannot yield the exact Griesmer bound for the third weight.
The case t = 2 has been treated in example 2. Now assume t 3.
Instead of setting condition (14) (that is, the support of the union of the three words is of cardinality equal to the Griesmer bound), we will look for three words satisfying a weaker condition, namely W = 7(t+1) 2 + F (t odd) 
And we shall try to nd the smallest F such that there exists three words with the union of supports equal to W . In other words, we are looking for an upper bound for the third weight. Equation ( We immediately see that the smallest F we can take is (t odd) t + 2 (t even):
But in this case, l = a t + 2, and we have seen that M 2t+2;l;0 cannot be greater than 2 (see expression (15) , valid for all t's). Indeed, the smallest F we can take is This gives r 3 in both cases. We take r = 1, so that a = t 0 1. We then obtain the desired result. From the generating function of P k (x) (9), we get : 
