Accurate wind power forecasts depend on reliable wind speed forecasts. Numerical Weather Predictions (NWPs) utilize huge amounts of computing time, but still have rather low spatial and temporal resolution. However, stochastic wind speed forecasts perform well in rather high temporal resolution settings. They consume comparably little computing resources and return reliable forecasts, if forecasting horizons are not too long. In the recent literature, spatial interdependence is increasingly taken into consideration. In this paper we propose a new and quite flexible multivariate model that accounts for neighbouring weather stations' information and as such, exploits spatial data at a high resolution. The model is applied to forecasting horizons of up to one day and is capable of handling a high resolution temporal structure. We use a periodic vector autoregressive model with seasonal lags to account for the interaction of the explanatory variables. Periodicity is considered and modelled by cubic B-splines. Due to the model's flexibility, the amount of explanatory variables becomes huge. Therefore, we utilize a time-saving lasso method for estimation. Particularly, a relatively newly developed iteratively reweighted lasso is applied that also incorporates heteroscedasticity. We compare our model to several benchmarks. One of them is the somewhat more advanced ARFIMA(p,d,q)-APARCH(P,Q) process. The results show that the exploitation of spatial information and the re-weighted lasso method increases the forecasting accuracy tremendously, in comparison to models in use so far.
Introduction
The progressing energy turnaround in Europe has one designated goal: Reducing the dependence on fossil energy and thus, increasing the fraction of energy production that is obtained from renewable sources. Other renewables like solar power or geothermal power aside, wind power is the most successful one, in terms of installed capacity as well as in power production. In Germany for instance, the additionally installed capacity during the time frame of 2011 to 2012 amounts to 1100 MW, see World Wind Energy Association (2012). Contrary to fossil power however, wind power production is erratic and non-deterministic. Thus, accurate predictions are crucial for efficient market clearing as well as network dispatching, as Croonenbroeck and Dahl (2014) and Soman et al. (2010) point out. Short-to medium-term wind power forecasting (up to one day) is a wide field of research. These predictions are usually carried out by stochastic approaches, as discussed by Wu and Hong (2007) .
Wind power prediction depends basically on wind speed predictions. However, wind power forecasting is a task on its own, e.g. power production depends on the turbine type, among other things, as Burton et al. (2011) indicate. Wind speed prediction models have been under constant development and improvement during the recent decade, at least. Early work is done by Haslett and Raftery (1989) . They propose a long-memory autoregressive moving average model for wind speed. Ewing et al. (2006) investigate heteroscedasticity of high frequency data (15-minute observation frequency). Thus, Koopman et al. (2007) and Taylor et al. (2009) apply an ARFIMA-GARCH model with a seasonal component in the explanatory variables. Due to the empirical periodic behavior, Benth and Benth (2010) propose an ARMA model with Fourier regressors for the mean and the variance.
Instead of univariate processes, more recently, researchers exploit spatial information of the data, as weather stations are available at close proximity to each other in many cases. Hering and Genton (2010) develop a spatial regime-switching model and also consider the residual process to be skew-t-distributed. Furthermore, Zhu et al. (2014) develop an extended regimeswitching approach. Šaltyte Benth and Šaltyte (2011) model the spatial dependence of the daily wind speed by a Gaussian random field. Aguera-Perez et al. (2013) as well as Santos-Alamillos et al. (2014) investigate the spatial structure of the data as well.
In this paper we come up with a very general and flexible model that uses spatial wind speed, wind direction, temperature and air pressure data. The interaction of the data is modelled by a periodic vector autoregressive model with several lags. Contrary to classical Fourier modelling for the periodicity, we use more flexible B-splines. The heteroscedastic variance is modelled by a threshold ARCH model (TARCH). In the end, our model can be considered a periodic SVARX-TARCHX model with adaptive lag selection. Due to the huge parameter space, classical ML or QML estimation would consume a lot of computing time. Instead, we use an iteratively re-weighted lasso (least absolute selection and shrinkage operator) method which is recently proposed by Ziel et al. (2015) . Moreover, their lasso method also handles heteroscedasticity within the variance part. Tibshirani (1996) introduces the lasso estimation technique. In the context of vector autoregressive models, Ren and Zhang (2010) applies the lasso method. Evans et al. (2014) use the lasso and several other empirical models to enhance the forecasting performance of a wind farm. The lasso is an efficient way to perform model fitting and model selection in one step. The algorithm operates quite fast and does not require any distributional assumption. We apply our model to a data set that consists of seven weather stations in Germany. The stations record weather data at a frequency of ten minutes. Per station, we have two full sample years, i.e. roughly 105,000 observations. With this data set, we calculate forecasts from our model and from several benchmark models, i.e. the persistence model, a VAR model and an ARFIMA(p,d,q)-APARCH(P,Q) model.
The article is structured as follows. Section 2 describes our univariate wind speed model. Besides, we introduce the periodic B-spline functions. The novel multivariate model is introduced in Section 3. Section 4 provides a detailed description of our data set and discussed the empirical results. Particularly, the forecasting results are contemplated and evaluated. The main findings are discussion in Section 5.
Univariate wind speed modelling approach
Primarily, we consider univariate wind speed models like Ambach and Schmid (2014) . The following regression model with periodic autoregressive fractionally integrated moving average and external regressors (ARFIMAX) and asymmetric power ARCH (APARCH) disturbances summarise several wind speed models. The external regressors (X) are either meteorological variables or periodic regressors. Clearly, meteorological variables are not deterministic and we have to predict them. Therefore, we consider periodic regressors. This model is an effective approach for capturing the salient effects of the wind, that is
where {W t } is the wind speed, d ∈ (−0.5, 0.5) is the differencing parameter and f
is a periodic function of time t. A special case of ( f s i (t)) i∈{i 1 ,i 2 } is i 1 = 1,i 2 = 1 and i 1 = i 2 = 1 and therefore, f 
, where p and q determine the AR as well as the MA order. In addition, the A-PARCH model is provided through
with µ t = E(W t |F t−1 ) and σ 2 t = V ar(W t |F t−1 ). δ is the power of the A-PARCH process, γ is the asymmetry parameter and {η t } are the residuals following some distributional assumption. It has to hold that E(η t ) = 0, V ar(η t ) = 1. The periodic explanatory function f s i (t) are either modelled by Fourier functions or B-splines. Similar to Ziel et al. (2015) , this article focuses on the more flexible periodic B-splines. While using splines instead of Fourier modelling, arbitrarily complex periodicity can be taken into account, without having to estimate too many parameters. In addition, using splines, periodic terms can be plugged into the model easily without having the terms interfere with each other, as it is the case with Fourier terms. Taking splines for periodic structure modeling is becoming more and more accepted in the literature, as, e.g. Thapar et al. (2011 ), Bazilevs et al. (2012 or Le Guyader et al. (2014) show the power of this approach. Moreover, we consider interaction terms, where annual and diurnal seasons influence each other and vary over time. Ziel et al. (2015) provide a convenient description of these splines which is given by
where κ is a set of equidistant knots which are chosen directly, c is the central point of this set of knots, s ∈ {1, 2} represents the periodicity. The diurnal frequency is s 1 = 144 and s 2 = 52560 is the yearly one. Finally, D = 3 is the degree of the popular cubic splines, which are twice continuously differentiable. The distance of the equidistant knots is given by d κ . It is reasonable to choose the number of included basis functions to be a common denominator of s. Thus, we decide to choose λ 1 = 6 and λ 2 = 12 basis functions. Therefore, we obtain the distances = 4380. We iteratively define the complete set of basis functions
, where i 1 ∈ {2, ..., 6} and f
, where i 2 ∈ {2, ..., 6}. The sum of all basis functions is constant and the first components i.e. i 1 = 1 = 1, i 2 = 1 and i 1 = i 2 = 1 are set to 1 to avoid singularities and to include an intercept. Clearly, the ARFIMAX-A-PARCH model has only a few parameters, but the seasonal part might increase the dimension and therefore the computing time of the model. Moreover, the quasi maximum likelihood (QML) estimation of the model involves some other problems, e.g. the correct model identification and the underlying distributional assumption.
Novel multivariate wind speed prediction model
In contrast to the established periodic regression model with ARFIMA-A-PARCH process we introduce a periodic seasonal vector autoregressive and threshold autoregressive conditional heteroscedasticity model (periodic SVAR-TARCH model). The univariate model introduced in the previous section has to be estimated via QML, but our novel periodic SVAR-TARCH model is calculated by a lasso method. Therefore, we do not need a distributional assumption which contains limitations. Moreover, while using a lasso method, we are able to analyse a high-dimensional data set. Hering and Genton (2010) introduce a bivariate model with skew-tdistributed residuals. Therefore, they convert the data into Cartesian components. According to the importance of the wind direction, we follow their decomposition. The east-west component is given by {W x,t = W t sin(az t )}, and {W y,t = W t cos(az t )} denotes the north-south component, where {az t } is the azimuth.
1 Zhu et al. (2014) and Hering and Genton (2010) develop and extend a regime switching model that incorporates spatial information. Comparably, we introduce a spatial weight matrix which depends on the wind direction. Afterwards, within Section 4 we distinguish between a model which uses this weight matrix and another one which forgoes it. Subsequently, we define this matrix which changes with the measured wind direction and is given by
where the function G can be the sine or cosine function. {ω t } is an (M · D) × (M · D) weight matrix for m, h ∈ {1, . . . , M } stations at point t ∈ {1, . . . , T } and D response variables. The function Z(t) is given by 
The multivariate dependent variables Y A m,t ∈ R 4·M (6) and Y B t ∈ R 5·M (7) are described by a vector autoregressive model for the mean part. As a consequence, we derive D ∈ {4, 5} for model 1 and model 2, respectively. Considering the periodic SVAR for {Y t }
where {η t } is i.i. (t) which are defined in (3). Finally, σ t and η t are (M · D) × 1 vectors which follow a TARCH process (see Glosten et al., 1993) .
where α 
This vector provides one way to model a TARCH process for a station m. Therefore, we double the parameter space, but obviously we are able to differentiate between negative and positive shocks. In contrast to the QML estimation for the first model given in (1) and (2), we use an iteratively re-weighted lasso method like Efron et al. (2004) and Ziel et al. (2015) . The estimation is done in two-steps by re-weighting the mean model (8) with σ t . Besides, we take the Akaike information criterion (AIC) for the model selection. For the first iteration step we start with an initial M D × T weight matrix Ω = (1, . . . , 1), where D ∈ {4, 5} is the amount of regressors for model A and B, respectively. Accordingly, we estimate σ t by using {| t |} and an iteratively re-weighted lasso method approach. Subse-
for a given station m and regressor N . The procedure is repeated until some convergence is archived, otherwise we start from the beginning with the obtained σ t . Recent literature indicates that up to three iterations are sufficient. Ziel et al. (2015) remark that an appropriate convergence criterion is given by
where D depends on the chosen model as described above. ς can be 10 −3 , 10 −4 or smaller, if more accuracy is desired and computing time is not of the essence. However, we find that ς = 10 −3 is a sufficient stopping criterion in our scenario. If K = 1, we obtain the homoscedastic estimates without re-weighting the lasso. The advantage of this approach is the fast computing time, and further extensions are still possible. Clearly, we have to choose the specific lags of the AR and the TARCH part, which we discuss in the next section. From the modelling perspective, we expect that the iteratively re-weighted lasso method should be superior, when compared to the ML/QML approaches.
Empirical analysis
The spatial area of investigated wind speed data is shown in Figure 1 . Figure 1 shows the investigated measurement station. According to the fact that wind speed is a spatial phenomenon, it is reasonable to include the available and relevant information of neighbouring measurement stations. We will emphasize this idea with an example. If the wind is blowing from the north to the south and we observe this information at station Müncheberg we are able to use this information for the station Lindenberg. If the wind comes from the south, we can consider the observations from Cottbus. The investigated area of our data set contains seven different stations and Lindenberg is the midpoint. Figure 2. Plot of pairwise correlation for all dependent and independent variables and all stations.
shows the correlation of air pressure for station 2 (Müncheberg) with all other variables. It can be seen that aside from one exemption, all correlation coefficients are still significant, but close to zero. Thus, Müncheberg air pressure is barely correlated to any of the other variables. The remaining boxes in the topmost left block (the first framed area) represent temperature correlation. Each station's temperature data is strongly positively correlated to each other station's temperature data. This is not a surprise because the stations are in close proximity to each other and should not show strongly different temperature behaviour through a year's seasons. However, temperature is only weakly correlated to the other types of variables. The next block around the center of the plot shows wind speed correlation for north-south wind directions {W t,x }. Again, correlation is strong through wind speed data for all stations. Furthermore, wind speed data are negatively correlated to temperature data. This is plausible as wind speeds tend to be stronger during the colder seasons and weaker during warmer seasons. Moreover, wind speed data are positively correlated to air pressure data. This holds also for east-west directed wind speed data {W t,y } as represented in the lower right corner of the plot. Interestingly, north-south wind speeds are only weakly correlated to east-west wind speeds. This shows that our regime discrimination works sharply, only weak interdependence is measurable. Finally, the top left area of the block in the lower right corner of the plot represents all air pressure correlations except for station 2. As before, all air pressure information are strongly positively correlated. As all stations are nearby, they all depend on the same general weather conditions and should not show independence or negative dependence from overall air pressure information. Figure 3 shows the wind rose for station Müncheberg on the right side. These figures underline the modelling assumptions which are given in (6) and (7).
Model fitting results
Clearly, the wind speed data has several periodic components. Therefore, we choose to model diurnal and annual periods, based on investigating the spectral density.
2 These two frequencies are multiplied by each other. The ARFIMA-APARCH process presented in Equations (1) and (2) is our extensive benchmark model. Here, this model is estimated by a QML approach under normally distributed residuals. Certainly, our residuals can also be assumed to follow a t-distribution, as discussed by Ambach and Schmid (2014) . However, different distributions do not change the results fundamentally. According to the complex ARFIMA-APARCH, we determine a sparse parametrization. The in-sample results are comparable to previous findings by Ambach and Schmid (2014) and Taylor et al. (2009) .
The novel wind speed approach is described in Equations (8) and (12). As mentioned before, in a first step we include the spatial weighting matrix. The second model in Equation (7) relinquishes the spatial weight. In contrast to the ARFIMA-APARCH process, we estimate Equations (6) and (7) by our iteratively re-weighted lasso method. Indeed, we have to specify some appropriate periodic functions, autoregressive and periodic autoregressive lags. A periodic trend component {ϑ t } is included in both models as well as in the ARFIMA-APARCH process {µ t }. According to the periodicity and the periodic functions, we use the modelling assumptions introduced in Section 2 and particularly in Equation (3). However, in contrast to our ARFIMA-APARCH benchmark model, we do not need a distributional assumption. Furthermore, we are able to include a huge amount of regressors and response variables. In fact, we decide to include J = 433 autoregressive parameters and P = Q = 289 TARCH parameters, but some covariances are set to zero. This reduces the parameter space and makes a clear difference compared to a V AR(P ) process. The wind speed time series shows a huge presence of autocorrelation with a strong diurnal structure. Therefore, we choose to take an autocorrelation structure of about three days, which is J = 432 + 1. The TARCH conditional variance structure of our model includes a periodicity of two days, i.e. Q = P = 288 + 1 lags. The covariance structure between each station and each response variable is also modelled by the vector autoregressive lags within mean and variance part, but some interactions are set to zero. Thus, an index set which is shown in Table 1 , provides the included structure. The index sets J , P and Q contain all possible lags up to a maximum of J, P and Q. Besides, we decide that not each lag is time varying, but an index set J ⊆ J , P ⊆ P and Q ⊆ Q describes every possible time varying lag. Additionally, we remark that only sub-samples of J , P and Q are time varying and have covariances. The autocorrelation function of our residuals gives an evidence for our decision. Table 1 provides an overview of the included autoregressive and time varying lags. We reduce the coefficient structure according to the dimensions of our process. 
J P = Q Index set Incorporated lags
Index set Incorporated lags sets which are influenced by our measurement station and the included dependent variables. Figure 4 depicts the autocorrelation functions of station Müencheberg and Lindenberg for the standardised residuals of the wind speed and both modelling approaches. Furthermore, Figure  4 shows the autocorrelation function (ACF) of each station itself and between each other. The remaining ACF plots provide a similar view. Again, Figure 5 depicts the autocorrelation functions of station Müncheberg and Lindenberg for the absolute standardised residuals of the wind speed series {| t |} and both modelling approaches. Furthermore, the Figure shows the autocorrelation function (ACF) of each station itself and between each other. The remaining ACF plots provide a similar view. Besides, we calculate the Ljung-Box test for { t } and {| t |}. Applying a level of significance 5%, we cannot reject the null hypothesis of independence. After all, the autocorrelation analysis suggests an excellent model fit, especially due to the fact that almost no periodic structure remains in the residuals. Therefore, we expect proper forecasting results. 
Out-of-sample forecasting results
The previous sections describe the model fit of our new wind speed model. Henceforth, we evaluate the models according to their prediction performance. Common criteria are the root mean square error (RMSE) the mean absolute error (MAE). The forecasts are performed for a time frame from July 2011 to December 2011 for out-of-sample forecasts. We select different timepoints in the out-of-sample period τ at random, where τ ∈ {July 2011, . . . , December 2011}.
Forecasts are calculated at horizons of up to a maximum of one day and we also perform bootstrapping to evaluate our forecasts. We re-estimate both novel models 1 and 2 for each forecast with a part of the information set available at the period τ , namely Y τ −55,000 , ..., Y τ which encompasses an information set of one year. Subsequently, we calculate Y τ +o|τ , where o ∈ {1, ..., 144}. This procedure is repeated at least 1.000 times (N = 1000) to obtain suitable results. The forecasting measures for prediction time o at randomly selected time points τ (i) are calculated by the following formulas
where Y N ,m,τ (i) +o is the o-step forecast of wind speed, Y N ,m,τ (i) +o is the true observed response variable and N is the number of the out-of sample forecasts. Figures 6 and 7 provide the out-of-sample forecasts as well as bootstrap-predictions for our models. Moreover, these figures visualise the in-sample data set.(6) and (7). Figures 8 and 9 present the out-of-sample aggregated forecasting error results. Furthermore, Table 2 and 3 provide accuracy measures for several forecasting horizons. In all cases, our novel model family is able to outperform the benchmark models. Mostly, even the competitive ARFIMA and the extensive VAR(p) model are outperformed by a severe degree. Additionally, we observe that the naïve model is clearly outperformed in each case. For several shorter forecasting steps, the highly persistent VAR(p) model returns weakly lower errors. Indeed, these results are only obtained for the first model and the station Müncheberg. As forecasting horizons increase beyond three hours, our novel models are the overall winner. Concerning the wind regimes (W x,t and W y,t ), our first model provides good forecasts. Consequently, we are able to perform forecasts for different stations for the wind speed and wind direction simultaneously. The second model shows even better forecasting results, but without regimes. Nevertheless, this model performs simultaneous predictions for each station and each regressor. The RMSE and MAE for the other stations which are shown in Figure 1 are just as well. Thus, we investigate two different modelling approaches which are able to outperform state-of-the-art time series models. Figure 9 . RMSE (first row) and MAE (second row) by forecasting horizon for station Lindenberg for all models. The first column shows results for the spatially weighted models 1 and model 2 (without spatial weight), the second and third columns depict model 1 for the east-west regime (W y,t ) and the northsouth regime (W x,t ) direction at several stations in Germany. We show that spatial information in a setting of stations at close proximity can improve forecasts by a severe degree. Also, we introduce an iteratively re-weighted lasso method that does not only consider heteroscedasticity, but cuts computation time tremendously. For example, one step of forecast calculations takes about six to eight minutes when using the lasso, while our ARFIMA benchmark forecasts usually take more than one hour of computing time, as they are calculated using numerical (quasi) maximum likelihood estimation.
Basically, we introduce two models: First, there is a very flexible one that exploits two wind direction regimes and uses a spatial weighting matrix. Second, a simpler model neglects that matrix, but instead provides the advantage of being able to calculate forecasts for all variables at once. Here, the latter model provides better forecasts, possibly due to spatial bias effects.
After all, our model proposition is able to outperform the naive benchmark as well as the VAR and the ARFIMA(p,d,q)-APARCH(P,Q) model. Modelling periodicity by B-splines instead of Fourier series brings additional flexibility and numerical performance. Results show that the new model captures periodicity quite well. Finally, the new model provides a flexible framework with a lot of adjustment options, which makes it a universal tool for many kinds of settings in wind speed forecasting research.
