Already in 1966, Graham showed that a simple procedure called list scheduling yields a 2-approximation algorithm for the central problem of scheduling precedence constrained jobs on identical machines to minimize makespan. Till this date it has remained the best algorithm and whether it can or cannot be improved has become a major open problem in scheduling theory.
INTRODUCTION
One of the first approximation algorithms with a worstcase analysis can be traced back to 1966, when Graham [20] studied the following central scheduling problem (known as P |prec|Cmax in standard scheduling notation [19] ): There is a set N of n jobs to be scheduled on m identical parallel machines. Each machine can process at most one job at a time Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. and each job j ∈ N requires pj uninterrupted units of processing on one of the machines. Jobs also have precedence constraints between them that are specified by a partial order P on N , where (i, j) ∈ P implies that job i must be completed before job j can be started. The goal is to find a schedule that minimizes the makespan Cmax = maxj Cj , where Cj is the time at which job j completes in the given schedule.
Arguably the simplest algorithm for many scheduling problems is the so called list scheduling procedure, where we order the jobs in a preference list and schedule the first available job(s) from the list whenever a machine falls idle. In his seminal paper [20] , Graham showed that for P |prec|Cmax, the list scheduling procedure has a worst-case performance guarantee of 2 − 1/m.
Considering the special case with no precedence constraints, denoted by P ||Cmax, Graham [21] later refined his analysis and showed that the list scheduling procedure has a worst-case performance guarantee of 4/3−1/(3m), assuming the priority list is obtained by arranging jobs according to non-increasing processing times. Using more complex techniques, Hochbaum & Shmoys [22] improved upon the 4/3 − 1/(3m) approximation guarantee by giving a polynomial time approximation scheme for P ||Cmax. This gives a tight result since P ||Cmax is known to be strongly NP-hard and hence does not admit a fully polynomial time approximation scheme [15] . We remark that the problem where the number of machines is fixed, i.e., not part of the input, is also resolved in terms of approximability: Sahni [33] gave a fully polynomial approximation scheme and it is easily seen to be weakly NP-hard by a reduction from partition. In summary, the considered problem is well understood in the absence of precedence constraints.
Unfortunately, understanding the complexity in the presence of precedence constraints has turned out to be much more challenging and remains limited. The mentioned (2 − 1/m)-approximation algorithm obtained by Graham in 1966 , remains the algorithm of choice for this problem. The last progress in understanding whether it can or cannot be improved, was made over 30 years ago by Lenstra & Rinnooy Kan [29] who showed that it is NP-hard to approximate P |prec|Cmax within a factor less than 4/3. Closing this gap is mentioned as "Open Problem 1" in Woeginger and Schuurman's list of ten open problems in scheduling theory [35] . Furthermore, the computational complexity of finding an exact solution to P m|prec, pj = 1|Cmax (the problem with a fixed number m of machines and unit processing times), open problem "OPEN8" from the original list of Garey and Johnson [16] , is still open.
We remark that Du, Leung & Young [11] showed that P 2|prec|Cmax is strongly NP-hard. Whereas, P 2|prec, pj = 1|Cmax is known to be polynomially solvable by techniques from matching theory (Fujii, Kasami & Ninomiya [13] ). The best algorithm for problem P 3|prec, pj = 1|Cmax is a 4/3-approximation algorithm by Lam & Sethi [27] 1 who analyzed an algorithm by Coffman & Graham [9] . In a recent paper [14] , Gangal & Ranade showed that Graham's (2 − 1/m)-approximation algorithm can be improved to a (2 − 7 3m+1 )-approximation algorithm in case of unit processing times and m > 3. Older results by Hu [23] and Garey, Johnson, Tarjan, & Yannakakis [17] give polynomial time algorithms in the case of unit processing times and special cases of precedence constraints. We refer the interested reader to the surveys [7] and [19] for further information on these and other algorithms for special cases of P |prec|Cmax.
Our Results
We make the first progress in settling the approximability of P |prec|Cmax in the last 30 years: assuming a new possibly stronger version of the unique games conjecture (introduced by Bansal & Khot [4] ), we show that it is NP-hard to approximate the scheduling problem P |prec|Cmax within any factor strictly less than 2, even in the case of unit processing times. The result is obtained by establishing a quite surprising connection between P |prec|Cmax and the scheduling problem of minimizing weighted completion time with precedence constraints (1|prec| P wj Cj), studied in [4] . The problem 1|prec| P wjCj is another classical scheduling problem that has been studied since the 70's [36, 28, 30, 32] . Despite much interest, there was, until recently, a relatively large gap in our understanding of the approximability of 1|prec| P wj Cj. On the algorithmic side, several different techniques and linear programming formulations have been used to obtain 2-approximation algorithms for it (see e.g. [34, 6, 8, 31] ). On the hardness side, before 2007, only NP-hardness for the exact problem was known [28, 30] .
However, in contrast to P |prec|Cmax, several recent results have lead to increased understanding of 1|prec| P wjCj . In a series of papers [8, 10, 1] it was in fact established that 1|prec| P wj Cj is a special case of weighted vertex cover; a result exploited to obtain improved approximation algorithms for special cases of precedence constraints [2] . Furthermore, new techniques have been used to obtain inapproximability results. Ambühl, Mastrolilli & the author [3] used the Quasi-random PCP due to Khot [25] to rule out the possibility of a polynomial time approximation scheme. More importantly, Bansal & Khot [4] settled the approximability of 1|prec| P wj Cj assuming a certain conjecture. More specifically, they proved, assuming a new variant of the unique games conjecture (see Hypothesis 1 described in Appendix B), that it is NP-hard to approximate the value of an optimal schedule to 1|prec| P wj Cj within a factor of 2 − for any > 0.
Our main result lets us profit from the hardness of 1|prec| P wj Cj to obtain hardness of P |prec|Cmax:
1 Also see [5] for a correction of an error in [27] . The relation between the approximability of 1|prec| P wjCj and that of P |prec|Cmax is interesting on its own. In particular, even if the new variant of the unique games conjecture is false it might very well be that 1|prec| P wjCj (and thus P |prec|Cmax by the above theorem) is NP-hard to approximate within a factor 2 − , for any > 0.
Proof overview 1. The proof is made in two steps. First in Section 2, we show that if 1|prec| P wjCj has no (2 − )-approximation algorithm then the following bipartite ordering problem is also hard: given an n by n bipartite graph G(V, W, E) determine for a small ζ > 0 whether 
has size at most ζn.
The proof of the hardness of this problem is based on some new observations together with several older results regarding the structure of problem 1|prec| P wjCj . Second in Section 3, we provide a reduction from the bipartite graph problem to P |prec|Cmax. The intuition of the reduction is the following. Let δ > ζ be a small constant and Let G(V, W, E) be an instance of the bipartite ordering problem. Consider the instance I of P |prec|Cmax with (1 − δ)n machines, a job with processing time 1 for each vertex in G, and a precedence constraint from v ∈ V to w ∈ W if {v, w} ∈ E. Now suppose G is a YES instance, then there is a permutation π so that the set {w ∈ W : max {v,w}∈E π(v) ≤ (1 − δ)n} has size at least (1 − δ)n − ζn ≥ (1 − 2δ)n. This means that there is a schedule of I that completes the jobs corresponding to the first (according to π) (1 − δ)n vertices in V at time 1; schedules the remaining jobs in V (at most δn many) and (1 − 2δ)n jobs in {w ∈ W : max {v,w}∈E π(v) ≤ (1 − δ)n} during time interval [1, 2] ; and finally completes the remaining jobs in W at time 3. On the other hand if G is a NO instance, then it is easy to see that any schedule will have completed only a fraction ζ of the jobs in W at time 2. It follows that any schedule will need to schedule at least a fraction 1 − ζ > 1 − δ = m of the W -jobs from time 2 and will thus have makespan at least 4.
To amplify this "gap", we form a new instance I that consists of several copies of I that are related by precedence constraints. For a hardness factor close to 2, a careful balance between the number of copies and the number of machines is needed. With our current techniques must be significant smaller than ζ and as a result a strong hardness result (close to 2) is needed for 1|prec| P wj Cj to obtain a good hardness result for P |prec|Cmax.
The above theorem together with the result of Bansal & Khot [4] , gives us the following corollary. 
BIPARTITE ORDERING AND SCHEDUL-ING PROBLEM 1|PREC|
P WJCJ Problem 1|prec| P wj Cj is the problem of scheduling a set N of n jobs on a single machine, which can process at most one job at a time. Each job j ∈ N has a processing time pj and a weight wj . Jobs also have precedence constraints between them that are specified in the form of a partial order P on N . The goal is to find a schedule that minimizes P j∈N wjCj , where Cj is the time at which job j completes in the given schedule. In this section we shall see that if 1|prec| P wj Cj has no (2 − )-approximation algorithm for some > 0, then there is no polynomial algorithm that distinguishes between certain bipartite graphs (see Theorem 2). This will then be used to prove our main result in Section 3.
Before presenting the result of this section we need the following definition.
Definition 1. For an n by n bipartite graph G = (V, W, E)
and a permutation π : V → {1, . . . , n}, define
Theorem 2. For any > 0 and ζ such that ζ 2 > 2 : if no polynomial algorithm approximates 1|prec| P wjCj within a factor of (2 − ), then there is no polynomial algorithm that distinguishes between n by n bipartite graphs
• and those for which each permutation π of V satisfies [37] proved that the general case of 1|prec| P wj Cj is no harder to approximate than the following bipartite case:
1. The set N of jobs are partitioned into two sets A and B so that the set P of precedence constraints is a subset of A × B. We can thus restrict our attention to such bipartite instances. Structural results by Sidney [36] and algorithmic results by Lawler [28] imply that an α-approximation algorithm for bipartite instances that are so called non-Sidney-decomposable gives an α-approximation algorithm for all bipartite instances.
The jobs in
We remark that we have restricted ourselves to bipartite instances of 1|prec| P wj Cj, but the results by Sidney and Lawler hold for general instances (see [18] for a nice exposition of these results).
A bipartite instance is non-Sidney-decomposable if for each A ⊆ A the number of jobs in B with no predecessors in A\A is at most
|A | |A|
|B|. We can thus further restrict ourselves to bipartite instances that are non-Sidney-decomposable.
When analyzing non-Sidney-decomposable bipartite instances it will be convenient to work with the so-called 2D Gantt chart, first introduced by Eastman et al. [12] and later revived by Goemans and Williamson [18] to give elegant proofs for various results related to 1|prec| P wjCj . In a 2D Gantt chart, we have a horizontal axis of processing time and a vertical axis of weight. For a scheduling instance of the above form, the chart starts at point (0, |B|) and ends at point (|A|, 0). A job j is represented by a rectangle of length pj and height wj . Hence, a job of A is represented by a horizontal line of length 1 and a job of B is represented by a vertical line of length 1. Any schedule is represented in the 2D Gantt chart by placing the corresponding rectangles of the jobs in the order of the schedule such that the startpoint of a job is the endpoint of the previous job (or (0, |B|) for the first job). The value P j wjCj of a schedule is then the area under the "work line" (see the shaded area in Figure 1-a) .
Recall that a bipartite instance is non-Sidney-decomposable if for each A ⊆ A the number of jobs in B with no predecessors in A \ A is at most
|B|. It follows that any schedule for such an instance will have its work line always above the diagonal in the 2D Gantt chart. Hence, any schedule of a non-Sidney-decomposable bipartite instance has value at least |A||B|/2. This was discovered independently in the general case by Chekuri and Motwani [6] and Margot et al. [31] ; and later shown by Goemans and Williamson [18] using 2D Gantt charts.
As non-Sidney-decomposable bipartite instances are the hardest instances to approximate and any schedule of such an instance with job sets A and B has value at least |A||B|/2, we have the following. If there is no (2− )-approximation algorithm for 1|prec| P wj Cj then there is no polynomial algorithm that distinguishes between non-Sidney-decomposable bipartite instances with value 1+2 2 |A||B| and those with value (1 − )|A||B|, for any > 0. Indeed, suppose there exists a polynomial time algorithm A that outputs "YES" if the scheduling instance has value at most 1+2 2 |A||B| and outputs "NO" if the scheduling instance has value at least (1 − )|A||B|. Then the following is a (2 − )-approximation algorithm: given a non-Sidney-decomposable bipartite instance with job sets A and B, run A on the instance and
• if A outputs "YES" then approximate the value of the instance to be (1 − )|A||B| (since any schedule has value at least |A||B|/2 this is a (2−2 )-approximation);
• else approximate the value of the instance to be |A||B| (since any schedule then has value at least
Now let I be a non-Sidney-decomposable bipartite instance with the jobs partitioned into sets A and B and precedence constraints P . Let nA = |A|, nB = |B|, and n = nAnB. With I we associate an n by n bipartite graph G(V, W, E) where there are nB vertices in V for each a ∈ A referred to as Va, nA vertices in W for each b ∈ B referred to as W b , and an edge between all vertices in Va and all vertices in W b if (a, b) ∈ P . In other words, G is the undirected graph of the precedence constraints where each job in A has been copied nB times and each job in B has been copied nA times. The following claim completes the proof of the theorem.
(a) If I has a schedule of value at most 1+2 2 n then G has a permutation π of V that satisfies
Proof of claim 1. (a):
Let σ be a schedule of I with value at most 1+2 2 n. For i = 0, 1, 2, . . . , nA, we let σ(i) denote the number of jobs in B that have been scheduled when at most i jobs in A have completed. Now suppose toward contradiction that there exists an integer i = 1, 2, . . . , nA such that σ(i) ≤ i n B n A − ζnB and consider the the 2D Gantt chart of σ. As σ will have its work line above both the diagonal and the point (i, nB − σ(i)) on the dotted line(see Figure 1-b) , the value of σ will be at least
which is, by the choice of ζ, strictly greater than
n. A contradiction since we assumed the value of σ to be at most It follows that for i = 1, 2, . . . , n
We remarked that we assumed for simplicity that i/n b evaluates to an integer. However, it is easy to see that a more careful analysis with i/n b will not have any impact on the final result. Since |W π (1−ζ)n | > ζn at least ζnB jobs in B are scheduled when at most (1 − ζ)nA jobs are completed in σ. It follows that the value of σ is at most
The proof of the above claim completed the proof of Theorem 2.
PROOF OF MAIN RESULT
Here, we shall use Theorem 2 to establish the connection between 1|prec| P wjCj and P |prec|Cmax. Given an n by n bipartite graph G(V, W, E) and an integer d, we will construct an instance I(d) of P |prec, pj = 1|Cmax such that for a small ζ > 0 that only depends on d:
• (Soundness) If each permutation π of V satisfies
then any schedule of I(d) has makespan 2d.
Theorem 1 then follows by combining Theorem 2 with the above reduction. We first present the reduction in Section 3.1 followed by the completeness and soundness analyses in Sections 3.2 and 3.3, respectively.
Construction
The final instance I(d) will consist of several copies of a set of precedence constrained jobs. This set will be referred to as the "building block" and is actually the only part of the construction that depends on G. The number of copies of the building block is carefully selected and precedence constraints between the copies are added to obtain the final instance I(d). We first present the building block, then we set the parameters that control the number of copies of the building block and the precedence constraints that are added between those copies. Finally, we present the instance I(d).
Building Block.
Let B denote the building block. The set of jobs is V ∪ W and there is a precedence constraint from v ∈ V to w ∈ W if {v, w} ∈ E. In addition the jobs in V , referred to as V -jobs, have processing time 1 and the jobs in W , referred to as W -jobs, have processing time 0. We remark that the jobs with processing time 0 -the W -jobs -are superfluous in the sense that removing them will not change the length of any schedule. Instead, they are included because they make the exposition much cleaner.
Parameters.
Before describing instance I(d) we need to define some parameters. Select γ d = (
The proof of the above bounds is straightforward and can be found in Appendix A. Finally, we select
Instance.
Instance I(d) has m machines (selected below (4)) and consists of several copies of B related to each other by precedence constraints. Conceptually, it will be useful to partition these copies into d layers. The copies in layer = 1, 2, . . . , d will then in turn be subdivided into several groups. We will denote the set of groups in layer by L . We continue by a formal definition of the layers and will then define the precedence constraints between the layers (see also Figure 2 for an example of the construction):
• Layer 1 consists of a set L1 = {B (1,i) : i ∈ {1, . . . , n}} of |L1| = n groups and each group B (1,i) ∈ L1 contains (1 + γ1)
• Layer = 2, 3, . . . , d consists of a set
Note that the number of V -jobs and the number of W -jobs in layer = 1, . . . , d are both (1 + γ )m.
We are now ready to define the precedence constraints between the different layers. For a group B ( ,i,X) ∈ L with ≥ 2, there are precedence constraints from all the jobs that correspond to wi in the groups L −1 ∩ X to all the jobs in B ( ,i,X) . Finally, we select the number of machines so as to guarantee that ( 
Note that m is a polynomial in n whose degree only depends on d and since layer = 1, 2, . . . , d contains (1+γ )m V -jobs and (1 + γ )m W -jobs the construction is polynomial in n for any fixed d.
Completeness
Let π be a permutation of V that satisfies
and let
The key lemma for the completeness is the following: As σ d will schedule all the jobs and have makespan d + 1, this will imply the completeness analysis.
Proof. We proceed by induction on .
Base Case. Before showing that σ1 satisfies conditions (i) and (ii), we prove that σ1 is a feasible schedule, i.e., no precedence constraints are violated and σ1 does not schedule more than m jobs at any time. Note that there might only be a precedence constraint between two jobs in layer 1 if they correspond to two vertices v ∈ V and w ∈ W with {v, w} ∈ E. By Definition 1 there are no edges between the vertices in V \ V [1, 2] , σ1 schedules the remaining 1 − t1/n ≤ 2γ1 fraction of the V -jobs. The total number of V -jobs scheduled during [1, 2] is thus at most 2γ1m.
We shall now see that σ1 satisfies conditions (i) and (ii). Since we have proved that the remaining jobs scheduled by σ1 during time interval [1, 2] contains at most 2γ1m V -jobs, we know that σ1 satisfies condition (ii) in the induction hypothesis. To see that σ1 satisfies condition (i), it is sufficient to observe that in all layer 1's groups, all jobs corresponding to the vertices in V 
Inductive
Step.
Suppose we already defined schedules σ1, σ2, . . . , σ that satisfy conditions (i) and (ii), for < d. We shall now define a schedule σ +1 that schedules all jobs in layers 1, 2, . . . , +1 and satisfies conditions (i) and (ii).
Before defining schedule σ +1 we need to introduce some new notation. A group B ∈ L is called early if σ has completed all the jobs in B that correspond to the vertices
is defined so that σ has scheduled all the predecessors of the V -jobs in L no-pre +1 at time . We are now ready to define σ +1 . Schedule σ +1 is an extension of σ in the sense that σ +1 schedules all the jobs in layers 1, 2, . . . , in the same way as σ . The jobs in layer + 1 are scheduled by σ +1 as follows. During time interval .
[ + 1, + 2] : σ +1 first schedules the remaining V -jobs of layer + 1 followed (at time + 2) by the remaining W -jobs of layer 1.
As in the base case we start by showing that σ +1 is feasible. The proof that σ +1 satisfies conditions (i) and (ii) will then follow in a straightforward manner.
To show that σ +1 is feasible we need to prove that no precedence constraints are violated and the number of scheduled jobs does not exceed the number of machines m at any time.
We start by showing that no precedence constraints are violated. Since σ does not violate any precedence constraints between jobs of layers 1, 2, . . . , neither does σ +1 . Now consider the precedence constraints where at least one job is in layer + 1. As already noted, σ and thus σ +1 has finished all the predecessors of the V -jobs in L no-pre +1 at time . Similarly, by condition (ii) in the induction hypothesis σ and thus σ +1 has finished all the predecessor of all V -jobs in layer + 1 at time + 1. It follows that no precedence constraint from a job in a different layer than + 1 to a job in layer + 1 is violated. Now consider the precedence constraints between jobs in layer +1. As in the base case, there might only be a precedence constraint between two jobs in the same layer if they correspond to two vertices v ∈ V and w ∈ W with {v, w} ∈ E. By Definition 1 there are no edges between the vertices in V \ V π t +1 and the vertices in W π t +1 . Hence, no precedence constraints are violated.
We continue by verifying that σ +1 does not schedule more than m jobs at any time. As noted in the base case, it is sufficient to verify that no more than m V -jobs are scheduled at any time. Since σ +1 and σ do not differ during time interval [ 
During interval [ + 1, + 2], σ +1 schedules the remaining V -jobs from layer + 1. The number of such jobs is thus
The following claim completes the proof that σ +1 is feasible.
Claim 2. We have that (6) ≤ m and (7) ≤ 4γ +1 m.
Proof of claim 2. We start with proving (6) ≤ m. As 
where we used that 4γ = 4γ
for the last inequality.
To prove (7) ≤ 4γ +1 m we need to bound the size of
We can thus write 
Substituting in these bounds gives us that
We are now ready to prove (7) ≤ 4γ +1 m:
We have thus proved that (6) ≤ m and (7) ≤ 4γ +1 m as required.
We continue by proving that σ +1 satisfies conditions (i) and (ii) of the induction hypothesis. Since σ +1 is an extension of σ , conditions (i) and (ii) are satisfied for k = 1, 2, . . . , . We continue by verifying the induction hypothesis for k = + 1. To see that σ +1 satisfies condition (i), note that σ +1 schedules all jobs in L no-pre +1 that correspond to the vertices in V
] ≥ 1 − 4γ (see proof of the claim above), σ +1 satisfies condition (i). Now consider condition (ii). Obviously σ +1 schedules all the remaining jobs of layer + 1 during time interval [ + 1, + 2]. Furthermore, as proved above, the set of remaining jobs contains (7) V -jobs with (7) ≤ 4γ +1 m.
By the above arguments the schedule σ +1 is feasible and satisfies conditions (i) and (ii). This concludes the inductive step and the completeness analysis.
Soundness
By assumption we have that each permutation π of V satisfies
Fix any feasible schedule σ. The key lemma for soundness is the following: 
Base case.
For = 1 the induction hypothesis is obviously true, because σ has completed no jobs at time 0.
Inductive
Suppose we already proved the induction hypothesis for 1, 2, . . . , for < d. We shall now prove that at time 2 , σ has completed at most a fraction γ of the V -jobs in layer + 1. 
It follows that
By letting the expectation be over
] ≥ 2ζ. By the inequality above, at least a fraction 1 − γ 2 of the groups in L are good. Now consider a good group B ∈ L . As
] ≥ 2ζ, σ schedules all jobs in B that correspond to a subset W ⊆ W of vertices with |W | ≥ 2ζn. By assumption (8) , σ must have completed more than a fraction 1 − ζ of the V -jobs in B before all jobs corresponding to W are scheduled. Hence, we can conclude that for each good block σ has completed at least a fraction 1−ζ of the V -jobs. As layer consists of (1+ γ )m V -jobs and at least a fraction 1 − γ /2 of them belong to good groups, the total number of the V -jobs completed by σ at time t + 1 is at least (1 + γ )(1 − γ /2)(1 − ζ)m. However this leads to the following contradiction. By the induction hypothesis, σ has completed at most a fraction γ −1 of the V -jobs in layer at time t. Thus during time interval [t, t + 1], the number of V -jobs σ must schedule is at least = 1 for each B ∈ X. We can thus write the fraction of groups in L +1 for which all predecessors have been completed at time t + 1 as
which is at most the sum of Pr
for i > k, we have that (9) is bounded from above by
0 < γ /8) Hence, σ has at time t + 2 = 2 completed at most a fraction γ of the V -jobs in layer + 1. This concludes the inductive step and the soundness analysis.
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