On the Erdos-Ko-Rado Theorem and the Bollobas Theorem for t-intersecting
  families by Kang, Dong Yeap et al.
ar
X
iv
:1
40
8.
32
92
v2
  [
ma
th.
CO
]  
18
 N
ov
 20
14
ON THE ERDO˝S-KO-RADO THEOREM AND THE BOLLOBA´S THEOREM
FOR t-INTERSECTING FAMILIES
DONG YEAP KANG, JAEHOON KIM, AND YOUNJIN KIM
Abstract. A family F is t-intersecting if any two members have at least t common elements.
Erdo˝s, Ko, and Rado [4] proved that the maximum size of a t-intersecting family of subsets of size
k is equal to
(
n−t
k−t
)
if n ≥ n0(k, t). Alon, Aydinian, and Huang [1] considered families generalizing
intersecting families, and proved the same bound. In this paper, we give a strengthening of their
result by considering families generalizing t-intersecting families for all t ≥ 1. In 2004, Talbot [12]
generalized Bolloba´s’s Two Families Theorem [2] to t-intersecting families. In this paper, we proved
a slight generalization of Talbot’s result by using the probabilistic method.
1. Introduction
Let [n] be the set {1, . . . , n} and t be a positive integer. A family F of subsets of [n] is t-
intersecting if |Fi ∩ Fj | ≥ t for every pair of two subsets Fi, Fj ∈ F . A family F of subsets of [n] is
k-uniform if it is a collection of k-subsets of [n], and we also say that it has rank k if the largest set
in it has size k. Erdo˝s, Ko, and Rado [4] proved that there exists n0(k, t) such that if n ≥ n0(k, t),
then the maximum size of a k-uniform t-intersecting family of subsets of [n] is
(
n−t
k−t
)
. The following
generalization of Erdo˝s, Ko, and Rado (EKR) Theorem was proved by Frankl [6] for t ≥ 15, and
was completed by Wilson [13] for all t by obtaining the smallest n for the theorem to be true.
Theorem 1.1 (Frankl [6], Wilson [13]). If F is a k-uniform t-intersecting family of subsets of [n],
then we have
|F| ≤
(
n− t
k − t
)
whenever n ≥ (k − t+ 1)(t + 1).
There is also an EKR-type theorem for t-intersecting families with bounded rank: if n ≥ (k −
t+1)(t+1), then the maximum size of a t-intersecting family of subsets of sizes at most k is equal
to
(
n−t
k−t
)
+
(
n−t
k−1−t
)
+ · · ·+
(
n−t
0
)
. In this paper we give the following strengthening of this theorem.
Theorem 1.2. Let n, k, t be integers such that n ≥ (k − t + 1)(t + 1). Let a collection of sets
F ⊆
([n]
≤k
)
satisfies the following. Suppose that for any A,B ∈ F with |A ∩B| < t, |A△B| ≤ k − t
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holds. Then we have
|F| ≤
(
n− t
k − t
)
+
(
n− t
k − 1− t
)
+ · · ·+
(
n− t
0
)
.
Alon, Aydinian, and Huang [1] gave the following strengthening of the bounded rank EKR theorem
when t = 1: |F| ≤
(
n−t
k−t
)
+
(
n−t
k−1−t
)
+ · · · +
(
n−t
0
)
holds for all pairs A,B with |A ∩ B| < 1 when
|A△B| ≤ k, instead of |A△B| ≤ k − 1. However, the condition |A△B| ≤ k − t in Theorem 1.2
cannot be replaced with |A△B| ≤ k − t+ 1 for t ≥ 2 because of the following example.
For t < k < n, consider F = {A ⊆
( [n]
≤k
)
: [t] ⊆ A} ∪ {A ⊆ [t] : |A| = t − 1}. Then F con-
tains
(
n−t
k−t
)
+
(
n−t
k−1−t
)
+ · · · +
(
n−t
0
)
+ t sets while every two sets with |A ∩ B| ≤ t − 1 satisfies
|A△B| ≤ k − t+ 1. Thus our condition |A△B| ≤ k − t is best possilbe when t ≥ 2.
We also extend results regarding cross t-intersecting families in the same manner. We say that
families F1,F2, · · · ,Fr of subsets of [n] are cross t-intersecting if |A ∩ B| ≥ t for every A ∈ Fi
and B ∈ Fj , where i 6= j. In 2013, Borg [3] obtained the maximum product of sizes of cross
t-intersecting families with bounded rank as follows. In this paper, we also show Theorem 1.4, a
strengthening of Theorem 1.3.
Theorem 1.3 (Borg [3]). For 1 ≤ t ≤ k ≤ n, there exists n0(k, t) such that for all n ≥ n0(k, t) the
maximum size of product of families Fi ⊆
( [n]
≤ki
)
for 1 ≤ i ≤ r is equal to
r∏
i=1

ki−t∑
j=0
(
n− t
ki − t− j
)
when F1,F2, · · · ,Fr are cross t-intersecting families.
Theorem 1.4. For 1 ≤ t ≤ k1 ≤ k2 ≤ · · · ≤ kr ≤ n, there exists n0(kr−1, kr, t) such that
the following holds for all n ≥ n0(kr−1, kr, t). Let F1,F2, · · · ,Fr be families of subsets of [n] of
size at most k1, k2, . . . , kr, respectively. If every A ∈ Fi and B ∈ Fj with |A ∩ B| < t satisfies
|A△B| ≤ min{ki, kj} − t, then we have
r∏
i=1
|Fi| ≤
r∏
i=1

ki−t∑
j=0
(
n− t
ki − t− j
) .
Next, we consider r-wise intersecting families. We say that a family F ⊆
([n]
k
)
is r-wise intersect-
ing if F1 ∩ F2 ∩ · · · ∩ Fr 6= ∅ holds for all Fi ∈ F , 1 ≤ i ≤ r. In the following Theorem 1.6, we give
a strengthening of the bounded-rank version of Frankl’s result [5] when F is an r-wise intersecting
family.
Theorem 1.5 (Frankl [5]). Let (r−1)n ≥ rk and F ⊆
([n]
k
)
be an r-wise intersecting family. Then
we have
|F| ≤
(
n− 1
k − 1
)
.
Theorem 1.6. Let (r − 1)n ≥ rk and F ⊆
([n]
≤k
)
satisfies the following. Suppose that for any
F1, F2, · · · , Fr ∈ F if F1 ∩ F2 ∩ · · · ∩ Fr = ∅, | ∪
r
i=1 Fi − ∩
r
i=1Fi| ≤ k holds. Then we have
|F| ≤
(
n− 1
k − 1
)
+
(
n− 1
k − 2
)
+ · · ·
(
n− 1
0
)
.
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The following Bolloba´s’s Two Families Theorem [2] is an important and well-known result in
Extremal Set theory. This theorem has been generalized in many directions. In 1982, Frankl [7]
proved a skew version of Theorem 1.7. The further generalizations of Theorem 1.7 were given by
Fu¨redi [9], Lova´sz [11], and Talbot [12]. In 2004, Talbot [12] generalized Bolloba´s’s two families
theorem [2] to t-intersecting families. We prove Theorem 1.9, an improvement of Talbot’s result,
by using the probabilistic method. It also becomes to reprove Talbot’s Theorem 1.8. Note that the
conditions (c′) in Theorem 1.9 is weaker than the condition (c) of Theorem 1.8.
Theorem 1.7 (Bolloba´s [2]). Let F = {(Ai, Bi) : i ∈ I} be a finite collection of pairs of finite sets
such that Ai ∩Bj = ∅ ⇐⇒ i = j. Then we have∑
i∈I
(
|Ai|+ |Bi|
|Ai|
)−1
≤ 1.
Theorem 1.8 (Talbot [12]). Let F = {(Ai, Bi) : i ∈ I} be a finite collection of pairs of finite sets
and t be a nonnegative integer such that
(a) |Ai ∩Bi| ≤ t for each i ∈ I
(b) |Ai ∩Bj | ≥ t for i, j ∈ I and i 6= j
(c) If Ai ∩Bi = Aj ∩Bj for i 6= j then Ai ∩Bj 6= Ai ∩Bi 6= Aj ∩Bi.
Then we have ∑
i∈I
(
|Ai ∪Bi|
|Ai −Bi|
)−1( |Bi|
|Ai ∩Bi|
)−1
≤ 1.
Theorem 1.9. When t ≥ 1, even if we replace the condition (c) in Theorem 1.8 with the following
weaker condition
(c′) If Ai ∩Bi = Aj ∩Bj for i 6= j then Ai ∩Bj = Ai ∩Bi = Aj ∩Bi does not hold
we still have ∑
i∈I
(
|Ai ∪Bi|
|Ai −Bi|
)−1( |Bi|
|Ai ∩Bi|
)−1
≤ 1.
Note that the above conditions in Theorem 1.9 are sharp in the sense that we cannot replace (c)
with (c′) when t = 0 without changing the conclusion because of the following theorem.
Theorem 1.10. (Kira´ly, Nagy, Pa´lvo˝lgyi and Visontai [10]) Let a, b be two relatively prime inte-
gers. There exists a finite collection of pairs of finite sets F = {(Ai, Bi) : |Ai| = a, |Bi| = b, i ∈ I}
with Ai ∩Bi = ∅ for all i ∈ I. Moreover, Ai ∩Bj = Ai ∩Bi = Aj ∩Bi = ∅ does not hold for any
i 6= j and ∑
i∈I
(
|Ai ∪Bi|
|Ai −Bi|
)−1( |Bi|
|Ai ∩Bi|
)−1
= |I|
(
a+ b
a
)−1
≥ 2−
1
a+ b
.
2. Proof of Theorems
For a family F of subsets of [n] of size at most k, we define the transformation Si,k as follows.
Si,k,F(A) :=
{
A ∪ {i} if A ∪ {i} /∈ F and |A| < k
A otherwise
3
Also, let Si,k(F) = {Si,k,F(A) : A ∈ F}.
Claim 2.1. A tuple of families (F1,F2, · · · ,Fr) is given with Fj ⊆
( [n]
≤kj
)
for j = 1, . . . , r and
k = minj{kj} satisfying the following
(1) If |
r⋂
j=1
Fj | < t for Fj ∈ Fj, then |
r⋃
j=1
Fj −
r⋂
j=1
Fj | ≤ k − t holds.
Then, for i ∈ [n], (Si,k1(F1), Si,k2(F2), · · · , Si,kr(Fr)) also satisfies (1).
Proof. Suppose that we have Fj ∈ Fj such that F
′
j = Si,k,Fj(Fj) with |
⋂r
j=1 F
′
j | < t and |
⋃r
j=1 F
′
j−⋂r
j=1 F
′
j | > k− t. Since
⋃r
j=1 Fj −
⋂r
j=1 Fj is a subset of
⋃r
j=1 F
′
j −
⋂r
j=1 F
′
j with size at most k− t,
we have
r⋃
j=1
F ′j −
r⋂
j=1
F ′j = {i} ∪
r⋃
j=1
Fj −
r⋂
j=1
Fj .
Hence i does not belong to any of Fj and belongs to some, not all of F
′
j . Assume that i does not
belong to F ′1, · · · , F
′
l and belongs to F
′
l+1, · · · , F
′
r.
Case 1. There exists j with |Fj| ≥ k.
Since |
⋂r
j=1 Fj | < t, we have
|
r⋃
j=1
Fj −
r⋂
j=1
Fj | ≥ |Fj −
r⋂
j=1
Fj | > k − t.
It is a contradiction.
Case 2. |Fj| < k for all j.
For j ≥ l + 1, we have Si,k,F(Fj) = F
′
j = Fj ∪ {i} because of i ∈ F
′
j . For j ≤ l, we also have
Si,k,F(Fj) = F
′
j = Fj because of i /∈ F
′
j . The condition k ≤ kj implies that Fj ∪ {i} ∈ Fj for j ≤ l.
Then we have
|
r−1⋂
j=1
Fj ∩ (Fr ∪ {i})| < t and |(Fr ∪ {i}) ∪
r−1⋃
j=1
Fj − ((Fr ∪ {i}) ∩
r−1⋂
j=1
Fj)| = k − t+ 1.
It is a contradiction. Hence such Fjs do not exist, and (Si,k1(F1), Si,k2(F2), · · · , Si,kr(Fr)) also
satisfies (1). 
We say that a family F ⊆
( [n]
≤k
)
is an up-set if A∪{i} ∈ F for all A and i such that A ∈ F ∩
( [n]
≤k−1
)
and i /∈ A.
Claim 2.2. A tuple of families (F1,F2, · · · ,Fr) is given with Fj ⊆
( [n]
≤kj
)
for j = 1, . . . , r and
k = minj{kj}. If it satisfies (1) and Fjs are up-sets for all j, then |
⋂r
j=1 Fj | ≥ t holds for any
Fj ∈ Fj .
Proof. Suppose that we have Fj ∈ Fj for j = 1, 2, · · · , r with |
⋂r
j=1 Fj | < t. By the condition,
|
⋃r
j=1 Fj −
⋂r
j=1 Fj | ≤ k − t holds. It means |
⋃r
j=1 Fj | < k − 1, so [n] −
⋃r
j=1 Fj is not empty
because of n ≥ k. Let [n]−
⋃r
j=1 Fj = {i1, i2, · · · , il}. Since F1 is an up-set, F1 ∪ {i1} is also in F1
unless |F1| = k1. By repeatedly adding this element i1, i2, . . . to F1 until we cannot, we find a new
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set F ′′1 ∈ F1 satisfying |F
′′
1 | = k1 or F
′′
1 = F1 ∪ ([n]−
⋃r
j=1 Fj). In any case, we have∣∣∣∣∣∣

F ′′1 ∪ r⋃
j=2
Fj

−

F ′′1 ∩ r⋂
j=2
Fj


∣∣∣∣∣∣ ≥ min{k1 − (t− 1), n − (t− 1)} ≥ k − t+ 1.
It is a contradiction. 
For a family F ⊆
([n]
≤k
)
, we let F0 = F and take F i+1 = Sn,k(Sn−1,k(· · · (S1,k(F
i) · · · ) for all i ≥ 0.
If F j+1 = F j , then we get an up-set F j and we let F ′ = F j . We also have |F| = |F i| for all i ≥ 0
since Si,k does not change the size of a family in
( [n]
≤k
)
.
Proof of Theorem 1.2. Let n ≥ (k − t + 1)(t + 1). We take F ′ as above which has the same size
with F and which is an up-set. By Claim 2.1 with F1 = F2 = F and r = 2, we say that the up-set
F ′ has the property (1) as F does. Then, Claim 2.2 with F1 = F2 = F implies that the up-set F
′
is t-intersecting. Hence, we have that
|F| = |F ′| ≤
k−t∑
i=0
(
n− t
k − i− t
)
.

Proof of Theorem 1.4. Let 1 ≤ t ≤ k1 ≤ k2 ≤ · · · ≤ kr ≤ n and n ≥ n0(kr−1, kr, t) with
n0(kr−1, kr, t) as in Theorem 1.2 in [3]. For each Fi ⊆
( [n]
≤ki
)
, we define F ′i by repeatedly ap-
plying Sj,ki for all j as above. Then F
′
1,F
′
2, · · · ,F
′
r are up-sets satisfying (1) having the same
size with F1,F2, · · · ,Fr, respectively. By Claim 2.1, we have |A△B| ≤ min{ki, kj} − t for any
A ∈ F ′i , B ∈ F
′
j with |A ∩ B| < t. For all possible pair of two distinct numbers j1, j2 ∈ [n], we
apply Claim 2.2 with F ′j1 ,F
′
j2
. Then we can conclude that F ′1,F
′
2, · · · ,F
′
r are cross t-intersecting.
By Theorem 1.3, we have that
r∏
i=1
|Fi| =
r∏
i=1
|F ′i | ≤
r∏
i=1

ki−t∑
j=0
(
n− t
ki − t− j
) .

Proof of Theorem 1.6. Let n ≥ (k − t + 1)(t + 1). We take F ′ as above which has the same size
with F and which is an up-set. By Claim 2.1 with F1 = F2 = · · · = Fr = F , we say that an up-set
F ′ has the property (1) with t = 1 as F does. Then, Claim 2.2 with F1 = F2 = · · · = Fr = F
implies that the up-set F ′ is intersecting. We let F ′[i] denote the collection of all sets of size i in
F ′, then F ′[i] is also intersecting. Hence, Theorem 1.5 implies |F ′[i]| ≤
(
n−1
i−1
)
.
Hence, we conclude that
|F| = |F ′| =
k∑
i=1
|F ′[i]| ≤
k∑
i=1
(
n− 1
i− 1
)
.

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3. A probablistic proof of Theorem 1.8 and Theorem 1.9
In this section, we prove both Theorem 1.8 and Theorem 1.9 in the probabilistic argument. Let
F = {(Ai, Bi) : i ∈ I} be a finite collection of pairs of finite sets satisfying the conditions on
Theorems. Let [n] =
⋃
i∈I Ai ∪Bi and |I| = k. A permutation σ = (x1, x2, ..., xn) on [n] is properly
separating (Ai, Bi), where i ∈ I, if xs ∈ Ai − Bi and xl ∈ Bi implies s < l and xs ∈ Ai and
xl ∈ Bi−Ai also implies s < l. Then all elements of Ai−Bi should be on the left side of Bi, and all
elements of Bi−Ai should be on the right side of Ai in the permutation σ that properly separates
(Ai, Bi).
Claim 3.1. Any permutation σ ∈ Sn does not properly separate both (Ai, Bi) and (Aj , Bj), i 6= j.
Proof. Suppose σ = (x1, x2, ..., xn) properly separates both (Ai, Bi) and (Aj , Bj), where i 6= j.
Note that max{i|xi ∈ Ai} ≤ max{i|xi ∈ Bi} by the definition of proper separation.
We define the following indices
ib = min {s | xs ∈ Bi} , ia = max {s | xs ∈ Ai} , jb = min {l | xl ∈ Bj} , ja = max {l | xl ∈ Aj} .
Without loss of generality, we may assume jb ≤ ib.
Case 1. t = 0.
Since Aj ∩ Bj = ∅ and σ properly separates (Aj , Bj), we have ja < jb. Thus ja < jb ≤ ib, so we
conclude that Aj ∩Bi = ∅. It is a contradiction to the condition (c).
Case 2. t ≥ 1. Since jb ≤ ib, we have
Aj ∩Bi = {xl | xl ∈ Aj , l ≥ ib} ⊆ {xl | xl ∈ Aj , l ≥ jb} = Aj ∩Bj .
This with the conditions (a) and (b) imply that
|Aj ∩Bi| = |Aj ∩Bj | = t ≥ 1.
Since Aj ∩Bj is nonempty, xjb ∈ Aj ∩Bj = Aj ∩Bi ⊆ Bi. By our choice, ib is the minimum index
of Bi, we have ib ≤ jb. Then we conclude ib = jb. Hence,
Ai ∩Bj = {xl | xl ∈ Ai , l ≥ jb} = {xl | xl ∈ Ai , l ≥ ib} = Ai ∩Bi.
Again by conditions (a) and (b), Ai ∩Bj = Ai ∩Bi has size t.
If ia ≥ ja, we get
Aj ∩Bi = {xl | xl ∈ Bi , l ≤ ja}} ⊆ {xl | xl ∈ Bi , l ≤ ia} = Ai ∩Bi.
If ia ≤ ja, we get
Ai ∩Bj = {xl | xl ∈ Bi , l ≤ ia}} ⊆ {xl | xl ∈ Bi , l ≤ ja} = Aj ∩Bj.
One of ia ≥ ja and ia ≤ ja must hold. Then either Aj ∩Bi = Ai ∩Bi or Ai ∩Bj = Aj ∩Bj holds,
where i 6= j. In any case, we conclude that Ai ∩Bj = Aj ∩Bj = Ai ∩Bi = Aj ∩Bj for t ≥ 1. It is
a contradiction to the condition (c′). 
Pick a permutation σ ∈ Sn uniformly and independently, and let Ei be the event that σ properly sep-
arates (Ai, Bi). Then the events E1, E2, ..., Ek are mutually disjoint, and Pr[Ei] =
(|Ai∪Bi|
|Ai−Bi|
)−1( |Bi|
|Ai∩Bi|
)−1
for 1 ≤ i ≤ k. Then we conclude that
6
Pr
[
k⋃
i=1
Ei
]
=
k∑
i=1
Pr[Ei] =
k∑
i=1
(
|Ai ∪Bi|
|Ai −Bi|
)−1( |Bi|
|Ai ∩Bi|
)−1
≤ 1
as desired.
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