T he open availability and wide accessibility of digital scientific resources, such as articles and datasets, is becoming the norm for twentyfirst-century science. Geoscience researchers are now being asked by funding agencies and scientific publishers to archive and cite data to support open access but often struggle to understand, interpret, and fulfill these requirements. To fulfill the promise of new open data initiatives, 1) scientific resources (e.g., data and software) must be collected and documented properly; 2) repository services, including preservation and storage capabilities, must be maintained, supported, and improved over time; and 3) governance institutions must be established. These issues were discussed in the Geoscience Digital Data Resource and Repository Service (GeoDaRRS) workshop, 1 held in August 2018, at NCAR. The workshop brought together more than 60 geoscience researchers, technology experts, scientific publishers, funders, and data repository personnel to discuss data management challenges and opportunities within the geosciences. This included exploring whether new services are needed to complement existing data facilities, particularly in the areas of 1) data management planning support resources and 2) repository services for geoscience researchers who have data that do not fit in any existing repository. More details on the workshop agenda and recommendations are available in the final workshop report (Mayernik et al. 2018) .
DATA MANAGEMENT CHALLENGES AND RECOMMENDATIONS.
The GeoDaRRS presentations and breakout discussions touched on a number of issues related to data sharing that have existed within scientific institutions for hundreds of years. Many salient disincentives to data sharing are well known, such as the potential for researchers to be "scooped" on important scientific findings; the possibility for data to be misunderstood by secondary users; the lack of clear reward structures for data sharing; and the time and effort required to clean, document, and provide access and support to data (Fienberg et al. 1985; Borgman 2012; Tenopir et al. 2011) .
On the data repository side, repositories face practical constraints related to technical, human, and financial factors. Data storage requirements continue to grow, and repositories must continually refresh their software and hardware infrastructures. Repositories must also build staff expertise to support specific kinds of data and data systems. Many geoscience data repositories are funded via short-term grants or cooperative agreements that are subject to competitive bidding on regular intervals, which makes planning, expanding, and sequencing data repository operations significant challenges.
Workshop discussions focused on addressing related challenges across seven topic areas: 1) long-term, scalable data curation; 2) education and training; 3) data management plans; 4) funder and publisher policies; 5) strategic partnerships; 6) legacy data; and 7) tools and services. Below we summarize recommendations that emerged from the workshop.
LONG-TERM, SCALABLE DATA CURA-TION. Challenges. Researchers are now required to document, archive, and cite data by funders and publishers to support open access requirements. Many researchers do not know what repositories are available to meet these requirements. Second, projects that generate large data volumes, such as model outputs, face additional data storage and archiving challenges. At present, individuals dealing with these issues develop temporary, ad hoc solutions, including putting data on cloud infrastructures, local research group servers, and university-operated servers. In many cases these ad hoc solutions are not sustainable after short-term grants end.
Recommendations. Long-term support for the data curation needs of the geoscience community is critical for providing truly open access to data. Several different approaches to providing sustainable open access to data are possible. These include 1) augment existing geoscience data repositories to scale up their capacity, 2) identify nonspecialized data repositories that fulfill open access objectives, 3) develop a data repository liaison service, and 4) create new data repository services. Further investigation will be needed to understand the relative merits and drawbacks of each approach for current and future needs. Ultimately, guidance regarding the use of these approaches may involve some combination of all four approaches, perhaps in a distributed model where organizations share expertise and/or infrastructure.
EDUCATION AND TRAINING.
Challenges. Many problems that we encounter today when dealing with data result from people not being aware of data and data management practices in order to include best practices as part of their research workflows. Also, few formal educational programs have been established for developing professionals who are knowledgeable in scientific computing and data. As a result, scientific institutions have difficulty hiring people with the skill sets required to work on new technologies, such as cloud-based systems.
Recommendations. There is a need for programs to better support data management education within scientific, computing, information, and data disciplines. These programs will need to be designed appropriately to engage and involve scientists who face significant demands on their time.
Data management training and resources for researchers need to be improved and better publicized. For scientists, training on data management best practices and writing good data management plans is essential to engender thinking about data management from the beginning of projects.
DATA MANAGEMENT PLANS. Challenges.
There is a perception in the scientific community that data management plans (DMPs) are an afterthought and that there is little accountability for following through on a data management plan. Additionally, although there are numerous templates available for data management plans, insufficient guidance exists within the geoscience community on which templates to use. Finally, repositories have difficulty in resourcing for incoming data products when not included at the project planning phase.
Recommendations. Grant proposal reviewers should 1) review data management planning according to multiple explicit criteria including sufficiency, resourcing, and execution plans and 2) scrutinize this section as critically as all other sections of a proposal. Funders should also provide well defined data management guidelines and expectations for potential grantees that are not overly burdensome.
An efficient mechanism for grantees to update and comment on their DMPs during the annual reports would help improve the accountability for the DMPs. Funding agencies already ask grantees to report on a project's progress on a yearly basis. These yearly report submissions could provide a periodic way for grantees to report on their data management activities. However, such reporting requirements should not put too much of a time burden on researchers.
Data repositories need to be brought into the DMP conversations in the initial stages of the project planning process. When researchers know specifically where they plan to deposit data, they are much more likely to follow through with their plan. Data repositories can also provide specific examples and details that can inform project data management tasks and costs.
The geoscience community should foster a DMP tool ecosystem. Proposal writers should be encouraged to use existing DMP tools, and the community should develop and implement new tools to support, streamline, and bring consistency to DMP development.
FUNDER AND PUBLISHER POLICIES.
Challenges. Inconsistent data management policies across funders and publishers create a complex landscape for researchers to navigate. This can lead to challenges in publishing research findings, and fulfilling funder data management requirements. Particularly, it may be impractical for projects that generate large data volumes, such as model outputs, to retain the full data record to support open access requirements.
Recommendations. All stakeholders should be clear on the core drivers and principles that motivate their data policies. For example, ensuring reproducibility may involve different work than ensuring data accessibility. Roles and responsibilities associated with these drivers and principles should likewise be defined clearly. More clarity on these points should help with consistency in data policy implementations across stakeholders.
Improved coordination across all stakeholders is needed to bring consistency to the data policy landscape. By contributing efforts toward data policy coordination, stakeholders can demonstrate their commitment to bring about positive change in the data policy landscape.
Specific scientific research communities need to discuss and formalize data retention guidelines. This was identified during the GeoDaRRS workshop as a particular need for the atmospheric and hydrological modeling communities, where saving all components of large data volume model outputs for an extended duration may be impractical and unnecessary.
STRATEGIC PARTNERSHIPS. Challenges.
Many federal agencies, universities, and research institutions face similar data management challenges yet build disconnected, insufficient, and/or independent solutions. This can lead to a duplication of effort and spending. Additionally, the purchasing of resources such as computing, storage, and cloudbased solutions can be prohibitively expensive for individual projects or institutions.
Recommendations. Strategic partnerships across federal agencies could reduce costs through shared data storage and curation services. For example, various federal agencies could work together to discuss common data infrastructure needs to facilitate potential cost sharing for collocated storage and cloud computing services.
Strategies need to be developed at the agency level to employ cloud computing and storage. For instance, a funding agency could execute bulk purchases of cloud computing resources, which could then be allocated to facilities and grantees through the proposal process.
LEGACY DATA. Challenges. Legacy data created/ collected through past projects exist throughout the research community. In many cases, these data do not adhere to the format and metadata requirements needed to support long-term curation. When the grants used to create/collect these legacy data expire, researchers have few options for data cleaning, storage, or archiving.
Recommendations. Stakeholders should work together to provide researchers with clear paths to support curation and rescue of data collected via past projects. These might include 1) small grants to support researchers and/or data professionals to quality check, document, and reformat existing data in order to deposit them into a repository and 2) coordinated efforts to partner legacy data recovery initiatives with available data repositories.
TOOLS AND SERVICES.
Challenges. Scientists push the boundaries of existing tools, often customizing or extending tools in unique ways. "Off the shelf" software is thus not always sufficient as a data analysis solution. Additionally, data storage costs continue to be an ongoing challenge. Despite the decrease in storage costs on a per-unit basis, total storage costs continue to increase as the amount of data generated through computational models and new observational instruments and sensors also increases.
Recommendations. All stakeholders should recognize the importance of open source software communities and contribute to these efforts where possible. Open source software has become instrumental in providing scientists with high-quality data analysis tools, along with communities of practice on how to best extend and contribute back to the same code bases.
Data repositories should investigate whether cost efficiencies can be gained by sharing data storage infrastructure. This could involve conceptual (and potentially financial) separation between the data storage function and the data curation function that repositories provide. This could also involve developing ways to adjust data storage tiers to accommodate variable costs in accordance with usage.
CONCLUDING REMARKS.
The recommendations outlined in this meeting summary are intended to provide concrete steps on how stakeholders can move forward and work to address the many data management challenges faced by the geoscience research community. Changes in the broader research culture will be needed to enhance the value of data management activities in research workflows and will require champions in disciplinary research communities to amplify the message and pass along their knowledge to colleagues. The ultimate communications manual for undergraduate and graduate students as well as researchers in the atmospheric sciences and their intersecting disciplines.
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