Photobioreactors offer an efficient and controllable environment from which many biomaterial-based products can be manufactured naturally. For example, the cultivation of the algae H. pluvialis, results in a carotenoid known as Astaxanthin, which is a highly valuable pigment and powerful antioxidant. The demand for naturally-produced Astaxanthin is much higher than synthetic, and the process by which this algae is cultivated is therefore important. We develop a discrete agent-based model that can be used to test the control processes for growing and harvesting such a bio product. We experiment with a variant of the Photosynthetic Factory model to improve cell division and hence growth kinetics. We employ parallel computing techniques to implement simulations of large numbers of control agents on graphical processing units. We discuss the implications of stochasticity, and propose a metric with which to balance cultivation time against fill rates of a stochastic data-parallel, bubble-column photobioreactor simulation.
Introduction
Discrete agent-based simulations are useful for studying complex systems in process control [4] . Often the phenomena of interest only emerge over large spatial and temporal scales for which computationally efficient simulations that can accommodate large numbers of agents are necessary. In this paper we use data parallelism supported by graphical processing units (GPUS) [26] to simulate agents in a bioreactor to study the effect of photocontrol parameters.
Simulated photobioreactors are useful for shedding light on the cultivation process of phytoplankton [10, 32] . Algae in particular, such as H. pluvialis are cultivated en masse for valuable by-products; for example, carotenoids like Astaxanthin [35] . Perhaps the most often studied aspect of these bioreactors is light distribution [8, 25, 33] . Autotrophic cultivation involving production of complex organic substances by algal photosynthesis affects growth kinetics with light availability known to be the greatest source of growth rate variation [8, 35] .
Microbiological simulations are by no means new. There have been many simulations in the past of microbiological phenomena, which have mostly been collectively known as Individual-based Models (IBMs) [7, 12, 34] . Particularly prominent among these are bacterial growth kinetic simulators, such as BacSim [22] and BSim [9] . These simulators are suitable for a wider audience and hence stimulate cross-discipline inquiry in this area. Closely related to the field of IBM is Agent-based Modelling (ABM). ABM is a highly cross-discipline area with similar software packages for agent-based modelling [3, 34] .
In our study towards stochastic simulations [20] of algal cultivation, we have previously produced a parallel simulation [14] using a reinterpreted 2-dimensional lattice diffusional species model of Kawasaki [16, 21] . In combination with a simple exponentially decayed photo penetration (due to mixture density) into a rectilinear vessel from either side, we were able to produce a simple model roughly representative of an actual bubble-column photobioreactor.
To date, most simulation work towards simulating photobioreactors has involved 1-dimensional models [10, 32] , to observe the effects of illumination variance. This emphasises exactly how important light availability is to cultivation efforts. Also important in the process is the actual history of illumination on the cells, which also determine cell division to some extent [25] . Circadian cycles for illuminance is also sometimes considered [29] . While it may not seem immediately obvious, in a controlled environment, light availability may still fluctuate as cells sporadically obscure other cells from the light source, as they move within the reactor. Apart from these effects, photoinhibition (effective lack of photosynthesis) also confounds the cultivation process [33] .
In an effort to more closely capture the growth kinetics of physical photobioreactors, we substantially extended our previous work in [14] to explore an agent-based model [11, 17, 27] where autonomous agents follow a simple Markov chain where states dictate cell division behaviour. We use a modified version of the Photosynthetic Factory (PSF) model of photosynthesis in phytoplankton [6] in some ways simplified from the original. More detail on this is provided in Section 2.
Apart from attempting to model growth kinetics with higher accuracy, we also use the Kawasaki exchange model as an attempt to improve fluid dynamics. We assume that the bioreactor vessel is well-mixed and also ignore the effects of nutrient inhomogeneities throughout the medium. Assuming that we are dealing with a cylindrical vessel, we can therefore roughly assume that illumination penetrates the reactor from either side in a regular fashion. Movement of cells in the lattice should at least have the appearance of Brownian motion (which the Kawasaki model allows for), and it is almost trivially easy to incorporate gravity [15] to simulate a settling suspension.
In order to obtain potential macro-level emergence, larger systems and also system states temporally distant from initialisation, we must simulate a sufficient number of agents (or cells) very efficiently. We use NVidia's Compute Unified Device Architecture (CUDA) [31] to accelerate this simulation to achieve these three objectives. Our lattice size is set at a constant width and height of 384 in this paper. These dimensions are chosen to allow a suitable grid of threads in our parallelisation platform.
GPUs have already been used extensively in the literature for many fields of research including parametric evolutionary optimisers [1, 18, 36] , machine learning [2] , genetic programming [5, 13, 23, 24] and agent-based modelling [19] among others. While GPU hardware provides for a potentially high performance platform, it also introduces several peculiarities due to the architecture, which was historically inspired from high-throughput processing of pixel data. This has led to additional research pursuits for new, more appropriate data structures [28, 37] and sorting algorithms [30] which effectively mitigate hardware restrictions. It is also necessary to use the different memory banks wisely, reduce memory copies across the PCI bus, and avoid uncoalesced memory fetches, as well as avoid thread warp divergence.
CUDA in particular is a potent framework combining MIMD, SIMD and SIMT in a special arrangement allowing access to the vast numbers of parallel processors on CUDA-enabled GPUs for arbitrary computation [26] . We endeavour to not extensively discuss this, but we provide a brief overview here for convenience. The parallel architecture of CUDA is used by defining a 1, 2, or 3-dimensional hypothetical "grid" of threads divided into regular "thread blocks". Collectively this is known as a "grid". This process involves using a set of special syntax superimposed upon the C language by NVidia. This modified compiler is known as nvcc. While it expands upon the C syntax, it is implemented as a pre-processor, compiling device-specific code sections into PTX instructions, which are later compiled into low-level GPU instructions. A section of devicespecific code is written in C-like function syntax. These functions are known as "kernels". Kernels are copied to the device before execution takes place.
In order to operate on data prepared using the CPU, it is necessary to copy this data to the global memory of the GPU. This is not the only memory bank on the device, but it is the only large bank directly accessible by the CPU. Copies across the PCI bus to the GPU is a costly process, and good implementations generally avoid copies at all costs. In our case, for visualisation, we copy the entire lattice to and from the GPU for each time step.
As with parallelism in general, it is vitally important that race conditions are prevented. In the Kawasaki exchange model, cells in the lattice must be able to read-/write in the Von Neumann neighbourhood of Manhattan distance r = 1 from the cell index, and at least read from the extended Von Neumann neighbourhood of Manhattan distance r = 2 [15] . This imposes some restrictions on the order we are able to process the lattice cells. Sequential simulations typically overcome this problem by performing Monte Carlo updates of cell sites. We follow a similar path, except we perform Monte Carlo (hence random order) updates in a 3x3 grid around each one lattice site, and divide the CUDA thread grid into a smaller lattice able to process 1/3 of the lattice at a time. This ensures that there is a gap of two cells between each concurrently running thread.
In Section 2 we discuss the combination of the Photosynthetic Factory model, the Kawasaki Model, and dataparallelism using GPUs. We also discuss some relevant measurements and present results of these in Section 3. Following this, we discuss our results in Section 4 and conclude in Section 5.
Simulation Method
To arrive at a preliminary, parallel stochastic simulation of a photobioreactor, we combine the Photosynthetic Factory model (PSF), the Kawasaki model, and CUDA. We first discuss the PSF model in some detail, followed by the combination of both models, and then further GPU-parallel implementation specifics. We also discuss the cell division probability in detail, which is the defining link between the Kawasaki and PSF models in our simulation.
The PSF model of photosynthesis in phytoplankton is a useful state transition mechanism for simulating the effects of photo-inhibition and limitation [29] . The method by which we use the PSF model is shown in Fig. 2 . A cell can be in one of three states at any one time: open state, activated state, and inhibited state.
Cells may transition to another state depending on the probability specified in the diagram. We hand-tuned the parameters P α , P β , P γ and P δ (we subscript the symbols in the state diagram to avoid conflicting use) and set these to 0.7, 0.5, 0.3 and 0.4 respectively. We somewhat arbitrarily only allow a cell to divide if it is in the resting state, and by probability P (split), which is discussed below. In order to observe the effects of photo-inhibition and limitation, we also keep track of how long a cell spends in the activated state, and use this information to add a small contribution on to the cell division probability, P (split), which is also discussed below. The Kawasaki model allows multiple species, which we later use to observe rudimentary species interaction and interference. In all our experiments, we use one species to represent a vacant cell, which does not contribute to pseudo-energy computations. More detail on this can be found in [14] .
At this stage, the algorithm must keep track of three separate state variables for each cell: species, an activated state counter, and current state in the PSF model. This presents an opportunity for reducing memory footprint, by way of bit masks. We store each cell completely in one 32-bit integer, and use the most significant nibble to store the species identifier, the second most significant nibble as the state identifier, and the last three bytes as the activated state counter. This significantly reduces memory overhead, which are the bottleneck of particularly expensive operations on GPU hardware. There is also scope here to incorporate the use of space filling curves, but we choose to simplify our algorithm in this instance.
Algorithm 1
compute cell division probability P (split) obtain random probability r2 divide on r2 < P (split) end if state transition end for end for end for
We present our algorithm in Alg. 1. As discussed previously, this shows the method by which we remove race conditions from our parallel implementation. The first if block determines the standard Kawasaki exchange using Metropolis probability and pseudo-energy based on proximity of similar species. The last pair of if blocks either increment the counter, or allows the cell to divide. Finally this is followed by the state transition depending on probabilities according to the diagram in Fig. 2 .
The method by which we compute P (split) involves computing the lateral distance from the nearest edge of the vessel, and applying a scaled exponential decay to this distance to represent illumination reduction due to the medium's density. We also include a rudimentary effect of the cell activation state counter in the cell division probability.
Equation 1 above shows the probability of a cell dividing where f is the distance to the nearest wall of the vessel. In this equation, we set β to a constant 15 unless otherwise noted. This effectively keeps the density of the medium in the bioreactor constant. The second and third terms in the equation are the effects of the cell activation state counter on the cell division probability. We add this to ensure that the time a cell spends in the activation state corresponds to a slightly higher cell division rate. The curve these terms produce against a is logarithmic with a y-intercept of zero.
In our experiments, we "inoculate" lattices with 10 randomly positioned cells. This is to better simulate the actual inoculation stage of the medium in the bioreactor assuming it is well mixed.
Our analysis of this simulation include performance and growth rate measurements. We also gather fill fraction data by frame for different values of γ and β in Eq. 1, and measure the time steps taken to reach a designated half-life, where the fill fraction of the reactor vessel reaches 50%. To better understand the effects of the PSF model, we also maintain a count of how many times a cell is in the activated state.
Simulation Results
In addition to studying visual representations of the individual agents and the density patterns that emerge during the growth process, we can also measure the overall density and plot it as a function of simulation time. Pragmatically the bioreactor design and control parameters should be adjusted to maximise the harvested yield of bio product, or alternatively to minimise the time taken to attain a particular harvest threshold. The underlying assumption is that it would be expensive to use photo transparent container material or growth medium and that it would also increase production costs if excess light were supplied through power hungry lamps of the right visual spectrum. We essentially have two parameters to adjust -light intensity γ related to how many or intense the light sources are, and light penetration decay β that is related to material purity/transparency.
Firstly, we illustrate an example of the method by which we perform random initialisation in Fig. 5. The figure shown is several time steps from initialisation. This method attempts to mimic the effect of injecting a sample of a strain of algae into a well-mixed medium. In Fig. 1 an example of uninhibited algae growth is shown at a later time frame with a suitable illuminance. Ideally, we expect to see a lower density toward the edges of the vessel. In this case, we observe a slower growth rate, but at this time step there were enough time steps to allow the algae to grow at the edges, but spread faster along the horizontal axis. It is clear that in the centre of the vessel growth is stymied by the lower light intensity.
As mentioned earlier, by increasing the number of species in the Kawasaki model we were able to observe some interaction between competing species. This is shown in Fig. 3 . Both a species map and activation state counter map is shown. In terms of the Kawasaki model, each species would ignore the presence of the other species in pseudo-energy computations. An earlier timestep is also shown in Fig. 4 . The species tend to treat each other as vacant spaces, and simply perform cell divisions regardless. This causes a competing effect. The reason for the lower activation state counts on the boundary regions appear to be caused by exactly this. The cells on the boundary are constantly being replaced, and hence being created with a nil state counter.
In an attempt to observe the effects of overillumination, and potentially obtain a macroscopic effect of photo-inhibition, we over-illuminated a sample run of the simulation. Figure 6 shows a fully populated bioreactor, where the cells were over-illuminated. While the source of illumination was very intense, cells could still divide, albeit slowly. Near the centre of the vessel, light intensity was more suitable, which resulted in an observed difference in activation state counts. While the vessel still filled, the simulation needed a large number of time steps to reach this state, and cells tended to only reach activated state in the centre of the reactor, where the light intensity is more feasible. The difference in spatial distribution in the centre is due to the random initial inoculation. The reason for the sharp sudden difference is due to the medium density (β = 15) still decaying the illumination at a constant rate.
We investigated the number of time steps that cells spend in the activated state. Results of this are shown in Fig. 7 . The plot shows the highest and lowest counter, as well as a standard deviation and a mean. The data shown has been averaged across 100 independent runs. In our experiments, we ensure that all points are averaged across 100 runs to aid in meaningful statistical analysis.
Modifying the light decay parameter γ has a dramatic effect on the fill rate of the bioreactor. Several curves for different values of γ are shown in Fig. 8 . Each curve was averaged over 100 independent runs. The horizontal line through the curves at the centre indicate the point (t 1/2 ) at which we consider the half-life of the system had been reached. We define t 1/2 as the number of time steps taken to reach a fill fraction of 50% in the bioreactor.
As can be seen the growth curves reach maximum possible harvest of 100% fill fraction logarithmically. In practice it is not economic to wait arbitrarily long times to harvest and some partial fill fraction would be chosen as the target point at which to harvest. A useful metric is therefore is the time necessary to attain 50% fill fraction of yield. This half-time t 1/2 is not dissimilar to a half-life metric used in the study of radioactive decay and is easily determined from our experimental data by finding the intercepts with the horizontal line drawn.
Plotting the light intensity parameter values γ against t 1/2 obtained in the system yields the plot shown in Fig. 9 . This plot suggests a relationship between t 1/2 and γ shown in Eq. 2. Each point in this plot is averaged over 100 separate runs, and the error bars represent the standard deviations of the points.
The data suggests good agreement with a power law of the form:
The negative slope in the plot shown in Fig. 9 suggests m = −0.26 ± 0.02 and c = 5.34 ± 0.09. This suggests that while adding more light (presumably at a cost that grows linearly) does not yield linearly improved harvest times and in fact shows a diminishing return of adding light intensity levels.
It is also interesting to consider the light penetration Figure 9 . log-log Plot of the brightness scale parameter (γ) against the time steps taken to reach a fill fraction of 0.5 (t 1/2 ). Figure 10 . Plot of the (β) exponent against the time taken to reach t = t 1/2 = 0.5. Here, each point is averaged over 100 independent runs, and error bars represent standard deviations. The γ value for these runs was 0.032.
decay parameter β which is governed by how well light penetrates the wall of the reactor vessel and also how transparent the growth medium is. This might likely be related to its purity and therefore would imply greater cost of feed stock with greater purity. The data of Fig. 10 appears to show a linear relationship between the decay exponent and time taken to reach t 1/2 . It would seem that the more transparent the medium is, the faster t 1/2 will be reached. Theoretically there would be a lower limit on β dictated by available materials and financial cost. It is also important to account for overillumination, especially in freshly inoculated cultures. Figure 11 . Log-log plot of the (β) exponent vs the time steps taken to reach t = t 1/2 = 0.5.
Discussion
The amalgamation of the PSF model and the Kawasaki model appear to give good realism in our simulation of a bubble-column photobioreactor. The simulation still requires several parameters to be set, however. Examining growth kinetics using intensity and light penetration decay parameters and a half-fill-time methodology sheds some light on the simulation. Before this can be used for extrapolation, we must improve upon realism and validate the model against actual bio and economic properties. We anticipate that data-mining in an appropriate dataset would give more realistic parameter values and allow for model validation against bio properties. Economic data is more difficult to obtain and it is unclear what relationships are appropriate for light cost and material purity cost without knowledge of a more specific bioreactor design and specific stock materials costs.
At this point, we have achieved a preliminary approximation of a real photobioreactor and have seen the importance of simulating a large number of individual agents. The spatial fluctuations observed require a large system size to develop and interact appropriately in a manner that allows extrapolation to macroscopic scales.
The error bars in these figures are based on 1 √ N σ where N = 100 is the number of independent samples. As can be seen from the noise in the plots, this converges slowly and there is still significant uncertainty in the individual simulated values of t 1/2 (β, γ). Despite using a system size of up to 1024 2 ≈ 10 6 individual agents, with the 10 sample point injection pattern, there is clearly still considerable uncertainty in the data. Larger simulation sizes are feasible using a cluster of GPU-accelerated compute nodes.
We have disregarded nutrient distribution throughout the culture medium. Even if the culture medium was well mixed and consisted of an effective nutrient mixture, it may still affect growth kinetics. In addition, bubbling CO 2 through the medium will also move cells around and aggravate illumination history on cells. There is scope to develop the detailed model further to accommodate this. A simple approximation may be to introduce another species in the simulation which does not cause cell division.
Conclusion
We have developed a semi-realistic model of a photobioreactor with light intensity and penetrative control parameters. We have incorporated a detailed agent based model behaviour into simulations of a large (≈ 10 6 ) number of individual microscopic bio-agents and have shown how bulk measurements on the growth and particular the fill fraction can be modelled using power laws.
We have seen the need for large numbers of agents to adequately sample multi length and time scales and found that the model can be made computationally feasible using the data parallelism available through use of Graphical Processing Units. There is further scope to scale the model size and simulation time up further which would make it feasible to experiment with other control parameters in addition to the intensity and penetration length.
Ignored across the dynamics of the simulation is the distribution and introduction of nutrients from feeding lines. While light intensity and penetration is an extremely important facet of microalgae cultivation, nutrients are still very much essential in autotrophic conditions. This may not be trivial to introduce in a lattice-based model, especially considering the characteristics of nutrients bubbling through the medium. A spatial simulation may be more appropriate.
In conclusion, we have taken a step towards a more realistic model than would arise from simple Kawasaki diffusion behaviour, but there is room for improvement. The agents follow a Markov chain with approximated probabilities from state to state. The fact that we attain complex spatial growth patterns that nevertheless can be modelled in the bulk suggests it is worthwhile attempting to link real vessel and bio stock parameters to the model.
