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We test the cosmological implications of a varying absolute magnitude of Type Ia supernovae us-
ing the Pantheon compilation, by reconstructing different phenomenological approaches that could
justify a varying absolute magnitude, but also approaches based on cosmic voids, modified gravity
models and a binning scheme. In all the cases considered in this work, we find good agreement with
the expected values of the standard ΛCDM model and no evidence of new physics.
I. INTRODUCTION
One of the main problems in cosmology is to under-
stand the apparent late-time acceleration of the Universe,
first evidenced by the supernova surveys at the end of the
previous century [1, 2] and then by other experiments [3–
5]. Within the standard cosmological principle, i.e. that
the Universe is nearly isotropic and homogeneous, a com-
ponent with a negative pressure p < −ρ/3 is required to
drive the accelerated expansion, usually dubbed dark en-
ergy. However, several key questions about the nature
of dark energy and why it should start to dominate the
overall energy density just now, currently remain unan-
swered [6]. A completely different approach postulates
that gravity needs to be modified at sufficiently large
scales such that the late time acceleration is only appar-
ent [7–11] or that dark matter and dark energy may ex-
hibit common features [12, 13]. Finally, a third approach
even rejects the assumption of homogeneity and isotropy
of the Universe and the dimming in the luminosity of the
supernovae is attributed to the non-homogeneous struc-
tures in the Universe [14].
Current limits on the late time expansion of the Uni-
verse mainly come from distance measurements via two
methods: 1) standard candles, i.e. objects whose intrin-
sic luminosity can be considered as known, 2) standard
rules, i.e. features whose comoving size is known. A
typical example of the standard candles are the Type
Ia Supernovae (SNIa), which are considered to be stan-
dardizable candles, because their astrophysical processes
are known and hence their intrinsic luminosity can be
inferred.
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However, there is a recent claim that the SNIa might
not be good standardizable candles after all. In Ref. [15]
(see also [16, 17]), the authors examined whether the ab-
solute magnitude (hereafter MB) of SNIa could change
with host morphology, host mass, and local star forma-
tion rate, finding a significant correlation with the stel-
lar population age. This suggests a redshift evolution of
their intrinsic luminosity in a manner that could mimic
dark energy, thus challenging the core assumption of the
SNIa. Such a result, if validated, could strengthen the
claims that the evidence for cosmic acceleration is not
robust yet, as discussed in [18–20] - and disputed by [21–
23]. However, other recent analyses reported no further
evidence for the SNIa intrinsic luminosity evolution [24–
29].
Therefore, it is crucial to determine whether the SNIa
are reliable standard candles or they are affected by yet
unresolved systematics. One possible approach would be
to directly fit the SNIa absolute magnitude in different
redshift bins, so we can examine whether there is any
hint at a significant fluctuation of its expected value in
any redshift range. A similar idea was pursued in [25],
where the authors performed an MCMC analysis on the
SNIa light curve parameters in different redshift bins, and
using different background cosmologies - besides a non-
parametric approach to reconstruct the observed distance
modulus of SN Ia. They obtained consistent results with
all dark energy models except for the MB, since it shifts
the distance moduli by a constant amount and thus can-
not be constrained.
In this paper we analyse the cosmological implications
of an absolute magnitude MB which could vary with
respect to the redshift. Rather than looking for astro-
physical effects or other systematics that may affect MB,
as in [15], we carry out empirical analyses directly on
the SNIa observations to check whether the data favours
any significant redshift evolution of MB. We consider a
plethora of very different approaches such as a Taylor
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2expansion of the absolute magnitude, modified gravity
models, non-homogeneous models and lastly, direct data
binning. The goal of this work is: if the absolute magni-
tude was varying with redshift, which cosmological model
would be favoured? Anticipating the result, we did not
find any evidence towards new physics when the absolute
magnitude of SNIa is allowed to be redshift dependent.
The paper is organised as followed: in Section II we re-
port the basic equation for the cosmological models that
will be tested against the observations, in Section III are
listed the different cases, in Section IV we present the
analysis and the results found, and we conclude in Sec-
tion V.
II. THEORY
Here we review the basic equations and notation for
the background evolution for the different cosmological
models we consider in our analysis.
A. Standard dark energy models
Assuming general relativitiy (GR) and the Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) Universe, the Hub-
ble parameter for matter and dark energy can be written
as
H2(z)
H20
= Ωm,0(1 + z)
3 + (1−Ωm,0)(1 + z)3(1+wˆ(z)) , (1)
which is valid for a flat Universe and a generic dark en-
ergy model with an equation of state:
wˆ(z) =
1
ln(1 + z)
∫ z
0
w(z′)
1 + z′
dz′ (2)
w(z) ≡ pDE(z)/ρDE(z) . (3)
where ρDE and pDE are the density and pressure of dark
energy, respectively. If we fix w = −1 then we recover the
cosmological constant model ΛCDM, while if we leave w
free but constant, we recover the wCDM model.
The absolute magnitude MB is related to the loga-
rithm of the luminosity, while the apparent magnitude
m is related to the flux received. Absolute and apparent
magnitude are related to the luminosity distance via the
relation:
µth = m−MB = 5 log10DL(z) + 25, (4)
where µth is the distance modulus. The luminosity dis-
tance DL(z) is connected to the cosmological model and
the Hubble parameter via
DL(z) =
c
H0
(1 + z)
∫ z
0
dz′
h(z′)
=
c
H0
dL(z) , (5)
where we expressed the Hubble parameter as H2(z) =
H20 h
2(z) and dL(z) is the dimensionless luminosity dis-
tance. If the absolute magnitude MB is known, then
the luminosity distance can be derived from Eq. (4) once
the relative magnitude m is measured. However, Eq. (4)
contains another constant term, i.e. c/H0, which cannot
be completely disentangled from the absolute magnitude
using the SNIa alone. It is, then, convenient to rewrite
Eq. (4) in such a way that this constant is absorbed. Do-
ing so, we find H0 is degenerate with MB and we have:
M = 25 + 5 log10(c/H0) +MB , (6)
which is the only parameter that can be directly con-
strained from observations, rather than MB.
Usually,M is assumed to be a constant parameter be-
cause all the quantities entering into the above expression
are assumed to be constant in GR. However, in this work
we will break this assumption and we will allow M to
vary with the redshift. This dependence might come from
a more complex relation between the absolute magnitude
MB and the environment of the host galaxy, inhomoge-
neous cosmological models such as e.g. the Lemaˆıtre-
Tolman-Bondi (LTB) models, or even modified gravity
models, as we will describe in what follows.
Finally, the theoretical distance modulus is given by
µth(z) =M(z) + 5 log10 dL(z) , (7)
where dL(z) is the dimensionless luminosity distance
given in Eq. (5), and M(z) represents our new modified
magnitude relation.
We often prefer not to make strong assumptions on the
absolute magnitudeM of the SNIa, so it is preferable to
marginalise over M(z) or at least to consider it as an
independent and free parameter, thus we will also report
on this in the next sections.
B. Modified gravity
In modified gravity models in general Newton’s con-
stant GN can be time and scale dependent GN →
Geff(a, k), e.g. see Ref. [30–32]. This evolution not only
affects the large scale (LSS) of the Universe, but also the
peak luminosity of SnIa as the latter is proportional to
the mass of nickel synthesized which is a fixed fraction of
the Chandrasekhar mass MCh varying as MCh ∼ G−3/2eff ,
see Ref. [33], where Geff is the effective Newton’s con-
stant. Therefore, the SnIa peak luminosity varies like
L ∼ G−3/2eff and the corresponding SnIa absolute magni-
tude evolves like [34]
M(z) =M0 + 15
4
log10
Geff
GN
, (8)
where GN is the bare Newton’s constant as measured in a
Cavendish-type experiment andM0 is the absolute mag-
nitude in GR. In the presence of an evolving Newton’s
constant, the luminosity distance also picks up a correc-
tion compared to GR, due to the modified Friedmann
3equation. In order to model this effect in a general man-
ner, we follow Ref. [34] and write the luminosity distance
as:
DL(z) =
c
H0
(1 + z)
∫ z
0
dz′
√
GN
Geff(z′)
1
h(z′)
. (9)
Hence, with this phenomenological approach we can now
imitate a modified gravity model without loss of gener-
ality. Similarly, quantities that depend on the Hubble
parameter, such as the sound horizon
rs(z∗) =
∫ a∗
0
cs
a2H(a)
da
will be rescaled by the same factor, i.e.
H(a)→ H(a)Geff(z
′)
GN
.
In what follows, we will consider two variations of the
Geff parametrization of Ref. [35]. First we consider the
form
Geff(z)
GN
= 1 + ga
(
z
1 + z
)n
− ga
(
z
1 + z
)2n
, (10)
which asymptotes to unity at early and late times, thus
recovering the standard value of the Newton’s constant.
We also consider the form
Geff(z)
GN
= 1 + ga
(
z
1 + z
)n
, (11)
which asymptotes to unity at late times, but at early
times it has the limit Geff(z  1)/GN = 1 + ga, which
implies that ga has to be well within the range ga ∈
[−0.1, 0.1] in order to be consistent with Big Bang Nu-
cleosynthesis (BBN) constraints [36].
However, in some modified gravity theories, e.g. in the
well-known case of f(R), the scalar degree of freedom
may be massive in high densities and small scales, such as
the characteristic scale of a white dwarf. Then the scalar
field becomes so heavy that the effects of the modified
gravity model are screened, thus becoming undetectable.
In a nutshell, this describes the chameleon mechanism,
see for example Ref. [37] and references therein.
As a result, this implies that for phenomena inside the
screened regime, any possible correction to the absolute
magnitude from the modified gravity can be neglected
since Geff ' GN. However, the effect of a modified
Newton’s constant will be essential for models where a
chameleon is absent and here we focus in the latter case
[38].
C. Cosmic voids and the LTB model
Here we briefly describe the Lemaitre-Tolman-Bondi
(LTB) models, which describe a local void. One main dif-
ference with the traditional ΛCDM model and the FLRW
metric is that most quantities, not only depend on the
cosmic time, but also on the radial distance r. Specif-
ically, these models can be fully defined by the matter
density Ωm(r) and the Hubble expansion rate H(r), for
which we use the constrained GBH parametrization of
Ref. [39]
Ωm(r) = (Ωin − Ωout) 1− tanh [(r − r0)/2∆r]
1 + tanh [r0/2∆r]
+
+ Ωout , (12)
H0(r) = H0
(
1
Ωk(r)
−
− Ωm(r)√
Ωk(r)3
sinh−1
√
Ωk(r)
Ωm(r)
)
, (13)
where Ωk(r) = 1 − Ωm(r), Ωout is the value of the
matter density at infinity, Ωin is the value of the matter
density at the center of the void, r0 is the size of
the void, while ∆r is a scale that characterises the
transition to uniformity. While the LTB model predicts
no intrinsic evolution of the absolute magnitude, we also
consider it in order to test for any effects of voids in the
determination of M.
III. EVOLUTION OF THE ABSOLUTE
MAGNITUDE
In order to test for a possibly evolving absolute mag-
nitude M, we will consider a plethora of different sce-
narios, ranging from Taylor expansions of M(z), to bin-
ning, the effects of modified gravity or a cosmic void as
parametrized via the LTB model.
First, we start with the expansions around z = 0, for
which we assume that the absolute magnitude is depen-
dent on redshift through
M(z) = M0 +M1 · f(z), (14)
where the function f(z) needs to be defined. In what
follows, we consider the four different phenomenological
scenarios for f(z):
• Model 1 f(z) = z/(4z + 1), a CPL model that
does not grow as fast at high redshifts in order to
match the Hubble residual diagram in [15],
• Model 2 f(z) = z, a first order Taylor expansion
around z = 0, in order to test deviations at small
redshifts,
• Model 3 f(z) = (z/(1 + z))α, a generalized CPL-
like model, where the coefficient α controls the
growth of the absolute magnitude,
• Model 4 f(z) = exp(αz) with α a free parameter,
motivated by the evolution model of Ref. [15] and
references there-in.
4It is clear that the phenomenological models reported
above are meant to capture possible astrophysical ef-
fects or systematics in the data. However, the idea is to
consider these variation on the absolute magnitude and
study their implications to the cosmological analysis.
Our second approach is to consider the modification of
the absolute magnitude due to modification of gravity. In
particular, we consider two different scenarios based on
generic modifications of GR and an evolving Newton’s
constant, where the luminosity distance is modified in
accordance with Eq. (9), while the absolute magnitude
has an extra correction as in Eq. (8). Specifically, we
consider the models:
• Model 5 Geff(z) given by Eq. (10).
• Model 6 Geff(z) given by Eq. (11).
We also consider the effects of a void centered at us, as
modeled by the LTB model
• Model 7 The LTB using the GBH parameteriza-
tion for the matter density profile Ωm(r) given by
the GBH model of Eq. 12, see Ref. [39].
Finally, as a last model independent method, we bin di-
rectly the data, using two different schemes:
• Binning scheme 1: we assume Ωm,0 constant in
redshift and we bin only Mi.
• Binning scheme 2: we bin pairs of Ωm,0 −Mi.
In the following sections we will describe the data we
use and present our constraints of the aforementioned
models.
IV. ANALYSIS AND RESULTS
Here we discuss our methodology for analysis the SnIa
data and the result we obtained for the models mentioned
in Sec. III. In particular, we will present the explicit likeli-
hoods used in the minimization or the particular binning
techniques.
The data used in this work is the Pantheon catalog
which contains 1048 points [40] given as
µobs = m
?
B − (MB − αX1 − βC) , (15)
which correspond to light-curve parameters, the observed
B-band peak magnitude (m?B), the stretching of the
light curve (X1), and the SN color at maximum bright-
ness (C). MB, α, and β are hyperparameters that are
marginalised over when performing cosmological model
inferences, i.e., nuisance parameters.
Finally, it should be noted that the data as we use
them here in the form of the distance modulus, have been
derived making mild model assumptions [40]. A more
complete analysis would be to consider directly the light
of curves of the SNIa, which contain information on the
astrophysical parameters of the stretch and the color, and
perform the same analysis. However, since we would like
to avoid mixing the astrophysical effects, as codified by
the stretch and the color, we prefer to use the version of
the data where these have been marginalized over.
A. Varying absolute magnitude
Our analysis relies on the likelihood, so we need to
adapt our usual statistical analysis to the variable abso-
lute magnitude models, namely models 1-4. In this case,
we make use of Eq. (14), then the χ2 can be written as
χ2 = DTC−1D (16)
being D = µi − µth(zi) the data vector, µi are the data
in Eqs. (15) and µth is given by Eq. (7). Using index
notation we can write the data vector as
Di = µi − 5 log10 dL(zi) ,
where the superscript refers to the redshift of the data;
then Eq. (16) reads
χ2 =
(Di −M(zi))C−1ij (Dj −M(zj)) . (17)
The quantity M(zi) is the varying absolute magnitude
given in Eq. (14) which contains both M0 and M1.
We can also marginalize over M0 and M1, see also
Appendix A, and the χ2 then becomes:
χ2marg,M = ln
(
AD −H2)+
+
AF 2 +B2D − 2BFH
H2 −AD +
+ E − 2 log(2pi) , (18)
where the terms in the χ2marg,M are given by
A = IiC−1ij I
j
B = DiC−1ij Ij
D = f(zi)C−1ij f(z
j)
E = DiC−1ij Dj
F = DiC−1ij f(zj)
H = IiC−1ij f(z
j) .
In the above expressions, the data must satisfy AD −
H2 > 0 in order for the argument of the logarithm to
be positive, which we find that for the Pantheon data
is always true. For a more detailed derivation of the
marginalized χ2 we refer the interested reader to Ap-
pendix A.
In Tab. I we report the results for the models 1 to 4
marginalizing overM0−M1. The upper part of the table
shows the results when we fix the dark energy equation
of state parameter to its cosmological constant value −1,
whereas in the lower part we allow also w to vary. In
5Ωm,0 w α χ
2
min
ΛCDM 0.299± 0.020 −1 - 1034.7
M1 0.308± 0.059 −1 - 1036.9
M2 0.032± 0.100 −1 - 1039.2
M3 0.242± 0.230 −1 1.758± 0.386 1037.5
M4 0.285± 0.024 −1 1.638± 0.175 1043.1
wCDM 0.314± 0.022 −1.046± 0.054 - 1034.7
M1 0.312± 0.051 −1.030± 0.109 - 1036.9
M2 0.079± 0.092 −0.944± 0.077 - 1039.3
M3 0.214± 0.083 −0.848± 0.142 6.173± 0.336 1031.4
M4 0.173± 0.108 −0.882± 0.185 0.807± 0.165 1040.4
TABLE I: The best fit values for model 1 (M1), model 2
(M2), model 3 (M3) and model 4 (M4) marginalized over
the absolute magnitudesM0 andM1. The results have been
obtained assuming flatness.
M0 M1 Ωm,0 α χ2min
Λ −1.191± 0.011 0 0.299± 0.022 - 1025.6
M1 −1.194± 0.020 0.061± 0.381 0.299± 0.064 - 1025.6
M2 −1.190± 0.013 −0.474± 0.177 0.032± 0.069 - 1024.9
M3 −1.192± 0.016 0.031± 0.462 0.311± 0.188 1 1025.6
M3 −1.195± 0.012 1.204± 0.055 1 1 1025.9
M4 −1.193± 0.570 0.001± 0.579 0.298± 0.287 -1 1025.6
TABLE II: The best fit values for model 1 (M1), model 2
(M2), model 3 (M3) and model 4 (M4) allowing the absolute
magnitudes M0 and M1 free. The model 3 (M3) refers to
M3 where we fix Ωm,0 = 1. The results have been obtained
assuming flatness and fixing the dark energy equation of state
w = −1. Λ refers to the ΛCDM model.
general, the analysis does not point to a favoured model
as the χ2 increases when the model becomes more com-
plex: model 2 and model 4, representing a linear and
an exponential growth of the absolute magnitude, are
rather disfavoured, having very large values of the χ2.
The only exception is model 3 which has χ2min = 1031.45.
However, the best fit values for model 3 are still com-
parable with the ΛCDM model within the 1σ errors.
Model 3 corresponds to a generalized CPL parameter-
ization (z/(1 + z))α, hence a high values of α, like the
one found α ≈ 6, prevents the absolute magnitude to
grow too fast.
We also performed the analysis allowing the absolute
magnitude parametersM0 andM1 to vary together with
the other parameters. Even in this case we do not find
any deviation from the M(z) = const. The results are
reported in Table II. Note that in this case, the values of
the χ2 overall are smaller, due to the different normal-
ization, as we are not marginalizing over M0 −M1.
Ωm,0 ga n χ
2
min
Λ 0.299± 0.022 0 0 1034.73
M5 0.344± 0.155 0.257± 0.858 2 1034.65
M6MD 1 1.676± 0.141 1.259± 0.133 1035.58
M6 0.270± 0.124 −0.130± 0.554 2 1034.68
TABLE III: Constraints on the modified gravity models M5
and M6 given by the Geff expressions of Eqs. (10) and (11),
marginalizing overM0 and assuming flatness. Λ refers to the
ΛCDM model.
B. Modified gravity
Here we discuss the results obtained from the modified
gravity model of Eqs. (10) and (11), which we denoted a
models 5 and 6 respectively. In particular, we show the
best-fit values for Ωm,0, ga and n in Table III. We consider
the cases where both Ωm,0 and ga are free to vary, but
also when Ωm,0 is fixed to unity, thus corresponding to
a matter dominated model (denoted by M6MD in the
table). In Fig. 1 we also show the 1σ and 2σ confidence
contours for the two models: Model 5 (left) and Model 6
(right) panels respectively for n = 2. In both cases, the
contours are in agreement with ga = 0 and GR within
the errors.
As seen, in Table III the analysis finds no deviation
from GR or any preference over the ΛCDM model in
terms of the χ2, even though Model 5 slightly outper-
forms ΛCDM by δχ2 ' 0.1, but at the same time has
one more free parameter.
In this regard, we also consider the combination of
CMB+SnIa+BAO data, in order to examine if these ad-
ditional data sets can provide any further constraining
power. We show the resulting contours in Fig. 2 for the
ΛCDM model and in Fig. 3 for Model 5. We show ex-
plicitly the contours for the different data sets, in order
to highlight their individual constraining power and how
each of them breaks the degeneracies. As seen in Fig. 3,
the total combination of CMB+BAO+SnIa (yellow con-
tour), helps break the degeneracies of the SnIa data and
Ωm,in r [Gpc] ∆r [Gpc] χ
2
min
0.298± 0.007 1.0 0.30 1083.33
0.197± 0.008 1.5 0.45 1046.16
0.156± 0.005 1.8 0.54 1041.43
0.200± 0.004 2.0 0.60 1049.99
TABLE IV: The best-fit parameters assuming the LTB model
with a void centered at us, marginalizing over M0. The
parameters r and ∆r are the size and scale of transition
to uniformity of the void, Ωm,in is the matter density at
the center, while Ωm,out = 1. The comoving void sizes
of r = (1.0, 1.5, 1.8, 2.0)Gpc correspond to redshifts z =
(0.24, 0.37, 0.45, 0.51) in Planck 2018 ΛCDM.
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FIG. 1: Contours for Model 5 (left) and Model 6 (right) for the Geff models given by Eqs. (10) and (11) for n = 2, assuming
SnIa only.
0.25 0.30 0.35
0.022
0.024
0.026
0.028
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0.032
Ωm
Ω bh2 SnIaCMB
BAO
CMB+BAO+SnIa
FIG. 2: Confidence contours in the (Ωm,0,Ωbh
2) parameter
plane for ΛCDM assuming SnIa+CMB+BAO. The dashed
lines correspond Planck.
leads to much tighter constraints with respect to those
of Fig. 1, albeit still consistent with GR.
C. LTB model
Here we present the constraints on the LTB model with
a void centered at us and described by the profiles given
by Eqs. (12) and (13). The best-fit parameters are given
in Table IV, where we marginalize overM0, the parame-
ters r and ∆r are the size and scale of transition to unifor-
mity of the void, Ωm,in is the matter density at the center,
while Ωm,out = 1. We also assume that the comoving
void has a size of r = (1.0, 1.5, 1.8, 2.0)Gpc that corre-
sponds to redshifts z = (0.24, 0.37, 0.45, 0.51) in Planck
2018 ΛCDM. In this case we find that the LTB model
0.30 0.31 0.32 0.33 0.34
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
Ωm
g
a SnIa
CMB
BAO
CMB+BAO+SnIa
FIG. 3: Confidence contours in the (Ωm,0, ga) parameter plane
for Model 5 for the Geff model given by Eqs. (10)for n = 2,
assuming SnIa+CMB+BAO. The dashed lines correspond to
GR and Planck. The BAO contour is outside the plot range
show here.
performs significantly worse than the ΛCDM model with
a δχ2 ∈ [7, 50], thus not being favored by the data. Note
however, that these results depend strongly on the choice
of the particular GBH profile given by Eqs. (12) and
(13). While this profile is the most used in literature,
some other choice might in principle lead to improved
constraints.
D. Binning the data
A different and less model-dependent test consists of
dividing the data in different redshift bins and consid-
ering each bin as an independent data set. In order to
maximise the information in each redshift bin, we decide
72 Bins 3 Bins 4 Bins 5 Bins
Ωm,0 0.29± 0.03 0.3± 0.04 0.32± 0.05 0.36± 0.08
M1 −1.19± 0.01 −1.19± 0.01 −1.19± 0.01 −1.2± 0.02
M2 −1.19± 0.02 −1.19± 0.02 −1.18± 0.02 −1.16± 0.02
M3 - −1.18± 0.03 −1.18± 0.03 −1.18± 0.03
M4 - - −1.17± 0.05 −1.14± 0.04
M5 - - - −1.13± 0.07
χ2min 1025.32 1024.91 1024.41 1017.16
TABLE V: Constraints on the binned absolute magnitudeM
for the first binning strategy. We assume flat ΛCDM model.
2 Bins 3 Bins 4 Bins 5 Bins
Ωm,0 0.32± 0.07 0.23± 0.11 0.06± 0.1 0.04± 0.19
M1 −1.19± 0.02 −1.2± 0.02 −1.22± 0.02 −1.23± 0.02
Ωm,0 0.29± 0.04 0.34± 0.1 0.53± 0.18 0.58± 0.15
M2 −1.2± 0.03 −1.18± 0.04 −1.12± 0.05 −1.11± 0.03
Ωm,0 - 0.32± 0.05 0.16± 0.11 0.9± 0.15
M3 - −1.17± 0.04 −1.26± 0.06 −1.0± 0.05
Ωm,0 - - 0.33± 0.06 0.34± 0.14
M4 - - −1.15± 0.05 −1.15± 0.08
Ωm,0 - - - 0.3± 0.08
M5 - - - −1.18± 0.07
χ2min 1025.13 1024.6 1019.52 1011.32
TABLE VI: Constraints on the binned absolute magnitude
M for the second binning scheme. We assume flat ΛCDM
model.
to adopt the strategy of dividing the full set of SNIa data
in bins with equal number of points. We chose 4 different
binning cases, with N = {2, 3, 4, 5} bins. In detail, the
edges of the bins are (approximated to the second digit):
zbin = {0.01, 0.25, 2.26},
zbin = {0.01, 0.18, 0.34, 2.26},
zbin = {0.01, 0.13, 0.25, 0.42, 2.26},
zbin = {0.01, 0.10, 0.20, 0.30, 0.51, 2.26} .
As mentioned in Sec. III, we consider two different
schemes: the first one consists in assuming that only the
absolute magnitude varies with z and that the matter
density Ωm,0 is constant for all the redshifts; for the sec-
ond scheme, we assume that both Ωm,0 andM vary with
respect to the redshift z.
The first scheme is more conservative because we as-
sume that the underlying cosmological model is still
ΛCDM and the absolute magnitude may vary with red-
shift due to, primarily, astrophysical processes; the sec-
ond binning scheme, instead, has the potential to break
the assumption of homogeneity of the Universe and asso-
ciate the change of the absolute magnitude of the SNIa
to a geometric effect by changing the matter density at
the same time.
In tables V and VI we report the results for the first
and second binning scheme, respectively. For both anal-
yses we assumed a flat ΛCDM model where we fix the
dark energy equation of state parameter w = −1. In
order to make a clear comparison we report the best fit
values in the standard ΛCDM scenario in Table II:
Ωm,0 = 0.29± 0.02 ,
M = −1.19± 0.01 ,
χ2min = 1025.63 .
For the first binning scheme, the value of Ωm,0 does not
change appreciably within 1σ errors; for instance, the
best fit value of Ωm,0 in the 2 bins case is 0.29 ± 0.03,
whereas for the 5 bins case Ωm0 = 0.36 ± 0.08. The
absolute magnitudesMi do not manifest any substantial
change when we increase the number of bins.
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FIG. 4: In the top panel we show the distance modulus for
two different set of values of Ωm,0 −M. In the bottom panel
we show the reduced distance modulus for the second binning
scheme normalised with the best fit of the ΛCDM model
For the second binning scheme, we note that the mat-
ter density Ωm,0 experiences large fluctuations when we
increase the number of bins. Firstly, the value of Ωm,0
decreases as the first bin decreases in width, going from
0.32 if the bin width is ≈ 0.25, to 0.04 when the bin width
is ≈ 0.1. However, considering the 5 bins case, the mat-
ter density increases at z ≈ 0.25 assuming values close
8to unity, whereas it decreases for large redshifts. The
increasing value of the matter density is compensated
by the reducing value of the absolute magnitude. This
peculiar effect is rather an artefact than a feature. The
distance modulus is a function of the luminosity distance:
at the very low redshifts dL(z) is almost insensitive to the
value of the Ωm,0 due to the integral nature of the lumi-
nosity distance; whereas, at high redshifts the luminosity
distance decreases when the matter density increases as
the Universe does not expand fast enough. However, in
order to match the data, the distance modulus can adjust
itself by increasing the value ofM. This is exactly what
happens. A further analysis shows that we can adjust
both Ωm,0 and M to match the data.
In the top panel of Fig. 4 we show the distance modulus
for the two different set of parameters Ωm,0−M: the red
dashed curve has been evaluated assuming a Ωm,0 = 0.3
and M = −1.2 in order to match the best fit found for
ΛCDM, whereas the green dot-dashed line has Ωm,0 = 0.9
and theM = −1 to mimic the best fit found in the second
binning scheme in the third bin. The two curves intersect
around z ≈ 0.25 which is exactly the center of the third
bin (in the 5 bins case). This degeneracy is the responsi-
ble of the best fit found. In the lower panel of Fig. 4 we
show the reduced distance modulus for the second bin-
ning scheme with 5 bins normalised to the ΛCDM. Even
though the best fit values found might point towards a
new appealing physics, the distance modulus is still con-
sistent with ΛCDM well within the 1σ errors. The errors
have been evaluated using a simple propagation errors
technique.
V. CONCLUSIONS
In this paper we consider different methods to account
for a varying absolute magnitude of SNIa over redshifts.
We find that all the models, i.e. phenomenological func-
tions of M(z), modified gravity models and binning of
the data, are still consistent with the ΛCDM model.
In particular, by parameterizing M(z) as a Taylor ex-
pansion and adding two extra parameters M0 and M1,
we obtain results that are very close to the expected val-
ues in the ΛCDM scenario. For model 1 to 4, we perform
the χ2 analysis allowing both M0 and M1 to vary and
marginalizing over them.
For the modified gravity models, i.e. model 5 and
model 6 we detect no deviations from the expected value
of ga = 0 and GR, by considering either the SnIa data
on the their own or in combination with CMB and
BAO observations. On a statistical level, we find how-
ever, that both models are on an equal footing with the
ΛCDM model. On the contrary, in the case of the non-
homogeneous LTB model, i.e. model 7, we find that it
performs significantly worse than the ΛCDM model with
a δχ2 ∈ [7, 50], thus not being favored by the data.
We also bin the data using two different schemes and
four different binning cases. In the first binning scheme
we bin only the absolute magnitude Mi and we do not
find any deviation from the constant M; whereas, for
the second binning scheme we assumed also the matter
density to vary with redshift in order to increase the level
of complexity. We find that there are large fluctuations
in the best fit values of the parameters. However, we also
realise that, with the actual data, it is possible to adjust
the parameters of the models in order to mimic perfectly
the distance modulus. This is reflected clearly in the
top panel of Fig. 4 where we assume two different values
of Ωm,0 and Mi and we show that their corresponding
distance moduli intersect at z ≈ 0.25. This degeneracy
is the responsible for the large fluctuations found point a
degree of freedom on the set Ωm,0−Mi. Finally, a similar
approach of binning the data can be found in [41].
To summarize, we tested whether the absolute mag-
nitude of the Pantheon SNIa data could be redshift de-
pendent due to new physics, by considering several dif-
ferent approaches. Specifically, we considered a plethora
of models ranging from Taylor expansions of the absolute
magnitude, to modified gravity and cosmic void (LTB)
models, but also binning methods. We found that all
cases are consistent with the absolute magnitude being
constant, thus ruling out the possibility it is affected by
new physics.
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Appendix A: Detailed derivation of the SnIa χ2
In this section we report the details of the calculations
of the χ2 used in the analysis, when we have an evolving
absolute magnitude. Our new results are extensions of
the marginalization calculations of [42–46] and those of
Appendix C of Ref. [47]. Then, the full χ2 is given by
χ2 =
(Di −M(zi))C−1ij (Dj −M(zj)) , (A1)
where Cij is the covariance matrix of the data. The above
expression can be expanded in terms of the new data
9vector containing both M0 and M1[Di −M0Ii −M1f(zi)]T C−1ij [Dj −M0Ij −M1f(zj)]
= DiC−1ij Dj −M0DiC−1ij Ij −M1DiC−1ij f(zj)
−M0IiC−1ij Dj +M20IiC−1ij Ij +M0M1IiC−1ij f(zj)
−M1f(zi)C−1ij Dj +M0M1f(zi)C−1ij Ij
+M21f(zi)C−1ij f(zj) (A2)
where Ii is the unit vector, f(zi) is a function vector
evaluated at each redshift of the data sample, Di is the
data vector. Eq. (A2) can be written in a more compact
form as:
χ2 = AM20 − 2M0B +DM21
− 2FM1 + 2M0M1H + E (A3)
where the terms in the χ2 are given by
A = IiC−1ij I
j
B = DiC−1ij Ij
D = f(zi)C−1ij f(z
j)
E = DiC−1ij Dj
F = DiC−1ij f(zj)
H = IiC−1ij f(z
j) .
Now, we are in the position to integrate over M0 and
M1, and we find
χ2marg,M = −2 ln
[∫ ∞
−∞
dM1
∫ ∞
−∞
dM0 exp[−χ2/2]
]
=
AF 2 +B2D − 2BFH
H2 −AD
+ ln
(
AD −H2)+ E − 2 log(2pi) . (A4)
Alternatively, we can also minimize the χ2 given by
Eq.(A3) in terms of (M0,M1). The best-fit parameters
are
M0 = BD − FH
AD −H2 (A5)
M1 = AF −BH
AD −H2 (A6)
and the minimized χ2 is
χ2min =
AF 2 +B2D − 2BFH
H2 −AD + E . (A7)
We notice that χ2marg = χ
2
min +ln
(
AD −H2)−2 log(2pi).
Note that while searching for the minimum for model
3 and model 4, α might assume a value very close to zero,
and as a consequence we have A = D = F = H and the
χ2marg is singular. We can solve this problem by assuming
that if the value of |α| < 0.001 then the marginalized χ2
reduces to the case of M = constant, i.e.
χ2 = E + ln
A
2pi
− B
2
A
.
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FIG. 5: We show the χ2 for the two different binning schemes
and different number of bins. We assume a flat ΛCDM model.
Appendix B: Binning the data
As an interesting test we also increased the number of
bins to understand the behaviour of the χ2 found. In
Tables V and VI the χ2 decreases when the number of
bins increases. Although this behaviour can be easily ex-
plained by the fact that we are increasing the number
of parameters and hence we are overfitting the data. In
Fig. 5 we show only the values of the χ2 for the two bin-
ning schemes considered in this work. As it can be seen,
if the number of bins increases the χ2 start to fluctuate
and it does not decrease monotonically. Something simi-
lar happens if one considers a polynomial with increasing
number of parameters due to overfitting. Then, the χ2
exhibits a very similar behavior, see Fig. 1 (top left) in
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