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Abstract
In this paper we are interested in the controllability completion problem when some as-
sumptions about the graph associated with the specified entries of the partial matrix are made.
We analyze combinatorially and noncombinatorially symmetric partial matrices when their
graphs are cycles or paths. Noncombinatorially symmetric partial matrices with acyclic di-
rected graphs are also studied. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
A matrix A is said to be a partial matrix if some of its entries are known and
the others are unspecified and can be arbitrarily chosen and treated as independent
variables. When the unspecified entries of A are fixed, the obtained matrix is called
a completion of A. The completion obtained by replacing all the unspecified entries
of a partial matrix A by zeros is called the zero completion and denoted A0. A partial
matrix A = [aij ] is said to be combinatorially symmetric when aij is specified if and
only if aji is. A graph GA = (V ,E), whose set of vertices is V = {1, 2, . . . , n} and
the set E is formed by the pairs (i, j) such that the positions (i, j) of A are specified
is called the graph of A.
When A is combinatorially symmetric, its graph GA is nondirected, that is , there
is an edge between vertex i and vertex j if the positions (i, j) and (j, i) are known.
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Otherwise, its graph GA is directed, that is, if the position (i, j) is specified, there
is an arc from vertex i to vertex j in the graph. We always consider that the main
diagonal is specified. If not, we can replace the unspecified entries of the diagonal
by, for example 1’s, although in the graphic representation we never draw the loops.
We recall that a finite sequence of vertices v1v2v3 . . . vk−1vk such that any vertex
appears only once is called a path, and if only the first and the last vertices are the
same it is said to be a cycle.
There is a close relation between the structure of the matrix A and its graph GA.
If A is combinatorially symmetric and GA is a path we can suppose, up to a per-
mutation, that the specified entries of A are the main diagonal, the subdiagonal and
the superdiagonal. If GA is a cycle, the known entries are the same as those in a
path and those in the positions (1, n) and (n, 1). In the case of noncombinatorially
symmetric matrices, if GA is a path, the known entries of A are the main diagonal and
the superdiagonal, and if GA is a cycle, only the entry in the position (n, 1) is added.
We recall that given a matrix A of size n× n and a matrix B of size n×m the
matrix C(A,B) = [B AB A2B . . . An−1B] is said to be the controllability matrix
of the pair (A,B). The pair (A,B) is completely controllable if the above matrix
C(A,B) has full rank.
It is known that if the pair (A,B) is completely controllable and S is an elementary
transformation, the pair (SAS−1, SB) is also completely controllable. We denote, as
usual, the elementary transformation that multiplies the ith row of the identity matrix
by the nonzero scalar α with Ei(α), and the one that adds to the ith row of the identity
matix, the jth row previously multiplied by the scalar α with Eij (α).
In this paper we are interested in the following known completion problem.
Problem 1. Given a partial matrix A of size n× n and a vector b of size n× 1, does
there exist a completionAc of A such that the pair (Ac, b) is completely controllable?
This problem has been analyzed by some authors when A is a partial upper tri-
angular matrix, that is aij is specified if i  j (see [3,4]). Now we study this prob-
lem for partial matrices A with different types of graphs GA. Specifically, Section 2
deals with combinatorially symmetric matrices whose graphs are paths, cycles or, in
general, graphs such that the degree of any of its vertices is less than or equal to 2.
In Section 3 we analyze the noncombinatorially symmetric case obtaining analo-
gous results to those of Section 2. We also study Problem 1 when GA is an acyclic
directed graph.
2. Combinatorially symmetric partial matrices
We begin this section analyzing Problem 1 when A is a combinatorially symmetric
partial matrix whose graph is a cycle. We may assume, without loss of generality, that
this matrix has the following structure:
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A =


a11 a12 x13 . . . x1n−1 a1n
a21 a22 a23 · · · x2n−1 x2n
x31 a32 a33 · · · x3n−1 x3n
...
...
...
...
...
xn−11 xn−12 xn−113 · · · an−1n−1 an−1n
an1 xn2 xn3 · · · ann−1 ann


.
We observe that n  4, as otherwise A is not a partial matrix.
Theorem 2.1. Let A = [aij ] be an n× n combinatorially symmetric partial matrix
such that GA is a nondirected cycle and aii+1 /= 0, i = 1, 2, . . . , n− 1. Let b be
an n× 1 vector and bk its first nonzero coordinate. If k /= 1 and k /= 2, b = e1 or
b = e2, then there exists a completionAc of A such that the pair (Ac, b) is completely
controllable.
Proof. We distinguish two cases, depending on the size of matrix A.
(a) Consider n  5. A new classification is made taking into account the index k
of bk.
(a.1) Suppose k = n. Let A′ be the matrix obtained by replacing in A the en-
tries (n− 1, 1), (n− 1, 2), (n− 2, 1) by 0’s. We define A1 = S1A′S−11 = [a(1)ij ]ni=1,
where S1 = E1n−1(−a1n/an−1n). Note that some of the unspecified entries of A1 are
linear combinations of unspecified entries of A′ and they can be again consider them
as variables. The zero completion of A1, A10 verifies that the pair (A10, b) is com-
pletely controllable, since its controllability matrixC(A10, b) = [cij ] has the follow-
ing meaning entries: cij = 0, j = 1, 2, . . . , n− 1, i = 1, 2, . . . , n− j and cn1 = bn,
cn−h+1h = bnan−1n · · · an−h+1n−h+2, h = 2, 3, . . . , n. ThereforeAc = S−11 A10S1 is
the desired completion.
(a.2) Let k = n− 1. Let A′ be the matrix obtained by replacing the unspecified
entries of the positions (n− 1, 1) and (n− 2, n) by 0’s. By applying the similarity
S1 = Enn−1(−bn/bn−1) to the partial matrix A′ we obtain A1 = [a(1)ij ] and a new
vector b = bn−1en−1.
If a(1)nn−1 /= 0, we complete in A1 the position (n− 3, n) with 0 and the position
(n− 2, 1) with a value α such that α /= a(1)n1 a(1)n−2n−1/a(1)nn−1, and by applying the sim-
ilarity S2 = Enn−2(−a(1)nn−1/a(1)n−2n−1) we transform A1 into a partial matrix A2 =
[a(2)ij ] such that a(2)n1 /= 0. The zero completion of A2 verifies that (A20, bn−1en−1) is
completely controllable.
If a(1)nn−1 = 0 and a(1)n1 /= 0, the zero completion of A1 allows us to obtain the
required completion. Otherwise, we complete in A1 the positions (n− 3, n), (n−
3, n− 1), (n− 4, n) with 0’s and (n− 3, 1)with 1 and apply the similarityEnn−3(1)
to the resulting partial matrix. The zero completion of it provides the desired com-
pletion.
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(a.3) Suppose 4  k < n− 1. Let {j1, j2, . . . , js}, jh  k, h = 1, 2, . . . , s, be the
set of indices such that bjh /= 0, h = 1, 2, . . . , s. Note that it can be the empty set.
LetA′ be the partial matrix obtained by replacing the unspecified entries of the po-
sitions (k, 1), (k, k + 2), . . . , (k, n), (k − 1, k + 1), . . . , (k − 1, n), (k + 1, k + 3),
. . . , (k + 1, n) and (k − 2, k + 1) by 0’s. By applying similarity S1 =∏sh=1 Ejhk
(−bjh/bk) to the partial matrix A′, we obtain the partial matrix A1 = [a(1)ij ] and by
S2 = Ek+1k−1(−a(1)k+1k/a(1)k−1k) we transform A1 into A2 = [a(2)ij ].
If entry a(2)n1 /= 0, we complete the partial matrix A2 with 0’s, and coming back by
similarity we get the desired completion of A.
Otherwise, we consider a nonzero element in position (k − 1, 1) of A2, complete
(k − 2, n) with 0 and apply the similarity matrix Enk−1(−1) to the obtained partial
matrix. The zero completion of the resulting partial matrix leads us to the completion
Ac of A such that (Ac, b) is completely controllable.
(a.4) Suppose k = 3. Now we complete the positions (2, 4), (2, 5), (2, 6), . . . ,
(2, n), (3, 1), (3, 5), (3, 6), . . . , (3, n), and (4, 6), . . . , (4, n) by 0’s. We apply the
previous transformation S1 to the new partial matrix and follow the process described
for e3 in Table 1.
(a.5) When b = e1 and b = e2 we obtain the desired completions following the
steps of Table 1.
(b) We now consider n = 4.
(b.1) If bk is the only nonzero coordinate of b, k ∈ {1, 2, 3, 4}, we get in Table 2
the steps to follow in order to obtain the desired completion of A.
(b.2) Let b = (0, 0, b3, b4)T, b3 /= 0 and b4 /= 0. We denoted a¯43 = a43 + (b4/
b3)(a44 − a33 − (b4/b3)a34). If a¯43 = 0, the desired completion Ac is obtained by
taking x13 = −αa14, x24 = 0, x31 /= a41/α and x42 = αa32 where α = b4/b3, since
the rank of C(Ac, b) is 4 as we can see by applying the similarity E43(−α) to the
pair (Ac, b).
Otherwise, we choose values for the unspecified entries such that the following
conditions are satisfied:
x13 = −αa14,
x24 = β such that a¯23 = a23 + αβ /= 0 and a12 + a¯43a14/a¯23 /= 0,
x42 = αa32 + (a¯43/a¯23)(a22 − a44 + αa34 + a¯43β/a¯23),
x31 = γ such that a41 − αγ − a¯43a21/a¯23 /= 0.
The completion Ac obtained verifies that rank of C(Ac, b) is 4, as we can see by
applying the similarities E42(−a¯43/a¯23) and E43(−α) to Ac. 
Now we are going to analyze Problem 1 when the matrix A is a combinatorially
symmetric partial matrix of size n× n whose graph is a path. We may assume that
A has the following structure:
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Table 1
b n Cases To complete Elementary transformation Cases To complete Elementary transformation To complete
n = 5 a51 /= 0
a21 = 0 zeros
a51 /= 0
a21 /= 0
x52 = 0
x53 = 0
x42 = 0
E25
(−a21
a51
)
zeros
a51 = 0
a21 = 0
x24 = 0
x25 = 0
x14 = 0
E42
(−a43
a23
) x31 = 1
x52 = 1
and zeros
a51 = 0
a21 /= 0
x14 = 0
x24 = 0
x25 = 0
x52 = 1 + a54a32a34
E42
(
a32
a34
)
zeros
e1
an1 /= 0
a21 = 0 zeros
an1 /= 0
a21 /= 0
xn2 = 0
xn3 = 0
xn−12 = 0
E2n
(−a21
an1
)
zeros
n  6 an1 = 0
a21 = 0
x31 = 1
x35 = 0
x25 = 0
x36 = 0
xn2 = 1
E53
(
a43
a45
)
zeros
an1 = 0
a21 /= 0
a21 = 0
xn2 = 1
xn3 = 0
xn4 = 0
xn−13 = 0
x13 = 0
E3n
(−a32
an2
)
zeros
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Table 1 (continued)
b n Cases To complete Elementary transformation Cases To complete Elementary transformation To complete
a32 = 0
a51 = 0
x14 = 0
x24 = 0
x25 = 0
x31 = 0
x35 = 0
E53
(−a54
a34
) x41 = 1
x53 = 1
zeros
n = 5 a32 = 0
a51 /= 0 zeros
a32 /= 0
x53 = (1−a51 )a12a32
x13 = 0
x14 = 0
E31
(−a32
a12
)
zeros
e2 n = 6
x13 = 0
x14 = 0
x63 = 1 + a65a43a45
E31
(−a32
a12
)
a
(1)
n1 = 0
x15 = 0
x25 = 0
x35 = 0
x36 = 0
x31 = 1
E53
(
a
(1)
43
a
(1)
45
)
zeros
a
(1)
n1 /= 0 zeros
n  7
x13 = 0
x14 = 0
xn3 = 1
E31
(−a32
a12
)
a
(1)
n1 = 0
xn5 = 0
x15 = 0
x25 = 0
x35 = 0
x36 = 0
x31 = 1
E53
(
a
(1)
43
a
(1)
45
)
zeros
a
(1)
n1 /= 0 zeros
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Table 1 (continued)
b n Cases To complete Elementary transformation Cases To complete Elementary transformation To complete
a
(1)
51 /= 0 zeros
a
(1)
51 = 0
a
(1)
54 /= 0
x41 = 1 zeros
n = 5
x14 = 0
x24 = 0
x25 = 1
E42
(−a43
a23
) a(1)51 = 0
a
(1)
54 = 0
x35 = 0 E52(α), α /=
a
(1)
12
a
(1)
15
If a(2)51 /= 0 zeros
If a(2)51 = 0 x41 = 1
and zeros
a
(1)
61 = 0
a
(1)
65 /= 0
x41 = 0
x26 = 0
x36 = 0
x46 = 0
E64
(
−a(1)65
a
(1)
45
)
x51 = 1
x64 = 1
and zeros
e3 n = 6
x14 = 0
x24 = 0
x25 = 0
E42
(−a43
a23
) a161 = 0
a165 = 0
x51 = 1
x64 = 1
zeros
a
(1)
61 /= 0 zeros
n  7
x14 = 0
x24 = 0
x25 = 0
E42
(−a43
a23
)
a
(1)
n1 = 0
x16 = 0
x26 = 0
x36 = 0
x46 = 0
x47 = 0
x41 = 1
E64
(
a
(1)
54
a
(1)
56
)
xn4 = 1
and zeros
a
(1)
n1 /= 0 zeros
a a
(1)
ij
and a(2)
ij
are the entries of the matrices obtained by applying the indicated similarity.
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A =


a11 a12 x13 . . . x1n−1 x1n
a21 a22 a23 . . . x2n−1 x2n
x31 a32 a33 . . . x3n−1 x3n
...
...
...
...
...
xn−11 xn−12 xn−113 . . . an−1n−1 an−1n
xn1 xn2 xn3 . . . ann−1 ann


.
In this case the size of the matrix must be greater than or equal to 3, since for n < 3
matrix A is not a partial one.
Theorem 2.2. Let A = [aij ] be an n× n combinatorially symmetric partial matrix
whose graph is a nondirected path and aii+1 /= 0, i = 1, 2, . . . , n− 1. Let b be an
n× 1 vector being bk its first nonzero coordinate. Then there exists a completion Ac
of A such that pair (Ac, b) is completely controllable.
Proof. For n  4 and k  3 this result is a trivial consequence of Theorem 2.1, by
transforming the path into a cycle by replacing x1n and xn1 in a suitable way.
If n  3 and k = 1, 2, we consider the partial matrix A1 = [a(1)ij ] obtained by
replacing all the unspecified entries of the upper triangular part of A by 0’s and by
applying the elementary transformation S1 = Ek+1k(−bk+1/bk) · · ·Enk(−bn/bk) to
the resulting partial matrix, in order to bk is the only nonzero coordinate of b.
Let k = 1. If a(1)21 = 0, the completion A1c, obtained by replacing position (n, 1)
by 1 and the remaining unspecified entries by 0’s, is such that the pair (A1c, b1e1)
is completely controllable. From A1c we obtain Ac. If a
(1)
21 /= 0 and a(1)32 = 0, we
complete the position (n, 2) of A1 with 1 and the remaining unspecified entries with
0’s. Finally, if a(1)32 /= 0, first we apply the elementary transformation E42(a(1)32 /a(1)34 )
to A1 and after replace the position (n, 2) by 1 and the remaining unspecified entries
by 0’s. From the resulting matrix we obtain the desired completion Ac.
Let k = 2. We obtain the partial matrix A2 = [a(2)ij ] by applying the similarity
S2 = E31(a(1)32 /a(1)12 ) to the matrix A1. If in A2 we replace the entry (n, 1) by 1
and the remaining unspecified entries by 0’s, we obtain a completion A2c of A2
such that the pair (A2c, S2b2e2) = (A2c, b2e2) is completely controllable. There-
fore, Ac = S−11 S−12 A2cS2S1 is a completion of A such that the pair (Ac, b) is also
completely controllable.
Finally, if n = 3 and k = 3, the matrix A0 is the desired completion. 
We now extend the above results to matrices A whose graph is such that the degree
of all its vertices is less than or equal to 2. Observe that any partial matrix A of
size n× n whose graph has this characteristic can be transformed by permutation
similarity into a partial matrix partitioned into blocks A = [Aij ]si,j=1, Aij of size
ni × nj , i, j = 1, 2, . . . , s, ∑si=1 ni = n; Aij , i /= j, is totally unspecified and Aii
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Table 2
b Cases To complete Elementary Cases To complete Elementary To complete
transformation transformation
e1 a21 = 0 a41 /= 0 zeros
a41 = 0 x24 = 0 E42
(−a43
a23
) x31 = 1
x42 = 1
x13 = 0
a21 /= 0 a41 /= 0 x24 = 0x31 = 0 E12
(−a11
a21
)
E42
(−a41
a21
)
x13 = 0
x42 variable
a41 = 0 x24 = 0x31 = 0 E12
(−a11
a21
)
x13 = 0
x42 variable
a32 /= 0
x31 = a41 − 1
x42 = a32
x24 = a34a22/a32
E43(−1)E13
(−a12
a32
)
E23
(−a22
a32
)
x13 variable
e2 a32 = 0 x31 = 0x42 = 1 E14
(−a12
a42
)
a
(1)
14 /= 0 E13
(
−a(1)14
a
(1)
34
)
x13 = 1
x24 = 0
a
(1)
14 = 0
x13 = 1
x24 = 0
a43 = 0
x13 = 1
x42 /= −a41a23
E21 (−a23) a(1)21 = 0
x24 = 1
x31 = 0
e3 a
(1)
21 /= 0 E24
(
−a(1)21
a
(1)
41
)
x24 = 1
x31 = 0
a43 /= 0 x13 = 0x42 = 0 E34
(−a33
a43
)
E24
(−a23
a43
)
x31 = 0
x24 variable
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Table 2 (continued)
b Cases To complete Elementary Cases To complete Elementary To complete
transformation transformation
a14 = 0 zeros
e4 a14 /= 0 x13 = 0x24 = 0 E41
(−a44
a14
)
E31
(−a34
a14
) x42 = 0
x31 variable
a a
(1)
ij
are the entries of the matrix obtained by applying the indicated similarity.
b xij variable means that there exists a value to xij such that the controllability matrix has full rank.
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is a matrix of size 1 × 1 or a partial matrix whose graph is a path or a cycle, for
i = 1, 2, . . . , s.
If bk is the first nonzero coordinate of vector b, of size n× 1, we can suppose,
without loss of generality, that 1  k  n1. Otherwise the problem can be trans-
formed by permutation similarity. Moreover, if there exist j diagonal blocks Aii ,
i  2, of size 1 × 1, we can suppose, without loss of generality, that they are the last
j diagonal blocks, As−j+1s−j+1, . . . , Ass .
Theorem 2.3. Let A be an n× n combinatorially symmetric partial matrix parti-
tioned into blocks A = [Aij ]si,j=1, where Aij is of size ni × nj , i, j = 1, 2, . . . , s,
and totally unspecified if i /= j . Suppose that the diagonal blocksAii, i = 2, . . . , s −
t, t  0, have a cycle or a path as associated graph, Aii , i = s − t + 1, . . . , s, are
of size 1 × 1 and A11 can be any of the aforementioned.
Let b be an n× 1 vector and bk its first nonzero coordinate, 1  k  n1, and k 
3 if GA11 is a cycle. If all superdiagonal entries of Aii are nonzero, i = 1, 2, . . . , s −
t, then there exists a completion Ac of A such that the pair (Ac, b) is completely
controllable.
Proof. Firstly, we transform the vector b into a vector where the kth coordinate is the
only nonzero one. In order to cancel coordinates bj , with j = n1 + 1, n1 + 2, . . . , n,
we complete blocksAij , i < j,with 0’s and apply the similarity
∏n
j=n1+1 Ejk(−bj/
bk) and to cancel bj , j = k + 1, . . . , n1, we apply the procedure described in Theo-
rem 2.1 or Theorem 2.2 to the pair (A11, b′), where b′ is the n1 × 1 vector with the
first n1 coordinates of b. The partial matrix obtained is called A1 and the vector is
called b again.
Secondly, in each diagonal blockA1hh , h > 1, of A1 such thatGA1hh is a cycle, we
complete the positions (n1 + n2 + · · · + nh−1 + nh − 1, n1 + n2 + · · · + nh−1 + 1),
(n1 + n2 + · · · + nh−1 + nh − 2, n1 + n2 + · · · + nh−1 + 1) and (n1 + n2 + · · · +
nh−1 + nh − 1, n1 + n2 + · · · + nh−1 + 2), with 0’s and cancel, by similarity, the
entry in the position (n1 + n2 + · · · + nh−1 + 1, n1 + n2 + · · · + nh) by using
the entry in the position (n1 + n2 + · · · + nh − 1, n1 + n2 + · · · + nh). We call A2
the obtained partial matrix.
Finally, we complete the lower triangular part of A2 depending on the structure
of its first diagonal block A211:
(a) A211 is of size 1 × 1. We complete the positions (n2 + 1, 1) and (
∑h
i=1 ni,∑h−2
i=1 ni + 1), h = 3, 4, . . . , s, with 1’s and the remaining unspecified entries with
0’s. The obtained matrix A3 is such that pair (A3, b) is completely controllable.
(b) GA211 is a path. We consider the pair (A211, b¯), where b¯ is the corresponding
vector of size n1 × 1, and apply the procedure described in Theorem 2.2 to this pair
in order to obtain a completion A211c of A211 such that the pair (A211c , b¯) is com-
pletely controllable. The mentioned procedure allows us to assure that there exists
only one zero-row in the submatrix of the controllability matrix C[(A211c , b¯)] lying
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in rows {1, 2, . . . , n1} and columns {1, 2, . . . , n1 − 1}. Let r be the index of this zero-
row. The matrix A3 obtained from A2 by replacing the diagonal block A211 by A211c ,
the positions (n1 + n2, r) and (∑hi=1 ni,∑h−2i=1 ni + 1), h = 3, 4, . . . , s, by 1’s and
the remaining unspecified entries by 0’s is such that the pair (A3, b) is completely
controllable.
(c) GA211 is a cycle. We apply the procedure described in Theorem 2.1 to the pair
(A211, b¯) in order to obtain a completion A211c of A211 such that the pair (A211c , b¯) is
completely controllable. If n1  5, we follow the steps of previous case. If n1 = 4,
consider the submatrices C1 and C2 of the controllability matrix C[(A211c , b¯)] ly-
ing rows {1, 2, 3, 4} and columns {1, 2} and {1, 2, 3}, respectively. The procedure
described in Theorem 2.1 allows us to assure that in C1 = [c(1)ij ] there are two zero
rows of indices r1 and r2, and in C2 = [c(2)ij ] at least one of these rows is nonze-
ro. If c(2)r13 = 0 or c
(2)
r23 = 0, we proceed as in the previous case n  5. Otherwise,
the matrix A3 obtained from A2 by replacing the diagonal block A211 by A211c , the
positions (n1 + n2, r1) and (n1 + n2, r2) by c(2)r23 and −c
(2)
r13, respectively, the posi-
tions (
∑h
i=1 ni,
∑h−2
i=1 ni + 1), h = 3, 4, . . . , s, by 1’s and the remaining unspecified
entries by 0’s is such that the pair (A3, b) is completely controllable.
From A3 we obtain the desired completion Ac. 
Note that if b is a canonical vector, restriction k  3 of the previous theorem can
be dropped.
3. Noncombinatorially symmetric partial matrices
In this section we are going to study Problem 1 for a noncombinatorially symmet-
ric partial matrix A, analyzing the same cases as in Section 2 and the case in which
GA is an acyclic directed graph.
The structure of a noncombinatorially symmetric partial matrix A whose directed
graph is a cycle or a path is, up to a permutation,
A =


a11 a12 x13 . . . x1n−1 x1n
x21 a22 a23 . . . x2n−1 x2n
x31 x32 a33 . . . x3n−1 x3n
...
...
...
...
...
xn−11 xn−12 xn−113 . . . an−1n−1 an−1n
an1 xn2 xn3 . . . xnn−1 ann


,
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or
A =


a11 a12 x13 . . . x1n−1 x1n
x21 a22 a23 . . . x2n−1 x2n
x31 x32 a33 . . . x3n−1 x3n
...
...
...
...
...
xn−11 xn−12 xn−113 . . . an−1n−1 an−1n
xn1 xn2 xn3 . . . xnn−1 ann

 ,
respectively.
We observe that in the first case n  3 and in the second n  2, as otherwise A is
not a partial matrix.
Theorem 3.1. Let A be an n× n, noncombinatorially symmetric partial matrix,
such that its directed graph GA is a cycle and all the superdiagonal entries are
nonzero, and let b be an n× 1 vector with bk its first nonzero coordinate. Then there
exists a completion Ac of A such that the pair (Ac, b) is completely controllable.
Proof. If k  3, this result is a straightforward consequence of Theorem 2.1.
If k = 1, we replace the unspecified entries in the first and the last row by zeros
except the entry xn2 which is replaced by a nonzero α, such that α − a12(bn/b1) /= 0.
We now apply the similarity S =∏nj=2 Ej1(−bj/b1) and we denote by A′ = [a′ij ]
the matrix obtained. If a′n1 /= 0, the zero completion A′0 of A′ is such that the pair
(A′0, b1e1) is completely controllable. The matrix Ac = S−1A′0S is the desired com-
pletion. Otherwise, we replace the unspecified entry of A′ in the position (2, 1) by
1 and the remaining unspecified entries by 0’s. From the obtained matrix A′c we get
Ac.
If k = 2 we distinguish the following cases:
(a) n = 3. The completion Ac is:
(a.1) If b3 = 0,
Ac =

a11 a12 α0 a22 a23
a31 a12 a33

 ,
where α is such that α − a33 + a11 − a31 /= 0.
(a.2) If b3 /= 0,
Ac =

a11 a12 0α a22 a23
a31 β a33

 ,
where a31 − α(b3/b2) /= 0 and β = (a22 − a33)(b3/b2)+ a23(b3/b2)2.
(b) n  4. We replace the unspecified entries xij , with i < j and i = 1, 2, and
x21 by 0’s. Now we apply the similarity S =∏nj=3 Ej2(−bj/b2) and we denote by
A′ = [a′ij ] the partial matrix obtained.
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If a′n1 /= 0, matrix Ac = S−1A′0S is the desired completion. If a′n1 = 0 from the
matrix obtained by replacing in A′ the unspecified entries of the positions (3, 1) and
(n, 3) by 1’s and the remaining unspecified entries by 0’s, we obtain the desired
completion Ac. 
As an immediate consequence of this theorem we have:
Theorem 3.2. Let A be an n× n, noncombinatorially symmetric partial matrix such
that its directed graph GA is a path, and all the entries of the superdiagonal are
nonzero and let b be an n× 1 vector. Then, there exists a completion Ac of A such
that pair (Ac, b) is conpletely controllable.
The following result is a special case of Theorem 2.3.
Theorem 3.3. Let A be an n× n noncombinatorially symmetric partial matrix par-
titioned into blocks A = [Aij ]si,j=1, where Aij is of size ni × nj , i, j = 1, 2, . . . , s,
and totally unspecified if i /= j . The diagonal block Aii, i = 2, . . . , s − t, t  0, has
as associated directed graph a cycle or a path, Aii, i = s − t + 1, . . . , s, are of size
1 × 1 and A11 can be any of those previously mentioned.
Let b be an n× 1 vector and bk its first nonzero coordinate, 1  k  n1. If all
the superdiagonal entries of Aii are nonzero, i = 1, 2, . . . , s − t, then there exists a
completion Ac of A such that pair (Ac, b) is completely controllable.
We now analyze Problem 1 for a noncombinatorially symmetric partial matrix A
such that GA is an acyclic directed graph. In the proof of the next result we use the
following concepts: a partial upper triangular matrixA = [aij ] of size n× n is said to
be lower irreducible if all its k × (n− k) submatrices [aij ]k,ni=1,j=k+1 are nonzero for
k = 1, 2, . . . , n− 1. On the other hand, if G is a directed graph, then the underlying
graph of G is the graph obtained from G by replacing each arc by an undirected
edge joining the same pair of vertices. A directed graph G is weakly connected if the
underlying graph of G is connected.
Theorem 3.4. Let A be an n× n, noncombinatorially symmetric partial matrix
whose graph GA is an acyclic weakly connected graph, and let b be an n× 1 vector.
If there is a vertex j with output degree do(j) = 0 and a vertex h with input degree
di(h) = 0 such that the entry in position (h, j) is unspecified or nonzero, then there
exists a completion Ac of A such that the pair (Ac, b) is completely controllable.
Proof. Since the binary relation R = E(GA) in the set V is such that GR is acyclic,
the topological order algorithm (see [5]) gives a total order relation S that preserves R,
whose minimum element is h and the maximum is j. From the Hasse diagram of S (see
[2]) we obtain a permutation P such that A′ = PAP T has the lower triangular part
unspecified and the upper triangular one formed by unspecified and known entries.
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Consider the pair (A′, Pb). Let A¯ be the partial matrix obtained by completing
the unspecified entries in the upper triangular part of A′ with 0’s, except the element
in position (1, n), which if it is unspecified will be replaced by 1. The matrix A¯ is a
partial upper triangular matrix lower irreducible.
By applying the algorithm of [4] to the pair (A¯, Pb) we obtain a completion A¯c
such that the pair (A¯c, Pb) is completely controllable. The matrix Ac = P TA¯cP is
the desired completion of A. 
If A is a partial matrix such that GA is an acyclic nonweakly connected graph, we
can transform by permutation similarity this matrix into
A′ =


A11 ∗ · · · ∗
∗ A22 · · · ∗
...
...
...
∗ ∗ . . . Ass

 ,
where Aii is of size ni × ni and GAii is an acyclic weakly connected graph, i =
1, 2, . . . , s. This structure allows us to obtain a similar result to Theorem 3.4 without
conditions.
Theorem 3.5. Let A be an n× n, noncombinatorially symmetric partial matrix such
that GA is an acyclic nonweakly connected graph and let b be an n× 1 vector. Then
there exists a completion Ac of A such that pair (Ac, b) is completely controllable.
Proof. Taking into account the previous comment we can assume, without loss of
generality, that matrix A is partitioned into blocks A = [Aij ]si,j=1, where Aij is of
size ni × nj , i, j = 1, 2, . . . , s and such that the associated directed graph of Aii
is acyclic weakly connected, i = 1, 2, . . . , s and the remaining blocks are totally
unspecified.
Let A′ii be the matrix obtained by applying the topological order algorithm to
Aii , i = 1, 2, . . . , s. Now we complete by zeros the unspecified entries of A′ii in the
upper triangular part and call A¯ii the new matrix, for i = 1, 2, . . . , s.
Let A¯ be the partial matrix obtained by replacing in A diagonal blocks Aii by A¯ii ,
i = 1, 2, . . . , s, position (1, n) by 1 and the remaining unspecified entries in its upper
triangular part by 0’s. Since A¯ is a partial upper triangular matrix lower irreducible
we can apply the algorithm of [4] in order to obtain a completion A¯c of A¯ such that
pair (A¯c, b) is completely controllable. From A¯c we obtain Ac. 
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