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Abstract—In this paper, we present INertial Lidar Localisation
Autocalibration And MApping (IN2LAAMA): a probabilistic
framework for localisation, mapping, and extrinsic calibration
based on a 3D-lidar and a 6-DoF-IMU. Most of today’s lidars
collect geometric information about the surrounding environment
by sweeping lasers across their field of view. Consequently, 3D-
points in one lidar scan are acquired at different timestamps.
If the sensor trajectory is not accurately known, the scans are
affected by the phenomenon known as motion distortion. The
proposed method leverages preintegration with a continuous
representation of the inertial measurements to characterise the
system’s motion at any point in time. It enables precise correction
of the motion distortion without relying on any explicit motion
model. The system’s pose, velocity, biases, and time-shift are
estimated via a full batch optimisation that includes automatically
generated loop-closure constraints. The autcalibration and the
registration of lidar data relies on planar and edge features
matched across pairs of scans. The performance of the framework
is validated through simulated and real-data experiments.
Index Terms—Lidar, inertial measurement unit, IMU, locali-
sation, mapping, SLAM, calibration
I. INTRODUCTION
LOCALISATION and mapping is a key component of anyautonomous system operating in unknown or partially
known environments. In a world that relies more and more
on automation and robotics, the need for 3D models of
the environment is increasing at a fast pace. Autonomous
systems navigation is not the only source of demand for 3D
maps. A growing number of fields are gaining interest in
dense and accurate representations especially for monitoring
or inspection operations, and augmented reality purposes. This
manuscript presents a probabilistic framework for localisa-
tion and mapping with targetless extrinsic calibration that
tightly integrates data from a 3D-lidar range scanner and
a 6-DoF-Inertial Measurement Unit (IMU). We have named
this approach INertial Lidar Localisation Autocalibration And
MApping (IN2LAAMA). Fig. 1 shows an example of the
system and multiple views of a map generated with the
proposed method.
In its early days, as shown in [1], localisation of autonomous
vehicles was mainly relying on the knowledge of the position
of beacons in the environment. The same concept is used
by GPS, where multiple satellites orbiting more than twenty
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Lidar
IMU
Fig. 1: Example of map generated with IN2LAAMA in a
staircase. Bottom right is the sensor suite used (Velodyne VLP-
16 lidar and Xsens MTi-3 IMU).
thousands kilometres above our heads serve as beacons. While
GPS provides substantial localisation information in many
outdoor environments worldwide, it cannot be used indoors or
in scenarios where line-of-sight with the satellites cannot be
guaranteed. The non-stoping evolution of lidar technologies
in the past decades permitted great advancements in the
simultaneous localisation and mapping field. Despite providing
crucial information about real-world geometry, nowadays 3D-
lidars still suffer from some drawbacks. Due to its sweeping
mechanism (be it with the help of a spinning mechanism,
actioned mirrors, prisms, etc) a lidar does not take a snapshot
of the environment but progressively scans the surrounding
space. Accurate knowledge of the motion of the sensor during
the sweeps is needed to allow the grouping of the collected
3D-points in consistent scans. Inaccuracies in the trajectory
will introduce motion distortion in the resulting point cloud.
By leveraging inertial data, the proposed method aims to
accurately correct motion distortion in lidar scans without
making explicit assumptions about the system’s motion. In
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Fig. 2: Overview of IN2LAAMA with S the estimated state.
this work, as introduced in [2], the concept of preintegra-
tion ([3], [4]) is used over interpolated IMU measurements.
These generated pseudo-measurements are named Upsampled
Preintegrated Measurements (UPMs) and allow the generation
of inertial data at any time. Gaussian Process (GP) inference
is used for non-parametric probabilistic interpolation. UPMs
inherit all the properties from the original preintegration [3],
which include the independence of the measurements with
respect to the initial pose and velocity conditions.
As for most localisation and mapping frameworks, a front-
end for feature extraction and data association, and a back-end
for state estimation through numerical optimisation are the
two main modules of the proposed framework. Nonetheless,
IN2LAAMA differs from most frameworks as per the tight
relationship between these two major modules. Reliable geo-
metric feature extraction in lidar scans requires the knowledge
of the system’s trajectory to be unaffected by motion distor-
tion. Accurate knowledge of the system’s trajectory relies on
the extraction and association of robust features. To address
this “chicken-and-egg” problem, the features (front-end) are
periodically recomputed according to the last state estimate
(back-end), as shown in the block diagram of Fig. 2.
Our work does not aim at real-time operation but focuses
on accurate 3D mapping given no prior knowledge. Therefore,
an offline batch optimisation framework is proposed here. This
paper extends our previous work on lidar-inertial localisation
and mapping [5]. The key contribution with respect to our
previous work is the use of IMU factors between consecutive
poses and velocities of the estimated state. These additional
constraints in the optimisation generalise the full formulation
of lidar-inertial integration for localisation and mapping and
provide more accurate results. This paper also contains an
extensive analysis of the impact of lidar-inertial fusion in
the presence of inaccurate extrinsic calibration and poorly
modelled inertial data. The second important contribution of
this work is the ability to perform targetless extrinsic cali-
bration between a 3D-lidar and a 6-DoF IMU simultaneously
to localisation and mapping. A simple loop-closure detection
method along with better outlier rejection strategies have been
integrated in the proposed framework.
The remainder of the paper is organised as follows. Section
II discusses related work. The method overview is given in
Section III. The back-end of IN2LAAMA is explained in
Section IV. Section V details the front-end of the method. In
Section VI, we explain implementation details and the strategy
employed for building our optimisation problem. Section VII
presents simulated and real-world experimental results. This
paper comes along a video that shows 3D animations of the
results in real-world scenarios. Finally, conclusion and future
work are discussed in Section VIII.
II. RELATED WORK
Lidar scan geometric registration is the foundation of most
of the laser-based localisation algorithms out there. The intro-
duction of Iterative Closest Points (ICP) [6] and generalised
ICP [7] allowed the estimation of the rigid transformation be-
tween two point clouds. The method presented in [8] estimates
a system trajectory using ICP for frame-to-frame relative poses
estimation, and a pose-graph formulation to correct the drift
inherent to odometry-like frameworks. This method, among
others, does not address the phenomenon of motion distortion
in lidar scans.
Different approaches have been presented in the literature
for state estimation of moving lidar/rolling-shutter sensors. In
[9], the authors extended the 2D standard ICP to account for
the lidar motion during the sweep, based on the assumption of
constant velocity. This assumption about the system motion is
often used in the literature as in [10] and [11]. Both techniques
rely on linear pose-interpolation between control points. In
many real-world scenarios, these motion model assumptions
do not represent the true nature of the system’s motion.
In [12], the authors use a linear combination of temporal
basis functions to represent the state. While providing greater
representability compared to traditional discrete models, the
performances of continuous state estimation frameworks de-
pend on the veracity of the models assumed. Nonetheless,
continuous pose representation, as introduced in [11] or [12],
allows the use of non-synchronised sensors in multi-modal
frameworks.
A probabilistic approach for continuous state estimation is
presented in [13]. In this method, the use of computationally
efficient GP regression over a discrete maximum a posteriori
estimation allows the state variables to be queried at any point
in time. While allowing continuous inference, this method still
relies on discrete state estimation.
To reach real-time operations, techniques like [10] and [14]
consider the correction of motion distortion at the front-end
level and not as part of the estimation problem. In other words,
the prior knowledge of the actual motion is used to undistort
the incoming point clouds, but no other action is conducted
later to improve the distortion correction according to the
new state estimate. With such a strategy, there is a risk of
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accumulating drift due to inaccurate initial conditions. Our
proposed framework constantly revisits the motion distortion
correction all along the estimation process.
While unreliable for long-run motion estimation on their
own, IMUs have been extensively used in combination with
exteroceptive sensors like cameras and lidars to develop
robust multi-modal systems. Initially proposed for visual-
inertial fusion in [3] and [4], the concept of preintegration
allows the pre-processing of inertial measurements for state
estimation. The key idea is to dissociate the acceleration
integration from the initial pose and velocity. By doing so,
the inertial integrations can be computed beforehand and the
resulting pseudo-measurements stay constant during the esti-
mation process, regardless of the linearisation point changes.
In our earlier work on lidar-IMU extrinsic calibration [2],
we extended this concept by considering preintegration over
continuous representation of the inertial data. The UPMs
allow the computation of inertial data at any timestamp and
therefore, enable the characterisation of the system’s motion
during a lidar scan without the use of any explicit motion/state-
model. The localisation and mapping work presented here
leverages the UPMs in a graph-based optimisation framework
that does not rely on any explicit motion model.
The 3D-maps generated in [15] and [16] make use of surfels.
Given dense enough 3D-point clouds, surfels can provide rich
surface information. Various front-end solutions have been
explored in the literature to deal with the sparsity of 3D-data
generated by nowadays lidars. The approach presented in [17]
estimates both the system trajectory and the position of planes
in the environment based on a novel plane representation.
Such formulation reduces the complexity of the optimisation
problem and filters the individual measurements’ noise. But
this method is adapted solely to highly structured environ-
ments. The authors of [18] proposed a lidar feature extraction
method that efficiently detects planes and 3D-lines in struc-
tured environments. Using a specific sampling of lidar scans,
IMLS-SLAM [19] leverage more generic “features”, and can
be used in weakly structured environments. The channel-by-
channel feature extraction introduced in LOAM [10] does not
require the computation of surface information (normals) for
each of the lidar points. Consequently, this approach is suitable
for lidars with lower resolution and inspired our front-end
development.
Most of the localisation and mapping techniques mentioned
above rely on known extrinsic calibration between the different
sensors of the system. Despite the popularity of lidars and
IMUs, the calibration between these sensors has not been
extensively studied. Our previous work [2] proposed a cal-
ibration process based on a simple calibration target (a set
of planes). As a general rule, the use of calibration targets
allows the calibration frameworks to leverage prior knowledge
of the data observed during the calibration recording. For
example, the visual-inertial calibration method presented in
[20] uses a known checkerboard to determine the camera
position. Few problems can arise from the fact of using a
calibration target. The first one is the manufacture of the
target itself. An imprecise target leads to inaccurate calibration
parameters. The second, and maybe the most important issue
in an industrial/commercial context, is the need for a dedicated
calibration procedure with a specific calibration rig. In other
words, it means that a user, or often a qualified operator, needs
to perform a series of pre-defined actions to re-calibrate the
system. Work has been conducted to move toward targetless
calibration procedures in the case of lidar-visual calibration
([21] [22]). Our proposed method follows this line of thought
by allowing targetless extrinsic calibration of a 3D-lidar and a
6-DoF-IMU, thus removing the need for a dedicated calibra-
tion rig/environment/pre-defined actions.
III. METHOD OVERVIEW
A. Notation and definitions
Let us consider a rigidly mounted 3D lidar and a 6-DoF
IMU. The lidar and IMU reference frames at time ti are
respectively noted FtiL and F
ti
I . The relative transformation
between the two sensors is characterised by the rotation matrix
RLI and the translation vector p
L
I . Homogeneous transforma-
tion will be used for the rest of the paper, therefore rotation
matrices and translations/positions will be associated with
4 × 4 transformation matrices with the same combination of
subscripts and superscripts,
Tba =
[
Rba p
b
a
0> 1
]
and Tba
−1
=
[
Rba
> −Rba>pba
0> 1
]
. (1)
The 3D-points xiL provided by the lidar at time ti are projected
form FtiL to F
ti
I using[
xiI
1
]
= TLI
[
xiL
1
]
. (2)
In this work, the lidar points are grouped into M frames.
Note that in the proposed method, a frame corresponds to the
data collected in scan greater than 360-degree as explained in
Section V-C. The points belonging to the mth frame form the
set Xm. Fm is a subset of Xm that represents lidar feature-
points. A feature is a point belonging to a distinctive type of
surface (e.g. plane or edge). The set of feature associations
A contains tuples of 3 or 4 lidar feature-points depending on
whether they are edges or planes respectively.
The 6-DoF-IMU is the combination of a 3-axis accelerome-
ter and a 3-axis gyroscope. Therefore, the inertial data acquired
consists of proper accelerations fi and angular velocities ωi at
time ti (i = 1, . . . , Q). GP regression is used to infer inertial
readings on each IMU DoF independently at any given time t.
The continuous f∗(t) and ω∗(t) readings estimated using GPs
allow the attribution of IMU readings to each of the individual
lidar points.
The proposed method aims to estimate the IMU orientation
RτmW , position p
τm
W and velocity v
τm
W for each lidar frame m =
(0, . . . ,M -1), as well as the IMU biases and the time-shifts
between the two sensors. The subscript W represents the earth-
fixed world reference frame FW , and τm corresponds to the
timestamp at the beginning of the mth lidar frame. Fτm• refers
to the reference frame of the IMU or lidar (as • represents in
this case L or I) at time τm.
In the following, S indicates the state to be estimated:
S = (Rτ0W , · · · ,RτM -1W , pτ1W , · · · ,pτM -1W , vτ0W , · · · ,vτM -1W ,
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I0 I1 I2 I3
Im
fdt0 fdt1 fdt2 fdt3
fdtm
f1 f2 f3
fl1,mfl• : Lidar factor
fdt• : Time-shift factor
f• : IMU, Lidar, and biases factors
Fig. 3: Factor graph representation of the optimisation problem
solved in IN2LAAMA. Im = {RτmW , pτmW , vτmW , bˆmf , bˆmω ,
δˆmt } represents the IMU pose, velocity, biases and time-shift
correction associated to the lidar scan Xm at τm. The factor
fl2,m represents a loop-closure.
bˆ0f , · · · , bˆM -1f , bˆ0ω, · · · , bˆM -1ω , δˆ0t , · · · , δˆM -1t ) with bˆmf , bˆmω ,
and δˆmt the biases and time-shift corrections associated to the
mth lidar frame (more details are given in Section IV-C). In
the case of extrinsic autocalibration, the calibration parameters
TLI are also added to S. The calibration procedure is explained
in Section VI-B.
B. Cost function
The localisation and mapping problem is formulated as a
Maximum Likelihood Estimation (MLE):
S∗ = argmin
S
− log(p(S|Z)) = argmin
S
C(S), (3)
with Z representing the available measurements and C the
optimisation cost function.
Represented as the factor graph in Fig. 3, and under the
assumption of zero-mean Gaussian noise, the estimation can
be solved by minimising geometric distances da associated
with lidar features, inertial residuals rmI , accelerometer biases
residuals rmf , gyroscope biases residuals r
m
ω , and time-shift
residuals rmt . That is
C(S) =
∑
a∈A
‖da‖2Σda+
M−1∑
m=0
‖rmt ‖2Σrmt +
M−1∑
m=1
(
‖rmf ‖2Σrm
f
+‖rmω ‖2Σrmω +‖r
m
I ‖2Σrm
I
)
. (4)
The different components of C(S) are detailed in Section IV.
Note that Σ• is the covariance matrix of the variable •.
C. Upsampled Preintegrated Measurement
The proposed framework uses UPMs to accurately address
the problem of motion distortion in lidar scans. We previously
introduced these measurements in [2] based on concepts
originally presented in [3] and [4]. The original idea of
preintegration [3] consists in reducing the size of the state to
estimate by combining IMU measurements between two esti-
mated poses. From acceleration and angular velocities, IMU
readings are naturally combined through integration. Problem
is, as per the physics definition of accelerometer readings,
the integration is computed based on initial conditions, which
become part of the estimated state. In such a configuration,
every modification of the state would require recomputation
of all the integrals. Preintegration allows the computation of
the integrals independently from the initial conditions. In other
words, authors of [4] created a new type of measurements that
remain constant during the estimation process and that links
two consecutive poses of the state.
The original preintegrated measurements, as defined in [4],
are
∆ptiτm =
i−1∑
k=κ
(
∆vtkτm∆tk+
1
2
∆Rtkτm(f(tk−δmt )−bmf )∆tk2
)
∆vtiτm =
i−1∑
k=κ
∆Rtkτm(f(tk−δmt )−bmf )∆tk
∆Rtiτm =
i−1∏
k=κ
Exp
(
(ω(tk−δmt )−bmω )∆tk
)
, (5)
with {κ ∈ N|tκ = τm}, ∆tk = tk+1 − tk, and Exp(.)
the exponential mapping from the axis-angle representations
(so(3)) to rotation matrices (SO(3)) defined as
Exp
(
φ) = I +
sin(‖φ‖)
‖φ‖ φ
∧ +
1− cos(‖φ‖)
‖φ‖2
(
φ∧
)2
, (6)
where φ∧ =
φ1φ2
φ3
∧ =
 0 −φ3 φ2φ3 0 −φ1
−φ2 φ1 0
 . (7)
Then the pose and velocity of the IMU at time ti are
ptiW = p
τm
W + ∆ς
i
mv
τm
W +
1
2
∆ςim
2
g + RτmW ∆p
ti
τm (8)
vtiW = v
τm
W + ∆ς
i
mg + R
τm
W ∆v
ti
τm (9)
RtiW = R
τm
W ∆R
ti
τm , (10)
where g is the known gravity vector in FW and ∆ςim = ti−τm.
The issue addressed by the UPMs is the general asynchro-
nism between the IMU and any other sensor, both in terms
of time-shift and difference of acquisition frequency. For the
lidar-IMU pair, unlike in [3] and [4], the IMU is the low
acquisition frequency sensor. With a rotating lidar moving in
space, each of the points is collected from a different pose.
To constrain the motion during a sweep, inertial data need
to be available at each lidar point’s timestamp. The key idea
of UPMs is to compute a continuous representation of the
inertial data to allow its estimation at any arbitrary timestamp
and therefore enable the computation of preintegrated mea-
surements for each lidar point.
Technically, given raw IMU readings fi and ωi, GP regres-
sion [23] is used to probabilistically infer f∗(t) and ω∗(t) at
any time t. The use of a non-parametric interpolation methods
make the UPMs independent of any explicit motion model.
Multiple regressions are conducted independently for each
IMU measurement DoF with constant mean functions and
isometric Matern covariance functions.
Let us denote sj the jth DoF of the IMU readings to be
interpolated. The mean and variance of sj are computed as
s∗j (t) = k
>
∗ (K + σ
2
sjI)
−1sj, and (11)
σ2sj
∗
(t) = k(t, t)− k>∗ (K + σ2sjI)−1k∗, (12)
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I
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T
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ti
W
T
τm+1
W
TLI T
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Fig. 4: Frames and frame transformations during a sequence of
measurements. FτmI and F
τm
L respectively represent the IMU
and lidar frames at time τm. The gray continuous line arrows
represent the transformations between the different frames.
FW is the world fixed frame. The dotted line shows the use of
upsampled preintegrated measurements to reproject the point
xiL.
with sj being the corresponding vector of training values for
sj , k∗ the cross-correlation between the new sample point t
and the training samples at ti, σ2sj the variance of the Gaussian
noise of the training data, k(., .) the kernel function, and K
the matrix of the covariances evaluated at all pairs of training
samples.
To address the cubic complexity of the GP regression, GPs
are trained with samples in temporal windows aligned with the
lidar frame scanning time (from τm to τm+1). More rigorously,
to infer the IMU readings for each of the points in Xm,
training samples must have a timestamp ti ∈ [τm−o; τm+1+o],
with o a time overlap over the adjacent frames. The hyper-
parameters of the Matern covariance function are optimised
for each of the training windows.
IV. BACK-END
A. Lidar factors
Lidar factors correspond to distance residuals computed
between lidar feature-points and their corresponding feature-
points from other lidar frames. As we will explain in the front-
end section, the set of feature associations A contains tuples
of 3 (point-to-edge constraints) or 4 feature-points (point-to-
plane constraints).
For the lidar factors, point-to-line or point-to-plane distances
are used. The matched points found in A are projected in
the world frame FW using the calibration parameters, UPMs
for each of the points and the current estimates of the IMU
poses and velocities (Fig. 4). Therefore a point xiL ∈ Xm is
projected in FW using (2), (8) and (10),[
xiW
1
]
= TtiWT
L
I
[
xiL
1
]
. (13)
Let us denote an edge association a3 ∈ A. a3 =
{xiL,xjL,xkL} with xiL ∈ Fm, xjL ∈ Fn, xkL ∈ Fo and
n, o 6= m. These points are projected in FW via (13) to get
xiW , x
j
W and x
k
W . The point-to-line distance
da3 =
‖(xiW − xjW )× (xiW − xkW )‖2
‖(xjW − xkW )‖2 (14)
is used as an edge feature residual.
Let us denote a plane association a4 ∈ A. a4 =
{xiL,xjL,xkL,xlL} with xiL ∈ Fm, xjL ∈ Fn, xkL ∈ Fo,
xlL ∈ Fp and n, o, p 6= m. These points are projected in
FW via (13) to get xiW , x
j
W , x
k
W and x
l
W . The point-to-plane
distance
da4 =
(
xiW − xjW
)>((
xjW − xkW
)× (xjW − xlW ))
‖(xjW − xkW )× (xjW − xlW )‖2 (15)
is used as a plane feature residual. As in [2], the variance of
lidar residuals requires the knowledge of the state. Therefore,
the noise propagation needs to be executed regularly during
the optimisation.
B. IMU factors
The IMU factors constitute direct constraints on the
IMU poses and velocities. The associated residual rmI =
[rmIr ; r
m
Iv
; rmIp ] is obtained directly by manipulating (8), (9), and
(10),
rmIp =R
τm
W
>(pτm+1W − pτmW −∆τmvτmW − ∆τm22 g)−∆pτm+1τm
rmIv =R
τm
W
>(vτm+1W − vτmW −∆τmg)−∆vτm+1τm
rmIr =Log
(
∆Rτm+1τm
>RτmW
>Rτm+1W
)
, (16)
with ∆τm = τm+1 − τm.
C. IMU biases and inter-sensor time-shift
The UPMs computation (5) is a function of the accelerome-
ter biases bf , gyroscope biases bω , and inter-sensor time-shift
δt. Unfortunately these values are not perfectly known at the
time of preintegration. In our framework, we modelled the
IMU biases as a Brownian motion as in [20] and the inter-
sensor time-shift as a simple Gaussian. By considering biases
and time-shift locally constant during lidar frames, and by
adopting a first-order expansion as in [4], the UPMs can be
approximated as follow:
∆Rtiτm(bω, δt) ≈∆Rtiτm(b¯mω , δ¯mt )Exp
(
∂∆Rtiτm
∂bω
bˆmω
+
∂∆Rtiτm
∂δt
δˆmt
)
∆vtiτm(bf ,bω, δt) ≈∆vtiτm(b¯mf , b¯mω , δ¯mt ) +
∂∆vtiτm
∂bf
bˆmf
+
∂∆vtiτm
∂bω
bˆmω +
∂∆vtiτm
∂δt
δˆmt
∆ptiτm(bf ,bω, δt) ≈∆ptiτm(b¯mf , b¯mω , δ¯mt ) +
∂∆ptiτm
∂bf
bˆmf
+
∂∆ptiτm
∂bω
bˆmω +
∂∆ptiτm
∂δt
δˆmt ,
(17)
with bmf = b¯
m
f + bˆ
m
f , b
m
ω = b¯
m
ω + bˆ
m
ω , and δ
m
t = δ¯
m
t + δˆ
m
t .
Note that •¯ denotes the prior knowledge of the value at the
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time of preintegration and •ˆ represents the correction. The
residuals
rmf = b¯
m
f + bˆ
m
f − b¯m−1f − bˆm−1f (18)
rmω = b¯
m
ω + bˆ
m
ω − b¯m−1ω − bˆm−1ω (19)
are used in the biases factors to impose the Brownian motion
constraint. The time-shift factor residual is simply rmt = δˆ
m
t
as per the Gaussian noise model.
V. FRONT-END
The front-end of the proposed method aims at populating
the set A of lidar feature-point associations to allow frame-
to-frame and loop closure matching.
A. Feature extraction
This section of the proposed method has been described
in the conference paper [5], but for completeness it is also
described here with additional details.
The vertical resolution of most of today’s lidars has driven
the design of our feature extraction algorithm toward a
channel-by-channel method in a similar way to the one in [10].
The authors of [10] introduced a computationally efficient
smoothness score for feature extraction/classification. While
robust in weakly structured environments and allowing real-
time operations, this score computation is not fully consistent.
For example, points belonging to the same planar surface will
have different smoothness scores despite the same underlying
structure. We propose a feature extraction technique based on
linear regression to consistently describe the surface observed
by the lidar.
Given an N-channel lidar, each lidar scan Xm is split into N
“lines”, Nml (l = 1, · · · , N ), according to the elevation of the
3D-points collected. All the points are given a curvature score.
The curvature computation aims at fitting lines to two subsets
of points adjacent to the point under examination xiL ∈ Nml ,
and then to retrieve the cosine of the angle between these two
lines. The subsets, Li and Ri contain the D previous and
following measurements (to xiL) in Nml .
First, the points need to be reprojected into the lidar frame
at τm (FτmL ) to remove motion distortion according to the best
current estimate of the state S. These reprojected points xiLm
are computed as follow:[
xiLm
1
]
= (TLI )
−1(TτmW )
−1TtiWT
L
I
[
xiL
1
]
. (20)
The curvature scores are computed under the approximation
that around a certain azimuth the consecutively measured 3D-
points belong to the same plane. As shown in Fig. 5, and
given αi the new azimuth of xiLm , the points in Li and Ri
are projected on a plane space around αi
xkPi =|xi+kLm |sin(αi+k − αi), (21)
ykPi =|xi+kLm |cos(αi+k − αi), (22)
with k = −D, · · · , D.
Lidar
Wall
Local
plane
xPi
yPi
Nml
Local plane
α
i-3
-α
i
α
i+
2 -
α
i
|xi-3Lm | |xi+2Lm |
xPi
yPi β
Fig. 5: Geometric feature extraction based on linear regression.
The points around a given azimuth are assumed to belong
to a local plane. On that local plane, linear regressions are
performed considering points in Nml on both sides of the ith
point xiL ∈ Nml independently. The curvature score is equal
to cos(β) with β the angle between the two fitted lines.
XLi =
1 x
−D
Pi
...
...
1 x0Pi
 ,XRi =
1 x
0
Pi
...
...
1 xDPi
 , (23)
YLi =
[
y−DPi · · · y0Pi
]>
and YRi =
[
y0Pi · · · yDPi
]>
group the projected points coordinates according to the two
adjacent subsets Li and Ri. In the rest of this section, •
represents either Li or Ri. A line of slope s• and y-intercept
q• can be fitted to the subset • with[
q• s•
]>
=
(
X>• X•
)−1
X>• Y•, (24)
and an associated unit direction vector can be obtained as
v• =
[
1√
1+s2•
s•√
1+s2•
]>
. (25)
The regression error values
e¯i• =
1
|•|
∑
k|xkL∈•
∣∣∣ykPi − q• − s•xkPi∣∣∣ (26)
ei• = max
k|xkL∈•
(∣∣ykPi − q• − s•xkPi ∣∣) (27)
are used to reject points or to detect border of occlusions as
per Algorithm 1. The score ci = v>LivRi represents the cosine
of the angle between the two fitted lines. As a consequence,
ci is close to 1 when the underlying surface is planar and
decreases with the sharpness of edges.
As in [10], surfaces close to being parallel to the laser beams
are rejected as features. We also use a system of bins and
a maximum number of features per bin on each laser line
to ensure the features are spread over the whole scan. The
points with the highest scores in each of the bins of Nml
are classified as planar points and the lowest scores as edges
according to arbitrarily chosen maximum numbers of features
per bin and thresholds on scores. The edge orientation, inward
(pointing toward the lidar) or outward (point away from the
lidar), can be defined by looking at the values of the regressed
lines’ parameters. All the planar features in Nml with l =
1, · · · , N , are grouped into a set Pm, the inward edges in EmI
and outward edges in EmO . The reader should note that the
feature set (from the back-end section of this paper) Fm =
Pm ∪ EmI ∪ EmO .
SUBMITTED TO IEEE TRANSACTIONS ON ROBOTICS, VOL. XX, NO. X, MONTH YYYY 7
Algorithm 1 Rejection of lidar points as potential feature
according to linear regression errors
Input:
e¯th: Threshold on mean regression error
eth: Threshold on max regression error
e¯iL, e¯
i
R, e
i
L, e
i
R: Regression errors in Li and Ri
Output:
Point rejected: Boolean flag to prevent point of being feature
Point rejected← false
if (e¯iL<e¯th)and(eiL<eth)and(e¯iR<e¯th)and(eiR<eth) then
// Good regression
return
else if ((e¯iL > e¯th)or(eiL > eth))and((e¯iR > e¯th)or(eiR > eth))
then
// None of the regression is reliable
Point rejected← true
else
if ((e¯iL<e¯th)and(eiL<eth)) then
// Left regression OK, border of occlusion ?
Recompute e¯iR and e
i
R based on Ri \ xiL
if (e¯iR>e¯th)or(eiR>eth)or(sRix
1
Pi
+qRi< |xiLm |) then
// Right regression not reliable or border of occlusion
Point rejected← true
else
sRi ← (y1Pi − y0Pi)/(x1Pi −x0Pi) and recompute vRi
end if
else if ((e¯iR<e¯th)and(eiR<eth)) then
// Right regression OK, border of occlusion ?
Recompute e¯iL and e
i
L based on Li \ xiL
if (e¯iL>e¯th)or(eiL>eth)or(sLix
−1
Pi
+qLi< |xiLm |) then
// Left regression not reliable or border of occlusion
Point rejected← true
else
sLi ← (y0Pi −y−1Pi )/(x0Pi −x−1Pi ) and recompute vLi
end if
else
Point rejected← true
end if
end if
B. Feature recomputation
The aforementioned process of feature extraction is compu-
tationally costly and depends on the last estimate of the state S.
IN2LAAMA integrates a way to check the validity of features
without the need to recompute all the linear regressions.
For the moment, let us consider planar features only and
define Nf as the maximum number of planar features selected
per bin during the feature extraction performed on the mth
lidar frame. The set of planar features in the kth bin of the
mth lidar frame is noted Bjm,k with j > 0 corresponding to
the jth time the features of frame m have been computed.
Considering the case j = 1, the scores ci are computed for all
points in Xm. The points are then sorted according to their
score in a decreasing order. Starting from the highest score,
points are added to Bjm,k if their score is above a threshold
and as long as |Bjm,k|< Nf . The algorithm also stores the Nf
next candidates (even if they do not match the threshold) in
the set Cjm,k. Note that the set union of the planar feature bins
Bjm,k is Pm.
In the case of j > 1, typically after an optimisation iteration
of the factor graph the state S changes. The features potentially
A B C
Fig. 6: Different data association strategies between a scan
Xm (dashed line) and its previous scan Xm−1 (plain line).
The top row represents the data association. The bottom is
the results after minimising point-to-plane distances. A uses
360◦ scans with back-association. B uses scans greater than
360◦, with back-association. C extends B with back-and-
forth-association. C ensure consistency of the lidar scans
whereas A and B do not.
need to be recomputed. The score of the points in Bj−1m,k and
Cj−1m,k are recomputed and sorted by decreasing order. The point
selection for the bins is done as if j = 1 but using point
scores from Bj−1m,k ∪ Cj−1m,k and not from Xm. An overlap ratio
of number of features is computed as per
Θj,m =
∣∣∣(⋃
k
Bjm,k
)
∩
(⋃
k
Bj−1m,k
)∣∣∣∣∣∣(⋃
k
Bj−1m,k
)∣∣∣ . (28)
If Θj,m is close to one then Bjm,k ← Bj−1m,k and Cjm,k ← Cj−1m,k .
Otherwise, Bjm,k and Cjm,k are recomputed from Xm as per
the case j = 1. Similar process is used when edge features
are also used.
C. Data association
The proposed scan registration method requires matching
features from frame-to-frame. Feature matching is usually
prone to outliers, thus a robust process for data association
is needed. This section describes the different processes used
in IN2LAAMA for matching and outlier rejection.
1) Feature matching: For a pair of lidar frames i and m,
after reprojecting both frames into FW and for each point of
Pi, the method looks for the 3 nearest neighbours in Pm.
For points in E iI and E iO, only the 2 nearest neighbours are
searched in EmI and EmO respectively. In both cases, to limit
the impact of the measurements’ noise on the point-to-line
and point-to-plane distances used as lidar residuals, the n =
{2, 3} closest points need to be spatially spread over some
minimum distances. The n closest points cannot belong to a
single lidar channel. If the n closest points do not satisfy these
conditions, the subsequent closest points are considered. For
planar feature associations, the collinearity of the 3 points from
Pm is checked. Kd-trees [24] are used for efficient nearest
neighbour searches. The data associations are included in A
as tuples of 3 or 4 as per the type of feature.
To ensure lidar scans’ consistency, the proposed method
considers scans greater than 360◦ (520◦ in our implementa-
tion) and do the data association both from i to m, and from
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m to i. The idea behind these choices is illustrated in Fig. 6
through a 2D example where a lidar moves in a rectangular
room detecting only planar features. In the scenario A, the data
association between scans of 360◦ (or less) does not allow the
correction of the motion distortion in the scans. In the scenario
B, the scans are greater than 360◦ but the lower wall of the
first scan does not appear in any data association. The scenario
C fully constrains the scan consistency correcting the motion
distortion by having both scans greater than 360◦ combined
with back-and-forth data association.
Intuitively the greater the angle swept by a scan is, the
better the scan consistency is, but there is a trade-off with
the execution time. The UPMs’ GP regressions are computed
from the IMU readings that are collected during a lidar scan.
Therefore, larger lidar scans imply cubically longer inference
time as per the O(n3) complexity of GP interpolation.
2) Outliers rejection: To remove outliers from A, matching
points spread over too large areas are disregarded. For planar
features, a more robust outlier detection is implemented by
analysing the patch around the matched feature-points. Con-
sidering a planar point xiW associated with x
j
W , x
k
W , and x
l
W ,
the line-neighbours of each of the 3 matched points from Pm
(Lj , Rj , Lk, Rk, Ll, and Rl) are placed in a set U . If the
points in U do not belong to the plane described by xjW , xkW ,
and xlW , the association is rejected. Formally, an association
is valid if
max
xuW∈U
((
xuW − xjW
)>((
xjW − xkW
)× (xjW − xlW ))
‖(xjW − xkW )× (xjW − xlW )‖2
)
(29)
complies with the lidar range noise.
In cluttered environment, it is still likely that some outliers
pass the aforementioned tests. Thus, a Cauchy loss function is
applied to the lidar residuals in order to attenuate the impact
of the potential remaining outliers on the optimisation.
D. Loop-closure detection
Loop-closures allow localisation and mapping algorithms
to correct the accumulated drift inherent to frame-to-frame
trajectory estimation. In the proposed method, loop-closures
are modelled with additional lidar factors as shown in Fig. 3.
A simple geometric loop-closure detection based on esti-
mated poses proximity has been implemented. In other words,
if two poses are close enough, a lidar factor is built between
these two poses (performing feature matching and adding a
set of residuals to the cost functions). An optional ICP test is
conducted to validate the loop closure.
Commonly used lidars have a 360◦ field-of-view around
the spinning axis (azimuth) but have a narrower angular range
on the other axis (elevation). The nature of that setup results
in big overlaps between scans that have been collected while
the lidar rotates around its spinning axis. On the other hand,
if the lidar rotates around other axes, the geometric data
overlap decreases, making the registration between two scans
more challenging. Therefore, the direct angle between two
orientations cannot be used as part of the proximity metric.
The 360◦ “horizontal” field-of-view of the lidar must be taken
into account.
Let us consider a spinning lidar that sweeps the environment
around the z-axis of its reference frame. The origin of the
frame coincides with the lidar optical centre. The different
metrics used to define the closeness between two lidar frames
FτmL and F
τi
L are as follow:
• dr is the radial distance of the origin of FτiL regarding the
z-axis of FτmL .
• dh is the point-to-plane distance between the origin of
FτiL and the plane formed by the x and y axes of F
τm
L .
• dα is the angle between the z-axes FτiL and F
τm
L when
their origins coincide.
More formally,
dr =
√
xim
2
+ yim
2 (30)
dh = |zim| (31)
cos(dα) = uz
>RLI
>
RτmW
>RtiWR
L
I uz, (32)
with
[
xim y
i
m z
i
m 1
]>
= (TLI )
−1(TτmW )
−1TtiW
[
pLI
1
]
and uz =
[
0 0 1
]>
.
To limit the amount of redundant loop-closures,
IN2LAAMA sets a minimum time between two consecutive
loop-closures as well as a minimum gap time between the
two frames used for closures. The algorithm looks for loop-
closures every time a new frame is added to the factor graph.
The metrics dr, dh, and |cos(dα)| are computed between this
new frame and the previous frames, that satisfy the afore
mentioned time conditions, by order of increasing timestamp.
The first frame that complies with thresholds on the above
metrics is considered as a valid loop-closure candidate.
Optionally, a standard ICP [7] is conducted between the
new frame and frames contained in a time window around
the loop-closure candidate. In this case, the loop-closure is
validated only if the ICP fitness score is below a given value.
The validation of a loop-closure leads to the addition of a
new lidar factor in the factor graph as it can be seen in Fig. 3.
VI. ON THE FACTOR GRAPH AND IMPLEMENTATION
A. Localisation and mapping factor graph
In the absence of trajectory and velocity priors (no GPS,
no odometry, etc.), the factor graph used for state estimation
is built iteratively and optimised as new factors are added to
the cost function. Algorithm 2 shows the proposed strategy.
Intuitively, the first frames need particular attention as per
the initial state is completely unknown when the system is
switched on. Therefore, during the initialisation step, the inte-
gration of any single new frame triggers all, the optimisation of
the state S, the feature recomputation and data association for
every frame already in the graph. Once this initialisation step
is finished, motion-distortion has been removed from the cor-
responding lidar scans. Feature recomputation in these frames
is not needed later in the process (the features are reliable
as computed on distortion-free lidar scans). Only the latest
frames have their features and data association recomputed
as the state S changes. Note that the method still considers
motion distortion in all the frames at all times because UPMs
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are used in the lidar residuals, and the full trajectory is part
of the state S. Integrating IN2LAAMA into a more complex
system that provides reliable prior information (e.g. a robotic
platform with odometry, GPS in outdoor scenarios, etc.), could
reduce significantly the number of iterations needed to build
the factor graph (potentially in one go). The execution time
would be greatly reduced in this case.
Algorithm 2 Factor graph construction and optimisation pro-
cedure
Input:
M : Number of frames in the dataset
Ng: Number of frames to initialise initial conditions
Ne: Number of frames added between each optimisation
Ni: Max number optimisation iterations
Calib: Activate calibration parameters estimation
∆Sthr: State change threshold
Output:
S: State estimate
// Initialisation
F ← Create empty factor graph
for n = 0 : Ng − 1 do
Add frame n and associated factors to F
i← 1
repeat
i← i + 1 and Sprev ← S
S ← Optimise(F )
Check/recompute features in frames 0 to n
until i > Ni or (S − Sprev) < ∆Strh
end for
if Calib then
N ← 1
else
N ← Ne
end if
// End initialisation
for n = Ng : M − 1 do
Add frame n and associated factors to F
if n mod N = 0 or n = M − 1 then
i← 1
repeat
i← i + 1 and Sprev ← S
S ← Optimise(F )
Check/recompute features in frames n−Ne to n
until i > Ni or (S − Sprev) < ∆Strh
end if
Check loop-closure and S ← Optimise(F ) if loop detected
end for
if Calib then
Add TLI to S and i← 1
repeat
i← i + 1 and Sprev ← S
S ← Optimise(F )
Check/recompute features in frames 0 to M − 1
until i > Ni or (S − Sprev) < ∆Strh
end if
B. Calibration factor graph
The localisation and mapping procedure relies on a good
knowledge of TLI . Using inaccurate calibration parameters can
lead to contradicting information in the factor graph. As a
consequence, using the integration of inertial data from the last
estimate of the state provide a prior that drift rapidly. For the
autocalibration procedure, IN2LAAMA runs the localisation
and mapping procedure based on any prior knowledge of
TLI , while performing the optimisation step every time a
new frame is added to the factor graph (cf. N ← 1 in
Algorithm 2). Once the full trajectory is estimated based on the
inaccurate calibration parameters, the calibration parameters
TLI are included as part of the state S to be estimated along
with the different poses, velocities, and bias and time-shift
corrections already in S. Given this new S, the proposed
method iteratively optimises the factor graph and recomputes
features until the estimate converges.
C. Factor balance
Our approach models sensor readings with additive zero-
mean Gaussian noise, and IMU biases with Brownian motion
using noise parameters specified by the manufacturers. These
considerations might not capture the reality accurately. Simi-
larly, using inaccurate extrinsic calibration parameters creates
a gap between reality and the noise models used. These issues
can create contradicting information in the estimation process.
In our previous work [2], we have shown that the global
weight of the lidar factors in the optimisation depends on the
arbitrarily set number of features used per frame. This chosen
number does not necessarily represent the correct confidence
of the lidar registration.
In this current work, we have implemented a weighting
mechanism to individually cap overconfident IMU factors with
respect to their corresponding lidar factors. We chose to limit
the information disparity by capping the IMU-lidar weight
ratio as
Σ−1rmI ← ρm
∑
a∈Am Σ
−1
da
tr(Σ−1rmI )
Σ−1rmI (33)
with ρm = min
(
tr(Σ−1rmI )∑
a∈Am Σ
−1
da
, η
)
, (34)
where Am is the set of lidar constraints between Fm and
Fm+1, and η the capping ratio between IMU and lidar factors.
Note that the number of lidar features used is taken into
account through the summation inAm. Section VII-B provides
an analysis of the impact of this capping ratio in different
scenarios.
D. Bias observability
The inertial navigation community have studied previously
the observability of IMU biases in different estimation frame-
works [25], [26], [27]. It has been proven that in the presence
of inertial data, the biases of the accelerometer are observable
only if the attitude of the system is perfectly known or if the
trajectory contains rotations [28]. If none of this conditions is
satisfied, the estimated state S is not unique. In the case of
lidar-inertial fusion, a lidar alone cannot provide an accurate
global attitude without relying on strong heuristics that are
not desired in generic localisation and mapping frameworks
(e.g. Manhattan world with walls aligned with gravity vec-
tor). Therefore, an extra constraint is needed to tackle the
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problem of translation-only trajectories. The proposed method
overcomes this problem by integrating a simple factor that
penalises the distance between the estimated accelerometer
biases and the null vector.
This additional factor on bˆ0f is added to the factor graph
upon creation. Once the final frame’s factors are added to the
factor graph, the observability constraint is released (weigh
null) and the cost function is minimised. If the magnitude
of the accelerometer biases is far from zero, the constraint
is re-established and the optimisation run again. This strategy
covers the scenarios where the estimation ambiguity is present
only at the start of the trajectory. Note that in the non-
observable cases, the estimated biases and global orientation
are inaccurate but the trajectory, therefore the map, is still
consistent.
E. UPMs and memory
The main attribute of the UPMs is to make precise inertial
data available for each of the points collected by the lidar and
therefore allowing precise motion distortion correction. The
drawbacks of these measurements are the computation time
(due to the GP interpolations and the numerical integration)
and the memory usage. As per the UPMs are relatively slow to
compute, storing them is essential to limit the global execution
time. On the other hand, UPMs need a significant amount
of memory as each UPM is stored on at least 150 floating-
point numbers (preintegrated measurements, covariance ma-
trix, Jacobians for bias and time-shift corrections). Based
on the Velodyne VLP-16 and double-precision floating-point
numbers, it represents a memory consumption of more than
340MB per second of data solely to store the UPMs. To reduce
the memory footprint and make IN2LAAMA executable on
standard computers, only the UPMs associated to the last
NUPM frames are stored. As per the localisation and mapping
procedure shown in Algorithm 2, choosing NUPM equal to
max(Ng, Ne) does not impact the estimation time. However,
this strategy requires the recomputation of all the UPMs to
export the dense map when the estimation process terminates.
VII. EXPERIMENTS AND RESULTS
The proposed framework has been evaluated in simulation
and on real data. Our real-world platform is a self-contained
lidar and IMU sensor suite;
• Velodyne VLP-16, 16-channel (±15 ◦) lidar rotating at
10 Hz with a density of 300k point per second and noise
of ±3 cm.
• Xsens MTi-3, 3-axis accelerometer and 3-axis gyro-
scope sampling at 100Hz with noise of 0.02 m/s2 and
0.097 ◦/s.
The simulated datasets have been generated to match the
characteristics of the above mentioned system moving in a
virtual room constituted of 7 planes. Both the back-end and
front-end of the proposed method are tested and evaluated in
our simulated experiments.
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Fig. 7: Feature score comparison between IN2LAAMA and
[10]. (a) represent the histograms of the score computed by
each method. (b) and (c) show the scan used to generate (a)
and display in red the 100 “most planar” points in each of the
lidar channels according to the two methods. The blue dots
represent the lidar position. (d) and (e) show another scan
collected from a different position.
A. Simulation - Front-end
This subsection discusses the feature extraction of
IN2LAAMA’s front-end. Here we compare our approach with
the front-end of [10]. We show that the feature extraction
process of our method has a consistent behaviour with respect
to the observed surface by using a scoring system invariant
to the lidar viewpoint. In this regard, we have computed the
feature score for each of the points of a simulated scan.
The method presented in this paper computes a score that
represents the cosine of the angle present in a patch. The
higher the score is (with 1 being the maximum value), the
more planar the patch is. In [10], the point score gives an
evaluation of smoothness in a patch but does not correspond
to any particular physical measurement of the actual geometry.
Nonetheless, this score tends to be low in planar patches and
higher in edge-like patches.
Fig. 7(a) shows the histograms of the scores in our simulated
environment. We see in the left column that the scores com-
puted by IN2LAAMA are consistent across the scan as per the
bin around 1 dominates largely the histogram. The zoomed-in
plot (second row) shows the modes associated to the different
edges of the environment. However, with [10]’s scoring system
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(inverse to ours) in the right column of Fig. 7(a), the distinction
of the different types of surface is ambiguous.
The images (b) and (c) of Fig. 7 represent the scan used
for the histograms generation. For each of the channels, the
hundred points with the most planar score (higher score in
ours and lower score in [10]) are shown in red. Fig. 7(d) and
(e) show another scan collected in the same environment but
from a different position. It is clear that IN2LAAMA’s score
computation provides a more consistent feature characterisa-
tion with respect to the actual geometry of the environment.
Having features spread all across the scene leads to better
stability during the estimation process.
B. Simulation - Localisation and mapping
This set-up aims at evaluating different configurations of the
proposed framework for localisation and mapping. The trajec-
tories of the simulated sensor suite have been generated from
sine functions with random frequencies and amplitudes. The
extrinsic calibration between sensors is randomly generated for
each trajectory. The results are evaluated over 10-run Monte
Carlo simulations.
1) Odometry: First, we want to evaluate the advantages of
using IMU factors for odometry-like localisation and mapping
by comparing the accuracy of IN2LAAMA against our previ-
ous work [5]. To do so, we evaluate the localisation accuracy
of IN2LAAMA with and without IMU factors on three sets of
trajectories that have different level of angular velocities. The
loop closure detection is deactivated for these experiments.
Table I displays the trajectories’ parameters as well as the
localisation errors against ground truth. In the case of low
angular velocities (row “Slow”), both [5] and IN2LAAMA
succeed in estimating the system pose. The integration of IMU
factors improve slightly the trajectory estimate. Note that the
presence of higher angular velocities leads to smaller overlap
between lidar scans. Thus, the “Moderate” and “Fast” trajec-
tories contain cases where the overlap between consecutive
scans is not enough for the lidar factors to fully constrain
the frame-to-frame motion. These “degenerated” trajectories
trigger estimation failure of [5] but are correctly handled by
the integration of frame-to-frame IMU factors.
2) Loop-closure: This set-up aims at demonstrating the
ability of the proposed method to perform simultaneous lo-
calisation and mapping (SLAM) by integrating loop closures
in the batch optimisation. A set of simulated trajectories is
generated so that the first and last poses coincide. Table II
shows the localisation results with and without the proposed
loop closure detection method. The numbers show that loop
closures help reducing both the frame-to-frame transformation
error as well as the final pose error.
3) Factor balance: The afore-shown results are computed
with realistic noise added to the simulated data as well as
perfectly known extrinsic calibration. The following set-up has
been designed to discuss the choice of the capping ratio η to
balance the IMU and lidar factors in the estimation process.
As mentioned in Section VI-B, in real data, the sensors do not
always behave as per the manufacturer specifications or noise
models, and the extrinsic calibration might not be accurately
0.2
+/- 0.19
0.12
+/- 0.13
0.071
+/- 0.032
0.061
+/- 0.034
0.074
+/- 0.062
0.1
+/- 0.043
0.22
+/- 0.24
0.082
+/- 0.028
0.17
+/- 0.066
0.12
+/- 0.072
0.12
+/- 0.084
0.11
+/- 0.062
0.2
+/- 0.21
0.17
+/- 0.085
0.25
+/- 0.17
0.19
+/- 0.078
0.14
+/- 0.099
0.19
+/- 0.066
0.23
+/- 0.17
0.29
+/- 0.18
0.18
+/- 0.083
0.19
+/- 0.11
0.25
+/- 0.14
0.23
+/- 0.16
0.2
+/- 0.19
0.4
+/- 0.23
0.21
+/- 0.087
0.28
+/- 0.18
0.32
+/- 0.2
0.3
+/- 0.2
0.21
+/- 0.18
0.46
+/- 0.31
0.4
+/- 0.18
0.42
+/- 0.25
0.46
+/- 0.27
0.49
+/- 0.25
1 1.005 1.01 1.015 1.02 1.03
0.001
0.1
1
5
10
20  0.1
0.15
 0.2
0.25
 0.3
0.35
 0.4
0.45
Acceleration multiplier
Fi
na
l
po
si
tio
n
er
ro
r
(m
)
C
ap
pi
ng
ra
tio
η
(a) Perturbation of accelerometer readings
0.2
+/- 0.19
0.12
+/- 0.13
0.071
+/- 0.032
0.061
+/- 0.034
0.074
+/- 0.062
0.1
+/- 0.043
0.22
+/- 0.21
0.15
+/- 0.12
0.079
+/- 0.042
0.085
+/- 0.062
0.088
+/- 0.078
0.12
+/- 0.11
0.23
+/- 0.2
0.14
+/- 0.094
0.14
+/- 0.043
0.13
+/- 0.056
0.17
+/- 0.11
0.15
+/- 0.041
0.28
+/- 0.22
0.29
+/- 0.19
0.25
+/- 0.076
0.25
+/- 0.082
0.23
+/- 0.098
0.24
+/- 0.088
0.34
+/- 0.23
0.39
+/- 0.16
0.46
+/- 0.13
0.38
+/- 0.17
0.38
+/- 0.15
0.4
+/- 0.14
0.64
+/- 0.35
0.84
+/- 0.36
0.93
+/- 0.37
17
+/- 47
0.87
+/- 0.36
11
+/- 30
0 0.01 0.05 0.1 0.20 0.5
0.001
0.1
1
5
10
20
 2
 4
 6
 8
10
12
14
16
Calibration translation offset (m)
Fi
na
l
po
si
tio
n
er
ro
r
(m
)
C
ap
pi
ng
ra
tio
η
(b) Perturbation of extrinsic calibration (translation)
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(c) Perturbation of extrinsic calibration (rotation)
Fig. 8: Analysis of the capping ratio for different types and
levels of perturbation in a 10-fold Monte Carlo simulation.
The heatmaps represent the final position error in simulated
environments. The set of trajectories used has an average
length of 46.6 m, a mean velocity of 4.77 m/s and a mean
angular velocity of 45.6 ◦/s.
known. These are the two scenarios that we are trying to
emulate in this set-up.
To simulate the case of incorrectly modelled IMU data, we
chose to perturb the IMU sensitivity by simply multiplying
the accelerometer readings by a constant. Fig. 8(a) depicts the
result obtained in the form of a heatmap. The plot shows that
in the absence of perturbation, the system’s accuracy benefits
from “strong” IMU factors. On the other hand, when the
inertial data is perturbed, a high η deteriorates significantly
the results.
For the scenario when the extrinsic calibration is known
inaccurately, we have distinguished two cases; inaccurate
translation pLI and inaccurate rotation R
L
I . We have modelled
these inaccuracies by adding constant offsets on each of the
axes (in Euler angle representation for RLI ). Fig. 8(b) and
8(c) show similar patterns as (a): to maximise the localisation
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Motion type Velocity(m/s)
Angular Vel.
(◦/s) Distance (m)
IMU
factors
Num.
fails
Final
position
error (m)
Final
orientation
error (◦)
Relative
position
error (m)
Relative
orientation
error (◦)
Slow Avg 4.91 Avg 13.3 292.2 ± 22.7 Yes 0 0.21 ± 0.14 0.52 ± 0.27 0.001 ± 1e-3 0.03 ± 3e-3
Max 7.16 Max 19.9 No ([5]) 0 0.38 ± 0.16 2.04 ± 0.81 0.026 ± 5e-3 0.06 ± 1e-2
Moderate Avg 4.83 Avg 46.7 286.9 ± 11.5 Yes 0 0.35 ± 0.33 0.76 ± 0.43 0.003 ± 1e-3 0.04 ± 4e-3
Max 7.19 Max 75.1 No ([5]) 2 0.28 ± 0.17 2.44 ± 1.74 0.033 ± 4e-3 0.07 ± 8e-3
Fast Avg 4.95 Avg 117 294.1 ± 17.9 Yes 0 0.48 ± 0.22 0.75 ± 0.53 0.003 ± 5e-4 0.05 ± 6e-3
Max 7.81 Max 183 No ([5]) 6 0.54 ± 0.26 2.47 ± 0.55 0.045 ± 6e-3 0.09 ± 1e-2
TABLE I: Quantitative results of the odometry set-up in simulated environment (10-run Monte Carlo simulation). The first
four columns describe the dataset characteristics. The following columns show the errors on successful runs against the ground
truth with (IN2LAAMA) and without ([5]) IMU factors.
Loop-
closure
Final
position
error (m)
Final
orientation
error (◦)
Relative
position
error (m)
Relative
orientation
error (◦)
Without 0.0979 ±0.0253
0.368 ±
0.258
0.0010 ±
0.0001
0.0260 ±
0.0018
With 0.0035 ±0.0018
0.024 ±
0.012
0.0008 ±
0.0001
0.0259 ±
0.0019
TABLE II: Quantitative results of trajectory estimation when
integrating loop closures constraints in the factor graph. The
set of trajectories has the following characteristics: mean
distance = 221 m, mean velocity = 3.72 m/s, mean angular
velocity = 8.53 ◦/s.
accuracy, the higher the perturbation is, the lower the capping
ratio should be.
The intuition here is that in the presence of poorly modelled
IMU data or inaccurate extrinsic calibration, it is better to
“trust” the lidar than the IMU. This aligns with the extero-
ceptive nature of lidars against the proprioceptive nature of
IMUs. On the other hand, IMU factors cannot be removed (by
setting η = 0) as some trajectories would not be observable.
From these results, we propose a strategy to select the capping
ratio in-between 1 and 5 for set-ups that provide accurate
and reliable inertial data (high-quality IMUs), and when the
extrinsic calibration is known, or at least, expected to be
reasonable. In the presence of particularly poor IMU readings
(low quality) or inaccurate calibration, the value of η can be
chosen as low as 0.01-0.1.
C. Simulation - Calibration
This set-up aims to evaluate quantitatively the accuracy
of the proposed method when used for extrinsic calibration
between a lidar and an IMU. These series of experiments were
run on a set of trajectories of different durations. Table III
shows the error of the calibration estimates. We can see that the
accuracy of the estimate increase with the length of the dataset.
These results demonstrate similar accuracy as our previous
work [2] that relies on observing a calibration target made of
at least three planes.
D. Real-data - Localisation and mapping
Multiple datasets have been collected with our sensor suite
inside the facilities of the University of Technology Sydney.
These datasets have been made publicly available1. Moreover,
1https://github.com/UTS-CAS/in2laama datasets
Trajectory duration
(s) Translation error (m) Rotation error (
◦)
9.8 0.034 ± 0.027 0.080 ± 0.049
39.2 0.018 ± 0.006 0.049 ± 0.038
59.5 0.015 ± 0.006 0.033 ± 0.013
TABLE III: Quantitative results for extrinsic calibration in
simulated environment.
to demonstrate the versatility of the proposed method, we
have applied IN2LAAMA to the MC2SLAM dataset [29]. This
dataset has been selected because it contains timestamps for
every single lidar point.
As mentioned above, our sensor suite comprises a Velodyne
VLP-16 and a low-cost Xsens MTi-3 IMU. The snark driver2
and the ROS Xsens driver3 were used to collect the lidar and
IMU data respectively. Lidar points and IMU measurements
were logged with their associated timestamps. There is no
explicit hardware or software mechanism for synchronisation
between lidar and IMU data.
Note that in cluttered environments given sparse lidar data
such as data from the VLP-16, the frame-to-frame data associ-
ation of edge features will usually contain outliers that impact
the state estimation. For the results presented in the rest of
this paper, we have opted to use only planar features as the
front-end of IN2LAAMA offers a more robust outlier rejection
strategy for this type of features.
For quantitative comparisons, we chose to use metrics
related to the planarity of planes in the environment as per
none of the datasets used contains ground truth, neither for
the trajectory nor the map. A video that shows 3D animations
of the maps generated in this subsection is attatched to this
manuscript.
1) Indoors: This set-up aims to benchmark IN2LAAMA
against our previous work [5] (no IMU factors) and the
method in [10]. This last technique has been chosen for its
top performance for lidar systems in the KITTI odometry
benchmark [30]. Indoor datasets from two different locations
have been used for this evaluation: in a lab environment and
in a staircase between floors. In both cases, we will show that
the proposed method outperforms both [5] and [10].
2https://github.com/acfr/snark
3http://wiki.ros.org/xsens driver
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Fig. 9: Lab environment map generated with IN2LAAMA.
Dataset Average point-to-plane distance (mm)
(plane used) [10] [5] IN2LAAMA
Lab (floor) 35 41 26
Staircase (wall) 70 37 21
TABLE IV: Quantitative comparison on real-data. The values
shown corresponds to average point-to-plane distance between
map points and the corresponding plane.
Fig. 9 shows the map4 estimated by IN2LAAMA and
Table IV, first row, shows quantitative comparison between
the maps obtained from the different methods. The metric
used is the average point-to-plane distance between the 3D-
lidar points belonging to the ground and the ground plane.
The ground plane is estimated by running a RANSAC-based
plane fitting algorithm [31] on the manually segmented ground
points. In this first dataset, [10] and [5] perform similarly while
the proposed method leads to a slightly more accurate map.
The staircase dataset is more challenging because of the
nature of the motion (dynamic with strong rotations) and
the weak geometric information contained in some of the
collected lidar scans. The maps generated with [10] and [5] are
displayed in Fig. 10 and the one generated with the proposed
method in Fig. 1. Irrespectively, whether it is only to help
motion distortion correction as in [5] or to also fully constrain
the pose-graph optimisation (IN2LAAMA approach), tightly
integrating inertial information in the trajectory estimation
leads to greater mapping accuracy than lidar-only techniques.
The constant velocity motion assumption used in [10] reaches
its limits in this kind of scenarios. To provide again a quan-
titative evaluation of the maps, point-to-plane distances are
computed for points belonging to the same wall across the
different floor levels (red rectangles in Fig. 10). The results
are shown in the second row of Table IV.
Note that our framework uses extra information (IMU read-
ings) in comparison to [10], and the incrementally built batch
optimisation is not running real-time, thus the comparison
is not totally fair. As an example, the staircase trajectory is
4The colours of the maps displayed in this section represent the post-
computed normals of each point (computed using the 100 nearest points).
Excluding some cropping to allow the reader to see inside the mapped
structure, no other post-process have been performed.
(a)
9.
25
m
(b)
9
.2
5
m
Fig. 10: Staircase maps generated with: [10] in (a), [5] in (b).
The red rectangles highlight the wall used for the quantitative
comparison. The map generated by IN2LAAMA is shown in
Fig. 1.
estimated in 14 min on a standard Intel i5 CPU for a data
recording of 35 s, that is 24 times slower than [10]. This run-
time, however, can be hugely decreased by the use of an
accurate prior and therefore reducing the number of batch
optimisation performed. This is considered as part of our
future work.
2) Outdoors: As mentioned above, the front-end of the
proposed method has been designed for highly structured ge-
ometry. While the geometric features used are largely present
in indoor environments, outdoor scenarios pose a challenge
for our feature extraction algorithm.
We have chosen the MC2SLAM dataset [29] to show
the performance of the proposed approach in an outdoor
environment. The data has been acquired by a Velodyne HDL-
32 lidar and its built-in IMU mounted on top of a car that is
driven around a University campus (sequence “campus drive”
of [29]). Fig. 11 shows the map generated by IN2LAAMA
with and whithout loop-closure. The trajectory is 409 m long
and last 85.4 s. The drift accumulated before loop closure is
6.6 ◦ and 12.8 m.
At the start of the dataset, due to the translation-only
trajectory, the accelerometer biases are not observable; the
car is driven in a straight line for few meters (before starting
a series of turns). Without any additional constraint on the
accelerometer biases (Section VI-D) and given wrong initial
orientation (Rτ0W arbitrarily flipped up-side down), the esti-
mated state converges toward wrong biases values (magnitude
of 2g). The extra factor on bˆ0f provides the constraint required
to contain the estimation error on the accelerometer biases
while the lack of motion variation prevents the estimation to
converge toward the true value of the state.
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(a)
160 m
(b)
Fig. 11: Map generated by IN2LAAMA in outdoor environ-
ments (MC2SLAM dataset [29], sequence “campus drive”)
without (a) and with (b) loop closure.
E. Real-data - Calibration
Finally, this set-up aims to evaluate the accuracy of the
extrinsic calibration performed by the proposed framework. To
do so, we have benchmarked our method against a “chained
calibration” using an extra sensor, a global-shutter camera
(Intel Realsense D435). The “chained calibration” computes
IMU-camera and camera-lidar extrinsic calibrations and com-
pound them together to obtain the IMU-lidar geometric trans-
formation. The intrinsic camera calibration has been performed
with RADOCC [32]. The IMU-camera geometric transforma-
tion has been estimated with Kalibr [20]. The camera-lidar
extrinsic calibration is the result of the minimisation of point-
to-plane distances of lidar points belonging to a checkerboard
itself characterised by plane equations in the camera frame.
The evaluation is conducted by running the proposed
method for localisation and mapping based on the calibration
parameters obtained from the two calibration pipelines and
using a capping ratio η equals to 1. The aggressive nature
of the trajectory emphasises the need for good calibration to
estimate an accurate map. In the resulting maps, average point-
to-plane distances are computed between 3D points and the
dominant plane in the scene. The chained calibration lead to a
mean point-to-plane distance of 72 mm while IN2LAAMA’s
map displayed more crispness with a mean point-to-plane
distance of 40 mm.
The quality of the calibration results depend on the quality
of the IMU readings as well as the environment and trajectory
used for calibration. With IN2LAAMA’s front-end being built
upon planar features the trajectory of the lidar need to allow
the frame-to-frame registration of minimum 3 non-coplanar
planes to properly constrain the lidar pose estimation. As
demonstrated in [33], some trajectory types do not lead to
observable calibration parameters. The ideal trajectories are
random paths that stimulate the 6-DoF of the IMU.
VIII. CONCLUSION
This paper introduced INertial Lidar Localisation Autocal-
ibration And MApping; a probabilistic framework for lidar-
inertial localisation, mapping, and extrinsic calibration. The
proposed method aims to deal with the motion distortion
present in lidar scans without the need for an explicit mo-
tion model. The key idea is to use Upsampled Preintegrated
Measurements to allow precise characterisation of the system’s
motion during each lidar scan. The frame-to-frame scan regis-
tration is performed with a full batch on-manifold optimisation
based on point-to-plane, point-to-line, and inertial residuals.
The integration of IMU factors allows us to add robustness
to highly dynamic motion. Extensive experiments have been
conducted to demonstrate the performances of IN2LAAMA
both on simulated and real-world data. A comparison with
the state-of-the-art lidar localisation and mapping algorithm
shows that our method performs better in indoor environments
with challenging trajectories. However, while providing more
accurate results, the current implementation of IN2LAAMA
does not allow real-time operations.
Future work includes the exploration of different strategies
and simplifications to make the method more efficient regard-
ing computation time. We will also investigate the integration
of a more robust and efficient loop closure detection mecha-
nism. Alternative map representations such as using surfels
will be investigated to integrate frame-to-model constraints
in the optimisation and to improve the front-end robustness
regarding weakly structured environments.
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