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Abstract
This paper presents an idea to simplify and relax the stability conditions of
Takagi-Sugeno (T-S) fuzzy systems based on the membership function extrema1.
By considering the distribution of membership functions in a unified member-
ship space, a graphical approach is provided to analyze the conservativeness
of membership-dependent stability conditions. Membership function extrema
are used to construct a simple and tighter convex polyhedron that encloses the
membership trajectory and produces less conservative linear matrix inequal-
ity (LMI) conditions. The cases of both type-1 and interval type-2 T-S fuzzy
systems are considered, and comparison with existing methods is made in the
proposed membership vector framework.
Keywords: Stability analysis, T-S fuzzy system, membership function, convex
polyhedron
1. Introduction
Takagi-Sugeno (T-S) fuzzy model [2] is an efficient mathematical tool for
the analyze and control of complex nonlinear systems [3, 4]. By this model,
∗Corresponding author
Email addresses: xiaozhan.yang@kcl.ac.uk (Xiaozhan Yang),
hak-keung.lam@kcl.ac.uk (Hak-Keung Lam), ligangwu@hit.edu.cn (Ligang Wu)
1Here extrema refers to the collective name of the largest and smallest value of a function
[1].
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the original nonlinear systems can be well represented by several local subsys-
tems combined with their membership functions. Specially for the stability5
problem of nonlinear systems, it can be reduced to the stability analysis of an
equivalent T-S fuzzy model. Basic stability conditions in terms of linear ma-
trix inequalities (LMIs) can be derived based on the Lyapunov stability theory
[5, 6]. In literature, lots of methods have been applied to reduce the analysis
conservativeness [7], for example, the small scale gain theorem in [8], polyno-10
mial Lyapunov function and the sum-of-squares approach in [9], and piecewise
smooth quadratic (PSQ) Lyapunov function approach in [10]. Most of these ob-
tained results membership-independent. It means that, under given conditions,
the T-S fuzzy systems can be always stable regardless of the exact layouts of
their membership functions. However, such kind of conditions should be rela-15
tively conservative since the information in membership functions has not been
considered properly.
An alternative approach on this topic is the membership-dependent stability
analysis [11]. In [12, 13, 14], it has been shown that the information of member-
ship functions can be used to reduce the conservativeness in stability analysis of20
T-S fuzzy systems. Following this approach, different ideas have been proposed
to combine the membership information into stability analysis. Among them,
one idea is to approximate the complex membership functions by some specific
simple functions, for example, staircase function [15], piecewise linear function
[16] and polynomial function [17, 18, 19]. In this way, the original complex mem-25
bership functions can be symbolized by the specific parameters of those simple
functions, making them easier to be applied. Another idea is to characterize the
membership functions by their upper- (or lower-) bounds information [20], and
combine the bounds information into the analysis derivation.
As an extension, the interval type-2 T-S fuzzy model in [21, 22, 23, 24] is pro-30
posed to describe a kind of fuzzy systems with uncertain grades of membership.
This kind of model can be applied as gesture classifier for disorder recognition
[22] and controller for network systems [25]. Generally, the type-2 fuzzy model
achieves better system approximation owning to the additional degree of free-
2
dom provided by the footprint of uncertainty (FOU) in their type-2 fuzzy sets35
[24]. The stability analysis of this model is in general done by using boundary
information of the lower and upper membership functions [5, 26], using piece-
wise linear membership functions and polynomial approximations [27]. Clearly
the stability analysis of interval type-2 fuzzy system will not be a direct exten-
sion of the type-1 case, and both the lower and upper membership functions40
[5] need to be considered. Then how to find a common approach to consider
the membership information for both type-1 and interval type-2 fuzzy system
should be an interesting topic, and the result will also provide better solution
for some practical applications.
Motivated by the above discussion, this paper provides an alternative ap-45
proach to combine the membership information of T-S fuzzy systems into sta-
bility analysis. By analyzing the membership distribution in a unified member-
ship space, it is easy to construct a convex boundary polyhedron of membership
function simply based on the extrema information of each membership func-
tion [28]. And corresponding vertices of such a polyhedron can be used to50
obtain less conservative stability conditions. Compared with existing methods,
this method shows advantage in reducing conservativeness and computational
burden. In addition, there is no need to concern about the dimensions of mem-
bership functions, and the extension to interval type-2 T-S fuzzy systems will
be straightforward. Main contribution of this research can be summarized as:55
1) Using the membership vector space to compare the conservativeness of dif-
ferent membership-dependent LMI stability conditions. 2) Providing a method
to generate less conservative membership dependent LMI stability conditions
simply by the extrema values of membership function.
The rest of this paper is organized as follows. In Section 2, some existing60
membership-dependent stability analysis methods are reviewed, and an alter-
native conservativeness analysis framework is proposed. In Section 3, the main
results about extrema-based stability conditions are introduced. Comparisons
of different methods are provided in Section 4. Following the comparison, in
Section 5, further discussion is provided to analyze the case of partly overlapping65
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of polyhedrons. In the final section, a conclusion is drawn.
Notations. The notations used throughout this paper are fairly standard.
The superscript “T” stands for matrix transposition; Rn denotes the n-dimensional
Euclidean space; N denotes the set of all natural numbers excluding 0; the no-
tation P > 0 (≥ 0) means that P is real symmetric and positive definite (semi-70
definite). Matrices, if their dimensions are not explicitly stated, are assumed to
be compatible for algebraic operations.
2. Problem Formulation and Preliminaries
Here we would like to briefly introduce some existing membership-dependent
methods and summarize their results for comparison. To make it easier to follow,
the main ideas of these methods will be reviewed based on a simple T-S fuzzy
system and a commonly used Lyapunov function, i.e., the quadratic Lyapunov
function. Consider the following T-S fuzzy system
x˙ =
p∑
i=1
hi(x)Aix, (1)
where x ∈ R1×n is the system state, p ∈ R is the number of fuzzy rules, hi(x) :
R1×n → R is the membership function in the i-th rule, Ai ∈ Rn×n is the system75
matrix in the i-th rule. Choose the Lyapunov function as V (t) = xTPx, with
P ∈ Rn×n is a symmetric matrix satisfying P > 0. In the existing research,
there are two effective branches of membership function dependent methods,
namely the membership function approximation methods [15, 16] which consider
the membership information by using alternative similar functions, and the80
membership-bound-dependent method [20] which applies the bound information
of membership function into stability analysis. We start with the introduction
of membership function approximation methods. In this research, we focus on
the analysis of linear matrix inequality (LMI) based conditions, so the staircase
and piecewise linear approximation methods will be reviewed. And after this,85
in the subsequent subsection, the introduction to membership-bound-dependent
4
method will be provided.
2.1. Introduction to the membership function approximation methods
Here the term “membership function approximation” means that, the ac-
tual membership functions in the T-S fuzzy systems will be replaced by the90
alternative functions whose layouts are pretty close to the original ones and
are relatively easier to describe as mathematical expressions. In this way, with
those alternative approximated functions, it will be possible for us to apply their
membership information into the system stability analysis. And the obtained
stability condition will be membership-dependent.95
2.1.1. Approximation idea in the staircase [15] and piecewise linear [16] methods
For both the staircase and piecewise approximation methods, the whole
domain of premise variable x is divided into gridded sub-regions, and in the
i-th dimension of x, these sub-regions are separated by sample points satisfy-
ing xi(t) = x
(τ)
i (τ = 1, 2, · · · , d + 1). The regional approximation of hi(x),100
i = 1, 2, · · · , p, is described by the values of hi(x) at the surrounding sample
points. To make it simple and highlight the main idea, we consider the special
case hi(x) = hi(x1) (i = 1, 2, · · · , p) as an example, which means the member-
ship function is one-dimensional and only depends on x1(t). For the definition
of high-dimensional approximation functions the idea is same, and readers can105
refer to [16] for more details.
Define hˆi(x) as the approximated membership function. For the staircase
approximation, the approximated function in sub-region (x
(τ)
1 , x
(τ+1)
1 ] can be
chosen as any value of hi(x1) (i = 1, 2, · · · , p) in this region. To facilitate the
comparison, without loss of generality, the approximated staircase function is
chosen in the following measure
hˆ
(τ)
i (x1) = µ
−
τ (x1)hi(x
(τ)
1 ) + µ
+
τ (x1)hi(x
(τ+1)
1 ) (2)
for all i = 1, 2, · · · , p, where µ−τ (x1) = e(x
(τ)
1 +x
(τ+1)
1
2 − x1) is a step function
changing value at sub-region center x1 =
x
(τ)
1 +x
(τ+1)
1
2 , µ
+
τ (x1) = 1 − µ−τ (x1) is
5
the counter-part of µ−τ (x1), and e(t) is the step function satisfying e(t) = 1 for
t ≥ 0 and e(t) = 0 for t < 0.110
For the piecewise linear approximation, the approximated function in region
(x
(τ)
1 , x
(τ+1)
1 ] can be expressed as
hˆ
(τ)
i (x1) = υ
−
τ (x1)hi(x
(τ)
1 ) + υ
+
τ (x1)hi(x
(τ+1)
1 ) (3)
for all i = 1, 2, · · · , p, where υ−τ (x1) = x1−x
(τ+1)
1
x
(τ)
1 −x(τ+1)1
satisfying υ−τ (x
(τ)
1 ) = 1 and
υ−τ (x
(τ+1)
1 ) = 0, and υ
+
τ (x1) = 1 − υ−τ (x1) is the counter-part of υ−τ (x1). For
both staircase and piecewise linear approximations, the obtained function hˆi(x1)
has the same value as hi(x1) at the sample points x
(τ)
1 , τ = 1, 2, · · · , d, d + 1,
see Fig. 1.115
2.1.2. Stability condition obtained by the staircase [15] and piecewise linear [16]
methods
For both methods we have
∑p
i=1 hˆi(x) = 1. Introduce the new matrices
Qi , ATi P + PAi, (i = 1, 2, · · · , p), then the membership information can be
combined in the analysis of Lyapunov function, and the details can be found in
Expression (14) of [15]. Overall a sufficient condition for V˙ (t) < 0 could be

ri ≥ hi(x1)− hˆi(x1), ∀ i = 1, 2, · · · , p
Qi +M ≥ 0, ∀ i = 1, 2, · · · , p
p∑
i=1
hi(x
(τ)
1 )Qi < −
p∑
i=1
ri(Qi +M)
(4)
for all τ = 1, 2, · · · , d, d + 1, where ri (i = 1, 2, · · · , p) is a scalar and M is
a symmetric matrix of appropriate dimension. In (4), the main difference of
staircase and piecewise linear approximation methods is hˆi(x1), which will result120
in different ri from the first inequality. Consequently, from the third condition
of (4), we may find that, the inequality with smaller ri will be less conservative.
An example from [16] of different approximation methods is provided in Fig.
6
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Figure 1: Comparison of the minimum r1 in staircase (right) and piecewise linear (left) ap-
proximation methods. The dashed smooth gray lines are the trajectories of h1(x1), the solid
lines are the layouts of approximated function hˆ1(x1), the dotted red lines are the layouts of
hˆ1(x1) + r1, where r1 ≥ h1(x1)− hˆ1(x1). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
1, where h1(x1) = e
−(x1−10)1/25 and x1 is divided into six sub-regions by points
x
(1)
1 = −10, x(2)1 = −5, x(3)1 = 0, x(4)1 = 5 and x(5)1 = 10. Clearly we can see that,125
for smooth membership functions, the ri value of piecewise linear approximation
is generally smaller subject to the same set of sample points, which means
less conservative stability conditions. Thus we will choose the piecewise linear
approximation method as a representative for the conservativeness comparison
in Section 4. In the following part, we will briefly discuss the bound-dependent130
method.
2.2. Introduction of the membership-bound-dependent relaxation method in [20]
If a bound for hi(x) is known, then we can name it as βi which satisfies
hi(x) ≤ βi for all x. Directly it holds that
hi(x) ≤ βi
p∑
j=1
hj(x).
7
Considering a group of arbitrary positive semi-definite matrices Ni ≥ 0, (i =
1, 2, · · · , p), a sufficient condition for V˙ (t) < 0 can be obtained as

βi ≥ hi(x)
Ni ≥ 0
Qi −Ni +
p∑
j=1
βjNj < 0
(5)
for all i = 1, 2, · · · , p.
When it comes to conservativeness analysis, in most existing papers [12,
15, 13], comparisons of different methods are usually analyzed in the numerical135
approach. Such an approach is simple and direct, and one can compare different
methods based on the obtained feasible regions. But the comparison results will
be highly dependent on the specific example. And sometimes it is difficult to
explain the inner relation of different methods. To avoid those limitations and
take one step further, here we would like to introduce another framework for140
the theoretical comparison which is less dependent on the specific example.
3. Main Results
The idea of considering all the membership functions as the elements of
vector [29] makes it possible for us to visually see membership distribution in
a unified space. In this section, we will analyze the membership layouts in145
this unified space and also describe the parameters of an LMI as a point in
this space. Firstly we will explain how to use this membership space idea as a
framework of conservativeness analysis. Then, an extrema-based method will
be proposed to construct a polyhedron convex hull to enclose the membership
distribution in this unified space. Extension to the case of interval type-2 T-S150
fuzzy systems will also be discussed. In the end of this section, corresponding
stability conditions will be derived from the obtained polyhedron convex hull.
8
3.1. Framework of conservativeness analysis
The time derivative of V (t) should be V˙ (t) =
∑p
i=1 hi(x)x
TQix, then a
sufficient stability condition can be chosen as
p∑
i=1
hi(x)Qi < 0
for any x. Generally, the layouts of membership functions h1(x), h2(x), · · · ,
hp(x) are described in separate figures. In each separate figure the relation of155
hi(x) (i = 1, 2, · · · , p) with premise variable x is analyzed. A different idea
is considering all functions h1(x), h2(x), · · · , hp(x) as the elements of a unified
vector [29],
h(x) , (h1(x), h2(x), · · · , hp(x)) .
The unified membership vector h(x) means the value distribution of A(x) ,∑p
i=1 hi(x)Ai among matrices A1, A2, · · · , Ap. By definition the given mem-160
bership functions satisfy the following conditions h1(x) ≥ 0, h2(x) ≥ 0, · · · , hp(x) ≥ 0h1(x) + h2(x) + · · ·+ hp(x) = 1. (6)
Obviously, the trajectory of membership function h(x) can be plotted in a p-
dimensional Euclidean space with Cartesian coordinates (h1, h2, · · · , hp). Choos-
ing p = 2 for example, then by condition (6), we know that h(x) is distributed on
the line h1(x)+h2(x) = 1. In addition, with condition (6), the trajectory of h(x)165
will be constrained in the first quadrant of the coordinate space. For the case of
p = 3, the trajectory of h(x) is constrained in the regular triangle formed by ver-
tices (1, 0, 0), (0, 1, 0), (0, 0, 1), see Fig. 2a. Generally speaking, the dimension
of h(x) should be smaller than p, which results from the condition in (6). The
trajectory of h(x) plotted in Fig. 2a is one-dimensional. A simple example of170
two-dimensional h(x) is h1(x) = x1, h2(x) = x2 and h3(x) = 1− h1(x)− h2(x),
with constraints 0.14 ≤ x1 ≤ 0.48 and 0.11 ≤ x2 ≤ 0.47. This example is
9
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enclosing h(x)
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(b) Two-dimensional h(x). The dotted
area is the layout h(x). h(x) is con-
strained in the area 0.14 ≤ h1(x) ≤ 0.48
and 0.11 ≤ h2(x) ≤ 0.47 with h3(x) =
1− h1(x)− h2(x)
Figure 2: Distribution of h(x) in three-dimensional space
plotted in Fig. 2b.
Using the membership vector (h1, h2, · · · , hp), it will be easy to describe the
exact value of A(x). For example, the point (h∗1, h
∗
2, · · · , h∗p) in the p-dimensional175
space represents the matrix
∑p
i=1 h
∗
iAi. It means that each point in the p-
dimensional space is directly related with a certain system matrix. Specially,
considering the case of p = 2, the point related with the subsystem matrix A1
should be (1, 0) and that related with A2 should be (0, 1).
Remark 1. The idea of describing the membership functions hi(x) (i = 1, 2, · · · , p)180
as the elements of a joint vector h(x) is not new. If we also describe the parame-
ters of LMIs stability condition as some points in this membership vector space,
the convex polyhedron constructed from those points will indicate the conserva-
tiveness of the LMIs stability condition. So here we express this membership
space as a framework of conservativeness analysis.185
To analyze membership-dependent stability conditions, let us start with the
following basic stability criterion for T-S fuzzy systems.
Lemma 1. [7] If there exists a matrix P > 0, such that all the following in-
10
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Figure 3: Feasible values of (A1, A2) in the case of p = 2 and n = 1, (A1, A2 ∈ R1×1). Points
η1, η2 are the bounds of h(x)
equalities hold
Qi < 0, ∀ i = 1, 2, · · · , p (7)
where Qi = A
TPi + PiA, then system (1) is asymptotically stable.190
We denote the standard basis of a p-dimensional Euclidean space as e1, e2,
· · · , ep. The result in Lemma 1 means that, if condition (7) is satisfied, the
matrix represented by any point in the polyhedron formed by vertices ei, (i =
1, 2, · · · , p) should be stable. Matrix ∑pi=1 hi(x)Ai should be stable since h(x)
is constrained in that polyhedron. Intuitively we want to know whether the195
conservativeness can be reduced by shrinking the area of polyhedron represented
by e1, e2, · · · , ep, for example, in 3-dimensional case, shrinking the triangle
represented by (1, 0, 0), (0, 1, 0), (0, 0, 1) to the polygon represented by η1, η2,
η3 in Fig. 2a.
To confirm that, we start from the simple case where p = 2 and n = 1. Both200
A1 and A2 in this case should be numbers. From Fig. 3, it is clear that the
shrinking of line segment formed by points η1 , (η11, η12) and η2 , (η21, η22)
means the enlargement of feasible area of (A1, A2). For the general case, similar
11
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Figure 4: Convex polyhedron obtained by the minimum values of hi(x), with the dotted line
being the trajectory of h(x)
result can be ensured by the following lemma.
Lemma 2. [28] If there exists a matrix P > 0, such that the following inequal-205
ities hold
p∑
j=1
ηij
(
ATj P + PAj
)
< 0, ∀ i = 1, 2, · · · , p
and all the values of point h(x) = (h1(x), h2(x), · · · , hp(x)) are contained in the
convex polyhedron formed by points ηi = (ηi1, ηi2, · · · , ηip), (0 ≤ ηij ≤ 1, and∑p
j=1 ηij = 1), i = 1, 2, · · · , p. Then system (1) is asymptotically stable.
Now the idea is quite clear. The conservativeness of membership-dependent210
stability conditions can be analyzed by their corresponding convex polyhedrons
in the coordinate of membership functions. We name the vertices of those
polyhedrons as checking points, the coordinate components of which can be used
to construct the LMIs together with the subsystem matrices. In this membership
vector framework, the main task of conservative analysis is to find the equivalent215
checking points of the obtained LMIs, and compare the convex polyhedrons
described by those checking points. If a smaller polyhedron is contained in a
bigger polyhedron, then condition related with the smaller one should be less
conservative. Besides, there might be the case that two polyhedrons share some
12
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Figure 5: Convex polyhedron obtained by the extrema of hi(x), with the dotted line being
the trajectory of h(x)
overlapping area but are not completely contained in each other. In this case, it220
would be difficult to conclude which one is more conservative. Further analysis
for this case will be discussed in Section 5.
In other words, the tighter bounds will lead to more relaxed stability anal-
ysis results. And the following sections will discuss how to find tigher bounds.
Specially in the next section, we will propose an effective approach to construct225
the membership-dependent polyhedron simply based on the extrema of mem-
bership functions. This approach will be also extended to interval type-2 T-S
fuzzy system. Later in Section 4, this alternative approach will be compared
with the methods in Sections 2.1 and 2.2.
3.2. Extrema-based convex polyhedron construction method230
Define the minimum and maximum values of hi(x) as
himin , min
x
{hi(x)} , himax , max
x
{hi(x)}
for all i = 1, 2, · · · , p.
In the following part, these extrema values will be used to construct a poly-
13
hedron that encloses the complete trajectory of membership function vector
h(x). Vertices of such a polyhedron can then be applied into stability analysis235
as checking points. The calculation algorithm of these vertices can be divided
into two parts. In the first part, we need to redefine the subsystems based on
the vertices obtained by the minimum value himin, see Fig. 4, where the ver-
tex η1 = (1 − h2min − h3min, h2min, h3min) is the intersection point of surfaces
h2(x) = h2min, h3(x) = h3min and h1(x) + h2(x) + h3(x) = 1. Vertices η2 and240
η3 are obtained in similar ways. Here redefine means that vertices η1, η2, η3 are
used as the replacement of vertices (1, 0, 0), (0, 1, 0) and (0, 0, 1).
Then in the second part, we apply the maximum value himax to further
shrink the obtained polyhedron, see Fig. 5, where the vertex λ11 = (h1max, 1−
h1max − h3min, h3min) is the intersection point of surface h1(x) = h1max and245
the edge between η1 and η2. Vertex λ12 is the intersection point of surface
h1(x) = h1max and the edge between η1 and η3. Vertices λ21, λ22, λ31 and λ32
can be obtained in similar ways. But there might be a special case that two of
the six new vertices λij (i = 1, 2, 3, j = 1, 2) become one. This special case will
be discussed in the Step 4.2 of Algorithm 1.250
The new subsystems related with the new vertices in Fig. 4 should be
A¯q ,
p∑
i=1
ηqiAi = (1−
p∑
i=1
himin)Aq +
p∑
j=1
hjminAj (8)
for all q = 1, 2, · · · , p. Define the new membership functions as h¯i(x) (i =
1, 2, · · · , p) and define the joint vector of these new functions as
h¯(x) ,
(
h¯1(x), h¯2(x), · · · , h¯p(x)
)
.
From the definition in (8) and equation
∑p
i=1 h¯i(x)A¯i =
∑p
j=1 hj(x)Aj , we can
get the relation of h¯(x) and h(x)
(δI + Γ)h¯T (x) = hT (x) (9)
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where δ , 1−∑pi=1 himin and
Γ ,

h1min h1min h1min · · · h1min
h2min h2min h2min · · · h2min
h3min h3min h3min · · · h3min
...
...
...
. . .
...
hpmin hpmin hpmin · · · hpmin

.
Note that for matrix Γ, it has the property ΓΓ = (1− δ)Γ, which means
(δI + Γ)(I − Γ) = δI + Γ− δΓ− (1− δ)Γ = δI.
In addition, δ is a value satisfying 0 < δ ≤ 1. Thus by derivation we can get255
the following equivalent expression of (9),
h¯T (x) =
1
δ
(I − Γ)hT (x). (10)
From the relation in (10), the maximum value of h¯i(x) (i = 1, 2, · · · , p) can be
obtained as
h¯imax =
1
δ
max
x
hi(x)− himin
p∑
j=1
hj(x)

=
1
δ
max
x
{hi(x)− himin}
=
1
δ
(himax − himin) . (11)
By the expression in (10), it can be found that the minimum value of h¯i(x)
should be 0. Before the introduction of vertices calculation algorithm, we need
to define two new module functions that will make it easier to refer to the correct
index. Assume that a and b are positive integers. Then define the new module260
functions [a]b and (a)b as
[a]b , a mod b, (a)b , [a− 1]b + 1.
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It should be noted that the ranges of [a]b and (a)b are different, which are
0 ≤ [a]b ≤ b− 1 and 1 ≤ (a)b ≤ b.
With the above definitions, the vertices calculation method can be summarized
as Algorithm 1 in the appendix. The following example will be a simple appli-
cation of Algorithm 1.
Example 1. To further explain Algorithm 1, we will go through all the steps
based on a simple T-S fuzzy system with 3 rules. Assume that, in the first step,
we get
h1min = 0.1, h2min = 0.12, h3min = 0.15
h1max = 0.5, h2max = 0.4, h3max = 0.5.
Directly we have δ = 0.37 (defined after Equation (9)). From (11), the maximum
values of h¯i(x) (i = 1, 2, 3) can be obtained as
h¯1max = 0.635, h¯2max = 0.444, h¯3max = 0.555.
Following Steps 2 and 3, we summarize the relation of different variables in the265
following table, where variables in each line have the same value. To make it
easier to be identified, the initial index 0 of each variable is marked in bold font.
Table 1: Relation of the intermediate variables in Algorithm 1
α1i α2i α3i β11i β12i β21i β22i β31i β32i
h¯1max α10 α22 α31 β110 β120 β212 β221 β311 β322
h¯2max α11 α20 α32 β111 β122 β210 β220 β312 β321
h¯3max α12 α21 α30 β112 β121 β211 β222 β310 β320
It is obvious that h¯1max+h¯2max > 1, h¯2max+h¯3max < 1 and h¯3max+h¯1max >
16
1. According to Step 4, we need to make the following modification
β111 = 1− β110 = 0.365, β112 = 0; β121 = 1− β120 = 0.365, β122 = 0
β212 = 1− β210 − β211 = 0.001; β221 = 1− β220 = 0.556, β222 = 0
β311 = 1− β310 = 0.445, β312 = 0; β322 = 1− β320 − β321 = 0.001
and the rest of βqmk (q = 1, 2, 3, m = 1, 2, k = 0, 1, 2) are unchanged. A flow
chart of Steps 1–4 in Algorithm 1 can be described as Figure 6. In Steps 5–7, the
subscripts of parameter βqmk will be rearranged to get the coordinate parameters
on checking points. Denote λ˜qm , (λ˜qm1, λ˜qm2, λ˜qm3) for q = 1, 2, 3, m = 1, 2.
h¯imax =
1
δ (himax−himin)
for all i = 1 to p
αqk = h¯(q+k)pmax
for all q = 1 to p, k = 0 to p − 1
βqm0 = αq0
for all q = 1 to p, m = 0 to p − 1
βqmk = αq(m+k−1)p−1
for all q = 1 to p, m = 0 to p − 1
βqmk <
1 −∑k−1i=0 βqmi?
k = k + 1
βqmk = 1 −
∑k−1
i=0 βqmi
for all q = 1 to p, m = 0 to p − 1
k = 1
yes
no
Figure 6: Flow chart of Steps 1–4 in Algorithm 1, explaining the calculation of αqk and βqmk
With Steps 5 and 6, locations of the 6 checking points in the resized coordinate
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should be
λ˜11 = (β110, β111, β112); λ˜12 = (β120, β121, β122)
λ˜21 = (β212, β210, β211); λ˜22 = (β221, β220, β222)
λ˜31 = (β311, β312, β310); λ˜32 = (β322, β321, β320).
By expression (A.3) in Step 7, the 6 checking points in the original coordinate
should be
λ11 = (0.500, 0.350, 0.150); λ12 = (0.500, 0.120, 0.380)
λ21 = (0.101, 0.400, 0.500); λ22 = (0.450, 0.400, 0.150)
λ31 = (0.380, 0.120, 0.500); λ32 = (0.101, 0.400, 0.500).
In the above calculation h¯2max + h¯3max < 1 means that two checking points in
Fig. 5 come together. Thus we have λ21 = λ32 in the above results.270
3.3. Extension to the case of interval type-2 T-S fuzzy systems
For interval type-2 T-S fuzzy systems [23, 24, 25, 30, 31], the possible position
of hi(x) is restricted between the upper- and lower-membership functions h
L
i (x)
and hUi (x), that is
0 ≤ hLi (x) ≤ hi(x) ≤ hUi (x) ≤ 1.
Then by integration from i = 1 to i = p, we know that
0 ≤
p∑
i=1
hLi (x) ≤ 1 ≤
p∑
i=1
hUi (x) ≤ p.
It means that point (hL1 (x), h
L
2 (x), · · · , hLp (x)) is located below the flat surface
h1(x) + h2(x) + · · ·+ hp(x) = 1 (12)
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and point (hU1 (x), h
U
2 (x), · · · , hUp (x)) is located above the flat surface in (12).
As it is depicted in Fig. 7, for any state x = x∗, the possible value of h(x∗) is
restricted in the hypercube formed by vertices
(hL1 (x
∗), hL2 (x
∗), · · · , hLp (x∗)), (hU1 (x∗), hU2 (x∗), · · · , hUp (x∗)).
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Figure 7: Possible distribution of one-dimensional interval type-2 membership functions, yel-
low dotted area is the hypercube formed by (hL1 (x
∗), hL2 (x
∗)) and (hU1 (x
∗), hU2 (x
∗)). (For
interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
It is obvious that, for any positive scalar γ, the LMI condition constructed by
checking point (γh1, γh2, · · · , γhp) should be same as that by (h1, h2, · · · , hp).
Thus by projecting all the possible values of h(x∗) onto surface
∑p
i=1 hi(x) = 1,
similar algorithm for interval type-2 T-S fuzzy system can be also obtained.
For a specific point x∗, the projection of all possible h(x∗) should be enclosed
by the projection of hypercube formed by (hL1 (x
∗), hL2 (x
∗), · · · , hLp (x∗)) and
(hU1 (x
∗), hU2 (x
∗), · · · , hUp (x∗)). Denote hˆi,0(x) , hLi (x) and hˆi,1(x) , hUi (x)
for i = 1, 2, · · · , p. The vertices of such a hypercube will be
(hˆ1,τ1(x
∗), hˆ2,τ2(x
∗), · · · , hˆi,τi(x∗), · · · , hˆp,τp(x∗))
where τ1, τ2, · · · , τi, · · · , τp = 0, 1. Their projection on flat surface
∑p
i=1 hi(x) =
19
1 should be
(h1,j(x
∗), h2,j(x∗), · · · , hi,j(x∗), · · · , hp,j(x∗))
where j = 1, 2, 3, · · · , 2p, and for j = ∑pi=1 τi × 2i−1 + 1 we have
hi,j(x) ,
hˆi,τi(x)
hˆ1,τ1(x) + · · ·+ hˆi,τi(x) + · · ·+ hˆp,τp(x)
.
Based on the projected membership function, the vertices calculation method
can be summarized as Algorithm 2 in the appendix.
3.4. Extrema-based stability conditions
Based on the obtained vertices, now the stability condition can be presented275
as:
Theorem 1. If there exists a matrix P > 0, such that the following inequality
holds
p∑
k=1
λqmk(A
T
k P + PAk) < 0 (13)
for all q = 1, 2, · · · , p and m = 1, 2, · · · , p− 1, where λqmk is obtained from the
Algorithm 1, and (λqm1, λqm2, · · · , λqmp) is the obtained checking point. Then280
system (1) is asymptotically stable.
Remark 2. By the proposed method, we can directly construct the final stability
LMI conditions by the parameters λqmk which are obtained from the membership
functions. As a result, conservativeness can be reduced by considering the mem-
bership information and, at the same time, keep the final conditions concise.285
In this case, only the extrema information in membership functions is applied
to the stability analysis. Of course, we can find a smaller convex polyhedron
[29] (smaller means the small convex polyhedron is contained in the current one)
to obtain even less conservative vertices. But this would involve some complex
20
linear-programming-related methods [32]. Those methods are usually not very290
effective for systems with p ≥ 3, if so, the computational burden will increase
sharply with respect to p.
Remark 3. If a small convex polyhedron is completely enclosed in a bigger
one, then we can reach the conclusion that, the stability condition related with
the small polyhedron is less conservative. For the case of partially overlapping,295
we cannot say which method is better. But improved result can be obtained by
considering the overlapping area as a new polyhedron. Further discussion on
this topic can be found in Section 5.
An alternative approach is to divide the original domain of membership
function into d (d ∈ N) sub-regions. For each sub-region Rτ (x) (τ = 1, 2, · · · , d),300
we use the above algorithms to find the local convex polyhedrons. Since the
local membership function is part of the original one, all the local polyhedrons
should be included in the global polyhedron, which means the reduction of
conservativeness. In this way, the computational burden for complex polyhedron
will be avoided, and we can simply choose a larger d to achieve less conservative305
analysis. We now summarize the extended stability analysis method in the
following theorem.
Theorem 2. If there exists a matrix P > 0, such that the following inequality
holds
p∑
k=1
λ(τ)qmk(A
T
k P + PAk) < 0 (14)
for all τ = 1, 2, · · · , d, q = 1, 2, · · · , p, and m = 1, 2, · · · , p − 1, where λ(τ)qmk
(τ = 1, 2, · · · , r) is obtained from Algorithm 1 with the amendment that
himin = min
x∈Rτ (x)
{hi(x)} , himax = max
x∈Rτ (x)
{hi(x)} .
Then system (1) is asymptotically stable.
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Clearly, Theorem 1 is a special case of Theorem 2 with d = 1. Specially in
the following section where the premise variable of h(x) in the Example 2 is one-310
dimensional, we can simply choose the sub-regions Rτ (x) based on the sample
points of piecewise linear approximation method. This will greatly facilitate our
comparison.
4. Comparison of Different Membership-Dependent Methods
In this section, we will compare the method introduced in this paper with ex-315
isting membership-dependent methods: piecewise linear approximation method
in [16] and bound-dependent method in [13] and [20]. Both theoretical and
numerical analysis will be provided. We will firstly go back to the methods
reviewed in Section 2, and find the corresponding checking points of them.
4.1. Get the checking points for methods in Sections 2.1 and 2.2320
4.1.1. Piecewise linear approximation method in [16]
To compare the condition (4) in Section 2.1 with that of Theorem 2, we
assume that these two methods share the same sub-regions. Thus they have the
same number of sub-regions d, and the sample points x
(τ)
1 (τ = 1, 2, · · · , d) of
them are same as each other. Without loss of generality, we set p = 3. Then a325
necessary condition of (4) is

ri ≥ hi(x1)− hˆi(x1), ∀ i = 1, 2, · · · , p
3∑
i=1
hi(x
(τ)
1 )Qi < −r2(Q2 −Q1)− r3(Q3 −Q1)
3∑
i=1
hi(x
(τ)
1 )Qi < −r1(Q1 −Q2)− r3(Q3 −Q2)
3∑
i=1
hi(x
(τ)
1 )Qi < −r1(Q1 −Q3)− r2(Q2 −Q3)
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for all τ = 1, 2, · · · , d+ 1. Equivalently it means that

ri ≥ hi(x1)− hˆi(x1), ∀ i = 1, 2, · · · , p
(h1(x
(τ)
1 )− r2 − r3)Q1 + (h2(x(τ)1 ) + r2)Q2 + (h3(x(τ)1 ) + r3)Q3 < 0
(h1(x
(τ)
1 ) + r1)Q1 + (h2(x
(τ)
1 )− r1 − r3)Q2 + (h3(x(τ)1 ) + r3)Q3 < 0
(h1(x
(τ)
1 ) + r1)Q1 + (h2(x
(τ)
1 ) + r2)Q2 + (h3(x
(τ)
1 )− r1 − r2)Q3 < 0
for all τ = 1, 2, · · · , d+ 1. So the equivalent stability checking points are

(h1(x
(τ)
1 )− r2 − r3, h2(x(τ)1 ) + r2, h3(x(τ)1 ) + r3)
(h1(x
(τ)
1 ) + r1, h2(x
(τ)
1 )− r1 − r3, h3(x(τ)1 ) + r3)
(h1(x
(τ)
1 ) + r1, h2(x
(τ)
1 ) + r2, h3(x
(τ)
1 )− r1 − r2)
(15)
for all τ = 1, 2, · · · , d+ 1, where
ri = max
x1
(hi(x1)− hˆi(x1)), ∀ i = 1, 2, 3.
For systems with high dimensional premise variables, the sample points for
membership approximation are selected as x(τ) (τ = 1, 2, · · · , d + 1). Then
equivalent checking points can be similarly obtained as
(h1(x
(τ)) + r1, h2(x
(τ)) + r2, · · · , hi(x(τ)) + ri −
p∑
j=1
rj , · · · , hp(x(τ)) + rp)
(16)
for all j = 1, 2, · · · , p and τ = 1, 2, · · · , d+ 1, where
ri = max
x
(hi(x)− hˆi(x)), ∀ i = 1, 2, · · · , p.
4.1.2. Bound-dependent method in [20]
Now let us come to the stability condition (5) which is obtained by the
bound-dependent method in Section 2.2. The condition in (5) can be equiva-
23
lently expressed as
Ni ≥ 0, ∀ i = 1, 2, · · · , p
Qi −Ni +
p∑
j=1
hjmaxNj < 0, ∀ i = 1, 2, · · · , p.
(17)
As a special case, we set p = 2. It is obvious that 1 − himax ≥ 0 for i = 1, 2.
Then by taking the weighted sum of inequalities in (17), one can get the following
necessary condition of (17),330

N1 ≥ 0, N2 ≥ 0
(1− h1max)(Q2 −N2 + h1maxN1 + h2maxN2)
+h1max(Q1 −N1 + h1maxN1 + h2maxN2) < 0
(1− h2max)(Q1 −N1 + h1maxN1 + h2maxN2)
+h2max(Q2 −N2 + h1maxN1 + h2maxN2) < 0
which means
N1 ≥ 0, N2 ≥ 0
(1− h2max)Q1 + h2maxQ2 < (1− h1max − h2max)N1
h1maxQ1 + (1− h1max)Q2 < (1− h1max − h2max)N2.
Clearly we can see that, in this case, condition (5) is a sufficient condition of
Theorem 2 with d = 1, which means more conservativeness.
Since we are not sure whether 1 −∑pi=1 himax + hjmax, j = 1, 2, · · · , p are
positive or not, the above derivation cannot be extended to the case p ≥ 3.335
Hopefully, (1−∑pi=1 himin + hjmin) (j = 1, 2, · · · , p) should be always positive,
thus we can make that generalized derivation for the lower-bound-based version
(hjmin is used). In this case, the linear matrix inequalities in (17) will be
24
replaced by
Ni ≥ 0, ∀ i = 1, 2, · · · , p
Qi +Ni −
p∑
j=1
hjminNj < 0, ∀ i = 1, 2, · · · , p
Following the same derivation as case p = 2 of the upper-bound-based version,
we can obtain the following necessary condition
Ni ≥ 0, ∀ i = 1, 2, · · · , p
p∑
i=1
himinQi + (1−
p∑
i=1
himin)Qj < (
p∑
i=1
himin − 1)Nj
(18)
for all j = 1, 2, · · · , p. Since ∑pi=1 himin − 1 ≤ 0, a necessary condition of (18)
will be
p∑
i=1
himinQi + (1−
p∑
i=1
himin)Qj < 0
for all j = 1, 2, · · · , p. The corresponding checking points are

(h1min, h2min, · · · , h(p−1)min, 1 + hpmin −
∑p
i=1 himin)
(h1min, h2min, · · · , 1 + h(p−1)min −
∑p
i=1 himin, hpmin)
· · ·
(1 + h1min −
∑p
i=1 himin, h2min, · · · , h(p−1)min, hpmin).
(19)
4.2. Numerical test for the checking points of different methods340
To see clearly the relations of checking points of different methods, we will
plot and compare them in a unified membership space in the following example.
Example 2. The comparisons will be based on the following system whose
membership function trajectory is a round circle in the 3-dimensional space (the
25
yellow round trajectory in Fig. 8): x˙ =
∑3
i=1 hi(x)Aix where
h1(x) =
1
3
+
0.7√
36
cosx1 − 0.7√
12
sinx1,
h2(x) =
1
3
+
0.7√
36
cosx1 +
0.7√
12
sinx1,
h3(x) =
1
3
− 0.7√
9
cosx1,
and
A1 =
 −1 2
0 −1
 , A2 =
 −1 0.3
b −1
 , A3 =
 −1 0
a −1
 .
Figure 8: Checking points of different methods (piecewise linear approximation method [16]
with d = 3: red circle points; bound-dependent method [20]: green triangle points; Theorem
2 with d = 3: blue square points). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
The vertices obtained from (15) with d = 3 (where x
(1)
1 = 0, x
(2)
1 =
2pi
3 ,
x
(3)
1 =
4pi
3 ) are plotted as the red circle points in Fig. 8. The vertices obtained
from (19) are plotted as the green triangle points in Fig. 8. For the method
mentioned in Theorem 2, we choose d = 3 and sub-regions are divided based on
26
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Figure 9: Feasible regions of different methods (piecewise linear approximation method [16]
with d = 3: red dots; bound-dependent method [20]: small green circles; Theorem 2 with
d = 3: big blue circles). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
the sample points in piecewise linear approximation method, which are
R1(x) = {x|x(1)1 ≤ x1 < x(2)1 }
R2(x) = {x|x(2)1 ≤ x1 < x(3)1 }
R3(x) = {x|x(3)1 ≤ x1 < x(1)1 }.
The obtained checking points are plotted as blue square points. Clearly, we can
find that the convex polytope constructed by the square points is contained in345
both that of circle points and that of triangle points. It means that the method
described in Theorem 2 is superior in the aspect of conservativeness. To further
confirm the above conservativeness relation, let us compare the feasible regions
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of (a, b) obtained by different methods. The results are described in Fig. 9. It is
obvious that the method introduced in Theorem 2 has larger feasible region.350
From the numerical point of view, the method in Theorem 2 would require
lower computational burden since there is no additional matrix variable involved
in the final linear matrix inequalities. Another merit of Theorem 2 is that there
is no need to concern about the dimension of premise variable. In addition, it
can be easily extended to interval type-2 T-S fuzzy systems (see Fig. 7). In this355
sense, one can reach the conclusion that Theorem 2 is a more general method
with less conservativeness and computational burden.
5. Further discussion
In the above comparison analysis, we only discussed the case where one poly-
hedron is fully enclosed in another. In that case, one can reach the conclusion360
that, stability conditions related with smaller polyhedron should be less con-
servative. For the case that two polyhedrons share some overlapping parts but
are not completely contained in each other, global conservativeness comparison
result cannot be obtained. But in such a case, we can get less conservative
stability condition by combining the two methods together. The idea is that,365
polyhedron area without overlapping means that such an area is not necessary
for stability checking. Thus, theoretically, we can shrink the enclosing polyhe-
dron to the overlapped area of several ones. Denote Pi as the equivalent convex
polyhedron of the i-th method (i = 1, 2, · · · , l). This idea will be based on the
following set theory.370
Lemma 3. [33] If h(x) is fully contained in all the convex polyhedrons Pi (i =
1, 2, · · · , l), then h(x) is fully contained in their overlapping area P , P1 ∩P2 ∩
· · · ∩ Pl.
Denote the d vertices of P as ηj = (ηj1, ηj2, · · · , ηjp) (j = 1, 2, · · · , d). Then the
stability condition can be expressed in the following theorem.375
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Theorem 3. System (1) is asymptotically stable if there exists a matrix P > 0
such that the following condition is satisfied
p∑
k=1
ηjk(A
T
k P + PAk) < 0
for all j = 1, 2, · · · , d, where ηj = (ηj1, ηj2, · · · , ηjp), j = 1, 2, · · · , d, are the
vertices of overlapping area P.
Denote the membership-dependent LMI condition related with j-th method
(j = 1, 2, · · · , l) as P < 0 and Lj(Q1, Q2, · · · , Qp) < 0 where Qi = PAi + ATi P
for i = 1, 2, · · · , p. We also have direct combination of multiple methods.380
Theorem 4. System (1) is asymptotically stable if the following condition is
satisfied  P > 0,L1 < 0 or L2 < 0 or · · · or Ll < 0.
where Li is the abbreviation of Li(Q1, Q2, · · · , Qp) which is related to Qi (i =
1, 2, · · · , p).
For a given fuzzy system with uncertain parameter, the feasible solution of
uncertain parameter obtained by Theorem 4 should be the union of feasible
solutions obtained by methods 1 to l. Theoretically the method in Theorem 3
will be less conservative than the simple combination result in Theorem 4. To
verify such a conclusion, we start with the one dimensional system. For the
given subsystems Ai ∈ R1×1 (i = 1, 2, · · · , p), expression
h1(x)A1 + h2(x)A2 + · · ·+ hp(x)Ap = 0 (20)
should be a surface perpendicular to vector (A1, A2, · · · , Ap) and passing through
the origin point. The condition P > 0 and Li < 0 is equivalent to say that Pi
is located on one side of surface (20) (the side satisfying
∑p
i=1 hi(x)Ai < 0). In385
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the case that, all Pi (i = 1, 2, · · · , l) have intersection with surface (20), P can
still be on only one side of surface (20), see Fig. 10.
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Figure 10: Both polyhedrons P1 and P2 have intersection with surface (20), but their over-
lapping area P is on only one side of surface (20). Here Ai ∈ R1×1 for all i = 1, 2, · · · , p
It means that when Theorem 4 is not satisfied, the condition in Theorem 3
may still be achieved. This verifies the reduced conservativeness of Theorem 3.
The main difficulty in applying Theorem 3 is the algorithm to find the vertices390
of P based on the vertices of Pi (i = 1, 2, · · · , l). This will be a direction of our
future research.
6. Conclusions
By considering the membership functions in a unified space, it is easier to an-
alyze the conservativeness of membership-dependent stability conditions. It has395
bee proven that final LMI conditions can be constructed based on the vertices
of a convex polyhedron enclosing the membership trajectory, and conservative-
ness can be reduced by shrinking the range of such a polyhedron. Following this
idea, the extrema values of membership functions have been used to construct
a tighter polyhedron to reduce conservativeness. Compared with existing meth-400
ods, this method shows advantage of less conservativeness, simplicity, and there
is no need to concern about the dimension of membership functions. More-
over, it has been extended to the stability analysis of interval type-2 T-S fuzzy
30
systems. Conversely, by deriving the checking points of existing LMIs, this
membership vector framework can also been used to compare the conservative-405
ness of membership dependent stability conditions. Finally, further results on
this framework has been discussed.
Appendix A. Explanation of Algorithm 1
Algorithm 1: Vertices calculation method for type-1 T-S fuzzy system.
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Step 1. Calculate the minimum and maximum value of hi(x)
himin = min
x
{hi(x)} , himax = max
x
{hi(x)}
for all i = 1, 2, · · · , p.
Step 2. The minimum value of h¯q(x) should be 0. Referring to (11), we
can calculate the maximum value of h¯q(x) as
αqk = h¯(q+k)pmax =
1
δ
(h(q+k)pmax − h(q+k)pmin) (A.1)
for all q = 1, 2, · · · , p and k = 0, 1, · · · , p− 1.415
Step 3. Create new variable βqmk as
βqm0 = αq0 and βqmk = αq(m+k−1)p−1 (A.2)
for all q = 1, 2, · · · , p, m = 1, 2, · · · , p− 1, and k = 1, 2, · · · , p− 1.
Step 4.
For all q = 1, 2, · · · , p and m = 1, 2, · · · , p− 1,
420
4.1 set k = 1.
4.2 check whether the condition βqmk ≥ 1−
∑k−1
i=0 βqmi is satisfied,
if βqmk ≤ 1−
∑k−1
i=0 βqmi, then set k = k + 1 and repeat Step 4.2 ;
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if βqmk > 1−
∑k−1
i=0 βqmi, then set βqmk = 1−
∑k−1
i=0 βqmi.425
4.3 for i = k + 1, k + 2, · · · , p, set βqmi = 0.
Step 5. Create new variable γqmk as
γqm0 = βqm0, and γqmk = βqm(k−m+1)p−1
for all q = 1, 2, · · · , p, m = 1, 2, · · · , p− 1 and k = 1, 2, · · · , p− 1.
Step 6. Create new variable λ˜qmk as430
λ˜qmk = γqm[k−q]p
for all q = 1, 2, · · · , p, m = 1, 2, · · · , p− 1 and k = 1, 2, · · · , p.
Step 7. Create new variable λqmk as
λqmk = δλ˜qmk + hkmin (A.3)
for all q = 1, 2, · · · , p, m = 1, 2, · · · , p − 1 and k = 1, 2, · · · , p. And the final
p× (p− 1) vertices (checking points) should be
λqm = (λqm1, λqm2, · · · , λqmp)
for all q = 1, 2, · · · , p and m = 1, 2, · · · , p− 1.
Remark 4. When the maximum values are used, all the original resized vertices
(obtained by minimum values)
(h1min, h2min, · · · , 1 + himin −
p∑
j=1
hjmin, · · · , hpmin)
will disappear. Note that each original vertex is connected with p−1 edges, then
p − 1 new vertices will be created for each maximum value himax. Step 4 is435
just the method used to calculate the location of those p× (p− 1) new vertices.
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The “if” condition is used to check whether the new vertex is an intersection
point of some maximum level surfaces hi(x) = himax. In such a case, we have∑k−1
i=0 βqmi ≤ 1 (k ≥ 1), and the new vertex will not be a point on the original
polyhedron edges.440
Appendix B. Explanation of Algorithm 2
Algorithm 2: Vertices calculation method for interval type-2 T-S fuzzy
system .
Step 1. Calculate the minimum and maximum values of possible hi(x),
himin =
κ
min
j=1
{
min
x
{hi,j(x)}
}
, himax =
κ
max
j=1
{
max
x
{hi,j(x)}
}
for all i = 1, 2, · · · , p, where κ = 2p.
The remaining Steps 2 – 7 are the same as those of Algorithm 1. Similarly,445
p×(p−1) vertices (λqm1, λqm2, · · · , λqmp) (q = 1, 2, · · · , p and m = 1, 2, · · · , p−
1) will be obtained.
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