Modeling and bifurcation analysis of an energy harvesting system composed of coupled resonators using the Galfenol-based magnetostrictive material are presented. The analysis in this work should be broad enough to be applicable to a large class of vibratory-based energy harvesting systems since various types of vibratory harvesters share the same normal forms, e.g.,magnetostrictive and piezoelectric materials. A combined model of the mechanical and electrical domains of a single energy harvester is discussed first. Building on this model, the governing equations of the coupled system are derived, leading to a system of differential equations with an all-to-all coupling between the resonators. A bifurcation analysis of the system equations reveals different patterns of collective oscillations. Among the many different patterns, a synchronous state exist and it is stable over a broad region of parameter space. This pattern has the potential to yield significant increases in power output and it will be used as a starting point to guide future experimental work. A hamiltonian approach is employed to study analytically the nature of the bifurcations and to calculate an expression for the onset of synchronization valid for any number of harvesters.
Introduction
The advent of smart materials, whose properties can be significantly altered in a controlled fashion by external conditions such as stress, temperature, moisture, electric or magnetic fields, has been a catalyst for the development of high-performance microelectronic devices that can operate at very low power. Together, smart materials and power-efficient microelectronics have lead the quest for robust energy harvesting (EH) systems that can endure long-term exposure to hostile environments while powering such small electronic devices. Examples span a wide range of technologies: wireless sensor networks, micro wind turbine, thermoelectric generators, health monitoring systems, human-generated power devices for biomedical applications, and, of course, consumer products such as automatic wrist watches, television remote controls, and sensor feeds to the computer cloud [Beeby et al., 2006; Erturk , 2009; Gilbert & Balouchi, 2008] .
In general, the goal of all energy harvesting devices is to convert ambient or environmental energy into electrical energy [Roundy et al., 2004] . A suitable classification scheme for energy harvester systems, proposed and adopted by various authors [Gilbert & Balouchi, 2008] , is based on the energy source: electromagnetic radiation (e.g., ambient light), thermal (e.g., a domestic hot water radiator), human energy (e.g., body heat, exhalation, body motion), and mechanical, which can be subdivided into steady-state mechanical sources (e.g., fluid flow in wind turbines and hydroelectric plants), intermittent mechanical sources (e.g., moving vehicles), and vibration (e.g., vibrations from engines or the motion of a heel of a shoe). This work is focused on the study of vibrational energy harvesting systems. Typically, these types of systems rely on a transducer to convert the device oscillations into electrical energy. At mesoscale (1cm-10 cm), the three most common transduction mechanisms are electromagnetic, electrostatic, and piezoelectric [Sodano et al., 2003] . More recently, magnetostrictive materials (MsM) have also gained considerable use as a fourth mechanism [Lei & Fuh-Gwo, 2006; Wang & Yuan, 2008] .
The electromagnetic technique includes suspended magnets in a coil or a suspended coil in a magnet array which oscillates when it is excited with a vibrational motion. The oscillations are then converted into the electrical energy. The performance of these devices relies heavily on the proximity of the magnets with the coil, strength of the magnets, and the coil windings (number of turns). In another method, an electrostatic conversion employs a parallel plate originally polarized by a power source. Variations in the distance between the plates or in their overlapping area lead to changes in voltage which can then be extracted to power up an electrical load. Piezoelectric materials can directly generate electrical energy when they are mechanically strained. For this reason, they are among the most widely used mechanisms of energy conversion. In particular, Lead Zirconate Titanate or (PZT) has a high electro-mechanical coefficient, which is a measure of efficiency of the conversion of mechanical strain into electricity, but the lead posses an environmental risk. Another major issue with standard energy harvesting techniques is that most transducers behave as second order linear systems and are designed to have strong resonant behavior, i.e., high quality factor Q, to create more displacement. However, the amount of electrical energy produced is drastically degraded when there is a mismatch between the resonant frequency of the device and the excitation frequency. The mismatch can be addressed by devices with nonlinear resonance with extended bandwidth [Barton et al., 2010; Cottone et al., 2009; Ferrari et al., 2009; Hu et al., 2006; Moehlis et al., 2009; Sebald et al., 2011] . The devices with a nonlinear response characteristics can possibly perform better than a linear device when targeting a broad spectrum vibrational energy [Barton et al., 2010; Lien & Shu, 2012; Sodano et al., 2003] .
To circumvent these challenges, a wide range of techniques that combine linear and nonlinear components with novel materials and "coupling" configurations have been proposed with the ultimate goal of harvesting more energy from a broad range of frequencies. Some include: axial preloads [Hu et al., 2007] , nonlinear stochastic resonance [Cottone et al., 2009; McInnes et al., 2008] , damping matching between electrical and mechanical components [Challa et al., 2009] , bidirectional hysteresis [Stanton et al., 2009] , exploiting bistability [Cottone et al., 2009; Erturk et al., 2009; Mann & Owens , 2010; Stanton et al., 2010] and magnetic levitation [Mann & Sims, 2009; Liu & Yuan, 2011] . Most of these works have focused on a single energy harvester and the word "coupling" is typically used to describe the integration of two components, e.g., a PZT material with an electromagnetic component. Recently, a two-beam buckled configuration [Blarigan et al., 2012] with a double-well potential function was shown to harvest energy over a broad range of frequencies. And very recently, a 2012 fast-track communication [Lien & Shu, 2012] has provided a preliminary glimpse into the power output of parallel/series arrays of "linear" models of PZTs.
In this work we also consider nonlinear systems but with an alternative configuration. We propose to couple, mechanically and, possibly, inductively, multiple harvesters. We restrict our attention to 1D arrays, for brevity, and the goal is to exploit the symmetry of the system and its collective behavior of multiple units to optimize the energy conversion. The results obtained will be used to guide the design and experimental work that is in progress. The motivation for this approach stems from previous theoretical and experimental works [Vu et al., 2010 [Vu et al., , 2011 Davies et al., 2013; Bulsara et al., 2003; Turtle et al., 2013] on coupled nonlinear oscillators, with nonlinear input-output characteristics similar to vibration energy harvesting systems. More specifically, those works have shown that coupling induced oscillations can lead, under certain conditions that depend on the topology of connections, i.e., which nodes are connected to each other, and the symmetry of the system, to highly sensitive and robust sensor systems that can operate at low power. Examples include: magnetic-and electric-field sensors, gyroscopic sensors, and multifrequency conversion systems. For this work, magnetostrictive materials would be the preferred choice because they exhibit high electromechanical coefficients, are highly flexible, and are well suited to work with high frequency vibrations. Additionally, even though our work and focus are on the magnetostrictivebased material, the results developed here will be applicable to the piezoelectric-based energy harvesters as well since the normal form equations for both systems are the same, see Section 2 for details. In this sense the analysis will be device-independent.
The manuscript is organized as follows. In Section 2 a system-based model, which captures both the mechanical and electrical behavior of the individual transducers where the vibrational energy is converted into electrical energy, is briefly described. In Section 3 the governing equations, in dimensionless form, for the 1D array are introduced. The mechanical coupling is assumed to be all-to-all because the base for mounting the array is rigid. Therefore, the array exhibits S N -symmetry, where S N is the group of permutations of N objects. The inductive coupling is also assumed to be all-to-all as it may arise in microscale (MEMS) implementations. A computational bifurcation analysis of the particular case of N = 3 shows complex transitions between different types of collective behaviors, including complete synchronization. In Section 4 a similar circuit with a load capacitor is studied. The observed transitions are similar but with significantly less complexity than those of the previous case. To analyze the behavior of larger arrays, the equations of motions, without forcing and damping, are first written in Hamiltonian form, see Section 5. Then the isotopic decomposition of the phase space under the action of the group of symmetries, i.e., S N , is used to study the linear stability of equilibrium states. In Section 6 experimental works aimed at estimating parameter values and at validating the modeling approach are presented. The presentation is preliminary in nature, complete details will be disseminated in a follow-up manuscript.
Single Magnetostrictive Energy Harvesting System Model
In order to effectively design an efficient vibration energy harvesting system, it is necessary to have an accurate model which captures the electromechanical behavior of various system components, e.g., transducer materials, power electronics, load matching, and the understanding of the interactions of the coupled system through the different coupling mechanisms. To start off, a single beam model is first developed by using Galfenol material with a typical composition of Fe 83 Ga 17 . It is a magnetostrictive material that exhibits large magnetostrictive effect (200-300 ppm strain) at low applied magnetic field [2] which has a potential for high power generation. Additionally, it exhibits other desirable characteristics such as low output impedance (ideal for impedance matching in the electrical domain), small hysteresis and low coercivity. Furthermore, unlike the ceramic materials, such as PZT, which tends to develop fatigue issues after going through many oscillating cycles, Galfenol does not exhibit this problem.
The linear transducer model is based on the principles of lumped element modeling, whereby the potential and kinetic energy distributed throughout the transducer beam is lumped together and assumed to occur at the tip of the beam. In this manner, the transducer can be modeled as a second order mechanical system coupled to the electrical domain via the magnetostrictive effect and the electrical coil. Further detail of the model may be found in [Sodano et al., 2003; Lei & Fuh-Gwo, 2006; Wang & Yuan, 2008] . The mechanical domain of the transducer is represented by a second order RLC circuit system, as is shown in Fig. 1 , where M m represents the lumped mass, C ms is the lumped spring constant, and R m is the lumped damping parameter. The effort variable is force, F m and the flow variable is velocity, V m . The electrical domain of the transducer is comprised of the coil inductance, L Coil , and its resistance, R Coil , also shown in Fig.1 . The transduction between the two domains is modeled as a gyrator. Unlike the transformers commonly used in electrodynamic modeling, a gyrator assumes a linear relationship between the effort and flow variables of the two domains. For example, a linear relationship is assumed between the force in the mechanical domain and the current in the electrical domain. The gyrator transduction factor, G, lumps all of the energy transduction mechanisms (mechanical to magnetic to electrical) into a single term. The derivation of this term from first principles is not trivial and has been carried out empirically for this work.
Ideally, the soft potential behavior of the magnetic material would show up in the frequency response as hysteresis during up-sweep and down-sweep in the experiment. However further increasing the base excitation to a higher amplitude (so that nonlinearity is more prominent than damping) tends to break the beams. Both the measured and simulated responses show a distinct shift of the resonant frequency to the left and eventually a hysteresis shows up while increasing the excitation amplitude. Following these observations, the values of the nonlinear spring constant were calculated to reflect the experimental response qualitatively. Finally, linear and nonlinear responses were combined to arrive at the following model for a single MsM energy harvesting system:
where z(t) is the state variable that describes the displacement at any given time t of a cantilever beam of mass m, b is the damping coefficient, k 1 and k 3 are the linear and nonlinear coefficients of the elastic restoring force of the beam. The externally applied force F e (t) is assumed to be sinusoidal and of the form
, where A d is the amplitude and w d is the frequency of the excitation. In the readout coil, G is the transduction factor that measures the gain in the conversion of vibrations into electrical current, L c and R c are the coil inductance and resistance, respectively, and R L is the load. In the absence of any energy conversion, i.e., G = 0, the equations of motion (1) become uncoupled from one another which essentially reduces the dynamics of the beam to that of a Duffing oscillator subjected to a periodic forcing. This is a system that has been extensively studied [Nayfeh, 2004; Rand, 2012] . For comparison purposes, vibrating piezoelectric energy harvesters typically consist of a mass m, which is subjected to an applied force F (t) while it sits on top of a spring of stiffness K, a damper of coefficient η and a piezoelectric material of coefficient Θ and capacitance C p . Under this configuration, the vibrating energy harvester will generate an AC voltage V p across the piezoelectric element upon a nonzero displacement u(t) of the mass m. This behavior is also frequently modeled [Shu & Lien, 2006] through lumped mass-spring-damper circuits of the form
where C e is a filtering capacitor which is used to convert the AC Voltage to a DC one. This modelassumes the energy harvester to work at resonance. However, as it was described in Section 1, nonlinear mechanical resonators have become common practice to increase power output. In addition, MEMS realizations behave nonlinearly even under small forcing amplitudes due to their size. In both cases, the nonlinearities commonly yield an additional term of the form u 3 (t). Thus, up to a change of variables, Eq.
(1) and Eq. (2) are one and the same. Consequently, the normal forms for an energy harvesting system with magnetostricitve materials and with piezoelectric structures are identical.
To help extract the relevant parameters used in the model, a single beam system is constructed. Figure 2 illustrates the single beam design for a meso-scale transducer used in this work. It comprises of an active Galfenol sample mounted onto a thin aluminum shim. This entire structure, both the shim and the Galfenol, is then wrapped with insulated copper wire to form the coil. As the base of the transducer is vibrated in the z-direction, inertial forces cause a relative displacement between the base and tip of the beam. The result of this displacement is a strain induced in the Galfenol in the x-direction, which generates a magnetic field (also in the x-direction) due to the magnetostrictive effect. Oscillations of the beam lead to a time-varying magnetic field within the coil, which produces a time-varying electrical current as a result of Faradaic induction. The electric current can be converted to electric voltage using load. Here, displacement was measured with laser sensors and the output of the coil (voltage) was measured using Dynamic Signal Analyzer (DSA) from which the frequency response curves were obtained. Resonance frequency (w d ) was determined from the frequency response curve. The sample was weighed to determine the value of mass (m). Next, the values of linear spring constant (k 1 ) and damping (b) were determined. All of the above values and the values of transduction factor (G) were measured and verified in additional experiments. The value of the nonlinear spring constant (k 3 ) was approximated from the frequency response curve. The parameters for the coil were measured on the LCR meter.
Consequently, from this model and the single beam setup, most accurate and physically relevant parameters have been used for the subsequent analyses. A complete detail of the experimental system will be discussed in a future report when focus is given to the construct of the actual device based on this forthcoming analysis. Table 2 shows a compilation of the parameters used throughout the remainder of this paper.
Coupled Energy Harvester System
As mention previously, the aim is to eventually fabricate an energy harvesters in the coupled configuration to optimize the energy production from a bath of vibration energy. Toward this end, a mesoscale coupled energy harvesters in an array may resemble a system as illustrated in Fig. 3 , where individual beam are constructed according the aforementioned design in Section 2. Two possible coupling topologies are shown for illustration purposes: a ring with all-to-all coupling and a chain with nearest-neighbors coupling. In this work, the analysis is focused, however, on the ring configuration with all-to-all coupling. At the microscale, a similar system would consist of coupled Micro-Electro-Mechanical-Systems (MEMS) resonators. Thus the aim now is to study the behavior of such system before it is fabricated and to use the results as a design guide for future experimental work of a prototype device. 
Model Equations
We now consider an array of N energy harvesting units arranged in a ring configuration which is representative of the system shown in Fig. 3 . The beams are coupled mechanically through the displacement variable z j of the j th beam and inductively through the derivatives of the circulating currents i j . The governing equations for beams j = 1, . . . , N can then be written in the following general form
where h z (z j , z k ) is the mechanical coupling function between beam j and k, the summation is taken over those beams k that are coupled to beam j and c jk is a matrix of coupling strengths. Parameter values for each beam are the same as those shown in Table 2 . Similarly,
is the inductive coupling function between beams j and k, with coupling strength M jk , except that now coupling occurs through the derivatives of the circulating currents. Note from Fig. 3 that all individual composite beams are coupled to one another through the common mounting base which suggests a coupling function of the form h z (z j , z k ) = z k . If we further assume the beams to be identical, then the c jk = λ can designate the common coupling strength. An analysis of non-identical elements is deferred for future work. In a micro-scale MEMS realization we can expect all units to be inductively coupled to one another, due to the proximity of the magnetic fields, so that the inductive coupling function is of the form
Then we can rewrite Eq. (3) using matrix notation as
where
and
Since we are assuming all beams to be identical with identical Galfenol samples and pick up coil then it is reasonable to consider identical mutual couplings, so that M i,j = M .
Dimensionless Model
We now seek to derive a dimensionless version of the model Eq. (4) so that we can interpret and distinguish the oscillations with small amplitudes with norm close to zero from those with large amplitudes with norm closer to one. Following a similar approach used in the nonlinear analysis of piezoelectric energy harvesters [Sebald et al., 2011] , we introduce the following dimensionless variables:
Due to the change in time variable, time derivatives are modified according to
Eq. (4) can then be rewritten in dimensionless form as
where seven new independent parameters have been defined as
From this set of transformations and preparation, we now turn to study the underlying bifurcations of the coupled energy harvesting system using the computational method to gain access into the details of various behaviors that exist in the dynamics. This kind of access would be difficult and nearly impossible to obtain through analytical methods.
Computational Bifurcation Analysis
Micro-scale Analysis We first consider a micro-scale version of the array. The expected, small, separation among the beams suggest that the beams will be coupled inductively, so that M = 0. A bifurcation diagram of the emergent behavior in Eq. (5), as a function of the coupling strength λ r , is shown in Fig. 4 . All other parameters are held fixed. The diagram was generated with the aid of the continuation software package AUTO [Doedel & Wang, 1994] . As a convention, solid/dashed lines and filled-in/empty circles correspond to stable/unstable equilibrium points and stable/unstable periodic solutions, respectively in the bifurcations diagrams.
In the absence of forcing, i.e., F r = 0, the coupled system cannot oscillate, see Fig. 4 (left). For coupling strengths λ < λ c = −0.333, only the trivial solution exists, although it is unstable. At λ = λ c , two (unstable) branches of equilibrium points emerge via a subcritical pitchfork bifurcation. For λ > λ c the trivial solution gains stability as it becomes globally asymptotically stable, i.e., all initial conditions eventually approach zero. For small nonzero forcing term, about F r = 0.1 in Fig. 4(right) , three branches of collective behavior emerge. Branch 1 represents a pattern of complete synchronization in which all beams oscillate with the same wave form and same amplitude and phase. Along this branch the mean value of the oscillations is exactly zero. We denote this pattern IP. In Branch 2 the vibrations of the beams are also synchronized but with a nonzero mean. Observe that Branch 2 emerges, locally, off of Branch 1 via a subcritical pitchfork bifurcation located at the same critical coupling strength λ c as in the zero-forcing case. In fact, we can use the Implicit Function Theorem to show that for small 2π/ω r -periodic forcing, if a non-resonance condition on the eigenvalues of the Jacobian at a certain equilibrium (x 0 , I 0 ) is satisfied, there exists a 2π/ω rperiodic solution P 0 (t) of the forced system (5) passing near (x 0 , I 0 ) in the extended phase space. See Chicone [Chicone, 2000] for a proof. In simple words, when the forcing term is turned on the equilibrium solutions of Fig. 4 (left) become foliated by a family of periodic oscillations with nonzero mean corresponding to the equilibrium points. Along Branch 3, two of the beams always oscillate in phase with one another while the third beam vibrates with a different phase. For weak coupling, the phase of that third beam is modulated and it is slightly off of the other beams. For strong coupling, the third beam oscillates completely in anti-phase, i.e., half-period out of phase, with respect to the other two beams. We wish to emphasize that among the three branches of solutions, the IP solution is stable over longer intervals of coupling strength. In fact, it is globally asymptotically stable over a small interval of negative values of the coupling strength and, more importantly, for all positive values of coupling strength. From an engineering standpoint, this stability result is important. That is, if this pattern can produce more combined energy, then it should be relatively easy to tune up an actual device to lock onto the IP regime. Branch 3 is also stable and can yield large amplitudes of oscillations but its stability region spans a smaller interval of coupling strength. Fig. 5 illustrates representative patterns of oscillation for each branch. We also notice the appearance of stable and unstable torus bifurcations. We do not trace, however, these secondary bifurcations since we are mainly interested in primary bifurcations as potential patterns for an energy harvesting system.
Meso-scale Analysis
At the mesoscale size, the separation among the beams can be significant enough to render the inductance coupling negligible, i.e., M = 0. A similar bifurcation diagram was generated for this case and is shown in Fig. 6(a) . Branch 1 denotes again a collective pattern of complete synchronization. Branch 2 of unstable synchronized oscillations emerges again via a subcritical pitchfork bifurcation off of Branch 1 at the same critical value of coupling strength λ c = −0.333. Since the oscillations are unstable, it is not practical to pursue these solutions further for an energy harvesting design; But as many other new branches emerge, the complexity of the bifurcation diagram increases significantly. We notice, in particular, the appearance of many period-doubling bifurcations. As for stability results, again, for strong coupling, the synchronized IP solution remains globally asymptotically stable but the amplitudes of the IP oscillations are relatively small, just as before when M = 0. However, for weak coupling there is a relatively large region, labeled U in Fig. 6 (a) and magnified in Fig. 6(d) , where the IP solution is globally asymptotically stable and the oscillations exhibit large amplitudes. This region is an ideal candidate to operate the coupled energy harvester system because it offers the potential to convert vibrational energy into large amount of power. Two additional branches of IP solutions are Branch 4 and 5. These branches are similar to Branch 2 where two beams vibrate with the same nonzero mean while the third one vibrates with a different mean. They are mostly unstable. Branches 3, 6 and 7 represent Traveling Wave patterns.
Resistive-Capacitive Load
In this section we consider a load capacitor attached to the lumped circuit, so that it can store the generated charge. The rationale for this addition is to seek a reduction in the complexity of the bifurcation diagram Fig. 4 generated by the continuation software AUTO. For Branch 1, all three beams oscillate in complete synchronization, same phase and amplitude and same mean values. In Branch 2, the beams also oscillate in synchrony but with a nonzero mean. In Branch 3, two of the beams oscillate in phase while the third one oscillates with a different phase. Only the complete synchronization solution, along Branch 1, is stable.
of Fig. 6 . Indeed, the entanglement of so many branches of solutions has the potential to complicate the operation of an array of energy harvester system [Sodano et al., 2003] . We show in this section that conversion to voltage can, however, significantly simplify the underlying bifurcations of the array device to the make the design a viable choice to pursue. 
Model Equations
The voltage across the load capacitor is V j (t) and its current is i j (t) = C LVj (t). We assume again a mesoscale implementation so that inductance coupling is negligible. Then the model equation (3) can be recasted as
Re-scaling time and beam displacement as in Section 3 and defining a dimensionless voltage through
yields the following equations in dimensionless form
Bifurcation Results
The bifurcation diagram for the array of harvesters with resistive-capacitive load appears in Fig. 7 . Overall, the diagram shows significantly less complexity especially when it is compared against that of the array of harvesters with resistive load of Fig. 4 and Fig. 7 . In particular, Branch 1 of zero-mean synchronized oscillations is the only branch of solutions that exists for small and large values of coupling strength λ. This branch is globally asymptotically stable/unstable for large positive/negative values of λ, but the oscillations show small amplitude. For small (positive) values of coupling strength, Branch 1 exhibits a sort of coupling hysteresis behavior as multi-stability arises due to the presence of a saddle-node bifurcation around λ = 0.02. Small-amplitude in-phase limit cycle oscillations and another limit point bifurcation exist just slightly to the right of λ = 0.02 which leads to large-amplitude in-phase oscillations. This latter limit point bifurcation defines the region of interest to operate the array of voltage-based energy harvesters. For slightly larger (negative) values of λ, the stable large-amplitude of in-phase oscillations that appear via the limit-point bifurcation become unstable as an almost circular branch of non-zero mean oscillations appear via a pitchfork bifurcation, just as they did in the harvester with resistive load.
Perturbation Analysis
In order to design and operate an actual device of the proposed coupled energy harvester system, it is imperative to find an explicit analytic expression of the Hopf bifurcation curve that limits the transition from steady-state solutions into coupling-induced oscillations. To accomplish this task, we apply a two-time scale perturbation analysis [Nayfeh, 2004; Rand, 2012 ] on a dimensionless version of the model equations:
where k y = 1/L c C L ω 2 0 , () ′ denotes differentiation with respect to τ , and j = 1, 2, 3. Thus we seek an asymptotic expansion for x j and y j in powers of ε as
where ξ = ω r τ denotes the fast scale while η = ετ denotes the slow scale. To introduce these two-time scales into (8), we need the expressions for the first and second derivatives of x and y with respect to τ , which we obtain through the chain rule:
We also expand x j and y j in a truncated Fourier series of ε:
Substituting (9)- (11) into the governing equations (8) yields, after collecting equal powers of ε, a set of partial differential equations (PDE) associated with each order term. Details of the calculations are rather technical but they can be found in Appendix 1. Solving the PDE equations (A.1)-(A.3), we arrive at the closed form solutions for x 0j , y 0j , x 1j , y 1j , x 2j , and y 2j . These solutions are then substituted into Eq. (9) to obtain analytic approximations to x j and y j for the energy harvesting system (8), up to O(ε). Fig. 8 shows a comparison of this approximation against a numerical solution for a representative value of the coupling strength. Overall, the accuracy of the approximation is very good. More importantly, the perturbation analysis yields the critical value λ c = −1/3 at which the harvesters become fully synchronized.
Hamiltonian Analysis
For larger array sizes, the governing equations are, however, not amenable to similar perturbation based analyses. To circumvent this problem, we employ a different approach. First, the governing equations, without forcing and damping, are reformulated in a Hamiltonian structure. In fact, since the scale of the damping coefficient δ is significantly smaller than that of the natural frequency, its exclusion will be negligible on the calculation of the bifurcation points associated with stable synchronization. Similarly, since we are interested in a weak forcing regime we can set F r = 0 and conduct a stability analysis of bifurcations of equilibria, which become foliated by periodic solutions when the forcing term is turn on. Then the isotypic decomposition of the phase space R N under the action of the group of symmetries S N , which describes the permutations of N objects that correspond to the all-to-all coupling, is used to study the linearized system of equations. This approach allows us to calculate an approximate analytical expression for the critical value of coupling strength at the onset of synchronization. More importantly, the expression is valid for any network size N and remains valid under nonzero weak coupling.
We assume again a mesoscale implementation so that inductance coupling is negligible. Then the model equation (3) can be rewritten as
where β = 1/(L c C L ω 2 0 ). Observe that now under this re-scaling the coefficient κ appears in front of both coupling derivative terms of Eq. (13), which will allow us to cast the equations in Hamiltonian form. Indeed, disregarding the damping terms and the period forcing in (13) without self-coupling, we may rewrite the system as
The case with self-coupling is treated in a similar manner and show the results for both cases but for brevity we include the details only for the case without self-coupling.
Let
we can write the derivative of p i as
Γq j ,
, and Γ = 1 0 0 0 . Thus in vector form, the system can be written as
, and F i = 0 −f i . Then the entire coupled energy harvesting system can be written as
A direct calculation shows that the system in (15) is Hamiltonian with respect to
with J 4 = 0 I 2 −I 2 0 . The corresponding Hamiltonian is
Next we study the linearized system near the origin starting with the S N isotypic decomposition of the tangent space, where S N is the group of permutations of N objects induced by the all-to-all coupling. This leads to a block diagonal decomposition from which the eigenvalues can be obtained explicitly and their distribution can be studied for all N ∈ N. In particular, we determine for general N , a threshold condition for the origin to lose spectral stability as the coupling parameter λ is varied.
Isotypic Decomposition
Let I N denote the identity matrix in R N . We can write the generators of S N in R N as the set
where σ i is the matrix obtained by swapping columns i and i + 1 of I N . Since the phase space of the system is R 4N , we can write its generators as
For ζ = exp (2πi/N ) and some v ∈ R, let v j = (v, ζ j v, ζ 2j v, . . . , ζ (N −1)j v) T be a vector in C. Suppose j = 0, . . . , N − 1, then the vectors v j form a basis for C N . Observe that the basis decomposes C N into
. . , z)|z ∈ C} are invariant subspaces. Note also that the vectors v j , with j = 0, form a basis for the subspace V 1 while the remaining vectors v j , j = 1, . . . , N − 1, form a basis for the subspace V 0 . Given that each energy harvester has an internal phase space of dimension four, let
and define
for i = 1, 2, 3, 4. This set of 4N vectors form a basis for the system. We need to verify that for the symplectic form ω(u, v) = u T Jv, with u, v ∈ C 4N and J given by (16), ω(v ji , v kℓ ) = 0 holds for any pair v ji , v kℓ in the basis of C 4N . Direct calculations yield
and note that
for any combination of j, ℓ. The corresponding real symplectic transition matrix P is constructed using the normalized real and imaginary parts of the vectors v ji for complex vectors and just the normalized v ji if it is real. For complex vector v ji , let ℜ ji and ℑ ji denote its real and imaginary parts, respectively. Furthermore, we denote a normalized vectors by·. For N odd, the real symplectic transition matrix is
Similarly, the corresponding real symplectic matrix for N even is P = ṽ 01 , . . . ,ṽ 04 , ℑ 11 , ℜ 11 , . . . , ℑ 14 , ℜ 14 , . . . ,
From the basis chosen, the complexified phase space can now be written as
where (V 0 ) 4 and (V 1 ) 4 are invariant subspaces with respect to ξ. Applying P to the linear part of (15), we obtain the following diagonalization of the linear part of the coupled energy harvesting array
Characteristic Polynomial
Given the structure of the linear part of the system shown in (17), we only need to study the matrices M 0 and M 1 in order to understand the eigenvalues of the system. The matrix
has corresponding characteristic polynomial
whose roots are
Similarly, the matrix
2 .
Eigenvalues
Observe that the characteristic equations of both matrices, M 0 and M 1 , have the same form
Thus, we will first investigate this equation in general and then apply the results to the characteristic equations of the M 0 and M 1 matrices. We start by writing the roots of (18) in the form
Since we want the system to be spectrally stable, i.e., all eigenvalues with zero real parts, we need to investigate the following cases sperately.
In this case, the roots are purely imaginary if
Case 2:
In this case, b ≥ 0 must hold for the eigenvalues to be purely imaginary.
Case 3: b 2 − 4c < 0, i.e.,
In this case, the roots can be written as
In general, the square root of a complex number v + iw can be written as
Thus, in this situation, v = − b 2 and w = √ 4c − b 2 2 . We require that the roots be purely imaginary, yielding
which reduces to 4c − b 2 = 0.
Application to M 0 and M 1
We now apply these results to the the characteristic equations of M 0 and M 1 . Based on the values of the parameters, only Case 1 applies but the other two cases are shown for completeness.
Case 1
For M 0 , c = β + βλ r (N − 1). Direct substitution and simplification of the condition c ≥ 0 leads to the critical value of coupling strength: λ r ≥ −1/(N − 1). It follows that a bifurcation occurs at the critical value of coupling strength
For M 1 , c = β(1 − λ r ). Again, substitution into c ≥ 0 leads to λ r ≤ 1. It follows that a second bifurcation points occurs at λ c = 1. Numerical simulations show that the oscillations that emerge off this point when the forcing term is turn on have rather small amplitude, i.e., small power output. For this reason, we do not pursue the analysis of this bifurcation any further.
For the system with self-coupling, similar calculations show that the bifurcation point with respect to λ r changes slightly to
For the special case of N = 3, Eq. (21) yields λ c = −0.333, which corresponds to the subcritical pitchfork bifurcation identified in Fig. 4 (left) for a coupled energy harvesting system with zero forcing F r = 0. Observe now in Fig. 4 (right) that increasing the forcing by a small amount does not lead to a drastic change in the bifurcation point. In fact, numerical simulations show that Eq. (20) is a good analytical approximation to the onset of stable synchronized oscillations that emerge through the subcritical pitchfork bifurcation shown in Fig. 4(right) .
Since λ r is not part of the characteristic polynomial of M 1 , there is no corresponding second bifurcation point in this case.
Case 2
For M 0 , b = β + κ 2 + 1 + (N − 1)λ r . Direct substitution and simplification of the condition b ≥ 0 leads to the following critical value of coupling strength:
Case 3
Solving for λ r , we get
Again, solving for λ r , we get
Validation
In this section we present preliminary results of ongoing experimental works aimed at validating the proposed models of arrays of energy harvesters with composed beams. Of particular interest is to estimate parameter values that can guide the ongoing modeling and analysis tasks. We wish to emphasize that the results presented in this section are preliminary in nature. They are intended to validate the proposed modeling approach. However, details of experimental results will be disseminated in future manuscripts.
Parameter Estimation
In order to validate the accuracy of the models, various composite beams with Galfenol as the main material and with aluminum as the substrate were wrapped with 35 gauge magnet wire for the coil. The beams were fitted to the test apparatus on top of the shaker using Plexiglas or plastic plates to avoid interaction with the shaker magnet. The shaker was driven by an amplifier, which was connected to the source of the dynamic signal analyzer. Various base clamping configurations and beam clamping methods were tried and an appropriate set up was created. Figure 9 shows the frequency response curves measured on a dynamic signal analyzer. Here, base displacement and tip displacement were measured with laser sensors and the output of the sensor was converted to the actual displacement values. The beam clearly shows nonlinear behavior, i.e. soft-spring response. That is, the resonance frequency shifts to the left, from 46.25 Hz to 36.8 Hz, as the vibration is increased. For comparison purposes, dashed arrows show the trace of a linear response vs a nonlinear one. Soft-spring (nonlinear) response occurs due to the material compressiontension and the alignment of the magnetic poles while the beam is being vibrated. The nonlinear behavior is crucial for the coupled system in which the nonlinear behavior contributes to the synchronization of the individual beams and can potentially increase the output power. The output of the coil across a resistor that was matched to the coil resistance was measured at 35.2 mV. Note that this value depends on the shaker vibration, the material, the base clamp configuration and beam structure. It was also observed that adding the coil on top of the sample creates an imbalanced lumped mass which can contribute to the lowering of the effective mass. Additionally, the coil spreads the frequency response. In other words, the coil lowers the quality factor Q (based on the mechanical displacement amplitude vs. excitation frequency curve). As expected, when the frequency is swept up and down, a hysteresis loop was observed for large vibration amplitudes. The width of the hysteresis loop grows as the vibration amplitude increases. Experiments were carried out for the spring constant, mechanical to electrical transduction, and damping. The measured data of one of the beams was used to develop the linear and nonlinear transducer model. Here, the shaker was vibrated at low amplitude to confine the vibration within the linear regime and the frequency response curves for the tip displacement and base displacement were used to determine the relative tip displacement (Tipdisp -Basedisp) over the base acceleration. The spring constant was measured using weight vs. displacement measurements and the resonance frequency was measured as 46.25 Hz. Using these values, the value of effective mass m or beam inductance L c was determined. Using this value of effective mass as an approximation, the damping parameter b or beam resistance R L was derived by the Levenberg-Marquardt algorithm. The parameters for the coil were measured on the LCR meter. The value of transduction factor K was determined by two methods: from the mechanical side and from the electrical side. For the mechanical side measurement, the current output of the coil across 10 MΩ resistor (open circuit) was measured for a given shaker vibration amplitude and corresponding tip velocity. Here, K is coil output voltage over tip velocity [V /(m/s)]. Conversely for the electrical side measurement, the coil was connected to the voltage source and the output vibration was measured which was then converted to corresponding force. Here, K is tip force over input current [F/A] . The two values were close to each other and an average value was derived. The collective list of all parameter values is shown in Table 2 .
Normalized Power Output
Three identical beams were fixed on a plastic disk in a triangular pattern as is shown in the top portion of Fig. 10 . The normalized power (the measured power was divided by the measure base acceleration values and this ratio was again divided by Earths gravitational constant, 9.81 m/s 2 ) vs. excitation frequency is shown in the bottom panels. The uncoupled and coupled responses are shown in the top and bottom rows, respectively. The excitation amplitude of the shaker was increased from 100 mV to 500 mV and the corresponding results are shown in the left, middle and right plots. It can be seen that the coupled system does not synchronize at lower excitation amplitude; however, all three beams show synchronization at higher excitation amplitude, around 314 Hz. The time-series of the coupled beams show all three beams in phase which is important for power conversion. The increment factors at this frequency are 51.9, 29.76, and 30.49 for beam 1, beam 2, and beam 3, respectively. 
Discussion
We have shown proof of concept that an array of vibratory energy harvesters, coupled mechanically and inductively, can produce, under certain conditions that depend mainly on the coupling strength, a collective pattern of synchronization. In addition, many other patterns of collective oscillations also exist, as they are induced by the symmetry of the interconnected array. Among the many different patterns, the synchronized behavior is of particular importance because, in principle, it can be used to form a coherent power output to a usable level to drive some devices. A perturbation analysis shows that it is possible to find approximate analytical expressions for the critical coupling strength that leads to the stable synchronized solutions. The analysis is, however, complicated for it to be extended to arrays of arbitrary size, specially large arrays. An alternative approach, based on casting the model equations in Hamiltonian form, with zero forcing and zero damping, leads to an approximate analytical solution for the onset of synchronization. The expression is a reasonable approximation even under weak forcing and it can be very useful towards the design and operation of an array of energy harvesters for higher combined energy production. In the analysis, we chose the model equations representing the energy harvester constructed with magnetostrictive material, as a case study. However, we wish to emphasize that the fundamental principles of symmetry-driven spatio-temporal patterns of oscillations are model independent so that similar ideas of arrays of harvesters can be readily extended to other arrays with different materials, for instance piezoelectric transduction. Finally, we note that power production has not been discussed at this point because the entire experimental system is not fully optimized yet to give a realistic projection of the total power production from the coupled system. The optimization will be carried out mainly in the power converter part where the impedance matching, component sizes and load matching are very important to efficiently convert power to do useful work. We plan to discuss this part of the system in a follow-up manuscript comparing theoretical and computational results against experiments. where X 2j = A 2j cos ξ + B 2j sin ξ + E 2j cos 2ξ + F 2j sin 2ξ Y 2j = C 2j cos ξ + D 2j sin ξ + G 2j cos 2ξ + H 2j sin 2ξ R 1j = A 2 1j + B 2 1j S 1j = (A 2 1j − B 2 1j ) cos(2ξ) + 2A 1j B 1j sin(2ξ).
Next we solve Eq. (A.1) through Eq. (A.3). We start with Order ε 0 . Since x 0j and y 0j are equilibrium points (up to O(1)) then the derivative terms in (A.1) are all equal to zero, leading to the following set of algebraic equations for x 0j and y 0j :
x 0j + γx while y 0j = 0, j = 1, 2, 3. Solving for x 0j , we find that Eq. (A.4) admits the following sets of solutions. Set I: x 0j = y 0j = 0, j = 1, 2, 3. Set II: x 0j = ± −(1 + 3λ r )/γ, y 0j = 0. Set III: x 0,1 = a, x 0,2 = b, and x 0,3 = c, y 0j = 0, where a, b and c are expressions that depend on parameters, mainly λ r and γ, but are too cumbersome to be written explicitly.
The trivial equilibrium solution in set I corresponds to the zero-mean oscillations of the coupled system in which the vibrations of the harvesters are fully synchronized, i.e., they all oscillate with the same phase and same amplitude. Recall that numerical simulations indicate that this solution is unstable for λ ≤ λ c and stable when λ > λ c . When λ > λ c , in particular, numerical simulations show a second synchronization state in which all harvesters oscillate in phase but with a non-zero amplitude. This state is unstable and it seems to correspond to solution set II above. By direct comparison of the mean oscillations between sets I and II, we can deduct that the transition occurs at λ c = −1/3, which agrees very well with the bifurcation diagrams.
We now consider Order ε 1 . Solving the first two equations in (A.2) we get x 1j = y 1j = 0, j=1,2,3. Substituting X 1j and Y 1j in the last two equations of (A.2) leads to an algebraic linear system of equations for A 1j , B 1j , C 1j , and D 1j , j = 1, 2, 3, of the form We solve the resulting system of equations analytically via Maple which yields a unique solution for A 1j , B 1j , C 1j , and D 1j , j = 1, 2, 3, but we do not express that solution explicitly for brevity.
We now consider Order ε 2 . Solving the first two equations in (A.2) we get x 2j + 3γx 0j x 0j x 2j + A 2 1j + B 2 1j 2 + λ r N k=0
x 2k , and y 2j = 0, j = 1, 2, 3. Substituting X 2j and Y 2j in the last two equations of (A.3) yields two possible solutions sets. Set I: x 0j = x 1j = 0 and y 0j = y 1j = 0, A 2j = B 2j = C 2j = D 2j = 0 and E 2j = F 2j = G 2j = H 2j = 0, j = 1, 2, 3. The only nonzero terms are A 1j , B 1j , C 1j and D 1j , but they are again to cumbersome to be shown explicitly. Set II: x 0j = ± −(1 + 3λ r )/γ, y 0j = 0, x 1j = y 1j = 0, y 2j = 0 and A 2j = B 2j = C 2j = D 2j = 0. The only nonzero terms are now x 2j and E 2j , F 2j , G 2j , H 2j , j = 1, 2, 3, which are too cumbersome to be displayed directly.
