The influence of sample size on informetric characteristics is examined to determine whether theoretical mathematical models can adequately fit large data sets. Two large data sets of queries submitted to the Excite search service were sampled for search characteristics (term frequencies, terms used per query, pages viewed per query, queries submitted per session) producing data sets of various sizes that were fitted to theoretical models to determine how the sample may influence a model's goodness-of-fit. Although theoretical models could adequately fit smaller data sets of up to 5000 observations in some cases, larger data sets could not be satisfactorily fitted using several goodness-of-fit techniques. Investigators must take into account that sample size does influence goodness-of-fit outcomes. The nature of the data and not the limitations of given goodness-of-fit tests results in significant outcomes. Such goodness-of-fit tests should be used for comparative purposes, rather than significance testing.
Introduction
Studies of mathematical modelling of informetric data such as author and journal productivity frequencies, word usage, or resource usage have examined many of the social aspects of information production and use. With the growth of the internet, and particularly the world wide web, these studies have more recently focused on empirical regularities of internet user behaviour and resource usage. Early studies of informetric phenomena limited themselves to data sets consisting of perhaps hundreds or tens of thousands of observations. These represented the complete population or practical limitations arising from data collection methods. The broader availability of electronic data sets has made it possible to study significantly larger populations consisting of conceivably many millions of observations. From a technical perspective, the number of 'types' available for study, where a type represents sources contributing 'tokens' or individual observations, has greatly increased.
Regularities in the occurrence of text or usage of search systems in electronic environments have been found to exhibit similar regularities to print media,
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where frequency distributions of data sets result in a large number of rare events (LNRE) with lengthy tails [1] . With internet/web-based phenomena, these regularities are popularly concluded to be Zipfian based on a visual inspection of a trend line of logarithmically transformed data. However, a simple Zipf distribution may not adequately model the observed behaviour for electronic environment characteristics, particularly for highly skewed, larger data sets representing potentially millions of observations [2] [3] [4] . Also, as a sample data set increases in size, it may become increasingly skewed, which can influence model fitting and the type of model used for fitting.
More rigorous methods of model fitting that determine if observed distributions differ significantly from theoretical models are needed. This is usually achieved through the application of goodness-of-fit testing. The two primary methods in use are the chi-square (χ 2 ) test and the Kolmogorov-Smirnov (K-S) test. A third method, using the coefficient of variation (R 2 ), is generally used for regression analysis or for comparative purposes but also provides an indication of the closeness of the fit. Goodness-of-fit testing, when used for comparative purposes, can demonstrate whether one model performs better than another. Applying goodness-of-fit testing to the hypothesis that the observed data set (assumed to be a sample) is statistically significantly different from the developed model (assumed to represent the population) can be challenging. As data sets grow, selected theoretical models and associated goodness-of-fit techniques may not be sufficiently robust to detect similarities or differences that arise between observed and theoretically modelled data sets.
The present study investigates whether two mathematical models used in informetric research can be applied with reasonable fits to data sets consisting of different sized samples. Furthermore, the study examines if different goodness-of-fit tests affect whether a given model is accepted or rejected.
Previous studies
The analysis of resource usage has become popular for market analysis of web sites [5] . This not only has implications for understanding usage patterns, but also for caching of frequently accessed documents for improved response time, as demonstrated by Cunha, Bestavros and Crovella [6] . Studies of web regularities, whether describing user behaviour or resource usage, have been largely descriptive (e.g. Silverstein et al. [7] ). Other studies have gone one step further by reporting that frequency distributions of observed data sets follow inverse power laws, or conform to Zipf's law [8] [9] [10] [11] [12] [13] . For example, Nielsen [12] noted that the rankfrequency distribution of hits per month distribution for pages on the Sun Microsystems web site was largely Zipfian, at least for the most frequently accessed pages. The lower than expected number of hits for low ranking pages was attributed to the paucity of accumulated pages of low-frequency interest. Crovella, Taqqu and Bestavros [14] also noted that a power law could model the distribution of document requests, citing implications of this finding for caching.
Power law models have been frequently cited as fitting observed data sets based on the conformance of log/log plots of data sets against straight lines with no determination of the goodness-of-fit beyond visual inspection. Because the majority of an observed curve appears to follow a straight line, it is concluded that the data set as a whole follows an inverse power law. Studies investigating the fitting of observed electronic data characteristics to other types of theoretical distributions used in informetrics, along with more rigorous goodness-of-fit testing to provide more accurate models of the observed characteristics, particularly for larger data sets of more than a few thousand observations, have appeared as a result [4, 15] .
The ease with which electronic system characteristics and usage data may be collected has allowed investigators to amass large data collections, measured in the millions or even billions of observations [7] . For modelling purposes, a sample of the data population may be more practical.
The study of the influence of sample size on statistical tests has been investigated both in the general statistical literature and in informetrics. Zhu et al. [16] investigated the factors affecting the performance of models used in estimating the probability of hospital mortality. Using the Hosmer-Lemeshow goodness-offit statistic, they found that the smaller the sample size, the less likely the model was to perform poorly. They therefore recommended that further research must be undertaken to more clearly delineate the sample size extremes that could invalidate the goodness-of-fit test as a quality assessment measure. Strum, May and Vargas [17] , in their attempt to determine whether the distribution of surgical procedure times more closely fits a normal or a log-normal distribution, also examined the limitations of goodness-of-fit tests. They used the Shapiro-Wilks goodness-of-fit test to show that the log-normal model was superior to the normal model for a large and diverse set of surgeries but noted that goodness-of-fit tests may falsely reject the Sample size and goodness-of-fit outcomes log-normal model given certain conditions that include rounding errors in procedure times, large sample sizes, untrimmed outliers, and heterogeneous mixed populations of surgical procedure times. To minimize this error, they recommended using goodness-of-fit tests in conjunction with graphical methods such as normal probability plotting in the case of large sample sizes while segmentation into homogeneous groups is recommended in the case of heterogeneous populations. In the informetrics field, Yoshikane [18] examined the effect of sample size on statistical measures for author productivity. There is a coefficient of loss associated with samples of informetric data. At some point, the loss or absence of data significantly affects the ability to effectively model characteristics of the overall population and has implications for the ability to compare results of data sets with different sized samples relative to their populations. Egghe [19] also demonstrated how sampling techniques used on bibliographic data alter concentration values (degree of inequality among sources) between samples and the original data sets.
The need for effective sampling techniques to obtain a representative sample of the overall population is apparent. This is particularly true when the population under study is the entirety of the web. Henzinger et al. [20] investigated a way to achieve near uniform random sampling of URLs to assess overall web properties based on random walks while taking into account the greater likelihood of retrieving URLs with higher connectivity. Ozmutlu, Spink and Ozmutlu [21] relied on Poisson sampling to determine how different sampling rates affected the sample characteristics of 1000 Excite search engine user sessions. They were able to determine that the characteristics of the average queries submitted per user session were preserved with samples as small as 30 sessions.
Unlike the study by Ozmutlu, Spink and Ozmutlu [21] , which focused on search session size based on session-level samples, the present research explores: (1) whether frequently used theoretical models in informetric studies adequately fit multiple observed data set characteristics representing query-level samples of different sizes from an overall data set; and (2) whether the goodness-of-fit method used influences the outcome. In previous studies conducted by two of the investigators [4, 15] , adequate model fitting for the large data sets proved challenging despite the use of many theoretical functions to model the observed distributions. The present study explores the use of data sets of various sizes and goodness-of-fit measures and their influence on data modelling outcomes.
Method
Raw query data collected in December of 1999 and May of 2001 from the Excite search service that were made available to researchers (see Spink et al. [13, 23] ; Wolfram et al. [22] ) were imported into a Microsoft Access database. The 1,025,910 raw queries in each data set represented a subset of queries submitted to the Excite search engine on a single day. The data sets include only submissions where an identifier, stored as a cookie on a user machine, was available. Queries submitted from machines on which the browser cookie facility was disabled were not included. The data included numeric identifiers for searchers/machines, time information on when each query was submitted, and the full queries entered by users.
Queries were initially parsed for individual terms based on alphanumeric starting characters. Terms were delimited using spaces and other non-alphanumeric characters. Non-alphanumeric characters that were part of a URL or email address ('/', '.', '@', ':') were not treated as delimiters. Occurrences of the words 'and', 'or', and 'not' were treated as terms because the context of their use as Boolean operators or as parts of phrases was not readily determinable without a query-by-query analysis. Repeated queries (i.e. identical queries submitted by a user appearing in succession) were assumed to represent requests to view the next page of results associated with the initial query. These were not treated as separate queries, but rather as extensions of the same query, representing requests for additional pages of content for browsing. Repeated queries reduced the data set sizes to approximately 623,000 queries for the 1999 data set and 587,000 queries for the 2001 data set. A session consisted of all queries associated with a given identifier.
Different sized samples of queries were collected from each data set at the distinct query level by extracting every kth query resulting in data sets of 1000, 5000, 10,000, 25,000, 50,000, 100,000, and 250,000 queries. This gives a 1-in-k systematic sample [24] . For a sample of size 1000, k = 623,000/1000 = 623 for the 1999 data set. Term, query, and user/session-level frequency distributions were tabulated from the extracted data sets. The specific data distributions derived from the raw data included: Term Level Term frequency distribution (or terms used across queries)
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Query Level
Terms used per query Pages viewed per query User/Session Level Queries submitted per user/ session It should be noted that although the number of queries for each sample is constant, the total number of terms, terms used per query, pages viewed, and queries submitted per session will differ for each sample. For the smaller sized data sets (1000, 5000, 10,000, and 25,000 queries) it could be argued that outcomes may not be representative of the population data set due to their small size in comparison to the population data set. To minimize the effect of sampling bias, additional data sets for each of these four sample sizes were collected for each year of data. A total of twenty replicates of data sets for each sample size and year were collected.
Some mathematical models used in informetrics have a natural origin of one (e.g. Zipf) whereas others have an origin of zero (e.g. generalized inverse Gaussian Poisson). For models of the latter type, a zerotruncated version may be used, where each outcome of f (x) for x greater than zero is divided by 1 -f (0). The Zipf and generalized inverse Gaussian Poisson (GIGP) models were used in the present study. The former represents a popular choice for modelling. The latter is a more sophisticated model based on stochastic processes and has been shown to provide good fits to different informetric data sets (see Sichel [25] ; Burrell and Fenton [26] ). Although other theoretical functions have been used to model large data sets, the Zipf and GIGP functions have performed better than others for a range of informetric data sets [4, 15] .
A Zipf model usually takes a rank-frequency form, but it may be used in a size-frequency format as well, making it functionally equivalent to a Lotka [27] model. Functional forms of the two distributions used in this study are: (a) Size-frequency Zipf (ZIPF) p(x) = αx -β , for x = 1, 2, . . . , where 0 < α < 1 and
where -ϱ < γ < ϱ, 0 ≤ θ ≤ 1, α ≥ 0 and K ν (z) is the modified Bessel function of the second kind of order ν and argument z.
After the parameters were estimated for each theoretical model, goodness-of-fit assessments between the observed and fitted theoretical distributions were carried out. Significant departures between observed and predicted values may be determined by applying a chi-square test. The chi-square test, however, is sensitive to scaling of data sets, where significant outcomes may result based on two factors: (1) The number of degrees of freedom -critical values for larger numbers of degrees of freedom (i.e. more cells of observations) result in diminishing increases with additional degrees of freedom. Differences between observed and expected values eventually exceed critical values even with relatively small differences within each cell. (2) The influence of the cell size -differences between observed and expected values are proportionately higher for data sets with larger cell values. By squaring the difference between the observed and expected values for a chi-square calculation, the outcome is absolutely larger even though the proportional difference may be similar or even smaller for the larger data set. Chi-square testing also requires that cells contain sufficient observations for comparison. Highly skewed data sets, often observed in informetric research, contain few observations at the tail end of the distribution. To provide a sufficient number of observations per cell for chi-square analysis, data cells must be collapsed, which reduces the number of degrees of freedom and lowers critical values used in determining the significance of the outcome.
Another test used to measure goodness-of-fit, the Kolmogorov-Smirnov (K-S) test, is also sometimes employed in informetric modelling studies. The Kolmogorov-Smirnov test belongs to the family of empirical distribution function (EDF) statistics that are normally used to test the goodness-of-fit of continuous distributions [28] [29] , though modified versions of these statistics have been developed for testing discrete models [28, [30] [31] [32] . Other EDF statistics include Anderson-Darling, Cramér-von Mises, and Watson [28, 32] . One major disadvantage of using the EDF statistics for testing goodness-of-fit is that in situations where parameters are to be estimated from the data, critical values must be obtained for the hypothesized distributions using Monte Carlo simulation techniques [33] .
A more recently developed goodness-of-fit test is the generalized chi-square test [34] . The purpose of this test is to extend the flexibility of the standard chisquare test so that the sample size may be taken into account. The test statistic used is d(= χ 2 /n), which Sample size and goodness-of-fit outcomes measures the amount of discrepancy between an empirical distribution and a theoretical distribution. To adjust for data with extremely large sample sizes, it is suggested that this discrepancy value be measured to within a specified amount. In practice, critical values for the generalized chi-square test can only be computed for a hypothesized discrepancy d 0 . However, the determination of d 0 is the major problem with the use of the generalized chi-square test as a very small value may result in lack of fit for almost every data set while a very large value may achieve the opposite result. Hence, in this study, we employ Monte Carlo simulation techniques as detailed in [32] 
Results
Characteristics for the initial sampled data sets appear in Table 1 . Although means and standard deviations for samples of the distribution of terms used per query and pages viewed per query were largely stable for the different sample sizes, the equivalent measures for the number of queries used per session, and particularly the term frequencies, increased with larger sample sizes. The increase in the mean number of queries per session with larger sample sizes is an artifact of the sampling method and the session frequency distribution characteristics. Most users only submitted a single query, but for those that submitted multiple queries, the likelihood that all submitted queries by a given user would be selected through a systematic sample of every kth observation was remote, particularly if k is large, as is the case with the smaller sample sizes.
Change and stability are evident in plots of the relative distribution characteristics, where the relative distribution of terms used per query remains largely the same (see Figure 1) . However, for term frequency distribution, there is relative decrease in the percentage allocation at the lower end of the distribution as the sample size increases (see Figure 2) . Note that the random sampling approach will typically only retrieve a fraction of the queries for any given session, thus resulting in a low number of queries per session for smaller sample sizes. Model fitting outcomes for the initial sample sizes using the traditional chi-square approach reveal that non-significant fits were achieved only for smaller sample sizes for term frequency distribution and pages viewed per query (see Table 2 ). The unimodal (non-LNRE) shape of the terms used per query data distributions makes fitting a power law or inverse frequency distribution an unlikely match.
To determine whether the smaller sample size (1000-25,000 queries) outcomes were simply products of the samples themselves and not indicative of the population being sampled, nineteen additional systematic samples were collected from each of the two large data sets. Results of the chi-square goodness-of-fit tests for Zipf and GIGP distributions appear in Table 3 . The outcomes demonstrate that as the sample size increases, fewer data samples provide non-significant outcomes in the model fitting.
To determine whether the modelling results are influenced by the goodness-of-fit test, the authors used the Anderson-Darling statistic (A 2 ) and the generalized chi-square statistic (d) to test the goodness-of-fit of the Zipf model for the original data set as well as the additional samples. Monte Carlo simulation was used in determining the critical value for each statistic. The goodness-of-fit results, shown in Tables 4-7, are quite similar to those obtained using the chi-square statistic. It should be noted that the authors did not use the Anderson-Darling statistic and the generalized chisquare goodness-of-fit for the GIGP model because its complexity made the determination of the critical values for the two tests computationally unwieldy.
Discussion and conclusions
Normally, the lack of adequate goodness-of-fit outcomes in informetric modelling is not noteworthy. The goal of the present study was not to demonstrate that a given theoretical function best fits a given observed distribution. Rather, the investigators wished to demonstrate that goodness-of-fit performance for a larger data set environment might need to be viewed in relative terms. The best fitting theoretical models may not be 'good enough', statistically speaking, if one is interested in obtaining a fit that is not statistically different from the observed data. However, a nonsignificant outcome may not be possible regardless, given the nature of the observed data set and the features of the goodness-of-fit testing method used.
To date, most such model fitting has not extended much beyond visual inspection, where the goodnessof-fit of logarithmically transformed data to power models has been based on a visual comparison of the data to a straight line. Departures from linearity, particularly at the base and tail end of the distributions, are dismissed as insignificant. However, the key characteristics of many informetric data sets lie in these areas of the data distributions. An observed straight line for the centre of the distribution may not be best explained by a simple power model (Zipf or Lotka), but may be based on Poisson processes, which can also produce a straight line for the middle of the logarithmically transformed data, but which deviates from linearity at the ends of the distribution. The GIGP is a prime example of this type of distribution. For the data sets studied, goodness-of-fit outcomes were based largely on the sample size, with smaller data sets providing better fits. Larger samples represented data from the same population set. However, with larger samples, descriptive measures such as means and standard descriptions will vary depending on the characteristic measured. These differences will affect how observed distributions may be modelled. Pages viewed per query data for 2001 provided more non-significant outcomes for more progressively larger samples than any other data. This can be explained by the comparative stability in the mean and standard deviation observed with larger sample sizes. Although the terms used per query data samples were also largely stable in their characteristics across the different sample sizes, the non-LNRE, unimodal shape of the distributions did not lend itself well to modelling by a Zipf or GIGP distribution.
Based on the findings of the current and previous studies using large data sets, the authors recommend the following: (1) Investigators should not assume a power law (e.g.
Zipf/Lotka) is the best model to describe observed behaviour based solely on visual inspection when there are clear departures from linearity, particularly at the tails of the distributions. This should be confirmed with more rigorous methods of model fitting. Ultimately, the need for precise model fitting will be dependent on the application. In cases where a model exhibiting basic LNRE behaviour is sufficient, a simple model such as a Zipf/Lotka may be sufficient. For precision computer simulations, a more sophisticated model, such as the GIGP, may be needed. [34] , to test these hypotheses, we will use the chi-square test with a non-centrality parameter δ approximated by nd 0 (in the usual Pearson's chisquare test, the non-centrality parameter is set to zero) where n is the sample size of the data set being tested. The results of the tests shown in Table 8 indicate that there is no significant difference between the discrepancy from the Zipf model exhibited in the full data set and that exhibited in each of the sampled data sets. This implies that if investigators are able to determine an acceptable discrepancy value, then they can use a sampled data set of any size (minimum of 100 [35] ) to test if the discrepancy between a theoretical distribution and an empirical distribution exceeds the specified value. predictor variables. For example, generalized Poisson regression has been used to model the number of children in a family with wife's employment status, wife's education in years, wife's age, family income, race, and city used as predictor variables [36] . The authors could not attempt regression modelling in the present study because the log files used for data collection did not include useful predictor variables. For example, the number of terms used per query, which is one of the variables modelled in our study, may be fitted by considering search purpose, age group of searcher, educational level of searcher, and search experience as possible predictor variables. This is an area that awaits further investigation. 
