Abstract. A distinction can be drawn between two approaches for using surrogate data to test for nonlinearity in a time series. The rst is a \typical realizations" model which can be implemented in terms of a direct autoregressive (AR) t to the data, and the second is a \constrained realizations" model which is implemented using a Fourier transform (FT). Earlier comparisons of these two methods found that that the FT surrogate data test was the more powerful of the two for the same nominal false-positive rate, but that the actual false-positive rate was much lower for the AR test. In this paper, further comparisons are made of the FT and AR tests. A kind of \double bootstrap" approach (that involves taking surrogate data of surrogate data) is suggested for calibrating hypothesis tests so that their actual rate of false positives matches a speci ed nominal false-positive rate.
1 A bridge between the natural and the statistical sciences Over thirty years ago, in a dozen dense pages in the Journal of the Atmospheric Sciences, Edward N. Lorenz described an extensive set of numerical experiments which explained and illustrated the notion of sensitive dependence on initial conditions from deterministic dynamical equations Lorenz 1963] . That same year, in a Work by the rst author is supported by the United States Department of Energy.
c 0000 American Mathematical Society 0000-0000/00 $1.00 + $.25 per page single brief paragraph in the Journal of the Royal Statistical Society B, George A. Barnard outlined a straightforward Monte-Carlo approach for testing simple null hypotheses Barnard 1963] . Barnard wrote with optimism that \...provided one has access to a reasonable amount of time on a reasonably powerful computer, an exact test of signi cance is something one never need be without." A circa-1963 computer would surely test the patience of any modern user desiring \reasonably powerful" computation, but for Lorenz and Barnard, the natural and the statistical scientist, the power and utility of electronic computation was evident.
To be sure, the computer provides a kind of cross-disciplinary lingua franca, but the common enemy that brings together statisticians and physicists is not MS-DOS, but the question: Given a time series of data, what is the nature of the system that generated it?
As Lorenz's work became more widely known, 1 and the notion that deterministic few-degree-of-freedom systems could exhibit irregular aperiodic behavior became more widely appreciated, experimentalists began to ask a more speci c form of this same question: is my irregular aperiodic system chaotic?
The question has proved to be a di cult, and arguably ill-posed one. Data sets from the natural world (including that stripped-down version of nature found in the laboratory) are neither purely chaotic nor totally random. By and large, they aren't even stationary. The disentangling of the deterministic and stochastic aspects of the dynamical system that generated a given data set is the ultimate goal of the time series analyst. To make progress on this problem requires a fusion of statistical inference and nonlinear dynamics; and a reasonably powerful computer. This paper will discuss a very limited facet of this question, but our motivation is this grand promise that with enough good data, enough computational power, and enough intellectual elbow grease, we can achieve insight into the processes and phenomena whose collateral e ects bombard our senses (and our sensors) daily.
Chaos and Nonlinearity. Directly testing for chaos in time series is
an enterprise with a long and dubious tradition. The direct approach is to test short noisy data sets for signatures of the idealized mathematical properties that are exhibited by in nite trajectories of purely deterministic nonlinear dynamical systems. These properties include sensitive dependence on initial conditions, fractal attractors, and the existence of functions which map the past precisely into the future. Algorithms have been developed for characterizing time series that are known to be chaotic, based on Lyapunov exponents Eckmann et al. 1985, Sano and Sawada 1985] , fractal dimension Russell 1980 , Grassberger and Procaccia 1983 , Theiler 1990 , Cutler 1993 , and short-term predictability Sidorowich 1987, Casdagli 1989 ], but the suitability of these algorithms for distinguishing chaos from other alternatives has been di cult to pin down.
These di culties have breathed new relevance into the somewhat longer (and considerably less dubious) tradition of testing time series for evidence of nonlinearity. Though nonlinearity does not imply chaos, it is a prerequisite. Furthermore, it is a convenient landmark in the vast and largely uncharted territory between deterministic chaos and total randomness.
Classical tests for nonlinearity, such as those proposed by Subba Rao and Gabr 1980 , Hinich 1982 , McLeod and Li 1983 , Keenan 1985 , Tsay 1986 , apply the methodology of of statistical hypothesis testing, which provides a general formalism for addressing questions of inference from nite data sets. One posits a null hypothesis, which is a kind of default explanation for the data, and then attempts to determine whether this hypothesis is consistent with the data. If it is not, then it is rejected, and one moves on to alternative explanations for the data. The ultimate goal is to nd the least interesting explanation that cannot be invalidated by the data.
In our view, chaos is a very interesting explanation for data, and for that reason alone, we are inclined to be skeptical of chaos \sightings" until the more pedestrian possibilities have been rejected. Linearly correlated noise is just one of those possibilities.
1.2 Surrogate data. The term \surrogate data" was coined by the authors of Theiler et al. 1992] , though the basic idea appeared in a number of earlier and contemporaneous publications, not the least of which was Barnard 1963] . But see also Osborne et al. 1986 , Grassberger 1986 , Scheinkman and LeBaron 1989 , Elgar and Mayer-Kress 1989 , Kaplan and Cohen 1990 , Gantert et al. 1992 , and Kennel and Isabelle 1992 .
A surrogate data test involves the following steps: and rank them in numerical order, with r i denoting the rank of Q i . The smallest has rank 1 and the largest has rank N S + 1. Of particular interest is the rank r o of the original statistic. If the null hypothesis is true, and if the surrogate data generator is good, then the original data set should be indistinguishable from its surrogates, and r o can equally likely be any value from 1 to N S + 1. Thus, a one-sided test that rejects the null hypothesis when the rank r o is less than or equal to some R o should produce false positives a fraction = R o =(N S + 1) of the time. The probability of producing a false positive is called the \size" of a test. The \nominal" size is the value R o =(N S + 1), and the \actual" size is the rate of false positives one actually obtains. The \power" of a test is the rate of \true positives", that is, the probability of (correctly) rejecting the null when the null is not true. The power obviously depends on the nature of the non-null process that generated the data.
Sometimes, one makes an implicit assumption of normality in the distribution of the Q's, and reports a \number of sigmas" S given by
where Q and Q are the mean and standard deviation, respectively, of the list Q 1 ; : : : ; Q NS . One advantage of this approach is that it distinguishes a \ ve sigma" from a \ fty sigma" e ect, but one has to beware that the extra assumption also provides another opportunity for error. Whenever you analyze short data sets with highly nonlinear algorithms, nongaussian outliers are inevitable.
1.3 Generating surrogate data. The above recipe does not specify how the surrogate data are to be generated. Informally, surrogate data should mimic the original data set as closely as possible while remaining consistent with the null hypothesis. We will not attempt to make this statement more precise, because formally, all that is required is that the algorithm eventually produces the right answer; that is, the nominal size = R o =(N S + 1) should correspond to the actual rate of false positives (an exact test). One might be a little less demanding, and ask only that the actual false positive rate not be greater than the nominal size (a conservative test), but as Good 1994] and others have pointed out, and as we will demonstrate below, this leads to less powerful tests. When the null hypothesis is simple, which means that the null consists of a single unique process (for example, that the data are generated by a zero-mean unit-variance gaussian) then Barnard's prescription applies, and the surrogate data are generated as realizations of that process that de nes the null hypothesis. When the hypothesis is composite, which means that the null consists of a class of processes (for example, that the data are generated by a gaussian of unspeci ed mean and variance), then things are not as easy. In a previously published paper Theiler and Prichard 1996] , we discussed two approaches for generating surrogate data, which we called \typical realizations" and \constrained realizations." This distinction and its consequences are also addressed (with considerably more rigor) by Chan, this volume] . Our emphasis was on tests for nonlinearity, and our comparisons were between autoregressive (AR) and discrete Fourier transform (FT) based methods for generating surrogate data.
The AR based tests involve tting an autoregressive model to the data 2 and then generating realizations of this model as the surrogate data sets. The FT approach involves computing the discrete Fourier transform of the data, randomizing the phases in Fourier space, and then transforming back into the time domain. By construction, the FT surrogates have precisely the same power spectrum as the original data.
In Theiler and Prichard 1996] , we found that the FT based surrogate data tests were more powerful than AR tests at the same nominal false positive rate, and that the AR tests had fewer false positives than nominally expected. In other words, the AR tests were less powerful and less accurate. But it is really unfair to complain about this inaccuracy, since the test produces a \better than spec" false-positives rate. One might ask 2 Numerical Illustration
We will begin this section with a brief diatribe on the importance of avoiding (that's right { avoiding) \real" data. Too many studies, we feel, have been corrupted by the dogma that a methodology is not tested unless it is tested on real data. Our view is that a methodology should not be applied to real data, should not be permitted anywhere near real data, until it has been extensively tested on arti cial data whose properties are known in advance. This is not to deny the crucial role that real data plays in the development of algorithms for nonlinear time series analysis. We all agree that the ultimate purpose of all this machinery is its application to real data, and we all agree that a thorough familiarity with real data | with all of its noisy glories and nonstationary disappointments | is an essential prerequisite for the interpretation of the \results" that data analysis provides. Real data, to paraphrase the popular bumper sticker, happens.
But it won't happen in this article. Our illustration of the surrogate data method will begin with an \original" data set that is generated on the computer according to the following prescription. We will add K independent realizations of the low-dimensional chaotic H enon process Henon 1976] 
where the prefactor of 1= p K ensures that the variance of h t will be the same as for the individual realizations. The power spectrum of the multi-H enon time series is identical to that of a single H enon time series, but the fractal dimension is a factor of K larger. We then add in-band noise by taking the sum
with h t the noise-free multi-H enon data set, and s t an FT-based surrogate time series of the H enon data set. Again, the power spectrum is preserved, and 0 1 de nes the fraction of the total variance that is noise. The square roots ensure that the total variance of x t will be independent of . Note that the signal-to-noise ratio in this case is SNR = 1 ? :
Using K = 5, = 0:3, and N = 256 data points, we will generate a single realization and call that our \original" data set. The signal-to-noise ratio for this set is 2.3, or 3.7dB. We use as our discriminating statistic the root-mean-square in-sample prediction error (normalized by the variance of the time series) of a global quadratic predictor that uses a time delay embedding with delay time = 1 and embedding dimension m = 2. Applied to our original data set, we nd Q o = 0:964724.
For a one-sided test at the = 0:05 level, we can compute as few as N S = 19 surrogates, and require for rejecting the null that the value of the discriminating statistic be smaller for the original data than for all of the surrogates. In Fig. 1 , we generate 19 FT surrogates and 19 AR surrogates, and compute the discriminating statistic for each surrogate. What we see in this case is that the FT correctly rejects the null hypothesis, while the AR incorrectly fails to reject.
In Fig. 2 , we used the same original data set, but many more (N S = 4999) surrogates. Again, the FT rejects the null hypothesis, and the AR fails to reject at the = 0:05 level. In fact, this result is obtained for any level in the range 0:0066 < < 0:114. The smallest nominal size at which a rejection of the null hypothesis would be signi cant is called the p-value. Note that if p is the p-value of a test with respect to a set of data, then the probability of rejecting the null using the test with 19 surrogates is given by (1 ? p) 19 . Thus, for this data set, based on these more accurately estimated p-values, we can say that comparison with 19 FT-based surrogates will reject the null 88% of the time, while comparing to 19 AR-based surrogates will reject only 10% of the time.
This also points out the value, mentioned by Hope 1968] , and emphasized by Marriott 1979, Hall and Titterington 1989] , of using more than the minimum N S = . So for this data set, we'd expect the FT method to reject 97% of the time, and the AR method to reject only 5% of the time. Using N S = 4999, the FT method will virtually always reject the null for this data, and the AR method will virtually always fail to reject.
4
The above calculations were done with a single data set. One advantage of using data that does not come from a \real" experiment is that you can always generate more of it. In Fig. 4 , we plot the results from 1000 trials, each of which uses as its original data set a new realization of the same process that generated our rst original data set. The experiment is slightly di erent from the above in that we used N S = 99 instead of N S = 19 surrogates, but the same overall result is obtained: at the = 0:05 level, most of the FT tests rejected the null, while fewer than 2% of the AR tests did. This con rms our statement that the FT test is more powerful than the AR test, when compared at the same nominal size.
In Fig. 4(b) , we estimate the actual size of the test by doing the same experiment as in Fig. 4(a) , but with original data sets that are consistent with the null hypothesis. These data sets are generated by taking surrogates of the original data sets in Fig. 4(a) . For these data sets, a \good" test should not reject the null, and by this measure, the AR test is very good. With 1000 trials, at the = 0:05 level, the AR test never rejected the null. In other words, the actual rate of false positives (the \actual size") is much less than the nominal size.
If the AR test could be recalibrated so that its actual size was equal to its nominal size, it is intuitively plausible that this enhanced proclivity to reject the null would also increase its power. Fig. 4(c) indicates that, indeed, recalibration does substantially increase the AR test's power, though for this example, it is still somewhat less powerful then the equivalent FT test. 4 In fact, from equation (2) surrogates. For each trial, the rank ro of that trial's original time series in a list of N S + 1 = 100 real and surrogate Q's is computed. The plot shows the fraction of trials in which ro was less than or equal to r as a function of r. For instance, rejection of the null at the = 0:05 level requires that ro r = 5; that occurs in 66.3% of the FT tests, and in 1.6% of the AR tests. Panel (b) is similar to (a), except that the \original" time series are consistent with the null hypothesis. In particular, each was generated by taking a surrogate data set of the data sets generated for panel (a) . In this case, we expect to reject the null at the = 0:05 level ve percent of the time. However, the AR test failed to reject the null for every one of the 1000 trials, while the FT test rejected the null 7.1% of the time. (This is signi cantly, though not dramatically, more often than it should have, and points to an inaccuracy in the FT algorithm { we suspect that the problem is an edge e ect which is noticeable because there are only N = 256 data points.) For a perfectly calibrated test, we'd see a diagonal line, with a fraction r=100 rejections at the level = r=100. In panel (c), we have replotted the power in (a) against the \actual" size as estimated in (b). The AR test is seen to be much more powerful than when plotted against nominal size, but still slightly less powerful than the FT test.
Surrogate surrogate data
With the results of the previous section in mind, we will write down an explicit strategy for calibrating surrogate data. The idea follows Hall 1986 , Hall and Martin 1988 , and Efron and Tibshirani 1994 6. The reported p-value for this test is then p = r =(N T + 1).
Because of the coarse discretization in the rank values (they are by de nition small positive integers), we can expect a fairly high incidence of ties, and for this reason, this test ends up being somewhat conservative. This can be alleviated, to some extent, by taking larger N S .
For instance, if the uncalibrated test were exact to begin with, and the time series were very nonlinear (so that r o = 1 could be assumed), then the null would be rejected at the = 1=(N T + 1) level only if r i > 1 for all i, and this is expected to occur a fraction f = (N S =(N S +1)) NT of the time. In particular, if N S = N T = 19, then the null is rejected at the = 0:05 level only 38% of the time. Taking N S = 99, this increases to 83%. As long as N S > 1= , then increasing N T also reduces the loss of power due to ties. (For example, with N S = 39 and N T = 49, the rejection rate is expected to be about 81%.) We have not investigated the optimal trade-o in choosing N S and N T subject, say, to a xed \cost" given by (N S + 1)(N T + 1).
By way of illustration, we take the same \original" time series that we used in x2 (that is, N = 256 data points from K = 5 H enon maps with a fraction = 0:3 of in-band noise). Using N S = 39 and N T = 39, we use the method of surrogatesurrogate data to compute a \calibrated" p-value. We did this for 25 separate runs (using \original" time series, generated with di erent random number seeds), using both FT and AR surrogates, and the results are plotted in Fig. 5 . The uncalibrated p-value is obtained from the rank r o of the original discriminating statistic in the list of surrogate discriminating statistics; since N S = 39, we would reject at the = 0:05 level whenever r o 2. The calibrated p-value comes from the rank r of r o in the list of ranks r k of the ducial surrogate's discriminating statistics. using the calibrated test, we reject the null 11 times if we use the FT surrogates, and 10 times if we use the AR surrogates.
As a control experiment, we did the same thing with = 1:0, so that the data are consistent with the null hypothesis. In this case we found the uncalibrated AR test failed to reject in any of the 25 trials, even if we raised the rejection threshold to = 0:10. But the calibrated AR test exhibited two rejections at = 0:10, one of which was also a rejection at the = 0:05 level. The uncalibrated FT test rejected ve times at the = 0:10 level, one of which was also at the = 0:05 level. The calibrated FT test only rejected twice at the = 0:10 level, and neither of those were signi cant at the = 0:05 level. The number of trials here is too small to make de nitive conclusions, 5 but we see that calibration certainly improves the performance of the AR test without raising too many false alarms. The e ect of calibration on the FT test is slight, but possibly just large enough to pick up an inaccuracy in the FT test which we believe is due to the small sample size. Generally, if one is trying to assess the \predictability" of a given data set, or the \performance" of a given learning algorithm, one is careful to divide the data into two non-overlapping sets, a \training" set and a \testing" set. The training set is used to t a model to the data, and the testing set is used to evaluate the model. The extent to which the model is able to predict the future in data that is out-of-sample (that is, data that are not in the training set) provides a measure of the predictability of the data.
When using surrogate data for testing hypotheses, however, in-sample prediction error is perfectly valid, and in many cases provides a more powerful test than out-of-sample prediction error. For example, in Fig. 6 we compare the power of FT surrogates using two discriminating statistics: one is in-sample prediction error and the other is out-of-sample. In particular, we plot the fraction of times (out of 500) that the null is rejected as a function of the amount of noise in the data. The data set used was the sum of 5 H enon maps plus in-band noise with de ned in Eq. (2.2). The dashed line is power of the test when in-sample prediction error is used as the statistic, the solid line is the power of the test when out-of-sample prediction error is used (with equal size N = 128 testing and training sets). The error bars are estimated as p p(1 ? p)=N T where p is the fraction of rejections, and N T = 500 is the number of trials.
There is no reason that the testing and training sets need be the same size. The solid line in Fig. 7 is the power of the test as a function of the training set size for a xed = 0:3. (The rst part of the data set was used for training, and what 6 Galdrikian and Farmer (personal communication) did some calculations of optimal partition of data into training to testing so as to maximize the evidence for nonlinearity produced by the resulting prediction error. However, in-sample prediction was not considered.
was left was used for testing.) Notice in this case is it better to have the testing set smaller than the training set.
Another reason to prefer in-sample statistics to out-of-sample statistics is that since the statistic is only calculated for the testing set (while the surrogate data sets are made for the full data sets), the linear properties of original testing set and the surrogate testing sets are not exactly the same, and this can lead to a less powerful test. (This is the same \nuisance parameter" problem that one runs into when making AR surrogates.) One way to get around this problem is to make surrogates of just the test set (and use the original training data). The dotted line in Fig. 7 is power of the test using this method.
In order to reduce the variance of the out-of-sample prediction error one can use k-fold cross-validation methods for estimating the true (out-of-sample) prediction error with much less variance than a single training and single testing subset. For example the short dashed line in Fig. 7 is the result of k-fold cross-validation. The point at an x value of 0.5 is for 2-fold cross-validation. That is, the data set is broken into 2 equal parts. The rst part is used for training and the second part for testing, giving a prediction error E 1 . The testing and training sets are then switched which leads to an error E 2 . The discriminating statistic is given by Q = (E . The other two points are for 4-fold and 8-fold cross validation. That is, the data set is broken into k parts, k ? 1 of these are used for training and the remaining one is used for testing, this process is repeated for the k possible testing sets, and these k errors are then combined to form the statistic Q = (
. The long dashed line in Fig. 7 is also for k-fold cross validation but in this case surrogates where made only for the test set (rather than for the full data set).
These results suggest that it is possible, but nontrivial, to design an out-ofsample error measure which is as powerful as the straightforward in-sample error.
For example, using our global quadratic predictor with m = 2, there are only six free parameters, so over tting is not as much of a problem as it would be with a more complicated predictor such as a neural network. But in the extreme and degenerate case that we over t entirely, then there is no way to distinguish chaos from noise using in-sample prediction error (since it will be zero in both cases). If we think of power in terms of \number of sigmas", as seen in Eq. (1.1), then we see that this power is increased either by increasing the \distance" in absolute units between the average Q for the real and surrogate data sets, or else by decreasing the variance of the surrogate Q's. In-sample error generally has a smaller variance than out-of-sample error, and so it will provide a more powerful discriminating statistic, unless because of over tting the di erence Q o ? Q becomes too small.
Conclusions
Surrogate data tests based on straight autoregressive (AR) surrogates are much less powerful than the same test based on the Fourier transform (FT). But the AR tests also have a much lower rate of false positives. The method of \surrogate surrogate data" provides a computationally expensive way to calibrate surrogate data tests. We nd that a calibrated AR test is substantially more powerful than a straight AR test, but in our experiments, still slightly less powerful than the FT surrogate data test. Still, the calibrated AR test is a viable alternative for data Figure 7 Comparison of the power of various out-of-sample statistics to insample statistics. Computing out-of-sample prediction error requires a partition of the data set into a training set and a testing set. The solid line is the power of the test as a function of the size of the training set, notice the optimal split favors a larger testing set than training set. The dotted line is the same as the solid line except that surrogates were made only for the testing set, rather than for the full data set. The short dashed line is the result using a k-fold cross validation method, and the long dashed line is also using a k-fold cross validation but in this case the surrogates where only made for the testing sets.
(See text for further details.)
analysts who are uncomfortable with the artifacts of the FT test. 7 Calibrating the FT test has little e ect, and is probably not worth the computational e ort. Finally, we showed that in-sample prediction error can be a useful discriminating statistic for hypothesis testing with surrogate data, despite the deservedly tarnished reputation that in-sample prediction has as an indicator of actual predictability.
