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Chapter 1
Introduction
Manipulators (manually controlled devices that transmit movements of the hu-
man hand to objects that cannot be reached directly or which are too dangerous
or poisonous to be touched) and industrial robots (freely programmable, with
grippers or other tools equipped machines with at least three degrees of freedom
for various industrial applications) play a very important role in many areas as
mass production and high precision production at chain belts (microchips cannot
be built without robots anymore), construction (cranes and further tools that
help to construct roads, buildings, etc.) and medicine (devices as endoscopes),
to name but a few. We will call both manipulators and industrial robots robotic
manipulators in the sequel.
Typically, the degree of freedom of robotic manipulators is not very high and they
consist of only few links with translatory and/or rotatory joints. Some of the ad-
vantages of a low number of links are low production cost, relatively easy control
(programmed or online), robustness and high accuracy even after thousands of
repetitions. The most important disadvantage is that sometimes the operation
area of the robotic manipulator is not free of obstacles. In production, this might
not be the problem in most of the cases, but in medical surgery doctors definitely
do not want to get rid of all the obstacles (which are part of the human body)
when operating on interior organs. Thus there is an enormous need of research
on more flexible robotic manipulators.
A milestone was Hirose’s introduction of the Active Cord Mechanism (ACM) in
1976 [18] (see Figure 1.1) when the investigation of snake-like or hyper-redundant
(due to the very high or even infinite degree of kinematic redundancy) robots was
born. Since then this topic has become increasingly interesting. Two types are of
major interest, namely snake-like vehicles as in Figure 1.1 (which we will not treat
here) and elephant-trunk-like robotic manipulators. Many ideas in this research
area are adopted from biology (e.g., movements of snakes and elephant-trunks
as in Figure 1.2) and thus these robots are commonly called biologically inspired
robots. Even though building and controlling hyper-redundant robots is very dif-
ficult, complex and expensive, their ability to locomote effectively over different
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Figure 1.1: Hirose’s Active Cord Mechanism
Figure 1.2: Snake and elephant-trunk
surfaces or to avoid obstacles due to their flexibility is very often worth the effort.
These robots are already used in a vast area of applications as minimally invasive
surgery, power plant maintainance, detection of earthquake victims or as mani-
Figure 1.3: Caltech prototype of a robotic endoscope
pulators on the international space station ISS, to name but a few. Therefore,
companies like NASA, Hughes Aircraft, JPL and NEC already built such robots.
Additionally, theoretical and practical progress has been achieved by the German
National Research Center for Information Technology [23] [25], the Copernicus
3Project at the University of Metz, France [27], Burdick and Chirikjian (now at
John Hopkins University) and their coworkers [5] [8] [9] [10] [11] [12] at Caltech,
USA, and the Hirsose group in Japan, see also [19] for a survey in detail and
further references.
Though many papers on discrete robots of that kind have been published, not
very much can be found yet on continuous robots (seminal work appeared in [12]
and [13]). One might object that all ‘real’ robots are discrete, but this is, even
today, not necessarily the case (e.g., piezo-electric elements are continuously de-
formable). On the other hand, a continuous model can also be viewed as a good
approximation of a robot with many links, see [14], [15] and Figure 1.4), and it
Figure 1.4: Binary manipulator introduced by Chirikjian
may simplify computations.
In this context we will investigate continuous planar and 3D robotic manipulators
that are fixed at one end and controlled by distributed bending moments. There-
fore, as a first step, the workspaces of a simple model of a planar manipulator
with uniformly bounded curvature (|κ| ≤M) and free terminal direction will be
determined for various values of M . The main idea is to describe the boundary
of the workspace with optimal control techniques. The problem of determining
the workspace is exactly the same as looking for the reachability set at time T
of a particle moving in the plane with constant speed v = 1 object to the same
curvature constraint. This has already been treated in [16]. We will get the same
result more transparently using optimal control and extend the result to the case
when the terminal direction is prescribed which might be very helpful or even
necessary in many applications. Afterwards we will apply similar techniques in
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order to describe workspaces of 3D continuous robotic manipulators.
A very interesting fact is that the equations of motion used here are the same as
in Dubins’ problem which is finding the shortest path of a simple mobile robot
(the so-called unicycle) with prescribed initial and terminal point and orienta-
tion of the principal axis. This is treated in Chapter 2 including a brief historical
overview of this problem. In this context we completely solve Dubins’ prob-
lem for free terminal direction since we need these results to determine the 2D
workspaces. At the end of the chapter we give a new, relatively short proof of
Dubins’ theorem.
Finally, we investigate workspaces of 3D manipulators with similar techniques
as in the 2D case. The fact, that 3D motions are only achieved when at least
two controls (e.g., curvature and torsion) are used, complicates the situation ex-
tremely. Unfortunately, due to this difficulty, we are not able to completely solve
this problem. Nevertheless, we can present quite a few results which give an
idea of the complexity of this problem in 3D but also how these workspaces can
possibly be described.
In the following sections we will shortly summarize the contents of the present
work and present the mathematical preliminaries and notation used throughout
this thesis.
1.1 Organization of the thesis
In Chapter 2 we investigate a slight modification of Dubins’ problem which we
call Dubins’ problem for free terminal direction. We will show how this problem
is connected to the workspaces of continuous robotic manipulators. After the
mathematical formulation of the time-optimal problem, we derive a few neces-
sary conditions via optimal control techniques, mainly Pontryagin’s Maximum
Principle. With further geometric considerations we will solve this problem. The
result extends the facts already known on shortest paths of this particular type
of mobile robot, see [37] for an overview. Furthermore, we present a new short
proof of Dubins’ theorem using a mixture of Dubins’ ideas and optimal control.
In Chapter 3 we determine the workspaces of 2D continuous robotic manipula-
tors which are fixed at one end assuming an arbitrary but fixed curvature con-
straint. This is pursued for two cases, namely with and without prescription of
the terminal orientation. At first, we describe the (simple) mathematical model
of such a manipulator and, in both cases, we present a few basic properties of
its workspace, e.g., that it is compact. In order to determine the workspaces we
consider a two-parameter family of optimal control problems that will enable us
to get a description of the boundaries of the workspaces. The results are very
similar to those of the solution of Dubins’ problem treated in Chapter 2.
In Chapter 4 we investigate the workspaces of 3D continuous robotic manipula-
tors with free terminal orientation. We introduce a (simple) mathematical model
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which is also used to describe elastic rods, see e.g., [22]. Since for motions of the
manipulator in R3 at least two controls are necessary, the situation is a lot more
complicated as in Chapter 3. Nevertheless, we can prove some properties as in
the 2D case, e.g., that the workspace is compact again. Introducing the adequate
three-parameter family of optimal control problems gives further insight on how
the boundaries of the 3D workspaces look like. Unfortunately, the determination
of the workspaces is far too difficult at this stage. Anyhow, we present a few
ideas how they could look like in a certain simplified situation.
1.2 Mathematical preliminaries
We assume basic knowledge on linear and nonlinear control theory (see e.g., [35],
[21] and [29]), optimal control (see e.g., [6], [22] and [2]) and differential geometry
(see e.g., [30]). Many books on (optimal) control theory include introductions to
differential geometry as [22] and [29]. Here we only want to repeat the standard
approach to the solution of optimal control problems and the basic terms and
notation of differential geometry.
1.2.1 Optimal control
Since the solution of the problems considered is achieved via optimal control, we
want to describe the standard procedure how the solution to these problems is
generally attacked.
We introduce the basic notation not in the most general way and adapt it to our
needs appropiately from [6].
Definition 1.2.1 Let f : Rn × Rm → Rn be a familiy of smooth vector fields,
U ⊂ Rm closed and U := {u : R+0 → U, u measurable}. Then
x˙ = f(x, u), 0 ≤ t ≤ T, x(0) = x0 ∈ Rn, u ∈ U (1.1)
is called a control system with control space U . Let T > 0, B ⊂ R × Rn,
g : R × Rn → R and (T, x(T )) ∈ B. Then a (particular) Mayer problem of
optimal control is seeking the minimum (or maximum) of
I[x, u] = g(T, x(T ))
with control system (1.1) and boundary condition
e[x] := (T, x(T )) ∈ B. (1.2)
All pairs (x(·), u(·)) such that x is absolutely continuous, u ∈ U and x and u
satisfy the differential equation (1.1) and the boundary condition (1.2) are called
admissible solutions.
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Usually, the solution of such an optimal control problem is attacked as follows.
(1) Proof of existence of admissible solutions.
(2) Proof of existence of an optimal solution (not necessarily unique).
(3) Reduce the number of admissible solutions to solutions that satisfy various
necessary conditions for optimality.
(4) Find sufficient conditions for optimality and describe the solution(s).
Condition (1) is equivalent to the concept of reachability of a system, i.e., there
exists a solution such that the terminal point (set) can be reached.
Definition 1.2.2 Consider control system (1.1). Then x1 ∈ Rn is reachable
from x0 if there exists a u1 ∈ U and a T ≥ 0 such that x(T ) = x1 when u1 is
plugged in the control system above. The system (1.1) is (completely) reachable
from x0 if every x1 ∈ Rn is reachable from x0.
If furthermore h : Rn → Rp is a smooth function and the output of the system
is given by y = h(x), then y1 ∈ Rp is output reachable from y0 = h(x0) if there
exists a u1 ∈ U and a T ≥ 0 such that y(T ) = y1 when u1 is plugged in the
system. The system is (completely) output reachable from y0 = h(x0) if every
y1 ∈ Rp is output reachable from y0 = h(x0).
The (output) reachable set at time T is the set of all (output) reachable points
from x0 (y0) in time T and denoted by RT . The (output) reachable set is the set
of all (output) reachable points from x0 (y0) and denoted by R.
Obvoiusly R = ∪T≥0RT and the system is completely (output) reachable from x0
if and only if R = Rn (R = Rp). Thus there exist admissible solutions if B ⊂ R
(or B ⊂ RT if T is fixed).
Condition (2) can usually be shown by the Arzela´-Ascoli theorem or Filippov’s
Existence Theorem and variations of it.
Condition (3) is usually treated by the use of Pontryagin’s Maximum Principle
(PMP) and further higher order conditions if applicable.
For Condition (4) sometimes Boltyansky’s sufficent condition or similar tech-
niques apply. But mostly this is the most difficult part and purely geometrical
techniques are used to determine further properties. Very often this part cannot
be carried out completely.
Since we will not need PMP in its full generality and all the other theorems in
detail here we refer the reader to the standard optimal control literature, e.g.,
[2] and [6]. The concepts above can also be introduced for control systems on
manifolds, see e.g., [22].
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1.2.2 Differential geometry
Of course, we cannot give a complete introduction to differential geometry here
(see e.g., [30] for a more comprehensive survey on that topic), but we will intro-
duce the basic terms that will be needed in Chapter 4. We will follow [20], where
also plenty further references concerning differential geometry needed for control
systems can be found, e.g., [29].
Definition 1.2.3 A set M is called a manifold of dimension n if there exists an
index set I, a family of relatively open subets (Ui)i∈I ⊂M , a family of open subsets
(Vi)i∈I ⊂ Rn and diffeomorphisms φi : Ui 7→ Vi, i ∈ I, such that ∪i∈IUi = M
and the mappings φji : φi(Ui ∩ Uj) → φj(Ui ∩ Uj), y 7→ φji(y) := φj ◦ φ−1i (y)
(whenever Ui ∩Uj 6= ∅) are diffeomorphisms. For every i ∈ I, the pair (Ui, φi) is
called a local coordinate chart on M , and A := {(Ui, φi), i ∈ I} is called an atlas
on M . If N ⊂M is itself a manifold, then N is called a submanifold of M .
For x ∈ Rn the at x is denoted by TxRn (which is a copy of Rn) and its natural
basis by { ∂
∂x1
|x, . . . , ∂∂xn |x}. Let M be an n-dimensional manifold, m ∈ M and
(U, φ) a local coordinate chart around m. For τ ∈ Tφ(m)Rn, define φ∗(m)τ :=
∂φ−1
∂x
(φ(m))τ . Then the basis of the tangent space TmM of M at m is defined
by ∂
∂φk
|m := φ∗(m) ∂∂xk |φ(m), k = 1, . . . , n and TmM is the linear span of the basis
vectors. The set TM := {(m, τ) : m ∈M, τ ∈ TmM} is called tangent bundle of
M .
A vector field on M is a mapping τ assigning each m ∈M a vector τ(m) ∈ TmM .
τ is called smooth if for each m ∈ M there exists a local coordinate chart (U, φ)
around m and functions τ1, . . . , τn ∈ C∞(U) such that for all m ∈ U we have
τ(m) =
∑n
i=1 τi(m)
∂
∂φi
|m. The set of all smooth vector fields on M is denoted by
V (M).
The cotangent space at m ∈ M , denoted by T ∗mM , is the dual space of TmM ,
i.e., the space of linear mappings ω : TmM → R. If ω ∈ T ∗mM then the value of
ω at τ ∈ TmM is denoted by ω(τ) or 〈ω, τ〉. If τ1, . . . , τn is a basis of TmM , then
there exists a unique basis ω1, . . . , ωn of T
∗
mM such that 〈ωi, τj〉 = δij. This basis
is called the dual basis of T ∗mM with respect to τ1, . . . , τn. Given a coordinate
chart (U, φ) around m, the dual basis with respect to ∂
∂φ1
|m, . . . , ∂∂φn |m is denoted
by dφ1|m, . . . , dφn|m. The set T ∗M := {(m,ω) : m ∈ M,ω ∈ T ∗mM} is called
cotangent bundle of M .
A covector field (or one-form) on M is a mapping ω assigning each m ∈ M a
covector ω(m) ∈ T ∗mM . ω is called smooth if for each m ∈M there exists a local
coordinate chart (U, φ) around m and functions ω1, . . . , ωn ∈ C∞(U) such that for
all m ∈ U we have ω(m) =∑ni=1 ωi(m)dφi|m.
Definition 1.2.4 Let M be a manifold. Then for any two σ, τ ∈ V (M), in local
coordinates given by σ(x) = (σ1(x), . . . , σn(x)) and τ(x) = (τ1(x), . . . , τn(x)), the
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Lie bracket is defined (in local coordinates) by
[σ, τ ] :=
∂σ
∂x
τ − ∂τ
∂x
σ.
Remark 1.2.5 It can be shown that the definition of the Lie bracket is well-
defined, i.e., it is independent on the particular choice of local coordinates.
Since the Lie bracket is bilinear (over R), skew-symmetric and it satisfies the
Jacobi-identity
[σ, [τ, ν]] + [τ, [ν, σ]] + [ν, [σ, τ ]] = 0,
the pair (V (M), [·, ·]) is a Lie algebra. ¤
Example 1.2.6 Let M = Rn and consider the linear vector fields Ax and Bx.
Then
[A,B](x) = (AB −BA)(x),
which is the well-know matrix commutator. ¤
Definition 1.2.7 Any group G that is an analytic manifold and that satisfies the
property that the operations
(g, h) 7→ g · h and g 7→ g−1,
g, h ∈ G, are analytic is called a Lie group.
Definition 1.2.8 Let G be a Lie group with group identity e and g ∈ G. The
mapping Lg : G → G, Lg(x) = gx is called left-translation on G. A vector field
X on G is called left-invariant if (Lg)∗X(e) = X(g).
Note that the tangent map (Lg)∗ takes TeG onto TgG since Lg(e) = g .
Lemma 1.2.9 For left-invariant vector fields X on a Lie group G the following
hold.
a) The vector field is uniquely determined by the value at the group identity
X(e).
a) If G is a subgroup of GLn(R), then the left-translation is given by matrix
multplication from the left, X(g) = gX(e).
For left-invariant vector fields the following holds.
Lemma 1.2.10 Let X and Y be left invariant vector fileds on a Lie group G.
Then [X,Y ] is again a left invariant vector field on G and the following holds for
every g ∈ G: [X(g), Y (g)] = [gX(e), gY (e)] = g[X(e), Y (e)].
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Proof This is a well-known fact and can be found in the standard literature,
e.g., [22]. ¥
Definition 1.2.11 A Poisson bracket (or Poisson structure) on M is a bilinear
map {·, ·} : C∞(M) × C∞(M) → C∞(M), (F,G) 7→ {F,G}, such that for all
F,G,H ∈ C∞(M) the following hold:
i) {F,G} = −{G,F} (skew-symmetry),
ii) {F, {G,H}}+ {G, {H,F}}+ {H, {F,G}} = 0 (Jacobi-identity),
iii) {F,GH} = {F,G}H +G{F,H} (Leibnitz-rule).
M together with a Poisson bracket is called a Poisson manifold.
Lemma 1.2.12 Let M be an r-dimensional Poisson manifold with local coordi-
nates x1, . . . , xr. Then
i) there locally exist smooth function wij : M → R, 1 ≤ i, j ≤ r, such that the
Poisson bracket is locally given as
{F,G}(x) =
r∑
i,j=1
wij(x)
∂F
∂xi
(x)
∂G
∂xj
(x),
ii) the functions wij determined in (i) are determined by wij(x) = {xi, xj}(x),
1 ≤ i, j ≤ r, and satisfy wij(x) = −wji(x) and
r∑
l=1
(
wlj
∂wik
∂xl
+ wli
∂wkj
∂xl
+ wlk
∂wji
∂xl
)
= 0
for all 1 ≤ i, j, k ≤ r.
Definition 1.2.13 The matrix W (x) with entries wij(x), 1 ≤ i, j ≤ r, is called
the structure matrix of the Poisson structure. The rank of the Poisson bracket
in every x ∈ M is defined as the rank of W (x). A Poisson bracket is said to be
non-degenerate if rankW (x) =dimM for every x ∈M .
Example 1.2.14 Let (x1, . . . , x2n) = (q1, . . . , qn, p1, . . . , pn) ∈M = R2n. Then
{F,G}(q, p) :=
n∑
i=1
(
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
)
(q, p)
defines a non-degenerate Poisson bracket on M since {qi, qj} = {pi, pj} = 0 and
{qi, pj} = δij, hence the structure matrix is given by
W (x) =
(
0 In
−In 0
)
.
This bracket is called the standard Poisson bracket on R2n. ¤
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It can be shown that for a 2n-dimensional manifold M with non-degenerate Pois-
son bracket there exist locally around any point x0 ∈ M coordinates (q, p) =
(q1, . . . , qn, p1, . . . , pn), called canonical coordinates, such that the Poisson bracket
writes as in Example 1.2.14 (Darboux-Theorem).
Definition 1.2.15 Let M be a Poisson manifold and F ∈ C∞(M). For arbitrary
x ∈ M define XF (x) : C∞(M) → R by XF (x)G := {F,G}(x). Since it can be
shown that XF (x) ∈ TxM for any x ∈ M it follows that XF is a smooth vector
field on M satisfying
XF (G) = {F,G} for any G ∈ C∞(M).
XF is called the Hamiltonian vector field corresponding to the Hamiltonian func-
tion F and the Poisson bracket on M .
Definition 1.2.16 Let M be a manifold with non-degenerate Poisson bracket.
The bilinear map ωx : TxM × TxM → R is defined by
ωx(XF (x), XG(x)) := {F,G}(x).
For varying x we obtain a differential two-form ω called symplectic form on M .
M togehter with the symplectic form ω is called a symplectic manifold.
Lemma 1.2.17 Let M be a symplectic manifold and F,G,H ∈ C∞(M) with
corresponding Hamiltonian vector fields XF , XG and XH . Then
i) wx(XH(x), Z) = dH(x)(Z) for any Z ∈ TxM, x ∈M ,
ii) [XF , XG] = X{F,G},
iii) there exists a double contravariant tensor Ω such that Ω(·, dH) = H and
thus {F,G} = Ω(F,G).
Remark 1.2.18 i) In local coordinates, we have
{F,G}(x) = dF (x)W (x)dG(x)T and XF (x) = (dF (x)W (x))T .
ii) The tensor Ω corresponding to the standard Poisson bracket of Example
1.2.14 is denoted by
Ω =
∂
∂q(i)
∧ ∂
∂p(i)
.
¤
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Remark 1.2.19 Let Q be an n-dimensional manifold with cotangent bundle
T ∗Q. On T ∗Q there is a naturally defined Poisson bracket defined in local coor-
dinates as follows. Let q0 ∈ Q and q1, . . . , qn local coordinates for Q around q0.
Then there exist natural coordinates (q1, . . . , qn, p1, . . . , pn) for T
∗Q. For any two
F,G ∈ C∞(T ∗Q) their Poisson bracket is defined as
{F,G}(q, p) :=
n∑
i=1
(
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
)
(q, p).
It can be shown that this bracket is well-defined, i.e., it does not depend on the
particular choice of coordinates. ¤
At this point we introduce some of the notation used throughout the thesis.
1.3 Notation
We want to introduce some notation that will be used throughout the thesis. Let
k ∈ N, T > 0 and M > 0. Then
C[0, T ] := {f : [0, T ]→ R | f is continuous}
Ck[0, T ] := {f : [0, T ]→ R | f is k times continuously differentiable}
LipM [0, T ] := {f ∈ C[0, T ] : |f(s)− f(t)| ≤M |s− t| ∀ s, t ∈ [0, T ]}
A[0, T ] := {f : [0, T ]→ R : f is absolutely continuous}
UM := {u : [0, T ]→ R measurable, |u(s)| ≤M for every s ∈ [0, T ]}
U := {u : [0, T ]→ R3, ui ∈ U1}
L straight line segment
C arc of a circle of maximal curvature
C+ C turning anti-clockwise
C− C turning clockwise
CL C1-concatenation of first C and then L
CC C1-concatenation of C and C
CC locus all terminal points (x(T ), y(T )) of manipulators of type CC
CL locus all terminal points (x(T ), y(T )) of manipulators of type CL
12 CHAPTER 1. INTRODUCTION
Chapter 2
Dubins’ Problem for free
terminal direction
In this chapter, which is practically self-contained, Dubins’ problem will be inves-
tigated and the connection to workspaces of robotic manipulators will be demon-
strated.
2.1 Introduction
This problem probably goes back to Markov [26], who posed the following in
1889:
Find the shortest continuously differentiable curve between an ini-
tial and a terminal point in the plane with prescribed initial and
terminal tangent direction and the curvature constraint |κ| ≤ 1
almost everywhere.
Almost 70 years later, in 1957, Dubins [17] analyzed this problem (commonly
called Dubins’ problem today) in detail, which is the same as finding the shortest
path of a particle or a very simple mobile robot with no side-slip (the well-known
unicycle) moving in the plane with the speed being unity and the same curvature
constraint. From now on, we call this Dubins’ car. Using geometric methods he
showed that the shortest paths are concatenations of at most three parts, each
of which is either a straight line segment or an arc of a circle of radius 1.
In 1975, Cockayne and Hall [16] determined the reachable set at given time T
of Dubins’ car with arbitrary terminal direction. In 1990, Reeds and Shepp [33]
investigated optimal paths for Dubins’ car moving forward and backward using
purely geometric techniques.
When the curvature κ is viewed as control, then Dubins’ problem is a time-optimal
control problem. This approach was first pursued by Sussmann and Tang [40]
and simultanously by Laumond, Soue`res and coworkers [1][4][24][36][38] who com-
pletely solved Dubins’ as well as Reeds’ and Shepp’s problem. The results are
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summarized in [37].
In this chapter we solve Dubins’ problem without prescribing the terminal di-
rection (from now on we call this problem Dubins’ problem for free terminal
direction) using optimal control and geometric techniques. We will also describe
the optimal control synthesis for all terminal points. This result is of interest for
motion planning of mobile robots. Furthermore, we like to stress that the opti-
mal control approach used here seems to be the appropriate approach for many
similar problems such as workspaces of continuous robotic manipulators. We
will see in Chapter 3 that the equations of motion of Dubins’ car are the same
as the equations decribing the shape of a continuous 2D robotic manipulator.
Thus applying Pontryagin’s Maximum Principle delivers very similar necessary
conditions in both problems (only the functionals to be minimized are different).
Moreover, the results of this chapter will help us to determine the workspaces of
the manipulators in Chapter 3. Finally, we illustrate how to solve Dubins’ clas-
sical result (including a new proof that concatenations of four or more circular
arcs cannot be optimal) employing the techniques of the present work.
2.2 Model of Dubins’ car and classification of
optimal paths
Consider the x-y-plane and let θ denote the angle between the x-axis and the
moving direction of Dubins’ car (tangent to the path). Assume, without loss of
generality, that the initial point is (x0, y0) = (0, 0) and the initial direction is
θ0 = 0. Then, taking the no side-slip condition
y˙ cos θ − x˙ sin θ = 0
into account, the kinematics of Dubins’ car is described, for all t ≥ 0, by
x˙(t) = cos θ(t),
y˙(t) = sin θ(t),
θ˙(t) = u(t),
x(0) = 0,
y(0) = 0,
θ(0) = 0,
(2.1)
with u ∈ U1 (thus θ(·), x˙(·) and y˙(·) are continuous). A possible path followed
by Dubins’ car is visualized in Figure 2.1. Since the coordinates (x(·), y(·)) of
(2.1) describe a planar C1-curve parametrized by arc length t, the control of the
system can be viewed (almost everywhere) as the curvature of the path followed
by Dubins’ car. We assume that the absolute value of the curvature is uniformly
bounded by 1 (u ∈ U1).
For any fixed (xT , yT ) ∈ R2 we seek the minimal arc length T ≥ 0 such that
the terminal point of (x(·), y(·)) is (x(T ), y(T )) = (xT , yT ) and θ(T ) is arbitrary.
Formally, we pose the following time-optimal control problem:
Minimize T ≥ 0 subject to (2.1), (x(T ), y(T )) = (xT , yT ), u ∈ U1. (2.2)
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Figure 2.1: Model of Dubins’ car
2.2.1 Well-posedness of the problem
The following lemma shows that the system (2.1) is output reachable (with output
(x(·), y(·))). In other words, the union of all terminal points (x(T ), y(T )) of
solutions to (2.1) over all times T ≥ 0 is equal to R2. Moreover, the optimal
control problem (2.2) has a solution for every terminal point.
Lemma 2.2.1 The following hold:
(i) {(x(T ), y(T )) |T ≥ 0, (x(·), y(·), θ(·)) solves (2.1), u ∈ U1} = R2.
(ii) For any (xT , yT ) ∈ R2 there exisits a solution to (2.2).
Proof (i) Let φ ∈ [0, 2pi), T ≥ φ and define
u(t) :=
{
1 for all t ∈ [0, φ]
0 for all t ∈ (φ, T ]
Then (x(·), y(·))|[0,φ] is an arc of C1 of length φ and is followed by a straight
line (x(·), y(·))|(φ,T ] of length T − φ being tangent to the previous arc, see
Figure 2.2. It is obvious that with this u(·) and varying φ and arc length
T , in particular any point (xT , yT ) ∈ R × R−0 can be reached. Replacing
u(·) by −u(·), by analogous arguments, any point (xT , yT ) ∈ R×R+0 in the
upper half plane can be reached. This completes the proof of (i).
(ii) This part of the proof is shown analogously to the proof of Theorem 7 on
page 22 in [40]. Instead of the point (xT , yT , θT ) ∈ R3 the compact manifold
(xT , yT )× S1 can also be reached in minimal time.
¥
Remark 2.2.2 The ouput reachability of system (2.1) is an immediate conse-
quence of the reachability of the system of Dubins’ problem, the proof above was
just given for illustration. ¤
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Figure 2.2: Set of reachable points for the C+L strategy
2.2.2 Necessary conditions for optimality
Now we state a version of Pontryagin’s Maximum Principle, which can be found
in the standard literature as [6] or the original work [32], tailored for the needs
of our analysis.
Theorem 2.2.3 (Pontryagin’s Minimum Principle (optimal time)) If the
control u(·) ∈ U1 is an optimal control to problem (2.2) with corresponding state
function (x(·), y(·), θ(·)), then
(i) there exists an absolutely continuous vector function λ : [0, T ] → R3\{0}
satisfying the adjoint equations
λ˙1(t) = − ∂∂xH((x(t), y(t), θ(t)), (λ1(t), λ2(t), λ3(t)), u(t)),
λ˙2(t) = − ∂∂yH((x(t), y(t), θ(t)), (λ1(t), λ2(t), λ3(t)), u(t)),
λ˙3(t) = − ∂∂θH((x(t), y(t), θ(t)), (λ1(t), λ2(t), λ3(t)), u(t)),
(2.3)
for almost every t ∈ [0, T ] where the Hamiltonian of (2.2) is given by
H : R3 × R3 × [−1, 1]→ R, ((x, y, θ), λ, u) 7→ λ1 cos θ + λ2 sin θ + λ3u,
(ii) there exists a constant λ0 ∈ {0, 1} such that
H((x(t), y(t), θ(t)), λ(t), u(t)) = min
v∈U1
H((x(t), y(t), θ(t)), λ(t), v(t)) = −λ0
for almost every t ∈ [0, T ],
(iii) the following transversality condition holds
λ3(T ) = 0. (2.4)
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Essential properties of the optimal control problem (2.2) are collected in the
following lemma.
Lemma 2.2.4 Suppose (x(·), y(·), θ(·)) : [0, T ] → R3 is an optimal solution to
(2.2) with the corresponding optimal control u(·) ∈ U1, λ : [0, T ]→ R3\{0} as in
Theorem 2.2.3 and I ⊂ [0, T ] an open interval. Then there exists a λ0 ∈ {0, 1}
such that
(i) −λ0 = (λ1(t) cos θ(t) + λ2(t) sin θ(t) + λ3(t)u(t)) for almost every t ∈ [0, T ].
(i) u(t) = −signλ3(t), if λ3(t) 6= 0.
(iii) λ3(·) ∈ C1[0, T ] and, if there are no switching times in I, then λ3(·)|I ∈ C2.
(iv) (x(·), y(·))|I is of type C, if λ3(t) 6= 0 for all t ∈ I.
(v) λ˙1(·)[0,T ] ≡ λ˙2(·)[0,T ] ≡ 0 and λ¨3(t) = −λ3(t) − λ0u(t), if λ3(t) 6= 0 for all
t ∈ I.
(vi) (x(·), y(·))|I is of type L, if λ3(·)I ≡ 0.
(vii) λ3(T ) = 0.
Proof The corresponding Hamiltonian is as in PMP
H : R3 × R3 × [−1, 1]→ R, ((x, y, θ), (λ1, λ2, λ3), u) 7→ λ1 cos θ + λ2 sin θ + λ3u.
By Theorem 2.2.3 we have for almost every t ∈ [0, T ]
λ˙1(t) = −Hx((x(t), y(t), θ(t)), (λ1(t), λ2(t), λ3(t), u(t)) = 0,
λ˙2(t) = −Hy((x(t), y(t), θ(t)), (λ1(t), λ2(t), λ3(t)), u(t)) = 0,
λ˙3(t) = −Hθ((x(t), y(t), θ(t)), (λ1(t), λ2(t), λ3(t)), u(t)) =
= λ1(t) sin θ(t)− λ2(t) cos θ(t).
(2.5)
(i) and (ii) follow directly from the Hamiltonian being constant to λ0, (iii) follows
from (2.5). From (ii) it follows that u(·)|I = 1 or u(·)|I = −1, thus the curvature
is equal to ±1 and hence (iv) follows. The first claim of (v) follows immediately
from (2.5). Together with (2.1), (i) and (iii) this yields
λ¨3(t) = (λ1(t) cos θ(t) + λ2(t) sin θ(t))u(t) = −λ3(t)− λ0u(t) for all t ∈ I,
(see also Figure 2.3), and this proves the second part of (v). Substituting λ˙3(·)|I ≡
0 into (2.5) yields that θ(·)|I has to be constant and thus u(·)|I ≡ 0 and (vi) is
shown. Finally, (vii) is eaual to the transversality condition in Theorem 2.2.3.
¥
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Figure 2.3: λ3 − λ˙3 - phase portrait; normal and abnormal case
Definition 2.2.5 The function λ3 : [0, T ] → R is called switching function
(since changes of sign imply changes of control strategy). If λ3(t0) = 0 for some
t0 ∈ [0, T ] and λ3 6≡ 0 on every neighbourhood of t0, then t0 is called switch-
ing parameter or switching time; the corresponding (x(t0), y(t0), θ(s0)) is called
switching point. An optimal solution is called abnormal if λ0 = 0 and normal
otherwise.
Now we are in a position to classify the optimal solution to (2.2) in terms of
different types of paths.
Proposition 2.2.6 (i) The optimal solution to (2.2) is necessarily a finite
concatenation of C and L parts.
(ii) If the optimal solution is a concatenation of only circular arcs C, then the
arcs between two consecutive switching points and the last arc (between the
last switching point and the terminal point are all of the same length. The
length of all these arcs is greater than or equal to pi and not smaller than
the length of the first arc.
(iii) There are no switchings between L parts, i.e., straight line segments with
different angles with respect to the x-axis.
Proof In order to prove (i) we follow the ideas of [40]. We need to show that
there are only finitely many switching points. By Lemma 2.2.4 (iii) λ3(·)[0,T ]
is continuous and thus the set F := {s ∈ [0, 1] : λ3(s) 6= 0} is a union of
open intervals. We will show that their number is finite. In F there are at
most two intervals with 0 or T as endpoints. Let I = (t1, t2) ⊂ F such that
t1, t2 6∈ F . Then λ3(t1) = λ3(t2) = 0 (interior interval) and we assume that there
are infinitely many interior intervals. On each interior interval I the function
λ3(·) has to satisfy the differential equation in Lemma 2.2.4 (v). Then t2− t1 ≥ pi
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(see Figure 2.3) and this cannot be true for infinitely many intervals in [0, 1] and
we arrive at the desired contradiction. From Lemma 2.2.4 (iv) and (vi) the claim
(i) follows.
Claim (ii) follows from Lemma 2.2.4 (iii), (v) and (viii). A good illustration are
the phase curves in Figure 2.3 which are symmetric to the axis λ3 = 0 which
implies the first part of the claim (regard λ3(t) = 0). It can also be seen that
there are at least half circles between two intersections with the axis λ3 = 0 and
thus the distance between two switching times is at least pi.
Claim (iii) is obvious, since the path (x(·), y(·))[0,T ] is a C1-curve and thus there
cannot be any edges at concatenations of L parts. ¥
Proposition 2.2.7 Consider an optimal path with respect to problem (2.2). Then
the following hold.
(i) If a part of the optimal path is of type L, then the path is necessarily of type
CL or type L.
(ii) If no part of the optimal path is of type L, then the path is necessarily of
type CC or C. In the CC case the first arc is not longer than the second arc
which is not shorter than pi.
Proof (i) Let 0 ≤ t0 ≤ t1 < t2 ≤ t3 ≤ T and suppose
λ3(t)


6= 0 , for all t ∈ (t0, t1)
= 0 , for all t ∈ [t1, t2]
6= 0 , for all t ∈ (t2, t3),
and let λ3(t3) = 0 (this is possible since λ3(T ) = 0 because of Lemma 2.2.4
(vii)). Then by Lemma 2.2.4 (vi), (x(·), y(·))|[t1,t2] is of type L. We show
that if λ0 = 0 then t0 = t1 = 0, t2 = t3 = T and (x(·), y(·))|[0,T ] is of type L
and if λ0 = 1 then t1 < 2pi, t2 = t3 = T and (x(·), y(·))|[0,T ] is of type CL.
In the abnormal case (λ0 = 0), by assumption λ3(t1) = λ˙3(t1) = λ3(t2) =
λ˙3(t2) = 0. Thus, by Lemma 2.2.4 (iii) and (v), we get λ3(·)|(t0,t1) ≡
λ3(·)|(t2,t3) ≡ 0, see also Figure 2.3. Therefore, both intervals (t0, t1) and
(t2, t3) have to be empty and we have proved the claim in the abnormal
case.
Now consider the normal case (λ0 = 1). First assume that t2 < T . On the
interval (t2, t3), the solution of the differential equation in Lemma 2.2.4 (v)
is given by λ3(t) = A sin(t + ϕ) + 1 or λ3(t) = A sin(t + ϕ) − 1 for some
suitable constants A and ϕ. From λ3(t2) = λ˙3(t2) = 0 = λ3(t3) and the
special form of the solution it follows that λ˙3(t3) = 0 and t3 − t2 = 2pi, see
also Figure 2.3. Therefore, the path (x(·), y(·))|[t2,t3] is a full circle which
obviously cannot be optimal on a shortest path, and thus t2 = t3 = T . On
the other hand, by analogous arguments, it can be shown that λ3(·)|[0,t1) 6= 0
thus t1 < 2pi and the claim follows.
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(ii) We show that if the path is a finite concatenation of C parts, then the path
(x(·), y(·))|[0,T ] is of the form CC and the second arc is not shorter than pi
and at least as long as the first.
Assume that there is an optimal path with n ≥ 3 switching times t1 <
· · · < tn < T . Then ti+1 − ti = d, i = 1, . . . , n − 1, by Proposition 2.2.6
and T − tn = d since λ3(T ) = 0 by Lemma 2.2.4 (vii). Furthermore, on
any interval of length d λ3(·) has exactly one zero. Therefore, the distance
between 0 and the first switching is at most d and the first arc is the
shortest. This means that all switching points and the terminal point lie on
a straight line s. Obviously, since the second arc intersects s in two points,
1
-1
x
y
s
P
1
t
Figure 2.4: A CCCC path cannot be optimal
there exists a point P on the second arc where the tangent to it is parallel
to the straight line s, see also Figure 2.4. To any point Q on the remainder
of the path exists a tangent to the second arc between P and the second
switching point containing Q. In particular, there exists a tangent t to the
second arc reaching the terminal point and this is a shorter path of the
type CCL and we have a contradiction to our assumption. This proves the
claim.
¥
2.2.3 Sufficient conditions for optimality
The main result of this section is to determine the subsets of terminal points in
R
2 that are reached by the the same type of optimal paths. This is illustrated in
Figure 2.5.
Theorem 2.2.8 The solution to (2.2) is given by one of the following strategies,
where all circular arcs are shorter than 2pi:
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location of the terminal point strategy
(a) in R+0 × {0} L
(b) on C1 C
+
on C2 C
−
(c) outside C1 in R× R+ C+L
outside C2 in R× R− C−L
in R− × {0} C+L or C−L
(d) inside C1 C
−C+
inside C2 C
+C−
The result of Theorem 2.2.8 is depicted in Figure 2.5.
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L
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Figure 2.5: The synthesis of the optimal paths
Remark 2.2.9 The shortest path to a terminal point inside C1∪C2 is not shorter
than pi by Proposition 2.2.7 and to each abnormal optimal strategy there exists
a normal strategy which solves the problem in the same time. ¤
For the proof of Theorem 2.2.8 the following lemmas are needed.
Lemma 2.2.10 Let M1,M2 ⊂ R2 be two convex compact sets with M1 ⊂ M2.
Then the arclength of the boundary of M1 is not greater than the arclength of the
boundary of M2.
Proof See e.g. [42]. ¥
Lemma 2.2.11 Let (x, y) be a point in the lower half plane outside C2. Then
there exists exactly one C+L path and one C−L path to (x, y) such that the lengths
of the C parts are shorter than 2pi. Furthermore, the C−L path is shorter than
the C+L path.
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Proof It is obvious that there exists exactly one C+L path and one C−L path
to (x, y) with the lengths of the C parts being shorter than 2pi. Denote by a and
b the lengths of the L parts of the C+L path and the C−L path, respectively, and
by c and d the distances between (x, y) and (0, 1) and (0,−1), see also Figure
2.6, first picture.
Now assume that there exists a C+L path to (x, y) in the lower half plane which
C
C
1
y
a
c
b
d
2
(x,y)
(0,-1)
(0,1)
x x
y
b
b
a
(x,y)
(x,-y)
(0,2)
(0,1)
(0,-1)
d
c
Figure 2.6: CL paths to (x, y) and reflection of the lower half plane about the
x-axis
is shorter than the C−L path reaching (x, y). We have c2 = a2 + 1, d2 = b2 + 1
and a2− b2 = c2− d2 = −4y > 0. The lengths of the C parts of the C+L and the
C−L path are pi + α and pi + β for some 0 < α < β < pi. From that we see that
we only need to consider points (x, y) with x < 0 and −2 < y < 0 outside C2.
We distinguish three cases, namely x ≤ −1, −1 < x < 0 and −1 < y < 0 and
finally −1 < x < 0 and −2 < y < −1.
At first consider x ≤ −1. Reflect C2 and the C−L path about the x-axis, see
also Figure 2.6, second picture. Consider the C+L path between (x, y) and (0, 2)
as a function f1 : [x, 0] → R with f1(x) = y, f1(0) = 2, and the reflected C−L
path between (x,−y) and (0, 2) as a function f2 : [x, 0] → R with f2(x) = −y,
f2(0) = 2. Then f
′
1(s) ≥ f ′2(s) for all s ∈ [x, 0] and thus the C+L path is longer
than the C−L path.
Defining and comparing similar functions as above, the C+L path is longer than
the C−L path if −1 < x < 0 and −1 < y < 0.
Now let −1 < x < 0 and −2 < y < −1. Then the length of the C−L path is
smaller than 3pi
2
+ 1 and the length of the C+L path is greater than 3pi
2
+ 1 and
we have the claim. ¥
Finally, we have all tools at hand in order to prove Theorem 2.2.8.
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Proof [Theorem 2.2.8] The only possible optimal strategies are the four strate-
gies CL,CC,C and L listed in Proposition 2.2.7. We only need to consider
circular arcs of length shorter than 2pi, since otherwise we could reduce the
length of the path by 2pi by leaving out a complete circle. Because of the
symmetry of system (2.1), that is (x(·), y(·), θ(·), u(·)) solves (2.1) if and only
if (x(·),−y(·),−θ(·),−u(·)) solves (2.1), we restrict our attention to the closed
lower half plane in case of (b) and (c) and to the upper half plane in case (d).
(a) Obviously, a straight line (strategy L) is the shortest path between two
points in the plane and any point (xT , 0) ∈ R+0 × {0} can be reached this
way.
(c) Terminal points in the lower half plane outside C2 can only be reached by
the CC or the CL strategy and we will show that no CC strategy is optimal.
By Lemma 2.2.11 the C+L strategy is longer than the C−L strategy here
and we have the claim.
Assume that g is an optimal CC path with switching time t0 > 0 and
terminal point in the lower half plane outside C2.
We only need to consider C+C− paths with t0 < pi2 . This can be seen as
follows. Suppose g is of the C−C+ type. Then there exists a straight line
through the terminal point which is tangent to the first arc (see Figure
2.7, first picture). This CL path g˜ is obviously shorter and we arrive at
a contradiction. If t0 ≥ pi2 then the second arc of the C+C− path cannot
be shorter than the first by Proposition 2.2.7 and the endpoint lies in the
upper half plane and we arrive at a contradiction again.
Now we consider a C−L path and a C+C− path to the same terminal point
x
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Figure 2.7: Two cases of possible CC and CL paths to the same endpoint
(Figure 2.7, second picture). Denote the straight line segment between
(0, 0) and the terminal point by a2 and the straight line segment through
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the origin tangent to the second arc of the CC path by a1 (if there are two
such tangents then take the one the touches the second arc at the smaller
switching time). Obviously, the path consisting of a1 and the remainder of
the second arc is shorter than the CC path. The set bounded by a2 and
the C−L path is convex and contained in the convex set bounded by a2
and the path just constructed. Therefore, by Lemma 2.2.10, the C−L path
is shorter than the path above which is again shorter than the C+C− path
and we arrive at a contradiction.
Thus the shortest path to a point in the lower half plane outside C2 is of
type C−L. If the terminal point lies on the negative x-axis, both strategies
C−L and C+L reach the point in the same time and we have proved (c).
(d) Now we show that inside C1 the C
−C+ strategy is optimal.
Reaching a terminal point inside C1 is only possible with C
−L or C−C+
paths. Note again that due to the parametrization by arc length switching
times coincide with angles of circular arcs C.
The switching time ϕ < 2pi for the C−L path is well defined by the terminal
point and 3pi
2
< ϕ holds. It is possible to reach the same terminal point with
two C−C+ paths with switching times δ < pi
2
and γ > 3pi
2
, see Figure 2.8.
But the second arc of the C−C+ path with switching time γ is shorter than
2
y
ϕ
C
γ
C - L
- C +
x
1
C
C
δ
Figure 2.8: The possible strategies for endpoints inside C1
pi and thus shorter than the first arc which is impossible on an optimal path
by Proposition 2.2.7. Therefore, we consider the C−C+ path with switching
time δ and the C−L path with switching time ϕ only.
We denote with lCC and lCL the lengths of the considered C
−C+ and C−L
path, respectively. Both paths are the same on C2 until they reach the
switching point of the C−C+ path at angle (and time) δ, see Figure 2.9.
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Figure 2.9: The CL and the CC path to a final point inside C1
Then they turn into opposite directions for 3pi
2
(if the C−C+ path should
reach the final point earlier, then the C−L path is definitely longer). Note
that ϕ = δ + 3pi
2
+ α with 0 ≤ α ≤ pi
2
since otherwise the C−L path could
not intersect the second arc of the C−C+ path and would not reach the
terminal point.
For lengths greater than δ+ 3pi
2
we introduce a new coordinate saystem. The
x˜-axis is the straight line through the center of C2 and the center of the
second arc of the C−C+ path. The y˜-axis is the straight line throught the
center of C2 orthogonal to the x˜-axis, also look at Figure 2.10. We denote
β
α
’
β
~
~x
y
C C
3pi
2
3pi
2
- L - C+
β
Figure 2.10: A rotation of figure 2.9 by the angle pi − δ
with β ′ the angle between the y˜-axis and the line through the center of C2
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and the terminal point. Obviously β ′ > β and thus we get
lCC = δ +
3pi
2
+ β
lCL = δ +
3pi
2
+ α + tan(β ′ − α) ≥ δ + 3pi
2
+ α + tan(β − α)
≥ δ + 3pi
2
+ α + (β − α) = δ + 3pi
2
+ β = lCC
and therefore the C−C+ path is the shortest in case (d).
(b) Now suppose the terminal point is on C1 or C2. Applying the poof of (c)
with length of the L part being 0, the CC strategy is not better than the
C strategy. Applying the proof of (d) with δ = 0, the CL strategy is not
better either and we have claim (b).
¥
2.3 A new short proof of Dubins’ result
In this section we use the approach of the previous section to present a proof
of Dubins’ result [17] on shortest paths with prescribed terminal direction. We
present a new way to show that concatenations of four or more circular arcs
cannot be optimal. We do not give a result corresponding to Theorem 2.2.8 since
this can be found in [37].
Theorem 2.3.1 (Dubins) Let θT ∈ [0, 2pi) and consider the optimization prob-
lem (2.2) with the additional terminal point condition θ(T ) = θT mod 2pi. The
optimal path is of type CLC or CCC (the middle arc is of length greater than pi)
or a subtype CL, LC, CC, L or C.
Proof The conditions (i)-(vi) in Lemma 2.2.4 are valid again, just the transver-
sality condition (vii) does not hold. Proposition 2.2.6 and Proposition 2.2.7 (i)
also hold here and optimal paths are finite C-L-concatenations. If a straight line
segment is part of an optimal path, it can be shown analogously to Proposition
2.2.7 (ii) that the path is of type CLC or subtypes. Otherwise we have concate-
nations of finitely many circular arcs and it remains to show is that there are at
most three.
Suppose we have an optimal path consisting of a concatenation of n circular
arcs, n > 3. Since the 2nd up to the (n-1)st arc are of the same length l2 with
pi ≤ l2 < 2pi by Proposition 2.2.6, all switching points lie on one straight line l.
Furthermore, if n ≥ 5, there exist exactly one parallel to l touching the 2nd and
4th arc, we call it p, and this gives a shorter path, see also Figure 2.11. Therefore,
at most four circular arcs can be optimal.
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Figure 2.11: Concatenation of 5 circular arcs (not optimal)
Now we show that even concatenations of four circular arcs cannot be optimal.
We consider a path p1 consisting of four circular arcs of length li, i = 1, . . . , 4,
respectively, fulfilling the necessary conditions for optimality (i)-(vi) of Lemma
2.2.4. Then l2 = l3 ≥ pi due to Proposition 2.2.6. Without loss of generality we
may assume that the first and third arc are followed clockwise, the second and
fourth anti-clockwise. Denote the centers of the four arcs with Mi, i = 1, . . . , 4
and the switching points with Si, i = 1, 2, 3, respectively. Since l2 = l3, the
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Figure 2.12: New coordinate system for a CCCC path
midpoint between M1 and M4 is S2 as well as the midpoint between M2 and M3.
We introduce a new coordinate system by M1 = (0, 0), S2 = (d, 0) and the
following notation:
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α angle between the x˜-axis and the straight line through M1 and M2
β angle between the x˜-axis and the straight line through M2 and M3
γ angle between the straight line through M2 and M4 and
the straight line through M2 and M3
δ angle between the x˜-axis and the straight line through M2 and M4
Then M4 = (2d, 0), M2 = (2 cosα,−2 sinα) and M3 = (2d− 2 cosα, 2 sinα) with
cosα = d
2+3
4d
, consider triangleM1M2S2 in Figure 2.12 (necessarilyM2 ∈ R×R−0 ).
In the setup above the first and the last circle cannot intersect and therefore
1 ≤ d ≤ 3. The length of p1 is
lp1 = l1 + α + pi + 2β + pi + α + l4 = l1 + l4 + 2pi + 2(α + β).
Now we have the necessary setup and will consider the cases d = 1, 1 < d < 3
and d = 3. In each case we will show that there exists a shorter path than p1,
thus concatenations of four circular arcs cannot be optimal.
If d = 1, then M2 = M4, M1 = M3 and l2 = l3 = 2pi. Leaving out the second
and the third arc would save a path of length 4pi and the CC strategy would be
shorter.
If 1 < d < 3, we compare the path p1 with an alternative path p2 which follows
the same first circle for the time (angle) l1 − ² with a sufficiently small ² > 0.
Then the appropiate second circle is well defined as well as the new third circle
touching the new second circle and the fourth circle. We denote the centers of
the new circles with M ′2 and M
′
3, see Figure 2.13. The length of the new path p2
is
lp2 = l1 − ²+ α′ + pi + 2β ′ + pi + α′′ + α′′ − α + l4 =
= l1 + l4 + 2pi + 2(α
′′ + β′)− 2²
since α′ = α− ². We now show that α′′ + β′ < α+ β + ² and therefore path p2 is
shorter than path p1. At first it is obvious that α + β = γ − δ + γ + δ = 2γ and
α′′ + β′ = 2γ′. The distances between the centers of the second and fourth circle
are 2
√
d2 − 2d cosα + 1 and 2√d2 − 2d cos(α− ²) + 1, respectively. Therefore,
considering the triangles M3M2M4 and M
′
3M
′
2M4, we have
γ = arccos
√
d2 − 2d cosα + 1
2
, γ′ = arccos
√
d2 − 2d cos(α− ²) + 1
2
.
Introducing f(²) = 2γ ′ − 2γ − ², we need to show that f(²) < 0 for small ² > 0.
With cosα = d
2+3
4d
we get, after an easy but lengthy calculation, f(0) = f ′(0) = 0
and
f ′′(0) =
√
(9− d2)(d2 − 1)
d2 − 9 < 0 for 1 < d < 3
and we have f(²) < 0 and our claim for small ² > 0.
If d = 3 we just reduce l1 by a small ², ‘glue’ a new second circle to the new
2.3. A NEW SHORT PROOF OF DUBINS’ RESULT 29
δ’
δ’
p
2
d d
r=1
α
α
α
’
" γ
αβ
S
S
S
M4
1
M3
M2
1
2
3
β’
’
’
’
’
’
’
M
γ
’
’
’
"
y
x
~
~
Figure 2.13: Alternative CCCC path if 1 < d < 3
2M
 
 




p
d
MM1 43
x
y
~
~
1
d
M p3
Figure 2.14: Alternative to the CCCC path if d = 3
first switching point and leave the other two circles unchanged. Then we take
the tangent t from the new second circle to the third circle and get a new path
p3, see Figure 2.14. Between the point where the new second circle touches the
first circle and the point where t touches the third circle, the part of path p3 is
convex and from Lemma 2.2.10 follows that it is shorter than the convex hull of
the part of path p1 which is again shorter than this part of path p1 itself. Thus
p3 is shorter than p1.
In each case we have shown that p1 is not optimal. Therefore concatenations of
four circular arcs cannot be optimal and we proved our claim. ¥
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Chapter 3
Workspaces of 2D continuous
robotic manipulators
As far as we know a robotic manipulator controlled by distributed bending mo-
ments has not yet been designed or built since it is very hard if not impossible
to control a continuous structure at each point independently. Therefore, this
chapter has to be seen as a purely theoretical investigation. Nevertheless, since
the model is a very good approximation of a discrete hyper-redundant manipula-
tor (see e.g., [14] and [15], where such robots are built and their workspaces look
very similar to those obtained in this chapter), it is of interest even today.
Here we will determine the workspaces of planar continuous manipulators for arbi-
trary but fixed curvature constraint. At first, we will introduce the mathematical
model describing this particular type of manipulator and define its workspace.
Then we will investigate the workspaces of manipulators with free and prescribed
terminal direction. After showing a few elementary properties of the workspaces,
we solve optimal control problems in order to describe the boundaries of the
workspaces. For various values of the curvature constraint of the manipulators
we get workspaces with different topological properties.
3.1 Model of 2D continuous manipulators
A planar continuous robotic manipulator of length L (we assume that the ma-
nipulator is inextensible and normalize such that L=1) can be described by a
C1-curve in the plane which describes the shape of the robot’s centerline. This
centerline (in the literature often called backbone curve having in mind the back-
bone of an animal, in particular a snake) captures the macroscopic geometric
features of the robot. Whenever the shape of the manipulator is mentioned in
the sequel it is to be interpreted as the shape of the centerline. We parametrize
the curve by arc-length and denote with θ(s) the angle between the x-axis and
the tangent to the curve at (x(s), y(s)) ∈ R2 at the parameter value s. Further-
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more, we assume that the manipulator is fixed in the origin. The curve can be
described by the following equations:
x′(s) = cos θ(s)
y′(s) = sin θ(s)
θ′(s) = κ(s)
x(0) = 0
y(0) = 0
θ(0) = 0
x
y θ
x(s)
(s)
y(s)
(3.1)
with s ∈ [0, 1] and curvature κ ∈ UM .
Remark 3.1.1 At this stage considering a measurable curvature seems to be
far too general for realizations of manipulators and one might prefer piecewise
constant functions (maybe even continuous functions). Actually, this generality is
needed to prove the existence of optimal solutions of the optimal control problem
introduced later. But after the solution of this problem we will see in Lemma 3.3.3
and its proof that every point in the workspace can be reached with a realization
through a piecewise continuous control function with at most two discontinuities
taking its values in {−1, 0, 1}. ¤
Due to possible physical limitations we prescribe the curvature to be uniformly
bounded, |κ(s)| ≤M for almost every s ∈ [0, 1] and some constant M > 0.
3.2 Description of the 2D workspaces
First, we describe mathematically what we call workspace.
Definition 3.2.1 Let
F := {(x(·), y(·), θ(·)) satisfying (3.1) with κ ∈ UM}.
For any Ω ⊂ F we define
PΩ := {(x1, y1) ∈ R2 : (x(1), y(1)) = (x1, y1) for some (x(·), y(·), θ(·)) ∈ Ω}.
The workspace of a robotic manipulator of length 1 described by system (3.1) is
the set of reachable points of its end-effector (x(1), y(1)):
W := PF or Wθ1 := {(x1, y1) ∈ W | θ(1) = θ1 mod 2pi}
for some fixed θ1 ∈ [0, 2pi).
Remark 3.2.2 Since we disregard θ(1) in the first case, we do not determine the
reachable set of the control system at s = 1 but only the ‘output’ (x(1), y(1)).
¤
3.2. DESCRIPTION OF THE 2D WORKSPACES 33
3.2.1 The workspaces with free terminal direction
In this section we will describe and illustrate the workspaces W for different
values of M . At first, we state a few basic properties of W .
Lemma 3.2.3 W is non-empty for every M > 0. Furthermore, W is
(i) symmetric to the x-axis and
(ii) a path-connected subset of R2.
Proof First of all, the point (1, 0) can always be reached with κ ≡ 0. Let
κ ∈ UM be the curvature of a manipulator reaching (x1, y1) ∈W .
(i) Then −κ ∈ UM and the manipulator with curvature −κ reaches the point
(x1,−y1) ∈W (look at (3.1)) and we have the symmetry.
(ii) Let a ∈ [0, 1] and κa := (1 − a)κ. Then κa ∈ UM and the corresponding
end-effector is (xa1, y
a
1) ∈ W . Finally, the points (xa1, ya1) describe a path
between (x1, y1) and the point (1, 0) since the solutions of this differential
equation depend continuously on the parameter a. Therefore, all points in
W are path-connected.
¥
Proposition 3.2.4 W is compact.
Proof The manipulator can obviously only reach points inside the unit circle
and the point (1,0). Thus W is bounded and it remains to show that W is closed.
Consider a sequence κn(·)n∈N ⊂ UM of controls with corresponding state
(xn(·), yn(·), θn(·)) : [0, 1]→ R3
subject to (3.1) for each n ∈ N such that (xn(1), yn(1))n∈N converges to (x1, y1) ∈
R
2. We show that there exists a function κ˜(·) ∈ UM with state (x˜(·), y˜(·), θ˜(·))
subject to (3.1) such that (x˜(1), y˜(1)) = (x1, y1). Due to the parametrization by
arc length we have ||(x′n(s), y′n(s))|| = 1 and anyhow
|θn(s)| =
∣∣∣∣
∫ s
0
κn(τ)dτ
∣∣∣∣ ≤Ms ≤M
for all s ∈ [0, 1] and all n ∈ N. Thus the family (x′n(·), y′n(·), θn(·))n∈N is uniformly
bounded. Moreover, we have for all s, t ∈ [0, 1] and n ∈ N
||(x′n(s), y′n(s)) − (x′n(t), y′n(t))||2 = (cos θ(s)− cos θ(t))2 +
+(sin θ(s)− sin θ(t))2 =
= 2− 2 cos θ(s) cos θ(t)− 2 sin θ(s) sin θ(t) =
= 2− 2 cos (θ(s)− θ(t)) = 4 sin2 θ(s)− θ(t)
2
≤ |θn(s)− θn(t)|2
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and we get
||(x′n(s), y′n(s))− (x′n(t), y′n(t))|| ≤ |θn(s)− θn(t)| ≤M |s− t|. (3.2)
Thus
||(x′n(s), y′n(s), θn(s))− (x′n(t), y′n(t), θn(t))|| ≤
√
2M |s− t|
and the (x′n(·), y′n(·), θn(s))n∈N form an equicontinuous family on [0, 1]. Therefore
by the Arzela`-Ascoli theorem, there exists a subsequence of (x′n(·), y′n(·), θn(·))n∈N
converging uniformly on [0, 1] to a continuous function (ξ(·), η(·), θ˜(·)) with
ξ(s) = cos θ˜(s), η(s) = sin θ˜(s)
for all s ∈ [0, 1]. For simplicity we may assume that (x′n(·), y′n(·), θn(·))n∈N is itself
such a sequence. Obviously, for all s, t ∈ [0, 1]
|θ˜(s)− θ˜(t)| ≤M |s− t| (3.3)
and (ξ(0), η(0), θ˜(0)) = (1, 0, 0) which shows that the initial condition of (3.1)
holds for θ˜(·). In particular θ˜(·) ∈ LipM [0, 1] ⊂ A[0, 1]. Thus θ˜(·) is differentiable
almost everywhere (see e.g., [28]). We set κ˜(s) := ˙˜θ(s) for all s ∈ [0, 1] where θ˜(·)
is differentiable and κ˜(s) := 0 else. Because of (3.3) we have |κ˜(s)| = | ˙˜θ(s)| ≤M
for every s ∈ [0, 1] thus κ˜(·) ∈ UM . We set
x˜(s) :=
s∫
0
ξ(t) dt and y˜(s) :=
s∫
0
η(t) dt.
Since
|x˜(1)− xn(1)| ≤
1∫
0
| cos θ˜(t)− cos θn(t)| dt → 0 as n →∞ and
|y˜(1)− yn(1)| ≤
1∫
0
| sin θ˜(t)− sin θn(t)| dt → 0 as n →∞,
we have (x1, y1) = (x(1), y(1)) ∈W and W is closed as claimed. ¥
In order to describe the workspaces W we follow the following program. We
investigate a 2-parameter family of optimal control problems (of the Mayer type)
subject to the conditions of (3.1) such that for the set of optimal solutions G we
have clPG = ∂W . We are not able to describe PG itself, but we will determine
a ‘small’ set of functions B satisfying the necessary conditions of Pontryagin’s
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Maximum Principle and further geometric properties such that the following
diagram holds:
F ⊃ B ⊃ G
P ↓ P ↓ P ↓
W = PF ⊃ PB ⊃ PG
Using homotopies we will be able to describe W using PB.
Let us consider the following 2-parameter ((x0, y0) ∈ R2) family of minimization
problems subject to (3.1):
Jx0,y0 = (x(1)− x0)2 + (y(1)− y0)2 → min (3.4)
while minimizing over all (x(·), y(·), θ(·)) ∈ F (thus (x(1), y(1)) ∈ W ). This
problem is in fact an optimal control (Mayer) problem since we minimize over
all κ ∈ UM , see Definition 3.2.1. First of all, the following lemma guarantees the
existence of optimal solutions.
Lemma 3.2.5 To any (x0, y0) ∈ R2 a solution to problem (3.4) exists.
Proof If (x0, y0) ∈ W then obviously Jx0,y0 = 0 and (x(1), y(1)) = (x0, y0) itself
is a solution. If (x0, y0) 6∈ W then
√
Jx0,y0 is the euclidean distance between
(x0, y0) and W . Since W is compact the optimal solution to (3.4) exists. ¥
Now let G ⊂ F denote the set of all admissible solutions that minimize (3.4) for
some parameter (x0, y0) 6∈ W . Then the following holds:
Proposition 3.2.6 clPG = ∂W .
Proof If (x0, y0) 6∈ W and (x(1), y(1))x0,y0 is the terminal point of a corre-
sponding optimal solution, then any point on the straight line between (x0, y0)
and (x(1), y(1))x0,y0 is not in W because of the minimal distance property of the
point (x(1), y(1))x0,y0 . Thus (x(1), y(1))x0,y0 ∈ ∂W and PG ⊂ ∂W .
Let (x, y) ∈ ∂W be arbitrary. Then there exists a sequence (xn, yn)n∈N such
that (xn, yn) 6∈ W for each n ∈ N and (xn, yn) → (x, y) as n → ∞. Obviously
Jxn,yn → 0, (x(1), y(1))xn,yn ∈ PG for each n ∈ N and (x(1), y(1))xn,yn → (x, y) as
n→∞. Thus (x, y) ∈ clPG and we have
PG ⊂ ∂W ⊂ clPG
and the claim follows since W is compact by Proposition 3.2.4 and so is ∂W . ¥
Now we want to construct PB. Since we desire to apply optimal control tech-
niques, we state a version of Pontryagin’s Maximum Principle (see e.g., [6]) tai-
lored for the needs of the following analysis.
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Theorem 3.2.7 (Pontryagin’s Minimum Principle) If κ(·) ∈ UM is an op-
timal control to problem (3.4) with (x0, y0) 6∈ W and corresponding state function
(x(·), y(·), θ(·)), then
(i) there exists an absolutely continuous vector function λ : [0, 1] → R3 satis-
fying the adjoint equations
λ′1(s) = − ∂∂xH(x(s), y(s), θ(s), λ1(s), λ2(s), λ3(s), κ(s)),
λ′2(s) = − ∂∂yH(x(s), y(s), θ(s), λ1(s), λ2(s), λ3(s), κ(s)),
λ′3(s) = − ∂∂θH(x(s), y(s), θ(s), λ1(s), λ2(s), λ3(s), κ(s)),
(3.5)
for almost every s ∈ [0, 1] where the Hamiltonian of (3.4) is given by
H : R3 × R3 × [−M,M ]→ R, ((x, y, θ), λ, κ) 7→ λ1 cos θ + λ2 sin θ + λ3κ.
(ii) if dJx0,y0 is not identically zero for all (x(1), y(1)) then λ(s) is never zero
in [0, 1],
(iii) there exists a constant c ∈ R such that for almost every s ∈ [0, 1]
H((x(s), y(s), θ(s)), λ(s), κ(s)) = min
v∈UM
H((x(s), y(s), θ(s)), λ(s), v(s)) = c,
(iv) there exists a constant λ0 ≥ 0 such that the covector (λ0, λ1(s), λ2(s), λ3(s))
never vanishes in [0, 1] and the following transversality conditions hold:
0 = 2λ0(x(1)− x0)− λ1(1), (3.6)
0 = 2λ0(y(1)− y0)− λ2(1), (3.7)
0 = λ3(1). (3.8)
Applying Pontryagin’s Maximum Principle we can collect a few essential proper-
ties of the optimal control problem (3.4) in the following lemma.
Lemma 3.2.8 Suppose (x(·), y(·), θ(·)) : [0, 1] → R3 is an optimal solution to
(3.4) with (x0, y0) 6∈ W and the corresponding optimal control u(·) ∈ UM , λ :
[0, 1] → R3 as in Theorem 3.2.7 and I ⊂ [0, 1] an open interval. Then there
exists a constant c ∈ R such that
(i) c = λ1(s) cos θ(s) + λ2(s) sin θ(s) + λ3(s)κ(s) for almost every s ∈ [0, 1].
(ii) κ(s) = −M signλ3(s), if λ3(s) 6= 0.
(iii) λ3(·) ∈ C1[0, 1] and, if there are no switching times in I, then λ3(·)|I ∈ C2.
(iv) (x(·), y(·))|I is of type C, if λ3(s) 6= 0 for all s ∈ I.
(v) λ′1(·)[0,1] ≡ λ′2(·)[0,1] ≡ 0 and λ′′3(s) = −M 2 λ3(s) + cM κ(s), if λ3(·)I 6= 0.
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(vi) λ3(1) = 0.
(vii) 2λ0(x(1)− x0)− λ1 = 0.
(viii) 2λ0(y(1)− y0)− λ2 = 0.
(ix) If (x0, y0) 6∈W and λ3(·)I ≡ 0 then (x(·), y(·))|I is of type L.
Proof By Theorem 3.2.7, we have for almost every s ∈ [0, 1]
λ′1(s) = 0,
λ′2(s) = 0,
λ′3(s) = λ1(s) sin θ(s)− λ2(s) cos θ(s).
(3.9)
(i) and (ii) follow directly from Theorem 3.2.7 (iii), (iii) follows from (3.9). From
(ii) it follows that u(·)|I ≡M or u(·)|I ≡ −M and hence (iv). Furthermore, (3.1),
(i) and (iii) yield
λ′′3(s) = (λ1(s) cos θ(s) + λ2(s) sin θ(s))κ(s) = −M 2 λ3(s) + cM κ(s)
for all s ∈ I (the phase portrait is shown in Figure 3.1) and this proves the second
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3-phase portrait for c < 0, c > 0 and c = 0
part of (v). The first claim of (v) follows directly from (3.9). Moreover, (vi), (vii)
and (viii) follow from (3.7). If (x0, y0) 6∈ W then λ1 = λ2 = 0 is impossible since
otherwise λ0 = 0 because of (vii) and (viii) and λ3 ≡ 0 because of (3.9) and (vi).
Using this fact and substituting λ′3(·)|I ≡ 0 into (2.5) yields that θ(·)|I has to be
constant and thus κ(·)|I ≡ 0 and (ix) is shown. ¥
Definition 3.2.9 The function λ3 : [0, 1]→ R is called switching function (since
changes of sign imply changes of control strategy). If λ3(s0) = 0 for some
s0 ∈ [0, 1] and λ3 6≡ 0 on every neighbourhood of s0, then s0 is called switch-
ing parameter or switching time; the corresponding (x(s0), y(s0), θ(s0)) is called
switching point. An optimal solution is called abnormal if λ0 = 0 and normal
otherwise.
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Proposition 3.2.10 The following properties hold.
(i) The optimal control to (3.4) for (x0, y0) 6∈ W is piecewise constant and
takes values in {−M, 0,M}.
(ii) If the optimal control takes only values in {−M,M}, then the distances
between each two consecutive switching parameters and the distance between
the last switching parameter and 1 are the same and not smaller than the
first switching parameter.
In other words: The shape of an optimal manipulator is a finite concatenation
of C and L parts. If the shape is a concatenation of circular arcs only then the
second until the last arc are of same length and not shorter than the first arc.
Proof In order to prove (i) we need to show that there are only finitely many
switching points. By Lemma 3.2.8 (iii) λ3(·)[0,1] is continuous and thus the set
F := {s ∈ [0, 1] : λ3(s) 6= 0} is the union of open intervals. We will show
that their number is finite. Let I = (s1, s2) ∈ F . Then either s1 = 0 and/or
s2 = 1 (boundary interval, here λ3(s2) = 0 because of Lemma 3.2.8 (vi)) or
λ3(s1) = λ3(s2) = 0 (interior interval). In F there are at most two boundary
intervals and we assume that there are infinitely many interior intervals. On each
interior interval I the function λ3(·) has to satisfy the differential equation in
Lemma 3.2.8 (v). If c ≤ 0 then s2 − s1 ≥ piM (see Figure 3.1) and this cannot be
true for infinitely many intervals in [0, 1]. If c > 0 then λ′3(s1) = −λ′3(s2) 6= 0
and, by continuity arguments, all interior intervals are of same length (see also
Figure 3.1). Again, this cannot be true for infinitely many intervals in [0, 1] and
we arrive at the desired contradiction. From Lemma 3.2.8 (iv) and (ix) the first
part follows. Claim (ii) follows from Lemma 3.2.8 (v) since the phase curves in
Figure 3.1 between two intersections with the axis λ3 = 0 are always of same
length. Furthermore, λ3(1) = 0. ¥
Using geometric arguments we now determine the family of solutions B which is
generated by the controls described in Theorem 3.2.11.
Theorem 3.2.11 The optimal control κ(·) to (3.4) for (x0, y0) 6∈ W is either
κ ≡ 0 or
κ(s) =
{ ±M : 0 ≤ s < s0
0 : s0 ≤ s ≤ 1
if κ ≡ 0 on some interval I ⊂ [0, 1] or
κ(s) =
{ ±M : 0 ≤ s < s0
∓M : s0 ≤ s ≤ 1
with s0 ≤ 12 . In other words: The shape of a manipulator solving (3.4) for
(x0, y0) 6∈W is of the type
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(i) CL or L, if the shape is partly of type L,
(ii) CC or C, if the shape is a concatenation of C parts only. In the CC case
the first arc is not longer than the second.
Remark 3.2.12 The set PB is the union of the C+L, C−L, C+C− and the C−C+
loci (the latter two reduced to those with switching parameter s0 ≤ 12), see Figure
3.2 for an illustration of the CL locus. Each locus is a parametrized curve in R2
with the switching time s0 ∈ [0, 1] (or s0 ∈ [0, 12 ]) being the parameter, see
(3.12). Since the parameter set is compact and the solution of the differential
equation (3.1) depends continuously on the switching parameter (and so does
the corresponding terminal point (x(1), y(1))) it follows that each of the four loci
mentioned is compact and thus also PB. We finally have
∂W = clPG ⊂ PB.
¤
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Figure 3.2: The CL locus with manipulators of type CL, M = 3pi
2
Remark 3.2.13 The workspaces W (in particular their boundaries ∂W ) for dif-
ferent values of M can be visualized as depicted in Figure 3.3. ¤
In order to prove Theorem 3.2.11 we first state a lemma which we prove in Section
3.3.
Lemma 3.2.14 Concatenations of three or more circular arcs cannot be optimal
for (3.4) with (x0, y0) 6∈W .
With the help of this result we can prove Theorem 3.2.11.
Proof [Theorem 3.2.11]
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Figure 3.3: The workspaces with curvature bounds pi, 3pi/2, 3pi/2 + 1, 2pi, 2pi +
arccos(23/27) and 3pi. The top right picture also shows four optimal shapes of
manipulators reaching ∂W and eight C∞-manipulators reaching the interior.
(i) Let 0 ≤ s0 ≤ s1 < s2 ≤ s3 ≤ 1 and suppose
λ3(s)


6= 0 , for all s ∈ (s0, s1)
= 0 , for all s ∈ [s1, s2]
6= 0 , for all s ∈ (s2, s3).
Then by Lemma 3.2.8 (vi), (x(·), y(·))|[s1,s2] is of type L. We show that if
c ≥ 0 then s0 = s1 = 0, s2 = s3 = 1 and (x(·), y(·))|[0,1] is of type L. If c < 0
then s1 <
2pi
M
, s2 = s3 = 1 and (x(·), y(·))|[0,1] is of type CL.
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If c ≥ 0 then by assumption λ3(s1) = λ′3(s1) = λ3(s2) = λ′3(s2) = 0. Thus,
by Lemma 3.2.8 (ii) and (v), we get λ3(·)|(s0,s1) ≡ λ3(·)|(s2,s3) ≡ 0, see also
Figure 3.1. Therefore, both intervals (s0, s1) and (s2, s3) have to be empty
and we have proved the claim for c ≥ 0.
Now consider c < 0. First assume that s2 < 1. Since by Lemma 3.2.8 (vii)
λ3(1) = 0, we may increase the value of s3 such that λ3(s3) = 0. On the
interval (s2, s3), the solution of the differential equation in Lemma 3.2.8 (v)
is given by λ3(s) = A sin(M s+ϕ)+c or λ3(s) = A sin(M s+ϕ)−c for some
suitable constants A and ϕ. From λ3(s2) = λ
′
3(s2) = 0 = λ3(s3) and the
special form of the solution it follows immediately that both s2 and s3 are
local extrema of λ3 of the same type, λ
′
3(s3) = 0 and s3 − s2 = 2pi, see also
Figure 3.1. Therefore, (x(·), y(·))|[s2,s3] is a full circle which can be shifted
to the origin without changing (x(1), y(1)). This can be repeated until
s2 = s3 = 1. On the other hand, by analogous arguments, it can be shown
that the value of s0 can be decreased to s0 = 0 such that λ3(·)|[s0,s1) 6= 0,
s1 <
2pi
M
and the claim follows.
(ii) If the shape of the manipulator is a finite concatenation of C parts, then it
is of type CC or C due to Lemma 3.2.14. By Proposition 3.2.10 the first
arc cannot be longer than the second and we are done.
¥
Remark 3.2.15 The problem of finding the workspace if the initial direction is
free and the terminal direction is prescribed to be that of the positive x-axis is
dual to the problem above and gives exactly the same workspaces. For different
terminal directions θ1 the workspaces are just rotations around the origin by the
angle θ1 of the workspaces in Figure 3.3. ¤
3.2.2 The workspaces with prescribed terminal direction
Similarily to the previous section we have the following result.
Proposition 3.2.16 Wθ1 is compact for every θ1 ∈ (−pi, pi].
Proof The proof works exactly the same way as the proof of Proposition 3.2.4.
¥
In order to determine the boundary of Wθ1 we consider (3.4) again and minimize
over all (x(·), y(·), θ(·)) ∈ F such that (x(1), y(1)) ∈ Wθ1 . Analogously to the
previous section we determine a family of functions containing the optimal solu-
tions which is sufficiently small to determine the workspace Wθ1 .
The result of Proposition 3.2.10 is also valid here and optimal solutions are finite
concatenations of C and L parts. The main result is quite similar to Theorem
3.2.11.
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Theorem 3.2.17 Every point on the boundary of the workspace Wθ1 of the ma-
nipulator described by system (3.1) and prescribed terminal direction θ(1) = θ1
mod 2pi can be reached by a manipulator of the types CLC, CCC and their sub-
types (CL, LC, CC, L or C).
Remark 3.2.18 The workspaces for different values of M and the terminal di-
rection θ1 can be visualized as depicted in Figures 3.4 and 3.5. ¤
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Figure 3.4: The workspaces with curvature boundM = 3pi/2, terminal directions
kpi/4, k = 0, . . . , 7, and their union
In order to prove Theorem 3.2.17 we need the following lemma which will be
proved in Section 3.3.
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Figure 3.5: The workspaces with curvature bound M = 2pi + arccos(23/27) and
terminal directions νpi/4, ν = 0, . . . , 7, and comparison with the workspace of the
manipulator with free terminal direction (cf. Figure 3.3)
Lemma 3.2.19 Concatenations of four or more circular arcs cannot be optimal
for (3.4) with prescribed terminal direction θ1 and (x0, y0) 6∈ W .
With this result at hand we can easily prove Theorem 3.2.17.
Proof [of Theorem 3.2.17] The proof works similar to the proof of Theorem
3.2.11, just the transversality condition λ3(1) = 0 (Lemma 3.2.8 (vi)) drops here.
Therefore, if a straight line segment occurs, we are limited to CLC shapes. From
Lemma 3.2.19 we know that concatenations of four or more circular arcs cannot
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be optimal and we are done. ¥
Remark 3.2.20 The interior of the workspaces can even be reached by C2- or
C∞-manipulators. ¤
3.3 Technical proofs
In this section we present all the missing technical proofs.
3.3.1 Proofs of Section 3.2.1
First we need a few more results to prove the main lemma. We introduce some
further notation:
Cb circle of radius b =
2
√
2
M
√
1− cos M
2
around the origin
C1 circle of radius
1
M
around (0, 1
M
)
C2 circle of radius
1
M
around (0,− 1
M
)
Lemma 3.3.1 Let M ∈ (0, 3pi). Then the end-effectors of manipulators of the
CC type lie inside Cb and the end-effectors of manipulators of the C· · ·C type
(more than two circular arcs) lie outside Cb.
Proof Because of symmetry we just consider manipulators of the C+C− · · · type
with n switchings here. Since by Proposition 3.2.10 the second until the last arc
are of same length, it is easy to compute that the distance between two switching
parameters is ∆s = 1−s0
n
with s0 being the first switching parameter. Therefore,
the coordinates of the terminal point (xs0n (1), y
s0
n (1)) of a concatenation of n ∈ N
circular arcs depend on the first switching parameter s0, the curvature bound M
and the number of switchings n only. On the interval [0, s0] we have θ(σ) = Mσ
and
x(s0)− x(0) =
s0∫
0
cosMσdσ =
1
M
sinMs0,
on the interval [s0, s0 +∆s] we have θ(σ) = M(2s0 − σ) (on all further intervals
we similarly get the same values since the intervals are all of same length) and
x(s0 +∆s)− x(s0) =
∆s∫
0
cosM(s0 − σ)dσ = 1
M
sinMs0 − 1
M
sinM(s0 −∆s).
Equivalent results hold for the y values and by simple addition we get
xs0n (1) =
1
M
[
(n+ 1) sinMs0 − n sin (n+ 1)Ms0 −M
n
]
, (3.10)
ys0n (1) =
1
M
[
1− (n+ 1) cosMs0 + n cos (n+ 1)Ms0 −M
n
]
. (3.11)
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The distance of the end-effector from the origin is
Ds0n (1) =
1
M
[
(n+ 1)2 + 1 + n2 − 2(n+ 1) cosMs0−
−2n(n+ 1) cos
(
Ms0 −M
n
)
+ 2n cos
(
(n+ 1)Ms0 −M
n
)] 1
2
.
The first arc is at most as long as the others, that gives s0 ≤ 1n+1 . Now consider
the CC shapes first, i.e., n = 1. If M ∈ (pi, 3pi), we have
(Ds01 (1))
2 =
1
M2
[6− 4 cosMs0 − 4 cos (Ms0 −M) + 2 cos (2Ms0 −M)] ≤
≤ 1
M2
[8− 4 cosMs0 − 4 cos (Ms0 −M)] ≤ 8
M2
(
1− cos M
2
)
since it is easy to check that [− cosMs0− cos(Ms0 −M)] takes its maximum on
the interval [0, 1
2
] at s0 =
1
2
. Actually, (D
1
2
1 (1))
2 = 8
M2
(
1− cos M
2
)
. If M ∈ (0, pi],
we have the following:
M2
∂
∂s0
(Ds01 (1))
2 = 4M sinMs0 + 4M sin(Ms0 −M)− 4M sin(2Ms0 −M) =
= −16M sin
(
2Ms0 −M
2
)
sin(Ms0) sin(M −Ms0) ≥ 0
for s0 ∈ [0, 12 ]. Consequently, the maximum on this interval is at s0 = 12 . Finally,
we have for all M ∈ (0, 3pi):
(Ds01 (1))
2 ≤
(
D
1
2
1 (1)
)2
=
8
M2
(
1− cos M
2
)
for s0 ∈
[
0,
1
2
]
.
Therefore, we have an upper bound of the distances of end-effectors of the CC
locus to the origin depending on M only. Now we show that this is also a lower
bound for the distances of end-effectors of strategies with more than two circular
arcs by showing that (D0n(1))
2 ≥ 8
M2
(
1− cos M
2
)
for all n ≥ 2 and that (Ds0n (1))2
is monotonously increasing with s0 ∈ [0, 1n+1 ] for all n ≥ 2. We have
(D0n(1))
2 =
2n2
M2
(
1− cos M
n
)
and this is monotonically increasing with growing n ≥ 2. To prove that we
consider (D0n(1))
2 as a function of n ∈ R, differentiate with respect to n and get
∂(D0n(1))
2
∂n
=
2n
M2
[
2
(
1− cos M
n
)
− M
n
sin
M
n
]
≥ 0
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as long as M
n
≤ 2pi and this is the case for the considered values of M and n.
Futhermore,
∂
∂s0
(Ds0n (1))
2 =
1
M2
[
2M(n+ 1) sinMs0 + 2M(n+ 1) sin
(
Ms0 −M
n
)
−
−2M(n+ 1) sin
(
(n+ 1)Ms0 −M
n
)]
=
= −8(n+ 1)
M
sin
(
(n+ 1)Ms0 −M
2n
)
sin
(
Ms0
2
)
·
· sin
(
M(1− s0)
2n
)
and this is not negative for all n ≥ 2 and s0 ∈ [0, 1n+1 ] since we have
(n+ 1)Ms0 −M
2n
∈
[
−3pi
4
, 0
]
,
Ms0
2
∈
(
0,
pi
2
)
and
M(1− s0)
2n
∈
[
0,
3pi
4
]
and therefore
sin
(
(n+ 1)Ms0 −M
2n
)
≤ 0, sin
(
Ms0
2
)
≥ 0 and sin
(
M(1− s0)
2n
)
≥ 0.
This finally gives us
(Ds01 (1))
2 ≤
(
D
1
2
1 (1)
)2
=
8
M2
(
1− cos M
2
)
≤ (D0n(1))2 ≤ (Ds0n (1))2
for all n ≥ 2, s0 ∈
[
0, 1
n+1
]
and M ∈ [0, 3pi) and the upper bound for the
CC locus is actually a lower bound for the end-effectors of the strategies with
concatenations of more than two circular arcs. ¥
Lemma 3.3.2 Let M ∈ (0, 3pi). Then the end-effectors of manipulators consist-
ing of concatenations of more than two circular arcs lie between Cb and the CL
locus (we denote this set by G).
Proof If M ≤ pi, Cb may not contain C1 and C2, but the manipulator cannot
reach inside C1 and C2 by Remark 2.2.9. If 3pi > M > pi, Cb contains C1 and
C2 since
8
M2
(
1− cos M
2
) ≥ 4
M2
and end-effectors of concatenations of more than
two circular arcs always lie outside C1 and C2. Now we assume that one of these
end-effectors lies outside Cb and outside G. Since it necessarily lies outside C1
and C2, the shortest manipulator reaching this point would have to be of the
CL type by Theorem 2.2.8 and longer than 1 (either the C part of the shortest
manipulator reaching that point (P1 in Figure 3.6) is already longer than 1 or
the L part crosses the CL locus (P2 in Figure 3.6)) which gives a contradiction
to L = 1. Therefore, the end-effectors of the manipulators considered lie in set
G. ¥
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Figure 3.6: The manipulator cannot reach outside set G, here M = pi
Lemma 3.3.3 The set between the CL locus and the CC loci can be reached by
the manipulator.
Proof The C−C+ locus can be continuously deformed to the CL locus via the
following C−C+L loci depending on the parameter α ∈ [0, 1]:
x˜1(s0, α) =
2
M
sin(Ms0(1− α)) + 1
M
sin(M(1− 2s0) + 2αs0 cos(M(1− 2s0)),
y˜1(s0, α) =
1
M
(−1 + 2 cos(Ms0(1− α)))− 1
M
cos(M(1− 2s0)) +
+2αs0 sin(M(1− 2s0))
for all s0 ∈ [0, 12 ] and
x˜2(s0, α) =
2
M
sin(M(s0 + α(s0 − 1))) + 1
M
sin(M(1− 2s0) +
2α(1− s0) cos(M(1− 2s0)),
y˜2(s0, α) =
1
M
(−1 + 2 cos(M(s0 + α(s0 − 1))))− 1
M
cos(M(1− 2s0)) +
+2α(1− s0) sin(M(1− 2s0))
for all s0 ∈ [12 , 1]. Analogously, the C+C− locus can be continuously deformed to
the CL locus via C+C−L loci. Therefore, all interior points between the strategies
mentioned above (and obviously also the set G) can be reached, see Figure 3.7.
¥
Now we can prove the lemma needed in Section 3.2.1
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Figure 3.7: Every point between the CC and the CL locus can be reached, here
M = 3pi
2
Lemma 3.2.14 Concatenations of three or more circular arcs cannot be optimal
for (3.4) with (x0, y0) 6∈ W .
Proof We first assume M ∈ (0, 3pi). Later we will show that only manipulators
of the CL type can be optimal for larger M .
In Lemma 3.3.1 we saw that the end-effectors of manipulators of the CC type lie
inside Cb and the end-effectors of manipulators of the C· · ·C type (more than two
circular arcs) lie outside this circle. From Lemma 3.3.2 we know that the end-
effectors of concatenations of more than two circular arcs lie between Cb and the
CL locus (set G). The C+C−, C−C+, C+L and the C−L loci are parametrized
curves with the switching point s0 ∈ [0, 1] being the parameter:
xs02 =
2 sinMs0
M −
sin(2Ms0 −M)
M ,
ys02 = ±(1− 2 cosMs0)M ±
cos(2Ms0 −M)
M ,
xs0
C±L
= sinMs0M + (1− s0) cosMs0,
ys0
C±L
= ±1− cosMs0M ± (1− s0) sinMs0.
(3.12)
In Lemma 3.3.3 it was shown that the set bounded by the CL locus and the CC
loci can be reached and the C· · ·C loci lie inside this set. Therefore, the C· · ·C
strategy cannot be better than the CC or CL strategy for the problem (3.4) by
Lemma 3.2.6
Now we will describe the workspaces. The loci given by (3.12) depend contin-
uously on the bound M of the curvature. As M tends to zero, the workspace
contracts to the point (1, 0). For different M and free terminal direction, the
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workspaces are connected, the boundaries in the upper (lower) half plane are
given by C+L and C−C+ (C−L and C+C−) loci and look as in Figure 3.3. The
following geometric arguments can be found in [16] and we will just state them
here. If M < 3pi
2
+ 1, the reachability set is simply connected. The set grows
continuously and for M = 3pi
2
+ 1 the C+L and the C−L locus touch each other.
If 3pi
2
+ 1 ≤ M < 2pi + arccos(23/27) (this value occurs when the two cardioids
described by the first two equations of (3.12) touch the x-axis) the workspace has
a ‘hole’ which is bounded by the CC loci and the CL locus as 3pi
2
+ 1 ≤ M < 2pi
and by CC loci only as 2pi ≤M < 2pi+arccos(23/27). If M > 2pi+arccos(23/27)
(and this also covers the case M ≥ 3pi), the workspace is simply connected again
and the CC strategies can reach interior points only which is also true for concate-
nations of more than two circular arcs using the same arguments as above and
Theorem 2.2.8. As M tends to infinity, the boundary of the workspace obviously
tends to a circle of radius 1 around the origin. ¥
3.3.2 Proofs of Section 3.2.2
In order to prove the main result we need a two more lemmas.
Lemma 3.3.4 The end-effector of a manipulator of the C+C−C+ type or of the
C−C+C− type lies on the circle of radius
4
M
∣∣∣∣sin
(
M + 2kpi − θ1
4
)∣∣∣∣ around
(
1
M
sin θ1,
1
M
(1− cos θ1)
)
or on the circle of radius
4
M
∣∣∣∣sin
(
M + 2kpi + θ1
4
)∣∣∣∣ around
(
− 1
M
sin θ1,− 1
M
(1− cos θ1)
)
,
respectively.
Proof First we determine the possible coordinates of the end-effectors of the
C+C−C+ strategy. We denote with s1 the parameter of the first switching point,
with s2 the distance between the first and the second switching parameter and
with s3 the distance between the second switching parameter and 1. The terminal
angle is θ(1) = θ1− 2kpi for some k ∈ Z (|k| is the number of additional 2pi turns
and the sign +/− tells if turning clockwise/anticlockwise). The possible values
of k depend on M . Later we will consider M ∈ [0, 3pi] and for these values of M
the only values k can take are 0,±1. The following equations hold:
s1 + s2 + s3 = 1,
M(s1 − s2 + s3) = θ1 − 2kpi.
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With these equations we can eliminate s2 and s3 and get
σ ∈ [0, s1] ⇒ θ(σ) = Mσ,
σ ∈ [s1, s1 + s2] ⇒ θ(σ) = M(2s1 − σ) and
σ ∈ [s1 + s2, 1] ⇒ θ(σ) = M(−2s2 + σ).
Now we can simply integrate and get for s1 ∈ [0, 1]
x(s1)− x(0) =
s1∫
0
cosMσdσ =
1
M
sinMs1,
and for every s2 ∈ [0, 1− s1]
x(s1 + s2)− x(s1) =
s2∫
0
cosM(s1 − σ)dσ =
=
1
M
sinMs1 − 1
M
sin
(
Ms1 − M − θ1 + 2kpi
2
)
,
x(1)− x(s1 + s2) =
s3∫
0
cosM(s1 − s2 + σ)dσ =
=
1
M
sin θ1 − 1
M
sin
(
Ms1 − M − θ1 + 2kpi
2
)
.
The y-values can be computed similarily. The coordinates of the end-effectors
depend on the parameter of the first switching point only and look as
xs13+ =
1
M
[
2 sinMs1 + 2 sin
(
M + 2kpi − θ1
2
−Ms1
)
+ sin θ1
]
,
ys13+ =
1
M
[
1− 2 cosMs1 + 2 cos
(
M + 2kpi − θ1
2
−Ms1
)
− cos θ1
]
for some k ∈ Z. They lie on a circle, since
xs13+ −
1
M
sin θ1 =
4
M
sin
(
M + 2kpi − θ1
4
)
cos
(
Ms1 − M + 2kpi − θ1
4
)
,
ys13+ −
1
M
(1− cos θ1) = − 4
M
sin
(
M + 2kpi − θ1
4
)
sin
(
Ms1 − M + 2kpi − θ1
4
)
and(
xs13+ −
sin θ1
M
)2
+
(
ys13+ −
1− cos θ1
M
)2
=
16
M2
sin2
(
M + 2kpi − θ1
4
)
.
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Analogously, the possible coordinates of the end-effectors of the C−C+C− strat-
egy look as
xs13− =
1
M
[
2 sinMs1 + 2 sin
(
M + 2kpi + θ1
2
−Ms1
)
− sin θ1
]
,
ys13− =
1
M
[
−1 + 2 cosMs1 − 2 cos
(
M + 2kpi + θ1
2
−Ms1
)
+ cos θ1
]
for some k ∈ Z. They also lie on a circle, since
(
xs13− +
sin θ1
M
)2
+
(
ys13− +
1− cos θ1
M
)2
=
16
M2
sin2
(
M + 2kpi + θ1
4
)
.
¥
Lemma 3.3.5 Manipulators of the C· · ·C type (with more than three circular
arcs) can only reach outside the circles that can be reached by the manipulators
of the CCC type.
Proof In order to determine the possible coordinates of the end-effectors of
the strategies with 2m arcs, m ∈ N, we need the fact that the second until the
2m− 1st arc are of same length. We denote the difference between two switching
parameters with ∆s, the first switching parameter with s1 and the difference
between the last parameter and 1 with se. We have
s1 + 2(m− 1)∆s+ se = 1
±M(s1 − se) = θ1 − 2kpi
for some k ∈ Z. With these equations we can, again, eliminate ∆s and se.
Therefore, the end-effectors depend on the first switching point s1 only and after
integration like in the CCC case they look as
xs12m,± =
1
M
[
2m sinMs1 + 2(m− 1) sin
(
M + 2kpi ± θ1 − 2mMs1
2(m− 1)
)
∓ sin θ1
]
,
ys12m,± = ±
1
M
[
1− 2m cosMs1 + 2(m− 1) cos
(
M + 2kpi ± θ1 − 2mMs1
2(m− 1)
)
+cos θ1] .
With the same notation as above for the strategy with 2m+ 1 arcs we have
s1 + (2m− 1)∆s+ se = 1
±M(s1 −∆s+ se) = θ1 − 2kpi
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for some k ∈ Z and the coordinates of the end-effectors of the C+C− · · ·C+ and
the C−C+ · · ·C− strategy with 2m+ 1 arcs look as
xs12m+1,± =
1
M
[
2m sinMs1 + 2m sin
(
M + 2kpi ∓ θ1
2m
−Ms1
)
± sin θ1
]
,
ys12m+1,± = ±
1
M
[
1− 2m cosMs1 + 2m cos
(
M + 2kpi ∓ θ1
2m
−Ms1
)
− cos θ1
]
,
for some k ∈ Z. From the equations above we get
xs12m,±(θ1) = x
s1
2m,∓(−θ1),
ys12m,±(θ1) = −ys12m,∓(−θ1)
and the same is true in the odd case. Because of this symmetry with respect
to the x-axis we only need to consider terminal directions θ1 ∈ [0, pi] instead of
(−pi, pi]. Now we show that the manipulators with concatenations of more than
three circular arcs can only reach outside the circles reached by manipulators
of the CCC shape. We furthermore introduce the following notation (distances
of the end-effectors of the manipulators with concatenations of more than three
circular arcs from the centers of the corresponding circles of the CCC loci with
k = 0 up to the factor M) for an even number of circular arcs:
A+2m(s1) := (Mx
s1
2m,+ + sin θ1)
2 + (Mys12m,+ + 1− cos θ1)2 =
= 8
[
(m2 −m+ 1)−m(m− 1) cos
(
2Ms1 − (M + θ1)
2(m− 1)
)
−
−m cosMs1 + (m− 1) cos
(
2mMs1 − (M + θ1)
2(m− 1)
)]
and
A−2m(s1) :=
[
(Mxs12m,− + sin θ1)
2 + (Mys12m,− + 1− cos θ1)2
]
=
= 8
[
(m2 −m+ 1)−m(m− 1) cos
(
2Ms1 −M + θ1
2(m− 1)
)
−
−m cos(Ms1 + θ1) + (m− 1) cos
(
2mMs1 −M + (2m− 1)θ1
2(m− 1)
)]
,
and for an odd number of circular arcs:
A+2m+1(s1) :=
[
(Mxs12m+1,+ − sin θ1)2 + (Mys12m+1,+ − 1 + cos θ1)2
]
=
= 16m2 sin2
(
M − θ1
4m
)
> 16 sin2
(
M − θ1
4
)
,
A−2m+1(s1) :=
[
(Mxs12m+1,− + sin θ1)
2 + (Mys12m+1,− + 1− cos θ1)2
]
=
= 16m2 sin2
(
M + θ1
4m
)
> 16 sin2
(
M + θ1
4
)
3.3. TECHNICAL PROOFS 53
for M ∈ (0, 3pi], θ1 ∈ [0, pi] and m ≥ 2. Therefore, the odd cases are done. Since
(
A+2m(s1)
)′
= 8Mm
[
sin
(
2Ms1 − (M + θ1)
2(m− 1)
)
+ sinMs1−
− sin
(
2mMs1 − (M + θ1)
2(m− 1)
)]
=
= 32Mm sin
(
2Mms1 − (M + θ1)
4(m− 1)
)
sin
(
2Ms1 − (M + θ1)
4(m− 1)
)
·
· sin Ms1
2
on the one hand and
(
A−2m(s1)
)′
= 8Mm
[
sin
(
2Ms1 −M + θ1
2(m− 1)
)
+ sin(Ms1 + θ1)−
− sin
(
2mMs1 −M + (2m− 1)θ1
2(m− 1)
)]
=
= 32Mm sin
(
2Ms1 −M + θ1
4(m− 1)
)
sin
(
2Mms1 −M + (2m− 1)θ1
4(m− 1)
)
·
· sin Ms1 + θ1
2
on the other hand, the extrema of A+2m(s1) are at
s+1,1 = 0 +
2lpi
M
, s+1,2 =
M + θ1
2M
+
2(m− 1)lpi
M
and s+1,3 =
M + θ1
2mM
+
2(m− 1)lpi
mM
,
the extrema of A−2m(s1) are at
s−1,1 = −
θ1
M
+
2lpi
M
, s−1,2 =
M − θ1
2M
+
2(m− 1)lpi
M
and
s−1,3 =
M − (2m− 1)θ1
2mM
+
2(m− 1)lpi
mM
for l ∈ Z. Evaluating the functions at the extremal points (with l = 0, 1), we
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get:
A+2m(0) = 16(m− 1)2 sin2
(
M + θ1
4(m− 1)
)
,
A+2m
(
2pi
M
)
= 16(m− 1)2 sin2
(
M + θ1
4(m− 1) −
pi
m− 1
)
,
A+2m
(
M + θ1
2M
)
= 16 sin2
(
M + θ1
4
)
,
A+2m
(
M + θ1
2M +
2(m− 1)pi
M
)
= 16 sin2
(
M + θ1
4
)
,
A+2m
(
M + θ1
2mM
)
= A−2m
(
M − (2m− 1)θ1
2mM
)
= 16m2 sin2
(
M + θ1
4m
)
,
A+2m
(
M + θ1
2mM +
2(m− 1)pi
mM
)
= 16m2 sin2
(
M + θ1
4m − pim
)
,
and for
A−2m
(
−θ1
M
)
, A−2m
(
− θ1M +
2pi
M
)
, A−2m
(
M − θ1
2M
)
, A−2m
(
M − θ1
2M +
2(m− 1)pi
M
)
,
A−2m
(
M − (2m− 1)θ1
2mM
)
and A−2m
(
M − (2m− 1)θ1
2mM +
2(m− 1)pi
mM
)
we get the same values in the same order. All these values are greater or equal
to 16 sin2
(
M+θ1
4
)
for M ∈ [0, 3pi], θ1 ∈ [0, pi] and m ≥ 2. This can be easily
verified by observing that M+θ1
4
∈ [0, pi] and that m2 sin( x
m
)2 and m2 sin(x−pi
m
)2
are montonically increasing with m ≥ 1 and any fixed x ∈ [0, pi]. ¥
With these results at hand we can now prove the main result.
Lemma 3.2.19 Concatenations of four or more circular arcs cannot be optimal
and the workspaces look as in Figures 3.4 and 3.5.
Proof Lemma 3.3.4 showed that the coordinates of the end-effector of a manip-
ulator of the C+C−C+ type (xs13+, y
s1
3+) fulfill(
xs13+ −
sin θ1
M
)2
+
(
ys13+ −
1− cos θ1
M
)2
=
16
M2
sin2
(
M + 2kpi − θ1
4
)
and the coordinates of the end-effector of a manipulator of the C−C+C− type
(xs13−, y
s1
3−) fulfill(
xs13− +
sin θ1
M
)2
+
(
ys13− +
1− cos θ1
M
)2
=
16
M2
sin2
(
M + 2kpi + θ1
4
)
.
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At this point we confine our investigation toM ∈ (0, 3pi] and k = 0 (k ∈ {−1, 0, 1}
anyhow for these values of M and the computations with k = ±1 are exactly
the same). In the end we will be able to show that for larger values of M the
workspace is simply connected and bounded by the CLC loci only (concatenations
of circular arcs are irrelevant then).
Lemma 3.3.5 tells us that manipulators of the C· · ·C type (with more than three
circular arcs) can only reach outside these circles. Using the same homotopy
arguments as in the proof of Lemma 3.2.14 the set between the locus of points
reached with CCC shapes and the locus of points reached with CLC shapes (we
now call this reagion G) can be reached. Considering all manipulators reaching
outside the circles mentioned, the shortest manipulators are of the CLC shape, see
[37]. Using similar arguments as in the proof of Lemma 3.2.14 again the shortest
manipulator reaching points outside set G would have to be longer than 1 and
this is a contradiction to the normalization L = 1. Therefore, all manipulators of
the C· · ·C type (with more than three circular arcs) reach inside the set G (with
k = 0) and thus cannot deliver optimal solutions.
Now we give a description of the possible workspaces for different values of M
and θ1. If M < θ1, the workspace is obviously empty, if θ1 ≤ M < 2pi − θ1,
the manipulator cannot bend a total angle of |θ1 + 2νpi| for any ν 6= 0. This is
exactly the case discussed above (k = 0). Actually, the workspace is bounded by
the CLC and the C−C+C− locus and simply connected since both CCC loci can
be continuously deformed to the CLC locus. It is also symmetric to the straight
line through the origin and the centers of the CCC loci (which are circles).
For values of M slightly larger than 2pi− θ1 another simply connected set can be
reached additionally (k = 1). This set is bounded by the CLC and the C+C−C+
locus. Now we distinguish two cases, namely 0 ≤ θ1 ≤ pi/2 and pi/2 < θ1 ≤ pi.
If pi/2 < θ1 ≤ pi and as M grows, both sets grow and at a certain point these two
sets begin to overlap, the workspace is connected then. The two overlapping sets
join to one simply connected set whenever the C+C−C+ locus of the second set
and the C−C+C− locus of the first set intersect in exactly one point. We have
2pi − θ1 ≤M ≤ 2pi + θ1 in this case.
If 0 ≤ θ1 ≤ pi/2, the boundary of the second set is given by the CLC locus only
whenever M ≥ 2pi + θ1 (the latter is exactly the value of M when the two sets
join to one simply connected set whith θ1 = pi/2). If 0 ≤ θ1 < pi/2, the two
sets begin to overlap at a certain value of M and the overlapping sets join to one
simply connected set whenever the C+LC− and the C−LC+ locus of the second
set intersect on the C−C+C− locus of the first set (3pi > M > 2pi + θ1 here).
Whenever M is larger, the workspace is simply connected (with [37] again) and
the boundary is reached with manipulators of the shape CLC only. With this
argument we cover also the case M > 3pi which we excluded in the beginning.
The workspaces look as can be seen in Figures 3.4 and 3.5. Obviously, the union
of the workspaces with all possible terminal directions gives the workspace with
free terminal direction. This can be seen in the last pictures of Figures 3.4 and
56 CHAPTER 3. WORKSPACES OF 2D MANIPULATORS
3.5. ¥
Chapter 4
An approach to workspaces of 3D
continuous robotic manipulators
In this chapter we extend the results of Chapter 3 to the 3D case. Up to a
certain point this is pursued with the same methods. But since motions in space
are only achieved by using at least two controls, we are no longer in the simple
single input case. This complicates the situation drastically and we are not able
to completely determine the workspaces.
4.1 Model and basic properties
Since a continuous robotic manipulator of length L can also be seen as an inex-
tensible elastic rod, we adopt some basic notation from [22]. We parametrize the
backbone curve x : [0, L]→ R3 by arc-length and let e1 = (1, 0, 0)T , e2 = (0, 1, 0)T
and e3 = (0, 0, 1)
T . We assume that there exist body-fixed orthonormal axes
a1(·), a2(·), a3(·) : [0, L] → R that are continuous and that the manipulator can
rotate around these axes at each parameter value s ∈ [0, L] with velocities u1(s),
u2(s) and u3(s). Furthermore, we fix it at the origin. The curve can then be
described by the following equations, see also Figure 4.1:
x′ = a1
a′1 = u3a2 − u2a3
a′2 = −u3a1 + u1a3
a′3 = u2a1 − u1a2
x(0) = 0
ai(0) = ei, i = 1, 2, 3
(4.1)
with s ∈ [0, L] and ui ∈ U1, i = 1, 2, 3, due to possible physical limitations.
Note that the differential equations in (4.1) are the well-known equations for the
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a3
a1
a2
3
e2
e1
e
Figure 4.1: 3D robotic manipulator with body-fixed principal axes
motions of a rigid body. We set R := (a1, a2, a3) ∈ R3×3 and
S(u) :=


0 −u3 u2
u3 0 −u1
−u2 u1 0

 .
Then the control system (4.1) can be written as
x′ = Re1, R′ = RS(u), x(0) = 0, R(0) = I3. (4.2)
4.1.1 Illustration of the model
We want to illustrate why we don’t describe the backbone curve with x′ = t and
the well-know 3D Frenet equations
t′ = κn
n′ = −κt + τb
b′ = −τn
with tangent t, normal n and binormal b.
These equations are only valid for C3 space curves that do not contain straight
line segments. But here we have, in general, only continuously differentiable
curves as in the 2D case, in particular when switchings between space and plane
curves occur. Furthermore, we will definetly not exclude straight line segments
since the point (L, 0, 0) can only be reached with a straight line. Nevertheless,
the following is true.
Lemma 4.1.1 If the controls u1, u2 and u3 are constant and not u2 = u3 = 0,
then the solution x of (4.2) is a helix with curvature κ =
√
u22 + u
2
3 and torsion
τ = u1 if u1 6= 0 or a circle with radius 1/
√
u22 + u
2
3 if u1 = 0.
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Proof Let κ =
√
u22 + u
2
3, τ = u1, t = a1, n =
1
κ
(−u3a2 + u2a3) and b =
1
κ
(u3a3 + u2a2). Then
t′ = a′1 = −u3a2 + u2a3 = κn,
n′ =
1
κ
(−u3a′2 + u2a′3) =
1
κ
(−u23a1 + u1u3a3 − u22a1 + u1u2a2) =
= −κa1 + u1
κ
(u3a3 + u2a2) = −κt+ τb,
b′ =
1
κ
(u3a
′
3 + u2a
′
2) =
1
κ
(−u2u3a1 + u1u3a2 + u2u3a1 − u1u2a3) =
= −u1
κ
(u3a2 − u2a3) = −τn.
These are the Frenet differential equations and t, n and b are tangent, normal
and binormal. The curvature κ and torsion τ are both constant and the curve is
a helix. If u1 = 0 the equations reduce to the 2D Frenet equations and we are
done. ¥
Remark 4.1.2 If u2 = u3 = 0 then the solution x of (4.2) is obviously a straight
line segment. ¤
The following example illustrates that we cannot describe the manipulator with
a continuous Frenet coordinate frame.
Example 4.1.3 Consider a manipulator of length L and assume that u2 = 0.
On the interval I1 = [0,
L
2
] let u1 = u3 = 1 and on the interval I2 = (
L
2
, L] let
u1 = u3 = −1. Then from Lemma 4.1.1 and its proof follows that on I1 the curve
is a helix with κ = τ = 1 and t = a1, n = −a2 and b = a3. On I2 the curve
is a helix with κ = −τ = 1 and t = a1, n = a2 and b = −a3. Since a2 and a3
are continuous (in particular in L
2
), the Frenet coordinate frame is rotated by pi
around the tangent in the point at parameter L
2
and obviously not continuous.
¤
4.1.2 Basic properties
We first want to define the term workspace properly and determine a few of its
elamentary properties.
Definition 4.1.4 (Workspace) Let U := {u = (u1, u2, u3) : ui ∈ U1} and
F := {(x(·), R(·)) satisfying (4.2) with u ∈ U}.
For any Ω ⊂ F we define
PΩ := {x1 ∈ R3 : x(1) = x1 for some (x(·), R(·)) ∈ Ω}.
The workspace W of a robotic manipulator of length L described by system (4.2)
is the set of reachable points of its end-effector x(L), that is W := PF .
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Now we will state a few elementary properties of the workspace W .
Lemma 4.1.5 W is non-empty. Furthermore, W is
(i) symmetric to the e1-e2- and the e1-e3-plane and
(ii) a path-connected subset of R3.
Proof First of all, the point (L, 0, 0) can always be reached with u ≡ 0. Now
denote any y ∈ R3 in components by y = (y1, y2, y3). Let u ∈ U be the control
of a manipulator with centerline x(·) reaching x1 ∈ W .
(i) We will show that there exists a control u˜ ∈ U such that the corresponding
curve x˜ is symmetric to x with respect to the e1-e3-plane and thus x˜1 =
(x11,−x21, x31) ∈ W . Let u˜1 := −u1, u˜2 := u2 and u˜3 := −u3. Then by (4.2)
we get


a˜11
a˜21
a˜31

 =


a11
−a21
a31

 ,


a˜12
a˜22
a˜32

 =


−a12
a22
−a32

 ,


a˜13
a˜23
a˜33

 =


a13
−a23
a33

 .
and, by (4.2) again, x˜ = (x1,−x2, x3) and we proved the symmetry to the e1-
e3-plane. The symmetry to the e1-e2-plane follows by analogous arguments
(u˜1 := −u1, u˜2 := −u2 and u˜3 := u3).
(ii) Let a ∈ [0, 1] and ua := (1 − a)u. Then ua ∈ U and the corresponding
end-effector is xa1 ∈ W . Finally, the points xa1 describe a path between x1
and the point (L, 0, 0) and, since the solutions are continuously dependent
on the parameter a, all points in W are path-connected.
This concludes the proof. ¥
Proposition 4.1.6 W is compact.
Proof The manipulator can obviously only reach points inside the unit circle
and the point (L,0,0). Thus W is bounded and it remains to show that W is
closed.
Consider a sequence un(·)n∈N ⊂ U of controls with corresponding state
(xn(·), Rn(·)) : [0, 1]→ R3 × R9
subject to (4.2) for each n ∈ N such that (xn(1))n∈N converges to x1 ∈ R3. We
show that there exists a function u˜(·) ∈ U with state (x˜(·), R˜(·)) subject to (4.2)
such that x˜(L) = x1.
4.1. MODEL AND BASIC PROPERTIES 61
Due to the parametrization by arc length we have ||(xn)′(s)|| = 1 for all n ∈ N
and s, t ∈ [0, L] and thus
||x(s)− x(t)|| ≤ |s− t|.
Let ||R|| := sup||x||=1 ||Rx|| and ‖(x,R)‖ := ‖x‖ + ‖R‖ (it should be obvious in
the sequel which norm is taken for different terms). Then ||Rn(s)|| = 1 for all
n ∈ N and s ∈ [0, L] and the family ((xn)′, Rn) is uniformly bounded.
It is easy to see that ||S(u)|| ≤∑3i=1 |ui| ≤ 3 and thus
‖Rn(s)−Rn(t)‖ =
∥∥∥∥∥∥
s∫
t
(Rn)′(σ) dσ
∥∥∥∥∥∥ ≤
s∫
t
‖Rn(σ)‖ ‖S(un(σ))‖ dσ ≤ 3|s− t|.
Then
||((xn)′(s), Rn(s))− ((xn)′(t), Rn(t))|| ≤ 4|s− t|
and the ((xn)′, Rn) form an equicontinuous family on [0, L]. By the Arzela`-Ascoli
theorem, there exists a subsequence of ((xn)′(·), Rn(·))n∈N converging uniformly
on [0, L] to a continuous function (ξ(·), R˜(·)) with
ξ(s) = R˜(s)e1
for all s ∈ [0, L]. For simplicity we may assume that ((xn)′(·), Rn(·))n∈N is itself
such a sequence. Obviously, R˜(s) ∈ SO3(R) for all s ∈ [0, L] and (ξ(0), R˜(0)) =
(e1, I3) which shows that the initial condition of (4.2) holds for R˜(·).
In particular R˜(·) ∈ Lip3[0, L] ⊂ A[0, L]. Thus R˜(·) is differentiable almost
everywhere (see e.g. [28]). We define u˜ by R˜′(s) = R˜(s)S(u˜(s)) for all s ∈ [0, L]
where R˜(·) is differentiable and u˜(s) := 0 else. We set
x˜(s) :=
s∫
0
ξ(σ) dσ.
Since
||x˜(L)− xn(L)|| ≤
L∫
0
||R˜(σ)−Rn(σ)|| ||e1|| dt → 0 as n →∞
we have x˜(0) = 0 and x˜(L) = x1.
In order to show that x˜(L) ∈ W and thus W is closed as claimed we need to
show that u˜ ∈ U . To do so we introduce a new matrix norm
‖(aij)i,j=1,2,3‖m := maxi,j=1,2,3 |aij|.
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Let s0 ∈ (0, L) such that R˜ is differentiable at s0 and ² > 0 be fixed. Then there
exists a δ > 0 such that R˜ is differentiable on [s0, s0 + δ],
||Rn(s0 + µ)−Rn(s0)||m ≤ ²
6
for all n ∈ N and µ ∈ [0, δ] and
∥∥∥∥∥R˜′(s0)− R˜(s0 + δ)− R˜(s0)δ
∥∥∥∥∥
m
≤ ²
4
.
Then we have
S(u˜(s0)) = R˜
T (s0)R˜
′(s0) =
[
(Rn)T (s0) + (R˜
T (s0)− (Rn)T (s0))
]
R˜′(s0) =
= (Rn)T (s0)R˜
′(s0) + (R˜T (s0)− (Rn)T (s0))R˜′(s0) =
= (Rn)T (s0)R˜
′(s0) + αn =
= (Rn)T (s0)
R˜(s0 + δ)− R˜(s0)
δ
+
+(Rn)T (s0)
[
R˜′(s0)− R˜(s0 + δ)− R˜(s0)
δ
]
+ αn =
= (Rn)T (s0)
R˜(s0 + δ)− R˜(s0)
δ
+ βn + αn =
= (Rn)T (s0)
Rn(s0 + δ)−Rn(s0)
δ
+ βn + αn +
+(Rn)T (s0)
[
R˜(s0 + δ)−Rn(s0 + δ)− R˜(s0) +Rn(s0)
δ
]
=
= (Rn)T (s0)
Rn(s0 + δ)−Rn(s0)
δ
+ γn + βn + αn
with
αn = (R˜T (s0)− (Rn)T (s0))R˜′(s0),
βn = (Rn)T (s0)
[
R˜′(s0)− R˜(s0 + δ)− R˜(s0)
δ
]
and
γn = (Rn)T (s0)
[
R˜(s0 + δ)−Rn(s0 + δ)− R˜(s0) +Rn(s0)
δ
]
.
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For sufficiently large N ∈ N, we have ||αn + βn + γn||m ≤ ²2 for all n ≥ N . Thus
||S(u˜(s0))||m ≤
∥∥∥∥(Rn)T (s0)Rn(s0 + δ)−Rn(s0)δ
∥∥∥∥
m
+
²
2
=
=
∥∥∥∥∥∥
(Rn)T (s0)
δ
s0+δ∫
s0
(Rn)′(σ) dσ
∥∥∥∥∥∥
m
+
²
2
≤
≤ 1
δ
s0+δ∫
s0
∥∥[(Rn)T (s0)− (Rn)T (σ) + (Rn)T (σ)] ·
· Rn(σ)S(un(σ))‖m dσ +
²
2
≤
≤ 1 + 3
²
6
δ
s0+δ∫
s0
∥∥(Rn)T (σ)Rn(σ)S(un(σ))∥∥
m
dσ +
²
2
≤
≤ 1 + ²
2
+
²
2
= 1 + ².
Since this is true for all ² > 0 we have ||S(u˜(s0))||m ≤ 1, u˜ ∈ U and thus the
claim. ¥
4.1.3 Auxiliary optimal control problem
In order to determine the workspace W we try to describe the boundary ∂W
of W as in Chapter 3. Again, we investigate a 3-parameter family of optimal
control problems (of the Mayer type ) subject to (4.2), namely finding the shortest
(euclidean) distance between points x0 ∈ R3 outside W and the compact set W
itself.
Let G denote the family of optimal solutions to all parameter values x0 6∈ W .
With the help of Pontryagin’s Maximum Principle we obtain a few necessary
conditions which have to hold for every (x(·), R(·)) ∈ G. We denote the set of
functions fulfilling the necessary conditions by B. In Proposition 4.1.8 we will
show that the closure of PG is equal to ∂W and in Conjecture 4.3.4 we describe
a family B1 ⊂ B which may contain G and get the following diagram:
F ⊃ B ⊃ B1 ⊃ G
P ↓ P ↓ P ↓ P ↓
W = PF ⊃ PB ⊃ PB1 ⊃ PG
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Now we consider the following 3-parameter (x0 ∈ R3) family of minimization
problems:
Jx0 = ||x(1)− x0||2 → min (4.3)
while minimizing over all (x(·), R(·)) ∈ F (thus x(1) ∈ W ). This problem is
in fact an optimal control problem (of the Mayer type) since it is the same as
minimizing over all u ∈ U , see Definition 4.1.4. We will show that clPG = ∂W .
First of all, the following lemma guarantees the existence of optimal solutions.
Lemma 4.1.7 To any x0 ∈ R3 a solution to problem (4.3) exists.
Proof If x0 ∈ W then obviously Jx0 = 0 and x0 itself is a solution. If x0 6∈ W
then
√
Jx0 is the euclidean distance between x0 and W . Since W is compact the
optimal solution to (4.3) exists. ¥
Now let ux0 ∈ U be an optimal control to (4.3) for some parameter x0 6∈ W and
denote with (x(·), R(·))x0 the corresponding state. Then G is the set of all these
solutions and the following holds:
Proposition 4.1.8 clPG = ∂W .
Proof If x0 6∈ W then any point on the straight line between x0 and x(1)x0 is
not in W because of the minimal distance property of the point x(1)x0 . Thus
x(1)x0 ∈ ∂W and PG ⊂ ∂W .
Let x ∈ ∂W be arbitrary. Then there exists a sequence (xn)n∈N such that xn 6∈ W
for each n ∈ N and xn → x as n→∞. Obviously Jxn → 0, x(1)xn ∈ PG for each
n ∈ N and x(1)xn → x as n→∞. Thus x ∈ clPG and we have
PG ⊂ ∂W ⊂ clPG
and the claim follows since ∂W is compact by Proposition 4.1.6. ¥
4.2 Differential geometric description
Since a continuous robotic manipulator can also be seen as an elastic rod which is
treated in Chapter 12 in [22], we introduce similar notation here. The underlying
manifold is the group of motions in R3 namely SE3(R) = R
3 × SO3(R) since
x ∈ R3 and R(s) ∈ SO3(R) for all s ∈ [0, L]. Let
A˜4 :=

 0 0 00 0 −1
0 1 0

 , A˜5 :=

 0 0 10 0 0
−1 0 0

 , A˜6 :=

 0 −1 01 0 0
0 0 0

 ,
Aj :=
(
0 0
0 A˜j
)
, Ai :=
(
0 0
ei 0
)
, g :=
(
1 0
x R
)
,
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with i = 1, 2, 3 and j = 4, 5, 6. Then the manifold SE3(R) is isomorphic to
M :=

g =

 1 0
x R

 , x ∈ R3, R ∈ SO3(R)

 .
M is a subgroup of GL4(R) with the usual matrix multiplication and it is well-
known that M is even a Lie group. The equations (4.2) can be rewritten as
g(0) = I4 and
g˙ =

 0 0
a1 RS(u)

 = g
(
A1 +
3∑
i=1
uiA3+i
)
.
Thus the considered control vector fields are left-invariant which is true for all
vector fields on M , see [22].
Now there are different ways to find necessary conditions for optimality of 4.3 via
Pontryagin’s Maximum Principle (PMP). One way is to follow [22] and introduce
the natural symplectic form on the cotangent bundle T ∗M of the manifold M .
Via this symplectic form the Hamiltonian HX : T
∗M → R associated with a
vector field X on M is given as well as the Poisson bracket on T ∗M . With these
tools at hand the PMP on manifolds can be applied.
We will follow two slightly different approaches. At first we consider M as a sub-
manifold of R12 and apply classical R12 optimal control techniques as in Chapter
3 at the cost of a higher dimension of the problem.
The second approach affords more knowledge of differential geometry. It is closer
to the approach in [22], only an appropiate change of coordinates in TgM and
T ∗gM is applied as in [39].
Let g ∈M , tr () denote the trace of a matrix and
R
12 ≈
{
r =
(
1 0
y B
)
, y ∈ R3, B ∈ R3×3
}
,
TgR
12 ≈
{
Y =
(
0 0
v F
)
, v ∈ R3, F ∈ R3×3
}
,
T ∗g R
12 ≈
{
β =
(
0 µT
0 ΛT
)
, µ ∈ R3,Λ ∈ R3×3
}
,
〈β, Y 〉 = tr (βY ) = µTv + tr (ΛTF) (one-form).
Since all vector fields on M are left invariant and
TeM =
{
X =
(
0 0
v S
)
, v ∈ R3, S ∈ so3(R)
}
,
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we get
TgM =
{
X = g
(
0 0
v S
)
=
(
0 0
Rv RS
)
, v ∈ R3, S ∈ so3(R)
}
and via the introduced one-form also
T ∗gM =
{
ω =
(
0 µTRT
0 S˜TRT
)
, µ ∈ R3, S˜ ∈ so3(R)
}
4.2.1 M as a submanifold of R12
Via the one-form introduced above we can define the Hamiltonians on T ∗R12 and
T ∗M which we need to apply Pontryagin’s Maximum Principle. Let
Hi := 〈β, gAi〉, i = 1, . . . , 6
and
H :=
〈
β, g
(
A1 +
3∑
i=1
uiA3+i
)〉
= H1 +
3∑
i=1
uiH3+i (4.4)
With λ1, λ2, λ3 ∈ R3 and Λ = (λ1, λ2, λ3) ∈ R3×3 we have
H1 = µ
Ta1, H2 = µ
Ta2, H3 = µ
Ta3,
H4 = λ
T
2 a3 − λT3 a2, H5 = λT3 a1 − λT1 a3, H6 = λT1 a2 − λT2 a1.
Since we want to apply optimal control techniques, we state a version of Pon-
tryagin’s Maximum Principle (see e.g. [6]) tailored for the needs of the following
analysis.
Theorem 4.2.1 (Pontryagin’s Minimum Principle) If u(·) ∈ U is an opti-
mal control to problem (4.3) with x0 6∈ W and corresponding state (x(·), R(·)),
then
(i) there exists an absolutely continuous function (µ,Λ) : [0, L] → R3 × R3×3
satisfying the adjoint equations
µ′i(s) = − ∂∂xiH(x(s), R(s), µ(s),Λ(s), u(s)), i=1,2,3,
Λ′ij(s) = − ∂∂RijH(x(s), R(s), µ(s),Λ(s), u(s)), i,j=1,2,3
(4.5)
for almost every s ∈ [0, L] where the Hamiltonian of (4.3)
H : R3 × R3×3 × R3 × R3×3 × [−1, 1]3 → R,
(x,R, µ,Λ, u) 7→ H1 +
3∑
i=1
uiH3+i.
is given by (4.4).
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(ii) if dJx0 is not identically zero for all x(L) then (µ(s),Λ(s)) 6= 0 on [0, L],
(iii) there exists a constant c ∈ R such that for almost every s ∈ [0, L]
H(x(s), R(s), µ(s),Λ(s), u(s)) = min
v∈U
H(x(s), R(s), µ(s),Λ(s), v(s)) = c,
(iv) there exists a constant λ0 ∈ R such that (λ0, λ1(s), λ2(s), λ3(s)) never van-
ishes on [0, L] and the following transversality conditions hold:
µ(L) = 2λ0(x(L)− x0), (4.6)
Λ(L) = 0. (4.7)
Corollary 4.2.2 This problem is normal (λ0 6= 0) since otherwise also µ(L) = 0
because of (4.6) and Λ(L) = 0 because of (4.7) which is impossible.
Lemma 4.2.3 Let hˆ := (H1, H2, H3)
T and Hˆ := (H4, H5, H6)
T . Then
1. µ is constant,
2. hˆ = (µTa1, µ
Ta2, µ
Ta3)
T = RTµ,
3. hˆ′ = −S(u)hˆ,
4. Hˆ ′ = −S(u)Hˆ + hˆ× e1,
5. RHˆ − µ× x = b = constant,
6. ||hˆ||2 = ||µ||2 = constant,
7. H1H4 +H2H5 +H3H6 ≡ 0,
8. µ 6= 0 whenever x0 6∈W .
Proof 1. is obvious, since H does not depend on x.
2. is obvious.
3. Since µ is constant by 1. we have
hˆ′ = (RT )′µ = −S(u)RT hˆ = −S(u)hˆ.
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4. This can be calculated in a straightforward manner with Theorem 4.2.1
H ′4 = (λ
T
2 a3 − λT3 a2)′ = (λT2 )′a3 − (λT3 )′a2 + λT2 a′3 − λT3 a′2 =
= (u1λ
T
3 − u3λT1 )a3 − (u1λT2 − u2λT1 )a2 + λT2 (u1a2 − u2a1)−
−λT3 (u1a3 − u3a1) = u3H5 − u2H6,
H ′5 = (λ
T
3 a1 − λT1 a3)′ = (λT3 )′a1 − (λT1 )′a3 + λT3 a′1 − λT1 a′3 =
= (u1λ
T
2 − u2λT1 )a1 − (u3λT2 − u2λT3 − µT )a3 + λT3 (u2a2 − u2a3)−
−λT1 (u1a2 − u2a1) = −u3H4 + u1H6 +H3,
H ′6 = (λ
T
1 a2 − λT2 a1)′ = (λT1 )′a2 − (λT2 )′a1 + λT1 a′2 − λT2 a′1 =
= (u3λ
T
2 − u2λT3 − µT )a2 − (u1λT3 − u3λT1 )a1 + λT1 (u1a3 − u3a1)−
−λT2 (u3a2 − u2a3) = u2H4 − u1H5 −H2,
and the claim follows.
5. Using 2. and 4. we get
(RHˆ − µ× x)′ = R′Hˆ +RHˆ ′ − µ× x′ =
= RSHˆ +R(−SHˆ + hˆ× e1)−Rhˆ× a1 =
= Rhˆ× a1 −Rhˆ× a1 = 0.
6. ||hˆ||2 = ||RTµ||2 = ||µ||2 since R is orthonormal.
7. After differentiation, we get
(H1H4 +H2H5 +H3H6)
′ = (hˆ′)T Hˆ + hˆT Hˆ ′ =
= hˆTS(u)Hˆ + hˆT (−S(u)Hˆ + hˆ× e1) =
= hˆT (hˆ× e1) = 0
and H1H4 + H2H5 + H3H6 is constant. The constant is 0 since H4(L) =
H5(L) = H6(L) because of the transversaltiy condition (4.7) in Theorem
4.2.1.
8. is obvious from Corollary 4.2.2.
¥
Remark 4.2.4 If x0 ∈ W , then obviously Jx0 = 0. From (4.6) it follows
that µ = 0 and from Lemma 4.2.3 (2.) then H1 ≡ H2 ≡ H3 ≡ 0. Since
(H4(L), H5(L), H6(L)) = (0, 0, 0) by (4.7), from Lemma 4.2.3 (4.) follows that
H4 ≡ H5 ≡ H6 ≡ 0 and Theorem 4.2.1 gives no direct information about the
optimal controls. ¤
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Since the derivatives of the functions H1, . . . , H6 can easily be computed by
using Poisson brackets, we will determine all Lie brackets between the vector
fields A1, . . . , A6 and the Poisson brackets of the corresponding Hamiltonians
H1, . . . , H6. The vector fields A1, . . . , A6 are left invariant and we only need to
compute the Lie brackets for the vector fields A1(g), . . . , A6(g) at g = I4, which
is just the matrix commutator [Ai, Aj] = AiAj − AjAi here. The table of Lie
brackets looks as follows:
[ , ] A1 A2 A3 A4 A5 A6
A1 0 0 0 0 −A3 A2
A2 0 0 0 A3 0 −A1
A3 0 0 0 −A2 A1 0
A4 0 −A3 A2 0 A6 −A5
A5 A3 0 −A1 −A6 0 A4
A6 −A2 A1 0 A5 −A4 0
(4.8)
The manifolds T ∗M and T ∗R12 are symplectic with the standard symplectic form
and thus the standard Poisson bracket on T ∗R12. Here, the equivalent table holds
for the Hamiltonians H1, . . . , H6 corresponding to the vector fields A1, . . . , A6:
{ , } H1 H2 H3 H4 H5 H6
H1 0 0 0 0 −H3 H2
H2 0 0 0 H3 0 −H1
H3 0 0 0 −H2 H1 0
H4 0 −H3 H2 0 H6 −H5
H5 H3 0 −H1 −H6 0 H4
H6 −H2 H1 0 H5 −H4 0
(4.9)
4.2.2 Adapted basis in TgM and T
∗
g
M
We follow a slightly different approach here. Since we already know that every-
thing takes place on a manifold isomorphic to the 6-dimensional manifold M , we
do not need to consider the 12-dimensional manifold R12. One might follow the
ideas of [22], but some results are achieved more transparently using an appropi-
ate choice of basis in TgM and T
∗
gM as persued similarly in [39].
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At any g ∈ M , the simpliest basis of TgM is already given in Section 4.2.1,
namely by the left-invariant vector fields X(i) : X(i)(g) := gAi, i = 1, . . . , 6. The
basis of T ∗gM dual to the basis of TgM introduced above is given by
ω(i) := ATi g
T , i = 1, 2, 3,
ω(j) :=
1
2
ATj g
T , j = 4, 5, 6.
Definition 4.2.5 If there exists a system of coordinates q(i) such that X(i) =
∂
∂q(i)
(equivalently, if the ω(i) are exact, i.e., ω(i) = dq(i)), the field of frames
{X(1), . . . , X(6)} is called holonomic, else anholonomic.
Definition 4.2.6 The object of anholonomy is given by
A
(k)
(i)(j) := dω
(k)([X(i), X(j)]) = −〈ω(k), [X(i), X(k)]〉
There should be no problem distinguishing the object of anholonomy A
(k)
(i)(j) from
the vector fields Ai.
Lemma 4.2.7 The following basic properties of the object of anholonomy hold.
a) Skew-symmetry A
(k)
(i)(j) = −A(k)(j)(i), i, j, k = 1, . . . , 6,
b) The field of frames {X(1), . . . , X(6)} is holonomic if and only if A(k)(i)(j) = 0,
i, j, k = 1, . . . , 6,
c) [X(i), X(j)] = −
6∑
k=1
A
(k)
(i)(j)X(k), i, j = 1, . . . , 6.
Proof See [39] and further references therein. ¥
The object of anholonomy then follows from (4.8) and is given as follows (mind
the skew-symmetry):
A
(3)
(1)(5) = 1, A
(2)
(1)(6) = −1
A
(3)
(2)(4) = −1, A(1)(2)(6) = 1
A
(2)
(3)(4) = 1, A
(1)
(3)(5) = −1
A
(6)
(4)(5) = 1, A
(5)
(4)(6) = −1
A
(4)
(5)(6) = 1.
(4.10)
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All other A
(k)
(i)(j) are equal to 0.
Now an arbitrary element ω ∈ T ∗gM can be represented by
ω =
6∑
j=1
µ(j)ω
(j) =
3∑
j=1
µ(j)A
T
j g
T +
1
2
6∑
j=4
µ(j)A
T
j g
T .
We introduce Hi := 〈ω,X(i)〉 and get
Hi =
〈
6∑
j=1
µ(j)ω
(j) =
3∑
j=1
µ(j)A
T
i g
T +
1
2
6∑
j=4
µ(j)A
T
j g
T , gAi
〉
=
= tr
(
3∑
j=1
µ(j)A
T
j g
TgAi
)
+
1
2
tr
(
6∑
j=4
µ(j)A
T
j g
TgAi
)
= µ(i)
regarding gTg = I and the fact that the Aj and A
T
i ,
1
2
ATj form dual bases in TeM
and T ∗eM , respectively. Then the Hamiltonian writes as
H := 〈ω,X(1) +
6∑
i=4
ui−3X(i)〉 = µ(1) + µ(4)u1 + µ(5)u2 + µ(6)u3 =
= H1 +
6∑
i=4
ui−3Hi.
This structure of the Hamiltonian is very simple but has its price. The natural
Poisson structure is no longer as simple as ∂
∂µ(i)
∧ ∂
∂µ(j)
but
Ω = −
6∑
i=1
∂
µ(i)
∧X(i) + 1
2
6∑
i,j,k=1
µ(k)A
(k)
(i)(j)
∂
∂µ(i)
∧ ∂
∂µ(j)
=
=
1
2
6∑
i,j,k=1
µ(k)A
(k)
(i)(j)
∂
∂µ(i)
∧ ∂
∂µ(j)
since
6∑
i=1
∂
µ(i)
∧X(i) = 0 for all functionsH1, . . . , H6 which only depend on µ(1), . . . , µ(6)
(Ω is the double contravariant tensor such that Ω(·, dH) = XH). With this struc-
ture the Poisson bracket is given by
{F,G} = Ω(F,G).
The table of Poisson brackets between the functions H1, . . . , H6 can be easily
computed and looks exactly as in (4.9). Lemma 4.2.3 can be shown equivalently.
This result could be expected, but it is, nevertheless, another natural approach
to this problem and the proof is straightforward.
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Lemma 4.2.8 Let hˆ := (H1, H2, H3)
T and Hˆ := (H4, H5, H6)
T . Then
1. hˆ′ = −S(u)hˆ,
2. Hˆ ′ = −S(u)Hˆ + hˆ× e1,
3. ||hˆ|| is constant,
4. H1H4 +H2H5 +H3H6 ≡ 0,
Proof 1. This works a little different from the R12 considerations. We use
the fact that H ′i = {Hi, H} and get
H ′1 = {H1, H} = u2{H1, H5}+ u3{H1, H6} = −u2H3 + u3H2,
H ′2 = {H2, H} = u1{H2, H4}+ u3{H2, H6} = u1H3 − u3H1,
H ′3 = {H3, H} = u1{H3, H4}+ u2{H3, H5} = −u1H2 + u2H1.
2. Again, we use H ′i = {Hi, H} and get
H ′4 = {H4, H} = u2{H4, H5}+ u3{H4, H6} = −u2H6 + u3H5,
H ′5 = {H5, H} = u1{H5, H4}+ u3{H5, H6} = u1H6 − u3H4 +H3,
H ′6 = {H6, H} = u1{H6, H4}+ u2{H6, H5} = −u1H5 + u2H4 −H2.
3. With 1. we get
1
2
(||hˆ||2)′ = H1H ′1 +H2H ′2 +H3H ′3 = −u2H1H3 + u3H1H2 +
+u1H2H3 − u3H1H2 − u1H2H3 + u2H1H3 = 0
4. After differentiation, we get
(H1H4 +H2H5 +H3H6)
′ = (hˆ′)T Hˆ + hˆT Hˆ ′ =
= hˆTS(u)Hˆ + hˆT (−S(u)Hˆ + hˆ× e1) =
= hˆT (hˆ× e1) = 0
and H1H4 + H2H5 + H3H6 is constant. The constant is 0 because of the
transversaltiy conditions.
¥
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4.3 Consequences of the necessary conditions of
Pontryagin’s Maximum Principle
We investigate the optimal control problems with x0 6∈ W only. As in the 2D case
the Hamiltonian (derived as in Section 4.2.1 or as in Section 4.2.2) is linear in
the controls and an immediate consequence of Pontryagin’s Maximum principle
is
ui = −sign Hi+3, i = 1, 2, 3, whenever Hi+3 6= 0. (4.11)
Thus the functions H4, H5 and H6 are switching functions here.
In the 2D case it was rather easy to determine further properties of the switching
function. We could conclude that there are only finitely many switchings and that
the control vanishes whenever the switching function vanishes on an interval. To
show this is a lot more complicated here and we need to consider different cases.
Lemma 4.3.1 Let I ⊂ [0, L] be an open, non-empty interval. Then the following
properties hold.
(A) If H4|I = H5|I = H6|I = 0, then H2|I = H3|I = u2|I = u3|I = 0, u1|I is an
arbitrary admissible control function, x|I is a straight line segment and the
coordinate frame R is rotating with angular velocity u1 around the constant
a1-axis.
(B) If H4|I = H5|I = 0 and H6|I 6= 0, then H3|I = u1|I = u2|I = 0 and x|I is
an arc of a circle of radius 1 rotating around the constant a3-axis.
(C) If H4|I = H6|I = 0 and H5|I 6= 0, then H2|I = u1|I = u3|I = 0 and x|I is
an arc of a circle of radius 1 rotating around the constant a2-axis.
(D) H5|I = H6|I = 0 and H4|I 6= 0 is either impossible or also H1|I = 0,
H ′4|I = 0, u3(s) = 1H4 cos(s + s0) and u2(s) = 1H4 sin(s + s0) hold for some
s0 ∈ [0, 2pi).
(E) H4|I = 0 and (H5H6)|I 6= 0 is impossible.
(F) H5|I = 0 and (H4H6)|I 6= 0 is impossible.
(G) H6|I = 0 and (H4H5)|I 6= 0 is impossible.
Proof (A) 0 = H ′5 = {H5, H} = H3 and 0 = H ′6 = {H6, H} = H2. Therefore
0 = H ′3 = {H3, H} = u2H1 and 0 = H ′2 = {H2, H} = −u3H1. Since the
vector (H1, H2, H3) never vanishes by Lemma 4.2.3 (2. and 8.) we get
u2 = u3 = 0. Thus a1 is constant and x|I is a straight line segment.
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(B) 0 = H ′4 = {H4, H} = −u2H6, thus u2 = 0. Furthermore, 0 = H ′5 =
{H5, H} = −u1H6 +H3 = −u1H6 since H3 = 0 by Lemma 4.2.3 (7.) and
thus u1 = 0. Then u3 = ±1 and the body fixed coordinate frame (a1, a2, a3)
rotates around the a3-axis with constant angular velocity 1 which results
in x|I being an arc of a circle of radius 1.
(C) This works just as case (B).
(D) If this case is possible at all, then from Lemma 4.2.3 (7.) follows H1 = 0
and we have H ′4 = {H4, H} = 0 here. Furthermore,
H ′5 = {H5, H} = H3 − u3H4 = 0, (4.12)
H ′6 = {H6, H} = −H2 + u2H4 = 0 and (4.13)
u22 + u
2
3 =
1
H24
(H23 +H
2
2 +H
2
1 ) = const. > 0 (4.14)
since H1 = 0 and (H1, H2, H3) 6= (0, 0, 0) by using Lemma 4.2.3 (2. and 8.).
Additionally,
H ′3 = {H3, H} = −u1H2 and
H ′2 = {H2, H} = u1H3,
thus H3(s) = cos(s + s0) and H2(s) = sin(s + s0) and u2 and u3 are as
claimed by (4.12) and (4.13).
(E) Since H2H5 +H3H6 = 0 by Lemma 4.2.3 we have
H1 = {H3, H5} = {H2H5
H6
, H5} = −H2H5{ 1
H6
, H5} =
=
H2H5
H26
{H6, H5} = H2H5
H26
H4 = 0.
Thus H ′1 = {H1, H} = −u2H3 + u3H2 = 0 and together with H2H5 +
H3H6 = 0 this leads to H1 = H2 = H3 = 0 since u3H3 + u2H2 6= 0. But
this contradicts Lemma 4.2.3 (2. and 8.) and we are done in this case.
(F) This works as (E).
(G) This works as (E).
¥
Corollary 4.3.2 In the regular case, from now on denoted by (R), if H4H5H6 6=
0 on an open interval I ⊂ [0, L], then the curve x|I is a helix with curvature
κ =
√
2 and torsion τ = ±1.
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Corollary 4.3.3 Optimal solutions are concatenations of straight line segments
(case (A)), arcs of circles of radius 1 (cases (B) and (C)), arcs of helices with
curvature κ =
√
2 and torsion τ = ±1 (case (R)) or described by case (D).
At this stage, all possible control configurations are well described. Piecewise
constant controls seem to suffice, only case (D) differs and we guess in Conjecture
4.3.4 that case (D) is not possible for optimal solutions. In the 2D case we were
able to show that optimal controls are finite concatenations of constant (single)
controls, whereas we are not even able to show that the number of concatenations
of different (multiple) control strategies (cases (A) through (D) and regular case)
is finite. Piecewise, the switching functions are determined by the system of
differential equations derived in Lemma 4.2.3 (3. and 4.) and at this stage we are
not able to characterize all possible concatenations of the solutions. Nevertheless,
since strategies with two switchings describe parametrized (by the two switching
parameters) planes in R3, we conjecture the following.
Conjecture 4.3.4 The optimal solution to (4.3) is a concatenation of at most
3 parts each of which is described by one of the cases (A),(B),(C) or the regular
case (R).
In order to discuss the conjecture, we investigate two slightly more simple prob-
lems, namely the cases u2 = 0 (u3 = 0 would give similar results) on the entire
interval [0, L] and u1 = 0 on [0, L] in the following sections. These two problems
are also of great interest themselves since two controls suffice to reach non-empty
subsets of R3.
4.3.1 The case u2 ≡ 0
In this case we assume that the control u2 is inactive, i.e., u2|[0,L] = 0. The
equations of motion of the coordinate frame (a1, a2, a3) is the same as the Frenet
equations up to differentiability. The Hamiltonian reduces to H = H1 + u1H4 +
u3H6. The properties of Lemma 4.3.1 still hold and we get further information
for case (D).
Lemma 4.3.5 If u2 = 0 on [0, L] and I ⊂ [0, L] is an open interval then H5|I =
H6|I = 0 and H4|I 6= 0 (case (D)) is impossible for an optimal solution.
Proof From Lemma 4.2.3 (7.) follows that H1|I = 0. Furthermore,
H ′6 = {H6, H} = −H2 = 0 and thus
H ′2 = {H2, H} = u1H3 = 0.
Since u1 = ±1 it follows that H3 = 0 and therefore (H1, H2, H3)|I = 0 in con-
tradiction to Lemma 4.2.3 (2. and 8.). Thus this case cannot occur and we are
done. ¥
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This helps us to believe that case (D) might also be impossible for optimal solu-
tions in the general setup.
In the regular case, the curve x is an arc of a helix with curvature κ = 1 and
torsion τ = ±1 (this follows from Corollary 4.3.2). Cases (A) and (B) are as in
the general setup, case (C) degenerates to a straight line segment with constant
coordinate frame and we summarize as follows.
Corollary 4.3.6 If u2 = 0 on [0, L], then optimal solutions to (4.3) are (possibly
infinite) concatenations of straight line segments, arcs of circles of radius 1 or
arcs of helices with curvature κ = 1 and torsion τ = ±1.
Because of the possible arbitrary rotations around the a1-axis in case (A) we are,
in this simple setup, not able to determine the boundary of the workspace even
assuming that Conjecture 4.3.4 is true. But we can give at least a few facts about
possible switchings.
Lemma 4.3.7 Switchings between the cases (C) and (A) and switchings between
the cases (C) and (B) are impossible.
Proof Assume that we have a switching from case (C) to case (A) or (B). Then
in case (C) we have
H ′3 = {H3, H} = −u1H2 = 0 and
H ′5 = {H5, H} = H3.
Since in case (A) as well as in case (B) we have H3 = 0 and because of continuity
it follows that H3 = 0 also in case (C). Thus, for the same reason, it follows that
H5 = 0 in case (C) which leads to a contradiction. ¥
Corollary 4.3.8 (i) Optimal solutions contain at most three consecutive parts
that are not regular. they are of the types (C), (B)(B)(B), (B)(A)(B) and sub-
types thereof (concatenations of the type (B)(R)(B)(A)(B)(R) and similar ones
are still possible).
(ii) If an optimal solution does not contain any regular part, then it is a concate-
nation of one of the types (C), (B)(B), (B)(A) or subtypes thereof.
Proof Analogously to the proofs of Theorem 3.2.11 and Theorem 3.2.17 it can
be shown that, if no regular part (R) is involved, between the switching from a
straight line segment (A) and an arc of a circle (B) and the next/previous switch-
ing there can be only full circles which can be neglected for optimal solutions (for
the same reasons as in the proofs of the mentioned theorems). Claim (i) then
follows from Theorem 3.2.17 and claim (ii) from Theorem 3.2.11. ¥
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4.3.2 The case u1 ≡ 0
In this case, we assume that the control u1 is inactive, i.e., u1|[0,L] = 0, and that
Conjecture 4.3.4 is true, i.e., we have at most two switchings. The Hamiltonian
reduces to H = H1+ u2H5+ u3H6. The properties of Lemma 4.3.1 still hold and
we get further information for case (D). In the regular case, the curve x is an arc
of a circle of radius 1/
√
2 since the torsion vanishes on [0, L].
Lemma 4.3.9 If L < pi
2
, u1 = 0 on [0, L] and I ⊂ [0, L] is an open interval then
H5|I = H6|I = 0 and H4|I 6= 0 (case (D)) is impossible for an optimal solution.
Proof Assume that H5|I = H6|I = 0 and H4|I 6= 0. By Lemma 4.2.3 (7.) we
have H1|I = 0, thus H ≡ 0, H1(L) = 0 and on the interval I
H ′2 = {H2, H} = −u3H1 = 0,
H ′3 = {H3, H} = u2H1 = 0 and
H ′4 = {H4, H} = u2H6 − u3H5 = 0.
Furthermore,
H ′5 = {H5, H} = −u3H4 +H3 = 0 and
H ′6 = {H6, H} = u2H4 −H2 = 0.
Now we show the following.
(i) Case (A) cannot appear at all.
(ii) Case (D) cannot appear at the last interval, i.e., I 6= (a, L) for all a ∈ [0, L).
Switchings between (D) and (B) or (C) are impossible.
(iii) If we have the regular case (R) on the last interval J , i.e., J = (a, L) for
some a ∈ [0, L), then a = 0 and no switchings (in particular to case (D))
appear at all.
(iv) If we have case (B) (or case (C)) on the last interval J2, i.e., J2 = (s2, L)
for some s2 ∈ [0, L), then either s2 = 0 or we have the regular case (R) on
J1 = (s1, s2) for some s1 ∈ [0, s2). Furthermore, if s1 6= 0, a switching from
case (D) to case (R) in s1 is impossible.
From that obviously follows that case (D) cannot occur at all in this setup.
(i) H ≡ 0 implies H1 = 0 in case (A). Since H2 = H3 = 0 anyhow in this case
this contradicts (H1, H2, H3) 6= 0, see Lemma 4.2.3 (2. and 8.).
(ii) We have 0 6= H4|I = constant and H4(L) = 0 by transversality condition
(4.7). Since H4 is continuous we get the first claim. Because of the same reason
switchings between case (D) and the cases (B) or (C) are impossible (at the
switching parameter H4 would have to be 0).
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(iii) Assume that, without loss of generality, u2|J = u3|J = 1. Since H1(L) = 0,
we can normalize the Hamiltonian (since λ0 6= 0) such that
(H1(L), . . . , H6(L)) = (0, cosϕ, sinϕ, 0, 0, 0)
with some fixed ϕ ∈ [0, 2pi). By Lemma 4.2.3 (3. and 4.) we get on J by
integration:
H4(s) =
√
2
2
sin
(pi
4
+ ϕ
) [
1− cos(
√
2(s− L))
]
,
H5(s) =
√
2
2
sinϕ sin(
√
2(s− L)),
H6(s) = −
√
2
2
cosϕ sin(
√
2(s− L)).
The function H5 and H6 have no zeros on [0, L) since sin(
√
2(s−L))|[0,L) 6= 0 for
L < pi√
2
(sinϕ 6= 0 and cosϕ 6= 0 since H5 and H6 do not vanish on J). Thus
switchings are impossible and we have the claim.
(iv) Assume that u3|J2 = 1 (without loss of generality). Since H1(L) = 0 and
H3|J2 = 0, we can normalize the Hamiltonian such that
(H1(L), . . . , H6(L)) = (0, 1, 0, 0, 0, 0).
By Lemma 4.2.3 (3. and 4.) we get on J2:
H1(s) = sin(s− L),
H2(s) = cos(s− L),
H6(s) = − sin(s− L).
Since there are no zeros of H6 on [0, L) for L < pi, we only need to consider
switchings at s2 from the regular case to case (B). At this switching parameter
we have
(H1(s2), . . . , H6(s2)) = (sin(s2 − 1), cos(s2 − 1), 0, 0, 0,− sin(s2 − 1)) =
= (sinϑ, cosϑ, 0, 0, 0,− sinϑ)
with ϑ = s2 − L ∈ (−pi2 , 0). Now on the interval J1 we get by Lemma 4.2.3 (3.
and 4.)
H6(s) = −H1(s) = − sinϑ cos
(√
2(s− s2)
)
−
√
2
2
cosϑ sin
(√
2(s− s2)
)
and for all ϑ ∈ (−pi
2
, 0) and all s ∈ [0, s2) there are no further zeros of H6 since
√
2
2
tan
(√
2(s− s2)
)
< 0 ≤ − tanϑ.
Thus a switching to case (D) at s1 is impossible in this case.
Case (C) on the interval (s2, L) works as case (B) and we are done. ¥
4.3. CONSEQUENCES OF THE NECESSARY CONDITIONS 79
Corollary 4.3.10 If L < pi
2
, u1|[0,L] = 0 and Conjecture 4.3.4 is true, then
optimal solutions are concatenations of at most three parts each of which is either
a straight line segment (case (A)), an arc of a circle (different planes possible) of
radius 1 (cases (B) and (C)) or an arc of a circle of radius 1√
2
(case (R)).
But even then many different strategies that can be optimal. Using the necessary
conditions derived from PMP we can exclude quite a few of the strategies.
Lemma 4.3.11 The following strategies can be excluded (* denotes any of the
cases (A), (B), (C) or (R)):
1. *(A)(A) and (A)(A)*,
2. All strategies with only (A) and (B) or only (A) and (C) as well as all
strategies with only (A) and (R) with at least one (A) part,
3. *(B)(C) and (B)(C)(A) (and *(C)(B) and (C)(B)(A)),
4. *(B)(R) (and *(C)(R))
5. (A)(R)* (and *(R)(A)),
6. (B)(R)(B) (and (C)(R)(C))
Proof 1. is obvious since concatenations of different straight line segments
cannot be continuously differentiable.
2. The strategies that involve only (A) and (B) or (A) and (C) all lie in one
plane and cannot be optimal by Theorem 3.2.11. Analogously, if only the
cases (A) and (R) are involved, between a straight line segment (A) and a
switching point or the terminal point can only be full circles of type (R)
which can be neglected.
3. From Lemma 4.2.3 (3. and 4.) and Lemma 4.3.1 follows that the (C) part
(or the (B) part) would have to be of length 2pi which is not optimal.
4. At the switching from the (B) part to the (R) part, denoted by s2, we
have, after suitable normalization (recall λ0 6= 0), (H1(s2), . . . , H6(s2)) =
(cosϕ, sinϕ, 0, 0, 0, k) with ϕ ∈ [0, 2pi) and k ∈ R. Then, on the interval
(s2, L), we assume without loss of generality that u2 = u3 = 1 and get by
Lemma 4.2.3 (3. and 4.) that H5(s) =
1
2
(cosϕ + k)
[
1− cos(√2(s− s2))
]
and H5(L) 6= 0 which is a contradiction to (4.7). The other case works the
same way.
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5. Denote the switching parameter between the (A) part and the (R) part with
s1. After normailization we have (H1(s1), . . . , H6(s1)) = (1, 0, 0, 0, 0, 0).
Then, for s > s1, we assume without loss of generality that u2 = u3 = 1 and
have by Lemma 4.2.3 (3. and 4.) H5(s) = H6(s) =
1
2
[
1− cos(√2(s− s1))
]
and there are no further zeros between s1 and L which leads to a contra-
diction. The other case works the same way.
6. At the switching parameter s1 from (B) to (R) we have, after normal-
ization, (H1(s1), . . . , H6(s1)) = (cosϕ, sinϕ, 0, 0, 0, k) for some ϕ ∈ [0, 2pi)
and k ∈ R. For s > s1 we assume without loss of generality that u2 =
u3 = 1 and have by by Lemma 4.2.3 (3. and 4.) H5(s) =
1
2
(cosϕ +
k)
[
1− cos(√2(s− s1))
]
. Since H5 6≡ 0 the first factor does not vanish, but
the second factor has no zeros in (s1, L] and we arrive again at a contradic-
tion. The other case works the same way.
¥
Obviously there are many possible strategies left that might be optimal, namely
(R)(B)(A) (R)(C)(A) (B)(R)(C) (C)(R)(B)
(B)(R)(R) (C)(R)(R) (R)(B)(B) (R)(C)(C)
(R)(R)(B) (R)(R)(C) (R)(R)(R)
All these strategies can be realized with various control combinations, e.g., in
each case (R) both controls u2 and u3 can take the two values ±1 which gives
four possibilities. Plugging all these strategies into the control system (4.2) with
variable switching times 0 ≤ s1 ≤ s2 ≤ L gives many surfaces (parametrized by
the switching times s1 and s2) that contain the optimal solutions.
0.60.81
e1
00.20.4 e2
–0.6
–0.4
–0.2
0
0.2
0.4
0.6
e3
Figure 4.2: Outside boundary of the workspace, L = 1
Unfortunately, we are not even able to describe the workspace completely under
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the given restriction. Nevertheless, we plot the surfaces to all strategies which
are left after the considerations above. Their union contains the boundary of
the workspace and for L = 1 (still assuming that Conjecture 4.3.4 is true) it is
depicted in Figure 4.2.
In Figure 4.3 we show the workspace from different angles in order to give an
idea how it looks like form different sides.
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Figure 4.3: Figure 4.2 for angles 0o, 40o, . . . , 160o
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Since it is not easy to get an idea of the topology of the workspace from these
pictures, we present a few coss-sections of Figure 4.2 from the bottom to the
top (with respect to the e3-coordinate) in Figure 4.4. The cross-sections all have
Figure 4.4: Horizontal cross-sections of the workspace at L = 1
the same thickness (which is greater than zero, otherwise it would be almost
impossible to see anything at all) and range from −0.7 to 0.7 in steps of 0.1.
These give further insight particularly of the interior of the workspace. Here,
at L = 1, they give the impression that no holes appear in the interior of the
workspace and that it is simply connected.
If we consider manipulators of different lengths and still assume that Conjecture
4.3.4 is true and that Lemma 4.3.11 also holds for lengths L ≥ pi
2
, then we get
the following, topologically more interesting workspaces. For varying lengths we
expect that effects show up which are similar to those in the 2D case.
For L = pi√
2
the ouside of the workspace looks like in Figure 4.5. From different
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Figure 4.5: Outside boundary of the workspace, L = pi√
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angles it can be seen in Figures 4.6 and 4.7.
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Figure 4.6: Outside boundary of the workspace with L = pi√
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for angles 0o,
40o, . . . , 140o
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Figure 4.7: Outside boundary of the workspace with L = pi√
2
for angle 160o
Again, we present a few coss-sections of Figure 4.5 ranging from −1.7 to 0 in 0.1
steps in the e3-coordinate in Figure 4.13. Because of the symmetry with respect
to the e1-e2-plane the pictures in the range from 0 to 1.7 look the same. At this
length, still no holes seem to appear in the interior of the workspace.
As in the 2D case, the workspace changes continuously with growing length L.
At L = 1.5pi+1√
2
a hole in the middle of the workspace seems to appear. For values
slightly smaller than that the workspace looks as depicted in Figure 4.8.
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Figure 4.8: Outside boundary of the workspace at L slightly smaller than 1.5pi+1√
2
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In order to get an idea of the interior, we cut off the upper half (with respect to
the e3-coordinate) and get Figure 4.9.
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Figure 4.9: Lower half of Figure 4.8
There still seems to be no holes in the interior, but from these figures one can
imagine that one hole appears for growing values of L.
For L = 1.5pi+1√
2
the workspace looks as in Figure 4.10.
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Figure 4.10: Outside boundary of the workspace with L = 1.5pi+1√
2
Again, we present a few coss-sections of Figure 4.10 in Figure 4.14. From these
and Figures 4.8 and 4.9 we see that the workspace is simply connected but a
hole in the interior occurs. Up to the normalizing factor 1√
2
this is exactly the
value when a hole occured in the 2D case. To confirm this result numerically,
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we descretesize the possible (constant) control values and the possible switching
parameters, i.e., u2, u3 ∈ {−1,−12 , 0, 12 , 1} and s1, s2 ∈ {0, 14 , 12 , 34 , 1} with s1 ≤ s2.
The lower half of points that the manipulator can reach then looks as depicted
in Figure 4.11.
Figure 4.11: Lower half of discretesized workspace at L = 1.5pi+1√
2
The cross-section of Figure 4.11 around e3 = 0 combined with the corresponding
cross-section of Figure 4.10 looks as in Figure 4.12.
Figure 4.12: Combination of Figure 4.11 and Figure 4.10
This strengthens the believe that a hole appears. For large values of L we believe
that the workspace has no holes in the interior as in the 2D case.
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Figure 4.13: Horizontal cross-sections of the workspace with L = pi√
2
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Figure 4.14: Horizontal cross-sections of the workspace with L = 1.5pi+1√
2
Chapter 5
Conclusions
Since there is an increasing need for very flexible robotic manipulators it is quite
natural to investigate 2D and 3D hyper-redundant robotic manipulators. Many
authors have already introduced various models for discrete robots of that type
and described their workspaces and possible (optimal) control. It is quite natural
to extend these ideas to manipulators with distributed bending moments in order
to describe an ‘ideal’ setup.
In this work simple models for continuous robotic manipulators were introduced,
even though it might be impossible to construct these today. The main goal of
the thesis was to determine their workspaces. Basic properties of the workspaces
as compactness or symmetries were shown by elementary functional analytical
and geometric methods.
In the 2D case (Chapter 3) it was possible to completely describe the workspaces
with and withput prescription of the terminal orientation. By applying optimal
control techniques, mainly Pontryagin’s Maximum Principle, it was possible to
determine a ‘small’ family of manipulator configurations that contains the config-
urations when the manipulator reaches the boundary of its workspace. Further
geometric considerations completed the approach. The methods applied were
very similar to those used for the solution of Dubins’ problem and in this context
it was helpful to solve Dubins’ problem for free terminal direction (Chapter 2).
The 3D case (Chapter 4) was much more complicated since we were no longer in
the single input setup of the 2D case. Unfortunately, the methods used for the
solution of the 2D case did not suffice to completely determine the workspaces.
Only in a simplified version with strict hypotheses the possible workspaces could
be illustrated. Nevertheless, quite a few necessary conditions for manipulators
reaching the boundary of its workspace were derived from Pontryagin’s Maximum
Principle. Furthermore, many useful conclusions concerning possible switching
strategies were drawn.
This thesis leaves open many interesting questions for future research. Some of
them are listed below.
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1. The 3D workspaces of the model used in this work still have to be deter-
mined completely. Optimal control techniques seem not to suffice and one
should consider other methods additionally.
2. Other models that are closer to real manipulators should be investigated.
The results can then be compared with the workspaces derived here. Futher-
more, a detailed comparison with descrete models could be carried out.
3. Dynamics: We only determined (static) workspaces here. Thus there is
still the need to determine the controls (forces) that take one manipulator
configuration into another. This also affords the use of suitable models.
Since the manipulator is described by a continuous curve, this will involve
control theory for partial differential equations which affords completely
different methods.
4. 3D Dubins’ problem: The model of the 3D manipulators could also be used
as a model for 3D Dubins’ problem. The main question, that arises, is:
How do shortest paths in R3 look like then? The same difficulties as in the
determination of the 3D workspaces should appear. Note that this model
is different than those used in [31] and [41].
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Zusammenfassung der Arbeit
In diesem Kapitel wird eine Zusammenfassung in deutscher Sprache gegeben.
Entsprechende Abbildungen sind vorne im Text nachzulesen. Die einzelnen Ab-
schnitte sind wie die Kapitel in der Arbeit numeriert.
Einleitung
Manipulatoren und Industrieroboter spielen eine wichtige Rolle sowohl in der
Produktion und Konstruktion als auch in der Medizin. U¨blicherweise ist deren
Freiheitsgrad nicht sonderlich hoch, d.h., sie bestehen aus wenigen Gliedern, die
durch translatorische oder rotatorische Gelenke verbunden sind. Daher sind sie
relativ einfach zu steuern und auch nach vielen Wiederholungen sind einzelne
Konfigurationen sehr pra¨zise zu erreichen. Dafu¨r treten aufgrund ihrer recht
starren Struktur allerdings Schwierigkeiten bei der Vermeidung von Kollisionen
mit Hindernissen in ihrem Arbeitsbereich auf. Dies will man insbesondere bei
medizinischen Anwendungen vermeiden, und daher ist die Erforschung flexiblerer
Manipulatoren sehr interessant.
Ein Meilenstein war die Einfu¨hrung des ‘Active Cord Mechanism’ durch Hirose im
Jahre 1976. Seitdem sind ‘hyper-redundante’ Roboter von großem Interesse fu¨r
Ingenieure und Mathematiker, die sowohl sich schlangenfo¨rmige fortbewegende
Fahrzeuge als auch elefantenru¨sselartige Manipulatoren verschiedenster Art un-
tersuchen.
Viele Ansa¨tze mit diskreten Modellen wurden bereits bearbeitet. In dieser Ar-
beit werden zwei- und dreidimensionale Modelle kontinuierlicher Manipulatoren
eingefu¨hrt und die Erreichbarkeitsmengen dieser beschrieben. Da die Gleichun-
gen, die die zweidimensionalen Manipulatoren beschreiben, dieselben wie die Be-
wegungsgleichungen von Dubins’ Problem sind, wird auch diese Fragestellung
hier nochmals aufgegriffen.
Dubins’ Problem
Im 2. Kapitel der Arbeit wird Dubins’ Problem mit freier Endrichtung gelo¨st,
welches das folgende ist:
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Finde den ku¨rzesten stetig differenzierbaren Weg
zwischen einem Anfangs- und einem Endpunkt mit
vorgeschriebener Tangentenrichtung am Anfangspunkt
und der Kru¨mmungsbeschra¨nkung |κ| ≤ 1 fast u¨berall.
Bei Dubins’ urspru¨nglichem Problem war zusa¨tzlich die Tangentenrichtung am
Endpunkt vorgeschrieben. Die Bewegungsgleichungen lauten folgendermaßen,
wenn der Weg durch die Bogenla¨nge parametrisiert wird:
x˙(t) = cos θ(t),
y˙(t) = sin θ(t),
θ˙(t) = u(t),
x(0) = 0,
y(0) = 0,
θ(0) = 0,
(Z.1)
Nun wird zu jedem (xT , yT ) ∈ R2 die minimale Bogenla¨nge T ≥ 0 gesucht, so daß
der Endpunkt von (x(·), y(·)) genau (x(T ), y(T )) = (xT , yT ) ist und θ(T ) beliebig
ist. Formal stellt man das folgende Optimalsteuerproblem:
Minimiere T ≥ 0 unter der Nebenbedingung (Z.1)
mit (x(T ), y(T )) = (xT , yT ) und |u(t)| ≤ 1 ∀ t ∈ [0, T ]. (Z.2)
Dubins’ Problem mit freier Endrichtung
Zuna¨chst wird gezeigt, daß stets eine optimale (nicht notwendigerweise eindeutige)
Lo¨sung existiert. Mit Hilfe des Maximumprinzips von Pontryagin werden notwen-
dige Bedingungen fu¨r optimale Lo¨sungen hergeleitet, mit deren Hilfe gezeigt wer-
den kann, daß die Lo¨sungen Aneinanderreihungen von endlich vielen Kreisbo¨gen
mit Radius 1 (C) und Geradenstu¨cken (L) sind. Weiterhin kann die Anzahl
der Umschaltungen auf ho¨chstens eine Umschaltung eingeschra¨nkt werden, und
schließlich wird bewiesen, daß alle optimalen Lo¨sungen der Form CC, CL, C oder
L sind. Zudem wird angegeben, fu¨r welche Endpunkte (xT , yT ) ∈ R2 die einzelnen
Strategien angewandt werden mu¨ssen.
Dubins’ urspru¨ngliches Problem
Am Ende des Kapitels wird zudem ein neuer, kurzer Beweis von Dubins’ ur-
spru¨nglichem Resultat pra¨sentiert. Insbesondere wird ein neuer Weg aufzeigt,
wie man beweisen kann, daß Aneinanderreihungen von vier oder mehr Kreisbo¨gen
nicht optimal sein ko¨nnen.
Erreichbarkeitsmengen zweidimensionaler konti-
nuierlicher Manipulatoren
Anschließend wird in die Thematik der kontinuierlichen Manipulatoren eingefu¨hrt
und folgendes Modell zugrundegelegt: Die Mittellinie eines Manipulators der
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La¨nge L = 1 wird als zweidimensionale, stetig differenzierbare Kurve der La¨nge
L = 1 aufgefasst und durch die Bogenla¨nge parametrisiert. Die Gleichungen
lauten dann analog zu (Z.1):
x′(s) = cos θ(s),
y′(s) = sin θ(s),
θ′(s) = κ(s),
x(0) = 0,
y(0) = 0,
θ(0) = 0,
(Z.3)
mit s ∈ [0, 1] und Kru¨mmung κ mit |κ| ≤M . Fu¨hrt man nun
F := {(x(·), y(·), θ(·)}
als die Menge von Lo¨sungsfunktionen von (Z.3) fu¨r alle zula¨ssigen κ ein und fu¨r
Ω ⊂ F
PΩ := {(x1, y1) ∈ R2 : (x(1), y(1)) = (x1, y1) fu¨r ein (x(·), y(·), θ(·)) ∈ Ω},
so ist die Erreichbarkeitsmenge des Manipulators definiert durch
W := PF oder Wθ1 := {(x1, y1) ∈ W | θ(1) = θ1 mod 2pi}
fu¨r eine vorgegebene Endrichtung θ1 ∈ [0, 2pi).
Manipulatoren mit freier Endrichtung
Zuna¨chst wird nur W untersucht. Es wird gezeigt, daß die Erreichbarkeits-
menge W symmetrisch zur x-Achse, wegzusammenha¨ngend und kompakt ist.
Um den Rand der Erreichbarkeitsmenge zu charakterisieren, wird die folgende
2-parametrige ((x0, y0) ∈ R2) Familie von Optimalsteuerproblemen mit Nebenbe-
dingung (Z.3) betrachtet
Jx0,y0 = (x(1)− x0)2 + (y(1)− y0)2 → min, (Z.4)
wobei u¨ber alle (x(·), y(·), θ(·)) ∈ F (also (x(1), y(1)) ∈ W ) minimiert wird.
Die Menge der optimalen Lo¨sungen wird mit G bezeichnet, und offensichtlich
gilt G ⊂ F . Da gezeigt wird, daß clPG = ∂W gilt, ist dieses Optimalsteuer-
problem zur Bestimmung des Randes ∂W der Erreichbarkeitsmenge sehr gut
geeignet. Im Folgenden wird das Optimalsteuerproblem zwar nicht vollsta¨ndig
gelo¨st, aber mit Hilfe des Maximumprinzips von Pontryagin wird eine hinreichend
kleine Familie von Funktionen B bestimmt, die die optimalen Lo¨sungen entha¨lt
und eine Beschreibung des Randes ∂W ermo¨glicht. Folgende Abbildung dient
zur Erla¨uterung:
F ⊃ B ⊃ G
P ↓ P ↓ P ↓
W = PF ⊃ PB ⊃ PG
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Die dem Problem zugeho¨rige Hamilton-Funktion lautet mit λ = (λ1, λ2, λ3)
T
H : R3 × R3 × [−M,M ] → R,
((x, y, θ), λ, κ) 7→ λ1 cos θ + λ2 sin θ + λ3κ.
Die Funktion λ3(·) ist entscheidend fu¨r das Verhalten von κ(·), und das Maxi-
mumprinzip liefert
κ(s) = −M signλ3(s), falls λ3(s) 6= 0,
und κ|I = 0, falls λ3|I = 0 auf einem Intervall I gilt. Weiterhin folgt, daß λ3(·)
stetig differenzierbar ist, und zwischen je zwei Nullstellen von λ3(·) (Umschalt-
punkte) gilt die folgende Differentialgleichung
λ′′3(s) = −M 2 λ3(s) + cM κ(s)
fu¨r ein c ∈ R. Es folgt direkt, daß optimale Lo¨sungen Aneinaderreihungen von
Geradenstu¨cken (L) und Kreisbo¨gen (C) mit Radius 1
M
sind. Weitere U¨berlegun-
gen fu¨hren dazu, daß es ho¨chstens einen Umschaltpunkt geben kann, und daß
optimale Lo¨sungen notwendigerweise der Form CC, CL, C oder L sein mu¨ssen
(vgl. optimale Lo¨sungen im vorigen Kapitel). Daraufhin werden die Erreich-
barkeitsmengen skizziert.
Manipulatoren mit vorgeschriebener Endrichtung
Die Erreichbarkeitsmenge Wθ1 fu¨r eine vorgeschriebene Endrichtung θ1 ist eben-
falls kompakt. Mit den gleichen Methoden wie oben wird gezeigt, daß opti-
male Lo¨sungen des zugeho¨rigen Optimalstuerproblems der Form CCC, CLC, CC,
CL, LC, C oder L sind, und die entsprechenden Erreichbarkeitsmengen werden
skizziert.
Erreichbarkeitsmengen dreidimensionaler konti-
nuierlicher Manipulatoren
In diesem Kapitel werden die Erreichbarkeitsmengen von kontinuierlichen, drei-
dimensionalen Manipulatoren der La¨nge L untersucht. Analog zum zweidimen-
sionalen Fall wird die Mittellinie durch die Bogenla¨nge parametrisiert. Es wird
angenommen, daß im ausgestreckten Zustand an jedem Punkt der Mittellinie das
kanonische Dreibein (mit e1, e2 und e3 bezeichnet) angeheftet wird. Unter De-
formationen wird dies zu einer kontinuierlichen, ko¨rpereigenen Dreibeinfunktion
(mit a1(·), a2(·) und a3(·) bezeichnet). Es werden Rotationen um die Achsen ai
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mit Geschwindigkeiten ui mit |ui| ≤ 1, i = 1, 2, 3, zugelassen. Die Gleichungen
lauten dann folgendermaßen:
x′ = a1
a′1 = u3a2 − u2a3
a′2 = u1a3 − u3a1
a′3 = u2a1 − u1a2
x(0) = 0
ai(0) = ei, i = 1, 2, 3
(Z.5)
Setzt man R := (a1, a2, a3) ∈ R3×3 und
S(u) :=


0 −u3 u2
u3 0 −u1
−u2 u1 0

 ,
so kann das Kontrollsystem (Z.5) geschrieben werden als
x′ = Re1, R′ = RS(u), x(0) = 0, R(0) = I3.
Analog zum zweidimensionalen Fall wird wieder mit
F := {(x(·), R(·)}
die Menge von Lo¨sungsfunktionen von (Z.5) fu¨r alle zula¨ssigen u1, u2 und u3
bezeichnet und fu¨r Ω ⊂ F
PΩ := {x1 ∈ R3 : x(L) = x1 fu¨r ein (x(·), R(·)) ∈ Ω}
definiert. Die Erreichbarkeitsmenge des Manipulators ist dann definiert durch
W := PF .
Einige Grundeigenschaften
Es la¨ßt sich zeigen, daß die Erreichbarkeitsmenge W symmetrisch zu der e1-e2-
und der e1-e3-Ebene ist. Außerdem ist W wegzusammenha¨ngend und kompakt.
Um den Rand der Erreichbarkeitsmenge zu charakterisieren, wird hier die 3-
parametrige (x0 ∈ R3) Familie von Optimalsteuerproblemen mit Nebenbedingung
(Z.5) betrachtet:
Jx0 = ||x(L)− x0||2 → min, (Z.6)
wobei u¨ber alle (x(·), R(·)) ∈ F (also x(L) ∈ W ) minimiert wird. Die opti-
malen Lo¨sungen existieren und werden mit G bezeichnet. Ebenso gilt wieder
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G ⊂ F sowie clPG = ∂W . Mit der Hilfe des Maximumprinzips erha¨lt man einige
notwendige Bedingungen, die alle (x(·), R(·)) ∈ G erfu¨llen mu¨ssen. Diese Menge
wird mit B bezeichnet. In einer Vermutung wird eine Familie B1 ⊂ B beschrieben,
die G enthalten ko¨nnte, und das folgende Diagramm veranschaulicht diese Zusam-
menha¨nge:
F ⊃ B ⊃ B1 ⊃ G
P ↓ P ↓ P ↓ P ↓
W = PF ⊃ PB ⊃ PB1 ⊃ PG
Die Mannigfaltigkeit, auf der sich die Dynamik abspielt, kann wie folgt gewa¨hlt
werden
M :=

g =

 1 0
x R

 , x ∈ R3, R ∈ SO3(R)

 .
Sie ist isomorph zu SE3(R) = R
3 × SO3(R). Setzt man
A˜4 :=

 0 0 00 0 −1
0 1 0

 , A˜5 :=

 0 0 10 0 0
−1 0 0

 , A˜6 :=

 0 −1 01 0 0
0 0 0

 ,
Aj :=
(
0 0
0 A˜j
)
, Ai :=
(
0 0
ei 0
)
,
fu¨r i = 1, 2, 3 und j = 4, 5, 6, so wird der Tangentialraum TgM in g ∈ M
durch die linksinvarianten Vektorfelder g Ak, k = 1, . . . , 6, aufgespannt. Die
Anfangsbedingung lautet dann g(0) = I4 und die Differentialgleichung
g˙ =

 0 0
a1 RS(u)

 = g
(
A1 +
3∑
i=1
uiA3+i
)
.
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Differentialgeometrische Beschreibung
Im Weiteren werden nun zwei Wege verfolgt. Zuna¨chst wird die Mannigfaltig M
durch folgende Identifikationen als Untermannigfaltigkeit des R12 aufgefaßt:
R
12 ≈
{
r =
(
1 0
y B
)
, y ∈ R3, B ∈ R3×3
}
,
TgR
12 ≈
{
Y =
(
0 0
v F
)
, v ∈ R3, F ∈ R3×3
}
,
T ∗g R
12 ≈
{
β =
(
0 µT ,
0 ΛT
)
, µ ∈ R3,Λ ∈ R3×3
}
.
Zudem wird eine geeignete 1-Form eingefu¨hrt
〈β, α〉 = tr (βα) = µTv + tr (ΛTF)
und weiterhin ist
TgM =
{
X =
(
0 0
Rv RS
)
, v ∈ R3, S ∈ so3(R)
}
T ∗gM =
{
ω =
(
0 µTRT
0 S˜TRT
)
, µ ∈ R3, S˜ ∈ so3(R)
}
Mittels obiger 1-Form werden auf T ∗R12 die Funktionen
Hi := 〈β, gAi〉, i = 1, . . . , 6
und die Hamilton-Funktion
H :=
〈
β, g
(
A1 +
3∑
i=1
uiA3+i
)〉
= H1 +
3∑
i=1
uiH3+i (Z.7)
definiert. Mit Hilfe des Maximumprinzips von Pontyagin kann gezeigt werden,
daß fu¨r hˆ := (H1, H2, H3)
T und Hˆ := (H4, H5, H6)
T gilt:
µ′ = 0,
hˆ = RTµ,
hˆ′ = −S(u)hˆ,
Hˆ ′ = −S(u)Hˆ + hˆ× e1,
0 ≡ H1H4 +H2H5 +H3H6,
µ 6= 0.
Ein anderer Ansatz ist eine geeignete Wahl der Basen des Tangential- und des
Kotangentialraumes an jedem Punkt g ∈ M . Mit dem Einsatz von Mitteln
der Differentialgeometrie kann durch diese Methode die unno¨tige Erho¨hung der
Dimension von 6 auf 12 vermieden werden. Die Ergebnisse stimmen selbstver-
sta¨ndlich mit den oben gewonnenen Resultaten u¨berein.
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Folgerungen aus dem Maximumprinzip
Nun werden Konsequenzen aus den Eigenschaften gezogen, die aus dem Max-
imumprinzip gewonnen wurden. Im Wesentlichen wird gezeigt, daß optimale
Lo¨sungen stu¨ckweise aus Geradenstu¨cken, Kreisbo¨gen und Spiralenstu¨cken beste-
hen, lediglich ein Fall (mit (D) bezeichnet) kann nicht vollsta¨ndig beschrieben
werden. Doch wie viele Umschaltungen no¨tig sind, kann hier nicht gesagt wer-
den. Allerdings wird vermutet, daß der Fall (D) gar nicht optimal sein kann und
ho¨chstens zwei Umschaltungen ausreichen, da dadurch bereits Fla¨chen (poten-
tiell Randfla¨chen der Erreichbarkeitsmenge) im R3 beschrieben werden ko¨nnen.
Um diese Vermutung zu bekra¨ftigen, werden die Fa¨lle untersucht, daß a priori
die Steuerungen u2 bzw. u1 nicht einwirken. Man gewinnt hier weitere Struk-
tureinsichten. Fu¨r u2 = 0 fa¨llt der Fall (D) komplett weg und fu¨r u1 = 0 kann
er fu¨r kleine La¨ngen L nicht auftreten. Hier werden auch weitere Umschaltungen
ausgeschlossen und die Erreichbarkeitsmengen unter Annahme obiger Vermutung
skizziert.
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