This study aims to address the issues of controlling angle of attack, sideslip angle, and airspeed of a flight in vectorial form. A novel vector-control structure is developed to transform the attitude and speed control problem into a space-vector tracking problem. Firstly, we establish the flight dynamics with vectorial descriptions, i.e. velocity and angular-velocity vectors in a body-fixed frame. Then multivariable flight controller is proposed based on adaptive dynamic surface control. The theoretical analysis ensures that the states of the system can be enforced to reach a small neighborhood of the desired manifold. Finally, the results of the numerical simulation illustrate the effectiveness and superiority of the combined vector-control scheme.
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I. INTRODUCTION
Many interesting and challenging problems exist with respect to the control of modern aircraft. These include but are not limited to the cross-coupling of dynamics [1] , non-minimum phase behavior [2] , constraints on the control inputs as a result of position and rate limits [3] , and high nonlinearity and uncertainty [4] in flight equations. Moreover, the performance of a flight control system is expected to be very high, and the demands for flight safety have dictated the development of robust control designs [5] . Traditionally, flight control systems were developed based on the ''small perturbation theory''. This theory follows the assumption that flight dynamics are time-invariant and linear around the operating points where the longitudinal dynamics are independent with the lateral ones. Then the equations of motion can be decoupled and addressed separately with linear control methods such as PID control [6] and linear quadratic control [7] , [8] . However, the performance of flight control systems deteriorates due to the un-modeled terms of the non-linearities intrinsic in flight dynamics, and the cross-coupling between the longitudinal and lateral motion, which become crucial under an ultra condition, such as a large angle of attack (AOA) or speedy rolling [9] .
To overcome the disadvantages of the linear methods, nonlinear control laws have been developed rapidly in the past decades. The feedback linearization is one of the most widely used amongst these methods [10] , [11] . However, the primary drawback of these methods is that all nonlinearities of a control system must be known for feedback linearization to be performed [12] . However, effective and robust nonlinear control methods which do not require all nonlinearities to be accurate, have been used in flight control. Sliding mode control [13] - [15] , disturbance observer-enhanced control [16] , [17] , model predictive control [18] , adaptive backstepping [12] , and dynamic surface control [19] are some of the nonlinearities considered.
The design of controls of flights have achieved various degrees of success; however, there are several challenges that are yet to be investigated or deserve further investigation, and these include:
1) Cross-coupling that is inherent in flight dynamics. In previous studies [12] - [14] , [16] - [20] , the models used for designing flight control were decoupled into scalar form, i.e. state equations with AOA, sideslip angle, roll rate, pitch rate, and yaw rate, respectively, and multiple single-channel controllers were designed. During the decoupling process, some of the coupling components terms are calculated/estimated first and then compensated for, and the other coupling terms may be disregarded due to their negligible influence. However, this is a conservative manner because the coupling terms may include the control input. 2) Design of control laws that ensure the stability of whole control system. In some studies [21] , [22] , the design of the control systems are on the basis of the assumption with ''timescale separation'', wherein the slow attitude dynamics are separated from the fast angular-rate dynamics. The outer and inner controllers are corresponding to the slow and fast subsystems, respectively. And they can be designed individually to simply the complexity of the control system. However, the inherent weakness of this framework is that the overall system's stability can not be achieved theoretically.
3) Uncertainties regarding various disturbances, includ-
ing external disturbances, un-modeled dynamics, and parameter uncertainties. It is of importance for balancing the robustness and control performance of an aircraft control system during the design process. The robustness and control performance of a control system have an inverse relationship, i.e. a more robust controller means a higher ability of the certainties regarding attenuation, however, the robustness is obtained at the price of sacrificing the nominal control performance in some degree.
Motivated by the aforementioned challenges and considering that the focus is to achieve disturbance estimation through a multivariable adaptive dynamic surface control approach for flight control systems within multivariable design, this study aims to make the contributions as summarized below: 1) This work models the flight dynamics which are described through a body-fixed frame in vectorial form, and both matched and unmatched disturbances have been considered. Then the attitude control of an aircraft, along with the total velocity, can be converted into a space-vector tracking equation. The triplet airspeed (V T ), AOA (α), and sideslip angle (β) are controlled simultaneously in vectorial manner. This also allows for cross-term to be actively and correctly dealt with.
A key aspect of this study is the active use of cross-coupling in terms of flight dynamics instead of passive suppression and compensation.
2) The control-oriented model can be transformed into a lower-triangular form. Then the Lyapunov-based backstepping approach [23] , [24] is a commonly used method without a timescale-separation assumption. However, the backstepping controller suffers from the problem of ''explosion of complexity'' arising from the repeated differentiations of the virtual controls. The dynamics surface control [25] - [28] is an effective way to avoid such a problem. In this study, an adaptive dynamic surface controller is developed without the upper bound information of the uncertainty. Unlike similar works [29] - [31] , the developed controller not only avoids solving complex matrix equations and treating inverse matrixes, but also fully realizes vector-coupled control. In addition, the stability of the closed-loop system can be ensured theoretically. 3) This study develops a vector-control structure directly based on the vector-coupled dynamics to provide new idea and means for aircraft control. And this study deals with the cross-coupling by vector operations, including inner product algorithm and cross multiply algorithm, which takes the interaction between the state variables automatically and directly into account. The control structure we have developed is concise and aesthetically appealing in comparison to traditional control structures which used a decoupled collection of single variables. Each term in the controller is meaningful, and this feature is significant that the control parameters can be adjusted in each term directively.
The rest of this study is organized as follows. The control-oriented model of the flight dynamics is established in a vectorial manner in Section II. The multivariable adaptive dynamic surface controller is proposed based on vectorial scheme in Section III. The performance of the developed control algorithm is illustrated through simulations in Section IV and a conclusion is drawn in Section V.
II. MODELLING
To describe the flight motion in this study, three coordinates are necessary to be defined as follows:
1) Body-fixed Frame: b , the reference frame with the origin at the gravity center and the axes pointing forward, over the right wing, and down (relative to the pilot). 2) Inertial Frame: i , the reference frame with a specific ground origin and the axes pointing the North, East and down to the Earth center. 3) Wind Frame: w , the reference frame with the origin at the gravity center and the x-axis pointing to the velocity direction of the flight. The orientation of this frame relative to the body-fixed frame is determined by AOA (α) and sideslip angle (β). The lift, drag, and side forces are defined naturally in this reference frame. The three frames are depicted in Figure 1 . The controlled aircraft is assumed as a rigid body with mass m and the motion in a body-fixed coordinate system with the origin at the center of mass, which can be described as:
where V is the velocity vector and W is the angular velocity vector, V = V (cos α cos β sin β sin α cos β) T = V V 0 , V = V is the amplitude of the vector velocity V , V 0 = (cos α cos β sin β sin α cos β) T is the unit velocity vector, α and β represent the angel of attack (AOA) and sideslip angle, respectively.
where G, R, and T represent the gravity vector, the aerodynamics-force vector, and the thrust vector, respectively. They can be calculated through
where C D , C Y and C L are the dimensionless coefficients, and R 1 (α, β) ∈ SO (3) maps the body-fixed frame coordinates b to the wind frame w which is given by:
and rotation matrix R 2 (ϕ, ψ, γ ) ∈ SO (3) maps the body-fixed frame b to inertial frame i :
where s x and c y stand for the sin (x) and cos (y) functions with their corresponding arguments, respectively. The Euler angles ϕ, ψ, and γ stand for pitch angle, yaw angle, and roll angle, respectively. They can be obtained through
where t z stands for the tan (z) function. Moveover, the moment equation in the body-fixed coordinates can be described as
where M = m x m y m z T represents the control torque vector, W = p q r T is the angular-velocity vector in the body-fixed coordinates, J is the inertia moment, M d represents the disturbance-torque vector. Combining Eq. (1) and Eq. (8) and considering the uncertainties we can obtain
where F a = 1 m (G C R), the lumped uncertainties, D 1 and D 2 , represent the discrepancies between the actual plant and its mathematical model used for the design of controllers. These discrepancies arise from unknown external disturbances, plant parameters, and un-modeled dynamics.
III. MULTIVARIABLE ADAPTIVE DYNAMIC SURFACE CONTROLLER
In this section, a multivariable adaptive dynamic surface controller is proposed on the control-oriented model [Eq. (9)] to make the velocity vector V track the desired vector of V d . The control objective is first established and then the controller is derived to achieve the goal. Figure 2 depicts schematic illustration of the control structure.
A. CONTROL OBJECTIVE
The control objective of this study is to establish a multivariable control scheme which makes the flight control system have the following properties. 1) The attitude commands, α d , β d , and the airspeed command of V d are tracked simultaneously by the system's output vector V , because these commands can be transformed into a vectorial command
2) The performance of the nominal closed-loop control system is recovered as if the lumped disturbances, D 1 and D 2 , have been known exactly.
3) The stability of the overall system can be guaranteed through a theoretical perspective.
B. CONTROL LAW DESIGN
For the sake of convenience to deduce the control algorithm, an angular-acceleration vector is introduced as follows.
and u T is seen as the control input of the system. Then the dynamics can be rewritten by
Remark 1: The devices onboard to control a flight include the deflections of the aerodynamic control surfaces δ and the engine thrust T . The vector δ = δ a δ e δ r T contains the positions of the ailerons, elevator, and rudder, respectively. Furthermore, the engine thrust produces an acceleration of the flight along with the x-axis. In this paper, for the convenience of developing the vectorial controller, the control-oriental model is established and the control inputs in this study are the angular-acceleration vector u T = J −1 (M − W × (JW )) and the engine thrust term u V , which is assumed to be along with the velocity direction. In the angular-acceleration term, the controlled angular acceleration M = q p S bC l cC M bC n T is obtained by the deflections of the aerodynamic control surfaces, where q p = 0.5ρV T 2 is the dynamic pressure, ρ is the air density, V T is the velocity, S is the wing surface area, b and c are the wingspan and the mean aerodynamic chord, respectively. Remark 2: The lumped disturbances D 1 and D 2 in Eq. (11) arise from the external disturbances and un-modeled dynamics. However, they are not only depend on time, but also depend on the states of the flight. Taking into account that the flight conditions and the states may not change rapidly [4] , [14] , [32] - [34] , we propose the above assumption for the controller design in this study.
Theorem 1: Consider the control-oriented model of Eq. (11), the multivariable adaptive dynamic surface controller, Eq. (12), Eq. (13), and Eq. (14), can make the velocity tracking error of Eq. (15) be semi-globally uniformly ultimately bounded.
where 
λ ij > 0, (i = 1, 2; j = 1, 2)
Proof: Theorem 1 can be proved by the following two steps.
Step 1. Firstly, the angular velocity W together with u V are viewed as control input variables.
Define the error e 1 as the expected surface and a Lyapunov candidate is selected as: 
The control input u V and the virtual angular velocity control term W d are constructed as
For a vector χ , the relationship below exists
and substituting Eq. (27) into Eq. (26), it yieldṡ
It can be found that under the conditionε 11 > σ 11 and ε 12 > σ 12 , the time derivative of L 1 is negative. However, in practice, we could not obtain the upper bound of the lumped disturbance, then the adaptive term Eq. (18) is developed to compensate the adverse impact of the disturbance.
Defineε ij = σ ij −ε ij , (i = 1, 2; j = 1, 2), thenε ij = −ε ij , (i = 1, 2; j = 1, 2). Another Lyapunov candidate is defined as
Thus the virtual control law Eq. (27) along with the Lyapunov function L 1ε guarantee the convergence of V to the desired V d .
Step 2. Secondly, the angular acceleration u T is seen as control input to maintain the angular-velocity vector W tracking with the desired virtual angular-velocity vector W d .
Define the vector e 2 which represents the tracking error of the angular velocity
then the dynamics can be rewritten aṡ
The derivative of e 2 with time iṡ
It is necessary to compute the differentiation of the virtual control W d , which may result in a complex control algorithm and ''explosion of complexity''. In this study, by introducing a vectorial filter, the differentiation of the virtual control is avoided.
Let W d pass through a first-order low-pass filter with time constant τ , we then obtain W c :
Define the boundary layer error vector of the filter as
The derivative of ξ with time iṡ
Introduce a Lyapunov candidate as
From Eq. (13), we assume that the upper bound ofẆ d exists, which satisfies the inequality Ẇ d ≤ wd , where wd is a positive unknown constant, and theṅ
Moreover, according to Eq. (37) and Eq. (38), we assume that the time derivative of the boundary layer errorξ is bounded by ξ ≤ Dξ , where Dξ is a positive unknown constant.
The control algorithm is proposed by
From above, a Lyapunov candidate is selected by:
Then the time derivative of [Eq. (41)] iṡ
We use the cross-product relationship
Then we can obtaiṅ
If the design parameters are selected as
Solving the differential equation of [Eq. (45)], we can obtain
We can conclude that L is bounded by η
Then it can be deduced that e 1 , e 2 ,ε ij , andξ are all semi-globally uniformly ultimately bounded.
In fact,
and
We can obtain
From inequalities Eqs. (49)-(52), it can be concluded that the respective tracking errors of airspeed (V T ), AOA (α), and sideslip angle (β) can converge to arbitrary small domains of the origin. In addition, the designed controller can guarantee that the vectorial tracking error converges to the origin practically. Then the proof of Theorem 1 is completed.
Remark 3: Note that the proposed adaptive terms, Eq. (18) and Eq. (19) , include switching terms e 1 e 1 and e 2 e 2 , respectively. In a practical situation, the inevitable noises, disturbances, and uncertainties may aggravate the chattering caused by the switching function which has a bad influence on the flight control system. To alleviate the chattering phenomenon, an effective way is to adopt the boundary-layer technique by replacing the switching term with a saturation function sat ρ (e i ), depicted by sat ρ (e i ) = e i e i , e i > ρ
where i = 1, 2, and ρ is a small positive constant and helps construct a boundary layer e i ≤ ρ where an acceptably close approximation to ideal surface e i = 0 takes place. Remark 4: The adaptive terms are proposed to estimate the unknown upper bounds of the uncertainties. Theoretically, the adaptive gain will stop growing when the tracking error is exactly zero. However, in practice, this condition can not be fulfilled due to measurement errors and noises. Then the adaptive law may lead to keep increasing of the adaptation parameters. To solve this problem, the adaptive gains are modified by exploiting the dead-zone technique.
It is provided that when the states are inside the boundary layer, no adaptation of the switching gains takes place. If the dynamic motion degrade so that the states evolve outside the boundary, i.e. e i > ρ, then the gainsε ij increase in magnitude to force the states back into the boundary layer around the expected manifold.
Generally speaking, the chattering phenomenon can be effectively reduced and the performance of the adaptive term can be enhanced for a larger value of ρ. However, the tracking accuracy may be weakened in some degree. In summary, the designer has the tradeoff between the tracking accuracy and the control performance when adjusting the parameter of ρ.
Remark 5: Flight control law interpretation: the different terms in the control algorithm, Eq. (12), Eq. (13), and Eq. (14), can be interpreted as follows.
From the interpretation of Eqs. (58)-(60), the combined control scheme we have developed has a symmetry structure, which is concise and aesthetically appealing in comparison to traditional control structures that used a decoupled collection of single variables. Moreover, each term is meaningful, and this feature is significant that the control parameters can be adjusted in each term directively.
IV. SIMULATIONS
The effectiveness and robustness of the proposed combined multivariable adaptive dynamic surface controller is verified by using the ADMIRE aircraft model [35] . To illustrate the effectiveness and superiority of the proposed vectorial controller, two cases are selected. The sampling step is 0.001 s, and the simulation results are shown in Figures 3-8 . To avoid the abrupt control input change, the command passes through the filter with desired flying qualities:
where w n = 3rad/s, and ξ n = 1. Case 1. To illustrate the effectiveness and robustness of the proposed controller, the commands are given as follows The mass of the aircraft is perturbed by 30% of its nominal value. The uncertainties corresponding to the roll, pitch, and yaw moments of inertia matrix diag J x , J y , J z are 30% of the nominal values. The maximal 20% mismatch exists in the dimensionless coefficients C D , C Y , C L , C l , C M , and C n , The simulation results in Case 1 are shown from Figure 3 to Figure 6 . It can be seen from Figure 3 that when 0 < t ≤ 10s, only the angle of attack (AOA) is controlled and at the time 10 < t ≤ 20s, the total velocity V T , AOA (α), and the sideslip angle (β) are all controlled simultaneously. The controlled variables can converge to a small neighborhood around the given values within 4s in the presence of uncertainties. The tracking errors of total velocity, AOA, and sideslip angle are 7.5 × 10 −4 m/s, 6.4 × 10 −5 deg, and 4.6 × 10 −6 deg, respectively. Based on Figure 4 , the estimated values of the parameters (ε ij , i = 1, 2; j = 1, 2) hold at constant values to counteract model uncertainties, which illustrates successful adaptation of the control parameters. Figure 5 and Figure 6 illustrate how the control variables fluctuates in the simulation process, including the force control u V , the virtual control of angular velocity W d , torque vector u T and deflection vector δ (Canard wings δ c , Right elevon δ re , Left elevon δ le , and Rudder δ r ). The control variables can actuate promptly in response to model uncertainties and external disturbances. The actuators are appropriately managed to maintain high tracking performance. The simulation results in Case 1 show that the triplet states can be controlled separately and simultaneously in the form of vectors, which illustrate the effectiveness and robustness of the developed controller.
Case 2. To testify the superiority of the proposed vector-coupled multivariable adaptive dynamic surface controller (VCADSC), our previous work, a nonhomogeneous nonlinear disturbance observer-based dynamic surface controller (NNDODSC) presented in [19] is also compared to simulate under the same conditions. The NNDODSC is proposed based on the traditional flight control model which were described as univariate form, i.e. state equations with AOA, sideslip angle, roll angle, roll rate, pitch rate, and yaw rate, respectively, and multiple scalar equations were considered and designed using a novel nonhomogeneous nonlinear disturbance observer and dynamic surface control theory. In this simulation case, the commands are given as α ref
The contrastive simulation results in Case 2 are shown in Figures 7-8 .
As shown in Figure 7 , the AOA and sideslip angle stably follow their respective reference commands, and better tracking performance is achieved with faster convergent rate by using the proposed VCADSC scheme than the traditional decoupled method of the NNDODSC. Moreover, the control inputs of the two control algorithms are shown in Figure 8 . And we can detect from Figure 7 and Figure 8 , though the control surface deflections under the decoupled controller are larger than those of the proposed vector-coupled controller when t ∈ [0, 4s], the tracking performance of the decoupled controller is worse and the settling time is longer. Larger control deflections are required for NNDODSC than VCADSC, especially in the initial stage, which illustrates that the proposed combined vector controller, which deals with the inherent cross-coupling in the flight dynamics, can improve the efficiency of the control inputs.
Remark 6:
To testify the superiority of the proposed vector-coupled multivariable adaptive dynamic surface controller, we have spent time and effort on regulating the parameters for the decoupled controller by trial and error to make the performance of the closed-loop system as good as possible under the simulation scenario, and make sure the control surface deflections of the two simulations are nearly the same. Then it can be guaranteed that the comparison between the two controllers is fair.
Based on the above simulation results with analysis, we can conclude that the proposed vectorial controller is effective and robust, the triplet airspeed (V T ), AOA (α), and sideslip angle (β) can converge to small regions around the desired commands, and the design objective is achieved: a high control precision can be obtained even in the case of model uncertainties and external disturbances. This also validates the theoretical analysis results.
V. CONCLUSION
We developed a novel vector-control scheme for multivariable flight control, based on adaptive dynamic surface control and Lyapunov stability theory. Our key findings and the main contributions of our investigation are summarized as follows:
1) The developed control scheme allows for the conversion of attitude and airspeed control of an aircraft into a space-vector tracking problem. The results showed that the triplet airspeed (V T ), AOA (α), and sideslip angle (β) could be controlled separately and simultaneously in the form of vectors. A key feature of this study is the active use of cross-coupling in the flight dynamics instead of passive suppression and compensation. 2) Use of the Lyapunov stability theory has enabled the development of a flight control system that is semi-globally uniformly ultimately bounded. Simulation results were comparable to the theoretical results, and it is indicated that the controller we have developed is effective. 3) The developed control scheme was concise and aesthetically more appealing in comparison to traditional control structures that used decoupled collections of single variables. Each term of the combined control schemes is meaningful. This feature is significant that the control parameters can be adjusted in each term directively. Our future work will concentrate on adaptive integrated guidance and control design under the proposed vectorial scheme considering control input saturation.
