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We consider a model of a particle trapped in a harmonic optical trap but with the addition of a
non-conservative radiation induced force. This model is known to correctly describe experimentally
observed trapped particle statistics for a wide range of physical parameters such as temperature and
pressure. We theoretically analyse the effect of non-conservative force on the underlying steady state
distribution as well as the power spectrum for the particle position. We compute perturbatively
the probability distribution of the resulting non-equilibrium steady states for all dynamical regimes,
underdamped through to overdamped and give expressions for the associated currents in phase
space (position and velocity). We also give the spectral density of the trapped particle’s position in
all dynamical regimes and for any value of the non-conservative force. Signatures of the presence
non-conservative forces are shown to be particularly strong for in the underdamped regime at low
frequencies.
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2I. INTRODUCTION
The seminal work of Ashkin in the 1970s instigated the development of optical traps [1]. Optical traps or tweezers
are an invaluable tool for studying statistical mechanics, both in an out of equilibrium, at the level of single particles.
Moving the center of the optical trap allows one to measure very small forces in a wide range of systems, including
colloids [2], biological systems (for instance viruses, proteins and biopolymers) [3], as well as dielectric and metallic
nano-particles [4]. The same kind of perturbation can be used to analyze non-equilibrium processes, for instance
optical tweezers have been used to demonstrate various non-equilibrium fluctuation theorems [5]. However in such
studies the optical trap does not simply furnish a simple potential, optical scattering forces actually generate a non-
conservative component to the overall force exerted by the trap. Because of the presence of these scattering forces,
even static optical traps represent non-equilibrium systems as the particles trapped within them are driven by the
non-conservative forces and thus are not described by a Gibbs-Boltzmann probability distribution. For instance,
it has been demonstrated [6–9] both theoretically and experimentally that scattering forces induce non-equilibrium
currents, so called Brownian vortices, for trapped overdamped Brownian particles. At atmospheric pressures and
near room temperatures, the underlying dynamics of a trapped particle can be taken to be overdamped Brownian.
However optical traps operated at low pressure can probe dynamics where inertial effects become important and
cross over to the underdamped regime. Clearly the current state of the art of the theory has to be modified to take
into account the effects of inertia and this is the goal of this paper. Using the model of a Gaussian optical trap in
the presence of a simplified non-conservative force we examine the impact of inertial effects across the whole regime
between overdamped and underdamped Brownian motion.
First a general theory for the probability distribution of the perturbed steady state due to a small non-conservative
force is developed for general damped Brownian dynamics. The modification of the steady state probability distri-
bution function for the full phase space in the optical model of [9] is found and the resulting marginal probability
distributions for the particle position and velocity is computed. We demonstrate that the Brownian vortices found
in the current of the particle position persists and remains geometrically the same as that found in [9]. However the
amplitude of the vortices depends on the damping parameters, we will show that this damping parameter can be
tuned in order to optimize the non-equilibrium current. In addition, we show that there is a non-equilibrium current
in the space of velocities, the vortex here turns out to be remarkably similar to the vortex in position space.
For the optical trap model of [9] we also compute the spectral density of the particle position for general damping.
Our result recovers the computation of [10] for overdamped Brownian motion and generalizes it to all damping regimes.
Here we see that the non-conservative force generates very strong changes in the spectral density at low frequencies
and that the amplitude of the low frequency spectral density can be tuned by varying the friction coefficient γ and
that there is a critical value of γ where it is minimized. Finally, we also derive a function correlation which is a signal
of the breaking of time reversal symmetry due to the non-conservative optical scattering force.
Some of the results derived in this paper are used in a accompanying letter, where the role of inertia in the presence
of non-conservative forces is demonstrated in the experimental context [11]. In this paper we concentrate on the
presence of a nonconservative force in addition to a purely harmonic trap. This simplified model allows the derivation
of a large number of analytical results. However, to fully explain the results of [11], where small anharmonicities can
give rise to large effects in the underdamped regime due to near resonance phenomena, quartic terms in the potential
must be considered to fully reproduce the experimental results. However the results derived here can be adapted to
the experimental context by using effective harmonic parameters describing the nonlinear system [12]. This therefore
yields an analytic theory sufficient to completely describe the experiments and fully non-linear numerical simulations
[11].
II. MODELING PARTICLES IN OPTICAL TRAPS
A. Langevin Dynamics
In this section we first discuss the underlying Langevin dynamics used to model the trapped particle. We then
discuss the underlying model for trapping, aimed at experts in non-equilibrium statistical mechanics who are perhaps
not familiar with the physics of optical trapping.
In this paper we will consider the dynamics of Brownian particles in an optical trap. If x(t) denotes the particle
position, the underlying Langevin equation is
m
d2
dt2
x(t) = −γ d
dt
x(t) + F(x) +
√
2Tγξ(t), (1)
3where m is the particle mass, γ the friction coefficient and F(x) is a time independent force generated by the optical
trap. The noise term is assumed to have Gaussian white noise correlations in time, this noise has zero mean and
correlation function
〈ξi(t)ξj(t′)〉 = δijδ(t− t′), (2)
in the amplitude term T is the temperature measured in units where kB = 1. When the trap is applied in a gas phase
the friction coefficient can be significantly modified and one can go from the underdamped to overdamped regimes
with the same experimental set up if one can control the pressure in the trapping cell.
A semi-phenomenological relationship the friction coefficient in air as a function of the pressure is given by [13, 14]
γ = 6piηatmRp
0.619
0.619 +Kn
(1 + cK) (3)
where in the first, Stokes drag-like, term Rp is the radius of the particle and ηatm the viscosity coefficient of air
at atmospheric pressure. In addition, Kn is the Knudsen number, accounting from the deviation from continuum
behavior, Kn = λmfp/Rp where λmfp is the mean free path of air molecules and is given by λmfp = (68nm)Patm/P ,
where P is the applied pressure in the trap and Patm is the atmospheric pressure. Finally cK = (0.31Kn)/(0.785 +
1.152Kn+Kn2). We thus see that the value of the friction coefficient can be tuned by modifying the pressure of the
trap.
B. Model of the optical trap
In the experiment described in the accompanying paper [11], the wave length of the laser is λ = 1064nm, while the
radius of the trapped (fused silica) particle is Rp = 68nm. As Rp  λ, we are in the Rayleigh regime, where the
particle can be treated as a point dipole.
Here for completeness we review the model of the optical trap used in [15] as well as reviewing the underlying
physics giving rise to both conservative and non-conservative forces in the dipole approximation [16]. The Lorentz
force acting on an electric dipole p is given by
F = (p · ∇)E+ dp
dt
×B. (4)
The response of the dipole to the applied electric field is taken to be linear
p(t) =
∫ ∞
−∞
dt′ α(t− t′)E(r, t). (5)
For a mono-chromatic electromagnetic field of angular frequency ω polarized in the x direction we can write
E(r, t) = E0(r) cos(φ(r)− ωt)ex, (6)
where ex denotes the unit vector in the direction x and φ(r) is the phase. Using the Maxwell equation ∂B/∂t = −∇×E
we can write
B =
1
ω
∇× [E0(r) sin(φ(r)− ωt)ex] (7)
Using linear response we can write
p(t) = Re exp(−iωt)
∫ ∞
−∞
dt′ α(t− t′)E0(r) exp(iφ(r)− iω(t′ − t)) =
Re E(r, t)α(ω) = [α′(ω) cos(φ(r)− ωt)− α′′(ω) sin(φ(r)− ωt)]ex, (8)
so α(ω) is the polarizability at frequency ω and α′ and α′′ denote the real (dispersive) and imaginary (dissipative)
parts respectively. Now evaluating the force and replacing the terms cos2(φ(r) − ωt) and sin2(φ(r) − ωt) by their
temporal average 1/2 and cross terms cos(φ(r)− ωt) and sin(φ(r)− ωt) by their temporal average 0 we obtain
F =
1
4
α′∇I(r) + 1
2
α′′I(r)∇φ(r), (9)
4where I(r) = |E(r)|2 is the field intensity. The first term above is clearly a conservative force generated by the
potential
V (r) =
α′
4
I(r). (10)
The second term contains in general a non-conservative component. Its underlying origin comes from the interaction
of the magnetic field with the rate of change of the dipole moment.
The electric field produced by the laser is approximated by the Gaussian form
E(r) = E0
[
1 +
z2
z20
]− 12
exp
[
− x
2
w2x(z)
− y
2
w2y(z)
+ iφ(r)
]
ex, (11)
where the field is polarized in the direction ex and for α = x, y we have
wα(z) = wα
[
1 +
z2
z20
] 1
2
, (12)
is the z dependent beam radius. The phase is given by
φ(r) = kz − arctan
(
z
z0
)
+
k(x2 + y2)
2z(1 +
z20
z2 )
, (13)
where k = 2pi/λ is the wave vector. The parameter z0 is the Rayleigh range and is normally used as a fitting
parameter, however it is predicted to be given by z0 ∼ piw2α/λ. Finally, the particle is assumed to be spherical and
the polarizability α is taken to be [16]
α =
α0
1− ik3α06piε0
, (14)
where α0 is the zero-frequency polarizability given by
α0 = 4pi0R
3
p
− 1
+ 2
, (15)
and 0 is the dielectric constant of the vaccum while  is the relative dielectric constant of the particle. The form of
the electric field given by Eq. (11) arises from the paraxial approximation to Maxwell’s equation for the electric field
in the vacuum, and in this case the corresponding Helmholtz equation. The paraxial approximation assumes that
for the whole electric field function denoted by E (polarized in the direction x) one has that |∂2E/∂z2|  |k∂E/∂z|.
Inspection of Eqs. (11) and (13) show that the paraxial approximation is valid when z/z20  k, and one can expand
the force perturbatively for small z when z/z0  1. The first inequality implies that we must have z  2pi3ω4α/λ3.
In the accompanying letter [11] the laser waist parameters are estimated in the high pressure regime where both
the effects of trap nonlinearities and the scattering forces are weak. It is found that wx = 0.915µm, wy = 1.034µm
and z0 = wz = 2.966µm (in the notation of [11]) and so we must have z  0.29 µm. In addition, one may also Taylor
expand the forces when x/wx and y/wz are small, experimental results show that these two values are both of the
order of 0.1, so while non-linear effects are weak they are not completely negligible.
Under the above assumptions, to lowest order, the potential part of the force is generated by a quadratic potential
V (r) = κx
x2
2
+ κy
y2
2
+ κz
z2
2
(16)
with spring constants given by κx = E
2
0α
′/w2x, κy = E
2
0α
′/w2y and κz = E
2
0α
′/2z20 .
The phase factor φ is given, expanding to first and next order of the particle displacement, by
φ(r) = z
(
k − 1
z0
)
+
z
z20
[
k
2
(x2 + y2) +
z2
3z0
]
. (17)
As mentioned above, the term z0 is often treated as a fitting parameter as the solution Eq. (11) is an approximate
solution. However an alternative physical approach is to insist that the approximated solution obeys Maxwell’s
5equations exactly near the center of the trap. Expanding the solution for small x, y and z up to cubic order we find
that
Ex(r) ≈ E0
{
1− x
2
w2x
− y
2
w2y
− z
2
2
(
2
z20
+ k2 − 2k
z0
)
+ i
[
z
(
k − 1
z0
)
+
kz(x2 + y2)
2z20
+
z3
3z30
− z
3
6
(
k − 1
z0
)3]}
(18)
Now using the Helmholtz equation ∇2Ex + k2Ex = 0 near the origin we find the O(0) equation, coming from the real
term,
1
z20
− k
z0
+
1
w2x
+
1
w2y
= 0, (19)
giving an exact relation between z0 and the two waists wx and wy in terms of the wave vector k. In the case where
wx = wy = w and when k  1/z0 (so we assume that the paraxial approximation is valid) we obtain the standard
formula z0 = w
2k/2 = piw2/λ. However this formula is only valid if 2pi2w2/λ2  1. Taking the root of Eq. (19)
compatible with the standard formula we find
z0 =
2
k
[
1−
(
1− 4k2w2x −
4
k2w2y
) 1
2
] , (20)
or in terms of the wavelength λ we have
z0 =
λ
pi
[
1−
(
1− λ
2
pi2w2x
− λ
2
pi2w2y
) 1
2
]−1
. (21)
Using this to determine z0, with the values of wx and wy determined above yields z0 = 2.781µm, which is different
from the fully fitted value of z0 by about 6%. This estimate thus provides a useful starting point to determine the
trap parameters in the fitting procedure.
The scattering part of the force is given to leading, quadratic, order by
Fscat =
α′′
2
E20
{
ex
kxz
z20
+ ey
kyz
z20
+ ez
[
(k − 1
z0
)
(
1− 2x
2
w2x
− 2y
2
w2y
− z
2
z20
)
+ k
x2 + y2
2z20
+
z2
z30
]}
, (22)
which can be written in terms of the spring constant κz as
Fscat =
α′′
α′
κz
{
exkxz + eykyz + ez
[
z0(z0k − 1)
(
1− 2x
2
w2x
− 2y
2
w2y
− z
2
z20
)
+ k
x2 + y2
2
+
z2
z0
]}
, (23)
which gives
Fscat =
α′′
α′
κz
{
exkxz + eykyz + ez
[
z0(z0k − 1)− x2
(
2z0(z0k − 1)
w2x
− k
2
)
− y2
(
2z0(z0k − 1)
w2y
− k
2
)
− z2
(
k − 2
z0
)]}
.
(24)
The lowest order approximation that takes into account both conservative/potential and scattering forces is thus the
expressions for Fp = −∇V (O(1)) and Fscat (O(0) +O(2)). The next order corrections are O(3) terms to Fp coming
from anharmonic contributions.
Using the form Eq. (11) in the Helmholtz equation without making any approximations yields
∇2Ex − [∇φ]2Ex + k2Ex + i
(
2∇Ex · ∇φ+ Ex∇2φ
)
= 0, (25)
The real and imaginary parts of the above give two equations. The scattering force is given by
Fscat =
α′′
2
I∇φ = α
′′
2
E2x∇φ (26)
and taking the divergence of this yields
∇ · Fscat = α
′′
2
Ex
(
2∇Ex · ∇φ+ E∇2φ
)
= 0, (27)
6from Eq. (25). However the result Eq. (24) gives ∇ · Fscat = 4zα′′κz/α′z0. In the limit z0 →∞, where the paraxial
approximation becomes exact we find that this term is zero, but in general it is not. This actually mean that the very
last term in Eq. (24) should not be there. This can be regarded as being due to an error in the phase term.
Taking this into account we can naturally divide the scattering force into two components
Fscat = Fscat,1 + Fscat,2, (28)
where
Fscat,1 =
α′′
α′
κzz0(z0k − 1)
[
1− 2x
2
w2x
− 2y
2
w2y
]
ez. (29)
and
Fscat,2 =
α′′
α′
kκz
[
exxz + eyyz − ezz2
]
. (30)
For the values of z0 obtained here the dominant scattering force is Fscat,1, however as z scales as z0 when just the
harmonic confinement is taken into account it is not evident that the last term in the direction ez can be neglected.
However we find that numerically this turns out to be the case.
III. PERTURBATIVE CALCULATION OF THE NON-EQUILIBRIUM STEADY STATE
PROBABILITY DENSITY FUNCTION AND CURRENT
In the standard paradigm of statistical physics, Brownian particles are subjected to forces generated by potentials
and this means that the underlying steady state distribution is given by the Gibbs-Boltzmann distribution. The
crucial point here is that the steady state in the presence of a nonconservative force has an associated current. We
note that Brownian particles subject to linear potentials in unbounded systems also have currents, however because
the system is unbounded the probability distribution spreads with time and can be associated with effective transport
coefficients [17]. However in periodic systems the particle position modulo the period of the system does have a
steady state which carries a current, and this system can be analysed for overdamped Brownian particles [18]. In
general very few results exist on the steady states of systems with nonconservative forces or in the presence of driving,
even for trapped mono-particle systems where only one body forces are present. Here we will resort to the use of
perturbation theory, which can be justified when the nonconservative component of the force is weak in comparison
to the conservative component. Indeed, perturbation theory was the approach employed in [9] to analyse a trapped
overdamped Brownian particle.
We will consider systems which are driven by underlying white noise, and thus include both underdamped and
overdamped Brownian motion. The probability distribution of the particle’s position in phase space is thus described
by the Fokker-Planck equation
∂P (y)
∂t
= −HP (31)
where y denote the phase-space coordinates and H is the forward Fokker-Planck operator. Before perturbation by
a non-conservative force we assume that the system obeys detailed balance and has an underlying Gibbs-Boltzmann
distribution denoted by P0, obeying
HP0 = 0. (32)
Now we consider what happens when the system is perturbed by an additional force which is in terms of the
Fokker-Planck operator denoted by the perturbation ∆H. The question we address is what is the new steady state
distribution Ps defined by
[H + ∆H]Ps = 0. (33)
To first order in perturbation theory we write Ps = P0 + ∆P0 where ∆P0 is given by
H∆P0 = −∆HP0. (34)
This now has the formal solution
∆P0(y) = −
∫
dy′H−1(y,y′)[∆HP0](y′). (35)
7Here H−1 is the pseudo-Green’s function for the operator H as the solution ∆HP0 must obey the normalization∫
dy∆P0(y) = 0. (36)
The transition probability P (y|y′; t) can formally be written as
P (y|y′; t) = exp(−tH)(y,y′) (37)
and the pseudo-Green’s function thus as
H−1(y,y′) =
∫ ∞
0
dt[P (y|y′; t)− P0(y)]. (38)
This yields
∆P0(y) = −
∫ ∞
0
dt
∫
dy′[P (y|y′; t)− P0(y)][∆HP0](y′). (39)
Now using the time reversal symmetry of the equilibrium state
P (y|y′; t) = P (y
′∗|y∗; t)P0(y∗)
P0(y′)
, (40)
where ∗ indicates time reversal of the coordinates, this means that coordinates with an odd number of temporal
derivatives change sign. Taking t = 0 we see that time reversal symmetry also implies that P0(y
∗) = P0(y). For
overdamped Brownian particles this has no effect as the position vector obeys X = X∗. However if Y represents the
position and velocity Y = (X,V) we have Y∗ = (X,−V). We thus find
∆P0(y) = −P0(y)
∫ ∞
0
dt
∫
dy′[P (y′∗|y∗; t)− P0(y′)] [∆HP0](y
′)
P0(y′)
. (41)
If the stochastic process represented by the Fokker-Planck equation is denoted by Yt and we use the notation
〈f(Yt)〉y =
∫
dy′P (y′|y; t)f(y′), (42)
i.e. the average value of f(Yt) at time t given that Y0 = y, and
〈f(Yt)〉0 =
∫
dy′P0(y)f(y′), (43)
the equilibrium value of f(Y). We thus change the integration variable to write
∆P0(y) = −P0(y)
∫ ∞
0
dt
∫
dy′[P (y′|y∗; t)− P0(y′)] [∆HP0](y
′∗)
P0(y′∗)
. (44)
where we have used y∗∗ = y. This then yields
∆P0(y) = −P0(y)
∫ ∞
0
dt
[〈
[∆HP0](Y
∗
t )
P0(Y∗t )
〉
y∗
−
〈
[∆HP0](Y
∗)
P0(Y∗)
〉
0
]
. (45)
The change in the equilibrium distribution at the point y in phase space is thus given by a Kubo-type formula [19].
This result is general and applies to any system described by a Fokker-Planck equation.
A. Overdamped Brownian motion
Here we consider a process characterized solely by the position X, that is to say the overdamped regimes. Here we
assume that the unperturbed Fokker Planck operator, defined via its action on a test function f , is given by
Hf = −∇ ·D [∇f + βf∇V ] , (46)
8i.e. it describes a particle with diffusivity D in a potential V at temperature T (where for convenience we use units
where kB = 1, the results for T measured in Kelvin are thus obtained by replacing T by kBT in all the formulas
which follow) and β = 1/T .
Here the steady state is given by the Gibbs-Boltzmann equilibrium distribution
P0(x) =
1
Z
exp (−βV (x)) . (47)
The perturbation of the Fokker-Planck operator due to the presence of an extra force F is given by
∆Hf = ∇ ·DβFf. (48)
From this we find
[∆HP0](x)
P0(x)
= −β2D∇V (x) · F(x) + βD∇ · F. (49)
This now gives
∆P0(x) = P0(x)β
∫ ∞
0
dt [〈βD∇V (Xt) · F(Xt)−D∇ · F(Xt)〉x − 〈βD∇V (X) · F(X) +D∇ · F(X)〉0] . (50)
The case where the force is derived from a potential, F = −∇U , should of course be simple as we know the new
equilibrium measure should be
Ps(x) =
exp (−βV (x)− βU(x))∫
dx exp (−βV (x)− βU(x)) , (51)
and for small U should find
Ps(x) = P0(x) (1− βU(x) + β〈U(X)〉0) . (52)
It is illuminating, as well as a useful check, to obtain this from the general formalism derived previously. To do this,
we use the following result of stochastic calculus [20] for an arbitrary function U :〈
dU(Xt)
dt
〉
= −Dβ∇U(Xt) · ∇V (Xt) +D∇2U(Xt). (53)
Using this and the relation F = −∇U in Eq. (50) now gives
∆P0(x) = P0(y)β
∫ ∞
0
dt
[〈
dU(Xt)
dt
〉
x
−
〈
dU(X)
dt
〉
0
]
. (54)
Clearly we have 〈
dU(X)
dt
〉
0
= 0, (55)
and also we have by definition that
lim
t→∞〈U(Xt)〉x = 〈U(X)〉0. (56)
The time integral in Eq. (54) can now be simply carried out to yield
∆P0(x) = P0(x) [−βU(x) + β〈U(X)〉0] , (57)
in agreement with Eq. (52).
In general the perturbing force can be decomposed into a conservative and nonconservative part via the Helmholtz
decomposition where one writes
F = −∇U +∇×A, (58)
9where U is determined from the equation
∇2U = −∇ · F, (59)
and the remaining term can be similarly evaluated to write
F = −∇U + Fn (60)
where the nonconservative part of the force Fn is given by
Fn = F+∇U, (61)
however, the solution for U must be chosen so that ∇ · Fn = 0. Using this decomposition then yields
∆P0(x) = βP0(x)
[
−U(x) + 〈U(X)〉0 +
∫ ∞
0
dt [〈βD∇V (Xt) · Fn(Xt)〉x − 〈βD∇V (X) · Fn(X)〉0]
]
. (62)
The modification of the steady state probability density function by the non-conservative force is thus seen to be
related to the work done by the non-conservative force in the direction of the original potential V . This formula is
not particularly illuminating from a physical point of view for overdamped Brownian motion, when we study the case
of general damping we will find a much more explicit interpretation.
1. Application to a model for an optical trap
Here we study the model proposed by Grier et al [9], where
V (x) =
κ
2
(x2 + y2 + ηz2), (63)
so this represents an anisotropic harmonic trap unless η = 1. We have seen that the potential part of the scattering
force in Eq. (16) in general also has κx 6= κy as the difference between κx and κy is numerically small we carry out
the analysis for this case to simplify the notation and the following analysis. In [9] the nonconservative component of
the force generated by the optical trap is taken to be
F = εκa
(
1− x
2 + y2
a2
)
ez, (64)
a is proportional to the waist wx ≈ wy (we use the same notation as [9] for ease of comparison). The part of the
scattering force used is thus Fscat,1, expressed in Eq. (29) which is that which is numerically the most important.
However the nature of our perturbative computation means that the corrections to ∆P0 from each component of the
non-conservative force is additive, and so we can simply compute the perturbations due to each component and then
sum them. The perturbing parameter ε is dimensionless and we will compute the modified steady state probability
density function to first order in ε.
The decomposition of the perturbation in terms of a conservative and nonconservative contribution now yields the
potential
U(x) = −εκaz (65)
and the nonconservative component of the force
Fn = −εκx
2 + y2
a
ez. (66)
Using this we find
∇V · Fn = −εκ2ηz x
2 + y2
a
. (67)
The evaluations of the expectation values required to compute the renormalization of the steady state probability dis-
tribution can be carried out by explicitly solving the Langevin equation for the unperturbed process, the corresponding
equations are
x˙(t) = −βDκx(t) +
√
2Dξx(t), (68)
y˙(t) = −βDκy(t) +
√
2Dξy(t), (69)
z˙(t) = −βDκηz(t) +
√
2Dξz(t), (70)
10
where ξx(t), ξy(t) and ξz(t) are independent Gaussian white noises. The above equations can be solved in terms of
the particle positions at t = 0, denoted by x, y and z to give
x(t) = exp(−βDκt)x+
√
2D exp(−βDκt)
∫ t
0
ds exp(βDκs)ξx(s), (71)
y(t) = exp(−βDκt)y +
√
2D exp(−βDκt)
∫ t
0
ds exp(βDκs)ξy(s), (72)
z(t) = exp(−βDκηt)z +
√
2D exp(−βDκηt)
∫ t
0
ds exp(βDκηs)ξz(s). (73)
Using these solutions we find
〈∇V · Fn〉x = −εκ2η exp(−βDκηt)z
(x2 + y2) exp(−2βDκt) + 2κβ (1− exp(−2βDκt)
a
. (74)
and we also see that
〈∇V · Fn〉0 = 0. (75)
Putting all this together (and noting that 〈U(X)〉0 = 0) we obtain
∆P0(x)
P0(x)
= −β∆φ = εz
a
[
βκa2 − 2 + η
η + 2
(2− βκ[x2 + y2])
]
, (76)
where ∆φ is interpreted as the renormalization of the trapping potential. This agrees with the result found in [9] for
the same trapping potential and nonconservative perturbation considered here.
2. Alternative formulation for overdamped particles
The probabilistically based solution for the perturbed steady state distribution gives us an interpretation of the
perturbation of the steady state in terms of work done by the perturbing forces. However in the case where the
unperturbed solution is Gaussian we see that the solution is particularly simple, the solution having a polynomial
form for a polynomial perturbing force. Given the structure of the solution found we make the same ansatz as in [9]
∆P0(x) = P0(x)K(x), (77)
this yields
∇2K(x)− β∇V (x) · ∇K(x) = β∇ · F(x)− β2∇V (x) · F(x). (78)
For the case studied above as defined by the potential in Eq. (63) and the force in Eq. (64) we find
∇2K − βκx∂K
∂x
− βκy∂K
∂y
− βκηz ∂K
∂z
= −εβ2κ2aηz
(
1− x
2 + y2
a2
)
. (79)
Inspection of the probabilistic representation of the solution, and from the symmetry of the problem in the (x, y)
plane, now tells us that the solution must have the form
K(x) = z
[
A+B(x2 + y2)
]
, (80)
this yields
4B − 2Bβκ(x2 + y2)− βκη [A+B(x2 + y2)] = −εβ2κ2aη(1− x2 + y2
a2
)
, (81)
and comparing the coefficients of the polynomials now gives
A =
ε
(η + 2)a
[−4 + βκa2(η + 2)] , (82)
B = − εβκη
(η + 2)a
, (83)
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in agreement with the earlier calculation leading to Eq. (76) and thus the result given in [9].
Here we also consider the perturbation to a force of type Fscat,2 derived in Eq. (30) which we write as
F′ = F′n =
ε′κ
a
[
exxz + eyyz − ezz2
]
(84)
as it has no potential part. Here we find
∇2K ′ − βκx∂K
′
∂x
− βκy∂K
′
∂y
− βκηz ∂K
′
∂z
= −ε
′β2κ2
a
z(x2 + y2 − ηz2), (85)
where the ′ on K denotes that it is the form of K for the perturbation F′. Here we see that the solution must be of
the form
K ′(x) = z
[
A′ +B′(x2 + y2) + J ′z2
]
. (86)
This gives
(6J ′ + 4B′)z − 2βκB′zx2 − 2βκB′zy2 − βκηz(A′ + 3J ′z2 +B′x2 +B′y2) = −ε
′β2κ2
a
z(x2 + y2 − ηz2), (87)
and thus
A′ = − 2ε
′
a(2 + η)
(88)
B′ =
ε′βκ
a(2 + η)
(89)
J ′ = −ε
′βκ
3a
. (90)
This therefore gives a contribution to the steady state distribution
∆Ps(x)
P0(x)
=
βκε′z
a
[
1
2 + η
(
x2 + y2 − 2
βκ
)
− 1
3
z2
]
(91)
B. Underdamped Brownian particles
Here the phase space corresponds to Y = (X,V) where X and V denote respectively the particle position and its
velocity. Here the Fokker-Planck operator is given by
Hf(x,v) = −∇v ·
[
Tγ
m2
∇vf + γ
m
vf − 1
m
Ft(x)f
]
+∇x · [vf ] . (92)
where γ is the friction coefficient, m is the particle mass, and Ft is the total force on the particle which is assumed to
depend only on the position x. For the unperturbed system we take Ft(x) = −∇V (x). The equilibrium distribution
is then given by
P0(x,v) =
1
Z
exp
[
−1
2
βmv2 − βV (x)
]
(93)
In the perturbed system we denote the additional force simply by F(x). This yields
∆HP0(x,v)
P0(x,v)
= −βv · F(x), (94)
and thus
∆P0(x,v) = −P0(x,v)β
∫ ∞
0
dt [〈Vt · F(Xt)〉x,−v − 〈V · F(X)〉0] , (95)
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where we have usedV∗ = −V. The result in Eq. (95) immediately gives us a physical interpretation of the modification
of the steady state probability density function. We see that∫ ∞
0
dt [〈Vt · F(Xt)〉x,−v − 〈V · F(X)〉0] = W (x,−v)−W 0, (96)
where W (x,−v) is the total work done, after a very long time t∗, by the non-conservative force on a particle started
at the posiiton x but and with initial velocity −v , whereas W 0 is the total work done by the non-conservative force,
at the same late time t∗, for a particle whose initial velocity and position are taken from the unperturbed equilibrium
probability density function. Both of these total works diverge as t∗ →∞ but their difference is constant. When the
perturbing force is purely conservative, i.e. F = −∇U we immediately obtain, much more transparently that in the
Brownian case,
∆P0(x,v) = P0(x,v)β
∫ ∞
0
dt [〈Vt · ∇U(Xt)〉x,−v − 〈V · ∇U(X)〉0] , (97)
and as V = dX/dt we find, using the same arguments as for the overdamped case
∆P0(x,v) = P0(x,v)β (〈U(X)〉0 − U(x)) , (98)
thus recovering the corresponding modified Gibbs-Boltzmann distribution.
C. Application to under generally damped particles in optical trap model
In principle, for a harmonic trap all the average values in Eq. (95) can be computed. However, as for the overdamped
case, the form of the solution suggests writing
∆P0(x,v) = P0(x,v)K(x,v). (99)
This then yields
Tγ
m2
∇2vK −
γ
m
v · ∇vK − v · ∇xK + 1
m
∇xV (x) · ∇vK = −βF · v. (100)
There is a distinct advantage, at least for complex perturbations by non-conservative forces, of using this algebraic
formulation as opposed to the probabilistic representation. However the probabilistic representation allows one to
predict the polynomial form of K and only the coefficients of this polynomial need be determined after substituting
the correct form of K into Eq. (100). This is because in the expression 〈Vt · F(Xt)〉x,−v we can see explicitly what
terms in the initial position x and velocity v must arise by inspecting the form of F given in Eq. (64).
From the symmetry in the (x, y) plane, the solution of Eq. (100) must have the form
K(x,v) = z[A+B(x2 + y2) +C(xvx + yvy) +D(v
2
x + v
2
y)] + vz[E +F (x
2 + y2) +G(xvx + yvy) +H(v
2
x + v
2
y)]. (101)
After simplification, the coefficients are given by
A = βεκa− 8εγ
2
S
[6γ2 + (8− 5η)κm], (102)
B = −ηβεκ
S
[(η − 4)(η − 2)(κm)2 + 4(2η + 1)γ2κm+ 12γ4], (103)
C =
4ηβεγκm
S
[6γ2 + (η + 2)κm], (104)
D = −2ηβεκm
2
S
[6γ2 + (4− η)κm], (105)
E =
8εγm
S
[6γ2 + (4− η)κm], (106)
F = −4βεγκm
S
[6γ2 + (η + 2)κm] (107)
G = −2βεκm
2
S
[6(η − 2)γ2 + η(η − 4)κm], (108)
H =
8βεγκm3
S
(η − 1), (109)
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where S = a[ηκm + 2γ2][(η − 4)2κm + 6(2 + η)γ2]. Using these expressions we have thus computed the perturbed
probability density function in the full (x,v) phase space. However the final expressions are rather unwieldy, we will
therefore give explicit expressions for the marginal probability density functions of X and then V.
Denoting the marginal steady state probability density function for the position by ∆P0(x) =
∫
dvK(x,v)P0(x,v),
we find from Eq. (93)-(101)
∆P0(x) = P0(x)
εz
a
[
βκa2 − 2 + η (2− βκρ2) (η − 4)(η − 2)(κm)2 + 4(2η + 1)κmγ2 + 12γ4
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2]
]
, (110)
where ρ =
√
x2 + y2. In the underdamped limit γ → 0, we find thus
∆P0(x) = P0(x)
εz
a
[
βκa2 − 2 + η − 2
η − 4(2− βκρ
2)
]
(111)
and in the overdamped limit m→ 0, we recover (for a third time) the result of [9] Eq. (76).
Using the modified probability density function in Eq. (110) can study various moments of the particle position.
The average value of the height of the particle is given by
〈z〉 = εa
η
(
1− 2
βκa2
)
, (112)
while the average velocity in the direction z is given by 〈Vz〉 = 0, after some mathematical cancellations which
appear remarkable from a mathematical point of view but obvious from the simple physical insight that the particle is
trapped! The above result for 〈z〉 is thus independent of the details of the dynamics (it is independent of the damping
parameters). This surprising result is a consequence of the fact that the average velocity is zero (as obviously must be
the case if the particle remains trapped): as the average velocity is zero the mean position along the z axis is given by
a force balance equation where the friction term is zero and, as the average thermal force and acceleration are zero,
the average force balance equation depend only on the external forces acting on the particle and is thus independent
of the damping parameters.
Here we introduce the underlying frequency of the harmonic part of the trap ω20 = κ/m and the damping rate
Γ = γ/m. The quality factor is defined as Q = ω0/Γ =
√
κm/γ2, it quantifies the degree of damping in the system,
large Q corresponding to the underdamped regime and small Q corresponding to the overdamped regime. In terms
of these variables, which are often preferred in experimental studies, we find
∆P0(x) = P0(x)
εz
a
[
βκa2 − 2 + η (2− βκρ2) (η − 4)(η − 2)Q4 + 4(2η + 1)Q2 + 12
[ηQ2 + 2][(η − 4)2Q2 + 6(2 + η)]
]
. (113)
Denoting the marignal steady state probability density function for the velocity by ∆PMB(v) =
∫
dxK(x,v)P0(x,v),
we find from Eq. (93)-(101)
∆PMB(v) = PMB(v)
8βκεvz
a
(
v2ρ −
2
βm
)
γκm3(η − 1)
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2] (114)
where vρ =
√
v2x + v
2
y and
PMB(v) =
(
βm
2pi
) 3
2
exp(−βmv
2
2
), (115)
is the Maxwell-Boltzmann velocity distribution. The marginal probability distributions for vx, vy and vz however do
not change in first order perturbation theory and are thus given by the Maxwell distribution.
In [9] the steady state current was computed for an overdamped Brownian particle. Here we have currents in both
position and velocity spaces. From Eq. (92), we see that currents Jx and Jv can be read off from
∂P (x,v, t)
∂t
= −HP (x,v, t) = −∇x · Jx(x,v, t)−∇v · Jv(x,v, t), (116)
where
Jx(x,v, t) = vP (x,v, t) (117)
Jv(x,v, t) = −Tγ
m2
∇vP (x,v, t)− γ
m
vP (x,v, t) +
1
m
Ft(x)P (x,v, t) (118)
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The effective currents in position space Jx(x) and velocity space Jv(v), can be found by integrating Eq. (116) over
v and x respectively to obtain the Fokker-Plank equation for the marginal probability distribution in position, x and
velocity v respectively. From this, and using the divergence theorem, the associated currents can be read off as
Jx(x, t) =
∫
dv vP (x,v, t) (119)
Jv(v, t) = −
∫
dx
[
Tγ
m2
∇vP (x,v, t) + γ
m
vP (x,v, t)− 1
m
Ft(x)P (x,v, t)
]
. (120)
In the non-equilibrium steady state, we find that the currents are given, to first order in the perturbation by the
nonconservative force as,
Jx(x) =
∫
dv v∆P0(x,v) (121)
Jv(v) = −
∫
dx
[
Tγ
m2
∇v∆P0(x,v) + γ
m
v∆P0(x,v)− 1
m
F(x)P0(x,v) +
1
m
∇V (x)∆P0(x,v)
]
. (122)
These expressions can then be rewritten in terms of the function K(x,v) to give
Jx(x) =
∫
dv vP0(x,v)K(x,v) (123)
Jv(v) = −
∫
dx
[
Tγ
m2
P0(x,v)∇vK(x,v)− 1
m
F(x)P0(x,v) +
1
m
∇V (x)P0(x,v)K(x,v)
]
. (124)
Using the form of K(x,v) derived for the optical trap model we obtain
Jx(x) = P0(x)
4εκγ
a
6γ2 + (η + 2)κm
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2]
[
ηzρeρ +
(
2
βκ
− ρ2
)
ez
]
, (125)
where eρ is the radial unit vector in polar coordinates (recall here ρ =
√
x2 + y2). In the limit m→ 0, we recover the
result of [9] for the overdamped case
Jx(x) = P0(x)
2εβκD
a(2 + η)
[
ηzρeρ +
(
2
βκ
− ρ2
)
ez
]
, (126)
where D is the effective diffusion constant, as defined by the Einstein relation, D = T/γ. In the underdamped limit
γ → 0, we obtain
Jx(x) = P0(x)
4εγ
am
η + 2
η(η − 4)2
[
ηzρeρ +
(
2
βκ
− ρ2
)
ez
]
. (127)
Remarkably the geometry of the current field Jx(x) in space is always the same, the damping parameters only appear
via an overall space independent amplitude term Ax(η,Q) such that
Jx(x) = P0(x)
4εω0
a
Ax(η,Q)
[
ηzρeρ + (ρ
2
c − ρ2)ez
]
, (128)
where ρc =
√
2/βκ and
Ax(η,Q) =
Q[(η + 2)Q2 + 6]
[ηQ2 + 2][(η − 4)2Q2 + 6(2 + η)] . (129)
We see above that when Q→ 0 and Q→∞, Ax → 0 and thus the amplitude of the non-equilibrium current can be
maximized at a given value of Q when all other physical parameters are fixed, as can be clearly seen in Fig. 1a. We
also see that the amplitude increases as η decreases, this is to be expected as the trapping in the z direction becomes
weaker on reducing η.
As pointed out in [9], at the point ρc the direction of the current in the z direction reverses, the value of ρc is the
value where the particles potential energy due to the harmonic trap attains the equilibrium value as predicted by the
equipartition of energy. We also see that the current in the ρ direction is positive for z > 0 and negative for z < 0.
The current in the radial (polar coordinate) direction ρ is in the direction eρ and its sign is proportional to z, thus
the current flows away from the origin in the (x, y) plane when z > 0 and towards the origin when z < 0.
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FIG. 1. (a) Behavior of the spatial current amplitude Ax(η,Q), as given by Eq. (129) for various values of η. This amplitude
has a single maximum for a given value Q, the non-equilibrium spatial current can therefore be maximized by tuning Q (b)
Two dimensional intensity plot of A(η,Q).
The current in velocity space is given by v
Jv(v) = −PMB(v)2εκm
a
η(4− η)κm+ 2(η + 2)γ2
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2]
[
vz(vxex + vyey) +
(
2
βm
− v2ρ
)
ez
]
, (130)
where vρ =
√
v2x + v
2
y. In the overdamped limit, m→ 0, one finds
Jv(v) = −PMB(v) εκm
3aγ2
[
vz(vxex + vyey) +
(
2
βm
− v2ρ
)
ez
]
, (131)
and the limit γ → 0, we find
Jv(v) = −PMB(v) 2ε
a(4− η)
[
vz(vxex + vyey) +
(
2
βm
− v2ρ
)
ez
]
. (132)
Again we see that the geometric structure in phase space is independent of the damping parameters and that the
damping parameters only appear in a velocity independent constant amplitude. Remarkably the geometric structure
is basically identical to that of the position current if we reverse the direction and make the correspondence v ≡ x.
Here the Q-dependent amplitude of the current Av(η,Q) is defined such that
Jv(v) = −PMB(v)2ε
a
Av(η,Q)
[
vz(vxex + vyey) +
(
v2c − v2ρ
)
ez
]
, (133)
where vc =
√
2/βm, and
Av(η,Q) =
Q2[η(4− η)Q2 + 2(η + 2)]
[ηQ2 + 2][(η − 4)2Q2 + 6(2 + η)] . (134)
Here we find that as Q→ 0 Av(η,Q)→ 0, whereas Av(η,Q) = 1/(4− η) as Q→∞. This function is monotonically
increasing with Q, as can be seen in Fig. 2a, it reaches a plateau at large Q. In contrast to the amplitude of the
spatial current Ax(η,Q) we see that the amplitude is largest for large values of η, i.e. for strong trapping in the z
direction.
Note that the apparent divergence for η = 4 is removed due to the presence of terms of next order in γ, however
the point η = 4 should present some form of resonance in the current. The value η = 4 is however far from its typical
experimental value which is around 0.3 [11].
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FIG. 2. (a) Behavior of Av(η,Q), the amplitude of the current in velocity space, for several values of η. (b) Intensity plot of
Av(η,Q).
D. Application to general particles in optical trap model with the Fscat,2 force
We want to find ∆Ps(x,v) = P0(x,v)K
′(x,v) satisfying the equation (100) with F′ defined in Eq. (84) instead of
F. The solution of this equation must have the form
K ′(x,v) = z[A′ +B′(x2 + y2) + C ′(xvx + yvy) +D′(v2x + v
2
y)]
+ vz[E
′ + F ′(x2 + y2) +G′(xvx + yvy) +H ′(v2x + v
2
y)]
+ J ′z3 +K ′z2vz + L′zv2z +M
′v3z . (135)
After simplification, the coefficients are given by
A′ = −4ε
′γ2
S
[6γ2 + (8− 5η)κm], (136)
B′ =
βε′κ
S
[η(4− η)(κm)2 + 4(4− η)γ2κm+ 12γ4], (137)
C ′ =
2ηβε′γκm
S
[6γ2 + (η + 2)κm], (138)
D′ = −ηβε
′κm2
S
[6γ2 + (4− η)κm], (139)
E′ =
4ε′γm
S
[6γ2 + (4− η)κm], (140)
F ′ = −2βε
′γκm
S
[6γ2 + (η + 2)κm] (141)
G′ = −βε
′κm2
S
[6(η − 2)γ2 + η(η − 4)κm], (142)
H ′ =
4βεγκm3
S
(η − 1), (143)
J ′ = −β
′κ
3a
, (144)
K ′ = L′ = M ′ = 0 (145)
where S = a[ηκm + 2γ2][(η − 4)2κm + 6(2 + η)γ2]. Denoting the marginal steady state probability density function
for the position by ∆Ps(x) =
∫
dvK ′(x,v)P0(x,v), we find from Eq. (93) and (135)
∆Ps(x) = P0(x)
βκε′z
a
[(
x2 + y2 − 2
βκ
)
η(4− η)(κm)2 + 4(4− η)κmγ2 + 12γ4
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2] −
z2
3
]
. (146)
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We recover the Eq. (91) taking the limit m→ 0. Denoting the marginal steady state probability density function for
the velocity by ∆P ′MB(v) =
∫
dxK ′(x,v)P0(x,v), we find from Eq. (93) and (135)
∆P ′MB(v) = PMB(v)
4βκε′vz
a
(
v2x + v
2
y −
2
βm
)
γκm3(η − 1)
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2] . (147)
The effective current in position space is defined as J′x(x) =
∫
dv vP0(x,v)K
′(x,v) from Eq. (123). Using the
expression of K ′ from Eq. (135), we get
J′x(x) = P0(x)
2κγε′
a
6γ2 + (η + 2)κm
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2]
[
ηz(xex + yey)−
(
x2 + y2 − 2
βκ
)
ez
]
. (148)
The effective current in velocity space is defined from Eq. (124) as
J′v(v) = −
∫
dx
[
Tγ
m2
P0(x,v)∇vK ′(x,v)− 1
m
F′(x)P0(x,v) +
1
m
∇V (x)P0(x,v)K ′(x,v)
]
. (149)
After some simplifications, we find
J′v(v) = −PMB(v)
ε′κm
a
η(4− η)κm+ 2(η + 2)γ2
[ηκm+ 2γ2][(η − 4)2κm+ 6(2 + η)γ2]
[
vz(vxex + vyey)−
(
v2x + v
2
y −
2
βm
)
ez
]
. (150)
We see that the above results currents induced by the force F′ are remarkably similar to those induced by the non-
conservative part of the force Fn of the force F
′. This can in fact be seen much more easily by noting that the
nonconservative parts of F and F′ are proportional. Indeed, we can write
F′
ε′
=
κ
a
(
∇[x
2 + y2
2
− z
3
3
]− ez x
2 + y2
2
)
= −∇U + F
2ε
, (151)
where U = −κ(x2+y22 − z
3
3 ) is a potential difference between the two nonconservative forces. This potential term does
not contribute to the current at the order if perturbation theory used here, thus explaining the simple relationship
between the two currents found here.
E. Comparison with numerical simulation
We will now verify the analytical results for the nonequilibrium steady state probability distribution function
and the associated currents, presented above, by comparing them with the results of numerical integration of the
corresponding Langevin equations which are given by
mx¨+ γx˙+ κxx =
√
2γTξx (152)
my¨ + γy˙ + κyy =
√
2γTξy (153)
mz¨ + γz˙ + κzz =
√
2γTξz + εκxa
(
1− x
2 + y2
a2
)
. (154)
Here, ξx, ξy and ξz are independent Gaussian white noises. We consider the system with the following adimensionalized
parameters, where a = 1 and κx/m = ω
2
0 = 1 such that
x¨+Q−1x˙+ x =
√
2Q−1σξx (155)
y¨ +Q−1y˙ + ηyy =
√
2Q−1σξy (156)
z¨ +Q−1z˙ + ηzz =
√
2Q−1σξz + ε
(
1− x2 − y2) , (157)
where Q = ω0/Γ is the quality factor, σ
2 = (βκxa
2)−1 and ηy = κy/κx and ηz = κz/κx. The numerical integration of
these equations is carried out using the algorithm of Sivak et al. [21]. The probability density function is estimated
using a spatial binning procedure, for boxes of volume v = ∆x∆y∆z, as
P0(x) =
1
vN
N∑
i=1
I(Xti ,x), (158)
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FIG. 3. (a) Numerical simulation results for the stationary probability density P0 obtained from the equations (155)-(157) with
ε = 0.1, σ = 0.5, ηy = 1, ηz = 0.2 and Q = 1 obtained from the estimator given by Eq. (158). The vector field correspond to
the local stochastic average of the local velocity V to obtain the stationary current Jx(ρ, z) via Eq. (159). (b) For the same
parameters, the leading order expressions of the probability density and of the current are plotted here from Eqs. (93) and
(128) respectively.
where I(Xti ,x) = 1 if Xti , the particle position at time ti = i∆t, is in the bin of x and N is the total number of
points in the trajectory. The spatial current is computed from Eq. (119) using the estimator
Jx(x) =
1
vN
N∑
i=1
I(Xti ,x)Vti , (159)
where Vti is the measured particle velocity at time ti.
The numerically obtained value of the steady state probability distribution for the parameters ε = 0.1, σ = 0.5,
ηy = 1, ηz = 0.2 and Q = 1 while the bins are taken with respect to ∆x = ∆y = 6σ/100 and ∆z = 6σz/100
(where σz = σ/
√
η). The simulation is carried out using for the integration time step ∆t = 10−2 and over a total
measurement time tm = 10 for a total of N = 5.109 different trajectories. We show in Fig 3(a) the estimated steady
state distribution as a grey-scale (color online) plot, along with the vector field plot of the current (shown as arrows).
In Fig. 3b we see the corresponding quantities predicted by the perturbation theory employed in this paper. The
agreement is excellent, as it should be for the small value of ε used here.
IV. POWER SPECTRA FOR UNDERDAMPED PARTICLES IN PERTURBED HARMONIC
POTENTIALS
The computation of the spectral density function for the particle position in the trap model considered here has
been carried out in [10]. Here we generalize this calculation to the case of underdamped Brownian particles and show
that significant differences arise. We then verify the calculation by comparing it with numerical simulations.
A. Analytical calculation
Here we compute the power function of an underlying harmonic process subjected to a perturbing non-conservative
force. The equations of motion for the components of the particle position are again given by Eqs. (152, 153, 154),
and in this particular approximation only the steady state distribution of z is changed (the positions x and y are not
coupled to the non-conservative force and the process z is a slave to the positions (x, y) [22]). The addition of the
perturbation gives z a non-zero average value given by
〈z〉 = εa
η
〈
1− x
2 + y2
a2
〉
=
εa
η
(
1− 2T
κa2
)
. (160)
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Due to the linearity of Eq. (154) we can decompose z as
z(t) = 〈z〉+ ζef (t) + ζn(t), (161)
where zef is the equilibrium fluctuation due to the thermal noise obeying
mζ¨ef + γζ˙ef + κηζef =
√
2γTξz, (162)
and ζn is the fluctuation in z due to the fluctuations of the non-conservative force, ζn then obeys
mζ¨n + γζ˙n + κηζn = fn, (163)
where
fn = −εκ
a
(
x2 − 〈x2〉+ y2 − 〈y2〉) . (164)
is the fluctuating part of the non-conservative noise in the z direction. Fourier transforming in time then gives
ζ˜ef (ω) =
√
2Tγξ˜z(ω)
−mω2 + iωγ + κη , (165)
and
ζ˜n(ω) =
fn(ω)
−mω2 + iωγ + κη . (166)
The power spectrum of the fluctuations ζ = ζef + ζn is then given by
〈ζ˜(ω)ζ˜(ω′)〉 = 〈ζ˜ef (ω)ζ˜ef (ω′)〉+ 〈ζ˜n(ω)ζ˜n(ω′)〉, (167)
where
〈ζ˜ef (ω)ζ˜ef (ω′)〉 = 2piδ(ω + ω′)Szz−eq(ω), (168)
is just given by the ordinary equilibrium fluctuation spectrum
Szz−eq(ω) =
2Tγ
(κη −mω2)2 + ω2γ2 . (169)
The contribution from the non-conservative force to the power spectrum is
〈ζ˜n(ω)ζ˜n(ω′)〉 = 2piδ(ω + ω′)Snn(ω). (170)
Defining
〈f˜n(ω)f˜n(ω′)〉 = 2piδ(ω + ω′)C(ω), (171)
then gives
Snn(ω) =
C(ω)
(κη −mω2)2 + ω2γ2 . (172)
To proceed with the computation of C(ω) we use
x˜2 (ω) =
1
2pi
∫
dν x˜(ω − ν)x˜(ν), (173)
and so the associated connected correlation function is given by
〈x˜2 (ω)x˜2(ω′)〉c = 1
(2pi)2
∫
dνdν′ {〈x˜(ω − ν)x˜(ω′ − ν′)〉〈x˜(ν)x˜(ν′)〉+ 〈x˜(ω − ν)x˜(ν′)〉〈x˜(ω′ − ν′)x˜(ν)〉} . (174)
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In terms of the equilibrium spectral function for x
Sxx−eq(ω) =
2Tγ
(κ−mω2)2 + ω2γ2 , (175)
we thus find
〈x˜2 (ω)x˜2(ω′)〉c = 2piδ(ω + ω′)
∫
dν
pi
Sxx−eq(ω − ν)Sxx−eq(ν). (176)
Using this we obtain
C(ω) =
ε2κ2
a2
∫
dν
pi
Sxx−eq(ω − ν)Sxx−eq(ν) + Syy−eq(ω − ν)Syy−eq(ν)
= 2
ε2κ2
a2
∫
dν
pi
Sxx−eq(ω − ν)Sxx−eq(ν), (177)
the last line holding when the system is isotropic in the (x, y) plane.
In order to compute C(ω) we note that the poles of Sxx−eq(ν) are given by
νp =
±iγ ±
√
4κm− γ2
2m
. (178)
In the underdamped case where 4κm > γ2 the poles can be written as
ν = ν+, ν = ν+, ν = ν−, ν = ν−, (179)
where
ν± =
iγ ±
√
4κm− γ2
2m
. (180)
In the evaluation of the integral in Eq. (177) the poles that contribute from Sxx−eq(ν) come from the upper complex
plane and thus only ν = ν± contribute. The poles of Sxx−eq(ω − ν) can be written to be at ν − ω = νp and thus
ν = νp + ω. Therefore, only the poles ν = ν± + ω contribute from S(ω − ν). In terms of these poles we can write
Sxx−eq(ν)Sxx−eq(ω − ν) = 4T
2γ2
m4
×
1
(ν − ν+)(ν − ν−)(ν − ν+ − ω)(ν − ν− − ω)(ν − ν+)(ν − ν−)(ν − ν+ − ω)(ν − ν− − ω) . (181)
Evaluating the residues in the upper complex plane we thus find
C(ω) =
16iε2κ2T 2γ2
m4a2
×
1
(ν+ − ν−)(−ω)(ν+ − ν− − ω)(ν+ − ν+)(ν+ − ν−)(ν+ − ν+ − ω)(ν+ − ν− − ω)
+
1
(ν− − ν+)(ν− − ν+ − ω)(−ω)(ν− − ν+)(ν− − ν−)(ν− − ν+ − ω)(ν− − ν− − ω)
+
1
(ω)(ν+ + ω − ν−)(ν+ − ν−)(ν+ + ω − ν+)(ν+ + ω − ν−)(ν+ − ν+)(ν+ − ν−)
+
1
(ν− + ω − ν+)(ω)(ν− − ν+)(ν− + ω − ν+)(ν− + ω − ν−)(ν− − ν+)(ν− − ν−) . (182)
We now proceed by writing
ν± =
iΓ± Ω
2
, (183)
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where Γ = γ/m and Ω =
√
4κm− γ2/m. Using this yields
C(ω) =
16iε2κ2T 2γ2
m4a2
×
1
Ω(−ω)(Ω− ω)iΓ(iΓ + Ω)(iΓ− ω)(iΓ + Ω− ω)
+
1
−Ω(−Ω− ω)(−ω)(iΓ− Ω)iΓ(iΓ− Ω− ω)(iΓ− ω)
+
1
ω(Ω + ω)Ω(iΓ + ω)(iΓ + Ω + ω)iΓ(iΓ + Ω)
+
1
(ω − Ω)ω(−Ω)(iΓ− Ω + ω)(iΓ + ω)(iΓ− Ω)iΓ . (184)
This finally gives
C(ω) =
64ε2κ2T 2γ2
m4a2Γ(Γ2 + Ω2)
5Γ2 + ω2 + Ω2
(Γ2 + ω2)(Γ2 + (ω − Ω)2)(Γ2 + (ω + Ω)2) (185)
Substituting this into Eq. (172) now gives
Szz(ω) = 2Tγ
[
1 + 32ε
2κ2Tγ
m4a2Γ(Γ2+Ω2)
5Γ2+ω2+Ω2
(Γ2+ω2)(Γ2+(ω−Ω)2)(Γ2+(ω+Ω)2)
]
(κη −mω2)2 + ω2γ2 , (186)
which can be written as
Szz(ω) = 2Tγ
[
1 + 8ε
2κT
m2a2
5Γ2+ω2+Ω2
(Γ2+ω2)(Γ2+(ω−Ω)2)(Γ2+(ω+Ω)2)
]
(κη −mω2)2 + ω2γ2 . (187)
In terms of, nearly, all the physical parameters we have
Szz(ω) =
2Tγ
(κη −mω2)2 + ω2γ2
[
1 +
8ε2Tκ
a2
4γ2 + 4κm+m2ω2
(γ2 +m2ω2)(4κ− 2ωmΩ +mω2)(4κ+ 2ωmΩ +mω2)
]
, (188)
where
mΩ =
√
4κm− γ2. (189)
This can also be written as
Szz(ω) =
2Tγ
(κη −mω2)2 + ω2γ2
[
1 +
8ε2Tκ
a2
4γ2 + 4κm+m2ω2
(γ2 +m2ω2)((4κ−mω2)2 + 4ω2γ2)
]
. (190)
In the overdamped limit, where we set m = 0, one finds
Szz(ω) =
2Tγ
κ2η2 + ω2γ2
[
1 +
8ε2Tκ
a2
1
4κ2 + ω2γ2
]
. (191)
which agrees with the calculation for an overdamped Brownian motion in [10].
In the case where the trap is also anisotropic in the (x, y) plane we write the stiffnesses in the directions x, y and z
as κx, κy and κz, and use the corresponding values of wx and wy for the fluctuating nonconservative force which we
write from Eq. (29) as
F = Fx + Fy + κεaez (192)
where
ε =
κzz0(z0k − 1)
κa
(193)
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FIG. 4. Power spectrum for underdamped particles in presence of scattering, obtain from numerical integration of equations
(155)-(157). The numerical simulation are plotted with symbols: Sxx with disks, Syy with squares and Szz with stars. The
lines represent the exact equations for these functions, given by the general formula (197). The parameters taken here are
ηy = 0.7828, ηz = 0.1485, σ = 0.5, ε = 0.1 and Q = 20 for (a) and Q = 100 for (b). In insets, a zoom over the two peaks of Szz
at ω = 2ω0 and ω = 2
√
ηyω0 ' 1.77ω0 is represented.
with a =
√
axay where ax = wx/
√
2 and ay = wy/
√
2. Here κg =
√
κxκy is the geometric mean of the stiffness in the
directions x and y. We can thus write
Fx = −κgεx
ax
x2ez (194)
Fy = −κgεy
ay
y2ez, (195)
where εx = εa/ax and εy = εa/ay. We can now simply use the results obtained above (as the contributions from Fx
and Fy are additive) to obtain
Szz(ω) =
2Tγ
(κz −mω2)2 + ω2γ2
[
1 +
4ε2a2κ2gT
κxa4x
4γ2 + 4κxm+m
2ω2
(γ2 +m2ω2)((4κx −mω2)2 + 4ω2γ2)
+
4ε2a2κ2gT
κya4y
4γ2 + 4κym+m
2ω2
(γ2 +m2ω2)((4κy −mω2)2 + 4ω2γ2)
]
. (196)
If we denote the geometric mean of the two waists in the x and y directions by wg =
√
wxwy, we find that in terms
of the waste variables we have
Szz(ω) =
2Tγ
(κz −mω2)2 + ω2γ2
[
1 +
8ε2w2gκ
2
gT
κxw4x
4γ2 + 4κxm+m
2ω2
(γ2 +m2ω2)((4κx −mω2)2 + 4ω2γ2)
+
8ε2w2gκ
2
gT
κyw4y
4γ2 + 4κym+m
2ω2
(γ2 +m2ω2)((4κy −mω2)2 + 4ω2γ2)
]
. (197)
If we consider the low frequency limit ω → 0 and consider the simplest case where the system is isotropic in the
(x, y) plane, i.e. wx = wy, we find
Szz(0) =
2Tγ
κ2η2
[
1 +
2ε2T
a2
γ2 + κm
γ2κ
]
. (198)
which has the form
Szz(0) =
2T
κ2η2
(
γA+
B
γ
)
, (199)
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where A and B are damping independent constants given by
A = 1 +
2ε2T
κa2
, B =
2ε2Tm
a2
. (200)
This predicts that Sz(0) attains a minimal value at γc =
√
B/A.
B. Signatures of time reversal symmetry breaking
The crucial difference between equilibrium and non-equilibrium systems stems from the breaking of time reversal
symmetry in the latter systems. It is this symmetry breaking that leads to the appearance of currents in non-
equilibrium steady states [19]. Here we show time reversal symmetry breaking can be inferred from temporal mea-
surements of the particle positions.
Consider two observables A and B in a steady state, their correlation function is defined by
CAB(t) = 〈A(t)B(0)〉 = 〈A(0)B(−t)〉 = CBA(−t), (201)
where the last step above uses the fact that any steady state by definition must be invariant by time translations [19].
The time reversal symmetry is broken when
CBA(t) 6= CBA(−t) (202)
so that in this case the Onsager reciprocal relation [19],
CAB(t) = CBA(t), (203)
does not hold.
For an equilibrium system, as CAB(t) = CBA(t), we find that C˜AB(ω) is thus real. In the problem studied here we
need to find two operators A and B, with non-zero correlation to demonstrate the violation of time reversal symmetry.
The obvious choice A = z and B = x (or B = y) is not useful as the corresponding correlators are zero. However
choosing B = x2 (or B = y2) does yield a non-zero correlation function. However, to simplify the calculations which
follow, we will choose B = fn(t), the fluctuating part of the component of the nonconservative force in the z direction,
which, see Eq. (164), is a function of x2 and y2 with zero mean, and from which the aforementioned correlators can
trivially extracted. We define the correlation function
Czfn(t) = 〈z(t)fn(0)〉, (204)
which simplifies to
Czfn(t) = 〈ζn(t)fn(0)〉, (205)
because ζef is independent of fn and fn is chosen to have zero mean. This now gives
C˜zfn(ω) =
C(ω)
−mω2 + iγω + κη , (206)
where C(ω) is given by Eq.(185). As C(ω) is real, we see that C˜zfn(ω) is not real and has an imaginary component
C˜ ′′zfn(ω) =
−γωC(ω)
(κη −mω2)2 + γ2ω2 (207)
Therefore if one can experimentally measure the imaginary component of this correlation function, one has another
method of probing the non-equilibrium steady state of trapped particles in optical traps.
C. Numerical simulations
Following the equations (155)-(157), where we adimensionalized the space and time variables by writing them in
units of a and ω0 =
√
κx/m respectively. We compute the correlation function 〈X(ω)Y (ω′)〉 = 2piδ(ω + ω′)SXY (ω)
from a Fast Fourier Transform of the time variable functions X(t) and Y (t) over 227 ∼ 108 points and 103 stochastic
averages where after discretization SXY (ωi) = 〈X(ωi)Y ∗(ωi)〉 (where .∗ represents the complex conjugate). We verify
here the exact equation for Szz as predicted in Eq. (197) and the time reversal breaking predicted in via the non-zero
value of C ′′zf function as is given in Eq. (207).
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FIG. 5. The imaginary part of correlation function Szf (ω) for the parameters ηy = 0.7828, ηz = 0.1485, σ = 0.5, ε = 0.1 and
Q = 20 (a) and Q = 100 (b). The lines represent the exact equation (207) and stars represent the numerical simulations with
a stochastic average over 1000 realizations.
V. CONCLUSION
Optical trapping can be carried out in both liquid and gas phases. In the gas phase, controlling the pressure can
be used to modify the friction coefficient of the trapped particle as the gas viscosity changes. The fact that the
system is subject to a non-conservative force means that the resulting steady state depends on the precise form of the
dynamics, in this case the damping coefficient γ. We have shown that this dependence on γ can be demonstrated by
measuring currents in the steady state, notably the currents associated with the marginal probability densities in both
position and velocity space. Futhermore, the signature of optical scattering can be seen in the behavior of the spectral
density function of the position and is particularly strong at low frequencies. We have also derived a correlation
function between the particle position and the non-conservative force (equivalent to examining correlations between
the position Z(t) and the variable X2(t)) which has a component which does not respect time reversal symmetry,
another measurement of non-equilibrium behavior.
Many of the non-equilibrium results derived here have a non-monotonic dependence on the particle’s friction co-
efficient and are thus susceptible to being optimized to maximize their potential experimental signals, pointing to
directions for future experimental studies.
A promising future direction of this study is to study the full nonlinear model for the optical trap to see what
modifications are engendered by non-linear effects. However our numerical studies of the non-linear model (see
accompanying paper [11]) suggest that the effects predicted by the harmonic model here persist, and are thus robust.
Finally, even within the harmonic model here, the non-linear form of the conservative force means that we have only
computed the first two moments of the temporal correlation functions and our results for the modified steady state
distribution are perturbative. However it would of be interest to compute the full distribution function even for this
simple harmonic model.
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