This paper aims to present a hyperbolic augmented Lagrangian (HAL) framework with guaranteed convergence to an -global minimizer of a constrained nonlinear optimization problem. The bound constrained subproblems that emerge at each iteration k of the framework are solved by an improved artificial fish swarm algorithm. Convergence to an k -global minimizer of the HAL function is guaranteed with probability one, where k → as k → ∞. Preliminary numerical experiments show that the proposed paradigm compares favorably with other penalty-type methods.
Introduction
We consider the problem of finding a global optimal solution of a nonconvex constrained optimization problem up to a required accuracy > 0. The mathematical formulation of the problem is:
where f : R n → R and g : R n → R p are nonlinear continuous functions and Ω = {x ∈ R n : −∞ < l ≤ x ≤ u < ∞}. Problems with equality constraints, h(x) = 0, are reformulated into the above form using a couple of inequality constraints h(x)−β ≤ 0 and −h(x)−β ≤ 0. Since we do not assume that the functions f and g are convex, many local minima may exist in the feasible region.
Methods based on penalty functions have been used to globally solve nonconvex optimization problems [1, 2, 6, 9, 10, 13, 16, 20] . In this type of methods, the constraint violation is combined with the objective function to define a penalty function. This function aims at penalizing infeasible solutions by increasing their fitness values proportionally to their level of constraint violation. The use of a positive penalty parameter aims to balance function and constraint violation values. Tuning penalty parameter values throughout the iterative process is not an easy task. With some penalty functions, the optimal solution of the problem is attained only when the penalty parameter approaches infinity. Augmented Lagrangian (AL) penalty functions have been proposed for solving constrained global optimization problems, and their convergence properties have been derived. For most AL functions a finite penalty parameter value is sufficient to guarantee convergence to the solution of the constrained problem [3] . In [4] , a global optimization method with guaranteed convergence based on the Powell-Hestenes-Rockafellar (PHR) AL function, where the exact αBB method is used to find approximate global solutions to the subproblems, is proposed. Later, the PHR function, a nonmonotone penalty parameter tuning and a gradient-based approach to solve the bound constrained subproblems, have been presented in [5] . The PHR function has also been combined with stochastic population-based methods, like the electromagnetism-like mechanism of optimization [17] and the artificial fish swarm (AFS) algorithm [19] , to solve (1) . Other proposals concerning AL functions for global optimization can be found in [7, 8, 23] . A unified theory and convergence properties of AL methods are also discussed in [14, 21] .
The purpose of this paper is to present an AL framework that relies on the AFS algorithm to compute a sequence of approximate global minimizers of a real-valued objective function aiming to globally solve problem (1) . The AL function is a hyperbolic augmented Lagrangian (HAL) function that makes use of the well-known 2-parameter hyperbolic penalty function [22] . The convergence properties of the HAL are studied. We show that the HAL algorithm converges to an -global solution of problem (1) , provided that each subproblem is globally solved up to a tolerance of k , where k → , as k → ∞. Further, the classical AFS algorithm [18] is improved to suit the requirements of measure theory, so that convergence to an k -global minimizer of the HAL function with probability one is guaranteed.
The paper is organized as follows. In Section 2, the HAL paradigm and its convergence properties are presented and Section 3 describes the improved AFS algorithm and its asymptotic convergence properties. Section 4 shows some numerical results and we conclude the paper in Section 5.
Hyperbolic augmented Lagrangian paradigm
The 2-parameter hyperbolic penalty function, proposed in [22] , is herein used to extend its properties to a HAL function. The hyperbolic penalty is a continuously differentiable function that depends on two positive penalty parameters. This study proposes a HAL framework aiming to converge to a global solution of problem (1) . The real-valued AL aims to penalize the inequality constraints while, at each iteration k of the outer cycle, an approximate global solution to the bound constrained subproblem
T is the multiplier vector associated with the constraints g(x) ≤ 0 and τ, µ > 0 are penalty parameters. These parameters have different roles: τ is the classical increasing penalty weight and µ while decreasing aims to improve the precision of the approximation.
The method used to solve the subproblem will ensure that the bound constraints are always satisfied and a global minimum is obtained. When the objective function φ k (x) is nonconvex, a method with guaranteed convergence to a global solution is the most appropriate. The definition of an approximate global solution is used.
where k is the error bound which reflects the accuracy required for the solution.
The most important issue in any AL paradigm is related with the choice of a method to compute an approximate solution to the subproblem (2) . A proper choice depends on the properties of the AL function, in particular convexity and smoothness. The herein chosen method to compute an kglobal minimizer of subproblem (2) , for fixed values of
, is a stochastic population-based algorithm, known as AFS algorithm. The HAL algorithm for solving the problem (1) is presented in Algorithm 1.
To measure feasibility and complementarity, at iteration k, V (k) is used, where · denotes the Euclidean norm, V
is the multiplier that corresponds to g i computed at x (k) . Based on the usual paradigm [3] , the first-order multiplier vector estimates is:
for i = 1, . . . , p, where δ + > 0. We note that the penalty parameter µ decreases at all iterations and parameter τ is not updated if the feasibilitycomplementarity measure has improved,
. Constants γ τ > 1 and γ µ < 1 aim to increase and decrease the penalties τ (k) and µ (k) respectively, throughout the iterative process. We note that
} is a bounded monotonic decreasing sequence that converges to zero. (2) using Algorithm 2, such that:
Algorithm 1 (HAL algorithm)
4: Compute δ
8: End while
To converge to an optimal solution of problem (1), the algorithm requires that { k } defines a monotone decreasing sequence of positive values converging to as k → ∞. The algorithm terminates when a feasible solution x (k) that satisfies the complementarity condition and has an objective function value within of the known minimum is found, i.e., when both conditions hold: V (x (k) ) ≤ 10 −6 and f (x (k) ) ≤ LB + , where LB denotes the smallest function value of all algorithms that found a feasible solution to (1) .
We now investigate the properties of the limit points of the sequence {x (k) } generated by the HAL algorithm. Since the set Ω is compact and φ k (x) is continuous, an k -global minimizer of subproblem (2), x (k) , necessarily exists. We show that every limit point is feasible and is an -global minimizer of problem (1) . The convergence analysis is similar to the one presented in [4] . We assume the following: (A1) Assume that: (i) a global minimizer z of the problem (1) exists; (ii) the sequence {x (k) } generated by the Algorithm 1 is well defined and there exists a set of indices N ⊆ N so that lim k∈N x (k) = x * ; (iii) the functions f and g i , i = 1, . . . , p are continuous in a neighborhood of
, where δ * is the multiplier vector at
} is a bounded and monotonic decreasing sequence of non-negative real numbers. Theorem 1. Assume that items (i) -(iii) of assumption (A1) hold. Then every limit point x * of the sequence {x (k) } generated by the Algorithm 1 is feasible.
Proof. Since x (k) ∈ Ω and Ω is closed then x * ∈ Ω. We now consider two cases: (a)
holds, implying that either
for all i and we conclude that the limit point is feasible.
The proof in case (b) is by contradiction. We assume that x * is not feasible and that a global minimizer z exists in Ω (the same for all k) such that
there exists a constant c > 0 and a set of indices N ⊂ N such that lim k∈N x (k) = x * , then for a large
We also have
Since f is continuous, for large enough
in (4).
Theorem 2. Assume that items (i) -(v)
of assumption (A1) hold. Then every limit point x * of a sequence {x (k) } generated by Algorithm 1 is anglobal minimizer of the problem (1).
Proof. Again, we consider the two cases: (a)
Let N ⊂ N be the set of indices such that lim k∈N x (k) = x * . First, we consider case (a). By the definition of x (k) in the Algorithm 1, and since τ (k) = τ (K) =τ for all k ≥ K, we have:
Taking limits for k ∈ N 1 and using lim k∈N 1 k = , we obtain:
Since x * is feasible, [g i (x * )] + = 0 for each i, and also using lim k∈N 1 µ (k) = 0, we get f (x * ) ≤ f (z) + which proves the claim that x * is an -global minimizer, since z is a global minimizer.
For case (b), we have
Since z is feasible, and using an argument similar to that used in case (a), we get:
Now, taking limits for k ∈ N , using lim k∈N τ (k) µ (k) = 0 and lim k∈N k = , the continuity of f and g and the convergence of x (k) , we obtain the desired result
Globally solving the subproblems
Our proposal for globally solving the subproblem (2) is an improved version of the AFS algorithm [18] . This is a stochastic method that relies on a swarm intelligence based paradigm to construct fish/point movements over the search space [12, 15, 19] . The purpose is to find an approximate global minimizer x (k) of subproblem (2) satisfying (4). As required by the theory, the improved AFS algorithm will guarantee an k -global minimizer over Ω. Each point in the space is represented by x j ∈ R n (the jth point of a population), m is the number of points in the population and the component
n×m be the matrix that contains the m points of the population, where m < ∞.
In the context of solving subproblem (2) by the improved AFS algorithm, the following definitions are required:
. . , m} be the fitness of the best point, denoted by x (t) best , of a population of m points, x (t) j , j = 1, . . . , m, at iteration t (t is the iteration counter of the inner cycle).
Definition 3. (Point y improves over point x) Let x and y be two points in Ω. The point y improves over x if, for α > 0, the following condition holds:
The improved AFS algorithm
We now describe the improved AFS (iAFS) algorithm. At each iteration t, a population of m solutions/points, herein denoted by
is used to generate a set of trial points Y = [y 1 . . . y m ]. When t = 0, a set of points is randomly generated in the entire search space Ω using the equation:
. . , n of the point x j , where ξ is a uniformly distributed random variable in [0, 1]. Each fish/point x j movement is defined according to the number of points inside its 'visual scope'. The 'visual scope' is defined as the closed neighborhood centered at x j with a positive radius υ. In the iAFS algorithm, the radius varies with the point progress and we set as a fraction of the maximum distance between x j and the other points x l , l = j, υ j = max l x j − x l . Three possible situations may occur: (i) the 'visual scope' is empty; (ii) the 'visual scope' is crowded; and (iii) the 'visual scope' is not crowded.
When the 'visual scope' is empty, a Random Behavior is performed, in which the trial y j is randomly generated inside the 'visual scope' of x j .
When the 'visual scope' is crowded, with more than 80% of the population inside the 'visual scope' of x j , a point is randomly selected from the visual, x rand . Then, if it improves over x j according to the Definition 3, the Searching Behavior is implemented, i.e., y j is randomly generated along the direction from x j to x rand . Otherwise, the Random Behavior is performed.
When the 'visual scope' is not crowded, and the best point inside the 'visual scope', x min , improves over x j (Definition 3), the Chasing Behavior is performed. This means that y j is randomly generated along the direction from x j to x min . However, if x min does not improve over x j , the Swarming Behavior is tried instead. Here, the central point of the 'visual scope',x, is computed and if it improves over x j , y j is computed randomly along the direction from x j tox; otherwise, a point x rand is randomly selected from the 'visual scope'. Then, if this random point improves over x j the Searching Behavior is implemented, otherwise a Random Behavior is performed. We note that each point x j generates a trial point y j inside the set Ω
where ξ is a uniformly distributed random variable in (0, 1] and d j is one of the directions above referred.
To choose which point between the current x (t) j and the trial y (t) j will be a point of X (t+1) , the fitness of the two points is compared with each other and if φ k (y j ) decreases relative to φ k (x j ) by more than α (Definition 3), the trial point is passed to the next iteration as a current point. Otherwise, the current point is preserved to the next iteration/population. This greedy selection aims at promoting convergence. On the other hand, the application of fish behavior to all points increases diversity. We further remark that the condition concerned with the improvement of a point over the other, i.e., a reduction in the fitness φ k of more than α, and not just a simple reduction [18] , is a crucial requirement of the convergence study of the iAFS algorithm. Further, at each iteration t, the convergence is focused on x (t) best ∈ X (t) that improves over the best point of the previous iteration. The point x best , returned by the iAFS algorithm, is the required k -global minimizer x (k) of Algorithm 1. The pseudo-code for the iAFS algorithm is presented below in Algorithm 2.
Algorithm 2 (iAFS algorithm)
Data:
Generate trial point y (t) j .
5:
If y
best and set t = t + 1. 8: End while
Convergence with probability one
Convergence of the HAL algorithm to an -global minimizer of problem (1) has been guaranteed provided that the subproblems are k -globally solved, where k → . Thus, an k -global minimizer x (k) of subproblem (2) is to be guaranteed by Algorithm 2. Since the solution of each subproblem (2) is obtained by a stochastic method that generates a population of points at each iteration, the position of a point in the population is considered a stochastic vector. Thus, the convergence analysis of the properties of the algorithm relies on the probability theory. The herein presented convergence analysis is similar to that shown in [11] for a particular class of evolution strategies when solving unconstrained problems. Probability theory from the measure theoretic point of view is used.We assume the following: (A2) Assume that: (i) the search space Ω is Lebesgue measurable; (ii) the function φ k : Ω → R is a measurable function; (iii) a global minimizer of φ k (x) exists in Ω; (iv) if m(·) denotes the Lebesgue measure of a set, then for any a > 0 and S = {x :
(A2) is satisfied as long as Ω is a bounded region and f and g i , i = 1, . . . , p are continuous. It is natural to think that a stochastic algorithm works only if, for any a > 0, the probability of the search intersecting S is positive.
Theorem 3. Let φ k be the objective function defined over a search space Ω. If φ k and Ω satisfy (A2), then for k > 0 the improved AFS algorithm will converge to an k -global minimizer of subproblem (2) with probability one, in the sense that condition (4) is satisfied for the best point of the population.
Proof. We first assume that the population has just one point (m = 1), x ∈ Ω. We note that when y is passed to the next iteration, a reduction in φ k of more than α is verified. Thus, the k -global minimizer can always be reached from any initial point after a finite number of iterations where the trial y improves over x.
We now show that if x is not an approximate global minimizer, then with probability one the trial y improves over the current x within a finite number of iterations. The proof is by contradiction. We assume that an iteration where x is preserved to the next iteration occurs infinitely many times. Let a = 
The set S may then be defined by S = {w ∈ Ω : φ k (w) ≤ min z∈Ω φ k (z) + a} ⊂ Ω and using item (iv) in (A2), m(S) > 0. Let p ≡ P rob[y ∈ S] > 0. We note that the uniform distribution of ξ, used to define y (see (5)) together with m(S) > 0, imply p > 0. This is also true for any other distribution with density function that is nowhere zero over the set Ω. At iteration t, the probability that x is preserved to the next iteration is q t = P rob φ k (y) > φ k (x) − α and
When x is preserved, p remains unchanged during the iterative process, and the probability that x is preserved during r consecutive iterations is given by q 1 q 2 · · · q r = r t=1 q t ≤ (1 − p) r and then lim r→∞ r t=1 q t = 0. Hence, if x is not an approximate global minimizer, then within a finite number of iterations a trial y that improves over x is guaranteed to be generated. Moreover, after a finite number of iterations where the trial improves over the current, an k -global minimizer is reached. We now address the case with m > 1. When a method based on a population of size m, X, is used, the search space is Ω m . In this context, we re-define S as the set of all populations Y ∈ Ω m in which the best point has a fitness value with an error bound of a relative to the global minimum S = {Y ∈ Ω m : φ
is the population of points at the next iteration t + 1. We will now show that if x (t) best of the current population X (t) is not an approximate global minimizer, then with probability one x (t+1) best of the next population, X (t+1) , improves over x
best within a finite number of iterations. Again, we proceed by contradiction assuming that φ k,t+1
With a reasoning similar to that used in the case m = 1, we conclude that if the best point of the population X (t) is not an approximate global minimizer, then a best point of X (t+1) that improves over the best point of X (t) is guaranteed to be generated within a finite number of iterations. Therefore, after a finite number of iterations, a population with x best as an k -global minimizer is reached.
Numerical results and comparisons
For a preliminary validation of the HAL algorithm based on the improved AFS (HAL-iAFS), two sets of benchmark constrained global optimization problems are used. First, we compare our results with those in [9] , where a non-differentiable exact penalty function framework is implemented with the deterministic DIRECT algorithm for globally solving the bound constrained subproblems. Second, we analyze the performance of the herein presented method with other recently proposed stochastic population-based global optimizers [1, 8, 19, 20] . The computational tests were performed on a PC with a 2.8 GHz Core Duo Processor P9700 and 6 Gb of memory.
Comparison with a penalty-based deterministic algorithm
To compare our results with those reported in [9] , a set of 20 small problems is used [4, 9] . During this comparison, we set m = min{50, 5n} and solve each problem 30 times. The best of the 30 obtained solutions is reported for the comparison. The parameters have been set after an empirical study: β = 10 −5 , τ (1) = 10, γ τ = √ 10 (see [22] ), and t max = 20. Algorithm 1 is allowed to run for a maximum of 30 iterations. Algebraic manipulations aiming to reduce the number of variables and equality constraints are carried out to reformulate some of the problems. Problems 2a -2c have now five variables and 10 inequality constraints and problem 2d has five variables and 12 inequality constraints [9] ; problem 5 has now two variables, two equality constraints and two inequalities; problem 9 has three variables and nine inequalities; problem 12 has one variable and two inequalities; problem 14 has three variables and four inequalities and problem 16 has two variables and six inequality constraints. Table 1 lists the number of the problem, 'P', the best solution obtained by HAL-iAFS during the 30 runs, 'f best '; the median of the 30 solutions, 'f median '; a measure of the constraint violation, 'C.V.', defined by max{ h(x) ∞ , g(x) + ∞ } in [9] ; the number of function evaluations to reach the reported solution, 'n.f.e.'; the CPU time in seconds, 'time'; the solution found by the algorithm in [9] , 'f * '; and the best-known solution available in the literature, 'LB' [4] .
From the results we may conclude that the performance of the proposed HAL-iAFS is quite good. The target solutions are reached with high accuracy, except in problems 1 and 2a -2c. The consistency of the results is very good with f best very near f median , except when solving the problems 1, 2a -2d and 3a. The presented HAL-iAFS algorithm is able to reach feasible solutions. Only when solving problem 3a, the HAL-iAFS algorithm obtained a 'C.V.' larger than that obtained in [9] . The computational requirements of the algorithm, in terms of 'n.f.e.' and 'time', are small when compared with those in [9] in view of the obtained accurate solutions.
Comparisons with other stochastic algorithms
We are now interested in comparing our HAL-iAFS with other well-known population-based global algorithms. The first uses a genetic algorithm based augmented Lagrangian method (GAAL) [8] and the second implements a dynamic use of differential evolution variants within an adaptive penalty method (DUVDE+APM) [20] . The third uses different penalty approaches with an electromagnetism-like algorithm (DPA-EM) [1] , and we conclude comparing HAL-iAFS with another AFS algorithm based on the PHR AL function (AL-AFS) [19] . The problems used in these comparisons belong to the well-known g-suite (g01 -g24). We note that g02, g03, g08 and g12 are maximization problems that were converted into minimization ones. Table 2 contains the results produced by this study and those obtained by GAAL in [8] . The subset of 11 problems therein used have only inequal-ity constraints (see [8] for a full description). We report the number of the problem, 'P', the best solution, the median and the worst solution found by the algorithms, 'f worst ', and the number of successful runs, 'Nsr'. A run is considered to be successful if the obtained solution is within 0.01% of the best known optimum. We use similar conditions to those reported in the cited paper: m = max{10n, 50} and each problem was solved 25 times. While GAAL terminates when the absolute difference between the function values of two consecutive iterations falls below 10 −4 , our HAL-iAFS algorithm stops when a solution with objective function value within 10 −4 from the known optimum, LB, is found. This condition is able to guarantee four digits of accuracy relative to LB. All the other parameters of HAL-iAFS are set as previously described. We note that the algorithm presented in [8] employs a point-based local search starting from the best found solution, at each iteration. First derivatives are required to execute the therein used fmincon function from MATLAB TM Optimization Toolbox. Although the GAAL solutions, reported in [8] , have surprisingly high quality, this is an expectable behavior due to the employed gradient-based local search procedure. Nevertheless, the HAL-iAFS algorithm also has been able to reach the optimal solution consistently on seven of the 11 tested problems (g01, g04, g06, g08, g09, g12 and g24). On the remaining problems, the algorithm performs reasonably well, except for g02 and g10. To compare with the results produced by DUVDE+APM in [20] , the subset g01 -g11 is used. The results summarized in Table 3 show, for each problem, the best, the worst and the average, 'f avg ', of the solutions obtained in 20 independent runs, as well as the standard deviation, 'StD'.
A population of 50 points is used and the algorithms terminate after 350000 function evaluations. The equality constraints are converted into inequality constraints by using the tolerance β = 10 −4 . All the other parameters of HAL-iAFS are maintained. We observe that DUVDE+APM performs quite well on the problems g04, g05, g06, g08 and g09 and the HAL-iAFS algorithm also shows a very good performance when solving the majority of the tested problems. The HAL-iAFS algorithm performs better than DUVDE+APM on the problems g01, g02, g03, g07, g10 and g11. When solving the problem g02, the performance is not as good as that of the other problems. We note that the occurrence of a solution that is better than the known LB is due to the used value of β (for example, in g05 and g11). We now compare the results obtained by HAL-iAFS with those of DPA-EM, a dynamic penalty approach coupled with an electromagnetism-like algorithm [1] . (This penalty approach has produced the best results among the therein tested penalty functions.) Although DPA-EM uses a local search, the procedure is a simple random coordinate search and it does not require any derivative information. Table 4 reports the best and the average of the function values obtained in 20 independent runs. The table also shows the number of infeasible solutions out of 20, 'N inf '. A subset of 15 problems, g01 -g14 and g24, is used. The conditions for the experiments are the following [1] : i) a constraint is assumed to be violated if g i (x) > 2.00e-05; ii) a population of 10 points is used; and iii) the algorithms terminate after 350000 function evaluations, except for the small problems g08, g11 and g12 where 100000 is used, and g14 and g24 where 300000 function evaluations are allowed. In the last two columns of the table, we also show the results reported in [19] . These last referred results were obtained by the AL-AFS algorithm with a population of min{10n, 200} points, a maximum of 20 outer iterations and a maximum of max{10n, 50} AFS iterations. We note that HAL-iAFS performs very well on all problems except g02. The produced values for f best and f avg are of good quality in g01, g03, g04, g06, g08, g09, g11, g12 and g24, and HAL-iAFS performs better than DPA-EM for all problems except g02. In g08 and g12, both algorithms perform similarly.
In general, the reported results in [19] are not as good as the ones obtained by HAL-iAFS, despite the number of function evaluations ranges from 20000 (for the smallest problems, n = 2) to as much as 800000 (when n = 20). 
Conclusions
We have presented an improved AFS algorithm that is implemented within a HAL framework to solve the bound constrained subproblems.
The improved AFS algorithm convergence to an k -global minimizer of the subproblem (2) with probability one, in the sense that condition (4) is satisfied for the best point of the population, has been guaranteed, where k → , as k → ∞, and is the required precision for the solution obtained by the HAL algorithm. The reported numerical results show its good performance. Further testing will be carried out in the future with engineering design problems.
