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Special symbols: Since this copy is mathematically type-set, only a few of the less obvious symbols are listed below. f; g Set brackets e e; e
x Shorthand for e 1 ; . . . ; e n ; x 1 ; . . .; x n ::= Syntax de nition symbol 2 Used to signal end of a proof Note that the transition arrow will come in subscripted and superscripted variants. The subscript should be placed in the normal position, but the superscript should be on top of the arrow, as in =) M where M is subscript and superscript. Also note that punctuation marks such as \?", \!" and \." are used as mathematical symbols within some formulae. We therefore prefer not to punctuate displayed formulae. Some displayed formulae are equivalent to program code and should not be in italics. We signify these with a \typewriter" font in our manuscript, for example MemoryCell(x) (= read!x : MemoryCell(x) + write?y : MemoryCell(y) We suggest you use whatever font is normally used for program code here. Finally, take care to distinguish \v" (the ordinary letter v), \v" (a mathematical variable) and \v" (a particular constant). Only the last two occur in formulae and the may come with subscripts or primes; the constant \v" can be typeset in any way which is easily distinguishable from v. Note also the di erence between \V" (the ordinary letter) and V (a mathematical symbol in script style).
Introduction
One of the advantages of producing formal speci cations of software systems is the possibility to analyze and verify a system in a rigorous way. In this paper we focus on the particular veri cation problem of proving two programs equivalent. Equivalence is an often used criterion for a correct re nement of a speci cation, or for a correct optimization of a program. Our contribution is to extend the applicability of algorithms for deciding equivalence. In general, most interesting veri cation problems are undecidable. Existing veri cation algorithms cover subclasses of programs; one prominent such subclass is the nite-state programs, consisting of programs which can only reach a nite number of distinct states during execution. Veri cation algorithms are usually based on state space exploration:
rst construct the set of states that the program can reach, and then analyze this set. Such algorithms exist for proving absence of deadlock, proving properties expressed in propositional temporal logic, proving trace equivalence and bisimulation equivalence etc. These veri cations have been especially important for communication protocols and hardware structures. Many important programs such as communication protocols, memories, bounded bu ers, queues, and stacks are not nite-state. One reason for this is that they operate on data values from a potentially in nite domain: an input operation can result in an in nite number of di erent states corresponding to the in nitely many data values. The limitations of veri cation algorithms to nite-state programs has lead veri ers of communication protocols to verify only the control aspect (this is usually nite-state) and ignore the data aspect (which is not nite-state if the data domain is in nite). The contribution of this paper is to extend the applicability of veri cation algorithms to a class of non-nite-state programs expressed in a dialect of CCS ( 18] ). The programs have nite-state control components and operate on data values from a potentially in nite set of data. They may read data values from input ports and subsequently write them on output ports; they may however not compute functions on the data values, nor base any decisions on tests on data values. Such programs are data-independent, in the sense that their behaviors are independent of the actual data domain on which they operate. It turns out that communication protocols, bounded bu ers, queues, stacks, and memories are often data-independent. We shall consider the problem of deciding observation equivalence, as de ned in CCS. Observation equivalence has been widely used as a correctness criterion, e.g. in veri cation of communication protocols. Observation equivalence is strictly stronger than other equivalences which have been suggested as intuitively appealing, can be decided e ciently for nite-state programs, and has a simple theory. Our main result is an algorithm that transforms an equivalence problem between two data-independent programs into an equivalence problem between two nite-state programs, for which there is a polynomial time decision procedure ( 13] ). We thus obtain an algorithm for deciding equivalence between data-independent programs. The main idea behind the transformation is that if a program is data-independent then it should be irrelevant that there is an in nite number of di erent data values, since all data values are treated uniformly by the program. Thus we can simulate the program on a nite set of data values. In the worst case, this results in an exponential blowup of the program size. In the paper, we also prove that the equivalence problem is NP-hard for the class of programs that we consider. The rest of the paper is organized as follows. In Section 2 we comment on related work. Section 3 de nes the syntax and semantics of programs, and the concept of bisimulation equivalence. In Section 4 we present algorithms for deciding strong equivalence and observation equivalence, and Section 5 contains a result on the complexity of these problems. In Section 6 we indicate an extension to parallel programs, and nally Section 7 contains a small example of a veri cation which is made possible with our algorithm. Some of the longer proofs are collected in an appendix.
Preliminaries

Programs
We shall de ne a language for expressing nondeterministic and parallel programs. Programs in this language are data-independent in the sense that they do not perform computations or tests on data values and that any value output by a program must either have been previously received or stored in the program initially. The primitives of the language include input, output, nondeterminism, parallelism, and recursion. We defer the primitive for parallelism to Section 6 in order to simplify the presentation of our main ideas. Our notation is taken from CCS ( 18] ), with the modi cation that input is denoted by a question mark (?) and output by an exclamation mark (!). We assume the following (pairwise disjoint) sets a set of ports, ranged over by a; b; c; . . .. a set of variables, ranged over by x; y; . . .. A value expression is either a variable or a data value. We will use e; e 1 ; . . . to range over value expressions. Normally, value expressions would represent the results of computations on data. Since we restrict attention to programs which do not perform computations, variables and data values will be the only relevant value expressions. The set of behavior expressions, ranged over by A; B; . . ., is de ned recursively as follows:
A ::= a?x:A j a!e:A j X i2I A i j Id(e 1 ; . . . ; e n )
We assume in Id(e 1 ; . . . ; e n ) that Id has arity n. Since we are only interested in syntactically nite programs we also assume that the index set I in P i2I A i is nite, and we will sometimes use the notation A 1 + + A n for P i2 1 
Bisimulations
In this paper, we shall give a method for deciding equivalences as de ned by Milner ( 17] ). We will begin with the equivalence called \strong equivalence" in 18], and proceed to \observation equivalence" in Section 4.3. Both equivalences are de ned in terms of bisimulations. Since we will treat many de nitions of bisimulation which only di er in the transition relation that they use, it will be convenient to de ne bisimulation parametrized on a transition relation. In this paper, we shall present an alternative \ nitary" transition relation ?! F which makes programs nite-state by only allowing one action for each program of form a?x:A. The idea behind this transition relation is related to the idea of using schematic names for data values in analysis by symbolic execution ( 4] In the following we assume a set V = fv 1 ; v 2 ; . . .g of schematic names ranged over by v, v 0 , . . . . For reasons which will become apparent later we assume V to be potentially in nite, and de ne an order < on V by v i < v j if i < j. As usual we will write v v 0 to mean that either v = v 0 or v < v 0 . The schematic names will act as representatives of data values; they will for instance occur in actions. We will also use substitutions of value expressions for schematic names; in this respect the schematic names will behave as variables. A schematic action is an action, possibly with a schematic name instead of a data value. The terms schematic behavior expression and schematic program are de ned analogously.
A formal de nition of this terminology is obtained by replacing the set D with the set D V in the de nitions of value expression, action, behavior expression, and program in Section 3.1. However, in an identi er de nition Id(x 1 ; . . .; x n ) (= A, we still require A to be a (non-schematic) behavior expression.
The de nition of the transition relation ?! M in Section 3.2 is extended to schematic programs and schematic actions: in the rules out M and in M , d ranges over D V.
It is not di cult to prove that this extension does not a ect M-equivalence between ordinary programs. The point of all this is that we will derive a decision procedure for M-equivalence of schematic programs, and hence also for ordinary programs.
Strong Equivalence
In this section we will de ne the transition relation ?! F which di ers from ?! M in that input transitions contain schematic names rather than data values. The following auxiliary de nitions will be needed to achieve this: and MemoryCell(v 1 ) will similarly have the following transitions: Recalling the de nitions from Section 3.3, the transition relation ?! F induces an equivalence relation on programs: ?! F -equivalence, which we will also call F-equivalence and write F . Since ST(A; ?! F ) is nite for each A, and since ?! F is obviously computable from A (given that nextname(A) is computable), there exists an algorithm which decides whether two schematic programs are F-equivalent. Our main result is that we can use F-equivalence instead of M-equivalence. Namely, we have: 
Observation Equivalence
The programs as de ned in Section 3.1 can not perform internal actions. This is a serious drawback if we want to consider systems consisting of several programs running in parallel, and where communications between these programs are internal to the system. We shall therefore (following 18]) extend the program notation by a new unobservable action .
In the operational semantics a transition of the form A ?! M A 0 intuitively means that A can transform into the program A 0 without performing any externally observable action. We extend the syntax of (schematic) behavior expressions by allowing the construct :A. and hence also ST(A; =) G ). We thus have a decision procedure for =) G -equivalence, and hence for =) M -equivalence by Theorem 4.
5 The equivalence problem is NP-hard
In this section, we discuss the complexity of the equivalence problem. We take size(A) + size(B) to be the size of the problem of deciding equivalence between A and B. In this section, we shall prove NP-hardness for the problem of determining strong equivalence. In fact, we prove it NP-hard even for programs without -actions. It immediately follows that the problem of determining observation equivalence is also NP-hard, since strong equivalence and observation equivalence coincide on programs without :s.
Theorem 5 The problem of determining whether two programs are M-equivalent is NPhard.
Proof: We prove the theorem through a reduction from the clique problem, which is NP-complete (see e.g. problem GT19 of 11]). The clique problem is to determine, given an undirected graph G with nodes n 1 ; . . . ; n K and edges E (a set of pairs of the form hn i ; n j i), and a positive integer J K, whether G contains a clique (i.e. a maximally connected subgraph) of size J. We shall use a variant of the clique problem, which we call the restricted clique problem, obtained by restricting the clique problem to graphs G in which each node has at least J neighbours. We prove that the restricted clique problem is NP-complete by a polynomial time reduction from the clique problem as follows. Consider an instance (i.e., a graph G and an integer J) of the clique problem. It can be checked in polynomial time whether G contains a clique of size J which contains a node with less than J neighbours, because (1) no clique can contain a node with less than J ? 1 neighbours, and (2) 
A(x 0 ; x 1 ; . . . ; x i?1 ; x i+1 ; x i ; x i+2 ; . . .; x K ) + To The rules for j additionally have a symmetric form di ering in that the operands of j are interchanged, thus A j B has the same transitions as B j A: either one of A and B performs a transition in isolation (par M ), or they cooperate in a communication resulting in a -transition (com M ). 
A Simple Application
In this section we indicate veri cations which are possible in our formalism, and which would be impossible with existing fully automated techniques. One major application of our techniques is in the area of veri cation of communication protocols. Consider a data transfer protocol, e.g. the Alternating-Bit Protocol, which should transfer messages from one user to another while preserving message order. Such a protocol can be proven correct by establishing an equivalence between the protocol and a (FIFO) bu er. Previous such veri cations ( 2, 14, 15, 21, 22, 24] ) have either been performed manually, or have only considered the synchronization properties of the protocol, while ignoring the transfer of data. A veri cation which ignores data transfer does not determine whether the protocol transfers messages like a bag (not respecting their order) or like a bu er. With our techniques, it is possible to make such a distinction in an automated veri cation. We shall as a simple example sketch how one could distinguish between a bu er and a bag, both of capacity two. We write for observation equivalence, and assume that x and y are variables. De ne a bu er B1 ab of capacity one over two di erent ports a and b as: It is now straightforward to prove that two bu ers of capacity one can be connected to form a bu er of capacity two:
(B1 ac j B1 cb )nb B2 ab and that connected in a di erent way they form a bag:
These proofs can be performed mechanically using the alternative transition relation =) G , which makes all involved programs nite-state. For instance, BG ab has ve states:
BG ; BG 0 (v 1 ) ; BG 00 (v 1 ; v 2 ) ; BG 0 (v 2 ) ; BG 00 (v 2 ; v 1 ) Note that the programs are not nite-state with respect to =) M . Therefore, a traditional veri cation of similar programs would mechanically verify only the synchronization properties, disregarding the distinction between di erent data values. However, such a simpli cation makes it impossible to distinguish between a bu er and a bag. Our algorithm has been implemented ( 16] ) as an experimental extension of the Concurrency Workbench ( 9] ). It has been successfully applied to the veri cation of a sublayer of the CSMA/CD-protocol.
Conclusion
We have presented an algorithm to determine bisimulation equivalences on nondeterministic and parallel programs, which operate on in nite data domains but which do not perform any computations on the data. An alternative and perhaps more straightforward algorithm could be to let the programs operate on a nite but su ciently large data domain. Such an algorithm would presumably be less e cient in practice, since each input construct then gives rise to many input transitions. For instance, when proving that two FIFO bu ers, with a capacity to store n data items, are equivalent, the alternative algorithm would generate a state space whose size is exponential in n, whereas our algorithm would generate a state space which is quadratic in n.
Our main idea is related to symbolic execution: by using schematic names as representatives of data values received in input actions, the equivalence problems are reduced to equivalence of nite-state programs. We conjecture that the same idea would apply equally well to other equivalences such as testing-, failure-or trace equivalence. We also conjecture that a similar symbolic execution could be used to obtain decision procedures for restricted versions of rst-order modal logics such as HML or CTL.
In this paper, we have assumed that the set D of data values is in nite. In fact, our results apply to a nite D, as long as its size is larger than the maximum number of free variables in any subterm of the involved programs; if D is too small, one can always use the decision procedure for ?! M -equivalence directly, since ST(A; ?! M ) then becomes nite. It would be interesting to extend the result to programs where expressions with functions are allowed in output constructs. It does not seem possible to add even simple (interpreted) function symbols to the language without invalidating our results, but it seems plausible that an extension of the ideas in this paper would be able to handle a restricted class of function symbols.
Appendix
We here give the proofs omitted from the main text.
Proposition 1 nextname(A) is computable in polynomial time.
Proof : Let A be a schematic behaviour expression. For each subterm B of A de ne Used(B) to be the least set of variables and schematic names which satisfy the following recursive equations:
Used(a?x : C) = Used(C) ? fxg Used(a!x : C) = Used(C) fxg Used(a!v : C) = Used(C) fvg
Used(Id(e e)) = (Used(C)) e e=e x] ? D when Id(e x) (= C We here write e e for e 1 ; . . .; e n and e x for x 1 ; . . .; x n , and in the last equation e e=e x] means a substitution which simultaneously replaces each x i with e i in the set Used(C). Recall that the x i , as formal parameters to Id, are required to be distinct, and that e ranges over data values, schematic names, and variables. Since Used(B) does not contain data values, the set of data values D is subtracted in the last equation. We can write the recursive equations as Used = U(Used) where the functor U is as determined by the equations. Then U is monotonic and the least solution can thus be computed in the following standard way: begin with the approximation U 0 (B) = ; for all B. Compute U i = U(U i?1 ) until convergence, i.e. until U k = U k?1 . Then U k = Used.
We will now motivate that this calculation can be done in polynomial time. Each U i is de ned on the subterms of A, and the number of subterms is linearly bounded by the size of A. The computation of a particular U i (B) given U i?1 is, at worst, linearly bounded by the maximal length of the formal parameter lists, which again is linearly bounded by A. Thus, the computation of U i from U i?1 is polynomial in A. The number of di erent possible U i is also polynomial in A, since U is monotonic and each U i (B) can at most contain all names and variables in A. It follows that Used can be calculated in polynomial time.
We nally prove that for a program A, it holds that v is used by A i v 2 Used(A). In the course of this proof we will use the lemma that Used(A e For the direction ( assume that v 2 Used(A). Then, in the terminology of our calculation of Used above, v 2 U k (A) for some k. We proceed by induction on k. The case k = 0 is vacuous. For the inductive step we get di erent cases depending on the form of A. In summary we have now proved that the set of used names of a program can be computed in polynomial time. It then follows directly from the de nition of nextname that nextname(A) can also be computed in polynomial time. This concludes the proof of Proposition 1.
2
We now continue to prove Theorems 3, 4 and 6. In the course of these proofs it is convenient to use the following de nitions: let next v (A) mean the minimum (w.r.t. <) of v and nextname(A). Thus, in particular v = next v (A) holds if and only if all v 0 < v are used by A. We will write V(A) for the set of names used by A.
Say that a name or data value u is fresh for A if it does not occur syntactically in A nor in any de nitions of identi ers. In a proof we will sometimes say \Assume a fresh u . . . " to mean that u is fresh for all programs considered so far in the proof. Since there are only nitely many identi er de nitions, such fresh u:s always exist. 
Proof of Theorem 3
The proof of Theorem 3 relies on the following lemmas:
Lemma 7 
2
We here only show the proof for Lemma 10 0 ; the other lemmas are straightforward. We will need the following auxiliary lemma (which also is needed in order to prove Lemma 11 
Proof of Theorem 6
We nally prove Theorem 6 by demonstrating that the proofs of Theorems 3 and 4 carry over to the language extended with parallelism and restriction. Obviously, only the parts which explicitly refer to the structure of the language, namely the proofs of Lemmas 9{12, need reconsideration. There then emerges one small complication: Lemmas 10e and 12, and hence also Lemma 10 0 a and 10 0 e, only hold in the following slightly weaker form:
?! M must be replaced by ?! M ' in consequents, and similarly ?! F by ?! F '. 
