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ABSTRACT 
Knowledge of the accuracies of air bearing spindles in the sub-micrometre to nanometre 
range is required for the design, commissioning and operation of ultra-precise machine 
tools, measurement systems and other machines employing high precision rotational 
motion. 
In order to verify the dynamic performance of a spindle, measurement is required of its 
error motions in the unwanted five degrees of freedom (one axial, two tilts and two radial 
motions). Presentation of these error motions (eg in the form of polar charts) can then be 
used to provide critical spindle metrology data including total, asynchronous and average 
error motion rosette profiles and their average and peak values. 
This thesis describes a metrology system based on optical interferometry for measuring 
such unwanted error motions in three degrees of freedom involving motion along the 
spindle axis (axial rectilinear displacement and tilts about orthogonal axes), incurred with 
rotation of a precision air spindle over its specified speed-range. The system is not 
sensitive to orthoaxial translations which may be measured using alternative methods. 
Possible alternative techniques for measuring any of the degrees of freedom include an 
array of proximity sensors, (one for each translational degree of freedom and a further one 
for each of the other rotational degrees of freedom), to measure the run-out of an artefact. 
Proximity sensors based upon capacitive or optical fibre back-scatter techniques each 
offer the required single degree-of-freedom non-contacting capability and bandwidth. 
In the current work, a Fizeau interferometer is used to monitor the motion of the spindle 
of a vertical axis ultra-precision facing machine using a test-artefact. This is a mirror with 
less than one fringe departure from planarity from which interferogram. fringe-patterns are 
captured, digitised and analysed synchronously as the spindle rotates. The issue of the 
prediction of the dynamic form and motions of the observed interferograrn arises and the 
earlier theory is extended to optimise the set-up, including provision of automatic servo- 
alignment of the optical axis with the axis of the spindle. 
Measurement interferograrn data is sampled at selected angular incremental positions of 
spindle-rotation and image processing techniques used to filter the fringe pattern, 
enabling measurement of spindle tilt and axial displacement. Issues of sampling with 
respect to the anticipated spatial angular frequency of the spindle run-out are considered 
with respect to the speed/frequency capability of data-acquisition and processing 
arrangements. Essentially, with a spindle rotating at typical machining speeds of 300- 
3000 rev/min, for consistent error motions, the resolution of an error plot is principally a 
function of observational time. It is foreseen that the system will be applicable in research 
and production-support in ultra-precision machining production processes and in 
rotational metrology. 
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CHAPTER 1: INTRODUCTION 
1.1 INTRODUCTION TO CHAPTER 
There is a general need in the field of precision engineering for advancing the level of 
accuracy of precision machine tools (eg such as diamond turning machines, grinding 
machines) and also for surface, roundness, and form measuring systems (eg Talysurf*, 
Talyrond*, Talycenta* measuring instruments and CMMs - Co-ordinate Measuring 
Machines). A critical underlying and developing area of work involves studying the 
accuracy of precision and ultra-precision spindles for these machines/instruments. 
In this chapter a brief description of the application of air bearings and the need for 
spindle metrology in precision engineering is given. A literature review of the 
developments in air bearing performance is also provided. 
1.2 APPLICATIONS OF AIR BEARING SPINDLES IN PRECISION 
ENGINEERING 
According to Collier and Wilson (1982), a spindle bearing can be defined as a 
machine element which facilitates motion between a shaft (rotor) and a fixed part 
(stator), or a part moving relative to a shaft. Generally bearings can be categorised as: 
" metal-to-metal (rolling contact) 
" hydrodynamic 
" hydrostatic 
" air (gas) bearings 
According to Powell (1970), a gas bearing can be defined as two accurately machined 
surfaces separated by a thin film of gas and arranged so that any tendency to change 
clearance between the surfaces is resisted by a change in the gas film. There are 
broadly four types of air bearings, which can be classified as: 
aerodynamic 
squeeze film 
aerostatic 
hybrid (combined aerodynamic and aerostatic) bearings 
In a aerodynamic bearing, pressure is generated when one surface moves relative to 
another so that the lubricant (air) is dragged into a convergence between the surfaces 
(Powell 1970) as shown schematically in figure 1.1 a. 
* Taylor Hobson Co, New Star Road, Leicester 
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On the other hand, in the squeeze film bearing, pressure is generated by the oscillatory 
motion of one of the bearing surfaces (Powell, 1970) as shown schematically in figure 
1.1b. Both the aerodynamic and squeeze film bearing operate without any external 
gas supply and hence they are self acting bearings. 
On the contrary, aerostatic bearings (see figure 1.1c) require an external supply of 
pressure. The gas from the external source is fed into the bearing clearance with the 
aid of restrictors (which are usually grooves or slots or feed holes machined on to the 
bearing surfaces). An aerostatic bearing spindle was used in this work (see section 2.2 
for more details). 
There are a variety of bearing geometries; these include: 
cylindrical journal 
circular thrust 
annular thrust 
conical 
spherical 
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Air bearings are increasingly being used in a number of applications which 
traditionally incorporated other types of bearings. This is due to their accurate motion 
and low friction. Typical engineering applications of air bearings include, machine 
tools, precision measuring systems, gas circulators (used in the nuclear industry), 
turbo-compressors (used in the power industry), auxiliary equipment (used in 
cryogenic systems), and gyroscopes for military applications. 
Other applications of air bearings include products/mechanisms which range from 
surgical tools (such as drills and cleaning equipment) used in dentistry to Winchester 
disk drives in personal computers Pan (1990). 
Typical advantages of using air bearings in precision engineering are: 
Minimal friction and heat generation due to the low viscosity of air (Wunsch 
1965), hence the bearings are very tolerant of small changes in clearance caused by 
viscous heating (Slocum 1992, pp580 - 625). 
Good rotational accuracy of air spindle due to the averaging action of the 
pressurised air film around the circumference of spindle rotor (Wunsch 1965). 
Very low bearing film thickness can be maintained and this increases the stiffness 
of the machine, since the thickness is inversely proportional to bearing stiffness. 
4o Air bearings have zero static friction (Slocum 1992, pp580 - 625) and very low 
dynamic friction at moderate spindle speeds (1000 - 3000 rpm). 
* Due to its low friction and thus low wear rate, the bearing life span is very high. 
* Aerostatic bearings are generally self-cleaning. 
Air bearing grinding machines have longer wheel life, and do not require frequent 
wheel dressing (Wunsch, 1965), because their spindles rotate accurately. 
1.3 HISTORICAL DEVELOPMENTS OF PRECISION AIR SPINDLES 
According to Pan (1990) the first discovery of air lubrication was made by French 
scientist Gustav Adolph Him in 1854. Him made this discovery while experimenting 
on the bearing effects of water and air lubricants in afriction balance instrument. 
By 1996 Englishman Osborne Reynolds developed a comprehensive theory of fluid 
film lubrication between two surfaces. This work was used to explain experimental 
results of Tower's (1995) study of an oil-lubricated bearing. Reynolds (1886) 
developed differential equations which describe the relationship between pressure distribution, film thickness and fluid viscosity - assuming incompressible, isothermal 
and iso-viscous conditions. 
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In 1896 American scientist, Albert Kingsbury rediscovered the phenomenon of air 
lubrication in a compression device, and subsequently went on to study an air- 
lubricated journal bearing (Kingsbury, 1897). English scientist Harrison (1913) 
developed solutions for infinitely long gas-lubricated slider . and cylindrical air bearings. He also pioneered the technique of numerical computation of air bearing 
problems (Pan, 1990). In which his solution of air-lubricated journal bearings of 
infinite length was evaluated by (manual) numerical integration using the Runge 
method. 
Widespread industrial application of air bearing spindles was hardly in evidence at the 
beginning of this century apart in high speed textile machinery. Limited applications 
of air spindles in machine tools was witnessed during this period, such as its 
application in high speed grinding machines by Sawtell (1909). 
It was not until the early 1950s that industrial applications of air spindles increased. 
According to Powell (1970), the two specialised applications that stimulated the early 
development of air spindle bearings during this era, were in the area of high precision 
gyroscopes for use in inertial navigation systems, and in the development of gas 
circulators used in the nuclear industry. 
Today, precision spindles are used in a number of areas which include precision 
instruments, machine tools, dental drills, industrial refrigerators and liquefiers, high- 
speed electric motors, computer disk drives and other forms of fabrication equipment 
required to operate at very high rotational accuracy. Figure 1.2 shows a schematic 
representation of some applications of precision spindles. 
1.4 NEED OF SPINDLE METROLOGY IN PRECISION ENGINEERING 
McKeown (1983) defined precision engineering as the grouping of engineering and 
scientific skills and techniques in response to the increasing application of metrology 
to manufacturing. Precision engineering is therefore concerned with the manufacture 
of materials and components, the 'development of advanced manufacturing 
technologies and the design/manufacture of precision machine tools and measurement 
systems, and their control systems. Spindle metrology in precision engineering is used 
to achieve the required (very high) accuracy of machine tools and their end products, 
and precision instruments. 
There are number of areas in precision engineering where there is a need for spindle 
metrology, some of these are described in the following sub-sections: 
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1.4.1 FABRICATION OF I-T AND AERO-ENGINE COMPONENTS 
The spindle is one of the principal components of a machine tool and its performance 
is judged by its ability to produce a workpiece of required tolerance. This performance 
is dependent on the static and dynamic behaviour of all components that form the 
structural loop [the structural loop is part of the machine tool that is prone to 
vibration, it includes the tool-holder, guide-ways, bed, spindle, work-holder and the 
workpiece itself Bryan & Vanherck (1975)]. The spindle is normally the most flexible 
component within the structural loop, and in order for optimal machine performance 
the stiffness of the spindle component should be infinitely high. 
Generally, bearing run-out limits the performance of machine tool spindles and the 
accuracy of their end products. For instance, fabrication of lenses, semiconductors 
and fibre optics require fine surface machining (within sub-micrometre to nanometre 
scale), and spurious spindle motion would affect the surface form of the machined 
component. 
Over the past decade, single-point diamond machining has become a growing area of 
precision engineering for the manufacturing of computer magnetic memory discs 
substrates, convex mirrors for high output carbon dioxide laser resonators, spherical 
bearing surfaces in beryllium and copper, infra-red lenses, scanners for printers and X- 
ray miffor substrates. Very high surface finishes (i. e. of about 3 to 4 nm peak-to- 
valley) and geometric accuracy can be maintained under carefully controlled 
machining conditions and by the application of high stiffness aerostatic bearings 
McKeown(1986). 
Free abrasive machining processes such as grinding, polishing and lapping have been 
used traditionally for the manufacture of lenses. Today there is a growing area of the 
manufacture of advanced technology components such as magnetic disk systems and 
optical discs by abrasive machining processes. These processes requires spindle 
wheels with low error motions and compliance. 
Major improvements in thermal efficiency are potentially obtainable from the 
application of ceramic materials in the manufacture of critical components of aero- 
engines due to the material's refractory properties. This technological breakthrough 
requires ductile regime machining of ceramics at a stable critical depth of cut 
(normally of the order of about one micrometre according to Puttick et al 1989), 
requiring spindles to run to sub-micrometre levels. 
1.4.2 ACCURACY OF MEASURING INSTRUMENTS (FOR MECHANICAL 
PARAMETERS) 
Air spindles are increasingly used in measuring instruments to achieve very high 
rotational accuracy. Typical applications of air spindles in measurement instruments 
include: roundness measuring machines, rotary CMMs, dynamometers; others include 
gyro-instruments, high-speed ball-bearing test rigs, wind-tunnel balances and guided 
missile instrumentation (Grassarn & Powell, 1964). 
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A roundness measuring instrument is used for measuring the out-of-roundness, 
concentricity and ovality of artefacts such as shafts, cylinder bores and spherical 
artefacts. It typically employs a vertical shaft supported in an air journal bearing. 
Some very accurate roundness instruments incorporate an air-thrust bearing on the top 
and bottom flanges of the bearing rotor, this is used to support the weight of the shaft 
and artefact under test. The instrument may use a fixed or rotating stylus (depending 
on its configuration) for measuring the radial variations in diameter of the test-piece. 
A typical commercial roundness measuring machine is the Taylor Hobson Talyrond, 
which has measurement resolutions that range from sub-micrometre to nanometre 
levels. 
In roundness measuring instruments such as the Talyrond, spindle run-out errors 
introduce ambiguity to readings in the measurements taken during a particular 
roundness test. These could also cause alignment problems between the axes of the 
spindle rotation and the test artefact. This necessitates the requirement for very precise 
spindle metrology. 
Rotary CMMs are instruments used for obtaining dimensional metrology information 
of rotational test-pieces. Unlike other CMM configurations, the rotary CMM 
incorporates a vertical spindle turn-table on which the test-piece is placed and a 
movable probe. According to Ramesh (1990) the volumetric accuracy of CMMs, 
which is the maximum error between any two points in a specified swept volume of a 
CMM depends on: geometrical and displacement (linear and rotary) accuracy. Where 
the latter requires accurate rotational motion during the design and 
application/calibration stage of the instrument. Guidelines for accurate 
application/calibration of CMM errors are documented in the American standard 
ANSI/ASME (1990) and BSI British standards (1987-89). 
In the case of dynamometers (which are instruments used for measuring motor 
torque), in order to obtain an accurate measurement of torque, it is essential to mount 
the motor in journal bearings which have frictional torque values relatively less than 
the measured (motor) torque (Grassam & Powell, 1964). This requires a journal air 
spindle with minimum friction and accurate rotation. 
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Figure 1.2: Application of precision spindles and measurement 
20 
1.4.3 ELECTRO-MECHANICAL DEVICES 
Precision air spindles are widely used in electro-mechanical devices such as magnetic 
and optical disc drives. There has been a gradual increase in the application of 
magnetic storage devices (Talke 1987), this is due to: 
the invention and implementation of disc file (this is a mechanism which 
incorporates a magnetic head supported on a thin film of air, in close proximity to a 
rotating disc) 
availability of magnetic read1write heads which can be positioned in close 
proximity to a flexible magnetic tape without excessive wear 
In order to improve the functionality of a magnetic hard-disc, it is important that the 
disc has a very high storage density (Talke, 1987). Over the last 30 years there has 
been a linear increase in the storage density (as shown in figure 1.3), this has been due 
to improvements in the read/write head, enhancement in the signal processing 
electronics and to a large degree improvements in the precision mechanical design of 
the recording devices. Future improvement in magnetic disc storage (McKeown, 
1986) will depend on reducing the: 
" head-to-disc spacing (which is typically between 0.2 and 0.3 gm), 
" read/write gap length 
" disc magnetic coating thickness 
These attributes will require spindles which operate with nanometric maximum non- 
repeatable run-out (Talke, 1987). 
Another growing area of disc storage is in the application of optical discs, theses are 
currently used for storing/retrieving audio and video data, and other forms of digital- 
storage applications. Increased speed and storage capacity of optical discs will depend 
on accurate positioning of the disc/read-write head and on the accuracy of rotation of 
the disc about its axis. 
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1.4.4 TESTING OF BRAKE DISCS FOR AUTOMOTIVE APPLICATIONS 
Knowledge of rotor run-out and thickness of disk brakes is required when designing 
and developing safe braking systems for automobiles. Lion precision developed a 
capacitive spindle error analyser for the non-contact measurement of brake disk error 
motions and thickness variations; see Lion (1992) for more details. 
1.5 LITERATURE REVIEW OF DEVELOPMENTS IN AIR SPINDLE 
PERFORMANCE 
Many theoretical and experimental research studies have been undertaken to 
characterise the performance of air spindles. The following sub-sections describe 
some of these studies: 
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1.5.1 THEORETICAL ANALYSIS OF AIR BEARINGS 
Theoretical research into spindle accuracy has mainly involved the application of 
analytical, numerical and computer simulation methods for analysing the variations of 
bearing fluid film clearance, pressure distribution and thermal flux, and bearing 
dynamic constants (stiffness and damping coefficients). 
Before the advent of computational methods, fluid lubrication problems were solved 
analytically. One of the earliest analytical evaluations of fluid lubrication between two 
surfaces was by Reynolds (1886), in which the so-called Reynolds' equation was 
developed. During the pioneering days of air lubrication development only a few 
researchers such as Harrison (1913) solved Reynolds equation numerically. This was 
because the solution required sophisticated (digital) computation which did not exist 
until the late 1950s. 
As a result of the complexities encountered in solving the analytical solution of 
Reynolds' equation for particular gas bearings problems, numerical solutions or 
computer simulation methods based on the modified Reynolds' equation have been 
used. For instance Castelli & Pirvics (1968) reviewed different types of numerical 
solution methods for time dependent and time independent gas bearing problems. 
Currently computer simulation and modelling techniques of gas bearing systems is a 
growing area. Typical bearing analysis software can categorised as: computational 
fluid dynamic (CFD) software programs based on finite-element or finite-volume or 
difference equations methods (Anderson, 1995) and, dynamic simulation packages 
software programs that provides a visualisation of the bearing dynamic effects. 
A number of finite-element and finite-volume modelling techniques have been 
developed over the last decade. Most of theses techniques evaluate the pressure 
gradient within the bearing clearance and use this information to calculate the 
variation in of the bearing gap at specified angular positions. 
Hendricks (1988) developed a finite-element software package used for modelling 
steady state gas bearings. This development incorporated most of the details of 
bearing and was essentially intended to be a generic design tool for characterising the 
performance of air bearings. This software was used to analyse the tilt error motions 
of a thrust bearing of a laser scanner as it revolved at 30,000 rpm. Results obtained 
from this analysis indicated that at a clearance of 10 gm the bearing exhibited a tilt 
error motion of 200 grads. 
Oshumi et al (1984) developed a theoretical and experimental frequency response for 
an aerostatic bearing in which plots of amplitude ratio (bearing clearance variation 
divided by the varying applied load) and relative phase as functions of bearing 
rotational frequency and compressibility were generated. The response was used to 
investigate how to make a bearing absorb as much vibratory energy as possible (ie to 
reduce its compliance to ideally zero) and establish a new design criterion for the 
bearing. 
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Yabe (1994) numerically analysed the run-out characteristics of externally pressurised 
gas journal bearings, giving special attention to the influence between the run-out of 
the bearing rotor and its machining error. This numerical analysis involved the 
application of the divergence formulation technique to calculate the exact solution of 
the bearing clearance pressure distribution, taking in to consideration the influence of 
rotor and bearing pocket circularity errors. This work indicated that spindle run-out is 
governed by rotor out-of-roundness and bearing pocket size deviation (ie which also 
affects spindle stiffness) 
Dong-chul et al (1994) used the direct numerical method to evaluate stiffness and 
damping coefficients of an aerostatic bearing, This approach allowed the radial run- 
out of bearing rotor to be solved numerically. Subsequent experimental evaluation of 
the bearing run-out was also carried out using capacitive probes, and the maximum 
difference between the measured and calculated radial error motion was less than 5%. 
lordanoff et al (1995) investigated the effect of misalignment and inertia on high- 
speed thrust bearings using a theoretical approach. This approach involved a 
numerical solution of Reynolds'equation of flow for the bearing in its three degrees of 
freedom (ie representing its orthogonal tilts and the axial error motions). This resulted 
in the evaluation of bearing dynamic coefficients, and subsequently in the modal 
analysis of the bearing which was used to analyse the 3 degrees of freedom modes of 
vibration (error motions). 
The main draw-back of some theoretical techniques used for modelling spindle 
accuracyj is that they give an approximation of the true performance of a bearing. This 
is usually due to: 
the simple geometry employed in the model which does not take in to consideration 
the complex profile of the bearing gap or rotor out-of-roundness 
discretisation error of the model mesh applied to the areas and volumes considered 
(Anderson, 1995). 
Accurate evaluation of most bearings usually require an experimental analysis which 
can be validated using a theoretical approach. For instance, Huges et al (1996) 
analysed a gas lubricated hydrodynamic thrust bearing using both theoretical and 
experimental techniques. The theoretical technique involved a numerical solution of 
Reynolds' equation and the equation of state, using a finite-volume modelling 
program. The experimental technique on the other hand, involved the measurement of 
bearing gap (bearing run-out) using eddy-cuffent sensors and the evaluation of 
bearing pressure and temperature profiles using an array of pressure and thermocouple 
transducers respectively. This development was used for investigating different pivot 
pad bearing geometry and the effects of pressure distribution and bearing gap 
variations during isothermal and non-isothermal conditions. Results from the 
theoretical approach and its corresponding experimental work were observed to 
correlate very well. The measured bearing gap fluctuations at speeds grater-than 
10,000 rpm was 6 gm. 
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Yabe and Ishida (1991) evaluated the influence of forced vibrations on axial error 
motions of an aerostatic thrust bearing using both theoretical and experimental 
techniques. The experimental technique employed an eddy-current sensors for 
measuring the axial error displacement. While the theoretical approach used a 
perturbation solution for evaluating the static and dynamic characteristics of the 
bearing under varying conditions of: applied load (W), pocket size (k) and feed 
parameter (D. Frequency response obtained for the theoretical and experimental 
.) at spindle speeds of 
0 to 20,000 rpm confirmed evaluation of spindle axial error (d, 
that at large applied loads, resonance frequency is inversely proportional to d7. The 
evaluation (theoretical and experimental) of spindle axial error motion in this work, 
varied from 0.1 - 8.0 gm for applied axial loads (normalised) of 0.075 - 0.175. 
1.5.2 EXPERIMENTAL ANALYSIS OF AIR BEARINGS 
One of the earliest examples of work involving the experimental measurement of 
bearing performance was that by Schlesinger (1938), who developed a method of 
testing the accuracy of rotation of machine tool spindles using a dial indicator to 
measure radial run-out. This particular method had shortcomings from a precision 
engineering point of view; it was very difficult to distinguish between simple 
eccentricity in the workpiece and in the bearing, the method could not indicate the 
course of the deviation vector during rotation, and the indicator could only be used to 
determine the displacements (error motions) in one axis at a time. 
As a result of these limitations, Tlusty (1959) pioneered the technique of using two 
mutually perpendicular sensitive deviation pickups (such as inductive or capacitive 
sensors) to measure simultaneously the position of a cylindrical mandrel attached to 
the spindle under test. In this work the signals from two sensors were connected 
respectively to the horizontal and vertical axes of an oscilloscope respectively. His 
work made it possible for the first time to visualise spindle run-out errors 
dynamically on an oscilloscope. 
The work of Bryan et al (1967) represented a much more in-depth analysis of spindle 
accuracy. It involved the measurement of the spindle radial error motion using 
capacitively generated Lassajous figures. In this work two capacitive probes were 
used to generate a polar chart base circle, and a third probe was used to measure the 
radial error of a spherical master attached to a spindle. These signals were used to 
generate the required polar chart, indicating spindle radial error motion. 
Nowadays capacitive sensing of spindle error motions is a widely used technique in 
precision engineering. For instance Chapman (1986), developed a commercial spindle 
analyser which incorporated an array of capacitive sensors used to measure (to 
nanometric resolution) the 5 degree of freedom error motions of a rotating spindle. 
Similarly, Martin (1995), has developed a spindle analysis instrument which 
incorporates software that enables error motions to be analysed and plotted on a 
computer as ; asynchronous, average, innerlouter and total error motions. 
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Bryan & Vanherck (1975) developed definitions of spindle metrology terms. This 
work was modernised during the development of the ANSI/ASME American 
Standard (1985). 
A number of optical techniques have been developed in the past to analyse spindle 
run-out, these are usually interferometric, moiri or triangulation techniques. Optical 
interferometric measurement of spindle performance has a considerable advantage due 
to its full field measurement capability, non-invasiveness, low noise and high 
resolution typically between X\100 to X\1000 (depending on the accuracy of the 
interferograrn analysis technique). 
One of the earliest examples of an interferometrically based measurement technique 
applied to gas bearings was carried out by Stone (1921). This involved the application 
of optical interferometry to measure the pressure profile and clearance variation of the 
air film in a laboratory tilting-pad thrust bearing. The bearing consists of a glass disc 
(rotor) and a quartz block (stator). The block was positioned above the surface of the 
(rotating) disc with the aid of a spring mechanism. Interference fringes were formed in 
the air gap between the two optical surfaces of the bearing, and the number of fringes 
observed was used to quantify the variation of bearing clearance. According to Pan 
(1990) this development was to become one of the most widely used techniques in 
contemporary studies of gas lubrication.. 
Gee et al (1988) at Cranfield devised a technique of interferometrically monitoring the 
spindle and workpiece on an ultra-precision single-point diamond facing machine. 
The main requirement of this work was to detect the error motions of the spindle 
(based on a known surface form), and to evaluate surface/shape during rotation. This 
work was further developed by Gee (1993) to include analysis of interferogram 
dynamics of a rotating artefact. 
In a development of this by Triandis et al (1991), a Fizeau interferometer was set-up 
above and essentially coaxial with the vertical spindle axis of a research diamond 
turning machine. This enabled the axial, tilt and form errors of the mounted plane 
workpiece (which ideally should be normal to the spindle axis) to be monitored to 
sub-micrometre accuracy (to about one tenth of a fringe) and corrected in-process with 
the aid of a micro-tilt stage mechanism attached to the spindle. However during this 
research the measurement of the spindle performance was carried out at fixed 
positions of the spindle. The work involved in this project (ie work explained in this 
thesis) is intended to demonstrate the possibility of measuring the spindle rufi-out 
dynamically (ie while the spindle is rotating). 
Kim and Park (1994) developed an optical moir6 method for measuring radial error 
motions of an air spindle. This used two concentric gratings of fine pitch configured 
in a way such that the radial error motions were detected by analysing the 
interferometric fringes generated by the gratings. This method was immune to 
mechanical and electrical disturbances, since neither a master cylinder nor electrical 
gauge was required. It was capable of measuring the spindle run-out to a resolution of 
I gm. 
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Recent work carried out by Risse and Guyenot (1996) used a laser triangulation 
technique to quantify the amount of spindle wobble to arc seconds. This method 
worked on the basis of reflecting a laser beam off one of 18 polygonal miffor facets on 
a (glass) aerostatic spindle bearing arrangement, and then further reflecting the beam 
off a miffor onto a high resolution CCD detector (i. e. the CCD line had 2048 pixels 
with a pixel size of 13Rm). This set-up enabled the spindle orthogonal tilts to be 
quantified, based on the position of the laser spot measured by the CCD camera. It 
was used to measure the tilt error motion of 0.96 Rrad as the spindle revolved at 
3,000 rpm. 
Other research related to spindle accuracy involves both the measurement of spindle 
run-out and in-process correction of error motions. Mizuno (1993) developed a means 
of measuring the tilt and axial error components of a diamond turning machine tool 
spindle by the application of optical fibre displacement sensors and then corrected 
these errors by using a piezo-electric micro-tilt stage mechanism with the aid of PID 
and repetitive control algorithms. This set-up was able to detect spindle axial error 
motion (before and after an in-process error correction) of 100 nm and 10 nm 
respectively. 
Chen and Yang (1989), developed dynamic compensation technology for the spindle 
error motion of a precise lathe. This set-up used four capacitive sensors to measure the 
axial and orthogonal radial error motions (ie with aid of a master cylinder clamped to 
the spindle face plate). Signals obtained from the capacitive sensors were then 
amplified and sent to the on-board tool holder compensation set-up to control in-situ, 
the influence of the spindle out-of roundness during the machining process. Dynamic 
tests of the lathe showed that the roundness error (due to spindle run-out) reduced 
from 1.0 - 1.7 gm to 0.4 - 0.8 gm as a result of the in-process spindle error motion 
correction. 
On the other hand Horikawa et al (1992) also developed an active air journal bearing 
which utilised capacitive sensors to detect the spindle radial error motion and non- 
contact actuators (i. e. moveable air pads driven by piezo-electric actuators) to control 
and regulate the bearing. This work showed that the active journal bearing had almost 
infinite static stiffness and an absolute rotational accuracy better than 21 nm as the 
spindle revolved at 750 rpm. 
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CHAPTER 2: DESCRIPTION OF AEROSTATIC 
BEARING SPINDLE 
2.1 INTRODUCTION 
A research diamond turning machine incorporating a Blockhead type 4R aerostatic 
bearing, manufactured by Professional Instruments Company (PI)* was used in this 
project. Aerostatic spindle bearings are used in many ultra-precision machine tools and 
measuring instruments, due to their very high rotational accuracy. In this chapter a 
general description of the PI bearing design and its operational issues will be presented. 
2.2 APPLICATION OF PI BEARING - RESEARCH DIAMOND TURNING 
MACHINE 
The research diamond turning machine used in this project described by Puttick et al 
(1989), was designed originally to investigate single point diamond machining of brittle 
materials, under fixed depth of cut. The machine consists of an aerostatic spindle used 
to rotate the workpiece, and a hinged tool arm arrangement. This arrangement guides the 
travel of the tool as it is fed across the workpiece in a plane orthogonal to the spindle 
axis (Duduch 1993). Figure 2.1 depicts the schematic layout of the machine and figure 
2.2 shows a photograph of the machine. The machine has subsequently been modified 
(Gee et al, 1988) to accommodate a vacuum chuck and an interferometer. 
The principle mechanical elements of the machine are: 
Main structure: supports the aerostatic spindle assembly, it also carries the weight 
of the hinged tool post and the interferometer as shown in figures 2.1 and 2.2. This 
part of the machine structure is reasonably stiff, and any induced vibrations from the 
floor are isolated by the application of four isolators. 
* Air spindle: See section 2.3 for details of the aerostatic spindle used in this machine. 
Vacuum chuck: The machine incorporates a vacuum chuck arrangement for holding 
the workpiece on the face of the spindle. The vacuum chuck was also designed to be 
used as a manually adjusted tilt stage mechanism. Figure 2.3 shows the schematic of 
the vacuum chuck (Duduch 1993). 
* Professional Instruments Co., 4601 Highway 7, Minneapolis 55416, USA 
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Fi2ure 2.1 Schematic lavout of the research turnin2 machine 
Fieure 2.2: Photop-raph of the research turninp- machine 
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0 
Tilt adjuster 
Suction holes 
Figure 2.3: The Vacuum chuck arrangement used on the machine 
2.3 DESCRIPTION OF SPINDLE 
The spindle used in this work incorporates a PI aerostatic bearing, which uses feed 
slots and grooves for regulating the supply pressure and bearing clearance pressure. 
The bearing is a combined cylindrical journal and circular thrust design (Arneson, 
1969). Figure 2.4 shows a schematic of the bearing. 
The bearing has the following key components: 
Lower and upper Stator 
Rotor 
Journal and thrust bearing surfaces 
Supply and exhaust slots (restrictors) 
Bearing clearance and Central Land 
Bearing grooves 
A description of each component is given below (Arneson, 1969): 
Lower and upper stator: According to Arneson, (1969), the upper stator forms the 
journal bearing surfaces within the bearing bore, it also incorporates one exhaust and 
two supply slots both machined on to the upper bearing stator. On the other hand the 
lower bearing stator is supported on the outer structure of the machine as shown in 
figure 2.4. 
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Ax zu . PPIY 
Leý stator 
Fimre 2.4: Sectioned view of the PI beariniz (after Arneson, 1969) 
Rotor: The rotor consists of a shaft and two thrust plates. The thrust plates have 
diameters (D) designed to be greater than the length (L) of the bearing shaft, this 
inherently minimises the angle of tilt of the rotor so that it is less than the nominal tilt 
angle (ie determined by the length of the shaft and the bearing clearance). 
Exhausts: The bearing exhaust is an annular groove which has an outlet formed on 
the upper stator (see figure 2.4). The figure also shows secondary exhausts which are 
formed on both sides of the thrust surfaces of lower end of the stator referred to as the 
lower stator. 
Bearing clearance and central land: The shaft forms a radial clearance with the 
journal surfaces of the stator, such that a certain level of flow restriction is maintained. 
The main contributor to this flow are the viscous forces of the fluid; body forces of the 
fluid can be considered negligible. The criterion normally for designing these bearings 
is that the clearance is at least 500 times less than the bearing surface length. 
Centrally located on the shaft is a passage formed by a central land (ie a raised step 
geometry) normally designed to be a least 20 times the clearance it forms with the 
journal surface. 
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Fi2ure 2.5: Operation of the PI bearin2 (after Arneson, 1969) 
Bearing grooves: The bearing shaft incorporates equally spaced grooves located at 
either side of the central land (as shown in figure 2.4). According to Slocum (1992, 
pp580 - 625), the main function of bearing grooves is to control pressure distribution 
while maintaining a 'high degree of stability because squeeze film effects are 
maximised by long flow paths and the absence of upstream restrictors. 
There has been some research carried out on the dynamic effects of different groove 
geometries and their influence on bearing load capacity and stability. Typical 
examples of this include work of Malanoski & Pan (1965), in which the static and 
dynamic characteristics of spiral-grooved thrust bearings were investigated. This work 
recognised the improvement in bearing stiffness and load capacity due to its inflow 
spiral-grooved design. Other work in this field include, Kumada et al (1996) and Kato 
& Obara (1996), which investigated the improved hydrodynamic lubrication and 
dynamic stability due to the employment of micro-grooves on the bearing surface. 
A much more elaborate investigation of the physical role played by grooves in self 
acting bearings was made by Malanoski & Pan (1971), in which it was shown that the 
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pneumatic or hydraulic resistance along the grooves was smaller than that across the 
grooves, and that a relative sliding motion between the surfaces in a direction inclined 
to the grooves, tends to induce flow along the grooves. The was because the grooves 
behave as a viscous pump, and the capillary blockage of the induced flow causes 
pressure in the groove to rise above ambient and thereby enables the bearing to carry 
load. The air flow in the bearing grooves has a component normal to its axial 
direction, and a pressure distribution in the direction normal spindle axis of rotation. 
2.4 OPERATION OF PI BEARING 
The journal and thrust surfaces (J) and (T) of the bearing are supplied with line 
pressure P., via two inlet restrictors located within the upper stator, as shown 
schematically in figure 2.5. As a result of the action of the restrictors there is a 
pressure Pj in the clearance space between the journal bearing and a pressure Pt in the 
clearance space between the thrust bearing, before the gas pressure then finally drops 
to ambient pressure P,, at the exit of the bearing. 
According to Arneson (1969), in order to restore the spindle axis of rotation to 
coincide with the axis of the stator, the bearing would develop a self-restoring force in 
the form of a couple R-R (as shown in figure 2.5). This couple is generated by the 
increased pressures in the regions of decreased clearance of the thrust bearings surface 
labelled TI, and a decrease in pressure in regions of increased clearance of the thrust 
bearing surface labelled T2. In addition to the forces generated between the thrust 
surfaces, their is also an extra restoring force normal to the couple R-R generated 
within the clearance space between the lower stator and the journal surface. This force 
is labelled F, for regions of decreased journal clearance and F2 for regions of 
increased journal clearance. 
2.5 CHARACTERISTICS OF PI BEARING 
2.5.1 INTRODUCTION 
In this section, a summary of the bearing performance is given. There will also be a 
brief description of some the design considerations of the bearing, particularly related 
to the air flow regimes between bearing 0ournal and thrust) surfaces, and within its 
supply restrictor. 
2.5.2 BEARING PERFORMANCE DATA 
Tables 2.1 a-2.1 c show the general performance of the PI 4R air bearing used in this 
work. This data relates to the bearing performance at 1034 KPa (150 psi) supply 
pressure, however according to the spindle manufacture (see appendix A), the bearing 
is capable of running successfully from less than 344 KPa (50 psi) to 1378 KPa 
(200 psi) without showing any signs of instability. 
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Tables 2.1a and 2.1b show the load capacity and stiffness of the spindle in its axial, 
radial and tilt degrees of freedom. The load capacity and stiffness are approximately 
linear with air pressure. The ultimate load capacity shown in table 2.1b is measured 
(by the bearing manufacturer) when metal-to-metal contact is made across the bearing, 
while the working load is usually given as half the ultimate load capacity. 
LOAD CAPACITY ULTIMATE WORKING 
RADIAL 445 N 222.5 N 
AXIAL 1780 N 890 N 
TILT 
. 
48 Nm 22.5 Nm 
Table 2.1: Spindle load carrvin capacitV data according to bearing 
manufacturer 
STIFFNESS 
RADIAL 117 Ngnf 
AXIAL 350 Ngm-1 
TILT 0.42 Nm grad-1 
Table 2.2: Spindle load stiffness data according to bearing manufacturer 
GENERALFEATURES 
TOTAL WEIGHT 8.2 Kg 
ROTOR WEIGHT 3.5 Kg 
ROTOR INERTIA 5160 gcm2 
MAXIM M SPEED 10,000 RPM 
_AIR 
FLOW RATE < 0.057 m3min" 
Table 2.3: General beariniz data provided by bearint! manufacturer 
According the bearing manufacturer (see attached data sheet for more details), some 
of the general features of the bearing include: 
bearing has the capability of providing resistance to tilt (ie tilt stiffness) or other 
loads, as a result of its combined restoring forces along the journal and thrust 
surfaces. 
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Supply hole 
Ffizure 2.6: Model used to describe flow in the PI bearing -journal surfaces 
(afte 
Powell, 1970) 
reduced angular errors due to the geometry of the thrust plates and shaft (ie the 
ratio of the diameter of the thrust plate to the length of the shaft is greater than 
one). 
reduced bearing static and dynamic instabilities as a result of the suppressed 
squeeze film effects, due to bearing axial grooves. 
increased stiffness (static and dynamic) and load capacity of the bearing due to full 
pressure supply on both the journal and thrust surfaces. 
2.5.3 EQUATIONS OF FLOW BETWEEN BEARING SURFACES 
In this section some basic equations which describe the flow regime in the PI bearing 
are presented. As air flows between bearing journal and thrust surfaces, pressures (Pj) 
35 
Hj 
IIz 
Supply slot hole 
Imaganary slot Pj Pi 
P, 
b 
ut, Pt 
Laminar flow in the 
radial direction 
Riure 2.7: Sectioned diagram of PI thrust plates (after Powell, 1970 
and (Pt) in the spindle axial (Z), radial (R) and circumferential (0) positions are 
generated (ie see figures 2.6 and 2.7) . 
An analytical relationship between the pressure gradients, and journal (H) and thrust 
(Ht) clearances is given by Reynolds' equations of bearing films (DiPrama, 1971), 
these are: 
8 (H 3p 
ipj 
+8 WP 
8p J)-A 
S(PjHj) 
80 1 80) sz( , ýz - dO 
H 3p +H3 PR 
8p') 
=A 
8(PH, ) (2.2) 
8z) dO -80) R8R( 
respectively. 
The formulation of equations 2.1 and 2.2 is based on three classical fluid mechanics 
equations, namely; the momentum, continuity and Navier-Stokes equations. The 
compressibility numberA (given in equations 2.1 and 2.2) is a unique parameter 
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which relates to the load carrying capacity of aerostatic or aerodynamic bearings, and 
the degree of compressibility required to sustain it. Experiments have shown that as 
A increases Hj (or H, ) decreases (Williams 1994), this effect inherently increases the 
load carrying capacity of the bearing. A also relates to the rotor-dynamics of the 
spindle in terms of oscillatory sources of error motions. 
The gas flow between the bearing journal or thrust surfaces can be idealised as 
laminar flow between two parallel plates, as long as the following assumptions are 
made: 
The flow through the bearing is considered to be purely viscous with no slip 
boundaries, and with the inertial forces due to acceleration neglected (Slocum 
1992, pp58O - 625). 
Pressure is constant over any section normal to the flow direction ie across the 
clearance of the journal or thrust surface (Powell 1970). 
Isothermal conditions are assumed throughout the bearing gas film. (Slocum 1992, 
pp580 - 625). 
With the aid of one-dimensional Navier-Strokes equations, the above assumptions can 
be used to describe the relationship between the bearing air velocities (Uj) and (Ut) (ie 
acting in the radial and axial directions respectively), and their respective pressure (Pj) 
and (Pt) gradients: 
d2U i dPj (2.3) 
dy2 dX 
d2U t=1 dP, (2.4) 
dZ2 71 dR 
Figure 2.6 shows a schematic of air flow within the journal bearing. Powell (1970) 
showed that by integrating equation 2.3 twice and substituting the relevant boundary 
conditions, the theoretical mass flow rate between the journal surfaces is: 
3 (pý 
- p2ýD Hj mj = --- 121lRTL 
Where, 
P.,: bearing supply pressure 
P.: atmospheric pressure 
D: diameter of bearing 
R: universal gas constant 
T: absolute temperature 
L: bearing length 
TI: viscosity of bearing fluid 
(2.5) 
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Application of equation 2.5 to the PI bearing assumes that it has smooth journal 
surfaces, modifications of these equation is required in order to accommodate the 
grooved nature of the bearing surface. 
Figure 2.7 shows a sectioned diagram of bearing thrust plates and supply feed slots. 
One of the depicted feed slots shown in top diagram of the figure is actually 
imaginary, but it was drawn to illustrate the symmetry in operation of the circular 
thrust plate, (since the pressure at i and j are designed to be approximately the same). 
The theoretical mass flow rate between the thrust surfaces ie evaluated from equation 
2.4 (Powell, 1970) is: 
2- 2ýII3ý 
ý, t= 
(PS P. 
( (2.6) 
1211RT log c ýb 
Where, 
c: minor radius of thrust plate (as shown in figure 2.7) 
b: major radius of thrust plate 
2.5.4 EQUATIONS OF FLOW FOR BEARING RESITRICTOR (FEED SLOT) 
Restrictors are machined in the wall of the bearing for supplying gas at line pressure 
to the journal and thrust surfaces. Figure 2.8 shows the geometry of the restrictor used 
in the PI bearing, which is an annular orifice. Some sort of flow resistance is required 
in the bearing operation in order to maintain differential pressure, and thus giving the 
bearing nearly zero compliance. 
In this section, equations which describe the flow of air in the bearing restrictors, are 
given. In figure 2.8 gas accelerates through the flow area (7cdh) from the bearing 
supply pressure (P. ) to a reduced pressure (P, ) (ie known as the orifice throat 
pressure) as it approaches the bearing surface. Powell (1970) studied the flow through 
an orifice restrictor of uniform geometry, and gave the relationship between P. and P, 
as: 
a 
1r r a-i 2 
2) 
where, 
v: velocity of flow within the slot 
a.: speed of sound at the supply conditions 
(x: ratio heat capacities at constant pressure and volume 
(2.7) 
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Fij, yure 2.8: Geometry of the PI bearinj,, feed slot (after, Powell 1970 
ASSUrning isentropic expansion of the gas within the bearing, the inass flow within an 
annular orifice according to Slocurn ( 1992, pp580 - 625) is: 
ýlorifice = ndH, C, 1 
2a (X (X (2.8) 
(u. - QRT 
ý pýI, PS 
where, 
d: diameter of annular orifice 
H,: clearance of bearing 
Cd: flow discharge coefficient 
R: universal gas constant 
T: absolute temperature 
Slocurn (1992, pp580 - 625) also equated the mass flow for (N) number of orifices by 
modifying equation 2.8, giving: 
2(-x 
)Z2 
ZU+ 
2 1]2 
=u2 _v2 (2.9) AsýCd 
«)C 
-1t 
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where, 
12 61l (RTy2 Nd 
As=- 
P. h3-. 
orifice feeding parameter (2.10) 
z= 
-1, Z-) 
Ps 
U= (PO) 
Ps 
V= Eb) 
shape factor 
P.: orifice pressure 
Pb: bearing pressure 
The bearing stiffness would depend on the following critical parameters: 
pressure ratio; Kgo = 
Po - Pb 
Ps - Pb 
e orifice feeding parameter (defined in equation 2.10) 
Flow equations derived in this chapter were used in section 3.5 to estimate the error 
motions of the spindle bearing. 
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CHAPTER 3: GENERAL CHARACTERISTICS OF 
SPINDLE ERROR MOTIONS 
3.1 INTRODUCTION 
Ideally, a spindle should rotate about a true single axis of rotation; ie it should only 
have one degree of freedom (DOF). But generally rigid bodies have six DOFs as 
shown in figure 3.1, including three translational motions and three angular motions. 
Hence one would expect an imperfect spindle to revolve about an axis that is different 
from the true axis of rotation due to its radial d,, and dy, axial d,, and tilt E. and Ey 
error motions. These effors-motions can be described as the parasitic motions. as 
Jones (1956) used in respect of micro-displacements 
In this chapter, a mathematical model is developed to describe spindle error motions 
with the aid of homogeneous transformation matrixes. A theoretical analysis has been 
used to estimate the error motions of the spindle using the bearing stiffness and 
damping constants. A description of the sources of spindle error motions is also 
presented. 
3.2 DEFINITION OF SPINDLE ERROR MOTIONS 
The following definitions are based on the spindle analysis work carried-out by Bryan 
et al (1967), ANSI/ASME B89.3.4M (1985) and Slocum (1992, pp62 - 70), refer to 
figure 3.1 for more details: 
radial error motion (d,,, dy): error motion in a direction normal to the Z reference 
axis and at a specified axial location. 
e axial error motion (E,, ): error motion colinear with the Z reference axis. 
tilt error motion (E, Ey): error motion in an angular direction relative to the axial 
Z reference axis. If the tilt motion along the Y axis is in the sensitive direction, a 
corresponding error motion will occur about the X axis (ie which is assumed to be 
a gauging or machining axis). 
sensitive directions: the sensitive direction is perpendicular to the ideally 
generated workpiece surface through the instantaneous point of machining or 
gauging. The rotating sensitive direction is where a workpiece is fixed and point of 
machining or gauging rotates with the spindle. A fixed sensitive direction on the 
other hand is where a workpiece is rotated by the spindle and the point of matching 
or gauging is fixed. 
run-out error: is the total error motion (displacement) measured by a device that 
senses a rotating artefact surface (ie mounted on the test spindle), or is rotated with 
respect to a fixed surface of the artefact. 
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Fi2ure 3.1: Error motions associated with a spindle 
* average error motion: is the mean value of a series of total error motion values 
asynchronous error: is the total error motion measured and is equal to the run- 
out error of the spindle when the error displacements occur at frequencies other 
than the fundamental or harmonic frequencies of rotation of the spindle. 
synchronous error: is the difference between the total error motion and the 
average error motion values, and is equal to the run-out of the spindle when the 
displacements occur at the rotational frequency of the spindle. 
error motion polar plot: sometimes' referred to as a rosette diagram, is a polar co- 
ordinate representation of error motion magnitude at specified angular positions (in 
degrees) 
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3.3 HTM MODEL FOR SPINDLE ERROR MOTIONS 
In order to describe the error components of a spindle in three dimensional space with 
respect to a reference co-ordinate system, a4x4 matrix is required. A similar 
representation is used to study the dynamics of mechanical systems, (Stadler, 1995). 
This homogeneous transformation matrix may be used to represent the co-ordinate, 
transformation of say a point on the spindle co-ordinate frame Xn, Yn, and Zn to the 
reference co-ordinate system X,, Y, and Z, and according to Slocum (1992, pp, 62 - 70) 
the transformation matrix can be represented as follows: 
Oix Oiy Oiz P. 
Te 
Ojx ojy ojz Py 
0 kx 0 ky 0 kz Pz 
L° 0 0P 
(3.1) 
The first three columns of the above matrix simply define the orientation of the 
spindle Xn, Y,,, and Zn axes with respect to the reference frame, in the form of 
direction cosine unit vectors i, j and k. Whereas the last column represents the 
position of the origin of the spindle co-ordinate system with respect to the reference 
frame. P, is a scale factor, which is normally set to unity. Hence the transformation of 
a point on the spindle with respect to the reference frame is: 
yr 
T, 
yll 
Z Z. 
-1j-1- 
(3.2) 
By considering all five error motions of the spindle as functions of the angle of 
rotation using the HTM model, and by setting n=1; the respective error motions can 
be expressed as follows: 
Radial error d. will be due to the translation of the XI, YI, and Z, co-ordinate 
system by an amount d. along the X axis. So that the HTM (homogeneous 
transformation matrix) of the XI, YI, and Z, is given as: 
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1 0 0 d,, 
0 1 0 0 
Tdx 
0 0 1 0 
0 0 0 tj 
(3.3) 
Radial error dy is due to the translation of the X1, Y1, and Z, co-ordinate system by 
the amount dy along the Y axis, this transformation can be represented as: 
1 0 0 0 
0 1 0 dy 
Td 
y 0 0 1 0 
0 0 0 1 
(3.4) 
Axial error d. is due to the translation of X1, YI, and Z, co-ordinate system by the 
amount d,, along the Z axis, this transformation can be represented as : 
1 0 0 0 
0 1 0 0 
Tdz 
= 0 0 0 dz 
-0 
0 0 1- 
(3.5) 
Tilt error E. is due to the rotation of the Xj, Yj, and Z, co-ordinate system by an 
amount E,, of the tilt about the X axis (as shown in figure 3.2), this transformation can 
be represented as: 
1000 
= 
TE 0 Cos E. -sin E. 0 (3.6) 
X 0 sin E. cos E. 0 
-0 
001j 
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Fi2ure 3.2: HTM representation of tilt error & 
Pitch error Ey is also due to the rotation of the X1, Y1, Z, co-ordinate system by an 
amount Ey of tilt about the Y axis, (as shown in figure 3.3), this transformation can be 
represented as: 
Cos Ey 
0 
TEy 
-sin Ey 
0 
0 sin Ey 0 
100 
0 cos Ey 0 
001 
(3.7) 
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Z, 
(sinEy. 0, cosEy) 
B? 
(1,0,0) 
(0,0,1) 
Ey 
Ey ................... 
x1... > 
(cosEy, 0, -sinEy) 
Figure 3.3 : HTM representation of the tilt error F 
Yaw component of the spindle 0,, is due to the rotation of the XI, Y, and Z, co- 
ordinate system by an amount 0. about the Z axis (as shown in figure 3.4), this 
transformation can be represented as: 
Cos 0, 
sin 
TOZ 
0 
0 
sin 0,0 0- 
cos 00 
010 
00 1- 
(3.8) 
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Figure 3.4 : HTM representation of the spindle rotation 0. 
The total effect of the spindle error motions is evaluated by sequentially multiplying 
the respective error HTMs and the yaw component of the spindle as follows: 
The total error, T, 
= 
[TdX] 
- 
[Tdy] 
- 
[Tdz] 
- 
[TEX] 
- 
[TEy] 
- 
[TO. ] 
COSEycosOz 
sin Ex sin Ey Cos Oz + cos Ex sin oz 
-sin Ex sin oz+ cosEx sin EycosOz 
0 
-cosEysinoz 
Cos Ex Cos Oz -sin Ex sin Ey sin oz 
sin Ex Cos Oz +Cos Ex sin Ey sin oz 
0 
(3.9) 
sin Ey dx 
-sinExcosEy dy 
cosExcosEy dz 
01j 
(3.10) 
According to Slocum (1992, pp62 - 70) when sub-micrometre spindle accuracy levels 
are required, the second order error components can be neglected. This is because 
angles E,, and Ey are so small, hence cosE,, - cosEy -1, sinE,, - E., and sinEy - Ey, 
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So Te can be simplified to: 
cos sin Q, Ey d. 
sin cos 0, - E. dy 
E. sin 0, - Ey cos 0. E. cos 0. + Ey sin (),. 1 dz 
0001 
-1 
(3.11) 
3.4 EFFECT OF ERROR MOTION ON BEARING CLEARANCE AND 
PRESSURE GRADIENT 
As described in section 2.5.2, the spindle used in the project is essentially a combined 
journal and thrust bearing arrangement. Error motions of a spindle will transform its 
reference co-ordinate system to a new co-ordinate system, this will inherently perturb 
its clearance, pressure gradient and dynamic coefficients (bearing stiffness and 
damping constants). The homogeneous transformation matrix T. of the combined 
error motions used to make this transformation is given in equation 3.11. 
A simple model can be used to evaluate the effects of spindle error motions. Such a 
model was developed by Iordanoff et al (1995) and used for analysing the effect of 
misalignment and load on thrust bearings. Klit and Lund (1986), also developed a 
similar model for calculating the dynamic coefficients (film stiffness and damping 
constants) of journal aerodynamic bearings using a finite element variational 
approach. Modelling the effects of error motions in spindles requires the substitution 
of the perturbed bearing film clearance (h) and pressure (p) terms in Reynolds 
differential equation for compressible fluid (Han et al). This differential equation is 
then solved analytically or numerically using a number of methods which include, PH 
pertubation, linearized PH, finite-difference and finite-element discretisation (Gross 
et al, 1980). In this section equations which describe the perturbation of bearing 
clearance and pressure gradient are given. 
Figure 3.5 shows a schematic of a journal bearing model in its reference frame, 
indicating the radial bearing clearance 1ý- and pressure distribution 
api 
5z). 
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Figures 3.5: Model Of Journal Bearing 
By using equation 3.11, the perturbed journal bearing clearance with centroid position 
Mj(x, y, z) due to the influence of spindle error motions can be defined as: 
[Hj]= Hjo+Hjl = Hjo+[Tl - 
[Mj] 
where, 
Cos 0, 
sin 0. 
E,, sin 0,. - Ey Cos 0, 
0 
- sin 0,, 
Cos 0, 
Cos %+ Ey sin 0,, 
0 
(3.12) 
Ey d. 
- E. dy Error motion matrix I d. 
01j 
Xj 
mi Yj : Centroid position vector of journal bearing 
Zj 
-I- 
HjO: Nominal journal bearing clearance at steady state 
H1j: Bearing clearance due to error motion contributions 
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2R 
Figure 3.6a: Section view Of Thrust Bearing Model 
Fii! ure 3.6b: Plan View Of Thrust Bearim Model 
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hence by simplifying equation 3.12, 
Hlj = 
xjcos 0, + y-sin 0, +zjEy+d. 
xj sin 0, + Y, cos 0 - zj S, + dy 
(3.13) 
_xj 
(E. sin Q, - Ey cos Oz) + yj (E. cOs Oz + Ey sin Q, ) + zj + dz. 
Figure 3.6a and 3.6b depicts the model used for describing the effects of spindle error 
motions of a thrust bearing with centriod position Mt(r, ý, z) (ie based on a polar co- 
ordinate system). The perturbed thrust bearing clearance is: 
[Ht] = Hot + Ht = Hot + [T. ] - 
[M 
t] 
where, 
rt sin 
mt r, Cos Centroid position vector of thrust bearing 
Zt 
0 H, : Nominal thrust bearing clearance at steady state 
H't: Error motion contributions of journal bearing clearance 
hence 1ý = 
(3.14) 
sin 0 cos 0. - r, Cos 0 sin 0,, + zt Ey + d. 
sin 0 sin 0,, + rt cos 0 cos 0,. - zt E. + dy (3.15) 
_rt 
sin O(E. sin 0, - Ey Cos 0. ) + rt cos O(E. cos 0. + Ey sin 0. ) + z, + d,.. 
The perturbed pressure distribution of the bearing is due to the small perturbations of 
the thrust and j ournal clearances ( H' , and Hý ), and their first derivatives (if 
I and jj'). it 
A first order expansion of the journal and thrust pressures are Klit and Lund (1986): 
Pi = Pjo + Plj Hlj + Plj ITj iiij 
Pt = Po + Iýt Ht + P't fill 
(3.16) 
(3.17) 
In order to evaluate the dynamic coefficients of spindle journal and thrust bearings, 
perturbed values of : 
Hj, Pj, H, and P,, 
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are substituted into the normalised Reynolds equation of bearing lubrication (Klit and 
Lund, 1986) and (Han et al 1994). Solving the normalised Reynolds using any 
numerical or analytical methods (mentioned earlier in the section 1.4.1), leads to the 
evaluation of the dynamic stiffness and damping coefficients of the spindle. For 
brevity, the dynamic coefficients used in this thesis to estimate the spindle run-out (ie 
see section 3.5) are based on data supplied by the spindle manufacturer. 
3.5 ESTIMATION OF SPINDLE ERROR MOTIONS 
3.5.1 INTRODUCTION 
In order to understand the dynamic (mechanical) behaviour of the spindle under the 
influence of run-out, differential equations in the form of Langrange equations can be 
used (Iordanoff et al 1995) to describe the 5 DOF spindle error motion components. In 
this section differential equations of motion have been devised to estimate the error 
motions of the spindle used in this work, when it at its maximum load capacity. 
3.5.2 SPINDLE DIFFERENTIAL EQUATIONS OF MOTIONS 
A number of differential equations of motions have been devised to describe the 5 
DOF error motions of the spindle using Lagranges's formulation [ie see general text 
on advanced dynamics such as S neck (199 1) for more details]. 
Langrange's formulation can be represented as: 
d (5L) 
_ 
5L 
= 1: Q. (3.18) dt 5ft bn 
Where n is the number of error motion degree of freedoms (DOFs) and L is the 
Lagrangian, normally given as: 
L=T-V (3.19) 
Where T and V are the total kinetic and potential energy values respectively. By 
neglecting the small potential energy contributions due to elevation changes, the 
Langrangian formulation given in equation 3.19 is modified to: 
L=T (3.20) 
hence the equation 3.18 is modified to: 
d (8L) 
_ 
5L 
= ii[c,, i, ] + n[k wj (3.21) dt ý-n ý-n 
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2R 
Figure 3.7a: Model used to estimate spindle axial error motions 
Where n is any one the 5 DOF error motions given as d., dy, d., E, Ey, and il[caij 
and n[kair] are the bearing damping and stiffness forces. According to Iordanoff et al 
(1995), equation 3.21 can be used to derive 5 equations: 
max +2Cdx 
a. 
+ 2kd], d (3.22) x 
fdx (t) 
May +2Cdyay + 2kdydy fdy W (3.23) 
Mal. + Cdzaz+ kdzdz ý-- fdz(t) (3.24) 
Itx +2(L 
)2 
CExEx + kExEx= fEx (3.25) 2 
ty + 2(L 
)2 
CEYEY + kEyEy= fEy (3.26) 2 
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Fi2ure 3.7b: Model used to estimate spindle radial error motions 
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Figure 3.7c: Model used to estimate spindle tilt error motions 
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where, 
m: mass of bearing rotor 
I: Inertia of rotor 
Cd), =C dy 
Cdz: 
damping coefficient of bearing in the radial direction 
damping coefficient of bearing in the axial direction 
CEi, =C Ey 
kdx= kdY 
kdz: 
damping coefficient of bearing in the angular direction 
stiffness coefficient of bearing in the radial direction 
stiffness coefficient of bearing in the axial direction 
fdx = fdY 
fdz: 
load capacity of bearing in the radial direction 
load capacity of bearing in the axial direction 
fEX :- fE 
Y 
load capacity of bearing in the angular direction 
Equations 3.22 to 3.26 indicate that spindle error motion is influenced by inertial, 
damping and elastic forces. Figures Ma to 3.7c show the schematic representation of 
these forces with the aid of mass, spring and damping elements. 
3.5.3 ESTIMATED ERROR MOTIONS OF THE SPINDLE 
An estimation of the 5 DOF error motions of the spindle used in this work is given in 
this section. This estimation is based on the Laplace transform of equations 3.22 to 
3.26 and for brevity (Et = E,, = Ey) and (d, = d,, = dy), this simplifies the equations to: 
ms 
2 Dr + 2Cdr D. s + 2kdr Dr ý fdr (S) (3.27) 
MS2 D, + CdzD7. s + kdzDz = fdz (S) (3.28) 
JS2ß +2 
L2 
CdtßS+ 2(L 
2 
(3.29) 
2) 
kdtß=fdt(S) 
(2) 
2 
where, 
D,: d, in Laplace domain 
D,,: D. in Laplace domain 
P: Et in Laplace domain 
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m=3.5 kg 
I=5.16 x 10-4 Nrn2 
fd, = 445 N 
fd. = 1780 N 
fdý =45 N 
kd, 117 x 106 N/m 
kdz 350 x j(f N/m 
kdt 45 x 1()6 Nm/grad 
(X 1.411 (ratio of heat capacities of bearing air supply) 
Ps 1034 kPa (bearing air supply pressure) 
rh 9.5 X 10-4 M3 / min (bearing air volume flow rate) 
T= 293 K (approximate temperature of bearing during operation) 
R= 293 J/mol K (universal gas constant) 
d=1X 10-3 m (diameter of bearing supply feed slots) 
h= 500 x 10-6 M (bearing clearance) 
B=0.1 rn. (width of bearing rotor) 
L=0.1 m (length of bearing rotor) 
N= 10,000 rev/min (maximum speed of bearing) 
r= (U2) = 0.05 m (radius of bearing rotor) 
Table 3.1: Bearing data supplied bv manufacturer 
The error motions of the spindle are evaluated using bearing data given in table 3.1 
(provided by spindle manufacturer) and the estimated damping coefficient data given 
in appendix 1. Substituting the values of the mass, inertia, stiffness and damping 
coefficients, and the bearing load capacity values into equations 3.27 to 3.39 give: 
D, (s) = 
_5S2 + 
445 
106 (3.30) 3 4.581 x 10'os + 234 x 
3 . 5S2 
1780 
X 106 + 9.163 x 10'os + 350 
Dt(s) = 0-4S2 
45 
108S (3.32) 5.16 xI+1.145 x+2.1 x 10' 
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Fi2ure 3.8a: Transient response of the estimated axial error 
Hence, the error motion values can be formulated in the time domain by the inverse 
Laplace transforms of equations 3.30 to 3.32: 
d, 9.71 xI 0-'(e-'x'0-3t e-1 . 
31xlOot ) (3.33) 
d,. 19.4 x 10-9 
(e -3.8x, 0-3t e -2.6146'ot 
) (3.34) 
dt0.19 X 10-6 (e -1.84XIO--5t -e 
-2.221xlOllt (3.35) 
Figures 3.8a to 3.8c show the transient response of the spindle as defined in equations 
3.33 to 3.35. The figures indicate that the peak (angular, axial and radial) 
displacement of the spindle occurs at time (t) = 0. At t>0, the displacement 
exponentially approaches zero. 
Estimated values of bearing radial, axial and tilt error motions are peak displacements 
9.7 nm, 19.4 nm and 0.19 grad respectively, for a bearing operating at I MPa (as 
shown in figures 3.33,3.34 and 3.35). There is a deviation between these values and 
those stated by the bearing manufacturer (Slocum, 1992, pp623- 624) as shown in 
table 3.3. This is due to the assumptions made in the error motion estimation, such as: 
bearing has static stiffness (this is untrue in reality since the pressure gradient in 
bearing clearance varies during spindle operation causing it to have dynamic 
stiffness) 
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Fi2ure 3.8b: Transient response of the estimated radial error 
Type of error 
motion 
Estimated data 
obtained 
Manufacturer's 
data (modified) 
Deviation 
Axial 19.4 nm < 50 nm (with spec. ) 
Pitch 9.71 nm < 50 nm (with spec. ) 
Roll 
I 
0.19 grads 
I- 
< 0.20 grads 
I 
(with spec. ) 
II 
Table 3.2: Estimated and stated error motions of bearing (operating at I MPa) 
damping coefficients of bearing in the angular and radial directions are equal (see 
table 3.2) 
damping and stiffness coefficients in the radial direction are equal at both ends of 
the rotor 
maximum forces acting on the bearing during operation are equal to the their 
maximum load capacity. 
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Figure 3.8c: Transient response of the estimated tilt error 
3.6 CAUSES OF SPINDLE ERROR MOTIONS 
3.6.1 INTRODUCTION 
In this section, a description is given on the causes of error motions in most gas 
bearings. According to the ASME/ANSI American National Standard (1985), the 
principal causes of spindle error motions are: 
" Bearing geometric form errors 
" Structural error motions 
" Thermal effects 
3.6.2 BEARING GEOMETRIC FORM ERRORS 
Generally bearing geometric form errors are due to the form imperfections of the 
spindle rotor, stator and restrictor components. These imperfections are: 
form errors of bearing rotor 
surface roughness errors 
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Fijiure 3.9: Roundness error of the spindle rotor 
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Figure 3.10 : Sguareness errors of spindle roto 
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form errors of bearing stator 
restrictor hole size deviation 
restrictor blockage 
3.6.2.1 FORM ERRORS OF BEARING Ro, rOR 
Form errors of a bearing rotor will cause an invariant change in bearing gas I'llill 
thickness distribution which inherently leads to a rapid variation in its pressure 
distribution. This causes a reduction in the bearings stiffness, consequently leading to 
spindle run-out. 
A bearin,, can exhibit form errors such as: I 
* ovality or out-of-roundness of bearing rotor (shown in figure 3.9) and stator 
* non-squareness of bearing rotor component, as shown in f Igure 3.10. 
SUrface roughness and planarity errors associated with the acrostatic spindle 
components i. e. rotor, stator, restrictors, grooves and slots. 
3.6.2.2 E. RROR MOTIONS DUE TO RESTRICTOR BLOCKAGE 
Spindle run-out In the frorn of radial error motions, will occur as a result of a 
malfunction or blockage of one or more restrictor pockets. This will cause the pocket 
pressure at the outflow (faulty) restrictor to rise below its nominal pressure. Thus 
causing an overall imbalance of the bearing rotor from its centred position, as shown 
in figure 3.11. 
One way of quantifying the effect of spindle radial error motions (sometimes referred 
to as whirl or precession) due to pocket blockage, will be to correlate the number of 
lobes observed in the spindle error-motion polar diagrarn with tile number of bearing 
restrictor pockets. 
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3.6.2.3 ERROR mo, rIONS DUE TO ROTOR AND POCKETS FORM 
ERRORS 
Spindle rotational accuracy will be affected by the number of lobes (m) present oil a 
rotor, and accuracy of bearing restrictor pockets. Yabe ( 1994a & 1994b) investigated 
the effect of rotor and restrictor pocket size deviation, on the performance of 
aerostatic bearings. This work involved the analysis of the both static and dynamic 
spindle run-out (using a numerical approach) . 
It also investigated how optimal 
designs of an aerostatic spindle can be achieved by proper understanding of bearing Z71 
parameters such as: 
restrictor hole size (r'S) 
number of restrictor holes (k) 
deviation of cross section of the rotor (6), 
bearingfeeding parameter (170, (ie this parameter relates to the stiffness and load 
carrying capacity of the bearing as described in section 2.5.4) 
A summary of Yabe's (1994a, 1994b) findings are: 
o During rotation the spindle run-out (e) would increases proportionally with (I-k) 
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For odd number of restrictor pockets (le even number of lobes) the spindle run-out 
is generally high, even at low values Of (I-0. The number of rotor lobes (m) is zD 
assumed to be (k- 1) or (nk- 1), where n is an integer. 
Even number of restrictor pockets (ie odd number of lobes) the spindle run-out is 
low, and only increases at very high values Of (Fk) - 
e The restrictor pocket size deviation(r', ) is directly proportional to (Fk), hence 
increases, as (F) increases. 
3.6.3 STRUCTURAL ERROR MOTIONS 
The structural error motions of a spindle are primarily due to vibrations, and can he 
classified as: 
Free vibrations 
Forced vibrations 
Self-induced vibrations 
3.6.3.1 FREE VIBRATIONS 
Free vibrations are due to random fluctuations of an unloaded spindle (ie it has no 
external load apart fFOi-n its weight) as it rotates. Spindle free vibrations occur as a 
result of the i-noderate-to-low damping capabilities of a bearing in Its normal and 
tangential bearing directions, (Slocum, 1992 pp580 - 625). 
In order to suppress free vibrations of a machine tool bearing, the compliance of all 
the associated components within the machine structural loop (spindle, workPiece, 
fixture, tool, probes) must ideally be zero and kept constant (ANSUASME B89.3.4M, 
1985). Reducing the compliance of the bearing in some cases requires the use of 
active fil"i resti-ictors. Generally, active restrictors use either an air film-thickness 
feedback method or a bearing-pressure feedback method. In the former method of 
active restriction, the change in bearing air film thickness is detected electrically and 
piezo-actuators are used for controlling the film restriction. In the latter method, the 
change in pressure in bearing air film controls the opening of the active restrictor. Z71 
Mizurnoto et al (1990) developed a zero-compliance aerostatic spindle thrust bearing 
that incorporated a pressure feedback active film restrictor, which was referred to as 
an aerostatical ly-control led restrictor (ACR). The moving member in the ACR was 
supported elastically by another aerostatic bearing used within the spindle thrust 
bearing. Experiments show that the compliance of the thrust bearing with the ACR 
can be less than I nin N-1 when the frequency of the vibratory disturbance is less than 
2 Hz. 
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The main cause of free vibrations in high-speed aerostatic bearings Is pneumatic 
instability such as seULexcitetl resonance. Self-excited resonance is normally 
associated with choked or nearly choked feed hole conditions and the frequency of 
vibration approaching the natural frequency of the rotor mass and bearing stiffness 
(Grassam & Powell, 1964). This type of instability is excited by random pressure 
fluctuations, associated with shock waves in the bearing, which cause the bearing to 
vibrate at its natural frequency. Self-excited resonance can be avoided by designing 
the bearing to incorporate smaller clearances and increased static bearing stiffness. 
3.6.3.2 FORCED VIBRATIONS 
Forced vibrations are the periodical fluctuating forces arising from a beat-Ing: such as 
pneumatic hannnering, whir/ and pulsing ýffect qf spindle torque transmission. 
Pneumatic hammering occurs when the bearing components of the spindle resonate as In 
the air filin alternately compresses and expands periodically (Slocum, 1992 pp 580- 
625). This phenomenon is caused by the compressibility of gases and the consequent 
delay between bearing clearance changes and the response to this change through 
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variations in pressure in the bearing restrictor. In journal bearings the instability may 
be in the form of radial vibration of the shaft, while in thrust bearings the instability 
can produce axial vibration of the rotor, which may or not be audible (Grassarn & 
Powell, 1964). 
Pneumatic hammering occurs when the gas is fed through a small feed hole volume 
(v) into a pocket of relative large volume (V), as shown in figure 3.12 (Grassam & 
Powell, 1964). The pocket pressure responds automatically to the bearing load and, 
when this load is increased, the journal surfaces on the high pressure side of the 
bearing move closer together while the flow in the feed hole reduces. In this condition 
the pocket pressure approaches the supply pressure. A small change in pocket volume 
is required for the pocket pressure to adjust rapidly to any changes in the bearing 
clearance. If the pocket volume is relatively large, the bearing would respond 
sluggishly to any changes in its clearance and, when this happens periodically 
pneumatic hammering occurs. 
Pneumatic hammering can be avoided by any one of the following ways: 
a reducing the pocket volume 
* use of larger feed holes 
9 use of alternative orifice compensation designs (Slocum, 1992 pp580 - 625) 
Whirl is another source of forced vibrations encountered in high-speed spindles, and 
can be defined as a relative orbital motion of bearing rotor with respect to its stator. 
There are two types of bearing whirl, these are synchronous whirl and fractional 
speed whirl (Grassam. & Powell, 1964). Synchronous whirl is generally due to rotor 
unbalance, it occurs at all speeds of the rotor but is most critical when the spindle 
speed is near or at one of the rotor natural frequencies (Sneck, 1991). Fractional 
speed whirl on the other hand causes rotor unbalance as a result of the occurrence of 
resonance at rotational frequencies equal to the fractional speeds. The most common 
type of fractional speed whirl is known as half-frequency whirl, and occurs when the 
natural frequency of the bearing is equal to half the rotational frequency. 
According to Rieger (1970), whirl is caused by residual rotor unbalance due to a 
small radial displacement of the centre of gravity (CG) of the rotor from its geometric 
axis. The CG is driven further outward from the axis of rotation by the centrifugal 
force acting on it through rotation, so that the speed of rotation and the whirling 
motion of the rotor are synchronous. Whirl is generally stable at all speeds except at 
the critical speeds of the machine. Balancing the rotor and operating away from the 
critical speeds adequately minimises the size of the whirl orbit. 
Small whirl components often exist in the spindle motion at all times, coexisting with 
the main half-frequency whirl component. In this condition, the rotor has a natural 
tendency to pump the gas around the bearing clearance, causing rotor imbalance. 
However, this occurrence is usually suppressed by the damping present in the film 
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until the speed of the spindle approaches its lowest value of critical speed (Nj. In this 
condition the bearing damping falls to zero and the rotor whirl amplitude (radial error 
motion) will grow rapidly within the bearing clearance with respect to its centred 
position. 
Another example of forced vibrations that might affect the spindle accuracy is the 
pulsing effect of a bearing drive torque transmission mechanism, such as a vee belt. 
This can be avoided by incorporating a direct drive motor to the spindle. 
3.6.3.3 SELF - INDUCED VIBRATIONS 
Self-induced vibrations are generated during a machining or measuring process 
usually due to the fluctuating effect of a tool or probe on the spindle of a machine tool 
or measurement instrument respectively. 
3.6.3.4 REDUCING VIBRATION IN SPINDLES 
Vibratory motion is a major contribution to spindle rotational inaccuracy, so it is 
important to reduce bearing vibrational effects. The reduction of spindle vibratory 
motion requires: 
amplitude of the error motion must be very small compared with the bearing 
clearance, so, ideally, the bearing clearance should be as small as possible 
operating the spindle at speeds much lower than the smallest critical speed of the 
bearing. 
improving damping characteristics of bearing so that it can absorb the vibratory 
energy (Oshumi et al, 1984). 
infinite stiffness of the spindle bearing and its components within its structural 
loop. 
3.6.4 INFLUENCE OF THERMAL EFFECTS ON SPINDLE ACCURACY 
3.6.4.1 INTRODUCTION 
Thermal effects can contribute to 50% of the overall error in machine tool 
performance (Mckeown et al, 1995). Bryan (1968) emphasised the necessity of 
understanding the influence of thermal errors in machine tools and metrology at large. 
Heat sources that cause thermal drifts in aerostatic spindles can be classified as 
intemal and extemal (see 
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Figure 3.13: Classification of heat sources in spindles 
figure 3.13). Internal heat sources are due to convective and conductive heat transfer 
within the bearing viscous film and its journal/thrust surfaces. External heat sources, 
on the other hand, are due to any ambient temperature variations causing temperature 
gradients which in turn cause thermo-elastic deformation of the spindle. 
In this section, a brief review of past research on thermal effects on spindle 
performance is given. Also a brief description of heat generation and thermal growth L, 
in air bearings is presented, including an outline on possible ways to reduce them. 
3.6.4.2 SOME PAST RESEARCH ON THERMAL EFFECTS IN SPINDLE 
BEARINGS 
A number of workers have studied the influence of thermal effects on spindle 
accuracy using the"nal modelling. Thermal modelling can be categorised as 
numerical and expet-imental techniques where the former involves application of finite 
element or finite difference methods for solving, the energy and/or momentum 
equations and tile latter involves direct ineasurement of the temperature gradient of a 
rotating spindle (Mckeown et al, 1995). Experimental modelling of thermal effects in 
machine tools allows for the provision of direct compensation of thermal drifts. 
67 
Various types of numerical and experimental models have been developed for 
precision machine tools, for instance the models of Jedrzejewski and Modrzycki 
(1992) was based on three-dimensional finite element methods which quantified heat 
transfer in the machine spindle, due to convection and conduction generated by its 
rotation and its generated friction torque respectively. Nica (1970) investigated the 
problem of friction torque in journal bearings in more detail, emphasising on the 
variation in temperature and bearing lubricant flow with the operating characteristics 
of a spindle. This work also confirmed that the cooling of the bearing is not 
significantly improved by increasing the supply pressure, but rather by correct bearing 
design. 
Venugopal and Barash (1986) developed an experimental model which involved 
measuring the three angular and three translational error motions of each component 
of a precision CNC machine tool (its spindle, guide-way, bed, and body), and 
monitoring the temperature at local points on the machine loop structure. The 
information from this experiment was validated by correlating it with data acquired 
from a finite element thermal analysis of the machine, using statistical regression 
techniques. 
Shrinivasa et al (1996) measured the thermal drift of a machine tool spindle in its 5 
degrees of freedom using a laser ball bar (LSB). This method allows the spindle axis 
position and orientation to be measured with the same instrument used to measure the 
error motions of other axes on the machine. The technique provides spatial co- 
ordinates of the spindle centre and direction of cosines of the spindle axis directly in 
machine co-ordinates. 
Baker and Hornung (1970) gave a comprehensive heat transfer analysis for an 
aerostatic bearing, considering the effects of viscosity variation and thermal effects 
due to the net heat generated in the spindle shaft and housing, and effects of bearing 
lubricant (air). 
3.6.4.3 HEAT GENERATION AND THERMAL GROWTH IN AIR 
BEARINGS 
According to Baker and Hornung (1970), thermal effects in air bearings are primarily 
due to: 
heat generated (q. ) due to spindle torque (I-) 
heat transferred (qa) by convection of air to bearing fluid film 
heat transferred (q, ) by conduction to bearing rotor 
heat transferred (qj by conduction/convection to bearing stator (housing) 
The heat generated qg is dependent on spindle speed (w) and is the sum of the other 
terms: 
qg = qa + q, + qr = RO (3.36) 
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Fiuure 3.14: Thermal modellina of spindle 
Figure 3.14 shows a simple model of the heat generation / transfer for the spindle used 
in this work. As a result of heat quantities (q) and (q, ), the bearing rotor and stator 
will exhibit thermal growths (ur) and (u. ) respectively in the axial (Z) and radial (r) 
directions (as shown in figure 3.14). These thermal growths will influence journal 
and thrust clearances of the bearing, and subsequently affect bearing pressure 
distribution resulting in spindle error motions. 
3.6.4.4 REDUCTION OF THERMAL EFFECTS 
Thermal effects in spindles can cause spindle thermal growths of a few nanometers to 
100 gm or more (Mckeown et al, 1995). In very high precision machine tools and 
measuring instruments it is important to reduce thermal effects to a very low level. 
This can be achieved by: 
knowledge of the influence of different heat sources within the machine structural 
loop by extensive thermal modelling eg using finite element methods or by 
empirical methods (Mckeown et al, 1995). 
use of ceramic (eg reaction bonded silicon nitride) or composites (eg carbon fibre 
reinforced plastics) spindles reduces thermal errors quite significantly as 
demonstrated by Hoffmann et al (1988). 
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internal and external temperature control of the machine environment using oil or 
gas cooling and adequate air-conditioning, respectively. Mckeown et al (1995) 
have shown that the axial thermal growth of a spindle can be controlled to better 
than 20 nm within minutes of start up by using oil cooling. 
direct thermal error compensation (Hoffmann et al, 1988); which involves 
measuring the thermal drift in the machine or instrument and correcting the error in 
real-time. 
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CHAPTER 4: POTENTIAL TECHNIQUES FOR 
MEASURING SPINDLE RUN-OUT 
4.1 INTRODUCTION 
There are a number of techniques used for measuring error motions of spindles. 
Selection of a particular technique depends on sensor requirements such as linearity, 
dynamic range, resolution, sensitivity, frequency response and costs. Typical techniques 
for measuring spindle run-out are: 
Inductive sensing using an LVDT (Linear Variable Differential Transformer) probe 
(Slocum, 1992 pp 174 - 176) , an eddy current probe (Orcutt, 197 1) 
* Capacitive sensing (Chapman 1985, Hansen 1988 , Yao-Sun 1985). 
9 Optical diffraction sensing (Gee et al, 1988). 
* Fibre optic displacement sensing (Mizuno, 1993). 
9 Moir6 technique (Kim & Park, 1993) 
o Interferometric sensing (Gee et al 1988 , Triandis et al 1991, Idowu & Gee 1996). 
An early part of this chapter (sections 4.2 to 4.5) will consider the non-interferometric 
techniques mentioned above, while the latter part (sections 4.6 to 4.7) will concentrate 
on different types of interferometric techniques for measuring spindle run-out, giving a 
detailed account of the Fizeau interferometer used in this project. In the final part of the 
chapter (section 4.8) a comparison of the different techniques for measuring spindle 
error motions is given. 
4.2 CAPACITIVE SENSING OF SPINDLE RUN-OUT 
4.2.1 INTRODUCTION 
Capacitive gauging techniques are used for sensing spindle error motions due to their 
simplicity, non-invasive nature, high resolution and good frequency response 
characteristics. 
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Figure 4.1: Parallel plate configuration of a capacitive sensor 
4.2.2 THEORY OF CAPACITIVE SENSING 
Most commercial capacitive Sensors Use the parallel-plate capacitor configuration which 
incorporates a variable air gap, as depicted schernatically in figure 4.1. The capacitance 
of a parallel-plate capacitive sensor is: 
E0 _r 
S 8.85 x 10-12S C (4.1) 
xx 
where, 8.8 5x 10-12 : permittivity of free-space (Fin') 
c, = 1: permitivity of air gap 
S: effective area of plates (M) 
X: distance between capacitance plates (m) 
Sensitivity of the capacitance sensor is obtained by differentiating eqUatiOll (4.1 ): 
dc 
= 
8.85 x 10- 12 S 
(Fni dx x2 (4.2) 
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TARGET SLINSOR 
PLATE PLATE 
Figure 4.2: Conriguration of the capacitive spindle analvser after Chapman 
(1986) 
The relationship between the voltage (V) and the charges (q) is: 
q It V=ý=- (4.3) 
cc 
and, by substituting equation (4.3) into (4.1): 
V= 
itx (4.4) 
8.85xlg-l'S 
where I= capacitor charging current (A) 
t= charging time (s) 
If I, t and A are kept constant, the output voltage (V) would be linearly proportional to 
the plate separation X (Chapman, 1986). 
73 
SPINDLE UNDER TEST 
DATA AQUISMON 
MODULE 
CAPACITANCE 
GAUGE & 
ELECTRONICS 
MASTER 
SPHERES 
PERSONAL 
COMPUTER 
Figure 4.3 : Capacitive spindle analyser developed bv Hansen (1988) 
4.2.3 EXAMPLES OF CAPACITIVE SPINDLE ANALYSERS 
A capacitive spindle analysis arrangement was developed by Chapman (1986) to assess 
the performance of a new experimental ultra-precision air-bearing spindle built by 
Cranfield Unit for Precision Engineering (CUPE)*. The measurement system 
incorporates a precision cylindrical master artefact that is carefully positioned coaxially 
onto the surface of the spindle undergoing the analysis. The capacitive sensor assembly 
is fitted onto the circumference of the master cylinder (as shown in figure 4.2), to 
maintain a gap of at least 50 gm. It incorporates eight identical capacitors, arranged as 
two quadrants. Each quadrant is used for measuring the respective radial and tilt error 
motions of the spindle. An additional capacitive sensor was also used to measure the 
spindle axial error motion. The capacitance probe (array) is initially charged-up with a 
specified current for a finite amount of time, and the voltage across each individual 
sensor is sampled and their output is a linear function of the spindle run-out in its 
respective degree of freedom (ie air-gap between the capacitor sensors and the surface of 
the master artefact used). 
Hansen (1988) developed a capacitive spindle analyser at the Lawrence Livermore 
National Laboratory *. This system was capable of detecting spindle error motions of 
about 25 nm operating between 20 - 2000 RPM. Run-out was detected by measuring 
the motion of two precision gauge balls mounted on a special fixture which allowed 
each ball to be positioned nominally concentric with the axis of rotation of the 
- Cranfield Unit for Precision Enginerring Ltd (CUPE), Cranfield, Bedford MK43 
OAL 
** Lawrence Livermore National Laboratory, Livermore Callifornia U. S. A. 94550 
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spindle, as shown in figure 3.3. Three capacitive sensors where used in this set up, one 
to measure the axial error and the other two to measure the respective radial and tilt 
error motions . 
4.2.4 SIGNAL PROCESSING REOUIREMENTS 
The signal from a capacitive sensor is usually converted from capacitance to voltage. 
This can be achieved by using an AC bridge circuit, which is very popular for its very 
high precision measurements at low bandwidths (Smith & Chetwynd, 1992). 
Chapman (1986) developed an alternative voltage-to-capacitance conversion system 
based on the voltage-current relationship given in equation (4.4). This approach 
involved a periodic charging/discharging of the sensor, giving a DC output voltage 
that was sampled at 12 kHz. 
Amplifiers, multiplexers, summing circuits, filters, and A-to-D converters are used for 
the analogue signal processing requirements of the sensor. A computer or dedicated 
micro-controller is used to collect and process data, and to develop any control 
algorithms required for the device (eg artefact on-line centring). Speed and memory 
capacity requirements must also be considered when selecting the data acquisition 
modules. 
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Figure 4.4: The Dhenomenon of Fraunhofer diffraction 
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FiRure 4.5 : Fraunhofer diffraction usinu Huvaen's wave front construction 
4.3 OPTICAL PROXIMITY SENSING OF SPINDLE RUN-OUT 
4.3.1 INTRODUCTION 
The optical proximity (diffraction) sensor described in this work incorporates the 
phenomenon of Fraunhofer diffraction. According to Pedrotti & Pedrotti (1993, pp324 - 
330), Fraunhofer diffraction occurs when a source of light and an observation screen are 
effectively far enough from a diffraction slit, so that the wavefronts arriving at the 
aperture may be considered to be planar (as shown in figure 4.4). In this section a brief 
description of Franhaufer diffraction, design and performance of a optical diffraction 
proximity sensor are presented. 
4.3.2 THEORY OF FRAUNHOFER DIFFRACTION BY A SINGLE SLIT 
The classical approach to explaining the theory of Fraunhofer diffraction is by using 
Huygens wavefront construction. Figure 4.5 depicts a slit width (W) with finite elements 
(ds), and a light source S. ]Imagining the slit to consist of finite or strips of length (ds), it 
is possible to calculate the amplitude and intensity values of the diffraction pattern, by 
integrating the number of wavelets emitted by each of the finite strips. A make-up of all 
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the imaginary ds elements will contribute to a spherical wavelet at point (P) and of 
amplitude: 
EL ds [k(ro+A)-cl] d Ep 
(r. 
+ 
)e' 
(Pedrotti & Pedrotti, 1987 pp324 - 330) (4.5) 
where, dEp: 
EL: 
ro: 
k: 
W: 
A=s sinO: 
t: 
amplitude of the wavelet sources 
amplitude per unit length from source 
radial distance of the wavelets from slit 
propagation constant 
angular frequency 
phase 
time 
Total iffadiance (I) at P is proportional to the square of the amplitude contributions of 
the wavelet sources emanating from the slit and, by integrating equation (4-5): 
in IOýLs ELI() bsinc (4.6) 
p 
where, 0= Y2 bk sin 0 (4.7) 
represents the phase difference between the wavelets from the centre and either 
endpoints of the slit when s= b/2 (Pedrotti & Pedrotti, 1993 pp324-330) 
I= 10 is a maximum value as P approaches zero ie sincP approaches 1. However, the 
intensity value I is zero at P= nit (ie where n is an integer) these values represent the 
minimum points of the diffraction pattern. This graph shows a central bright band (ie the 
central maximum) accompanied by a series of narrow bands known as subsidiary 
maxima. Except for the central maximum lobe, The subsidiary maxima can be found by 
differentiating the intensity value I with respect to P: 
d (sinp Pcosp-sinp 
dp ý-p p2= 
tan p (4.8) 
The ratio of the central maximum lobe to the first minimum lobe is: 
(sin 2 
Ip=o 
395248 =4 (4.9) IP=0.5. 
in 2 
(sin 2p (S 
0=0.5x k P2 
)P=0.51t 
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Hence the intensity of the angular width (which spans the two minima located either 
side of the central maximum lobe ie -0.57t <P<0.51c) is approximately half the 
central lobe maximum intensity: 0.5L. This value is proportional to a threshold 
voltage V', used to detect the occurrence of the angular width on a CCD 
photodetector. 
4.3.3 DEVELOPMENT OF SENSOR USING VIRTUAL SLIT 
Gee et al (1988) developed an optical diffraction sensor which incorporated a He-Ne 
(Helium - Neon) laser source that uses a fibre optic head to focus the beam on to a 
virtual slit (ie formed by the distance between a blade edge and a plane mirror surface, 
as shown in figure 4.6). This work demonstrated that the Fraunhofer diffraction patterns 
obtained from this arrangement can be readily quantified and processed. With the aid of 
a charged couple device detector (CCD) the central maximum width of the diffraction 
pattern intensity distribution can be detected and used to measure tool proximity. The 
same technique can also be applied to measure spindle run-out. 
Figure 4.7 shows an optical diffraction arrangement used for sensing spindle run-out. 
The initial set-up of the slit width can done precisely by servoing a knife edge towards a 
plane mirror surface attached to the spindle, with the aid of a computer controlled 
stepper motor and lead-screw mechanism as shown in figure 4.7. When the beam from 
the laser is normal to the slit plane, P= Y2 bk sin 0, and substituting k=2 YX : 
nbsinO (4.10) 
where, b: width of the slit 
0: angle of diffraction 
X: Wavelenght of the light source 
By modifying equation 4.10, the half angular width between the maximum of the 
central bright band and the nth dark band zero intensity is: 
sin n), b 
Equation 4.11 indicates an inverse linear relationship between the angular width and the 
slit width. 
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Fi2ure 4.6: The virtual slit 
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Figure 4.7 : Optical diffraction sensor set-up for spindle anal-vsis 
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In order to sense the optical diffraction pattern, a 256 - photosite linear CCD array was 
used by Gee et al (1988). Typical CCD line-scan photodetector arrays of 256 - sites, 
512,1048,1728,2048 or 4096 sites in single-chip IC form are commercially available 
from suppliers such as Dalsa Inc*. These devices typically have scanning rates of 10 to 
80 MHz and photoelement size of 14[tm x 14gm for moderate speed photo-detectors, 
and 7gm x 7gm for the very high speed photo-detectors. A line scan photo-detector of 
512 photosites used at 50 MHz for instance, should be applicable of achieving a 
sampling (line) rate approximately of 100 kHz, which is adequate for most spindle 
metrology applications. 
4.3.4 SIGNAL PROCESSING CONSIDERATIONS 
The Franuhofer diffraction signal is sampled at specified intervals corresponding to the 
photosite pitch of the CCD photodetector array. Measurement of the number of 
photosites contributing to the angular width (ie corresponding to the spindle sub- 
micrometre run-out) is done when the output voltage of the CCD is greater than or equal 
to the threshold voltage V'(see section 4.3.2). A method for calculating the number of 
photosites corresponding to the angular width was devised by Green (1987), in which 
the number of elapsed periods of the CCD clock signals was measured while the 
photodector output signal was above V'. 
Figure 4.8 shows a simplified schematic of the signal processing components used by 
(Green, 1987) for measuring the angular width. According to Pedrotti & Pedrotti (1993, 
pp324-330) the CCD width (D) required to accommodate the central maximum lobe and 
the first minima is 
D= fsinO -- 
f% 
(4.12) 
b 
where, f. distance between silt and screen (focal length) 
By modifying equation (4.12), the slit width (formed by the knife edge and reflective 
surface) is: 
b= xf? ' = 
xf% (4.12) 
D Np 
where, D: width of CCD to accommodate maximum lobe and I "t minima 
X: wavelength of laser source 
N: number of photosites detecting angular width (ie number counts) 
p: width of CCD photosite 
Sensor uses the linear relation between b and N. 
* Dalsa Inc. 605 McMurray Road, Waterloo, Ontario, Canada N2V 2E9 
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Fi2ure 4.8: Sinal iprocessin2 for CCD diffraction sensor (after Green, 1987) 
4.4 FIBRE OPTIC SENSING OF SPINDLE RUN-OUT 
4.4.1 INTRODUCTION 
Fibre optic sensing is increasingly replacing some of the conventional methods of 
sensing. This is due to the benefits gained by using fibre optic sensors (Slocum, 1992 
pp268 - 269), which include the following: 
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* insensitive to electromagnetic interference due to the lack of electrical bias at the 
sensor 
" capability of operating in very harsh environments 
" very good frequency response over a wide range 
" very high accuracy 
" readily interfaced with semiconductor devices 
" operation at low power regimes 
In this section a brief description of the theory, design and signal conditioning 
requirements of backscatter fibre optic sensors are given. 
4.4.2 THEORY OF FIBRE OPTIC (BACKSCATTER) SENSING 
According to Doebelin (1990, pp268 - 269), a fibre optic backscatter sensor consists 
of a bundle of several hundred optical fibres, each a few micrometres in diameter. The 
fibre bundle is divided in to two equal groups of fibre. One group known as the 
transmitting fibre, carries the light to the probe tip, where it is scattered and reflected 
by a target surface. Some of the reflected light is picked up by the other group of 
fibres known as the receiving fibre, and is transmitted and focused on a suitable 
photodetector whose electronics then produces a dc output related to probe-target 
proximity. 
There are generally three types of fibre optic configurations, these include: 
" Hemispherical 
" Random 
" Fibre pair 
Figure 4.9 shows a schematic of these fibre configurations and, a graph of the reflection 
against distance (Slocum, 1992 pp174 - 176) indicating the front and back-slope 
characteristics of the sensor. The front-slope rises at very close proximity to the target 
surface, where the output rises with distance.. The Back-slope on the other hand 
indicates a decrease in intensity as the distance between the sensor and the target surface 
increases. 
Figure 4.10 shows a schematic of a backscatter fibre optic sensor used for measuring 
spindle run-out. An example of the use of fibre optic sensors for precision measurement, 
is the arrangement of Mizuno (1993) in which three fibre optic probes were used to 
measure error motions (the two orthogonal tilts and axial error motions) of an ultra 
precision spindle. The fibre optic probes used in this work had bent tips, to improve 
accessibility. 
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Figure 4.9: Fibre configurations and characteristics, courtesv of Sloctim (1992 
4.4.3 SIGNAL PROCESSING REOUIREMENTS 
According to Culshaw & Dakin (1989) the signal obtained from a fibre optic sensor is 
modulated in response to the measurand field (ie displacernent in this case). The 
(received) electric field signal can be represented by the following relationship: 
E, (k) = T(X, k) E, (k) 
where, E,: Electric field matrix at the receiver unit 
E,: Electric field at the source unit 
(4.13) 
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Figure 4.10: Conflatiration of the fibre optic sensor aller Miztino (1993) 
X: Vector describing the physical environment of the measurand 
k: Wavelength of the source light 
T: Sensing element (le the fibre optic sensor) propagation vector 
In the case of measuring spindle run-out, an intensity-niodulated fibre optic sensor can 
be used (as shown in figure 4.10). The modulation mechanism for this sensor is the 
mechanical displacernent in required degrees of freedorn of the spindle reference plate 
see Culshaw & Dakin (1988) for more details on intensity modulators. 
Typical signal processing components for an intensity modulated fibre optic sensor 
Would include : 
signal amplifiers tl 
" low pass and high pass filters 
" attenuators 
" display unit 
" microprocessor unit 
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4.4.4 IAMITA, nONS OF FIBRE OPTIC SENSORS 
Typical Ili-nitations of fibre optic sensors are: 
41 they are not very repeatable and/or stable when intensity modulated techniques are 
Lised (Culshaw & Dakin, 1988) 
influence of surface roughness of the tested component is known to affect the sensors 
intensity output (Fawcett & Keltie 1990) 
4.5 INDUCTIVE SENSING OF SPINDLE RUN-OUT 
4.5.1 INTRODUCTION 
Inductive sensors are based on the variation of inductance (L), by certain Illechallical 
methods. Types of inductive sensors that can be used to sense spindle run-out illClUde: 
linear variable differential transformer (LVDT) 
eddy current gauges 
In this section a description of the theory of inductive sensing and the application of 
LVDT and eddy current sensors in the measurement of spindle error motions is given. 
4.5.2, rt]EORY OF INDUCTIVE SENSING 
Bentley ( 1988) described an LVDT inductive sensor as a transformer with a single 
primary coil energised by an AC voltage (as shown In figure 4.11) 
Vsln2Tcft 
where, V: amplitude of supply signal 
f,: frequency of supply signal 
t: time 
and two secondary coils whose values are V, and V-, respectively. 
The output signal of the sensor (V,,,,, ) is 
V, =V sin(2itfst + (p) (4.15) 
where, VI: signal on the first secondary coil. 
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Fip, ure 4.11: Principle of LVDT sensing 
V-,: signal on the second secondary coil. 
(p: phase change 
V,,: amplitude of output signal 
Operation of the eddy current probe on the other hand is based on Faraday's law of 
electrorna, metic induction, where the induced electronia(metic force (EMF) in an eddy zn LI 
current sensor (which has a coil of (n) turns) is proportional to the rate change of 
magnetic flux (0) generated in the sensor: 
E- 
d 
no) dt 
(4.16) 
Figure 4.12 shows the principle of an eddy current sensor, the value E varies as the 
conducting target surface approaches the inductive circuit, and tile linear t-ý -1 
characteristics of the displacement (d) of the target surface with respect to the sensor 
output (E) can be calibrated. 
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Fiartire 4.12: Theorv of Eddv current inductive sensing 
4.5.3 SIGNAL PROCESSING FOR LVDT (CONTACTING) SENSORS 
An LVDT probe has one primary and two (identical) secondary coils, it also 
incorporates an inner core as shown in figure 4.11. The primary coil is excited with a 
sinusoidal voltage of 3V to 15V rrns amplitude, and 60 Hz to 20,000 Hz frequency zn 
(Doebelin, 1990 pp233-242). This frequency induces a sinusoldal signal on two 
secondary coils, and the amplitude of this signal (e,, ) varies linearly with the position 
(d) of the inner core. The output from the sensor is a modulated signal which is 
dernodulated and filtered. The LVDT sensor is a contact probe (see figure 4.13), 
requiring mechanical contact between the measured object (master artefact attached to 
spindle) and probe tip coupled to its inner core. An application of a LVDT probe for 
measuring spindle error motions is given by (Slocum, 1992, pp543 - 550), in which 
the probe was used to measure the run-out of a tapered roller bearing (with a 
mimmurn axial error motion of 23 ltrn and operating at a maxiniurn spindle speed of 
700 rprn). Due to their (mechanical) contact with the measured artefact, LVDT probes 
are usually not suitable for sub-mirometre spindle run-out measurements. 
4.5.5 SIGNAL PROCESSING FOR EDDY-CURREN'r (NON-CONTACTING 
SEINSORS 
An eddy-current probe uses two coils namely active and balance (shown 
schematically in figure 4.14), the first coil is influenced by the presence of a 
conducting target Surface (measured artefact) and the second coil is used to provide 
temperature compensation (when connected to an AC bridge circuit). 
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Fiaure 4.13: Sýhematic of LVDT probe 
The probe AC bridge is usually excited using aI MHz smusoidal signal (Doebelin, 
1990, pp251 - 253). Magnetic flux lines from the active coil penetrate the measured 
artefact surface (which must be electrical ly-conducti ng), producing eddy currents whose 
density varies with respect to the proximity of the surface. Figure 4.15 depicts sensor 
output versus surface displacement characteristics of the instrument, acceptable linearity 
of the probe can be achieved by restricting the operating range to the mid-section of the 
output curve (OrCLItt, 1971 ). 
Output signals from the probe are usually demodulated and amplified using a log- 
amplifier (which provides more arnplification as the signal gets weaker). 
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Figure 4.14: Schematic of Eddy-current sensor after Doebelin (1992 pp251 -253) 
Figure 4.15: Output characteristics of Eddy-current sensor after Orcutt (1971 
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These probes are commercially available from Kaman Instrument Corporation . with 
typical general characteristics: 
Measuring Range: 0.25 mm (20 mm x2 mm probe) to 30 mm (larger probes) 
Resolution: can go down to 0.1 nm 
Repeatability: Typically twice the resolution 
Linearity: 0.1% at 25% full-scale range, 0.5% at 75% full-scale range and 
1% at full-scale range. 
4.6 MOM TECHNIQUE FOR MEASURING SPINDLE RUN-OUT 
4.6.1 INTRODUCTION 
Historically the word Moir6 was associated with the appearance of an exotic silk 
material imported into France from ancient China (Williams, 1993). Moire fringes are 
observed when two gratings of similar pitches superimpose (Dyson, 1958). Kim and 
Park (1994) developed a method of using Moire fringes formed from two concentric 
gratings to measure the radial errors of an air bearing. In following sub-section a 
description of a spindle measurement system based on a Moire technique is presented. 
4.6.2 THEORY OF MOIR]t (CIRCULAR) FRINGE FORMATION 
Kim and Park (1994) showed that by attaching a circular grating (G, ) on a spindle 
face-plate seen through a concentric stationary (G, ) grating, circular fringes are 
formed. Figure 4.16 depicts schematically the arrangement of gratings G, and G, in 
their eccentric state, due to a radial offset (e) of the spindle. 
According to Kim and Park (1994) when gratings G, and G, are illuminated with a 
light source the overall intensity distribution transmitted through the gratings is: 
I'= I, S, S, (4.17) 
I. (r, 0) = cos(21c)r - Necos(O - 0) (4.18) 
where, L: mean intensity 
0,0: spindle angular position and eccentricity angle 
N: number of circles in spindle grating 
R: radius of gratings G, and G. 
* Kaman Instrumentation Corp., Colorado Springs, Co. 
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Figure 4.16: Superimposition of two circular gratings 
r= r/R: normalised parameter (r) 
e= e/R: normalised parameter (e) 
r: distance from spindle grating Gr 
r. -r-e cos(O - ý) : distance from spindle grating G., (4.19) 
S, =I 1+cos 
21c(N - 1) r): transmittance of grating G, (4.20) 2( R 
1 (N S, =2 
(1 
+ Cos 
271 
R)r, 
transmittance of grating G., (4.21) 
Equations 4.20 and 4.21 indicate that the reference grating G, lags behind spindle 
grating G, by one pitch. The measurement of the spindle radial errors is made by 
analysing the fringe pattern intensity profile given in equation 4.18. Using computer 
based interferogram analysis (ie phase unwrapping method) the moir6 technique of 
Kim and Park (1994) gave a measurement repeatability of about 5 nm . 
The Moir6 fringe pattern generated from the gratings can be processed by using 
interferogram processing system that comprises of a CCD camera, video frame 
grabber/digitiser and computer as shown in figure 4.17. 
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Figure 4.17: Moir6 spindle measurinL, system after Kim & Park (1994 
4.7 INTERFEROMETRY FOR SENSING OF SPINDLE RUN-OUT 
4.7.1 INTRODUCTION 
Tile application of interferonietric techniques in metrology sterns fi-orn a suggestion LI 
made in the early nineteenth century, by a French physicist named Babinet, that light 
waves could be used as a natural standard of length (Scarr 1967). Today many 
ineasurands such as length, displacement, velocity, surface finish, heat transfer, 
aerodynamic properties, are measured by the use of interferometric techniques. 
Typically interferometers can be classified as: 
Wavejl'ont dividinq intet. ferometers such as Young's interferometer, Lloyds 
interferometer, Michelson's stellar interferometer and Fresnel's biprism 
interferometer. 
Amplitiale tlivitling inted'erometei-s such as Michelson's interferorneter (and its 
modified version by Twyman and Green, and Williams), Mach Zender 
interferometer, Fizeau interferometer, Sagnac interferometer, common path 
interferonleter, Burch's scatter-plate interferometer and Pohl interferorneter. 
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Further information may be found in suitable optics text books such as Hecht (1987) or 
Pedrotti and Pedrotti (1993, pp 200 - 232), for more details on these interferometers. 
In the following sub-sections the theory of interference and the description of 
interferometers applicable to measurement of spindle run-out is given. A brief 
description of the sources of errors in interferometers is also presented. 
4.7.2 THE THEORY OF INTERFERENCE 
Interference occurs when two coherent waves with amplitudes: 
Ui = Uoje'ý' (4.22) 
U2 = U02e 
42 (4.23) 
superimpose, [see for example (Gasvik, 1987)] giving a resultant amplitude: 
U 
-ý 
Ul + U2 (4.24) 
where, U06 U02: peak amplitude of the wave 
01,02: phase of each wave 
The intensity (I) of the superimposed waves is proportional to the time average of the 
resultant amplitude (U) squared, and is: 
Il +12+ 2NFII+ 12 COSOI (4.25) 
Equation (4.25) is modified to give the general equation of the interference of two 
waves with phase difference: AO " 01- 02 and peak intensity (1o) : 
AO I= 21b(I + cosAO) =4 lo cos2 
(1 
2) 
(4.26) 
When A0 = 0,27c, 47c, 67c ... n7c (where n is an integer) constructive fringes are formed ie 
I=I. = I0. On the other hand when A0 = 7c, 37c, 57r, 77c,... -(n-1)7c 
destructive fringes are 
formed ie I= Li,, = 0. 
The contrast or visibility [see for example (Gasvik, 1987)] of the fringes is given as: 
(Imax 
- Imin) 
(Imax + Ini. ) (4.27) 
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intensity intensity 
Af 
Af 
I-P. II ----+ 
frequency frequency 
(a) (b) 
Fi2ure 4.18: (a) Sin2le and (b) Multi-mode spectral distribution of a He-Ne laser 
4.7.3 COHERENCE OF INTERFEROMETER LASER SOURCE 
Although a laser source has a well defined wavelength (or frequency) it has 
nevertheless a certain degree of frequency spread (Gasvik, 1995 pp104 - 105). Laser 
sources in interferometers normally operate in one or more distinct frequencies called 
modes separated by a frequency difference equal to: 
Af c (4.28) 
2L 
where, c: velocity of light 
L: distance between the laser miffors 
Figures 4.18a and 4.18b show the spec - tral distribution (gain profile) of a single and 
multi-mode He-Ne laser source. 
A laser source is usually characterised by an average emission life time called 
coherence time (ro); which is proportional to the natural width (A%) of the source 
spectral line. The monochromacity of a laser source improves with higher coherence 
time. The coherence length (It) of the source is equal to: 
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Fi2ure 4.19: Graph of frin2e visibility aninst coherence time 
Cro =c (4.29) Af 
and is a measure of the length over which the laser source is coherent. Modifying 
equation (4.29) (Pedrotti & Pedrotti, 1993, pp247 - 262): 
It = 
?1 
(4.30) 
A), 
Hence, from equation (4.38) the natural line width is: 
%2 
it 
The coherence length of (interferometer) a laser source determines its measuring 
range. Typical coherence length of a muti-mode He-Ne laser such as the one used in 
the Fizeau interferometer for this project, is approximately 0.2 m compared with 
coherence length of I gm for a white light source (Wilson & Hawkes, 1989 pp216 - 
236). Single mode He-Ne lasers are known to have coherence lengths up to 1000 m 
(Wilson & Hawkes, 1989 pp216 -236). 
Temporal coherence of a source influences the degree of visibility of an interferograrn 
(Pedrotti & Pedrotti, 1993 pp247 - 262). Figure 2.19 shows the relationship between 
fringe visibility (V) and coherence time (, ro). Special cases of the influence of 
temporal coherence and fringe visibility are: 
complete incoherence: r -* r,: V=0 
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LASER SOURCE 
COLIMATOR LENS 
FOCUSSING REFERENCE 
LENS BEAM SPLITTER SURFACE 
CAMERA 
ASTER ARTEFACT 
AEROSTATIC SPINDLE 
Figure 4.20 : Configuration of Michelson interferometer 
complete coherence: u=0: V=1 
Partial coherence: 0 <, r < -T,,: I>V>0 
4.7.4 INTERFEROMETERS FOR MEASURING SPINDLE RUN-OUT 
Typical interferometer configurations that can be used for measuring spindle run-out 
are: 
" Michelson interferometer 
" Williams interferometer 
" Common path interferometer 
" Mach Zehnder interferometer 
" Fizeau Interferometer. 
4.7.4.1 MICHELSON INTERFEROMETER 
Figure 4.20 shows the configuration of a Michelson interferometer when used to analyse 
the spindle error motions of a (vertical) aerostatic spindle. The interferometer has a laser 
source that is collimated to a beam splitter where part of the light is reflected to a 
reference surface (Slocum, 1992 ppl8l -186), while the other part of the light travels to 
the surface of a master artefact placed on the spindle. Each (partial) beam is reflected 
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back from the respective surfaces to re-combine at the beam splitter, and the path 
difference produces interference fringes that can be detected by a by a photodetector. 
The optical path difference between the two beams, is due to any axial and/or tilt error 
motions of the spindle. For instance an axial error of d on the spindle will result in a 
path difference of- 
8= 2d (4.32) 
and phase difference: 
Aý= k8 = 
21c 
. 2d 
(4.33) 
Substituting equation (4.33) into equation (4.26) gives the intensity equation for a 
Michelson interferometer: 
7c 4 Io COS2 
(2%d 
(4.34) 
The spindle run-out can then be obtained from the intensity profile of the formed 
interferogram. at angular positions sampled as the spindle rotates. 
4.7.4.2 WILLIAMS INTERFEROMETER 
A Williams interferometer can be used to simultaneously measure all the five DOF 
error motions of a spindle. The interferometer is a modification of a Tywman-Green 
interferometer [for example see, Houston et al, 1967)] using spherical mirrors instead 
of plane mirrors as the test and reference miffor surfaces. Figure 4.21 shows a 
schematic of a Williams interferometer used for measuring spindle run-out. The 
instrument incorporates a laser source whose wavefront is divided in amplitude by 
beam-splitter (13S). The divided wavefronts that emerge from BS travel towards the 
individual test and reference miffor surfaces: (MT) and (MR) respectively. After 
reflection, light from MT and MR combined at BS forming interference fringes, 
which can be detected with the aid of camera (D). 
4.7.4.3 MACH ZEHNDER INTERFEROMETER 
Wilkie and Fisher (1963), describe the Mach-Zenhnder interferometer, an instrument 
primarily used for the study of aerodynamic problems. Figure 4.22 illustrates a 
schematic of how it might be used to analyse spindle error motions of a horizontal 
aerostatic spindle. The principle of operation of this interferometer involves dividing the 
source wave into a reference beam and a test beam by a beam-splitter (the first). The test 
beam is used to measure the spindle run-out, using a second beam splitter, the beams 
meet (interfere) to form a fringe pattern, which can be detected by eye or by a camera. 
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laser source 
collimator & expander 
reference mirror 
pellicle beam (MR) 
splitter (13M) 
camera 
spindle incorporating 
test mirror (MT) 
Filiure 2.21: Configuration of Williams interferometer Houston et al (1967 
Fii! ure 4.22: Conflizuration of the Mach Zehnder interferometer 
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splitter lens 
; -M-f- 1-- 
Fij! ure 4.23: Oblique nature of interferometer normal to spindle plan 
The optical path difference (eg due an axial error of d) is: 
2d 
cos 45 
(4.35) 
The existence of the cosine term is due to the oblique nature of the beam incident on the 
surface of the master artefact placed on the spindle, as shown in figure 4.23. 
The phase difference is : 
Ao= k 41cd (4.36) 
X cos 45 
which gives an intensity equation of : 
40 COS2 21cd (4.37) 
(?,, 
cos45) 
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4.7.4.4 COMMON PATH INTERFEROMETER 
Application of a common path interferometer will reduce the influence of ambient 
temperature, pressure and humidity variations on the optical path length (Slocum 
1992, ppl92-202). According to Dyson (1970), the principle of a common path 
interferometer involves sending both beams (ie interferometer reference and measured 
beams) along the same general path through the instrument in such a way that they are 
affected differently by aberrations or imperfections of the optics. This thus makes the 
interferometer suitable for the inspection of large optics. 
There are a number of common-path interferometer configurations used in metrology. 
The configuration which can be used to measure spindle run-out is the scatter-plate 
interferometer developed by Burch (1953). 
The arrangement of a scatter-plate interferometer for monitoring spindle performance 
is shown in figure 4.24. Light from a laser source passes through a beam-splitter (BS) 
and a scatter-plate where the primary amplitude division of two beams occurs (Horne, 
1983). One beam traverses the full clear aperture of the reflecting optic placed on the 
spindle and serves as the measured beam. While a second traverses a small portion of 
the optic, and serves as the reference wavefront. Interference between these two 
beams produces a fringe pattern, which can be used to quantify spindle error motions. 
This type of interferometer is capable of detecting the spindle orthogonal tilts (E.,, Ey) 
and radial error motions (d,,, dy). 
4.7.4.5 FIZEAU INTERFEROMETER 
Fizeau interference fringes can be observed by illuminating an optical flat with a 
collimated laser beam as shown in figure 4.25. In this arrangement the ray ABC is 
reflected from the back surface of the optical flat along the path CEF, while the beam 
CD is reflected from the surface of the workpiece along the path DGHI . The ray DGHI is longer than CEF by an optical path difference of CDG. When CDG is equal to one or 
a whole number of wavelengths, both the interfering beams will be in phase (Erwin, 
1967) and constructive interference will occur. On the other hand if CDG is equal to one 
and half or generally half and a whole number of wavelengths, both beams will be out of 
phase, hence destructive interference will occur. 
The Fizeau interferometer is modification of the optical flat arrangement (which is still 
used today for the calibration of slip gauges). Figure 4.26 shows the Fizeau 
interferometer (Gee et al, 1988) used in this work, it incorporates a coherent collimated 
source (normally a He-Ne laser source), and a test optical surface, and a reference 
surface provided by an optical flat on the spindle. Figure 4.27 depicts the complete 
interferometric instrument incorporating tilt control servos and computer control. 
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C- 
Projýdon I-s 
Air 
Figure 4.24 : Confisluration of the Common path interferometer (after tiorne 
1983) 
Figure 4.25 : Principle of Fizeati fringe formation (aller Erwin, 1967) 
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Laser source 
Microscope objective 
iiiiiiiiii 
Camera 
Beam splitter 
Collimator lens 
Reference surface 
Test surface (exaggerated tilt) 
Air spindle 
Ffizure 4.26: Fizeau interfermeter set-up for measuring spindle run-out after Gee 
et a] (1988) 
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BEA, M SPLITTý/ 
TEST ARTEFACT 
--------------- 
LASER SOURCE IVIDEO FRAM 
GRA ER 
CAMERAý 
PERSONAL 
COLLIMATOR LENS 
FIZIEAU 
INTEjFEROMETER 
11 
PC 
INTERFACE 
CARD 
COMPUTER 
-------------- 
MICRO- 
PROCESSOR 
-------------------- 
TILT 
SWITCHING 
ELECTRONICS 
REFERENC 
SURFACE 
TRANSMISS10N 
UNIT #1 
ADJUSTMENT 
ACTUATORS TRANSMISSION 
NIT #2 
AEROSTATIC SPINDLE 
DC MOTOR/ 
GEAR-BOX #1 
DC MOTOR/ 
GEAR-BOX #2 
Figure 4.27: Configuration of a Fizeau interferometer when used to measure 
spindle run-out 
4.7.5 SOURCES OF ERRORS IN INTERFEROMETERS 
According to Slocum (1992 pp174 - 176) the error resulting from an interferometric 
measurement is a function of medium refractive index (n), light source wavelength 
(?, ), detector electronic rms (root mean square) noise and sensor misalignment error. 
Major errors in interferometers and ways of reducing these problems are described in 
the following sub-sections. 
4.7.5.1 REFRACTIVE INDEX ERRORS 
The accuracy of an interferometer measurement is usually affected by the instability of 
its dead-path due to changes in the refractive index (n). The dead-path is path of the 
interferometer optical path length which is sensitive to environmental variations, the 
Fizeau interferometer used in this work had a dead-path of approximately 300 mm. 
Environmental variations in temperature, pressure, humidity and gas composition 
affect the refractive index of the light source in the measurement area 
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Plane mirror Tes( mirror (movement) 
interferonicter 40 Reference mirror 
Figure 4.28: Schematic of a Refractometer (after Slocum 1992, pp 192-202) 
(Slocum, 1992 pp192 -202). The relation between refractive index and the variations 
in temperature, hurnidity and pressure is given by Schellekens ( 1986): 
2.879294 x 10-9 (1 + 0.54 xI 0-6)(C - 300)P _ 0.42065 x 10-9 xF+1 (4.38) 1+0.003671 xT 
where, T: ambient temperature (degrees) 
P: ambient pressure (Pa) 
F: water vapour pressure (Pa) 
C: C02 content (PPM) 
The partial derivatives of equation 4.45 can be used to estimate the influence of the 
respective changes in C, P, F and T on n (Slocum, 1992 pp192 - 202), for specified 
nominal values ot'hurnidity (carbon content in air), pressure and temperature. 
Ail effective way to measure the influence of these error contributions oil the 
refractive index is by the application of a reftactometer (Hosoc, and Tanara 1995). 
Figure 4.28 depicts a schernatic of a refractometer, the instrument consist of a vacuum 
chamber, measurement mirror, reference n-urror, interferorneter (ie used to measure 
for measuring the refractive index) and ancillary components for the vacuum systern. 
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Hosoe and Tanara (1995) have developed a low cost refractometer which has 
demonstrated improvements in displacement drift due to changes in refractive index 
of 4.8 nm and 1.2 nm for atmospheric and vacuum conditions respectively. 
4.7.5.2 INSTABILITY OF LASER SOURCE 
Instability of laser frequency due to thermal drifts causes the effect of Doppler 
broadening. This effect is due to the random nature of laser (source) atoms, causing 
it to emit waveforms at different resonant frequencies, resulting in a broadening of the 
frequency bandwidth (Af). 
Wilson and Hawkes (1989), suggested that this effect applies to a collection of atoms 
emitting at an optical frequency (f. ), so that the observed frequency is given by: 
fm= fo i± x (4.39) ( 
C) 
where v., is the component of the velocity of the atom along the direction of 
observation (assuming v., is much lower than the velocity of light c). There are a 
number of ways of lowering or narrowing the mode shifted bandwidth frequency of a 
laser source, these include: 
Varying the laser cavity length by heating or by a piezoelectric actuator until the 
value of f. in equation (4.39) is equal to f,, (Wilson & Hawkes, 1989 pp216 -236) 
In a two-mode laser source, any thermal drift in the cavity will cause the 
amplitude/intensity of one mode to increase and the other to decrease. In this 
condition, the laser is stabilised by separating the modes using a polarising beam- 
splitter and separate detectors to monitor the intensity signal of each polarisation 
(Williams 1993). The difference in the intensity signal is used in a feedback loop to 
change the length of the laser cavity by servoing it with a heater or piezoelectric 
actuator. This technique gives a stability of I part in 109 when used in commercial 
He-Ne lasers. 
According to Williams (1993) one of the most accurate and well-established 
techniques for providing long term stability is to reference the laser to saturated 
spectra in diatomic molecular iodine vapour (Hanes & Dahlstrom, 1969). This 
technique has a stability of about I part in 1012. 
4.7.5.3 INTERFEROMETER MISALIGNMENT ERROR 
Interferometer misalignment adds considerably to the total measurement error of an 
interferometer. Figure 3.29 shows an interferometer mis-aligned with respect to the 
required measurement axis of motion (axial displacement) in the case of a spindle. As 
a result of this misalignment, the sensor will measure a spurious component of the 
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Figure 4.29: Intluence of cosine error in interferometric spindle error motion 
measurement 
spindle axial displacement (d), usually referred to as a cosine error, and whose 
magnitude is: 
c= L(I - cosO) (4.40) 
4.7.5.4 DETECTOR ERROR 
The amount of electrical noise in a heterodyne detector (eg phase detector) 
corresponds to an rins phase noise of about I part in 10 3 (Slocurn 1992 pp192 - 202). 
In this prQject a carnera was used to detect the interferogram. This photodetector has 
errors due to non-linearity of photoelernents, influence of dark- current, non-uniform 
ambient illumination effects, and fringe pattern i-ninima or maxima measurement error 
(see section 6.5 for further details oil the accuracy of fringe peak detection). 
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4.8 COMPARISON BETWEEN SPINDLE RUN-OUT MEASUREMENT 
TECHNIQUES 
A comparison between the characteristics of spindle error measurement techniques 
described in sections 4.2 to 4.7 is shown in figure 4.30. 
SENSING TECHNIQUE 
CAPACITIVE 
SENSING 
OPTICAL 
DIFFRACTION 
SENSING 
OPTICALFIBRE 
SENSOR 
EDDYCURRENT 
SENSING 
(THISPROJECT) 
FIZEAU 
INTERFEROMETRIC 
SYSTEM 
MEASURING RANGE 0.25 mm 1000 nm 5mm 0.5 to 50 mm 0.03 mm 
FREQUENCY RESPONSE 30 - 40 kHz 10 - 60 MHz 10 kHz up to 50 kHz 30 Hz (typical frame 
rate) 
RESOLUTION less than 10 nm 25 nrn 0.10 nrn to 100 nm 0.1 nrn to 3000 nm less than 30 nrn 
REPEATABILITY about 10 nm 60 nrn 0.05% of FSD 200 nm to 6000 nm about 60 nrn 
ENVIRONMENTAL very critical not critical not very critical not very critical very critical 
EFFECTS ON ACCURACY 
Figure 4.30: Comparisons between the spindle measurement technique 
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CHAPTER 5: INSTRUMENTAL CONSIDERATIONS 
5.1 INTRODUCTION 
An interferometric spindle metrology system has been developed in this work. In this 
chapter, a description of the hardware components of this instrument is presented. 
Description of the interferometer Vidicon camera and its limitations is given, 
including a detailed explanation of an automatic interferometer adjustment servo and 
spindle position measurement sensor. , 
The interferometric spindle analysis system, consists of the following hardware: 
o Fizeau interferometer type PTI manufactured by the Zygo compan; 
Personal Computer 
Video frame grabber card 
PC interface card 
Resolver and resolver-to-digital converter (RDC) 
Interferometer auto-adjustment servo-mechanism 
5.2 FIZEAU INTERFEROMETER 
The Fizeau interferometer used in this project is the Zygo model PTI (Production Test 
Interferometer). The interferometer system consists of: 
" Fizeau interferometer mainframe (see section 4.7.4.5) 
" Monochrome (Vidicon) camera unit (see section 5.3.1) 
" Video monitor 
" An automatic 2-axis servo adjustment mechanism (see section 5.5) 
Figure 5.1 shows a photograph of the Fizeau interferometer mainframe. Figure 5.2 
illustrates how the interferometer was attached vertically to a research machine 
incorporating an aerostatic spindle. 
* Zygo Corporation, Laurel Brook Road, P. 0 Box 448, Middlefield, CT 06455, USA 
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Figure 5.2: Attachment of the interferometer windle machine 
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Figure 5.1 Interferometer mainframe 
5.3 VIDEO DETECTION OF INTERFEROMETER SIGNAL 
5.3.1 APPLICATION OF VIDICON CAMERA 
A vidicon camera is incorporated within the PTI interferometer to detect interference 
fringes formed in real-time. Figure 5.3 shows a schematic of a Vidicon camera, it 
consists of an electron gun which produces an electron beam (A) through aperture 
(B). The beam scans a target surface incorporating photoresistive elements (C). 
Interferograms formed during the experiment are detected by the camera 
photoresistive (semiconductor) elements which are scanned line by line at a rate of 
64gs. The resistance of the camera photoresistive elements is proportional to the 
detected intensity of the fringe pattern, and subsequently proportional to the charging 
current. The charging current signal is used to recreate the fringe pattern in real-time 
at rate of 25 frames a second when the camera is connected to a monitor. 
5.3.2 INACCURACIES IN VIDEO DETECTION WHEN USING A VIDICON 
CAMERA 
One of the main considerations that has to be made during the interferogram 
processing stage is how to capture and store the fringe pattern data in a duration 
shorter than the changes being detected in the fringe pattern due to spindle run out. In 
the case at hand of rotating fringes, a camera is required to detect the fringe phase or 
spatial frequency changes instantaneously. During a single frame detection, changes in 
the pattern must be detected equally by all the elements of the camera. 
Detection of the fringe pattern can achieved by two methods, these are: 
Synchronous detection: interferograms of the spindle run-out are captured after an 
angular interval in one spindle revolution. 
Asynchronous detection: interferograms of the spindle run-out are captured at 
specified angular positions over a number of spindle revolutions. 
Typically, fringe detection ambiguities may occur due to aliasing. Aliasing causes the 
sampled interferogram to appear distorted or swivelled. The distortion of the 
interferogram is due to the make-up of the sampled frame, which is composed of sub- 
frames captured as the spindle rotates through discrete angular positions during the 
40 ms frame sample period. One way of describing the swivelling effect of a 
synchronously detected fringe pattern is to consider a hypothetical case of a spindle 
revolving at 2 revs per second, where a vidicon camera is used to detect the formed 
interferograms at a one degreee angular interval. The following data describes this 
condition: 
I frame capture takes 40 ms (25 frames/s) 
1 frame contains 625 lines 
1 line scan takes 64 ps 
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Fia, ure 5.3: Schematic of Vidicon camera after Gasvik (1995 pp109 - 114 
2 revs per secs is 0.5 s or 500 ms 
I degree angular position takes 1.38 ms 
360 degree angular position takes 500 ms zn z: l 
From the above data, in 40 ms the spindle would have moved to an angular position 
of approximately 28.9 degrees meaning that the resultant frarne is part of the Z' I individual frames detected as the spindle moved through the 1,2,3 . ...... 28.9 degrees. 
Tills implies that, at every one degree interval, the resultant frarne contains 2 1.63 lines 
of each of the individual frames to give a single frame of 625 lines, and this is what 
causes the niterferogram to appear swivelled. 
In order to capture an error-free rotating fringe pattern at one degree angular intervals, 
the spindle must revolve at a speed less than or equal to I rev per 14 seconds 
(synchronous frinue detection) or 14 revs per second (asynchronous fringe detection). t) 
Table 5.1 below gives a summary of the relationship between spindle speed, 
(detection) angular interval, and number of data points per polar chart for both I 
Synchronous and asynchronous detection: 
SYNCHRONOUS DETECTION: 
SPINDLE SPEED 
I rev per 14.4 s 
I rev per 1.44 s 
I rev per 0.72 s 
I rev per 0.35 1s 
ANGULAR INTERVAL 
I 
10 
20 
40 
No. DATA POINTS 
360 
36 
18 
9 
I ASYNCHRONOUS DETEc, rION: 
SPINDLE SPEED ANGULAR INTERVAL 
14.4 rev/s I 
No. DATA POINTS 
360 
Table 5.1: Spindle speeds for synchronous and asynchronous detection 
Figure 5.4: Principle of a CCD detector after Gasvik (1995 pp109 -114 
The synchronous and asynchronous rotational speeds of' I rev per 14.4 see and 14.4 
rev per see respectively for 360 data points is appropriate for low-speed spindle 
metrology, le where the run-out of the spindle typically occurs at 30 - 800 rprn, which 
is the case investigated in this work. 
In this work, 5 hatches of 30 data points were sampled synchronously to generate the 
reqUired error motion polar plot for a spindle speed of approximately 60 rpm. 
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5.3.3 APPLICATION OF HIGH SPEIED CCD ARRAY CAMERAS 
5.3.3.1 INTRODUCTION 
In section (5.3.2) it was dernonstrated that the frame rate of the current (vidicon) 
carnera used in this work cannot adequately detect bearing run-OUt at spindle speeds 
greater than 800 rpm. Circumstances where the spindle error motions occur at 
relatively high speeds (typically 2000 - 3000 rprn) require high frame-rate / non- 
standard spatial resolution CCD cameras. In this section, a brief description of the 
application of high frame rate CCD cameras for the measurement of spindle run-out is 
given. 4n 
Currently, high speed carneras with frame rates of up to 10,000 frarnes/s are available t: l 
and can be adequate for cletecting interferograrns of spindles revolving at very high 
speeds. These type of CCD cameras have non-standard spatial resolution and frarne 
rates, and are cornmercially availiable*. 
5.3.3.2 CHARACTERISTICS OF HIGH-SPEED CCD CAMFýRAS 
The basic building block ofa typical CCD (charge coupled device) photodetector array, Z71 is a MOS (metal oxide serniconductor) capacitor, formed by growing a layer of silicon 
dioxide on a P- type silicon substrate. It incorporates a positively biased electrode that 
is evaporated onto the silicon dioxide layer, as shown in figure 5.4. 
The operation of the CCD, is based on the generation of electric charges. Tile amount 
of charge generated is proportional to the integral of intensity of the light incident on 
the detector elements taken over the storage tirne (Gasvik, 1995, pp109 - 114). Some 
high speed CCD carneras use a non-standard spatial arrangement of' 32 x 32 or 64 x 
64 or 128 x 128, which is lower than the standard resolution of 5 12 x 512. Typical 
characteristics of these types of high speed CCD cameras are given in table 5.2. 
RESOLUTION PHOTOELEMENT DATA-RATE FRAME-RATE 
DIMENSIONS 
32 x 32 16 [tin x 16 [tm 16 MHz 10,000 franics/s 
64 x 64 16 prn x 16 pm 16 MHz 2,900 frarnes/s 
128 x 128 16 pin x 16 pm 16 MHz 830 franies/s 
256x 256 16 pin x 16 pni 16 MHz 220 frames/s 
Table 5.2: Resolution and frame rate of non standard CCD detectors 
Dalsa Inc, 605 McMurray Road Waterloo, Ontario, N2V 2E9, Canada 
113 
A typical application of a high speed CCD carnera (le in spindle metrology) for an Z71 
aerostatic bearing, for example operating at a maximum rotational speed of 3000 rpm 
(50 Hz), and requiring synchronous run-out measurements at 10 degree angular 
intervals will require a frarne sampling time of 555.555556 lts, since: 
ANGULAR MEASUREMENT TIME / FRAME-RATE 
OF SPINDLE 
0.555 ms 1800 frarnesks) 
20 900 frarnes/s) 1.111 nis 
30 2.222 ms 300 frames/s) 
350 0.0 194 s51 t'i-ames/s) 
360 0.0200 s 50 frames/s) 
Table 5.3: Frame rate estimation for a bearing rotating at 3000 rpm 
In this particular example a high frame-rate CCD caniera operating at 2,900 franics/s, 
with a spatial resolution of 64 x 64 photoelernents will SLIffiCe, (since the IninIMUrn 
frame-rate required for sampling the interferograrns at 10 degree intervals is 
1800 frarnes/s (30 Hz) as shown in table 5.3. 
5.4 VIDEO FRAME GRABBER CARD 
A video frame grabber board manufactured by Delta Cell' was used to CýIptUrc, 
digitise and analyse the interferograms produced by the interferometer. In addition to 
this an image processing package called Visilog (manufactured by Noesis**) was used 
to analyse and process the captured interferograms. 
Data Cell Limited, Hattori House, Vanwall Business Park, Maidenhead, Berkshire 
SL6 4UB, UK 
Noesis, Imincuble Nungesser, 13 Avenue Morane Sauhiler, 78140 Vellzy, France 
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Features of the frame-grabber card used in this project are: 
SPATIAL RESOLUTION: 512 x 512 
IMAGE INPUT FORMAT: Monochrome 
AGE (FRAME) MEMORY: 512x512 x8 (bits) 
RATE: 30 Frames/sec 
-BOARD SPECIAL FEATURES: External trigger / colour look-up tahle 
(LUT) 
Table 5.4: Characteristics of frame-prabber 
5.5 INTERFEROMETER ADJUSTMENT SERVO-MECHANISM 
5.5.1 DESCRIPTION OF SERVO 
The interferometric measurement systern uses a servo-mechanism to autornatically 
adjust the tilt of the interferometer axis with respect to the axis of rotation of the spindle 
(under investigation). A detailed description of the interferometer adjustment strategy is 
given in section 7.2. This section concentrates on the construction of the interferorneter 
adjustment servo. 
The interferometer is kenernatically attached to the research turning machine tool 
incorporating the aerostatic spindle, through three legs incorporating adjustment Z_ý 
mount screws. Only two legs of the interferometer require servo adjustment. The 
servos are used to adjust the respective orthogonal axes of the interferorneter, and 
each consist of a DC motor, a gearbox, a pulley and lead-screw as shown in figure 
5.5. 
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Figure 5.5: Photograph showing, one of the servo legs 
5.5.2 THEORETICAL ANALYSIS OF THE TOROUE REOUIREMENT 
The interferometer is positioned by three adjustment lead-screws, and with the aid of 
figures 5.6 and 5.7 the torque required to raise a third of the weight of the 
interferometer, is: 
3F 
= tan((x + (5.3) w 
where, F applied force 
W the weight of the interferometer 
a: ancyle the reaction force makes with the thread LI 
0: helix angle of the lead-screw thread 
Hence 
F= W/, tan ((x + W/3 
tan (X + tan 01 (5.4) 
11- 
tan (x tan 0 
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where, tanoc =P 
nd 
tano =g 
torque T= 
Fd 
2 
where, P: thread pitch 
d: thread diameter 
Equation (5.4) can be modified to give: 
(P/ + Torque T=W. d k/ 7rd) 
6p 
- g'(-ýýd 
Ll 
P-). 
J 
where, g: coefficient of friction 
The interferometer alignment system has the following variables: 
P= 0.6mm 
d= 12 mm 
W 50ON 
g 0.22 
(5.5) 
Substituting the above into equation (5.5), the theoretical value of the torque, is 
approximately 0.3 Nm. 
a) leadscrew 
threaded shaft 
--J 
moving nut TO 
b) Crossection of thread 
Fi2ure 5.6 : Schematic of the forces that act on a section of a lead-screw 
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a) forces acting on thread b) Triangle of forces 
Fii! ure 5.7: Free body dinram for the section of the lead-screw 
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Figure 5.8: Plan view schematic of direct measurement of servo torque 
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5.5.1.2 EXPERIMENTAL ANALYSIS OF THE TORQUE REQUIREMENT 
Analysis of the interferometer adjustment (servo mechanism) is based on measuring the 
applied tangential force F required to turn the adjustment nut using a spring balance (as 
shown schematically in figure 5.8), and then multiplying this value by the outer 
diameter of the nut (D). 
the applied torque value (T) is: FD (5.6) 
where, F= 12N and D= 40 mm 
T= 12 x 40 / 1000 = 0.5 Nm 
5.5.1.3 SPECIFICATION OF THE DC MOTOR / GEAR BOX 
The value of chosen torque for the DC motor/gearbox is 20 multiplied by the empirical 
torque value, where 20 is a safety factor (which takes in to account the high torque 
requirement at very low speeds). This gives a torque requirement of: 
0.5 x 20 = 10 Nm. 
The servo mechanism used in this project incorporated a Precision Portescap DC 
motor and a Synchronous gearbox both supplied by RS*, to provide the required torque 
drive. 
Specifications of the selected DC motor / gearbox are given tables 5.7 and 5.8. 
PORTESCAP PRECISION DC MOTOR 
SPECIFICATION 
Supply voltage: 12 V dc 
Motor torque: 8.7 mNm 
Power-output: 3.8 W 
Speed output: 5800 RPM 
Table 5.6: Features of servo motor 
* RS Components, PO Box 99, Corby, Northants, NN17 9RS 
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I SYNCHRONOUS GEARBOX SPECIFICATION I 
Gearing ratio: 3600: 1 
speed output: 5800/3600 = 1.6 RPM 
Torque output: (8.7x3600) / 1000 = 31.32 Nm 
Table 5.7: Features of servo izearbox 
T, T2 
R 
......................... 
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(p/2 
.... .......... ........ 
............................................. ................... ... ........................... ........ c 
Driver 
Tj T2 
Follower 
Fijiure 5.9: Plan view of pullev mechanism 
As shown in table 5.8, the torque output of 31.32 Nrn used for the servo mechanism is 
three times greater than the experimental torque value of 10.0 Nm (estimated in the 
previous page ). This is due to the low speed and high torque required by the servo 
mechanism for the precise (tilt) control of the interferometer. 
5.5.1.4 PULLEY MECHANISM 
A pulley mechanism is used in each servo, for transmitting the required torque to the 
interferometer adjustment screws. Each pulley consists of two wheels and a toothed belt. 
Figures 5.9 and 5.10 show the plan and side view of the pulley mechanism used to drive 
one of the interferometer adjustment arms. Ideally the mechanism is only required to 
transmit the torque from the DC gearbox/motor to the interferometer screw without any 
further gearing. However, in order to further compensate for torque, the diameter of the 
follower wheel is one and a half times that of the driver wheel. 
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Fim, ure 5.10 : Side view ot'pullev mechanism 
5.5.1.5 SPECIFICATION OF TOOTHED BELT PULLEY 
The timing belt pulley was supplied by HPC*, specifications for the belt mechanism C, 
are as follows: 
Belt Pitch 10 nim 
Belt width 10 min 
Outer radius (follower) R= 40 inin 
Outer radius (driver) :r 20 mm 
Distance between pulley L= 200 nini 
Table 5.8: Dimensions of servo pullev 
Hinchliffe Precision Components, Storforth Lane Trading Estate, Chesterfield S41 
()QZ 
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Determination of the required length of the belt based on the design shown in 
figure 5.9: 
From triangle ABC (in figure 5.14), 
cos, 
P 
= 
(R-r)=(40-20)= 
0.05 (5.7) 
2L 200 
(P 
= 84.26 degrees or 1.47 rads 2 
(P = 168.52 degrees or 2.941 rads 
The overall length of the belt is: 
R9 +r (p + 2(L sin 
(P) (5.8) 
2 
40 x 2.941 + 20 x 2.941 +2x 200 sin (1.47) 
equal to approximately 573 mrn 
Determination of applied force on the belt (T, - T2): 
Driver torque = 31.32 Nm (torque output from the dc motor/gearbox) 
Radius of the driver wheel (r) = 20 rnm or 0.02 m 
The applied force on the timing belt: 
(Ti - T2) = 31.32 / 0.02 = 1556 N (5.9) 
Estimation of the torque applied to the follower after transmission: 
Follower torque = (TI - T2)0.04 = 62.24 Nm. (5.10) 
Validation of the chosen belt based on its power transmission capacity: 
The power transmission capacity of the chosen belt is approximately 0.5 kW (according 
HPQ. The power input of the driver wheel of the interferometer adjustment system is 
given by: 
(Ti - T2)x speed 
where, (TI - T2) -.: 1556 N (ie calculated above) 
speed = 1.6 (ie given in table 5.6) 
(5.11) 
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Hence the power transmitted by the pulley belt is: 1556 x 
2! E 
x 1.6 = 0.261 kW 60 
Since this is less than the power transmission capacity of the belt (ie 0.5 M), it is 
within design limitations. 
5.5.1.6 MISCELLANEOUS COMPONENTS OF SERVO 
Each servo of the interferometer incorporates the following ancillary components: 
Driver shaft: is used to transmit the torque from the gearbox/motor to the pulley 
driver wheel. 
Coupling component: the gearbox shaft and driver (wheel) shaft are coupled together 
using a grub-screw. 
Thrust bearing washer is used to reduce the friction in the movement of the 
interferometer lead-screw driven by the pulley follower wheel (shown in figure 5.10). 
5.5.2 ASSEMBLY OF SERVO COMPONENTS 
Figure 5.11 shows the side view of the interferometer, the machine structure and one of 
the mounted servo-mechanisms. In order for the interferometer to accommodate the 
auto-adjustment (servo-mechanism), two plates were required on the surface of the 
machine structure. Both plates were made from aluminium and have geometric 
dimensions of 70 mm. by 150 mm, it is anticipated that there should be no serious effects 
of vibration, or any other form of mechanical failure, as long as the gearbox / motor 
arrangement are accurately assembled to the respective plates. 
Figure 5.12 shows a schematic of one of the plates, indicating a central slot used for 
adjusting the driver (wheel) shaft, and two holes used for fastened the plate on to the 
machine structure. 
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Figure 5.11: Side view (photograph) of Fizeau interferomerter, its ad* ustment 
servo and machine incorporating the air spindle 
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a 
0 
f 
bC Hole for fasterning plate 
to machine 
0 
d 
hole for fasterning gear-box 
e 
slot for adjusting servo shaft 
a= 150 mm c=8 mm e=5 mm 
b=70mm d=20mm f=8 mm 
Figure 5.12: Schematic of plat 
5.5.3 SERVO-MECHANISM ELECTRONICS 
The servo-mechanism incorporates manual / computer control and dither switching 
circuits. The function of the control switching circuit is twofold, ie it is used to used to 
select a particular servo adjustment screws (X or Y) and its direction of motion 
(clockwise or anticlockwise). The dither switching circuit on the other hand is used to 
sweep the operating point of the servo output over a certain range around its nominal 
position, on a time-scale much shorter than that of its dynamics in order to reduce non- 
linearity problems such as backlash (Cook, 1994). 
Components for the control/dither switching circuit used for controlling a single 
adjustment arm of the servo are listed in table 5.9. 
12 V DC power supply unit 
12 V AC (10 Hz) dither supply unit 
NPN transistors 
single pole change-over (SPCO) relays 
double pole change-over (DPCO) relays 
inverters 
35 K resistors 
IN4000 diodes 
L. E. Ds to indicate the direction of the servo 
Table 5.9: ComiDonents of controlldither switching circuit 
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Figure 5.13 shows the circuit diagram for the switching electronics required for 
controlling the clockwise and counter-clockwise motion of the servo-mechanism dc 
motor. 
5.5.3.1 COMPUTER CONTROL SWITCHING ELECTRONIC CIRCUIT 
As shown in figure 5.13, two output signals or bits are required to control the status of 
the DC motor. Depending upon what signal is sent to the two output pins, the motor is 
required to have the following status: 
BlT#l BIT#2 STATUS 
00 SERVO OFF 
10 CLOCKWISE MOTION OF SERVO 
11 ANTI-CLOCKWISE MOTION OF SERVO 
01 SERVO OFF 
Table 5.10: Status of controU dither diaital bits 
Other control signals used are: 
BIT STATUS 
I DITHER CLOCKWISE 
0 DITHER ANTICLOCKWISE 
1 SAFETY BIT ON 
10 SAFETY BIT OFF 
Table 5.11: Ancillary status of controVdither bits 
Configuration of servo (on/off), servo (clockwise/anticlockwise), dither 
(clockwise/anticlockwise) and safety (on/off) logic inputs must be programmed in the 
appropriate manner to achieve the required mode of operation of the servo. The servo 
has three modes of operation, these are: AC -DC mode (ie when the servo DC supply 
signal is dithered with the AC signal), AC mode (ie when the servo input is the AC 
dither supply signal) and DC mode (ie when the servo input is the DC supply signal). 
Figure 5.13 shows a the circuit diagram of the AC-DC mode of operation. 
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Selection of these modes of operation re'quire the following inputs: 
SERVO MODE (AC-DC): 
INPUT STATUS 
DITHER POWER SUPPLY 1 
SERVO ONIOFF I 
SERVO DIRECTION 1 orO 
DITHER DIRECTION I orO 
SAFETY BIT ON/OFF 0 
Table 5.12: Status of servo mode (AC-DC 
SERVO MODE LA,. Cl- 
INPUT STATUS 
DITHER POWER SUPPLY I 
SERVO ON/OFF 0 
SERVO DIRECTION I orO 
DITHER DIRECTION I orO 
SAFETY BIT ON/OFF 1 
Table 5.13: Status of servo mode (AC) 
SERVO MODE (DC): 
INPUT STATUS 
DITHER POWER SUPPLY 0 
SERVO ON/OFF I 
SERVO DIRECTION I orO 
DITHER DIRECTION I orO 
SAFETY BIT ON/OFF 0 
Table 5.14: Status of servo mode (DQ 
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POWER 
+ SUPLLY(DC) SPCOI 
ONIOFF BIT 
4 
_ TRI 
DPCOI 
DIRECTION 1) 1C 
BIT 
TR2 
--4 DITHER 
SIGNAL (AC) 
DPC02 
DITHER BIT 
TR3 
SPC02 
SýAIFTY BIT 
_W TR4 
INVERTER 0 
SERVO 
MOTOR 
Fizure 5.13: Computer control / dither circuit diauam for one of the servo arms 
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In figure 5.13, transistor TRI is used to switch on the single-pole change-over relay 
SPCOI when a small current I, is applied (ie HIGH state) to the base connection of the 
transistor. Similarly when a small current 12 is also applied to base connection of 
transistor TR2, an amplified collector current L is used to energise the double pole 
change-over relay DPCOI to change the polarity of the 12 V power supply. Switch 
SWI is used to select the appropriate direction of the dither signal by energising relay 
DPC02. The safety bit labelled TR4 avoids any conflicts in signals between the dither 
and DC servo supply inputs. An inverter gate is used to invert the input of the servo 
on/off bit, output of the inverter gate is used as the input of safety (on/off) bit. 
Protection diodes are used to suppress any high voltage spikes which might be produced 
across the coils of the respective relays (ie not shown in the figure). A resistor is used 
to limit the current passed on to the respective transistors to avoid damage. Calculation 
of the required value (Rb) of this resistor is given as follows: 
IC 
-= 
A (5.12) 
VTTL=IbRb + VBE (5.13) 
Ic RL + VCE = VS (5.14) 
where, 0: transistor gain 
RL: the relay (inductor) resistance = 960 ohms 
VCE : the collector-emitter voltage at saturation = 0.2 V 
Vs : the supply voltage = 12 V 
Rb: the resistance of the unknown resistor 
VBE: the base-emitter voltage at saturation = 0.7 
VTTL- = the TTL voltage signal from the PC interface card =5V 
from equation (5.13) : 
Ic = (Vs - VcE) / RL 
= 0.0123 A 
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Figure 5.14: Dither signal circuit diagra 
from equation (5.12): 
Ib = IC /P= 123 gA 
from equation (5.3) 
Rb 
-= 
(VTTL - VBE) / Ib = 35 K ohm (to 2 decimal places) 
So a 35 K ohm resistor would be required to limit the current passing through the 
transistor. 
5.5.3.1 AC DITHER CIRCUIT 
The output of the servo mechanism is continuously dithered over a range around its 
nominal position in order to reduce backlash (see section 7.72 for a detailed explanation 
of servo backlash reduction). Figure 5.14 shows a schematic of the dither circuit, the 
dither (sinusoidal) signal is generated with an AC signal generator and amplified with 
the aid of an N308 op-amp and two TIP (high power) current amplifier transistors. 
130 
DC SUPPLY 
SPCOI 
+ 12 V 
UP (A) 
LEFT (B) 
F 
RIGHT (B) 
--o 
Eý-1'0-- II 
-* SPC02 
DOWN (A) 
%SPC03 
SPC04 
SERVO MOTOR A Li 0 
SERVO MOTOR B 
Fi2ure 5.15 : Switchinu circuit for the interferometer servo - manual control 
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SECONDARY 
COILS 
(STATOR 
WINDINGS) 
............. .................. .......... 
S2 S4 
PRIMARY COIL 
(ROTOR 
WINDING) 
Fii! ure 5.16: Schematic of a resolver 
5.5.3.2 MANUAL CONTROL SWITCHING ELECTRONIC CIRCUIT 
In addition to automatic (computer) control, the servo mechanism incorporates manual 
control for normal type adjustment of the interferometer. Figure 5.15 shows the circuit 
diagram of the servo manual control electronics. The figure depicts the switching of the 
servo with the aid of a joystick, for controlling both the X and Y interferometer screws. 
Configuration of the joystick control is: 
JOYSTICK MOTION DC MOTOR MOTOR DIRECTION 
UP x Clockwise 
DOWN x Anti-clockwise 
RIGHT y Clockwise 
LEFF y Anti-clockwise 
Table 5.15: Status of servo manual doystick) control 
The servo control is switched from computer to manual control with the aid of a 
double-pole-double-toggle switching circuit. 
5.6 RESOLVER AND ITS DIGITAL CONVERTER 
5.6.1 OPERATION OF THE RESOLVER 
The precision spindle used in this work is equipped with a resolver for measuring the 
angular position of the rotating spindle rotor. Operation of the resolver requires the 
application of an AC carrier (reference) signal at the rotor terminals (primary coil) R, 
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and R2. which then produces a pair of orthogonally-phased modulated signals at the 
isolated stator windings (secondary coils) S24 and S13 as shown schematically in figure 
5.16. The voltage modulated signals induced in the stator windings are: 
S24 = KEsin (ot cosO (5.16) 
S 13 = KEsin cot sinO (5.17) 
where K: is the transformation ratio 
0 is the shaft (spindle rotor) angular position from some reference point 
co is the supply 27rf carrier frequency 
E supply voltage 
Essentially a resolver has similar characteristics to a variable transformer (Slocum 1992, 
pp 147-154), where the output depends on the angle the secondary coil makes with 
respect to the primary. The magnitude of the electromagnetic coupling between the 
primary and the secondary coils of the resolver determine the output voltages of the 
stator windings, whose amplitude is proportional respectively to the sine and the cosine 
of the angular position of the rotor. Measurement of angular position of the spindle 
(rotor) is directly due to the modulation of the reference (carrier) signal as the spindle 
revolves. 
5.6.2 INTERFACING THE RESOLVER TO THE COMPUTER 
5.6.2.1 INTRODUCTION 
In order to interface analogue signals obtained from the reslover to a computer, a device 
known as a resolver-to-digital converter (RDQ is used. The RDC used in this project 
has a 16 - bit resolution (which is equivalent to 96 grad 20 arc seconds), supplied by the 
DDC company*. 
There are many different ways of converting the resolver analogue signal into a digital 
word using the following RDCs (Slocum, 1992 p 151-15 3): 
Phase shift converters 
Function generator converters 
Successive approximation converters 
Harmonic oscillator converters 
Tracking converters (ie method of conversion used in this project) 
* DDC (UK), Mill Reef House, 9/14 Cheap Street, Newbury Berks RG 14 5DD 
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5.6.2.2 MODE OF OPERATION OF TRACKING RDC 
The tracking RDC multiplies signal pairs from the resolver stator with the aid of 
special sine and cosine digital-to-analogue converters (DACs), as shown in 
schematically in figure 5.17 (DDC, 1994). This process converts a measured digital 
angle (ý) into sine and cosine wave-forms: 
VI'= S13 siný = KE sin cot sinO siný (5.18) 
V2 = S24 COSO = KE sin cot cosO coso (5.19) 
The difference between these signals is the error signal (which has the same 
frequency as the carrier): 
KE sin cot sinO siný - KE sin cot cosO coso = KE sin (ot sin(O - 0) (5.20) 
According to Slocum (1992, p152) the magnitude of the error signal given in equation 
(5.19) is amplified, and a phase sensitive detector is used to demodulate the signal and 
provide a DC voltage proportional to sin(O - 0). The error signal is fed to an 
integrator and then to a voltage proportional oscillator (VCO) which drives a digital 
counter (as shown in figure 5.17). Output from the digital (up/down) counter 
represents the digital value of the resolver, which is strobbed into latches, and 
subsequently ready to be read to a digital 1/0 port. 
5.6.2.3 CHARACTERISTICS OF THE CHOSEN RDC 
The tracking resolver-to-digital converter used in this project is the monolithic RDC- 
19220. It incorporates features such as programmable angular resolution (which varies 
from 10 to 16 bits) and tracking rates (which is a measure of the maximum speed the 
sensor can acquire angular position data). A summary of the characteristics of the 
sensor (DDC, 1994) is given in table 5.16. 
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Riure 5.17: Schematic of the trackine RD 
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RESOLUTION 10,12,14 or 16 bit resolution and is 
programmable 
INPUTS V, and V2 inputs are 2V (rms) 
Resolver reference input is +7 and -7 V (max) at 
40 kHz (max) 
INPUT IMPEDANCE 
OUTPUTS 
IACCURACY 
I TRACKING RATE 
LBANDWIDTH 
10 M ohms 
TTL/CMOS inputs with LOW = 0.8 V (max) 
and HIGH =2V (min) and 5V (max) 
8,4,2,1 least significant bits (depending on 
the selected resolution) 
2300 revs/min (max), and is programmable 
1200 Hz (max), and is 
Table 5.16: Characteristics of RDC 
Figure 5.18 shows a schematic of the interface of the resolver to a personal computer 
used in this project for data logging, via the RDC. The figure shows passive 
components such as resistors and capacitors used for attenuating the RDC inputs and 
for setting the required bandwidth (tracking rate) of the converter. 
Factors that must be considered when using the 19220 RDC are: 
" impedance matching between the resolver and RDC 
" attenuation of the input signals (ie reference, and stator signals) 
" improving the bandwidth and tracking of the converter 
" screening the signal and power supplies 
5.6.2.4 IMPEDANCE MATCHING 
One of the features of RDC chip is that it has a relatively high input impedance of 
10 MQ, implying that resolver supply signal (V, ) must have a relatively low 
impedance. Figure 5.19 shows a equivalent circuit of resolver and RDC. The current 
flowing through the circuit is L. and the AC supply voltage of the resolver is: 
V. = lj(Zý +7, ) (5.21) 
136 
RESOLVER 
si 
k- D 
RH 
Sl 
RL 
S2 
EXTERNAL REF 
10 V (PEAK) 
RH 
R, e R"f 
S4 IA +5V 40 
2B EL 39 
31NH LSB 38 
4 +REF' 37 
5-REF 36 
6-VCO 35 7 -SUM R, 8 VEL 34 16 33 9+c RDC 19220 DATABrrS 32 R, 10 Cos 31 11 -C CHIP 30 12+S 
R2 13 SIN 29 
14-S 28 
R 15-5V 27 J 
16 Rs 26 25 
17 Rr 24 18 EM MBS 23 
Rc 19 A GND CB, 22 
20 GND 0 BIT 21 
Cbw EL 
Cbw/10-- 
j 'EM DIGITAL 
1/0 
LR 
T PC 
INTERFACE 
R, CARD 
+5V 
-5V DUMMY GND 
Fizure 5.18: Interface of RDC with PC interface card 
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.................................. 
Resolver RDC 
reference input 
supply 7-1 
V, 
................................. ................................. 
Figure 5.19: Eguivalent circuit of for RDC and its input 
where 7, and Z, are the respective impedance values of the RDC and resolver and 
Vi = Ij74 (5.22) 
Substituting equation (5.21) into equation (5.22): 
Vi = V, 
( 
-: E -Z+. Z i) 
(5.23) 
where Vi is the RDC input value in volts. 
Typical values of impedance and voltages used in this work are: 
Zý= IK 
7, = IOM 
V, = 10 V (peak) 
substituting these values into equation (5.22) gives Vi = 9.9099 V, and the amount of 
signal attenuation is : 
V--Vi 
=9.901XIO-3 (5.24) 
V, 
The impedance of the resolver supply and stator inputs is relatively small compared 
with the input impedance of the RDC (ie note that the stator inputs are derived from 
the resolver reference supply as shown in figure 5.19), hence a only negligible 
amount of signal loss occurs. 
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5.6.2.5 ATTENUATION OF THE INPUT SIGNALS 
Attenuation of the input signals is required in order to match the required voltage 
requirements of the RDC chip. This can be accomplished by forming a potential 
divider circuit across the inputs, with the aid of resistors (RI and R2) as shown in 
figure 5.18. 
5.6.2.6 RDC BANDWIDTH / TRACKING RATE SELECTION 
Selection of the RDC bandwidth and tracking rate requires choosing the appropriate 
resistors and capacitors values (ie Rý, Rc, R, Rbt Cb, and Cb2 shown in figure 5.18) 
with the aid of a passive component selection software provided by the RDC supplier. 
The selected values of the passive components are: 
R., 30 M 
R,, 30 M 
R, 60 M 
Rb 460 M 
Cbw = 10000 pF 
Cbw/10 = 1000 pF 
The software was also used to compute the values of. 
RDC bandwidth = 200 Hz 
maximum tracking rate = 18 revs per sec. 
5.6.3 CONNECTION OF RDC TO COMPUTER 
In its 16 bit (resolution) mode the RDC provides 16 output data points for a computer 
24-bit 110 interface card, as shown in figure 5.18, labelled pins 23 to 38 on the RDC 
chip. Two 1/0 bits of the 24-bit card where used as to trigger the output of the high 
and low bytes of the of the RDC (ie bits labelled EM and EL in figure 5.18). 
In order not to sample the angular position (digital) while the converter is busy, the 
RDC chip is provided with pins CB and M. Pin CB is usually OR-gated with a 
dummy bit supplied from the interface card, and the output of the gate is used to 
enable the INB pin as shown in figure 5.20. This ensures that the output data of the 
RDC is only valid after conversion. 
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CB 
pin 
DUMMY 
pin 
INB 
pin 
Databus - -- - -= 
VALID DATA I VALID VALID DATA3 
DATA2 
Figrure 5.20: Timing diagram of RDC 
PIN/STATUS CB DUMMY QR-GATE ourPUT (INBI 
00 
011 
0 
NB: PIN INB IS ACTIVE WHEN LOW 
Table 5.17: Truth table of RDC 
From the truth table shown in Table 5.17, when CB is LOW the INB pin is set LOW 
freezing the last data value in the data-bus read before the rising edge of CB, Zý 
Illustrated in the tirnin- diaurarn shown in figure 5.24. The overall sequence of steps r-I :n 
required for computer acquisition of angular position (digital word) is given In the 
flow chart depicted in figure 5.21 
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Set 1/0 interface CONTROL register 
value to 92Hrx: this configures 16 bits of 
1/0 ports A and B as outputs, and 4 bits 
of port C as inputs. 
Set 1/0 PORT C value to OCHEx: this 
configures the dummy bit HIGH, and 
hence resets the INB pin making the 
RDC ready to acquire new data. 
Set 1/0 PORT C value to 08HEx: this 
configures the RDC to read the high and 
low bits of the spindle position into 1/0 
ports A and B for storage in computer 
memory. 
Figure 5.21: Flow chart showing the digital acquisition of spindle angular 
position 
5.7 PC AND ITS INTERFACE CARD 
A Viglen* 486DX personal computer was used for developing the spindle metrology 
software and for controlling the auto-adjustment mechanism. The computer 
* Viglen Ltd, Viglen House, Alperton Lane, Middlesex, HAO IDX 
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Fimure 5.22: PC interface with servo and RDC electronics 
incorporated an interface card (PC36 AT/LP) supplied by Arnplicon" to provide the 
required computer - peripheral interface. This device has a capacity of 24 1/0 lines and, 
depending on how it is programmed, a specified number of the lines are used as output 
and/or input lines. The board also provides up to five interrupt lines. 
The 24 bit 1/0 card was used to interface the RDC, and interferorneter servo electronics 
to a personal computer as shown schematically in figure 5.22. 
Aniplicon Liveline Ltd, Centenary Industrial Estate, Holllgdean Rd, Brighton, East 
Sussex, BN2 4AX 
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CHAPTER 6: INTERFEROGRAM PRE-PROCESSING, 
ANALYSIS AND PROCESSING 
6.1 INTRODUCTION 
In this chapter, a brief review of interferograrn analysis techniques is given, including 
a detailed description of the intensity-based fringe analysis technique and 
interferograrn noise reduction (pre-processing) methods developed in this work. The 
software written for thses techniques are given in the program listings booklet 
(accompanied with the thesis) in sections 1,4 and 6. 
An intensity-based interferogram analysis technique was developed to automatically 
analyse fringe patterns generated from the interferometric spindle analysis system 
described in chapter 4. This technique was based on an a priori knowledge of the 
generated fringe pattern form (ie for a particular test artefact placed on the spindle), 
allowing the detection of fringe density (number of fringes per unit length) 
interferogram. orientation, fringe spatial frequency and fringe phase. 
In the past, analysis of interferograms . required manually locating the position and 
number of the fringes (Gasvik, 1995 pp247-273). However in the last decade there has 
been a drastic reduction in cost in digital image processing equipment, and this has 
stimulated the development of automated interferogram analysis (Robinson & Reid, 
1993). 
6.2 TYPES OF INTERFEROGRAM ANALYSIS METHODS: A REVIEW 
There is a number of techniques for analysing fringe patterns (Reid, 1986) these can 
be categorised as: 
Intensity-based 
Temporal phase-measurement 
Spatial phase-measurement 
Intensity-based interferogram analysis techniques involve the measurement of the 
fringe minimum (or maximum) points from intensity profile data. Prior to the 
measurement of fringe maxima (or minima), an interferogram is pre-processed; this 
involves the application of digital image processing to simplify and enhance the fringe 
intensity profile. 
The equation which describes the intensity profile of a fringe pattern (ie derived in 
section 3.7.2) is: 
I(X) = 2lo(I + cosAO) =a+ bcos(kX) (6.1) 
where, Io mean intensity 
a, b DC and AC intensity terms respectively 
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Figure 6.1: Fringe minima detection based on intensity measurements 
AO : phase change Z7, 
k wave number 
x spatial position along fringe pattern (fringe maximurn is located 
at X= Xýn,, ) 
The measurement of fringe-maxima position Mnax) involves the local detection of 
intensity maxima value I(X ... ,, ) given in equation 6.1 (as shown schernatically in 
figure 6.1). In this work, interferogram maxima where detected to sub-pixel accuracy 
by fitting a polynomial of the form: 
AX" + A, 1 X' 1+ 
An-3 XII-3 + An-4X 
11-4 . 
........... + AOXO (6.2) 
to fringe intensity data points, see section 6.5 for more details on this. 
Yatagai ( 1993) described a typical hardware configuration for intensity based fringe 
analysis to consist of a high-resolution camera for interferograrn acquisition, a frarne- 
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PZT phase 
modulator 
laser source 
beam splitter phase stepped 
reference 
camera for detecting personal 
nhase stenned comnuter 
Figure 6.2: Interferometer set up for temporal phase measurement 
interfero2ram analysis after Creath (1993) 
grabber to digitise the fringe pattern, a computer to process/store data, a monitor and a 
mouse/light-pen to manipulate pixels in the interferogram. Intensity-based analysis is 
a widely used technique for analysing interferograms due to its simplicity and low 
cost. However it is usually important to minimise the influence of noise in the 
interferogram. (Gasvik, 1995 pp247-273) when using intensity-based methods. 
Generally, temporal-phase interferogram. analysis involves introducing a known 
phase-shift on the reference arm of an interferometer. There are two types temporal 
phase-measurement interferogram analysis methods. These are: electronic heterodyne 
detection and digital methods. A commercial example of the application of 
heterodyne detection (Wilson & Hawkes, 1989 pp366-367) is in the dual frequency 
Hewelett-Packard distance measurement interferometer (Slocum, 1992 pp 190-19 1). 
Digital temporal-phase methods usually require specified phase-shift (ie ramp 
function) or phase-step (ie step function) increments of the reference beam of an 
interferometer (Creath, 1993) as depicted in figure 6.2. As the reference beam is 
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changed by a known amount, interferogram frames are digitised and stored. A number 
of computer algorithms have been developed (Schwider et al 1983, Hariharan et al 
1987, Surrel 1993 and Creath 1993) to calculate fringe phase (0) and intensity (I) 
values of fringes from stored interferograrn frames. For instance, the value of 0 for a 
three-frame interferogram. analysis (ie phase shifted in time at 7C/4, IE/2 and 371/4 
respectively) is: 
12 _13 Y4 
tan' - I Y2 Y4 
(6.2) 
where IW4,1,, /2 and I3W4 are interferogram. frames after phase shifting the reference 
beam by Tc/4, Tc/2 and 3n/4 respectively (Gasvik, 1995 pp247-273) - 
In spatial phase interferogram analysis, fringe phase information is separated out in 
space (across the image plane) and is recorded in one frame-time (Kujawinska, 1993, 
Williams et al 1991). There two types of spatial phase-measurement techniques, these 
are: phase-shifting (or phase-stepping) and spatial-carrier methods. 
In the phase-shifting method, the output of the interferometer is sub-divided into 
output channels. A typical application of phase-shifting interferogram analysis is 
carried out with a 3-channel interferometer (Gasvik, 1995 pp247-273) as shown in 
figure 6.3. In this interferometer two of the output channels are phase-shifted by a 
known amount with the aid of two quarter-wave plate polarisers. The output of the 
interferometer is detected in one frame time and the calculation of the 3-frame 
interferogram phase is: 
tan' 
21 Y2 
(6.3) i7c - Il 
In the spatial-carrier method, a carrier fringe-pattern. is superimposed onto the 
analysed interferogram, usually by tilting the reference beam of the interferometer 
(Reid, 1986). This gives a resultant fringe pattern of intensity profile: 
g(x, y) = a(x, y) + bcosfý(x, y) + 2icfox) (6.4) 
where, a: mean intensity of partial interference signals 
b: interference term 
0: required phase measurement 
fo: spatial frequency of fringe pattern 
x, y: spatial co-ordinates 
This signal may be processed in the frequency domain using the fourier transform 
method developed by Takeda et al (1982), giving the interferogram phase of: 
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interft 
A 
stepped by Ti/2 
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pliase- stepper 
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camera to detect 
interferograrn 
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Figuire 6.3: Interferometer set up for spatial phase measurement interferollya 
analysis after Kueawinska (1993) 
Im C(X, Y) O(x, y) = tan-' - Re c(x, y) 
(6.5) 
where c=0.5b(x, y)e'o(x, y) (6.6) 
According to Creath (1993), advantages of (temporal/spatial) phase-rneasurernent 
methods over i nten sity -based techniques are: 
Precision of phase-measurement techniques is a factor of 10 to a 100 greater than 
intensity-based techniques 
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ACQUISITION/STORAGE STAGE 
Real time detection Digitisation of' 
of' interferograrn with interferogram 
carnera at selected frames 
angular positions of 
spindle 
Read and Storage ofcomprcssed 
unconipress intcrferograrn data 
data 
- --------------------------------------- ................ 
INTERFEROGRAM ANALYSIS STAGE 
Compression of* 
interl'erograiii 
data in TIFF 
f'ormat 
-Detection of't'ringe orientation 
Pre-processising -Detection of' Fringe nunima 
-Detection ol'inted'erogram spatial 1'requcncy 
-Detection of' 1ringe phase 
Fiaure 6.4: Interferogram acquisition/storne and analysis 
Phase-measurement techniques provide very high resolution and repeatable data to 
a thousandth of a wavelength 
Phase-measurement techniques are generally suited for interferometric measurement 
of shape and suýface ft)rni where very high resolution phase-inaps are generated. 
Metrological data is extracted from the phase-maps using phase unwrapping 
algorithms (Huntley 1989) which usually require very high computational power. Oil 
the other hand, the intensity-based interferograrn algorithm developed in this project 
relies on the measurement of fringe-rnaximum spatial co-ordmates and intensity of a 
specified area of the sampled interferograrn. This makes the algorithm simple to use, 
and cornputationally efficient. 
148 
6.3 INTERFEROGRAM ACOUISITION AND STORAGE 
In the system developed, fringe patterns generated from the spindle interferometer are 
acquired using a camera and digitised using an 8-bit monochrome frame-grabber, as 
described in section 5.3. Prior to interferograrn analysis, fringe pattern frames are 
sampled at selected angular incremental positions of the spindle and stored in a 
compressed TGA format (Parker, 1995). Figure 6.4 shows a schematic of the 
interferogram acquisition/storage stage and its link with the interferogram analysis 
stage. 
6.4 INTERFEROGRAM ENHANCEMENT CONSIDERATIONS 
6.4.1 INTRODUCTION 
When using intensity-based interferograrn analysis it may be necessary to reduce the 
influence of noise (ie fringe contrast random variations, camera noise and speckle 
effects) in the pattern (Yatagai, 1993), because any noise present in the fringe pattern 
can introduce errors in its intensity profile. This stage of interferogram. analysis is 
referred to as pre-processing. 
In this project a number of pre-processing steps were carried-out to enhance the 
integrity of the acquired interferograms, these include: 
" Geometric transforms 
" Contrast enhancement function 
" Spatial filtering function 
" Thresholding function 
" Frequency domain functions 
" Morphological functions 
6.4.2 GEOMETRIC TRANSFORMS 
Geometric transforms involve the modification of interferograrn pixel position, in 
orderto: 
* improve the detection of details in the fringe pattern 
to orientate the fringe pattern in the vertical direction 
correct interferograrn distortions due to camera lens 
According to Sonka et al (1993) a geometric transform is a vectorT that maps an 
image pixel (x, y) to a new position (x, y), the transformed co-ordinates are defined 
as: 
X9 T, (X, Y) and Ty (x, y) (6.7) 
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respectively. A geometrically transformed interferogram. O(x, y) is usually an 
approximation of the original I(x, y) where every pixel in O(x, y) is an estimate based 
on I(x, y). 
Geometric transforms used in this project were: 
Windowing 
Rotation 
Masking 
The following sub-sections describe the application of these transforms in this work. 
6.4.2.1 WINDOWING 
Windowing was used to extract a rectangular portion referred to as an area q interest ýf 
(AOI) from interferogram I(x, y) as shown schematically in figure 6.5. The AOI is 
specified by its upper-left (XL, yL) and lower-right (XR, yR) comers. Figures 6.6 and 6.7 
show an interferogram before and after windowing respectively. 
6.4.2.2 ROTATION 
A rotation transform is used to orientate an acquired interferograin in the vertical 
direction, in order to simplify the process of fringe maxima detection. This function is 
specified by interferograin orientation (0) (ie derived from the Fourier transform 
technique described in section 6.4.6.6) and centriod (xo, yo). Figure 6.8 shows a 
schematic of the rotation of interferograrn I(x, y) based the Fourier transform 
technique. 
The rotation of I(x, y) is expressed mathematically (Visilog, 1993) as: 
ROT[I(x, y)) = O(x', y') (6.8) 
xv = (x-xo)cosO - (y-yo)sinO + xo (6.9) 
y' = (x-yo)sinO + (y-yo)coso +yo (6.10) 
Where, x, y: are the co-ordinates of the interferogram. before rotation 
x', y' : are the co-ordinates of the interferograrn after rotation 
O(x', y'): is thetransformed interferogram. 
ROT: is the rotation transform sign 
Figures 6.9 and 6.10 show an acquired interferogram before and after rotation 
respectively. 
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(X0. yo) 
Area of interest (AOI (x'o, Y, 0) 
. ....... ........ ................... (XL. YL) 
TRANSFORM 
amp- 
- ------- -------- ....... ........ 
- -------- -------- -------- ---------- 
(XR YR) 
(XN. YN) 
(X'N. Y'N) 
Original interferogram I(x, y) Windowed interferogram 
with defined AOI I(x'. y') containing extracted 
AOI 
Fi2ure 6.5: Schematic description of windowin2 
Figures 6.6 and 6.7: Full interferogram frame (256 x 256) before windowin2 and 
Interferogram after windowing (AOI is 58 x 90) 
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(uo. vo) 
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0: 
1.. : (ul ý vi) 1800 ----------- , a- - -- 
Fourier transform of I(x, y) in u-v space. 
at this stage interferogram orientation (0) 
is calculated using the spatial coordinates 
of harmonic peaks (no, vo). (ul. vj) and 
(u,. v, ) respectively. as described in 
section 6.3.6.6 
Interferogram O(x'. y') after rotation by 0. 
about centroid (xO. yo). 
ooo, ý 
1,000, (Xýý 'Y'o) ,e 
0, 
Original interferogram I(x. v) in 
x-y space with centroid (. xo. yo) 
Figure 6.8: Schematic of interferogram rotation based on Fourier transform 
technioue 
1 
LJ 
Figures 6.9 and 6.10: Interferogram before after rotation by 
0= 51.220 at (xo, vo) = (28,45) 
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Figures 6.11 and 6.12: Interfero2ram with blob and mask image 
Figures 6.13 and 6.14: Interferogram before and after maALng 
6.4.2.3 MASKING 
Masking was used to remove (mask) a particular noisy feature (ie resembling a blob), 
present in the acquired interferograms. The blob-like feature was introduced to the 
interferograms due to a mark on the camera lens. Figure 6.11 shows an acquired grey- 
level interferogram containing the blob located at the upper-right comer of the frame. 
The masking function is essentially a logical AND operation of interferogram, I(x, y) 
with a defined mask image M(x, y). The mask image relates to the preferred geometry 
of the interferogram (ie without the blob as depicted in figure 6.12), and is stored as a 
file on the hard-disk. Figures 6.13 and 6.14 show a binarised interferogram before and 
after masking respectively. 
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6.4.3 CONTRAST ENHANCEMENT 
The contrast of the acquired interferogram, frames was relatively poor. Figures 6.15 
and 6.16 show a typical interferogram, acquired during the rotation of the spindle, and 
its grey-level histogram respectively. The grey-level histogram is a chart used for 
quantifying the number of pixels per grey-level in an image, a statistic used for 
validating the quality of an image. As a result of camera non-linearity and variations 
in ambient lighting, the complete range of grey-levels (ie 0 to 256) was not used 
during interferogram acquisition (see figures 6.15 and 6.16), causing its poor contrast. 
In order to enhance the contrast of the interferogram, the complete range of grey- 
values must be utilised, using a technique known as contrast stretching or sometimes 
referred to as normalising (Gasvik, 1995 pp236 - 237). The principle of normalising 
is to stretch the range of grey-levels of the interferogram, in order to get its contrast 
closer to its optimal value. The equation used for the contrast stretching routine 
(Visilog, 1993) is: 
O(X, Y) =dc (I(x, y) - a) 
(b-a) 
(6.11) 
where, I(x, y), O(x, y): input and output interferogram data 
d maximum grey-scale value of interferogram after normalisation 
c minimum grey-level value of interferogram after normalisation 
b maximum grey-level value of interferogram before normalisation 
a: minimum grey-level value of interferogram before normalisation 
x, y: spatial co-ordinates of interferogram frame 
Applying this routine to the interferogram shown in figure 6.15 improves its contrast 
(see figure 6.17), figure 6.18 illustrates this graphically. A flow chart of the developed 
contrast stretching routine is shown in figure 6.19. 
6.4.4 SPATIAL FILTERING 
A spatial filter routine was used to suppress the grainy nature (high spatial 
frequencies) of the acquired interferograms. High spatial frequency noise in 
interferograms which manifests itself as large variations in grey-levels from pixel to 
pixel (Gasvik, pp238 - 239), usually make the detection of fringe minimum (or 
maximum) points very difficult. A number of workers involved in the intensity-based 
interferogram analysis have developed spatial filtering algorithms to suit 
interferograms of different fringe spacing (Robinson & Williams 1986, Yatagai et al 
1983). 
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Fij, j, tire 6.15: Interferoaram before contrast stretchin 
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Figure 6.16: Histogram of the interferogram before contrast stretching 
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FiLnire 6.17: lnterferojý,, ram after contrast stretchin 
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Fil, itire 6.18: Histogram of interferos! ram after contrast stretchin 
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Start 
Read / decompress interferogram frame (file) acquired at a specified 
angle of rotating spindle 
Set the preferrred values of grey-level range: 
maximum grey-level d= 255 
minimum grey-level =01 
Scan interferograrn and measure/store its: 
maximum grey-level value (b) 
minimum grey-level value (a) 
Nornalize histogram of interferogram by calculating new values of pixel 
grey-levels using equation 6.11 
End 
Fii! ure 6.19: Algorithm for interferogram contrast stretchipg 
In this work, an adaptive low pass spatial filtering algorithm was developed to smooth 
sampled interferograms, using a filter window whose size (ie matrix) is matched to the 
fringe density (ie which ranges from a3x3 matrix for high fringe density, to a5X5 
size for low fringe density). The selected filter window is superimposed upon the 
analysed 58 by 90 fringe pattern area of interest and shifted pixel by pixel along it. 
This filtering function is essentially a convolution of the input interferograrn and the 
filter window, where each pixel of the input data is multiplied by the window values. 
The convolution spatial filtering function is expressed mathematically in its discrete 
form (Awcock & Thomas, 1995) as: 
O(x, y) = 10 H I(x, y)H(x - m, y- n) (6.12) 
mn 
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Where I: input interferogram 
0: output interferogram after spatial filtering 
H: filter window 
x, y: number of rows and columns of interferogram frame 
n. m: number of rows and columns of filter window 
0: convolution sign 
The 3 by 3 and 5 by 5 filter window values used are: 
0.25 038 0.25 
0.38 1 0.38 
_0.25 
038 0.25_ 
0.25 033 038 0.33 
0.33 0.50 0.61 0-50 
and 0.38 0.61 1 0.61 
0.33 0.50 0.61 0.50 
LO. 25 033 038 0.33 
0.25 
033 
038 receptively. 
033 
0.25J 
These values are known as weights and they are used to retain required spatial 
frequencies of the input interferograrn in a proportion related to the values of the 
respective windows. The weights given above relate to an exponential filter function 
(Visilog, 1993), and each weight in the respective window will modify the intensity of 
the interferograrn as the window is moved across it, from one pixel to another. 
Figures 6.20a and 6.20b show an interferogram frame before and after the application 
of a3 by 3 spatial filter respectively. The interferogram is averaged by the application 
of the spatial filter, this is further confirmed by its grey-level histogram before and 
after applying the filter shown in figures 6.21a and 6.21b respectively. The algorithm 
developed for the adaptive spatial filter is described with the aid of a flow diagram 
(shown in figure 6.22). 
6.4.5 INTERFEROGRAM THRESHOLDING 
A pre-processing technique was developed to transform the fringe pattern from grey- 
level to bi-level. This technique is known as thresholding or sometimes referred to 
binarisation (Visilog, 1993). Thresholding involves setting the grey-level values of an 
interferogram below a certain threshold (a) to 0 (ie black), and the remaining values (X 
to I (ie white), as illustrated graphically in figure 6.23. Thresholding was used in this 
work to simplify fringe pattern intensity profile, so that the fringe peaks are easily 
detectable. 
Figures 6.24a and 6.24b are the intensity profiles of the interferograms shown in 
figures 6.25a and 2.25b, before and after thresholding respectively. The algorithm 
used for interferogram thresholding is : 
M I(x, y) :5a THEN O(x, y) =0 
ELSE O(x, y) =I (6.13) 
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Fij, -tires 6.20(a, b) : Interferol,, rani (a) before and aller (b) spatial filterin 
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Fimure 6.21(a, b): Histosyram of interferos! ram (a) before and (b) after spatial 
filtering 
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START 
Read interferogram data from file and select area of interest size: 128 by 128. 
Apply constrast stretching algorithm (described in section 6.3.2) 
Use fringe-peak detection algorithm to get an estimate of interferogram fringe 
density ie number of fringes present. 
(A detial description of this algorithm is given in section 6.5 
Convolute interferograrn data with: 
3 by 3 filter window IF number of fringes is >=5 ELSE 
5 by 5 filter window IF number of fringes is <5 
END 
Fieure 6.22: Flow chart of the spatial adaptive filterine function 
The main difficulty with thresholding is finding a suitable value of m In the particular 
case when the grey-level histogram of the interferogram is bi-modal (ie meaning it 
has two distinctive peaks as shown in figure 6.21b), (x may be set to the value between 
the peaks (Parker, 1994). Unfortunately, analysis of various interferograms during this 
work indicated that not all the fringe patterns exhibit bi-modal histograms. 
The method used for detecting (x in this work is based on a statistical algorithm 
developed by Otsu (1979) known as optimal thresholding (Sonka et al, 1995). This 
approach classifies the analysed interferogram into two groups, where the first group 
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Output bi-level 
interferogram O(x, y) 
0 
(X 255 
Input grey-level interferogwn I(x, y) 
Figures 6.23: Graphical description of thresholding 
(GI) is the background (bright fringes) and the second group (G2) is the object (dark 
fringes). The technique uses a discriminate criterion to maximise the seperability 
between the two groups. According Otsu (1979), the equation of group seperability 
(S) is: 
(g(T)CO(k) - g(k))2 
co(k)[I - o)(k] 
Where k: range of threshold values 
G2 (k) group variance at threshold values 
g(T) total mean value of interferogram before thresholding 
g(k) mean value of interferograrn 
co(k) measure of group occurrence at threshold values 
The optimal threshold value of interferogram occurs when: 
MAXIMUM[S(k)] = MAXIUM[(ý(k)j (6.15) 
which occurs when k= kn,, = a. 
Where k.,,, is the threshold value that gives the maximum value of S. Figure 6.26 
shows a modified version of Otsu's (1979) thresholding algorithm used in this work. 
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Figure 6.24(a b): Intensity profile of interferoLram (a) before and (a) after 
thresolclinll 
Fimitire 6.25a and 6.251): Interferoiltram before and after thresholdin 
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START 
Proceeding from pre-processing functions described in sections 6.4.2 to 6.4.3. 
Reduce interferogram 'area of interest' from 128 by 128 to 58 by 90 
Start iteration at g= 0 
Calculate the cummulative group occurrence of interferogram (R(k)): 
I-T 
n g grey-level per pixel/ total numder of pixels of interferogram 
8.0( 
Calculate the cummulative mean grey-level of interferogram (W(k)): 
R-T 
IgX grey-level per pixel/ total number of pixels of interferogram 
S. 0 
Calculate the group seperability value (S) given in equation 6.15, and the value 
k,,,.,, = (x which maximises SI 
Increment g: g= g+ I 
No 
Isg= T? 
Yes 
End 
Figure 6.26: Modiried version of Otsuls (1979) thresholdini! al2orithm used in 
this work. 
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6.4.6 SPATIAL FREQUENCY DOMAIN FUNCTIONS 
6.4.6.1 INTRODUCTION 
There are a number of the benefits in processing an image in its Fourier domain. 
These include: 
The ability to detect specific geometric features such as periodicity, orientation and 
spacing (Russ, 1993). 
Detection and filtering of image spatial frequencies (such as its DC content, and its 
high/low frequencies) is easier to perform (Russ 1993, Visilog, 1993). 
Some classical image processing functions usually performed in the spatial domain 
are much more computational efficient when performed in the frequency domain 
(Visilog, 1993). 
In this work a fast Fourier transform (FFT) algorithm was used to remove the DC 
content of interferograrn and to detect its orientation. A typical interferogram (I(x, y)) 
can be transformed into its Fourier domain (F(u, v)) using the following equation 
(Chapara & Canale, 1990): 
x=N-1 y=N-1 
F(u, v) =II -2id(ux+vy)/N (6.14) 
. _, 
(I(x, y)e 
X=O Y=O 
where x, y: rows and columns of the interferograrn in its spatial domain 
u, v: rows and columns of the interferogram in its frequency domain 
N: Total number of row or (column) pixels in the spatial domain. 
The Fourier transform is usually represented in its real and imaginary form: 
F(u, v) = FR(u, v) + iF, (u, v) 
where the modulus of F(u, v) is: 
ý2 jý + F, 2) (6.16) 
its power spectrum (P(u, v)) is: 
(2 
J2) Fý +F 
and its phase ((p(u, v)) is: 
tan-' 
(FR) 
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The fast Fourier transform (FFT) of an interferogram (figure 6.27a), sampled during 
rotation of the spindle is shown in figure 6.27b. Figure 6.27b indicates the orientation 
and sinusoidal nature of the interferogram. It also shows the DC content (ie zero 
harmonic peak) located at the centre (ie at u=0 and v= 0) and the corresponding low 
frequency noise components surrounding it. It also shows the point spread functions 
(ie first harmonic peaks) of the interferogram located at positions equidistant from the 
zero harmonic peak. 
6.4.6.2 FREQUENCY DOMAIN FILTERING 
A complementary approach to interferogram spatial filtering (described in section 
6.4.2) is frequency domain filtering (Low 1991, Russ 1993, Marion, 1991). This 
involves transforming the fringe pattern from its spatial to frequency domains using a 
FFF algorithm, and filtering spatial frequencies not related to the sinusoidal function 
of the interferogram. This technique requires some a priori knowledge of the spatial 
frequencies (ie DC, low or high) present in the noisy interferogram signal. 
A window of dimensions 16 by 16 (positioned at co-ordinates u= 57 and v =59) was 
extracted from the original FFF image. This window corresponded to the area 
occupied by the interferogram zero harmonic and other low frequency components, it 
was used to act as a high pass filter as illustrated in figures 6.27(a) to 6.27(f). The 
resultant FFT image and interferogram due to the extraction of the DC and low 
frequency noise is shown in figure 6.27(f). The noise levels in the interferogram 
shown in figure 6.27(e) are much lower than those in original pattern shown in figure 
6-27(a), making the process of detecting fringe maxima less cumbersome. 
The flow-chart shown in figure 6.28 gives a detailed description of the FFT routine 
developed in this project. 
6.4.6.3 MEASUREMENT OF FRINGE ORIENTATION 
In this work the interferogram. orientation was evaluated from its point spread function 
(ie from its fundamental and first harmonic peaks present in the frequency domain). 
Calculation of the fringe pattern orientation requires an accurate measurement of 
interferograrn FFr harmonic peaks. 
Measurement of interferograrn harmonic peaks involved the following stages: 
* Pre-thresholding functions 
Hysteresis thresholding 
Post thresholding 
Harmonic peak detection and labelling 
Measurement of interferogram orientation 
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FiLuires 6.27a and 6.271): Interferolyram in spatial and Fourier domain 
Hiltires 6.27c and 6.27d: DC and hil,, h pass components after I iltering, 
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Figures 6.27e and 6.27f: DC and hiLyh-pass components of . Interferogyram after 
filtering 
St 'irt 
Transform of interferograrn I(x, y) to F(u, v) using an I'Fl' algorithm; 
harmonic peaks ofthe interferograrn are displayed in the FFF power spectrum iniage 
I 
Define a window ol'size 16 x 16 in the FFT image, and extract the zero harmonic 
(DC) content and low frequencies present in the iniage using this window. 
Define the filtercd (ic extracted) ficquencies as Fl(u, v) 
Define the first harmonics (ie hi-gh frequencies) as F, (u, v) 
Do an inverse Fourier transform ofUj(u, v) and U, (u, v); the result of this is the spatial 
components of DC/low frequencies and first harmonics are II(x, y) and I, (x, y), 
where II(x, y) +1, (x, y) = I(x, y) is analogous to Fl(u, v) + FAUM = F(u, v) 
C- 
End 
Figure 6.28: Description of freguency domain filterinp, using ITT technique 
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6.4.6.4 PRE-THRESHOLDING 
The pre-thresholding stage involves modifying interferogram FFF image (ie power 
spectrum) in order to optirmse the process of converting it from grey-level to bi-level. 
It is used to enhance the edges of the harmonic peaks present in the FFT image using a 
technique know as gradient niorlViology. Gradient morphology (Visilog, 1993) is 
basically the difference between the dilation and erosion of an image, (ie see section 
6.3.7 for details on morphological functions). 
In order to further edge-enhancement interferograrn FFF harmonic peaks, a number 
of arithmetic steps where carried out before and after the gradient inorphological 
transform, as illustrated in figures 6.29a and 6.29e. 
6.4.6.5 Hys, rERESIS'rHRI, ', SHOI, DING 
Fast Fourier transform iniages of most intertcrograrns are grey-levelled, meaning that 
accurate measurement of the harmonic peak co-ordinates require the conversion of 
FFT images from grey-level to bi-level. This conversion was carried by a binaristion 
technique known as hYsteresis thresholding. 
Unlike optimal thresholding (described in section 6.3.5), hysteresis thresholding is a 
technique used for binarising an image which has a very low mean intensity value and 
a single-peak histogram shown in figures 6.30. Hysteresis thresholding requires two 
threshold values (xi and (x, (ie usually determined by some a priori knowledge of the 
image statistics). The algorithm (Visilog, 1993) used for hysteresis thresholding is: I 
IF Fi(u, v) < al REJECT AREA THEN F,, (x, y) =0 
IF Fo(u, v) > (x,, RETAIN AREA THEN F(, (x, y) =1 (6.19) 
IF al < Fi(u, v) > a2 FUZZY AREA 
THEN F, )(u, v) =0 (IF PIXELS ARE CONNECTED TO REJECT 
AREA) 
ELSE Fo(u, v) =I (IF PIXELS ARE CONNECTED TO RETAIN AREA) 
Where Fi(u, v) and F, (u, v) is the FIFT image before and after hysterisis thresholding. 
The value a, was set to 0 while (x-, is a value less than the peak intensity (P) of the 
first harmonics present in sampled FFF image Fi(u, v) as shown in figure 6.3 1. Despite 
then- different spatial frequencies, most of the analysed FIFT images have P values 
which range from 158 to 165, this means that a fixed value of ot, = 160 is appropriate 
for thresholding most interferograrn FIFT images. 
6.4.6.6 POST-THRESHOLDING 
The post-thresholding stage is used to simplify the binarised FFF image using the t) zn 
gical function. It is used to reduce the area of the harmonic Centroid thilining morpholot, 
peaks (le which resemble blobs) to three discrete points as shown in figures 6.32a and 
6.32b. 
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Start 
Input FFF image F(u, v) 
I 
Double intensity ol'F(u, v) by multiplying it by 2: Fl(u, v) = 2XF(u, v) 
i 
Perform gradient morpliology on FI (u, \, ) to detect FFI' inia e pcak edges: 
F2 = Morphology I Fl(u, v) 
I 
Subtract FI (u, v) from F2(u, v) to give an enhanced image o1'FFF haFluonic peaks: 
Fj(u, v) = Fi(u, v) - F, (u, v) 
CE 
Fiatire 6.29a: Illustration of pre-thresholding routine 
Figures 6.291) and 6.29c: FF'F image ofinterferoLlram F(ti, v) and FFT image 
with double intensity FI(ti, v) 
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Figures 6.29d and 6.29e: Gradient morpholopy of FFT imallre 1; -)(ti, v) and 
subtraction of F, (u, v) from FI(ti, v): F3(tl, V) 
14000 h Minimum intensity =0 
12000- Maximum intensity 3425 
(D 
10000 - Mean intensity =5 
0 8000- 
, 6000- E 
I z 4000 
2000 
01 E) e ED e0e E) E) E) e E) 0 500 1000 1500 2000 2500 3000 
Pixel grey-levls 
Fiatire 6.30: Histomram of interferouam FFT Dower sDect tim 
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Grey-level intensity profile of FITT image Fl(u, v) before binarisation 
zero harmonic 
Intensity F, of 
harmonic peaks 
CC2 
(XI 
Intensity F2 of I 
harmonic peaks I Bi-level intensity profile of FFT image Fl(uv) after binarisation 
II r--l ......................................... r----l ......................................... 
Spatial position of harmonic peaks 
FiRure 6.31: Description of hvsteresis thresholdin 
6.4.6.7 LABELLING 
This process involves the sequential scanning of a binarised FFF image in order to 
detect the spatial position of the three peaks present in the image. It is also used to 
label or number the harmonic peaks in a sequential order. 
6.4.6.8 MEASUREMENT OF INTERFEROGRAM ORIENTATION 
Interferograrn orientation is based on the spatial position of the harmonic peaks and is: 
arctan I- 
V2 
U2 - ul 
(6.20) 
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Spatial position of harmonic peaks 
Figure 6.32a and 6.321): Binarised FFT imajie liefore and after thresholding 
P(kl,, V, ) 
Vo) 
VI) 
ISO" ........ ................... 
0 
(uO, vo): zero harmonic spatial position 
(ul, vj) and (u,, v, ): are first harmonic spatial positions 
0: is the orientation of fringe pattern 
Figure 6.33a: Location of harmonic peaks of interferogram in Fourier spac 
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Fi2ure 6.33b: Detailed of fringe orientation measurement routine 
where uj, vj: spatial position of the first harmonic (positive) 
U2, V2: spatial position of the first harmonic (negative) 
The zero harmonic peak shown as P(uO, vO) in figure 6.33a is not used to compute 0 
directly. However it is used to check the symmetry of the FFr image ie the distance 
(dj) and (d2) between P(uO, vO) and first harmonic peaks P(uj, vj) and P(U2, V2) 
respectively. Ideally d, should be equal to d2, any discrepancies in this requirement are 
checked and corrected iteratively as illustrated in figure 6.33b. 
173 
6.4.7 MORPHOLOGICAL FUNCTIONS 
6.4.7.1 INTRODUCTION 
A number of workers (Becker & Yu 1985, Marshall et al 1986, Hunter & Collins 
1990, Yatagai 1991) involved in interferogram processing have used morphological 
functions (such as skeletonising, thinning, erosion etc) to simplify the geometry of 
fringe patterns. In this work three morphological functions were used, namely: 
directional-erosion, skeletonisation, and centroid-thinning. 
Morphological transform of an interferogram I(x, y) requires a mobile element B 
called a structuring matrix. B is usually expressed with respect to a local origin (p) 
known as a representative point as shown in equation 6.22. During the transform, 
each pixel of interferogram, I(x, y) is compared to B by moving the structuring matrix 
such that its origin hits all the pixels of the fringe pattern (Visilog, 1993). 
Two functions that are fundamental to morphological transform of images are erosion 
and dilation (Awcock & Thomas, 1995), in fact the three morphological functions 
used in this project were derived from a combination of erosion and dilation. Erosion 
of an image matrix A by structuring element B, denoted as AGB, is defined 
mathematically (Sonka et al, 1995) as: 
lp: Bc A) 
where, c: is the inclusion sign 
(6.21) 
An example to illustrate this function is the erosion of a hypothetical bi-level image 
(A) (ie it has two grey-levels of ones and zeros) by structuring matrix (B): 
010 0- 000 0- 
01000000 
11100 
lip 11 
1100 
(6.22) 
-1 
00 0- 
-0 
00 0- 
Input: AB Output: eroded image 
On the other hand, dilation is the dual of erosion and is defined mathematically as: 
A ED B= (B: pc A) (6.23) 
An example of the dilation of a hypothetical image (A) by structuring matrix (B) is: 
174 
0100-011 0- 
ED P1 (6.24) 
110 
11 11111 
-1 
00 0- 
-1 
10 0- 
Input: AB Output: dilated image 
6.4.7.2 DIRECTIONAL EROSION 
Directional erosion is used to erode rough edges of fringes and generally smooth 
binarised interferograms. A unique feature of this morphological function is that the 
erosion of the fringes occurs in direction normal to the interferograrn orientation, and 
this feature specifically transforms rough fringe edges to straight lines. Directional 
erosion of interferograrn I(x, y) by a structuring matrix B is expressed mathematically 
(Visilog, 1993) as: 
I(x, y) E) B' ' (6.25) 
where, n: is the number of iterations the interferogram is eroded 
0: orientation of interferogram. after geometric transform is usually 0 degrees 
(ie see section 6.4.6.3 for details on measurement of fringe orientation) 
010 
BO =0 IP 0 
-0 
0 0- 
Figures 6.34a and 6.34b shows a binarised fringe pattern before and after directional 
erosion. Figure 6.34b shows the branch-like appearance of some of the fringes, these 
are usually referred to as prunes. Prunes can be eliminated by using skeletonisation 
morphology. 
6.4.7.3 SKELETONISATION 
Skeletonisation involves reducing the width of the fringes present in an interferograrn 
to ideally a pixel size of unity. The skeletonisation of interferogram I(x, y) by 
structuring matrix B is an iterative process and is expressed mathematically (Awcock 
& Thomas, 1995) as: 
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F6- 
Figure 6.34a and 6.34b: Bi-level interferogram before and after directional 
erosion 
Fi2ure 6.35: Skeletonisation of interferomm shown in fmure 6.34b 
n=n m&x 
u 
[(I(x, 
y)OBn)/((I(x, y)E)B)n )(D Bn 
(6.26) 
n-0 
where, I(x, y)OB,, indicates result of interferogram nth erosion 
((I(x, y)OB 
n 
B,, result of interferogram nth erosion is dilated n times 
is the dif 
. 
ference sign 
nýnmax 
Uý union of the y interferograms at n to nmax 
n=O 
n, nn,,,, number of iterations and maximum iteration 
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Be X IP X (6.27) 
-0 
0 0- 
where, X: is either I or 0 state 
Be: are the neighbourhood elements: 1,1,1, X, X, 0,0 and 0 
During each iteration the neighbourhood elements of the structuring matrix are rotated 
until convergence is reached (Sonka et. al, 1995). Figures 6.34b and 6.35 shows part 
of a directionally eroded interferograrn before and after skeletonisation respectively. 
6.4.7.4 CENTROID-THINNING FUNCTION 
Centroid-thinning morphology was used in this work to modify the harmonic peaks of 
the interferogram FFF image (ie explained in details in section 6.4.6.3.4). This 
function uses a structuring matrix B: 
0xx 
B= 0 1P 1 
-0 
0 X- 
(6.28) 
which contains neighbouring elements: Be=0, X, X, 0,1,0,1 and X, and is 
expressed mathematically (Visilog, 1993) as: 
I(x, y) 0B= 10: BeC 1) (6.29) 
Like skeletonisation, centroid-thinning morphology is usually an iterative process 
which involves the rotation of the neighbourhood elements of B at each iteration n. In 
this work the number of iterations was typically 16, this implies: 
ný15 
. =, 
[I(x, y) 0 Bn )= ([I(X, Y) 0 Bil 0 BA ............ OB15 (6.30) 
Figures 6.32a and 6.32b shows a FFT image before and after centroid-thinning. 
6.5 SUB-PIXEL FRINGE PEAK DETECTION 
6.5.1 INTRODUCTION 
A number of sub-pixel fringe peak detection algorithms have been developed in the 
past (Pugh & Jackson 1982, Gasvik 1995 pp251-254, Chang et al, 1994) for intensity 
based interferogram analysis. In this work, an algorithm was developed to measure 
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fringe peak positions to an accuracy of a hundredth of a pixel. This algorithm consists 
of two routines: 
ESTIMATION ROUTINE: An approximation of fringe peak position of a 
binarised interferogram. 
INTERPOLATION ROUTINE: Maximum and minimum values computed 
with the estimation routine are interpolated to a polynomial form, using a least 
square fitting routine to give an accurate measurement of fringe maxima 
position. 
6.5.2 ESTIMATION ROUTINE 
A pre-processed interferogram. (ie see section 6.3 for details) is scanned in the 
direction of fringe orientation to estimate the number of (bright) fringes (N) and 
number of probable maximum points per fringe (n). It is also known from a priori 
knowledge that each bright fringe has at least one minimum point located on each side 
of the fringe. 
As a bi-level interferogram is scanned, the estimation routine detects and stores the 
spatial position of each Nth fringe maximum (Xn)N, and their left and right 
neighbouring minimum points (XL)N and (XR)N. The stored data in matrix form: 
(XL)l (XR)l (XI)l (XI)2 (Xl)3 (XON 
(XL)2 (XR)2 (X2)1 (X2)2 (X2)3 (X2)N 
(XL)3 (XR)3 (X3)1 (X3)2 (X3)3 (X3)N 
(6.31) 
(XÜN (XR)N (Xn) 1 (XJ2 (Xn)3 ---- 
(Xn)N 
is used to detect the corresponding intensity values: 1[(Xn)NII 1[(XL)N] and 1[(XR)NI Of 
the interferogram in its grey-level form, as described in figures 5.36a and 5.36b. 
Figures 6.37a and 6.37b show a typical grey-level and bi-level interferogram 
respectively (spatial resolution of these patterns have been increased by approximately 
12 times, using the pixel re-mapping technique described in section 8.3.2). Their one- 
dimensional intensity profiles when scanned in the direction of fringe orientation are 
shown in figures 6.37c and 6.37d * respectively. The binarised form of the 
interferogram is essentially an approximation of its grey-level equivalent, and hence 
can be used to estimate fringe probable maximum positions. For instance the third 
fringe in figure 6.37b has n> 50 probable maximum points as shown in figure 6.37e. 
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CStart 
routine 
Interferogram pre-processing functions 
Scan bi-level interferogram and detect: 
Number of fringes (N) 
Number of probable maximum points per fringe (n) 
Spatial position of probable maxima per fringe ( (Xn)N 
Spatial position of probable minima per fringe ((XL)N, (XR)N) 
Store (Xn)N9 (XON) (XR)N values in array form 
Scan grey-level interferogram. and detect maximum 
and minimum intensity values: 
II(Xn)NI for spatial position (Xn)N 
WXON) for spatial position (XON 
I((XR)N) for spatial position (XR)N 
Store IMN, I(XJN, I(XION values in way form 
c 
End 
Figure 6.36a: Estimation routine flow diagram 
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Intensity (1) 
(13)N 
(12)N 
(14)N 
(IS)N ------ ---- 
(ION 
(IR)N 
(11, )N 
0 
Grey-level intensity profile of Nth fringe of 
interferogram 
0 
(XL)N(XI)N (X2)N (XI)N (X4)N (XI)N(XL)N 
Position (X) 
Intensity profile of the interferograin bi-level 
transform is used to detect the spatial position of 
the probable maxima (X,, )N and the two 
neighbourhood minima (XON and (XR)N 
Figure 6.36b: Estimation of probable fringe maxima 
Figure 6.37a and 6.37b: Grey-level and bi-level form of interferogram 
Intensity (1) 
THRESHOLD 
-OMM-00- 
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Fimre 6.37e: Sixth order pol-vnomial fit used to estimate fringe maximum poin 
to sub-pixel accuracy 
6.5.2 INTERPOLATION ROUTINE 
This routine uses a least square fit to accurately detect the position of local fringe 
maxima present in an interferograrn to sub-pixel accuracy. It uses a polynomial fit of 
the form: 
I(X) = A. X' + A,, X" + Am-2Xm-3 + Am-3Xm-4 ++ AoXo (6.32) 
to interpolate the one-dimensional intensity profile of an interferogram, which is 
theoretically of the form (Gasvik, 1995 pp25 1): 
a+ bcos(AO) =a+b co s- 
(21ff) 
(6.33) 
182 
Start 
Compute estimation routine 
Number =0 
No 
number = number +I 
Read estimation routine array values: (Xn)N, (XL)Nw (XR)N into vector X 
Read estimation routine array values: I(M)NI, II(XL)N] and I[(XR)Nlt into vetor I(X) 
Calculate the coefficients A., (for 1 :5m: 5 n+1) of the polynomial function: 
I(X) = A. X' + A. -IX"' +A .. 2X, 
3 + A,,, -3Xn4 . ........... + 
AoX' 
using vectors X and I(X) respectively. 
Calculate interpolated values of I(X) by substituting new values of X at interpolation 
intervals AX into the polynomial, and estimate the curvefit root-mean-square error (E) of 
pixel intensity data at the range of rn values. 
Calculate the maximum of the polynomial function: I..,, = I(X. for the polynomial fit 
whose m value gives the lowest value of e. 
I 
Store fringe maxima and its spatial positions I(X..,, ) in array form 
Is number= N? 
Yes 
End 
Fii! ure 6.38: The interpolation routine flow diauam 
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where A.: coefficients determined during the execution of the routine 
m: order of polynomial 
a, b: are the DC and AC terms of intensity profile 
X: wavelength of source 
X': spatial positions of fringe intensity values 
AO: phase change 
I(X): fringe intensity values (grey-levels) 
The routine computes the values of A, B and C using the array values: (Xn)Nq (Xa)N 
and (Xb)N (obtained from the estimation routine), and their corresponding intensity 
values I[(Xn)N It 1[(Xa)N I and I[(Xb)N I respectively. 
Figure 6.37e shows an example of an interpolated intensity pattern (ie for the third 
fringe of the interferograrn shown in figure 6.37a). It indicates the fringe maximum 
value (Im. ) of 145.141 at the spatial position (Xn. ) of 181.340, these values were 
obtained by an iterative maximum point search routine: 
MAXIMUM I AmXm + A, -, Xm-1 + A, -2 Xm-3 . ........... + AoXo 
) (6.34) 
of the interpolated intensity function. -A detailed description of the interpolation 
routine is given in figure 6.38. 
Accurate measurement of fringe maxima in an interferogram depends on the 
interpolation interval (AX) and the order (in) of the polynomial fit. Tables 6.1 and 6.2 
show probable maximum values and their estimated root-mean-square error (c) for 
different values of m respectively for the third fringe in the interferogram shown in 
figure 3.37a. Table 6.3 suggests that the most accurate curve fit for the fringe data is a 
six order polynomial, as shown in figure 6.39. For most interferograms, polynomial 
fits of the 4 :5 in --ý n+ I and AX = 0.1 to 0.0 1 (ie up to aI 00th of a pixel) will suffice, 
this equates to a fringe peak measurement accuracy of less than 6 nm for a nominal 
fringe spacing of 50 pixels (ie peak detection accuracy less than a pixel). 
Original Value at Value at Value at Value at Value at Value at 
value m=I m=2 m=3 m=4 m=5 m=6 
(X3)N 
1 2.000 23.420 20.380 20.380 21.600 21.960 
69 70.000 103.250 97.460 101.090 101.070 99.510 
150 151.000 182.840 176.680 181.410 181.340 181.970 
Table 6.1: Probable maximum values at different values of m for the first 3 
frinizes 
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order of polynomial (m) 
1 
2 
3 
4 
5 
6 
root-mean-square erro 
13.2053 
6.9141 
3.2732 
0.8685 
0.8353 
0.8564 
Table 6.2: Root-mean -square error of fringe data at different values of m 
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Figure 6.39: Polvnomial rit to frinize data at different values of m 
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CHAPTER 7: INTERFEROMETER ADJUSTMENT 
7.1 INTRODUCTION 
As described in chapter 5, the spindle metrology system developed in this project 
incorporates an interferometer, a 2-axis servo-mechanism and image processing 
hardware. Automatic adjustment of the interferometer with the aid of the servo is 
required before the instrument can be used for spindle metrology. 
Automatic adjustment of the interferometer is based on observed fringe dynamics and 
is partly satisfied when the interferometer reference surface normal is parallel with the 
spindle axis. Automatic adjustment of the interferometer is implemented by a number 
of control regimes: on-off control (with and without dither input), and model reference 
adaptive control (with dither). 
In this chapter a detailed description of interferometer adjustment strategies and servo 
control are given. Also, a detailed analysis of servo non-linearity and techniques for 
reducing them are described. The software written for the servo control algorithms are 
given in the program listings booklet (accompanied with the thesis) in sections 2,3 
and 7. 
7.2 INTERFEROMETER ADJUSTMENT CONTROL STRATEGIES 
7.2.1 GEOMETRIC MODEL OF THE METROLOGY SYSTEM 
Figure 7.1a shows the geometric model of the spindle metrology system in terms of 
axes and wavefront normals, it consists of spindle axis (S), workpiece surface normal 
(W) known as the workpiece axis, and interferometer reference surface normal (1) 
known as the interferometer axis. Figure 7.1b shows Cartesian co-ordinates X and Y 
lie in a plane normal to the median spindle axis and Z is coincident with it. Ixy is the 
projected component of I on the X-Y plane and forms ýxy with the X axis, angles 
Ow and Oo are between vectors S and 1, S and W and I and W respectively. 
In the ideal case, the spindle revolves about a single axis of rotation in the Z direction. 
However, in general the artefact W and interferometer I axes will not be aligned with 
each other or with the spindle. An offset tilt vector P is shown in figure lb, 
representing the tilt between the axes of the interferometer I and artefact W i. e. 
governing the fringe pattern observed in the interferometer. The direction of this 
vector P corresponds to the orientation of the fringe pattern and its modulus 
corresponds to the fringe-pattern spatial frequency. 
7.2.2 FRINGE DYNAMICS OBSERVED 
In general, fringe spacing and orientation of a non-rotating workpiece surface is a function of the angle (ýo) formed between the interferometer and workpiece axes, 
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Fi2ure 7.1a: Geometric model of metrolo2v svstem 
and by the pointing direction of the plane containing them, both of which are held 
constant for a measurement. Unlike this, in the case in hand, with the workpiece 
rotating about an axis not necessarily parallel to the interferometer axis, requires the 
inclusion of the spindle axis in order to describe fringe dynamics. 
When the spindle and artefact rotate, the fringe pattern dynamics depends on the 
spindle angular position (0), the values of 01, Ow and Oo, and the orientation of 
vectors I, S and W (Idowu & Gee, 1996). A number of fringe dynamic conditions 
analogous to static interferometry (Gee et al, 1988) may be visualised in terms of 
general cases: 
" fringe pattern rotates but the fringe spacing varies cyclically (Ow >Q 
" fringe pattern oscillates through partial rotations and the fringe spacing varies 
(01 > OW). 
and special cases: 
187 
Ow 
ýo 
OXY 
IXY 
Fi2ure 7.1b: Geometric model in details 
fringe pattern remain stationary as the spindle rotates (ýw = 0) 
fringes fluff-out to infinity at one point in spindle revolution (Ow = 01) 
infinite fringe spacing (Ow = 01 = 0) 
fringes of constant spacing rotates at a constant rate (01 = 0). 
The orientations of the reference and workpiece axes can be described by the position 
of their point-spread-functions in the focal plane, with respect to the spindle axis of 
rotation (Gee et al, 1988). Figures 7.2a to 7.2f show plans view of the focal plane for 
different readily recognisable conditions, where the point spread functions of the 
focused interferometer beams correspond to the intersections of I and W with that 
plane denoted by i and w respectively. The spindle axis (S) intersects this plane at s. 
Vectors P, Q and R are respective tilts of the interferometer axis with respect to the 
workpiece axis, of the interferometer axis with respect to the spindle axis and of the 
workpiece axis with respect to the spindle axis. 
7.2.3 INTERFEROMETER ADJUSTMENT 
7.2.3.1 ANALYSIS OF INTERFEROMETER ADJUSTMENT 
For spindle metrology, vector P is adjusted so that, for a perfect spindle, its magnitude 
remains constant as the artefact rotates. In this condition the interferometer reference 
surface normal I is parallel to the spindle axis S. This is done by adjusting the 
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interferometer axis into line with the spindle axis by reference to variations of the 
modulus and direction of vector P as the spindle revolves. Analytically, this occurs 
when the vector P is constant during rotation (co) about the spindle axis ie when 01 =0 
and as Ow = 00 (Idowu & Gee, 1996) shown in figure 7.2f. 
In order to bring the interferometer axis into line with that of the spindle, a tilt- 
correction is required along the diameter defined by the positions of point-spread- 
functions wWAx and wmN (shown schematically in figure 7.3a). Variations of the 
spatial frequency and orientation of vector P inherently cause angle ýo to vary since: 
00 = Cos-, 
(I 
.w (7.1) ý7, --w 
and P=W-I (7.2) 
Two critical values of Oo used for interf6rometer adjustment are: 
OMAX 01 + OW (7.3) 
OMIN 01 - OW (7.4) 
The conditions in which these critical values are encountered can be identified by 
analysing n rotating fringe patterns at angular fixed intervals (AO), using the algorithm 
described in section 6.5. 
Figure 7.3a shows radial lengths PmN and PmAx of the locus of w. These represent the 
maximum and minimum values of vector P. Figures 7.3b and 7.3c show the 
occurrence of maximum and minimum fringe densities during a typical interferometer 
adjustment. Maximum and minimum observed fringe densities PMIN and PmAX occur 
at spindle angles OmAx and OmIN respectively. 01 is required to be zeroed in order to 
align the interferometer with the spindle. Adding equations (3) and (4), the required 
adjustment is: 
. 
(OMAX + OMIN) 
=0 (7.5) 
2 
and equation (7.5) is thus valid when: P= PAV = 
(PAIA X+ PMIN (7.6) 
2 
With a perfect spindle, when the interferometer is adjusted in accordance to equation 
(7.6), the fringe density PAv remains constant and rotates at a constant rate with 
spindle revolution. A summary of the interferometer adjustment routine is shown in 
figure 7.4. 
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Fieure 2a: General case it, Figure 2b: General case diw < 4b, 
S'W 
s 
P=Q QR 
lw 
R=O 
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Fieure 2c: Special case ýT 0 Fieure 2d: General cag hff 
sj and w S, 
Pp 
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R=Q= 
Figure 2e: General caag (ýg =_. ý4 w Fieure 2f: General case ý, =0 
Figures 7.2a to 7.2f: Focal plane view of fringe dynamics 
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Fil4ure 7.3a: Detection of maximum and minimum fringe density 
Figure 7.31): Interferogyam showing minimum fringe density at 180 degyree 
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I mage Window Iýp min 
Figure 7.3c: Interferogram showing maximum fringe density at 360 degree 
7.2.3.2 EXAMPLE OF AN INTERFEROMEA'ER ADJUSTMENT 
An example of the interferometer adjustment is given for the case where detected 
values Of PN11N and PMAx are 5 and II fringes respectively (as shown in figures 7.3b 
and 7.3c), and the values Of OMIN and ()MAx are 180' and 360' respectively. Tile 
required adjustment of the interferometer using its two-axis servo call be described 
rnathernatically with the aid of a Cartesian co-ordinate systern shown in figure 7.5. 
The tilt vector P is proportional to the observed fringe density P and its orientation, 
therefore: 
PNIIN -"": PNIIN (sin 0, NIIN' + COS ONIIN j) 
PNIAX "'ý PNIAX (sin 0, %IAX' + COS 0 MAX 
(7.8) 
(7.7) 
and, using equation (7.6), the required fringed density after interferorneter adjustment 
is: 
PAV _ 
(PMAX(sinO 
AIAX' 
+ COS OAIAX j) + PAIIN (sinoAtIN' +_COS OWN J)) 
k7.9) 2 
The interferorneter adjustment is achieved by applying a correction: 
R= N4(PNIAX - PAV) +C= M(PMIN + PAV) +C 
where M and C are constants related to servo dynamics. Details of this are given in 
section 7.5. 
For this particular example, assuming M=I and C=0, the magnitude of the 
correction vector is: 
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R= 11- 
11+5 
sinO i+ cosOj =3j 2) 
This implies a tilt correction of 3 fringes is required, which is provided by the Y-axis 
servo in its positive direction. 
7.2.3.3 SERVO SIGN CONVENTION 
The servo used in this work is a two-axis mechanism which provides X and Y 
movements. Sign convention used for servo tilt correction vector (R) are: 
X- axis servo Y-axis servo Sign of R 
UP RIGHT + 
DOWN LEFI7 
Table 7.1: Servo si2n convention 
7.3 RELATIONSHIP BETWEEN FRINGE DENSITY, SPATIAL 
FREQUENCY AND SPINDLE ANGULAR POSITION 
Interferometer adjustment requires knowledge of the fringe density (number of fringes 
present in an acquired interferogram frame) and spatial frequency during the rotation 
of the spindle. It is therefore important to understand the relationships between fringe 
density and spatial frequency, and fringe density and spindle angular position 
respectively. 
The fringe spatial frequency (f) is essentially measured as the fringe density divided 
by the number of pixels per frame line (N). The nominal value of N in this work is 54 
pixels. Hence f is directly proportional to P as shown graphically in figure 7.6 and 
f= 
N 
(7.11) 
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CStart 
Detect the condition of maximum and minimum fringe density by capturing/analysing 
interferograms at specified angualar positions 
Apply continuous dither siganal. d(t) as described in section 7.7.2, 
to suppress servo backlash error 
Determine servo dynamic constants M and C using the recursive least sqaure method 
described in section 7.5.2.2 
Adjust interferometer tilt using the adaptive control algorithm described in section 
7.7.3, based on the first-order linear model: R= M(PmAx - PAv) +C 
I 
Is the interferometer fully 
adjusted ? 
No Yes 
End 
Figure 7.4: Interferometer adiustment routine 
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1800 -iý, -0', 
3 60' 
PMIN 5 PMAXý 11 
y 
270' 
Figure 7.5: Cartesian system used to demonstrate interferometer control 
The relationship between fringe density and spindle angular position is shown 
schematically in figure 7.7 and can be evaluated using the Cosine rule: 
P= ja2+b 2 -2abcos( 
p+ 0))0,5 (7.12) 
where, a: offset of interferometer point-spread-function from the spindle axis 
b: offset of the work-piece point-spread-function from the spindle axis 
P: angle between the vector a and the Y-axis 
0: spindle angular position 
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Fiýltire 7.6: Linear relationship between fringe density (P) and 
spatial frequencv (1) 
Figure 7.7: Schematic representation of the relationship between fringe density 
vector 11 and spindle anLytilar position 0 
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In a rigid machine a, b and 0, are constants, while P and 0 are variables. Equation 
(7.12) can be simplified to: 
P= (A - Bcos(C + Oc))0-5 (7.13) 
where, A=a2+b2 
B= 2ab 
C= 0 
c: is the estimated systematic error in the spindle angular position 
The value of maximum fringe density prior to interferometer adjustment can be 
evaluated theoretically from the first derivative of equation (7.13): 
dP 
= 0.5Be sin(C + Oe)(A - Bcos(C + 
oe)-0,5 =0 (7.14) 
dO 
The theoretical and experimental evaluation of the relationship between 0 and P is 
given for the example described in section 7.2.3.2, ie where a=R3 and b= PAv = 
8. Where the theoretical evaluation is based on equation 12 with P 0* and C=0.02, 
while the experimental evaluation is obtained from the analysis of rotating 
interferograms. 
Figure 7.8 shows the graphs of P against 0 for both evaluations, indicating some 
discrepancy. This is due to the discrete nature of the fringe density measurement ie 
fringe density values are measured as integers rather than float point numbers. As a 
result of this inaccuracy, the relation between 0 and fringe spatial frequency (which 
is measured in analoguefonn ie as floating point number) is used in this work. This 
gives an improved experimental evaluation of equation (7.13) as shown in figure 7.9. 
The measured maximum and minimum values of spatial frequency are 0.1133 (- 5 
fringes) and 0.2404 (= II fringes) respectively as confirmed in figure 7.9. and they 
occur at spindle angular positions of 180' and 360* (or 0") respectively. Although 
there is a strong correlation between the theoretical and experimental values of the 
maximum/minimum spatial frequency, there are slight variations in the graphs due to 
the influence of noise effects during measurement, and as a result of the non-linearity 
error between the fringe density and spatial frequency relationship (as shown in figure 
7.6). 
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Figure 7.8: Experimental and theoretical relationship between P and 0 
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Fijiure 7.9: Experimental and theoretical relationship between f and 0 
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7.4 MATHEMATICAL MODEL OF INTERFEROMETER SERVO 
7.4.1 INTRODUCTION 
In this section a mathematical model of the two-axis interferometer servo-mechanism 
is given. The mechanism as shown schematically in figure 7.10 consists of the 
following components: 
electronic switching 
servo mechanics 
linear transmission 
interferograrn. processor 
unity feedback 
In figure 7.10, input signals; P,,, (s), P, y(s) are used to actuate the servo movements 
X,, (s) and Yy(s) in order to adjust the interferometer by tilt rotation about its X and Y 
axes. Interferometer adjustment is confirmed from the measurement of fringe density 
values P,, (s) and Py(s), which are used to reduce error signals E,, (s) and Ey(s) by 
feedback. 
Construction details of the servo-mechanism, including a description of its 
components are given in section 5.5. In this work first-order and second-order 
mathematical models have been used to describe the servo characteristics. 
7.4.2 EVALUATION OF SECOND-ORDER MODEL 
The second-order model requires the transfer function of each servo component, this 
is used to find the resultant transfer function of the servo G., (s). 
7.4.2.1 ELECTRONIC SWITCHING 
An electronic switching unit is used by the servo to generate a series of low duration 
step pulses. A single step pulse can be defined mathematically as: 
E(t) XE, (t) for t: 5 d 
0 for t>d (7.14) 
and the Laplace transform of E, (t) is: E, (s) = X/s 
where, E, (t): digital input signal [je where E, (d) =I and Er(O) = 0] 
t: time in seconds 
d: duration of ON period of signal, nominally 1 second 
X: voltage gain value, nominally ± 12 V 
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Ffizure 7.10: Servo mechanism and its components within a feedback loop 
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............................... 
Gear-box 
Fi2ure 7.11: Schematic of Servo mechanism 
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7.4.2.2 SERVO MECHANISM 
In this sub-section an evaluation of the transfer function of the servo is given. Both the 
X and Y servos used in this work consist of a DC motor, gear-box, pulley mechanism 
and lead-screw as shown schematically in figure 7.11. 
The total inertia and damping values of the servo are: 
Nr 2 JT JM + JL 
(N2R 
(7.16) 
DT 
= Dm + DL 
Njr )2 
(7.17) 
N2R 
respectively. 
where, Jm and JL are: inertia of servo motor and interferometer weight respectively 
Dm and DL are: damping values of servo motor and load respectively 
NI and N2 are: number of gear teeth of follower and driver respectively 
R and r are: radius of thefollower and driver pulley wheels respectively 
From equations (7.16) and (7.17) the total torque generated by the servo (ie 
proportional to the first and second derivatives of the angular position (9) its motor) 
is: 
T -': J4(t)+D (7.18) TM" MO 
Lapalce transform of equation (18) is: 
TT (S) = (jrS2 + D,, s)(p(s) (7.19) 
The DC servo motor incorporates an armature resistance (R) and inductance (L), and 
is supplied with an input voltage E(t) which produces a back-emf (V) and current (1). 
According to Sinha (1986, pp 13-14), E(t) =R I(t) +L i(t) + V(t) 
and the Laplace transform of equation (7.20) is: 
E(s) = (Ls + R) I(s) + V(s) 
The total torque and back-emf generated by the servo are: 
TT(S) ý- KM I(S) 
and V(s) = sKB(p(s) 
(7.20) 
(7.21) 
(7.22) 
(7.23) 
Where Km and KB are the motor torque and back-emf constants respectively. 
From equation (7.22), I(s) = TT(S) / Km (7.24) 
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Substituting equation (7.23) into (7.21) gives: 
E(s) = 
TT(s) 
(R + Ls) + V(s) (7.25) Km 
Substituting equation (7.19) and (7.23) into (7.25) gives: 
(JT S2 +DTS) 
(R + Ls) + sKB (p(s) = E(s) (7.26) Km 
Equation (7.26) is the relationship between the applied input voltage E(s) to any one 
the servo arms, and their corresponding angular displacement (P(s). In general the 
transfer function of the servo is: 
I- (P (S) b G(s, 
E(s) s(s + a) 
(7.27) 
G,, (s) 
: transfer function in vector form of X and Y servo respectively where, G(s) = 
[GY(s)] 
(P(s) = 
(P. (S) 
: angular displacement of X and Y servo arms respectively 
I(P 
Y 
(s)] 
E(s) = 
E,, (s) 
: applied voltage to X and Y servo respectively 
[EY(s)- 
DT 
DTx 
: damping constant of X and Y servo respectively 
[D 
TY] 
JT T"]: inertial constant of X and Y servo respectively 
TY 
( KmKB 
+DT) 
R+L 
(7.28) JT 
( KB 
b= R+L) (7.29) JT 
a, b: are constants which relate to servo dynamics 
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7.4.2.3 X-Y TRANSLATION 
The rotary motion generated by the servo lead-screws is converted to the required 
X-Y translation of the interferometer axis. X-Y translation of the interferometer is: 
L 
X(S) 21r ly(s) 
(py][E)]=[('. 
] 
L (Py 
- 
-27c. 
where, 0: conversion vector of motion 
L: pitch of the lead-screw 
7.4.2.4 INTERFEROGRAM PROCESSOR 
(7.30) 
This component is used to quantify the density (P) of fringes orientated at P obtained 
during the X-Y translation of the interferometer, as the spindle rotates. It consists of a 
camera, frame-grabber, computer and interferogram analysis algorithm, details of this 
component are given in chapter 6. 
Parameters P and are proportional to the translation vector of the servo, such that: 
2 
[P" 
.]=[ 
P(s)sinp [X(s) 
(7.31) 
[X(s 
Py P(s) Cos Y(S) Y(S) 2 
where, Q=X 2 
, %: wavelength of interferometer light source 
P,,, Py: fringe density X and Y components 
7.4.2.5 FULL MODEL OF SERVO 
A combination of the servo-mechanism components described in sections 7.4.2.1 - 
7.4.2.4, gives an overall second-order transfer function of: 
P(S) 
_(S) 
G, (s) = -j- = XG(s)E)Q 
r(s) 
(7.32) 
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X(TL 
2 bx- 
P"(s) B,, 
G, (s) = 
G. (s) E,,, (s) s(s + a. ) s(s + A,, ) (7.33) 
[GY(s)] 
py 
X( 
L )(2)by By 
Ey (s) 27c % 
_s(s 
+ Ay)_ 
L s(s + ay) j 
Dynamic behaviour of the servo along its X and Y axes depends on the values of 
constants A,, and B.,, and Ay and By respectively. Equations (7.28) and (7.29) show 
that these constants depend on the inertial and damping characteristics of the servo. In 
order to adjust the interferometer with the servo a knowledge of theses constants is 
required. 
7.4.3 EVALUATION OF FIRST-ORDER MODEL 
The first-order model of the interferometer servo is a simplified representation 
(approximation) of the second-order model given in equation 32 , it has the form: 
P(S) cmc G. (s) = -j- = Xs(s)E)L2 ++ 
_(Sl '(s) 
E, (s) s E, (s) 
(7.34) 
m 
Where, M= 
Im"I 
: slope of linear function 
y 
C 
C= 
IC 
Y-intercept of linear function 
Equation (7.34) represents a linear (ie straight-line fit) relationship between the fringe 
density (P) and applied input pulse (E, ), where slope (M) and Y-intercept (C) are the 
required servo dynamic constants. 
7.5 DETERMINING SERVO CONSTANTS 
7.5.1 INTRODUCTION 
There are a number of techniques used for identifying the dynamic behaviour of a 
servos mechanism, these include: 
Off-line methods: such as frequency response, step response, pseudo random 
binary signal response and generalised least-square (see for example, Sinha & 
Kuszta 1983, Phillips & Nagle 1990) 
In-situ methods: such as recursive least-square (see for example, Phillips & 
Nagle 1990, Iserman et al 1992, Astrom & Witternmark 1995) and 
correlation. 
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The process of identifying dynamic constants of a system is generally referred to as 
system identification. In this project system identification has been used: 
to identify (time-invariant) constants A,,, B,,, Ay and By of the second-order 
model using the generalised least- square method 
to identify (time-invariant) constants M.,, K,,, My and Ky of the first-order 
model using the generalised least-square method. 
to identify (time-varying) constants M,,, K,,, My and Ky of the first-order 
model using the recursive least-square method. 
7.5.2 IDENTIFYING CONSTANTS - GENERALISED LEAST-SQUARE 
The generalised least-square method uses the servo input voltage E, (s) and the 
detected fringe density data P(s) to evaluate servo dynamic constants. This method is 
essentially an off-line method, meaning that servo dynamic constants are not 
evaluated in real-time. However, this will suffice for a servo which is linear and time- 
invariant, (ie see section 7.6 for details on servo linearity and its variation in time). 
Application of this method requires: 
order (n) of the servo to be known a piori; for the first and second-order 
models n is I and 2 respectively 
equi-spaced sample of input and output data (ie shown in table 7.2) are 
required 
The generalised least-square approach involves the following sequence of steps (Sinha 
& Kuszta 1983): 
Obtain experimental data samples (t) of servo in the form of step input data 
e,, (t) and its output response p(t) 
Convert servo transfer function equation from s (continuous time-domain) to z 
(discrete-time domain) 
Evaluate servo dynamic constants in the z-domain 
Evaluate servo dynamic constants in the s-domain using the values obtained in 
latter step 
7.5.2.1 IDENTIFYING CONSTANTS - SECOND-ORDER MODEL 
The second-order transfer function of the servo given in equation (7.33) in its 
generalised form is: 
G, (s) = 
P(S) 
=B =B 
1- 1 
(7.35) E, (s) s(s+A) A(s S+A) 
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Equation (7.35) in its discrete form ie its conversion from s to z domain [see for 
example undergraduate texts on discrete control such as Sinha (1986, pp 259 -279)] : 
B(z1_Z 
AT) = 
z-a3 
-2 
) 
(7.36) 
A Z- z-e- 1-z-'al-z a2 
where, z= e": discrete domain representation 
a, = (I+e-'O'): dynamic constant in z-domain (7.37) 
a2 = -e -At : dynamic constant in z-domain (7.38) 
a3 =B (I -e -At) : dynamic constant in z-domain (7.39) A 
t: sampling interval in seconds 
Equation (7.36) in difference equation form is: 
p(t) = alp(t. 1) + a2P(t-2) + a3e,, (t-1) (7.40) 
Time interval 
t (seconds) t=k 
Step input voltage 
e, (k) (volts) 
Fringe density 
axis p,, (k) 
Fringe density 
output Y-axis p, (k) 
0 0 10 9 
1 1 10 8 
2 1 9 7 
3 1 8 6 
4 1 7 6 
5 1 6 5 
6 1 6 5 
7 1 5 6 
8 1 5 4 
19 11 13 2 
Table 7.2: Servo response to step inputs 
Equation (7.40) can expressed as: 
p(N) = f(N)g + h(N) 
where, N: number of data samples 
p: fringe density data set 
f: input and output data set matrix 
g= [a, a2 a3 ........ aj: unknown dynamic constants in z-domain h: noise present in the servo output data 
Using the generalised least-square method (Phillips & Nagle, 1990) the values (R. ) of 
the servo dynamic constants is: 
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11, = [f 
T (N)f(N)I" fT(N)p(N) (7.42) 
Using the data given in table 7.2 (ie this data is the input/output data of the X and Y 
axis servos), the variables f(N) and p(N) are: 
10 10 0 9 
10 91 8 
981 7 
871 6 
761 p= 6 
661 5 
651 5 
.55 
1- 
_3. 
(7.43) 
The dynamic constant of the X-axis servo in the z domain based on equation (42) is: 
a,,, - -- 1.0697- 
ax2 = -0.1828 
_ax3 - _ 
0.8778 
(7.44) 
From equations (7.37) to (7.39), the dynamic constants in the s-domain are: 
A. ] 
= 
[1.6993] 
(7.45) Bx 03337 
Hence, the transfer function of the X-axis servo is: 
G, (s) 03337 (7.46) 
s(s + 1.6993) 
Similarly, the transfer function of the Y-axis servo is: 
GY(s) = 
0.012 
(7.47) 
s(s+2576) 
7.5.2.2 IDENTIFYING CONSTANTS - FIRST-ORDER (APPROXIMATION MODEL 
The first-order transfer function of the servo given in equation (7.34) in its generalised form is: 
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G, (s) = 
P(S) 
=M+C (7.46) E, (s) s E, (s) 
t=N 
p(t) = Mle, (t) +C (7.47) 
t=O 
where, p: fringe density data set 
er: input pulse data set 
M=IMxY1: slope of model linear function M 
C= 
Cx IC 
Y-intercept of model linear function 
t: pulse on time 
N: pulse time at last data set 
Using data given in table 7.2 and equation (7.42) the dynamic constants of the X-axis 
servo are: 
M. ] 
= 
[-0.7576] 
CX 11.0667 1 
Similarly the dynamic constants of the Y-axis servo are: 
My] F-0.6061 
c, IL9.3334 
] 
The generalised least-square method has been improved to cope identifying servo 
dynamic constants M and C in real-time, using a recursive least square method. This 
method has been used to characterise the time-varying nature of servo by recursively 
updating the linear relationship between the fringe density and input pulse. The flow 
charts shown in figures 7.12a and 7.12b describe the least square algorithm. 
7.6 DETERMINATION OF SERVO LINEARITY 
The relationship between the unit step input voltage e,, (t) and fringe density p(t) is 
ideally linear. However, this characteristic is usually perturbed by non-linear effects 
such as lead-screw backlash (eb) and stochastic noise (e,, ) in the fringe density 
measurement due to random fluctuations of temperature and pressure (which cause 
fringe drift), and occasional stiction of leadscrew. 
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Start 
Check current steady-state value of fringe density Pd, (Kd, ) 
ROUTINE TO ESýATý Kd, 
Where Kd, in the linear 
, 
is the index used to identify the location of data point Pdc 
model data-set . This routine is explained 
fully in figure 7.12b 
Apply a known number of pulse signal increments Q to control the servo, and store the new value 
fringe density value p,,,, ý,, 
(Kd,, + i) 
Update linear model data-set by replacing Pold(Kdc + i) with p,,, (K& + i) 
Use least square equation (7.42) to evaluate the new value of constants M,, e,. and C,,,, 
END 
Ffizure 7.12a: Recursive least square algorithm to evaluate the dvnamic 
constants of servo first-order model 
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Find indices K(mx) which satisfy the condition: P(k) > Pdc , 
(Kdj 
Find indices K(mn) which satisfy the condition: P(k) < Pd,; (Kdc 
Find the maximum fringe density P.,,,. and index K.,,, of data-set P[K(mx)] 
Find the maximum fringe density P. i,, and index Ki,, of data-set P[K(mn)] 
Calculate dm,,, = 1Pdc - P..., 1 and d. i,, = 1Pdc - Pj,, 1 
to estimate the optimal value of Kdc within the specified 
linear range of the servo 
Yes 
Is d.,,, < di,, 0 Kdc = K.. ý, 
No 
Is d.,,., > dmi,, Kdc =Kj,, 
Yes 
No 
Kdc = Ki,, Is d..,, = dmin 
Yes 
c 
End 
Figure 7.12b: Routine to estimate Kde 
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In this work the non-linearity of the servo has been determined. Figures 7.13 and 7.14 
shows the degree of backlash and stochastic noise present in the servo, for both the X- 
axis and Y-axis respectively. 
The full characteristics of the servo can be described mathematically by modifying 
equation (7.46) to: 
P(s) = E, (s)Gb(s) Gý(s) + G, (s) +C 
P(s) = Gb(S)PL(S) + G. (s) 
(7.48) 
(7.49) 
where, PL(s) is fringe density of the servo after linearisation in the Laplace-domain, 
and is represented as: 
t=N 
PL(t) =MIe,. (t) +C 
t=O 
in the time-domain 
(7.50) 
m =Imxyl: slope of PL(t) for X and Y axis of servo m 
C =ICXy1: Y-intercept of PL(t) for X and Y axis of servo C 
Gb = 
Gbx 
: Transfer function of backlash error in X and Y axis of servo 
[Gby] 
Gn = 
Gnx]: 
Transfer function of stochastic noise in X and Y axis of servo 
[G. 
y 
the stochastic error is calculated as: 
MAX(IP(t) - PL(t)l) 
where, MAX: is a function that calculates the maximum value of an array 
P(t): is the array of original fringe density values 
PL(t): is the array of linear-fitted fringe density values. 
(7.51) 
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and the backlash error is calculated as the averaged difference between the f? rward 
and backward value Of PL(t): 
t=N + 
eb(t) =Z 
PL(t)-P-L(t) 
(7.52) 
t=l N 
where, p' (t) : is the value Of PL(t) in the forward direction L 
PL M: is the value Of PL(t) in the backward direction 
N: is the total number of data points 
Backlash errors of 1.1 and 1.7 fringes were calculated using the data indicated in 
figures 7.13 and 7.14 respectively. Figures 7.15 and 7.16 show the magnitude of 
stochastic noise of the servo. The figures indicates a linear fit of the input/output data 
point and values of stochastic noise e,, (t) of 0.75 and 1.72 fringes respectively. 
Equation (7.50) is a refined model of the servo input/output characteristics and has 
been used to optimise the control of the interferometer (ie see section 7.7 for more 
details). As a result of the non-linear time-varying characteristic of the servo shown 
graphically in figures 7.17a and 7.17b respectively, values of M and C in equation 
(7.50) have to modified in-situ when controlling the interferometer. The figures 
indicate that the characteristic of the Y-axis servo is more prone to vary in time than 
the X-axis servo. Table 7.3 shows calculated values of M and C for 4 sets of 
input/output data of the X and Y-axis servo, indicating their respective time varying 
characteristics. 
Linear constants X-axis servo Y-axis servo 
-0.76 -0.73 
M: Slope -0.73 -0.61 
-0.73 -0.64 
-0.73 -0.56 
11.06 9.73 
C: Y-intercept 11.20 8.73 
11.13 8.33 
11.33 8.27 
Table 7.3: Linear constants of servo indicatint! its time-varvin2 characteristic 
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Characteristics of X-axis servo 
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Fi2ure 7.13: Measurement of backlash in X-axis servo 
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Fi2ure 7.14: Measurement of backlash in Y-axis servo 
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Figure 7.15: Measurement of stochastic noise in X-axis servo (measurements are 
in the forward direction only) 
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Figure 7.16: Measurement of stochastic noise in Y-axis servo (measurements are 
in forward direction only) 
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4th data set 
U. 4 
2 
0 
02468 10 
No of step input er(k) with amplitude of 12 Volts 
Figure 7.17a: Linear relationship between p(k) and er(k) showing time-varving 
characteristic in X-axis servo (measurements are for k= 10 data points and in 
forward direction) 
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Figure 7.17b: Linearised relationship between 1)(k) and er(k) show time-varvins! 
characteristic in Y-axis servo (measurements are for k= 10 data voints and in 
forward direction) 
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7.7 REDUCTION OF SERVO NON-LINEARITY 
7.7.1 INTRODUCTION 
Servo linearity was improved by using the following techniques: 
superposition of dither signals on the servo control signals 
application of model-reference adaptive control, based on the linear model 
given in equation (7.50) 
In this section a description of these techniques are given, including some results 
which indicate a reduction in servo non-linearity. 
7.7.2 DITHERING SERVO CONTROL SIGNAL 
According to Cook (1994), application of a dither signal causes the operating point of 
the servo to sweep repeatedly over a certain range around its nominal position, on a 
time-scale much shorter than that of the system dynamics. This technique involves the 
superposition of dither signal (d(t)) (usually a sine or square waveform) on the servo 
control signal (p(t)). Generally the dither signal averages the non-linearity error. 
Figure 7.18a shows a modification of figure 7.10 indicating the addition of dither 
signal D(s). The dither signal is a sinusoid of the form: 
d(t) = (Dsin(cot) 
where, (D: amplitude in fringes 
co: frequency in rad/s, 
(7.53) 
Application of the signal to the backlash component Gb(S) produces an output signal 
of the form: 
A fl=- n=- 
X(t) + A. cos(ncot) + B,, sin(nwt) (7.54) 2 n=l 
where, A,, A,,: zero harmonic and subsequent harmonics 
According to Shinners (1979) the describing function (transfer function) of the 
backlash component Gb(s) is: 
Gb(S) X, (s)e'ý 
(D 
(7.55) 
22 
where, XI (t) + B, - modulus of the fundamental components of X(k) 
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Figure 7.18a: Svstem diagram of servo indicating backlash component Gb(s) 
rrR-=-I 
I-I 
,ý 
input Backlash Component output 
Figure 7.19: SIMULINK simulation dia2ram for servo ditherin2 test 
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tan 
A: 
is the phase shift B1, 
) 
It is possible to reduce the backlash error eb(t) ideally to zero by choosing the 
appropriate amplitude (0) and frequency (co) of dither signal (d(t)). The magnitude of 
the backlash error approaches zero when amplitude of d(t) is half the backlash error, 
and when the frequency of the dither signal is relatively high (when compared to the 
backlash error transients). 
In this work a simulation, package called -SIMULINK 'developed by Mathworks* was 
used to analyse the response of Gb(S) (with a theoretical backlash error, eb -*-: I fringe) 
at different values of (D and co of the dither signal. Figure 7.19 shows the simulation 
system diagram used in this exercise,, indicating the dither signal input, backlash 
component and the output. 
Simulation tests were carried out for (D = 0.1,0.5 and I fringe , and Co = 1,10 and 
100 rad/sec respectively. Output responses for the test are: 
(D = 0.1 at co = 1,10 and 10 is shown in figure 7.20a to 7.20c 
(D = 0.5 at co = 1,10 and 10 is shown in figure 7.20d to 7.20f 
(D =I at (o = 1,10 and 10 is shown in figure 7.20g to 7.20i 
Figures 7.20d to 7.20f confirm that the backlash error is zeroed when (D = eb/2 and 
figure 7.20f in particular indicates that the response is much faster at higher dither 
frequencies. 
The response of the dither input on servo non-linearity has been investigated for X 
and Y- axis servo. Figures 7.13 and 7.14 shows the input/output characteristic of X 
and Y-axis servo, the backlash error of both servos eb., and eby are 1.1 and 1.7 fringes 
respectively. Figure 7.21 shows that, dithering the X-axis servo with dither signal: 
* MathWorks, Inc. Cochituate Place, 24 Prime Park Way, Natick, MA 
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Fijiures 7.20a to 7.20f: Simulated output of backlash component using ditherinLi, 
at different values of ýD and co 
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Figure 7.21: Improvement in backlash error of X-axis servo after ditherinp, 
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Figure 7.22: ImprovemOt in backlash error of Y-axis servo after dithELLn1l, 
0.55sin( I Ot) 
reduces eb, from 1.1 to 0.86 fringes 
(7.56) 
Similarly, figure 7.22 shows that by dithering the Y-axis servo with dither signal: 
0.8sin(IOt) 
reduces eby from 1.70 to 1.07 
(7.57) 
Complete reduction of the backlash error of both servos has not been achieved due to 
their non-linear input/output relationship caused by the influence of stochastic "Oise 
e, 
7.7.3 MODEL REFERENCE ADAPTIVE CONTROL (MRAC) 
7.7.3.1 INTRODUCTION 
Model reference adaptive control (MRAQ is one of many adaptive control schemes 
used in applications as diverse as robotics, aircraft control, non-linear 
servornechamsms (Astrorn & Witterimark, 1995), large structural system control (Bar- 
kana & Kaufman, 1984), and precision machine tools (Slocurn et al 1995). In this 
work MRAC is used to control the X and Y-axis servo such that its performance 
emulates a desired (servo) characteristic, usually referred to as are 'rence model. je 
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0 Reference Model 
Ps 
Adaptation law error 
PP 
F, 
Controller 0 
Actual Model 
Figure 7.23: Principle of Model Reference adaptive control (after Isermann 
1992) 
Fi2ure 7.24: Schematic of the MRAC used in this projec 
221 
The basic principle of MRAC is to compare the behaviour of the controlled servo 
with a reference (servo) model, and attempt to reduce the difference between them by 
adjusting control parameters (Cook, 1994). The techniques for adjusting the control 
parameters are gradient methods such as the MIT, Dressler and Price rules and 
stability theory such as Lyapunov and Monopoli theories (Hang & Parks, 1973). In 
designing the MRAC it is important that parameters of the controlled servo converges 
asymptotically with those of the reference model. 
Figure 7.25 shows a schematic of a MRAC (Isermann et al, 1992). It has two loops, 
known as the inner and outer loops. The inner loop is an ordinary feedback loop 
which links the servo and controller. While the outer loop is used to adjust the 
controller parameters in order to minimise the error (ie the difference between the 
servo physical output pp and the model reference output p. ). 
An MIT-rule MRAC has been developed for the servo, simulation tests have been 
used to validate the adaptive controller. Description of the MRAC and its 
performance are provided in this section. 
7.7.3.2 DEVELOPMENT OF SERVO MRAC 
Figure 7.26 shows a schematic of the servo MRAC controller, adjustment of the 
adaptation parameter (il) is achieved by minimising the error (e) using the MIT rule. 
The MIT rule was developed by Osbu 
im 
and Whitaker (1961) at MIT. The rule is 
based on adjusting il in such a way that half the squared of e: 
(pp 
- P. 
), 
2 
(7.58) 
known as the loss-function J(ij) is minimised (Astrom & Wittenmark, 1995). 
To minimise J(71) the controller parameters must be changed in the direction of its 
negative gradient: 
dil aj DJ De ae 
dt aall 
ýe 
where, y. adaptation gain. 
(7.59) 
Equation (7.59) is known as the MIT adaptation rule. This equation is used to control 
the servo in order to achieve the following conditions: 
physical model is made to emulate the reference model: G .. (s) = Ga(s) 
e tends to zero: e= pp - p,. -> 0 
The actual (Ga(s)) and reference (Gn(s)) models are linear models determined by 
recursive least square method described in section 7.5. 
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In figure 7.24 e=N-p. = M, G(s)Tler - MjG(s)er (7.60) 
and the partial derivative of equation (7.56) is: 
De 
- MsG(s)er = 
M' 
Pm (7.61) 
Oh mm 
Hence the rate of change of the adaptation parameter is: 
dil De 
y 
m', 
p. e =, y'p. e (7.62) dt ' DTJ Mm 
where, pa, pp: Output of the actual and reference servo models 
M,,, Mp: Slope of the actual and reference servo models 
G(s): integrator component in actual and reference servo models 
y= y-HaL: modified adaptive gain MM 
7.7.3.4 DETERMINATION OF ADAPTATION GAIN 
The adaptation gain value y essentially determines how the physical output pp 
approaches the model reference output p.. This parameter can be derived from: 
s+ ypo eoM G(s) =s+ MG(s) =0 mrp 
(7.63) 
where, po = e0M.: reference model output (fringe density) at steady-state Mr 
0 eir : step input (voltage) at steady state 
G(s) =I: adaptation integrator 
s 
yp 0. eo,, MP=y (eO, )2MaMP : adaptation constant (7.64) f 
Equation (7.64) is a linear equation of the servo related to its stability (Astrom & 
Wittenmark). Substituting the value of G(s), equation (7.63) can be modified to: 
2 +tö =O (7.65) 
The adaptively controlled servo is stable when equation (7.60) has its poles in the left 
half-plane of a root locus diagram (Franklin et al, 1994). This occurs when 
0 (7.66) 
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Raure 7.25: SIMULINK svstem dia2ram used to simulated the MRAC 
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Fiizure 7.26: Correlation between the actual and reference models for X and Y 
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Figure 7.27: Error between the actual and reference outputs for X and Y servos 
7.7.3.3 PERFORMANCE OF MRAC 
Simulation tests of the X and Y axis servo using the MIT adaptation law confirmed 
that the actual output (P,, ) approached the rýference model output (p,,, ). These tests 
were performed using SIMULINK simulation software, figure 7.25 shows the system 
diagram of the N1ERAC routine used in the simulation test. 
Figure 7.26 shows some degree of correlation between p,, and p for the X-axis servo, 
when: 
" N,, = Nax= 0: Stochastic noise of the actual and reference models 
" C,, = Ca, = 11.3: Y-intercept of the actual and reference models 
" M,,: slope of reference model for X-axis servo = 0.73 
Max: slope of actual model for X-axis servo = 0.8 
'y: adaptation gain = -2 
Gbnix(S)= Gbp, =I (ie for brevity assume constant backlash error, no dither input) 
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Fieure 7.29: Reduction in the error signal for X&Y servos 
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Figure 7.27 shows a maximum error of -0.06 and -0.09 fringes between the physical 
and model reference outputs for the first 15 (positive) data points of pp and p. of the 
X and Y servos operating in its positive direction. As pp and pm approach zero the 
adaptive control algorithm used in this work, reverses the error signal (e) from: 
(pp - Pm) to (Pm - pp) (7.67) 
in order to reduce servo instability. 
To further minimise the error (e), the adaptation integrator term: 
G(s) =1 in equation (7.60) 
s 
was modified to G(s) (7.68) 
S+l 
and the adaptation gain (y) modified to -200. 
The numerator of 
1, 
(whose root is sometimes referred to as a pole), influences 
S+l 
the decay rate of the error signal. It will contribute an exponential term 6", to the 
original error output of eo; thus reducingthe instability of the error signal. 
Figure 7.28 shows the improvement in the correlation between physical and model 
reference outputs due of this modification. Equally figure 7.29 shows a minimisation 
in the error between actual and reference outputs for the X and Y servos. Results 
obtained from these simulation tests confirm that the application the adaptive 
controller improves the performance of the two-axis servo. 
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CHAPTER 8: MEASUREMENT OF SPINDLE ERROR 
MOTIONS 
8.1 INTRODUCTION 
As described in section 7.2, the interferometer used in this work was adjusted with a 
aid of the two-axis servo, interferograms of nominally constant fringe density were 
acquired, processed and stored at chosen angular intervals of the spindle revolutions, 
typically this process was repeated to obtain an averaged measurement. The stored 
interferograms were subsequently used to provide spindle metrology data in the form 
of axial and tilt error motions. 
In this chapter a description of spindle error motions (axial and tilt) measurements and 
techniques for reducing the noise present in the error motion signal are given. The 
spindle error motions can be calculated using either the interferograrn spatial or 
Fourier transform data, both of these approaches are described in this chapter. Also 
interpretation of the asynchronous and average components of the error motions 
presented in polar form are illustrated. The software developed for measuring the 
spindle run-out are outlined in the program listings booklet (accompanied with the 
thesis) in section 5. 
8.2 ACQUISITION OF SPINDLE METROLOGY DATA 
The spindle axial (d,, ) and tilt (E,, and Ey) error motions are measured using the 
acquired values of interferograrn orientation, fringe spatial frequency, fringe spatial 
phase and fringe peak position. Prior to this measurement the rotating interferograms 
are checked for the condition of constant spatial frequency (or fringe density) using 
the interferometer adjustment routine described in figure 8.1. This is followed by a 
data acquisition routine used for sampling, storing and pre-processing interferograms 
of constant spatial frequency described in figure 8.2. A total of 30 data-points 
(interferograms) were sampled as the spindle revolved at approximately 60 rpm. This 
measurement was repeated 4 times in order to obtain the average error motion data. 
8.3 MEASUREMENT OF AXIAL ERROR MOTIONS 
8.3.1 INTRODUCTION 
Spindle axial error motion can be measured by using either the fringe spatial phase 
evaluated in the spatial domain (interferograrn in X-Y space) or by using the fringe 
spatial phase obtained in the Fourier domain (interferogram. phase component of FFT 
transform in U-V space). The following sub-sections describe these measurements. 
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Fil! ure 8.1: Interferometer adiustment routine 
8.3.2 MEASUREMENT OF AXIAL ERROR MOTIONS IN X-Y SPACE 
The variations in fringe phase of morphologically simplified interferograms (ie see 
section 6.4.7 for a detailed description of fringe morphology) is a measure of axial 
error motion in the spatial domain. An algorithm was developed to quantify the 
difference in phase of the measured (with spindle error present) and reference 
(without spindle error) interferograms. This measurement involves scanning both 
interferograms normal to their orientation. 
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S art t 
Set count =0 
Set nK =0 
4 
count = count + 1, where count is the repeated 
number of samples used for averaging the data 
No 
nK=nK+ 
Sample/store fringe patterns at 0= nA angular positions,. where nk is number of 
samples made per count and ýk = 12* is spindle angular interval measured with resolver 
as described in section 5.6. 
Is nK = 360" ? Yes T. No unt =5? 
iYes 
Perform interferogram. pre-processing functions described in section 6.4 
1 
Interpolate position of fringe maxima to sub-pixel accuracy for each interferogram, using 
algorithm described in section 6.5 
Figure 8.2: Spindle metrolo2y data acauisition routine 
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The axial error motion (Z,, ) is calculated at a chosen spindle position (ý) as the ratio of 
the mean value of all the discrete (N) phase variations along the line scan (AN) and 
the fringe spacing of the reference interferogram (SR). 
It is defined mathematically as: 
SR 
where, f. spatial frequency 
wavelength of light source 
average spatial phase 
Figure 8.3 shows the flow chart of the algorithm used for measuring the spindle axial 
error motion. Measurement Of AN in X-Y space is shown schematically in figure 8.4, 
the measured fringe pattern (shown as dotted lines) is shown superposed on the 
reference interferogram (shown as solid lines), and the difference between these lines 
is: 
AN 
---- 
X RMAX(O', N) - XMMAX(O, N) (8.2) 
where, X RMAXWt N) and XMMAX(O. N) are the interpolated reference and measured 
values of the fringe maximum position of the Nth fringe (see section 6.5 for details on 
the fringe interpolation routine). 0' and 0 are the angular positions for the reference 
and measured interferograms respectively. 
The mean value of fringe phase Z(O) is: 
iN 
RJAN 
N=l 
(8.3) 
The influence of spindle axial error motion on the intensity profile of the measured 
fringe pattern can be defined mathematically as: 
I(XMMAX. 0, N)= 2lo(l+cos[kX(O', N)+ýi(o)]) (8.4) 
where k= 
21c 
: wave propagation number 
1% 
This is also described schematically in figure 8.5a, where the superposition of the 
reference and measured interferograms indicate a phase shift due to the presence of 
spindle axial error motion. 
A number of issues were considered regarding the measurement of spindle axial 
error motion in X-Y space. These include: 
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Adjust interferometer using the routine described in figure 8.1 
1 
Acquire interferograms for spindle metrology data using the routine described in figure 8.2 
I 
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Figure 8.3: Routine for measuring spindle axial error motion 
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Ffizure 8.4: Measurement of frime phas 
limitation in fringe spatial resolution which reduces the number of pixels between 
two fringe peaks (fringe spacing) 
error introduced when the interferogram is rotated (ie rotation of the interferogram 
is required in order to scan it at orientations greater than 0 degrees). This error is 
due to the non-unity aspect ratio of the area occupied by the fringe pattern and it 
will affect the detection of the fringe peak position 
e influence of spindle tilt errors on the measurement of axial error motion 
In this work, the average fringe density (number of fringes per interferogram frame) 
used for spindle metrology was 8. Each interferograrn. had a limited spatial resolution 
of 58 X 90 pixels (ie an aspect ratio of 0.65) as shown in figure 8.6a. This was a 
problem, because it gave a limited measurement resolution (ie a fringe spacing of 7 
pixels), equivalent to axial error measurement resolution of 90 nm. In order to resolve 
this problem an area of size 30 x 30 pixels was extracted from the interferogram and 
re-mapped to spatial resolution of 256 x 256 as shown in figure 8.6b. This modified 
the fringe nominal period from 7 to 54 pixels, hence providing a measurement 
resolution of II nm. The only draw-back with this approach is the average fringe 
spacing data (as required in equation 8.3), was calculated from half the fringe density 
of the original (low resolution) interferogram. 
The inaccuracy introduced in the axial error measurement due to the non-unity aspect 
ratio of the interferograrn. was reduced by analysing a square area of 30 x 30 pixels (ie 
with an aspect ratio of 1), extracted from the original area of interest of size 58 x 90 
pixels (ie with aspect ratio of 0.65). 
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Fiaure 8.51): Measurement of frinue phase chanue in the Fourier domain 
Fignire 8.5: Measurement of frinize phase change in the spatial and Fourier 
domain 
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Filuire 8.6a: Limited spatial resolution of interferogram with a 58 x 90 area o 
interest 
Fimure 8.61): Improved spatial resolution of interferoaram with a 256 by 256 area 
of interes 
In order to suppress the influence of angular errors (X and Y tilts) on the measurement 
of axial error motion, the difference in fringe spacing, (Sj between the reference (SR) 
and measured (Sm) interferograin was subtracted frorn the measured fringe phase. 
The axial error motion obtained by modifying equation S. I after applying the above 
corrections is: 
In (XCRNIAX 
- 
XCMMAX)- (SR 
-SM) 
S (8.5) 
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c 
S, )% 
(8.6) SR 
where, XCRMAX, XCMMAX: modified reference and measured fringe peak positions 
SRv Sm: modified reference and measured fringe spacing 
A.: modified fringe phase 
8.3.3 MEASUREMENT OF AXIAL ERROR MOTIONS IN FOURIER SPACE 
An alternative way of calculating the spindle axial error is to use the phase 
information obtained from a fast Fourier transform (FFT) of the interferograrn. The 
main benefit of this approach is that the accuracy of the fringe phase calculation is not 
limited by the fringe pattern spatial resolution. 
The influence of spindle axial error on the spatial phase of the measured and reference 
interferogram is shown schematically in figure 8.5b, where the dotted and solid lines 
represent the phase values in Fourier space of the reference and measured 
interferograms respectively. 
The phase component (A) of an interferogram in Fourier (U, V) space can be defined 
mathematically as: 
+ 11 
Ir 
(U+, 
V+ 
+ 
(8.7) 'A(us =, &(Us, V, +) = tan- 27 ý- V. Ii +, V+ ( (Us 
- 
where, Ir, r: real and imaginary components of FFr interferogram 
U-, V, -: positions of the negative first harmonic 
UI 
,, 
V, ' : positions of the positive first harmonic 
The measurement of the fringe phase in 2-dimensional Fourier space requires the co- 
ordinates of interferogram first harmonics. This is calculated from an a priori 
knowledge of the interferogram. spatial frequency, this was also obtained in Fourier 
space (see section 6.4.6 for a detailed description). Figure 8.7 shows a plot of fringe 
pattern phase against spatial frequency for one of the acquired interferograms after a 
2-dimensional FFT is performed. 
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Calculation of the fringe pattern phase at its fundamental frequency (first harmonic) is 
usually affected by errors due to the quasi-sinusoidal nature of the interferogram 
intensity pattern, this explains the random but periodic nature of the interferogram. 
phase shown in figure 8.9. In this work the fringe phase evaluation is not based on this 
quasi-sinusoidal interferogram (grey-level) function but rather on its bi-level 
transform (ie obtained by binarisation as described in section 6.4.5) which is a square 
function (ie a summation of sinusoids of different Fourier harmonics). By fitting a 
sinusoidal function to the one-dimensional intensity pattern of the bi-level 
interferogram it is possible to accurately calculate the fringe intensity (amplitude) and 
phase at its fundamental frequency. 
The quasi-sinusoidal function of the interferograrn can be defined as: 
Iq = 210(1 + cosA) = 21ý(l + cos(fx)) = ao + bcos(fx) (8.8) 
where ao: interferograrn. dc offset 
b: interferograrn. amplitude 
f. spatial frequency 
x: interferograrn. one-dimensional space 
A: phase difference 
The bi-level transform of equation 8.8 is a square function defined as: 
lb = ao +j [akcos(kfx) + bksin(kfx)] 
k=l 
where ak, bk: interferogram. amplitudes at different harmonics 
k: harmonic number 
(8.9) 
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Fii! ure 8.8: Fundamental freciuencv sinusoidal rit to a bi-level interferoua 
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At the fundamental frequency f= 
21c 
and at the first harmonic, k=1, equation 8.8 S 
gives a perfect sinusoidal fit to the square function: 
7c 
ls=ao+alcos(fx)+blsin(fx) = ao+jajý+b2jcos 
2sx+ 
I which has a fringe phase: A= tan-' 
tl 
a, 
(8.10) 
(8.11) 
Figure 8.10 indicates the (fundamental frequency) sinusoidal (shown in blue) fit for a 
binarised interferogram with its bi-level intensity profile (shown in red). 
An algorithm based on equations 8.10 and 8.11 was developed to evaluate the phase 
of the reference and measured interferograms. The phase difference between the 
measured and reference interferograms is: 
ARW) - AMW - ACM ": A (0) (8.12) 
where, AM, AR: are the phase values of the measured and reference interferograms 
Ac: phase correction term 
and this was used to calculate the spindle axial error as: 
( 'ým 
, 
27C 
8.4 MEASUREMENT OF TILT ERROR MOTIONS 
8.4.1 INTRODUCTION 
The tilt error motion vector (IF., y) can be calculated in the spatial or Fourier domain. 
The following sub-sections describe this. 
8.4.2 MEASUREMENT OF TILT ERROR MOTIONS IN X-Y SPACE 
The variation of fringe spacing (S) in time of morphologically simplified 
interferograms is a measure of tilt error motion in the spatial domain. An algorithm 
was developed to detect the progressive change in fringe spacing of the measured 
interferogram with respect to the reference interferogram. Figure 8.9 shows the flow 
chart of the algorithm. Tilt error motion vector is calculated as the ratio of the mean 
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difference in fringe spacing ON) between the measured and reference interferograms, 
and the mean fringe spacing of the reference interferogram. The tilt error motion 
vector is defined mathematically as: 
ÖN 
X 
g7 
The difference in fringe spacing between the measured and reference interferograms is 
shown in figures 8.10a and 8.10b. Figure 8.10b shows an expanded view of figure 
8.13a indicating reference fringe spacing SR (shown as a solid line) and measured N 
fringe spacing S" (shown as a dotted line). There is also an angle 4 formed between N 
S' and S", due to the occurrence of the spindle tilt in a direction non- parallel to the NN 
orientation of the reference interferograms (as shown in figure 8.10b). 4 is measured 
as the difference in orientation between the reference and measured interferograms: 
4ý4- OM (8.15) 
OR and Om are the orientations of the reference and measured interferograms measured 
using the FFI'method described in section 6.4.4.6. 
The difference between SR and Sm in the direction parallel to the orientation of the NN 
reference interferogram Om is: 
LR 
ON sm SN 
'*": ýC N (8.16) 
COS 
and its mean value 
k'S: 
1N 
R18N (8.17) 
N=l 
The fringe spacing of the reference interferogram as shown in figure 8.10b is 
computed as: 
SR XRMAX(O, N) - XRmAx(O', N+1) N 
Similarly the fringe spacing of the measured interferogram is: 
Sm= XmmAx(O, N) - XMMAX(O', N+ 1) N 
(8.19) 
(8.18) 
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Adjust interferometer using routine described in figure 8.1 
Acquire interfeograms for spindle metrology data using the routine described in figure 8.2 
Analyse reference interferograms and diect fringe spacing (SR ) and fringe N 
orientation (OR 
Analyse measured interferograms and detect fringe spacing (S m) and fringe N 
orientation (0m 
Calculate mean difference in fringe spacing between reference and 
measured interferograms using equations 8.16 and 8.17 
1 
Calculate tilt error motion vector r. y using equation 8.20 and orthogonal 
tilt components ýx and ýy using equations 8.23 and 8.24 
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- 
Plot tilt error motion polar charts 
C 
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Figure 8.9: Measurement spindle tilt error motions in the spatial domain 
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8.4.3 MEASUREMENT OF TILT ERROR MOTIONS IN FOURIER SPACE 
An alternative way of calculating ]F,, y is by using the spatial frequency measurements 
of the reference and measured interferograms as shown in figure 8.1 Ia. The spatial 
frequency (f) of the sampled interferograms is the averaged valued of the reciprocal of 
the fringe period (spatial frequency) as shown in figure 8.1 lb. Hence equation 8.16 
can be modified to: 
r, y =x% fR (8.20) 
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Figure 8.11a and 8.11b: Description of fringe spatial frequencv 
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m= 
fR 
f. 
( 
Cos ý 
(8.21) 
where, X: difference in spatial frequency between the reference and measured 
interferograrn 
fR: spatial frequency of the reference interferograrn 
fm: spatial frequency of the measured interferogram. 
The influence of spindle tilt error motion on the fringe spacing of the measured fringe 
pattern can be defined mathematically as: 
I(XmmAx, 0, N) = 21o( 1+cos[fR(O', N) + N(O')]X) (8.22) 
The tilt error vector IF,, y is resolved into two orthogonal contributions: 
x rý, ycos 0, (8.23) K 
yc = rysin 0 KM 
(8.24) 
about the X and Y axes of the spindle as shown in figures 8.12a - 8.12c. Orthogonal 
tilt error motions are measured as angular movements defined as: 
E, = tan-' -I- - 
(-L 
D 
(8.25) 
Ey = tan-' 
a4 
(8.26) 
D4 
) 
$ý3 
(L 
D) 
respectively, where D= 100 mm: is the diameter of the spindle face-plate. 
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Fieure 8.12a: Tilt vector and its resolved components 
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Fieure 8.12b: Pitch (Y-direction tilt angrular error motionj 
Fiodre 8.12c: Roll M-direction tilt angular error motionl 
Fii! ures 8.12a, 8.12b and 8.12c: Calculation of the orthoi! onal tilts 
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8.5 PRESENTATION OF ERROR MOTIONS 
8.5.1 INTRODUCTION 
According to ANSIIASME American Standard B89.3.4M (1985), a useful form for 
displaying error motion measurements is by using a polar chart. In this section, 
description of the error motion polar chart and type of error motion plots used in 
spindle metrology are given. A brief description of error-motion noise and its 
reduction using digital filtering is given. Finally a detailed description of the results 
obtained in this work is given. 
8.5.2 ERROR MOTION POLAR CHART 
An error motion polar chart is a plot of error motion vector (t) against the angular 
position (0) of the spindle. Generally the error motion value obtained from a polar 
chart is equal to the difference in radii between two concentric circles that will just 
enclose the corresponding error motion polar plot, and the value obtained depends on 
the location of the common centre of the two circles [ANSI/ASME American 
Standard B89.3.4M (1985)]. It is important to define the centre of theses two circles, 
they are usually referred to aspolar centres. 
There are 5 types of polar chart centres, theses are: 
least square circle (LSQ 
maximum inscribed circle (MIC) 
minimum radial separation (MRS) 
minimum circumscribed circle (MCC) 
polar centre (PC) 
In this work the polar plot centre was used to calculate spindle error motion (ep) value 
as the radial difference (R - r) between two concentric circles (peak to valley) whose 
centres coincide with that of the polar chart (as shown schematically in figure 8.15). 
The co-ordinates X(O) and Y(O) of points on the polar plot are obtained at spindle 
angular positions (0), and are defined as: 
X (0) = eo + e(O)cos0 (8.27) 
Y(O) = eo + e(0)sin0 (8.28) 
where, e(O): measured axial or tilt error motions at 0 
eo: d. c offset, which is the radius of the base circle of the polar chart 
The rectilinear co-ordinates of the polar chart are: R(O) = eo + e(O) and 0 respectively. 
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Figure 8.14b: Polar plot of spindle asynchronous X-tilt error motion 
8.5.3 TYPES OF ERROR MOTION 
Measurements of the spindle tilt or axial error motions obtained in this work are 
referred to as the total error motions. In general, total error motions are categorised as: 
asynchronous error motions 
average error motions 
Asynchronous error motions are non-repetitive (randorn) values of the error vector as 
the spindle rotates from revolution to revolution. These en-or motions are measured 
from the total error motion polar chart, as the maximunn radial width of the clowl 
band (random band) of the chart (ASME ANSI American National Standard 
B89.3.4M, 1985). Figures 8.14a, 8.14b and 8.14c show the asynchronous e1TOr Plots 
of the interferometrically measured spindle axial and orthogonal tilts error motions. 
The calculated values of these error motions are 0.52 pm, 1.9 prads and 1.9 prads 
respectively. 
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Figure 8.14c: Polar plot of spindle asynchronous Y-tilt error motion 
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Fil,, tire 8.15a: Polar plot of spindle averame axial error motion 
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Filtered average axial error: 82.2 nm 
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Figure 8.18: Polar plot of average axial error motion after filterin 
The average error motions are the mean values of the total error motion. It is measured 
as the maximum and minimum radial difference of the error motion profile from the 
polar chart centre. Figures 8.1 5a, 8.15b and 8.15c show the average It, 
error motion polar plots of the interferometrically measured spindle axial and 
orthogonal tilt error motions. The calculated values of theses errors are 0.26 prn, 
I prad and 1.1 prad respectively. 
8.5.4 NOISE REDUCTION OF ERROR MOTION DATA 
Although the measured error motion values (shown graphically in figures 8.15a to 
8.15c) are average values of the total error motion, they usually have high and low 
frequency noise components. A number of researchers in spindle metrology have used 
electronic or software based digital filters to remove these frequency components. For 
instance, Bryan et al (1975) used a low-pass electronic filter to eliminate high 
frequency components of the (synchronous) radial error motion values of a conical 
roller bearing. Slocum (1992 pp 543-550) explained the application of high-pass 
filterim, for the spindle metrology data of a multi-axis grinder. I- 
t' 
In this work, a band-pass elliptic (digital) filter (Ifeachor & Jervis, 1993) has been 
used to reduce the high/low frequency noise components of the average error motion 
values of tile spindle. Figures 8.16,8.19a and 8.19b show the frequency spectrurn of I 
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the average axial and orthogonal tilt error motion values. It indicates the high/low 
frequency bands and the filtered frequency band. The band-pass frequency of the 
filter is based on some a priori knowledge of spurious frequency components in the 
average error motion (ie its d-c value, once-per revolution components and randorn tn' 
peaks) which need to be suppressed. 
The frequency spectra of the average axial error motion data before (shown in blue) 
and after (shown in red) of a band-pass filter is indicated in figure 8.16. 
Characteristics of this filter is shown in figures 8.17. Specifications of the filter are: 
" pass-band frequency (f,, ): 0.46 - 0.70 Hz (as shown in figure 8.18) 
" stop-band deviation (d, ): 20 dB 
" pass-band deviation (dp): 2.3 dB 
" filter order: 8 
Improvement in the average axial error motion data is shown in figure 8.18, the figure 
indicates a minimal influence of the high/low frequency noise components, hence 
giving an average axial error of 82.2 rim. A similar noise reduction scheme was 
applied to the average X-tilt and Y-tilt error motion data. Figures 8.19a and 8.19b 
indicate the frequency spectra of the pitch and roll errors before (shown in blue) and 
after (shown in red) the application of a band-pass filtering. Specifications of this 
filter are: 
pass-band frequency (fp): 0.39 - 0.58 Flz for average pitch error motion data 
pass-band frequency (fp): 0.59 - 0.66 Hz for average roll error motion data 
253 
Fiatire 8.19a: Frequency spectrum of averalle X-tilt error motion 
X 10-5 
1.2- 
1 
_0 Cz 
-0.8- Q) 
_0 
0.6 - a- E 
0.4- 
0.2- 
0 
0 0.5 1 
Frequency (Rotational Frequency (Hz) 
Fial, tire 8.191): Frequency spectrum of averaize Y-tilt error motion 
254 
Figure 8.20a: Polar plot of averalie X-tilt error motion after filterin 
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Figure 8.20b: Polar plot of averalle Y-tilt error motion after filterin 
" stop-band deviation (d, ): 20 dB 
" pass-band deviation (dp): I dB 
" filter order: 6 
Figures 8.20a and 8.20b show the improvements in the pitch and roll error motion 
data after filtering. The modified average values of spindle pitch and roll error 
motions after filtering are 0.19 ýtrad and 0.12 [trads respectively. 
8.6 DISCUSSION OF RESULTS 
8.6.1 INTRODUCTION 
The values of the spindle error motions obtained experimentally (measured data) were 
compared with those stated by the bearing manufacturer (stated data). Table 8.1 shows 
the error motion data for the bearing operating at I MPa as stated by the bearing 
manufacturer (Slocurn, 1992 pp623-624). Modifications of these values are required 
in order to make the required comparison at the operating pressure of 0.6 MPa used in 
this work. 
According to Slocum (1992, pp623-624), bearing load capacity, stiffness and 
compliance are (approximately) directly proportional to the operating pressure. Hence C, 
ERROR MOTION 
RADIAL < 50 nni 
AXIAL < 50 nm 
TILT 0.2 prad 
Table 8.1: Spindle error motion data (obtained at 1 MPa operating pressure) 
Type of error 
motion 
Measured data 
obtained 
Stated data 
(modified) 
Deviation 
Axial 82.2 mn < 83.3 nm (with spec. ) 
Pitch 0.19 ýtrads < 0.33 grads (with spec. ) 
Roll 0.12 pi-ads < 0.33 prads (with spec. ) 
Table 8.2: Comparison between the measured and stated spindle error motion 
data (for 0.6 MPa operatinLy pressure) 
256 
spindle error motions will vary inversely with the operating pressure (and bearing 
stiffness). 
Table 8.2 shows a comparison of the measured and stated error motion values 
(modified for operating pressure of 0.6 MPa), it generally indicates very good ztý C) 
correlation. However, there is a slight deviation between the measured and stated 
error inotions as shown in table 8.2. In the following sub-section a number of factors 
which explain these deviations are described. 
8.6.2 NUMBER OF DATA-POINTS (ni. ) PER SAMPLE (s) 
A high number of data points per sample (np) will give the better measurement Z: ý tn 
resolution usually required to detect sub-hari-nonic error motion lobes. These lobes 
indicate the relationship between spindle error motions and the imperfect surface form 
in the bearm., (thrust and journal) surface [ie these form errors cause changes in the 
forces (pressures) acting on the bearing surface at discrete angular locations]. In this 
work the value of np was 30, this was adequate enough to resolve the error motion 
lobes at an angular resolution of 6' as shown in figures 8.18,8.20a and 8.20b. 
The filtered axial error motion polar plot shown in figure 8.18 has 9 lobes and a peak- 
to-valley value of 96 nrn. This result indicates the very high axial stiffness of the 
bearing typically about 1.8 kN/pm (Slocum, 1992 pp623-624), it is also indicative of 4: 1 
the good surface finish and parallelism of bearin thrust surfaces. zn 9 
The filtered angular (pitch and roll) error motion polar plots shown in figures 8.20a 
and 8.20b both have 7 lobes and their peak-to-valley values are 0.19 prads and 
0.12 ýtrads respectively. This indicates very accurate spindle alignment, due to the 
high angular stiffness provided by the bearing annular thrust and journal surfaces zn j 
(Slocum, 1992 pp623-624). A typical value of the bearing angular stiffness is 
11.76 N-m/prads (Slocurn, 1992 pp623-624). The angular accuracy also indicates 
good surface finish of bearing thrust andjournal surfaces. 
8.6.3 NUMBER OF SAMPLES (s) 
A finite number of data-point samples (s) is required to obtain the average error 
motion data. A high value of s will give a better averaged error motion data. Tile value 
of s used in this work was 5, this gave a miltIl , N, averaged 
data which also exhibited 
degree of randomness. The low value of s used in this work was due to the high 
computational requirements of each data-point (Interferograrn) ie each interferogram 
required a storage space of a 0.25 Mbytes and a processing time of 4 minutes per data- 
point (le when processed on a 33 MHz 486 PC). 
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8.6.4 SELECTION OF FILTER BAND-PASS FREOUENCY 
As mentioned in section 8.5.4 a band-pass filter was used to suppress components at 
d. c, very low frequencies and very high frequencies (random characteristics) of the 
averaged error motion data. These frequencies can be seen manifested in the error 
motion and frequency spectra plots given in figures 8.15a - 8.15c and 8.16,8.19a - 
8.19b receptively. 
Adequate selection of band-pass frequencies is required in other to extract the relevant 
data related to spindle metrology. In this work this selection involved detecting the 
frequency band which gave a periodic but non-random average error motion plot as 
shown in figures 8.18,8.20a and 8.20b. I 
8.6.5 VARIATION IN OPERATING PRESSURE 
Tile error motion values evaluated in this work were obtained for the spindle 
operatinzi, at 0.6 MPa. In section 8.6.1, it was described that spindle error motion 
varies inversely with bearing stiffness. But according to Slocum (1992, pp623-624) 
this relationship is al)I)roximatelY a linear one, and as the operating pressure 
approaches atmospheric pressure (0.1 MPa) the relationship becomes highly non- 
linear. This implies that at the operating pressure of 0.6 MPa the relationship between 
bearing stiffness (error motion) and pressure is not as linear as that at I MPa (which is 
the operating pressure used by manufacturer to obtain the stated error motion values 
shown in table 8.2). This could partially contribute to the deviation between the 
measured and stated axial error motion. 
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CHAPTER 9: CONCLUSIONS & RECOMMENDATIONS 
FOR FUTURE WORK 
9.1 INTRODUCTION 
As described in the section 1.1, the need to measure spindle error motions to 
nanonietric accuracy is required in a number of applications which include: machine 
tools, instruments and electro-mechanical devices. The work presented in this thesis 
concerned the development of a metrological system based on optical interferometry, 
for measuring spindle error motions in three degrees of freedom: axial-recti Ii near 
displacement, and orthogonal angular. Results obtained in this work have shown the 
potential to interferometrically measure the spindle error motions to namometric 
levels of accuracy. In this chapter conclusions drawn from key areas of the thesis are 
presented. Some recommendations for the future direction of this work are also 
outlined. 
9.2 CONCLUSIONS DRAWN FROM KEY AREAS OF THESIS 
In section 3.3 a simple inathernatical model was used to describe spindle error 
motions with the aid of homogeneous transformation matrixes (HTMs). The HTMs 
were used to define the spindle co-ordinate transformation from its reference position 
(le its true axis of rotation) to a perturbed position. 
In section 3.5, the dynamic characteristics of the spindle was modelled with the aid of 
mass (M), spring (K) and damper (C) components. The constant M relates to the 
inertia spindle rotor, while constants K and C relate to the stiffness and damping of 
the bearing and they both depend on the pressure gradient within bearing thrust and 
journal clearances. 
The pressure gradient, in the bearing clearance volume can be describe analytically 
using Reynolds equation (see section 2.5.3). In section 3.5.4, it was mentioned that a 
number of researchers have developed numerical solutions (ie based on finite 
difference or finite element methods) of this equation were considered giving discrete 
values of pressure in the bearing which can be used to obtain the values of constants C 
and K. In this work the (axial , radial and angular) values of 
K were provided by the 
bearing manufacturer, while the values of C were evaluated analytically. Values of z: 1 
M, K and C, and resultant HTM of the spindle were used to define a set of error 
motion differential equations, as described in section 3.5.2. Solution of these 
equations gave a estimation of bearing radial, axial and tilt error motion values for 
'specific spindle load capacity conditions. The estimated axial, radial and tilt error 
inotions values were 19.4 nm, 9.7 nrn and 0.19 prad respectively. There were some 
slight discrepancies between the estimated and stated (ie by bearing manufacturer) 
values of the spindle error motion (as described in section 3.5.2). These discrepancies 
were due to the assumptions made in the spindle error motion estimation. 
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In chapter 3.5 the sources of spindle error motions were investigated, particularly for 
the combined thrust and journal bearing used in this work. Conclusions drawn from 
this investigation are that the sources of errors present in the bearing are due: 
" hearing geometric inaccuracies [usually a major source of error motions (see I 
section 3.5.2)] 
" thermal effects [which affect bearing pressure distribution and bearing clearance 
(see section 3.5.3)] 
" vibrational effects [due to forced or free bearing loading (see section 3.5.3)] 
The bearing used in this work was manufactured to nanometric accuracy and the 
spindle structure was designed to exhibit high stiffness of typically 117 N pm-1, 
350 N prii-I and 42 Nni prad-1 in the radial, axial and angular directions respectively 
(Slocurn, 1992 pp 623-624). The main source of error motion in this type of bearing is 
the out-of roundness of the rotor/stator and/or the supply restrictor pockets (Yabe, 
1994a b). 
In chapter 4, a number of techniques for measuring spindle error motion were 
described. These techniques were categorised as: 
" capacitive 
" optical diffraction 
" backscatter fibre-optic 
" M011-6 optic 
" inductive 
" optical interferometry 
It was shown in section 4.2 that the capacitive technique (ie a commonly used method 
for measuring spindle run-out) has a very high measurement bandwidth and 
resolution, but can be influenced by cross-talk between sensor electrostatic flux lines 
and when two or more probes are used simultaneously. 
It was dernonstrated in section 4.3 that the phenomenon of Fraunhofer diffraction can 
be used to measure spindle run-out by detecting the variation in the angular half width 
of a slit diffraction sine intensity function. The technique was shown to have a 
nanornetric resolution (see figure 4.30) , but issues such as positional accuracy of the t7l 
slit formed between a knife edge and spindle target surface (ie which can be 
influenced by vibration) need to be addressed. 
Fibre-optic displacement sensing (described in section 4.4) can be employed to work 
on the principle of intensity modulation of a light reflected from the displaced spindle 
target surface. The viability of this technique is subject to the surface finish of the 
target surface, and it was shown to be suitable for sub-i-nicrometre spindle metrology. 
In sections 4.5.4 and 4.5.5, inductive techniques for measuring spindle run-out were 
described, in particular as linear variable differential transformer (LVDT) and eddy 
current sensing. LVDT sensors are adequate for characterising the performance of 
hydrodynamic or inelal-to-metal contact (ball or roller) spindle bearings to sub- 
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inicrometre accuracy. However it is inappropriate for the run-out measurement of 
ultra-precision (aerostatic or hydrostatic) spindles due to its invasive nature. Eddy 
current sensors on the other hand are non-invasive and have a sub-namometric 
measurement resolution, making them suitable for the run-out measurement of ultra- 
precision spindles. 
Moli-6 and interferometric sensing (described in sections 4.7 and 4.6) have some 
similarities, since both techniques require fringe analysis for the acquisition of error 
motion data. In section 4.6, it was outlined that Kim and Park (1993) developed a 
Moir6 technique (based on circular gratings) for measuring spindle radial run-out with 
a measurement resolution of typically 10 nm. 
The interferometric sensing technique developed in this work uses an intensity-based 
fringe analysis approach, which gives a measurement resolution less than a 40th of a 1 -1 
wavelength [le by increasing interferogram spatial resolution (section 8.3.2) and by 
usin(T sub-pixel interpolation (section 6.5)] . However, it was mentioned in section 
4.7.5, that the confiouration of the interferometer used in this work (le which is a 
Fizeau interferometer) is prone to environmental effects such as the changes in 
pressure, humidity and temperature which inherently affect the refractive index and 
reduce the accuracy of the instrurnent. These effects can be reduced by using a 
conimon-path interferometer or by measuring the changes in refractive index in-situ 
with a refractorneter. 
A summary of some of the benefits of the interferometric sensor developed in this 
pr(ýJect are: 
" good fringe peak measurement resolution to less than 6 rim (by using the fringe 
interpolation technique outlined in section 6.5) 
" full field technique (single sensor required to measure 3 DOF error motions) 
" insensitive to electrical noise 
" measurement range is adequate for measuring spindle error motions 
9 non-invasive 
In section 5.3.2, the requirements for interferornetric measurement of spindle run-out 
and real-time detection of rotating interferograms were outlined. One of the main 
issues to be considered during interferograrn acquisition, was how to capture and store zn 
rotating fringe pattern data over a period of duration shorter than changes occurring 
in the inteferogram due to spindle error motions. 
In section 5.3.2, detection of the interferogram data was categorised as: 
y. wichrmious tletection: where interferograms are captured at specified angular 
positions in one spindle revolution 
(IS - wichronous 
detection: where interferograms are captured at specified angular 
positions over a number of spindle revolutions 
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One of the problems of synchronous and asynchronous detection of the fringe pattern 
at the standard video frame-rate of 25 frames/s (40 ms) for a spindle rotating at high 
speed (le of the same cyclic order) is aliasing. This problem causes the interferogram 
to appear swivelled. The swivelled interferogram is due to the make-up of the 
observed frame, which is composed of sub-franies captured as the spindle rotated 
through discrete an(_'Ular positions during the 40 ms frame capture tirne. LI 
This problern was solved by sampling the interferograms synchronously at low spindle 
speeds (le approximately at 60 rev/mIn). This allowed the camera to have sufficient 
time to sample a full interferograrn frame at the standard rate of 25 frames/s. 
Chapter 6, describes an in ten sity- based interferograrn analysis technique developed to 
analyse fringe patterns generated by the spindle interferometer. This technique 
(described in section 6.2) was based on a priori knowledge of the generated fringe 
pattern intensity profile and was used to detect interferogram orientation, fringe 
density, fringe spatial frequency and fringe phase. This technique relies on the 
measurement of fringe peak positions and intensity values In a defined (it-eel ofinterest 
of a sampled interferogram. Compared with other interferogram analysis techniques, 
such as te mporal -phase and spatial-phase, the intensity-based technique is relatively 
easy and not computationally dernanding. 
The intensity-based interferograrn analysis technique used in this work incorporated a 
number of pre-processing algorithms (see section 6.4) such as optimal thresholding, 
edge enhancement, morphological functions, geometric transformation, spatial and 
Fourier filtering. These algorithms were used to enhance fringe pattern morphology, 
edge and intensity distribution which are nominally affected by the influence of noise. 
The Fourier transform approach was used to detect the fundamental frequencies of 
interferograrns. This proved to be a viable technique for detecting fringe orientation, 
spatial frequency and spatial phase. 
The measurement of fringe peak positions of the acquired interferograrns was further I improved by incorporating a sub-pixel peak detection algorithm (as outlined in section 
6.5. This involved fitting a polynomial function to neighbouring values of fringe peak Zý intensity data, and it improved the fringe peak position detection to sub-pixel accuracy 
(ie with root- mean -square interpolation error of less than a pixel). 
Section 7.1, considered adjustment of the interferometer for spindle metrology. A 
two-axis servo (described in section 5.5.1) was used to autornatically ad . just 
the 
interferometer as the spindle rotated. A linear model (described in section 7.5.2.2), 
which related servo input voltage (er) with fringe density (p), was used to describe the :D 
characteristics of the two-axis servo. Interferometer adjustment was achieved by two 
feed-back control regirnes: 
on-off control (with and without dither) 
niodel reference adaptive control (MRAC) 
The issue of servo non-linearity error (considered in -. section 7.6) was investigated in 
this proýject. A technique known as dithering (described in 7.7.2) was used to reduce 
this error frorn 1.1 to 0.86 fringes and 1.70 to 1.07 in the X and Y axis servo zn 
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respectively. The dither technique was used to suppress servo backlash non-linearity 
error, while the remaining non-linearity errors such as stochastic noise and fringe 
measurement errors were minimised by other means. In section 7.7.3, it was shown 
that the MRAC approach essentially negates the effect of backlash and stochastic 
errors during servo control since the plivsical and re ' 'lerence outputs correlate very 
well. 
The interferometric measurement system developed in this project was used to 
measure spindle axial (d, ), X-axis tilt (E, ) and Y-axis tilt (Ey) error motions. In 
section 8.1 it was outlined that these error motions were calculated from interferogram 
spatial and Fourier transform data. Immediately before the spindle error motion 
measurement, interferograrns are checked for the condition of constant fringe density 
(or spatial frequency) using the adjustment routine described in figure 8.1. 
Spindle error measurements were obtained for 5 batches (sarnples) of 30 data-points, 
, sufficient to obtain the required axial and tilt error motion polar charts as described in 
section 8.5.3. This data subsequently was averaged giving axial, and orthogonal tilt tn 
error motions of 0.261 prn, 1.0 prad and 1.1 [Lrad respectively. In section 8.5.4, a 
band-pass filter was used to suppress the d. c, very-low frequencies and sorne of the 
randorn noise of the average error motion data. This scheme reduced the spindle axial, tl 
and (X and Y) tilt average error motions by 0.179 gm, 0.81 grad and 0.98 ýtrad 
respectively. 
The values of spindle error motions obtained in this work (ie referred to as the 
measured values in section 8.6.1) have been compared with those stated by the 
bearing manufacturer (le referred to as the stated values). The comparison between the 
two indicate very good correlation as shown in table 8.1. However there is a slight 
discrepancy between the measured and stated error motions, which in section 8.6.1 
was attributed to: 
" number of data-points per sample 
" number of samples 
" selection of filter band-pass frequency 
" selection of bearing supply pressure 
It has been noticed recently (on the internet) that the error motions values stated by the 
bearing manufacturer have been improved (see attached data sheets obtained from the 
bearim, manufacturer web site). Table 9.1 shows these modified values, obtained for a C" bearing operating at I MPa and 0.6 MPa respectively. 
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Lrror motion SLIJ)Ply I)I-CS. SLII-C: I MN 11 Supply prcSSLII-e: 0.6 MPa 
Axial 25 nm 41.67 mil 
X-tilt 0.05 prads 0.08 ýtrads 
Y-tilt 
____ LO. 
05 prads 0.08 prads 
Table 9.1: Recent modiried values of spindle bearing 
It is speculated that the reasons for these developments are: 
improved accuracy in bearing manufacture 
improvement in bearing error motion measurement 
hetter quantity control (le statistical process control) 
9.3 RECOMMENDATIONS FOR FUTURE WORK 
9.3.1 IN'rRODUCTION 
In this section a number of recommendations are proposed for the future improvement 
of the spindle metrology system developed in this work. Particular areas of the system 
which warrant future improvement include: 
0 interferoaram acquisition rate z: l 
" interferogram analysis 
" interferometer confi, (,,, uration 
system modification for measurement of spindle radial error motions 
9.3.2 HIGH-SPEED INTERFEROGRAM ACOUISITION 
In section 5.3.3 it was pointed out that a high-speed low resolution CCD camera could 
be used to increase the interferogram acquisition rate. A frame rate of 25 frames/s was 
used in this work for the measurement of a spindle revolving at 60 rprn. In order to 
measure spindle error motions at high speeds (le typically up to 2000 - 3000 rpm), it 
was estimated in section 5.3.3.2 (le using data given in table 5.4) that a CCD carnera 
operating at 2,900 frames/s would be required. 
Tile values have been corrected to match the operating supply pressure condition 
used in this work (ie based on a linear relationship between bearing stiffness and 
operating pressure as described in section 8.6.1) 
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One of the consequences of using a high frame rate camera of the type described in 
section 5.3.3, is that its spatial resolution decreases as its frame rate increases. For 
instance the required 2,900 frarnes/s CCD camera has a spatial resolution of 64 x 64 
pixels compared to 512 x 512 pixels provided by the Vidicon camera used in the 
project. This is because a camera with a 64 x 64 spatial resolution has few 
photodetectors than a5 12 x5 12 camera, and thus requires a much shorter exposure 
time for a full frame. This problem can be resolved by increasing the resolution of the 
interferogranis prior to their acquisition, by modifying the optics of the spindle 
interferorneter (ie by fitting a macro zoom lens facility onto the interferorneter camera) :V 
9.3.3 HIGH-SPEED INTERFEROGRAM ANALYSIS 
A number of steps such as spatial filtering, binarisation, morphology, edge 
enhancement were used to process the interferogram data (see section 6.4 for more 
details). It was pointed out in section 8.6.3 that each interferogram took approximately 
4 minutes to process on a 33 MHz 486 personal computer. As a result of this it took a 
total of 10 hours to process 150 interferograms to generate the error motion polar plots 
described in section 8.5.2 
It is proposed that in the future a high speed image processing car(] should be used to 
reduce the current interferogram processing tirne. An image processing card generally 
incorporates a number of application specific integrated circuit (ASIC) digital signal 
processing chips which provide high speed image acquisition and real-time image 
processing functionality. A modern PC might be expected to have a 333 MHz 
processor and when used with an image processing card, can improve the current 
interferogram processing time quite considerably. 
Theses cards can be purchased from a number of suppliers such as EPIX*, CORECO" 
and ALRAD***. Some popularly known image processing cards are the OCULUS 
F/64 and 4MEG VIDEO supplied by CORECO and EPIX respectively. 
One of the important features of an image processing card is that its processing and 
memory architecture is designed for simultaneous image acquisition and processing. 
This dUal functionality makes it possible for images or interferograms to be analysed 
in less than one frame time. It also has a high speed mernory communication 
bandwidth which provides access to previously stored data even while interferograrn 
acquisition is in progress (DALSA, 1995). Although an image processing card is 
usually interfaced to a high-speed personal computer, it works autonornously and 
hence its data processing is independent of the personal computer processor. L- 
EPIX, Inc., 38 1, Lexington Drive, Buffalo Grove, IL 60089 1-1 CORECO, 6969 Trans Canada Highway, Suite 142, St, Laurent, PQ, H4T I V8 
*ý* ALRAD Instruments Ltd., Alder House, Turnpike Industrial Estate, Newbury, 
Berkshire, RG 14 2NS 
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In -eneral, an image processing card is a parallel processor dedicated to the high speed ZI 
processing of images (or interferograms), they have an estimated processing time of C- t-- 12 million instructions per second. 
9.3.4 INTERFEROMETE. R CONFIGURATION 
In section 4.7.5.1, it was described that the Fizeau interferorneter used in this work 
had a dead-path of approximately 300 im-n between the reference and test surfaces. 
The dead-path of the interferometer is sensitive to environmental changes such as 
variations in temperature. pressure and humidity, which introduces errors in refractive 
index and optical path length. Cl 
A solution to this problem is to change the interferonieter set-up to a configuration 
with a zero dead-path such as a Mach-Zender, Michelson, Williams or common-path 
interferoineter (see for example, Dyson, 1970). 
9.3.5- NIF. ASURENIEN"r OF RADIAL ERROR MOTIONS 
9.3.5.1 INTRODUCTION 
The spindle metrology system developed in this work was used to measure spindle 
axial and tilt error motions ie three degrees of freedom. In order to measure spindle 
radial error motions (two further degrees of freedom), the current interferometric 
system needs to be extended. In this section a number of ways of modifying the 
system to measure spindle radial error motions are proposed. 
9.3.5.2 HYBRID INTERFEIRONIETRIC AND CAPAcrriVE (OR 
INDUCTIVE) 
A liNbrid mterferornetric and capacitive (or inductive) technique can be used to 
IIIeaSLire the five degrees of freedom (DOF) spindle error motions simultaneously. 
Such a set-up would exploit the interferometric approach developed in this project for 
tile measurement of spindle axial, pitch and roll error motions, and incorporate two 
capacitive (or inductive) probes for the measurement of spindle orthogonal radial error 
motions. 
The capacitive (or inductive) probes would be positioned radially on the periphery of 
the spindle at right an-g-les to each other as shown in figure 9.1. It was mentioned in 
sections 4.2 and 4.5.5 that both capacitive and inductive sensing have the capability 
for SUb-nucrometre to nanornetre resolution, adequate fOr the ultra-precision spindle 
metrology. 
266 
Interferometer 
Capacitive or inductive 
probes 
Artefact 
Artel'act 
Capacitive or inductive 
Spindle 
b) Plan view of artefact 
probes 
a) End view 
Fiatire 9.1: Schematic showing the end and plan view of hybrid 
interferometric and capacitive (or inductive) technique 
The hybrid interferometric and capacitive (or inductive) technique has the benefit of 
noise/interference immunity and whole field measurement capability provided by 
interferometry, and good measurement resolution and frequency response provided by 
capacitive (or inductive) sensing. It also has the potential for cross-compensation of 
measurement techniques. 
9.3.5.3 HYBRID INTERFEROMETRIC AND MOIRE MEASUREMENT 
In section 4.6.2, the Moir6 technique was considered for spindle metrology. Kirn and 
Park (1994) show that by mounting a circular grating onto a spindle face-plate seen 
through a concentric stationary grating, fringes are formed and the variations of these 
fringes during rotation can be used to measure spindle radial error motions. 
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Fip, ure 9.2: Schematic of hybrid interferomertric and Moir6 technique 
There are a number of different (, rating formats (circular, radial and spiral) which can 
be used for metrological applications (Dyson, 1958). A Moii-6 technique which uses 
two circular gratings is proposed to measure the 2 DOF spindle radial error motions, 
and an interferometric approach (similar to that developed in this work) to measure 
the 3 DOF spindle axial and tilt roll error motions, giving a total of 5 DOF error 
motion measurements. 
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A schematic of the hybrid interferometric and Moir6 set-up is shown in figure 9.2. 
The figure shows a Michelson interferometer, a camera, spindle test surface and two 
gratings (reference and spindle). When there is a relative coplanar displacement 
between the gratings straight (radial) fringes are formed due to the superimposition of 
the grating pattern (as shown in figure 9.3). Any radial displacement of the spindle 
grating (ie the two further DOF) will cause a variation in the spatial frequency of the 
generated fringe pattern. The remaining error motions are measured from the 
interference pattern formed by the Michelson interferometer. 
In the arrangement shown in figure 9.2, it is necessary to discriminate between the 
Moir6 and interference in order that all 5 DOF error motions can be measured 
simultaneously. This can be achieved by modulating the reference grating or by using 
different (coloured) light sources for the. interferometric and Moir6 techniques. 
The reference grating can be modulated circularly in order to add a spatial phase 
carrier signal to the nominal interference pattern formed by the Moir6 method. The 
circular modulation of the grating is achieved by moving its orthogonal axes by a 
pair of sine and cosine signals: 
Ax =r sin (2nft) (9.1) 
Ay =r cos(2nft) (9.2) 
where, r: amplitude of modulating signal 
f: modulating temporal frequency 
t: time 
which produces a resultant spatial phase carrier signal: 
AjA. , AY) = fos (X, Y) (9.3) 
where, fo: carrier spatial frequency 
S(x, y): position of the reference- grating in X-Y space 
The modulating signal defined in equation (9.3) introduces a spatial frequency offset 
in the resultant intensity pattern formed when the reference and measured 
transmission gratings are superimposed. The trasmittance of the modulated reference 
and spindle gratings of equal pitch (p) are: 
( x, 
a+ acos2n r( y) +AO 
) 
(9.4) 
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a+ acos2n 
(r(x, y) +A. (9.5) ýp 
and according to Gasvik (1995, pp163), when they interfere the resultant Moir6 
intensity pattern can be defined mathematically as: 
I, (x, y) ocTT. =Io +I, cos2n(AO +Am)+ F (9.6) 
where, L: mean intensity of light source 
I,: AC term of the intensity pattern 
Am: measured phase due spindle radial error motions 
F: higher spatial frequency terms 
Equation (9.6) indicates the presence of a spatial phase carrier (A(, ), which is 
manifested as a finite number of fringes detected by the camera, this is added 
vectorially to the nominal number of fringes formed due to the spindle error motion. 
When there is no spindle radial error motion (ie A,, i= 0), a fringe pattern of constant 
spatial frequency is detected, this fringe pattern is due to modulation of the reference 
grating. In order to avoid any sampling errors during the acquisition of the Moir6 
fringe pattern, the modulation frequency of the spatial phase carrier must be greater 
than the maximum rotational frequency of the measured spindle (ie the carrier 
frequency must be faster than measured phased due to spindle radial error motions). 
According to Takeda et al (1982) equation (6) can be transformed to the frequency 
Fourier domain: 
A(x, y) + Qx, y)(fo - f. ) + C* (x, y)(fo - f. ) (9.7) 
where, A(x, y): mean intensity in Fourier space 
C*(x, y), C(x, y): real and imaginary intensity AC terms in Fourier space 
fo, f.: carrier and measured spatial frequencies 
Introduction of the carrier spatial frequency f. enables the Moir6 fringes to 
discriminated from the interferometric fringes in the frequency domain by using the 
fast Fourier transform filtering technique described in section 8.3.3 (see figure 9.4) 
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Figure 9.3: Moir6 pattern of two circular grating 
4 fo P. 
Frequencv 
Fil, lure 9.4: Spatial fremiencies in the Fourier domain 
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Figure 9.4: Double source Moir6 and interferometric spindle measurement 
Another way of discriminating between the Moir6 and interferometric fringes is to use 
different light sources for the two techniques. A white light source can be used in 
addition to a Fizeau interferorneter He-Ne source to illuminate the gratings. The white 
light larnp can be incorporated with the interferometer by mounting a bearn-splitter 
co-axially as shown in figure 9.4. This arrangement produces two fringe patterns with 
different colours which can be discriminated by simple filtering and/or a colour 
recognition image processing algorithm. 
9.3.5.4 INTERFERONIETER INCORPORATING A SPHERICAL 
REFERENCE ARTEFACT 
Ail interferornetric arrangement which incorporates a spherical mirror, would be 
, sensitive to spindle radial tilt and axial error motions (all 5 DOF). Examples of such 
are those due to the Williams interferometer (described in section 4.7.4.2) and the 
coninion-path interferometer (described in section 4.7.4.4). 
In section 4.7.4.2 it was pointed out that an Williams interferometer can be used to 
measure all 5 DOF spindle error motions simultaneously. Figure 4.26 shows a 
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schematic of a Williams interferometer used for measuring the spindle run-out of a 
vertical bearing, it incorporates spherical mirrors instead of plane mirrors as the test 
, 
fe and rý ýrence surftices respectively. Simultaneous measurement of the 5 DOF spindle 
error motions from the generated interferograms is non-trivial and will require the 
understanding of fringe pattern dynamics due to each spindle error motion DOE 
Unlike the plane-wave instrument (Fizeau or Michelson arrangement), an 
interferometer incorporating a spherical artefact would need to be adjusted for both tilt 
(le described in section 7.2.3.1) and centring errors, in order to use it for spindle 
metrology. The centring errors in a spherical-wave interferometer (Williarns 
arrangement), is due to the lack of concentricity between the interferometer axis 
(described in section 7.2.1) and spindle axis of rotation. 
The centring errors can be corrected by using an orthogonal lead-screw servo Zý 
arrangement to move the X and Y position of the test surface until it is concentric with 
the interferometer axis. The correction of this error can be confirmed from captured 
inteferogranis (le where a condition of error correction is known a piori). z: 1 
9.4 OVERALL CONCLUSIONS 
This work has demonstrated the capability of measuring spindic error motions to 
nanornetric accuracy using optical interferometry. It has also demonstrated the 
suitability of analysing inteferogram data (obtained on-the-flv) using intensity-based 
fringe analysis to obtain values of fringe maximum (to an accuracy greater than one- 
hundredth of a pixel as described in section 6.5.2), and automatic adjustment of the 
inteferorneter using lead-screw servos (see in section 7.2.3.1) based on dither (see in 
section 7.7.2) and adaptive model reference (see in section 7.7.3) control regimes. 
The measured and estimated spindle error motion data in this work correlate very well 
with those stated by the bearing manufacturer, with slight deviations between the 
measured and stated bearing run-out of less-than 10 nm and less-than 0.2 ýtrads for 
axial and tilt error motions respectively. Reasons for these deviations have been 
described in section (8.6.1). In general the results obtained in this work confirm the 
suitability of using optical interferometry for measuring spindle run-out. It is 
recommended in section 9.3, that the spindle metrology system described in this thesis 
could be modified to: 
accommodate high-speed interferogram acquisition/analysis (required for the 
analysis of high speed spindles as recommended in section 9.3.2 and 9.3.3) 
reduce the influence of environmental variations on refractive index, by using a 
conirnon-path Interferometer or a refractometer (described in section 9.3.4) 
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measure all 5 DOF spindle error motions by using a hybrid interferometric and 
capacitive or (inductive) technique (see in section 9.3.5.2) or a spherical-wave 
interferorneter (described in section 9.3.5.3). 
Finally, it is hoped that this work has contributed to the knowledge of spindle 
metrology and that developments in this work will improve future manufacture, 
metrology and application of precision machine tools, measuring instruments, rotary 
electro-mechanical devices and other areas of precision engineering which 
directly/indirectly use ultra precision spindles. 
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APPENDIX 1: ESTIMATION OF BEARING DAMPING 
COEFFICIENT 
According to Powell ( 1970), the bearing darnping coefficients can be estimated using 
the equation: 
LBPrWT. 
'1Z 2rN 
where, 
p,: approximate pressure in spindle journal and thrust bearing 
W-1-: total load acting on spindle journal and thrust bearing 
Ps 1034 kPa (bearing air supply pressure) 
B 0.1 rn (width of bearing rotor) 
L 0.1 rn (length of bearing rotor) 
N 10,000 rev/min (maximurn speed of bearing) 
r= (L/2) = 0.05 rn (radius of bearing rotor) 
The evaluation of the p, was given in section 2.5.4 as: 
2 
o V pl 
j 
2 a 
and if velocity of sound in the bearing is ao = V(xTR =3 12.957 m/s (3) 
and velocity of air flow in the bearing v= 
fil 
= 604.789 rn/s (4) hd7r 
Hence p, = 886.2 kPa 
The value Of WT can be calculated using the equation: 
P, 
= 10.03 kN LB (4) 
B substituting p, and WT into equation (1), the values of spindle coefficients are: y z: l 
c,,, = 9.163 x 10 () N/m s- 1 (5) 
Cd, =c4.581 x 101() N/ms-l (6) d 
Cd, = Cdr = 4.581 x 101()N/nis-1 (7) 
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INTRODUCTION 
This document contains a list of all the software programs developed for this project, 
these include 
PROGRAM LISTINGS 1: algorithms used to sample interferogram data (page 3) 
" PROGRAM LISTINGS 2: algorithms are used to characterise the performance of the 
interferometer x and y servos (page 29) 
" PROGRAM LISTINGS 3: servo control algorithms (page 42) 
" PROGRAM LISTINGS 4: general interferograrn processing and preprocessing 
algorithms (page 70) 
" PROGRAM LISTINGS 5: program used to calculating the spindle 3 dof error motions 
(page 76) 
" PROGRAM LISTINGS 6: programs used to analyse inferferograrn intensity profiles 
and apply least square polynomial fits (page 93) 
" PROGRAM LISTINGS 7: programs used to analyse the theoretical/ experimental 
model of interferometer tilt vector (page 110) 
LIBRARY Z!, i 
2 
PROGRAM LISTINGS 1: ALGORITHMS USED TO SAMPLE 
INTERFEROGRAM DATA 
FELENAME: C: \VISION_P\MATLAB-RSC\DATA-FRINGEI. RSC 
/** 
PROGRAM DESCRIPTION: This program is used to calculate fringe data at specified 
angular positions: 
fringe-density 
spatial frequency 
fringe inclination 
fringe maxima 
DEVELOPED BY: ADE IDOWU (2/2/98) 
Version 4.1 
#include "c: /vision_p/maxima_l. rsc" 
#include "c: /vision_p/tre_ýnew2. rsc" 
#include "c: /vision-p/minfinda. rsc" 
#include "c: /vision-p/store-4a. rsc" 
#include "c: /vision-p/stored-5. rsc" 
#include "c: /vision-p/stored-9. rsc" 
#include "c: /vision-p/scaled-l. rsc" 
#include "c: /vision-p/phase2. rsc" 
#include "c: /vision-p/coords. rsc" 
testo 
I 
H Definition of program variables 
int g, h1 [300], h2[300], k[300], j, i, num, z, no-oLpixels; 
float 1, count[3001, m-, 
int q, loop-l, loop-2, fringe_pount, x-loc, yjoc[3001, intensity[300]; 
char file[ 100], result[200], a[300], b[3001, c[300], d[300], e[300], f[300]; 
char a-1[300], file-l[100], a_2[300], file_2[100], a. 3[3001, file_3[1001;; 
loop-I = 1; 
loop-2 = 30; 
H Definition of read/write files 
for (i=1; i <=Ioop-I ; i++) ( 
a[i] = "c: /vision-p/data-new/metro-"; 
3 
a-l[i] ="c: /vision-p/mat. _Iab/data - 
I'; 
aL2[i] ="c: /vision_p/mat-lab/infoý-" 
a_3[i] ="c: /vision-p/matý-lab/fringe-" 
Kil = i; 
C[i] =". txt"; 
strncat(a[i], b[i], 10000000); 
strncat(a[i], c[i], 10000000); 
file[i] = a[i]; 
strncat(a. l[i], b[i], 10000000); 
strncat(a. 1 [i], c[i], 10000000); 
file-I [il = a-I [i]; 
strncat(aL2[il, b[il, 10000000); 
strncat(a. 2[i], c[i], 10000000); 
filcý-2[il = a-2[i]; 
strncat(a. 3[i], b[il, 10000000); 
strncat(ýO[il, c[il, 10000000); 
file. 3[il = zL3[i]; 
for 0=1; j <--loop-2 ; j++) ( 
dUl = "c: /vision-p/metro/ml_"; 
eUl = j*(360/loop-2); 
f[il = i; 
strncat(dU], eU], 10000000); 
stmcat(dU], fTj], 10000000); 
resultU] = dU]; 
countUl = j; 
HOutput data are: 
Hg fringe density 
Hh fringe position 
Hk fringe intensity 
HI fringe orientation 
Hm: spatial frequency 
mini-bin(resulto], &g, &hl, &h2, &k, &I, &m); 
printf("Spatial frequency: %lAn", m); 
printf("Orientation: %lf\n", 1); 
H Store fringe density, spatial frequency, fringe oirentation, 
storage4(file[i]j, g, l, m); 
if (g>l) ( 
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H Store fringe maxima data 
storage9(file_3[i], g); 
for (q = 1; q<=g; q++) 
H Store fringe pixel data 
storage5 (file[ i], h I [ql, h2[ql); 
if (h2[q] == 0) 
if (h2[q] > 0) 
I 
fringe_count = (g - 1); 
printf("h[q] is positive\n"); 
no_of_pixels = h2[q] -hI [q]; 
H Store fringe pixel data 
storage5(fileý-2[il, hl[q], h2[q]); 
for (z =hI [q]; z<=h2[q]; z++) 
I 
Y-IOC[Z] = Z; 
x_loc = 128; 
IpReadPix("new_rot2", x-loc, y-loe[z) , &intensity[zl); 
printf("Data for fringe location %d is %d\n", yjoc[z], intensity[z]); 
H Store fringe pixel data to be read by MATLAB 
storage5(file-I [i], y_loc[z], intensity[z]); 
} 
printf(" \n"); 
printf("Data for sample: Wn"J); 
printf(" \n"); 
printf(" \n"); 
printf(" \n"); 
I 
// Function used acquire fringe data from an interferogram. 
mini_bin(file I, a, bl, b2, c, d, e) 
5 
// Definition of program variables 
double anglejegrees, rotation_angle; 
int high-threshold, low-threshold, level[2), cutj[2]; 
char filename; 
int value, start-y[300], end-y[3001, j, in[300]; 
int x, yjenght, flag I, temp; 
float spatial-frequency; 
CULI[o] = 58; 
CULI [ l] = 90; 
// Compute interferograrn spatial frequency and orientation 
angle-degrees = locating-pixels(filel, &flagl, &spatiaLfrequency); 
e= spatialjrequency; 
H if there is an infinite fringe spacing 
if (flagl <= 1) 
printf(" 
a= 1; 
bl[l] =0; 
C[I]= 0; 
d= 45; 
I 
H if there is an finite fringe spacing but the fringe orientaion is 90 degress 
if (flagl==2) ( 
if (angle-degrees=90) 
d= 90; 
rotation-angle = 180; 
H if there is an finite fringe spacing but the fringe orientaion is 0 degress 
if (angle-degrees== 0) rotation_angle=d = 90.01; 
d= anglejegrees; 
H If the angle is positive, and not 0 or 90 
if (d >0 && d !=0 && d ! =90) 
rotation_angle = 90 - (angle-degrees); 
if (d < 0) 
H If the angle is negative 
d= 180+d; 
rotation-angle = 90 - (angle-degrees); 
H define filename 
filename = "drain-cut"; 
H Evaluate the optimal threshold values of the interferogram 
optimal-threshold(filename, &Iow_ýthreshold, &higILthreshold); 
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level[O] = low-threshold; 
level[l] = high-threshold; 
'Ibreshold(filename, level, "crab2"); 
IpSetAoiMode(l); 
copy("crab2", "crab2_old"); 
addmask("crab2_old", "c: /vision-p/images/maskl"); 
copy("crab2_old", "crab2a"); 
IpSetAoiMode(O); 
H Rotate interferograrn and select an area of interest 
rotation("crab2a", "crab3a", rotation-angle, (26,45), 0); 
cut("crab3a", 19,25), [40,40), "crab3b"); 
Ldilate("crab3b", O, O, "craM" ); 
scaling(" input", rotation-angle); 
H Apply morphological function to imnterferograrn 
Ldilate("new3", 0,20, "new3a" ); 
711ireshold("new3", level, "new4"); 
rotation("new4", "new_rotl", rotation_angle, (128,128), 0); 
rotation("new3a", "new_roff', rotation_angle, ( 128,128), 0); 
// Read fringe pixel intensity at x and y locations 
x=128; y-lenght=255; 
mini-find("new-rotl", x, y-lenght, &value, &start_y, &end_y, Mn); 
fl Read fringe maxima data 
printf("The detected fringe minima peaks are: %d\n\n", value); 
a= value; 
if (value >=1 && flag I ==2) 
foro=l; j<=value; j++) 
printf("Peak is at position Wt at intensity: O/od\n\n", start-yU], inUl); 
temp =start-yU]; blU]=temp; 
temp = end-yU]; b2U] =temp; 
temp= inU]; cU] = temp; 
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/****** FELENAME: C: \VISION-P\minima. I. RSC ********/ 
/** 
PROGRAM DESCRIPTION: This program is used to detect fringe minima 
DEVELOPED BY: ADE IDOWU (219/97) 
Version 2.1 
float locating-pixels(file 1, flag, spatial_frequency) 
I 
int deno, num, cut_1[2]; 
int i, num_of_fringes, lenghL-I, x-coord, y-distance, total_error, total_fringe; 
int numberý_oLmaxi_l, numberý-oLmaxi-2, numberý_oLmaxi_3, 
numberý_oLmaxi_4, numberý_of_maxL5, numberý_oLmaxL6, numberý_oLmaxi_7; 
int 
fringeý_errorý_I, fringiý_errorý_2, fringe_errorý_3, fringe-ýeff or-4, fringe-jerrorý-5, fringiz_eff or_6, fringe_errorj; 
int average_fringe_number, average_fringe-error_total, numberj, numberý_2, numberj, 
number_4, peak_number; 
float level[2], th_value, scale, constant, fringe_maxima, temp; 
float denomenator, numerator, angle-in-radians, angle-in-degrees, divisor; 
float square, spacing-1, spacing-2, rotation_angle, scan_lenght; 
float thr[21, maximum, minimum, mean, standard_dev; 
float actual-fringe_maxima; 
long inorigin[21; 
long outorigin[2]; 
long size[2]; 
MOMENTS[O]=O; MOMENTS[I]=O; 
MOMENTS[2]=O; MOMENTS[3]=O; 
MOMENTS[4]=O; ORIENTATION=O; 
FIRSTJOINT_X = 0; 
FIRST-POINTLY = 0; 
NUMBER = 0; 
init. IWINDOW=O; 
PopUplmageWindowo; 
read(filel, "input", 3); 
// Define AOI for image processing 
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cut_ 1 [0] =58; 
cut-I [ 1] = 90; 
cut("input", 160,80), 1128,128), "output"); 
normalize("output", O, 10,255), 10,160), "drain"); 
subtract("drain", "drain", " tern"); 
cut("drain", 150,15), cut-1. " drain_cut"); 
paste(" drain_cut", lltem", (38,19)); 
H Apply FFr 
fft2d( 
/* Input image "tem" 
/* Output real part */ "real" 
/* Output imaginary part */ "immag" 
xytortheta( 
/* Input real part */ "real" 
/* Input imaginary part "immag" 
/* Output modulus mod" 
/* Output phase "phase" 
center( 
/* Input image "mod" 
/* Output image "modul" 
H Apply low-pass convulution spatial filter 
lowpass, 
_3x3( /* Input image "tem" 
/* 
I 
I 
I 
I 
I 
I 
I 
I 
/* Automatic scaling */, I 
/* Output image */ "teml 
); 
fl Evaluate image statistics 
extrema("modul"); 
mean = MEAN; 
maximum = MAXIMUM; 
minimum = MINIMUM; 
H Convert image to floating-point format 
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convert(" modul", 0, "mod_conv"); 
lowpass-3x3( 
/* Input image "mod-conv" 
1* 
1 
1 
1 
1 
1 
1 
1 
1 
1 
*1 I( 
/* Automatic scaling */, I 
/* Output image "mod-smo" 
H Enhance intensity of FFr peaks 
multiply("mod_smo", 2, "mod_mult"); 
mgradient("mod_mult", "mod_edge"); 
subtract(" mod-mult", "mod-edge", "mod-grey"); 
UpdateLut(NORMAL); 
UpdateLut(NORMALF); 
FIRST FFT PEAK DETECTION 
thr[O] = 5; H high spatial frequency (5,200) 
thr[l]=200; H low spatial frequency (200,255); 
Hysteresis( 
/* Input image "mod-smo" 
, thr /* constant threshold value 
/* varying threshold value 
/* Output binary image "mod_thre" 
/* Number of iterations I 
centroid( 
/* Input image "mod-thre" 
/* Output image "centroid" 
label(" centroid ", "lab"); 
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IpNumbe("centroid", "lab", &NUMBER); 
FIRSTý_POINTý_X = CRmAllocTab(NUMBER); 
FIRST-POINT-Y = CRniAllocTab(NUMBER); 
IpLocatn("centroid", O, &FIRST_YOINT_X, &FIRST_POINT_Y); 
number-I = NUMBER; 
SECOND FFr PEAK DEIECIION 
if (number-I == 3) 
1 
peak_number = numberj; 
flag = 2; 
if (numberý-I != 3) ( 
thr[O] = 200; H high spatial frequency (5,200) 
thr[l]=255; H low spatial frequency (200,255); 
Hysteresis( 
/* Input image "mod-smo" 
, thr /* constant threshold value 
/* varying threshold value 
/* Output binary image "mod_thre" 
/* Number of iterations I 
centroid( 
/* Input image "mod_fte" 
/* Output image "centroid" 
label(" centroid", Iab"); 
IpNumbe("centroid", "lab", &NUMBER); 
FIRSTJOIN'LX = CRmAllocTab(NUMBER); 
FIRSTJOINIý-Y = CRniAllocTab(NUMBER); 
IpLocatn("centroid", O, &FIRST_POINT_X, &FIRSTý_POWTý_Y); 
number_2 = NUMBER; 
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THIRD FFr PEAK DETECTION 
if (numberý-2 == 3) 
1 
peaLnumber = numberý_2; 
flag =2; 
if (nurnbcrý-2 != 3) 
thr[O] = 5; high spatial frequency (5,200) 
thr[l]=200; H low spatial frequency (200,255); 
Hysteresis( 
/* Input image "mod-mult" 
, thr /* constant threshold value 
/* varying threshold value 
/* Output binary image "modjhre" 
/* Number of iterations I 
centroid( 
/* Input image "mod-thre" 
/* Output image "centroid" 
label("centroid", "lab"); 
IpNumbe("centroid", "lab", &NUMBER); 
FIRSTý_POINT_X = CRmAllocTab(NUMBER); 
FIRSTý_POINT_Y = CRmAllocTab(NUMBER); 
IpLocatn("centroid", O, &FIRSTý_POWTý_X, &FIRSTý-POINII_Y); 
numberý_3 = NUMBER; 
FOURTH FFT PEAK DETECTION 
if (numberj == 3 
I 
pealý-number = number_3; 
flag = 2; 
if (numberj 
1 
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thr[O] = 5; H high spatial frequency (5,200) 
thr[l]=200; H low spatial frequency (200,255); 
Hysteresis( 
/* Input image "mod-grey" 
, thr /* constant threshold value 
/* varying threshold value 
/* Output binary image "mod-thre" 
/* Number of iterations I 
centroid( 
/* Input image "mod_thre" 
/* Output image "centroid" 
); 
label(" centroid ", "lab"); 
lpNumbe("centroid", "lab", &NUMBER); 
FIRSTJOINT-X = CRmAllocTab(NUMBER); 
FIRSTJOINT-Y = CRmAllocTab(NUMBER); 
IpLocatn("centroid", O, &FIRSTJOINT-X, &FIRSTý-POMý-Y); 
numberý-4 = NUMBER; 
if (numberý-4 -3 
I 
peaý-number = number_4; 
flag = 2; 
I 
I 
I 
if(number_l == I && number_2 == I && numbeiý-3 !=3 && numberý_4 ! =3) 
1 
angle-in-degrees = 45; 
flag = 1; printf("flag: Wn", flag); 
if (flag ==2) 1 
if (peaknumber >I && peaý_number <= 10) 
for(i=O; i<peaknumber; i++) ( 
if (FIRST-POINT-Y[ II= FIRST30INT Y[21 && Fl RSTJOINTAOI 
FIRST-POINT-X[l)) 
I 
FIRST-POINT-Y[Ol = FIRST-POINT-Y[l]; 
numerator = (FIRSTJOMTý-Y[01 - FIRST_POINT_Y[2]); 
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denomenator = (FIRSTJOINT-X[ I] - FIRST_POINT_X[O]); 
else 
I 
numerator = (FIRST_POINTff [0] - FIRST_POINT_Y[2]); 
denomenator = (FIRST_POINT-X[2] - FIRSTý-POR41ý_X[O]); 
I 
H Evaluate the spatial frequency and inclination of the fringe density 
numerator = numerator * 100 ; denomenator = denomenator *100; 
if ((denomenator) == 0) angle-in-radians = 1.570796327; 
if ( (numerator) = 0) angle_in_radians = 0; 
if (abs(numerator) >0 && abs(denomenator) > 0) 
I 
divisor = division(numerator, denomenator); 
angbý_in-jadians = atan(divisor); 
I 
angle-in-degrees = anglejn_radians *(division(180,3.1415927)); 
square =( (pow(numerator, 2)) + (pow(denomenator, 2)) 
spacing-I = sqrt(square); 
spatial-frequency = spacing-2 = division(spacing_l, 2); 
H Altemavtive technique for evaluating firnge spatial frequency and inclination 
IpInertia("centroid", &MOMENTS, &ORIENTATION); 
H Dispaly the program outputs (disabled) 
H printf(" The value of the divisor is %f\n", divisor); 
H printf(" The value of 'delta' Y is O/An", numerator); 
H printf(" The value of 'delta' X is c/An", denomenator); 
H printf("The orientation of fringe pattern in radians is %f\n", angle_in_yadians); 
H printf("The orientation of fringe pattern in degrees is %f\n", angIe_in_degrees); 
H printf("71be fringe spatial frequency is : %f\n\n", spacing-2 ); 
H printf("The orientation measured using an alternative approach is : %g deg\n", 
ORIENTATION* 180/3.1415927); 
H Return fringe inclination 
return anglejn-degrees; 
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P Function used for carrying out the division of two floating point numbers 
/**********START 
double division(e, f) 
I 
int g, h; 
float x; 
g eff; 
xe- (g*f); 
h= x* 1 0000/f; 
h= h*0.0001; 
x= h+g; 
return x; 
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H FILENAME: C: \VISIONý_P\MATLAB_RSCýTRli_NEW. RSC 
/** 
PROGRAM DESCRIPTION: This program is used to compute 
the optimal treshold of a the fringe pattern based on its 
histogram data. 
DEVELOPED BY: ADE IDOWU (27/8/96) 
Version 1.5 
optimal-threshold(filename, low_threshold, high_threshold) 
// Program variables 
int min, max, i; 
long float sum-pixels, his-togram[500], class. -means[500], variance; long float cumulativel, cumulative2, cum_pi[500]; 
long float pi[500], w[500], A, B, cum_w[500], C, D, E, F, G; 
H Compute interferogram satistical data 
extrema(filename); 
min= MINIMUM; 
max = MAXIMUM; 
histogram(filename, I min, max)); 
surn-pixels = HISTOGRAM[01; 
for (i=1; k=max-min; i++) I 
surn-pixels = sum-pixels + HISTOGRAM[i]; 
H printf("The grey-level %d\t has the following number of pixels: C/oft", i+min, 
his-togram[i+minl); 
H printf("%d\n", sum_pixels); 
cumulative I=0; 
cumulative2 = 0; 
for (i=O; i<=max-min; i++) 
his. jogram[i+minj = HISTOGRAM[i]; 
for (i=O; i<=max-min- 1; i++) ( 
// calculate occurence of group 
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pi[i+min) = division(his, _togram[i+min], sum-pixels); 
cumulative I= cumulative I+ pi [i+min]; 
cum_pi[min+i] = cumulativel; 
A cum-pi[n-tin+i]; 
BI-A; 
w[min+i] = (i+min)* pi[min+i]; H mean value at different values of grey level 
cumulative2 = cumulative2 + w[i+min]; 
cum. ýw[min+i] = cumulative2; 
C= cum-w[min+i]; 
D= ((C*A) - Q; 
E= pow(D, 2); E--E* 100; 
F= A*13*100; 
G= division(E, F); 
class, _means[min+i] = 
G; 
printf("%d\t%d\t%lf\t%lf\t%lf\t%lf\n", min+i, his_ýtogram[min+i], pi[min+i], A, w[min+i], G); 
/* The routine to search for the gerylevel that maximises the class_means 
/* and this value is the required treshold_value 
variance=0.0; 
for (i=1; i<--(max-min); i++) 
if (class-means[i+minl> variance) I 
variance = class_means[min+i]; 
low_threshold = i+min; 
high-threshold = max; 
H printf("%d\t%d\n\n", low-threshold, high-threshold); 
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H FILENAME: C: NISIONLP/COMMOLJMINRNDA. RSC 
I** 
COMMENT: This program is used to read the first and 
last pixel of a finge during an interferogram line scan 
PROGRAM: MINAMAJIND 
BY: ADE IDOWU (8/6/98) 
VERSION: 4.0 
H #include "c: /vision-p/minima7a. h" 
H Definition of data structure 
struct minima 
int val; 
int y; 
int x; 
minima intensity[3001; 
miniffind(nfi, x-coord, y-scanjenght, peak, position_starLy, position-end-y, 
intensity-y, right_flag, lefLflag) 
I 
H Definition of program variables 
int i, j, on-flag, temp; 
# Read data fringe pixel data during line scan 
for (i=1; ky-scanjenght; i++) I 
intensity[i]. y = i; 
intensity[O]. x = x. -ýcoord; IpReadPix(nfi, intensity[O]. x, intensity[i]. y , &intensity[i]. val); 
printf("%d\t\t\t%d\t\t\t%d\t\t\t\n", intensity[O]. x, intensity[ij. y, intensity [i]. val); 
printf("%d\n", intensity [i]. y); 
printf("%d\n", intensity [i]. val); 
H Set flag before fringe maxima detection 
I 
on-ýflag = 1; 
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peak = 0; 
H Start fringe fringe maxima detection 
for(i=1; i<--y-scan-lenght; i++) 
if(intensity[i]. val = 1) 
if(on-flag 
peak = peak +I; 
temp = intensity[il. y; 
position_start_y[peak] = temp; 
temp = intensity[i]. val; 
intensity-y [peak] = temp; 
H Set on_ýflag to I if a OFF pixel is detected 
on-flag = 0; 
if(intensity[i]. val =-- 0) 
1 
on_ýflag = 1; 
temp = intensity[i]. y; 
position-end-y[peak] = (temp - 1); 
right. flag = 0; left_f1ag = 0; 
if (intensity[ I ]. val 1) left_flag = 1; 
if (intensity[ I ]. val I && intensity [2]. val == 1) left_flag = 1; 
if (intensity [(y-scan-lenght - 1)]. val == 1) right_flag 
if (intensity [y-scan_lenght]. val == 1) right_flag = 1; 
H printf("The detected minima peaks are: %d\n\n", peak); 
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/***** FELENAME: "C: \VISIONý-P\MATLAB-ýRSC\STOREý-4A-. RSC" *****/ 
1* *** 
Ibis program is used to store the output data 
of the measured interferogram data on disk. 
Every time a measurement is made the data is appended to the file. 
Written by: Ade Idowu 
Date: 29/4/96 
Version 1.1 
** *1 
storage4(filename, u, x, y, z) 
H Definition of program variables 
auto fp; 
Open destination file and append data 
fp = fopen(filename, "a"); 
H open has failed H so send error maessge 
if (fP==O) I 
RmShowError("Cannot open file"); 
return 0; 
H else opening file has succeeded 
fprintf(fp, "%d\n", u); 
fprintf(fp, "%d\n", x); 
fprintf(fp, "%d\n", y); 
fprintf(fp, "%d\n", z); 
H Close destination file 
fclose(fp); 
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/***** FILENAME: "C: \VISION-P\MATLAB-RSC\STOREEý-5. RSC" *****/ 
1* * ** 
This program is used to store the output data 
of the measured fringe maxima data on disk. 
Every time a measurement is made the data is appended to the file. 
Written by: Ade Idowu 
Date: 29/4/96 
Version 1.1 
***/ 
storage5(filename, u, v) 
Definition of program varuables 
auto fp; 
Open destination file and append data 
fp = fopen(filename, "a"); 
if (fP==O) ( 
H open has failed H so send error maessge 
RmShowError("Cannot open file"); 
return 0; 
H else opening file has succeeded 
fprintf(fp, "%d\n", u); 
fprintf(fp, "%d\n", v); 
H Close destination file 
fclose(fp); 
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/***** FrLENAME: "C: \VISION-P\MATLAB_RSC\STOREDý_9. RSC" *****/ 
/**** 
This program is used to store the output data 
of the measured fringe maxima data-points on disk. 
Every time a measurement is made the data is appended to the file. 
Written by: Ade Idowu 
Date: 29/4/96 
Version 1.1 
** *1 
storage9(filename, u) 
Definition of program varibles 
auto fp; 
Open destination file and append data 
fp = fopen(filename, "a"); 
H open has failed H so send error maessge 
if (fp==O) ( 
RmShowError("Cannot open file"); 
return 0; 
H else opening file has succeeded 
fprintf(fp, "%d\n", u); 
H Close destination file 
fclose(fp); 
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FILENAME: C: WISION_P\MATLAB_RSC\SCALEDLI. RSC 
I** 
PROGRAM DESCRIPTION: This program is used to scale (re-map) the AOI 
of a detected interferogram, in oder to increase its spatial 
resolution - 
DEVELOPED BY: ADE IDOWU (20/2/98) 
Version 1.0 
scaling(filename, rotate_angle) 
I 
H Definition of program variables 
int origin[2], num, cut-1[2], paste-orig[21, sub-orig[2]; 
int square_zone[2]; 
H Define origin of region containing interferogram 
H- old AOI 
origin[O] = 109; 
origin[l] = 94; 
H Define new AOI size of interferograin 
cut_1[0] = 52; 
cut-I [ 1] = 80; 
H Define origin of new origin of the old AOI 
paste_orig[O] = 128 - (cut-1[0]/2); 
paste-orig[l] = 128 - (cut-1[1]/2); 
Define new AOI size of interferograrn 
square_zone[O] = 30; 
square-zone[l] = 30; 
// Define origin of the new AOI 
subý_orig[O] = paste-orig[O] +((cut-1[0] - square-zone[O])/2) ; 
subý_orig[l] = paste_orig[l] +((cut_1[11 - square-zone[l])/2) ; 
H Create 'dummy' space fomuput images 
subtract("input", "input", "new"); 
subtract("input", "input", "newl"); 
H Extract old AOI to 'c' and paste it 
// to a 256 by 256 spatial resolution 
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cut(filename, origin, cut_l, "c"); 
paste("c", "new", paste-orig); 
H Scale old AOI to a 256 by 256 spatial resolution 
IpSftzm("new", "new I ", paste-orig 3, V-4NEIGH); 
H Create 'dummy' space for output image 
copy("newl", llnew2"); 
H Create 'dummy' space forouput images 
subtract("input", "input", "newer"); 
subtract(" input", "input", "newcrl"); 
H Extract old AOI to V and paste it 
H to a 256 by 256 spatial resolution 
cut("new", sub-orig, squareý_zone, "d"); 
paste("d", "newer", sub_orig); 
H Create 'dummy' space for output image 
IpSftzm("newer", "newerl", sub-orig, 9, VL4NEIGH); 
H Create 'dummy' space for output image 
copy("newerl", "newY); 
H Rotation("newer", "newerl ", rotate-angle, ( 128,128), 1); 
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#include "cIvision-p/sin-fitIrsc" 
fl FILENAME: "C: NISION-P/MATLAB_RSCIPHASE2. RSC" 
COMMENT: This program is used to compute maximiurn point of a 
sinusoid fit. 
BY: ADE IDOWU (22/2/98) 
phasedo 
I 
H Definition of program variables 
int ix 
float intensity_e[400], spacing, amplitude, phase, dc; 
int n; 
float intensityj[400], pi, max_point, max_intensity; 
pi = acos(-1); 
// Scan interferogram for intensity data 
for (i=l; i<256; i++) 
I 
x =l28; 
IpReadPix("new. jotate", x, i, &intensity-e[il); 
1/printf("%d\t\t%lf\n", i, intensity-. c[il); 
H Apply sinusodial fit 
n= 256; spacing = 58; 
sinusoid-fit(intensity_e, n, spacing, &phase, &amplitude, &dc); 
Hprintf("Fringe phase: %ft", phase); 
Hprintf("Fringe amplitude: %ft", amplitude); 
Hprintf("dc opffset: %lf\n", dc); 
H Define the fitted interferogram sinusodial function: 
for (i=1; i<256; i++) 
intensityj[i] = dc + amplitude*cos( (((2*pi)/spacing)*i) + phase); 
H Routine to find the maximum point of the interferograrn function 
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max_intensity = 0.0; 
for (i=1; i<=256; i++) 
if (intensity-j[i] > max-intensity) ( 
max-intensity = intensity-j[i]; 
max-point = i; 
printf("Fringe maximum point: %lf\n", max-point); 
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FELENAME: CAVISIONj\COORDS. RSC 
1* * 
PROGRAM DESCRIPTION: This program is used to calculate 
the required coordinates of an interferogram line scan 
DEVELOPED BY: ADE IDOWU (23/2/98) 
Version 1.0 
find_coords(nfi, x-coord, y_coord, rotation-angle, b-x, b-y, aL. x, a-y) 
I 
float pi, angle-radians, cot; 
int i, j, on_flag, temp; 
int num, value[2001; 
pi = acos(-1); H PI constant defined 
Hcot = cos(angle-ýradians)/sin(angle_radians); 
if (rotation-angle < 90 && rotation_angle >= 45 
I 
angIe_radians = ((90 - rotationangle)/I 80) * pi; 
a-x = (x-coord/2) - (y-coord/2)*tan(angliý_radians); 
a_x = ceil(a-x); 
a-y = y-coord; 
Lx = (x_coord/2) + (y_poord/2)*tan(angle_radians); 
b-x = ceil(bý-x); 
if(rotation-angle == 45) ax = 1; 
b_y = 1; 
I 
if (rotationangle >= 90 && rotationangle <= 135) 
angle_yadians = ((rotation_angle - 90)/180) * pi; 
a_x = (x_coord/2) + (y-ýcoord/2)*tan(angle-radians); 
4-x = ceil(ax); 
a-y = y-coord; 
b_x = (x_coord/2) - (y_coord/2)*tan(angle_yadians); 
b-x = ceil(b-x); 
if(rotation-angle =-- 135) b-x = 1; 
Ly = 1; 
if (rotation-angle > 135 && rotation. -angle <= 
180) 
angle-radians = ((180 - rotation-angle)/ 180) * pi; 
a_y = (y_coord/2) + (x_coord/2)*tan(angle_radians); 
a_y = ceil(a_y); 
a. x = x_coord; 
bý-y = (y-coord/2) - (x-coord/2)*tan(angle_radians); 
b_y = ceil(b-y); 
b_x = 1; 
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if (rotation_angle < 45 && rotation_angle >= 0) 
I 
angle_radians = ((rotation-angle)/180) * pi; 
a_y = (y_coord/2) + (x-coord/2)*tan(angle_yadians); 
a-y = ceil(a-y); 
a-x = 1; 
b_y = (y-coord/2) - (x-coord/2)*tan(angle-yadians); 
b_y = ceil(b-y); 
b-x = x-coord; 
//printf("VaIue cot is: %An", cot); 
//printf("Value a_x is: %An", ax); 
//printf("Value a-y is: %An", a_y); 
//printf("Value b_x is: %An", bý_x); 
//printf("Value b-y is: %f\n", b_y); 
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PROGRAM LISTINGS 2: ALGORITHMS ARE USED TO 
CHARACTERISE THE PERFORMANCE OF THE 
INTERFEROMETER X AND Y SERVOS 
H FUENAME: C: NISION-P/BACK-ID. RSC 
/**** 
NOTE: This program samples the fringe pattern at servo pulse signals 
of I and quantifies the amount of backlash of the servo WITH the 
DITHER signal for the UP and DOWN direction @ specified frequency and an amplitude 
PROGRAM: 'FRINGE_ARQUIRE 
DEVELOPED BY: ADE IDOWU 
VERSION: 2.0 (23/11/96) 
** ** 
#include "d: /vision-p/minbin2l. rsc" 
#include "d: /vision-p/store. rsc" 
#include "d: /vision_p/storej. rsc" 
#include "d: /vision-phimej. h" 
#include "d: /vision-p/c5-servo. rsc" 
#define LEIFT 48 
#define RIGHT 32 
#define UP 128 
#define DOWN 192 
#define LOOP 10 
acquire_fringeo 
I 
H Definition of program variables 
int temp, i, j, on-jime; 
char result[200], a[200], b[200], c[200]; 
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H Create read/write files 
for (i=1; i<=5; i++) 
I 
for O= 1; j<= 10; j++) 
I 
aol = "d: /vision-p/images/bkl_d"; 
temp = j; 
bo] = temp; 
cul = i; 
stmcat(aa], bU], 1000000); 
stmcat(aU], cU], 1000000); 
resulto] = ao]; 
H Read interferogram. frame 
snap("temp", 1); 
save("temp", resultU], 3); 
on-fime = 1; 
H Actuate servo for I second and delay for 2 seconds 
timming(DOWN, on. jime); 
timed(2); 
H Create read/write files 
for 0=1 1; j<=20; j++) 
aU] = "d: /vision-plimages/bkl-d"; 
temp = j; 
bUl = temp; 
CU] = i; 
stmcat(aU], bUl, 1000000); 
strncat(aU], cU], 1000000); 
resulto] = ao]; 
H Read interferograrn frame 
snap("temp", 1); 
save("temp", resultUl, 3); 
on_jime = 1; 
H Actuate servo for I second and delay for 2 seconds 
timming(DOWN, on_time); 
timed(2); 
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fl Create read/write files 
for 0=2 1; j<=30; j++) 
I 
ao] = "d: /vision-p/images/bkl_d"; 
temp = j; 
bol = temp; 
CU] = i; 
stmcat(ao], bU], 1000000); 
stmcat(aU], cU], 1000000); 
resultU] = aUj; 
H Read interferogram. frame 
snap("temp", 1); 
save("temp", resultUl, 3); 
on-time = 1; 
H Actuate servo for I second and delay for 2 seconds 
timming(UP, on-time); 
timed(2); 
H Create read/write files 
for 0=3 1; j<--40; j++) 
aol = "d: /vision-p/images/bklj"; 
temp = j; 
bUl = temp; 
cul = i; 
stmcat(ao], bU], 1000000); 
stmcat(aU], cU], 1000000); 
resultUl = aU]; 
H Read interferogram. frame 
snap("temp", 1); 
save("temp", resultU], 3); 
onjime = 1; 
H Actuate servo for I second and delay for 2 seconds 
timming(UP, on_time); 
timed(2); 
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#include "d: /vision-p/time. h" 
#include "d: lvision-p/resolve5. h" 
#define LOOP 60 
Mefine ANGLE_COUNT 4000 
H FELENAME: C: NISION_P/FRIN_AC3. RSC 
/**** 
PROGRAM: 'FRINGE_ARQUIRE 3' 
DEVELOPED BY: ADE IDOWU 
VERSION: 1.0 (6/12/96) 
NOTE: This program samples the fringe pattern at specifed 
angular intervals of n degress. 
* *** * *1 
#include "d: /vision-p/time. h" 
#include "d: /vision-p/resolve5. h" 
#define LOOP 60 
#define ANGLE_COUNT 4000 
new-subo 
I 
resolver-acO; 
resolver-acO 
I 
int jj, angularý-valuejemp; 
char result[200], a[200], b[200]; 
for 0=1; j<=LOOP; j++) 
I 
aUl = "d: /vision-p/images/nl-"; 
temp = j*(360/LOOP); 
bUl = temp; 
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stmcat(ao], bo], 1000000); 
resulto) = aU]; 
) 
for O= 1; j<=LOOP; j++) 
for (i=1; i<=ANGLE-COUNT; i++) 
temp =j *(360ALOOP); 
angulazý-value = abs(resolvero); 
if(angularý_value =temp) 
snap("temp", 1); 
break; ) 
save("temp", resultU1,3 ); 
temp = LOOP; 
return temp; 
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FILENAME: C: \VISION_P\CONTROL. RSC 
1* * 
PROGRAM DESCRIPTION: Ilis program is used to obtain SYSTEM IDENTIFICATION 
data for interferometer X-Y servo 
DEVELOPED BY: ADE IDOWU (2/9/98) 
Version 5.0 
* *1 
#include "c: /vision-ptmaxima-l. rsc" 
#include "c: /vision_p/tre_new2. rsc" 
#include "c: /vision-p/minfinda. rsc" 
#include "c: /vision-p/stored-l. rsc" 
#include "c: /vision-ptstored_2. rsc" 
#define MAGIC OxI2345678 H Use a specified magic number (given in VISELOG program manual) 
H Define program data structure 
struct valued 
int fm; 
float fd; 
int fo; 
float fs; 
valucd fringcdata[200]; 
testo 
H Definition of program variables 
int g, h[20], k[20), j, i; 
float 1, count[200]. m, temp; 
int loop-l, loop-2; 
char file[ I 00], result[2001, a[2001, b[200]. c[200], d[2001, e[200], f[200], bin-file[2001; 
loop-I = 5; 
loop_2 = 40; 
H Definition of read/write files 
for (i= 1; i <--loop_ I; i++) ( 
a[ij "c: /vision_p/model_X/modelx-"; 
b[i] i; 
C[i] =". txt"; 
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stmcat(a[i], b[il, 10000000); 
stmcat(a[i], c[i], 10000000); 
file[i] = a[i]; 
a[i] "c: /vision-p/modeLX/modelx, 2'; 
b[i] i; 
c[i] ". bin"; 
stmcat(a[i], b[il, 10000000); 
strncat(a[i], c[ij, 10000000); 
bin-file[il = a[il; 
storage I (file [i]); 
for 0=1; j <--loop-2 ; j++) I 
do] = "c: /vision-p/model-X/bak2, -: 
'; 
eUl = j; 
U=i; 
stmcat(dU], eUl, 10000000); 
strncat(dU], fo], 10000000); 
resultU] = dUl; 
countOl =j; 
minLbin(resultU], &g, &h, &k, &I, &m); 
storage(file[il, countU], g, l, m); 
HOutput data are: 
temp = countol; 
fringedataol. fm temp; H Read fringe measurment no. - fm 
fringedataol. fd g; H Read fringe density - fd 
fringedataU]. fo 1; H Read fringe orientation - fo 
fringedataU]. fs m; H Read fringe spatial freq, sf 
Save data as a binary file 
RmSaveVal(binjile[i], fringedata, MAGIC); HSave data of arrays in structure 
I 
// Function used acquire fringe data from an interferogram 
mini_bin(filel, a, b, c, d, e) 
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I 
#Definition of program variables 
double angle-degrees, rotation_angle; 
int high-threshold, low-threshold, level[2]; 
char filename; 
int value, y[1001, j, in[100]; 
int x, y_lenght, flag l, temp; 
float spatialjrequency; 
Compute interferogram spatial frequency and orientation 
angle-degrees = locating_pixels(file I, &flag I, &spatialjrequency); 
e= spatialjrequency; 
H if there is an infinite fringe spacing 
if (flagI <= 1) 
printf(" 
a--1; 
b =0; 
c= 0; 
d= 45; 
H if there is an finite fringe spacing but the fringe orientaion is 90 degress 
if (flagl==2) I 
if (anglejegrees==90) 
d= 90; 
rotation_angle = 180; 
H if there is an finite fringe spacing but the fringe orientaion is 0 degress 
if (angle-degrees== 0) rotation_angle=d = 90.01; 
d= angle_degrees; 
H If the angle is positive, and not 0 or 90 
if (d >0 && d !=0 && d ! =90) H If the angle is positive, and not 0 or 90 
rotation. angle = 90 - (angle-degrees); 
if (d < 0) 
d= 180 + d; // If the angle is negative 
rotation-angle = 90 - (angle-degrees); 
H define filename 
filename = "drain-cut"; 
H Evaluate the optimal threshold values of the interferogram 
optimal_threshold(filename, &Iow_threshold, &high_fteshold); 
level[O] low-threshold; 
level[l] high_threshold; 
Threshold(filename, level, "crab2"); 
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IpSetAoiMode(l); 
copy("crab2", "crab2-old"); 
addmask("crab2_old", "c: /vision_p/images/maskl"); 
copy("crab2_old", "crab2a"); 
IpSetAoiMode(O); 
// Rotate interferogram and select an area of interest 
rotation("crab2a", "crab3a", rotation-angle, 128,45), 0); 
fl Apply morphological function to imnterferograrn 
Ldilate("crab3a", 0,2, "crab4" ); 
H Read fringe pixel intensity at x and y locations 
x=28; y-lenght=90; 
mini-find("crab4", x, y_lenght, &value, &y, &in); 
H Read fringe maxima data 
a= value; 
if (value >= 1) 
foro=l; j>=value; j++) 
I 
temp = yo]; bUl =temp; 
temp= inU]; cU] = temp; 
) 
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/***** FILENAME: "C: \VISION-JP\CONTROL\STOREDý-I. RSC" *****/ 
1* * ** 
This program is used to store the output data 
of the measured fringe data on disk. 
Every time a measurement is made the data is appended to the file. 
Written by: Ade Idowu 
Date: 29/4/96 
Version 1.1 
** *1 
I 
storage(filename, w, u, x, y, z) 
H Definition of program varibles 
auto fp; 
H Open destination file and append data 
fp = fopen(filename, "a"); 
H open has failed H so send error maessge 
if (fp==O) ( 
RmShowError("Cannot open file"); 
return 0; 
H else opening file has succeeded 
fprintf(fp, "%d\t\t%d\t\t%d\t\t%d\t\t%f\n" w, u x, y, z); 
H Close destination file 
fclose(fp); 
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/***** FELENAME: "C: \VISION_P\MATLAB_RSC\STORED__2. RSC" *****/ 
I** ** 
Ibis program is used to store the output data 
of the measured fringe maxima data-points on disk. 
Every time a measurement is made the data is appended to the file. 
Written by: Ade IdoWu 
Date: 29/4/96 
Version 1.1 
** *1 
storage I (filename) 
H Definition of program varibles 
auto fp; 
H Open destination file and append data 
fp = fopen(filename, "a"); 
H open has failed H so send error maessge 
if (fP==O) I 
RmShowError("Cannot open file"); 
return 0; 
H else opening file has succeeded 
fprintf(fp, "\n\n\n\n" ); 
fprintf(fp, "MEASURE-NUMBER NQ-OF-MININIMA ORIENTATION SPATIAL FREQ. \n"); 
fprintf(fp, " -------------- ----------- ----- - ------ ------------ \n"); 
Close destination file 
fclose(fp); 
I 
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// FILENAME: C: /VISIONj/CONTROIJMR*-MA. RSC 
/** 
COMMENT: This program is used to read the first and 
last pixel of a finge during an interferogram line scan 
PROGRAM: MINAMA. FIND 
BY: ADE IDOWU (8/6/98) 
VERSION: 4.0 
// Definition of data structure 
struct minima 
int val; 
int y; 
int x; 
1; 
minima intensity[3001; 
mini_find(nfl, x_coord, y-scanjenght, peak, position-start-y, position-end-y, intensity-y) 
H Definition of program variables 
int i, j, on-flag, temp-, 
H Read data fringe pixel data during line scan 
for (i=1; ky-scan-lenght; i++) 
intensity[i]. y = i; 
intensity[O]. x = x-coord; 
IpReadPix(nfi, intensity[O]. x, intensity[i]. y , &intensity [i]. val); 
H Set flag before fringe maxima detection 
on_flag = 1; 
peak = 0; 
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H Start fringe fringe maxima detection 
for(i=1; i<=y-scanjenght; i++) 
I 
if(intensity[i]. val == 1) 
H Set on_fiag to I if a ON pixel is detected 
if(on_flag 
peak = peak +I 
temp = intensity[il. y; 
position_ýstarL-y [peak) = temp; 
temp = intensity[il. val; 
intensity-y[peak] = temp; 
H Set on_fiag to I if a OFF pixel is detected 
on-ýflag = 0; 
if(intensity[i]. val =-- 0) 
1 
on-flag = 1; 
temp = intensity[il. y; 
position-end-y [peak] = (temp - 1); 
H printf("The detected minima peaks are: %d\n\n", peak); 
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PROGRAM LISTINGS 3: SERVO CONTROL ALGORITHMS 
I**************************************************** 
FILENAME: C: \VISION_P\CONTROL\CONý_DATA. RSC 
I******************************************************************* 
PROGRAM DESCRIPTION: This program is used to search for the 
accurate value of the maximunilminimum fringe density by using 
the detected array index value of the maximum spacial frequency. 
This program also evaluates the values of the spindle angular position 
and the interferogram orientation at the detected index value. 
DEVELOPED BY: ADE IDOWU (20/8/98) 
VERSION: 4.0 
#define MAGIC OxI2345678 H Use a specified magic number (given in VISILOG program manual) 
//testing0 
H( 
Hchar filename; 
Hfloat inclination, modulus, average; 
Hfilename = "c: /vision-p/control/con_data/cont_2. bin"; 
Hreadfringe(filename, &modulus, &inclination, &average); 
//printf("The tilt correction signal modulus is\t %d\nVM\n", modulus); 
//printf("The tilt inclination is\t %d\n\n\n\n", inclination); 
I/} 
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readfringe(filename, modulus, inclination, average) 
I 
// Definition of variables 
int mag, array, i; 
int temp, max-indicator; 
int loop; 
float maxsf, maxfd, maxfo, maxsp; 
float minsf, minfd, minfo, minsp; 
float dc_fd, r; H DC fringe_density 
// CARRYOUT WITIALISATIONS 
mag = MAGIC; 
loop = 60; 
H Read fringe data from binary file 
RmReadVal(filename, &array, &mag); H Read data of arrays in structure 
H Dispaly contents of the file (DISABLED) 
H for (i=l; i<=Ioop; i++) 
HI 
H printf("fm[%d] = %d\n", i, array[i]. fm); H Display first array in structure 
H printf("fd[%dl = Wn"J, array[i]. fd); H Display second array in structure 
H printf("fo[%d] = %d\n", i, affay[i]. fo); H Display third array in structure 
H printf("fs[%d] = %d\n", i, array[i]. fs); H Display fourth array in structure 
H printf("fa[%d] = Wn"J, array[i]. fa); H Display fourth array in structure 
H) 
H FIND THE INDEX OF THE MAXIMUM SPATIAL FREQUENCY 
for (i=1; i<=Ioop; i++) 
if (array[i]. fd >= temp) 
tcmp = array[i]. fd; 
max_indicator i; 
maxsf array[max_indicator]. fs; H MAXSF MAXimurn Spacial Frequency 
maxfd array [max-indicator] -fd; H MAXFD MAXimurn Fringe Density 
maxfo array [max_indicator]. fo; n MAXFO, MAXimum Fringe Orientation 
maxsp array[max_indicator]. fa; H MAXSP =MAXimurn Spindle Position 
H Display output data (DISABLED) 
//printf("Tbe index of maximum spacial frequency: \t%d\n", max-indicator); 
Hprintf("The value maximum spacial frequencyAt%4.2f\n", maxsf); 
//printf("The maximum fringe density: \t%d\n", maxfd); 
//printf( "The fringe orientation for the MAXFD: \t%3.2f\n" , maxfo); 
lk 
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//printf("The spindle position at the MAXFDAt %d\n\ii\n\n", maxsp); 
//printf( .............. where MAXFD = MAXimum Fringe Density VAn"); 
H FIND THE INDEX OF MINIMUM SPACIAL FREQUENCY 
temp = maxsf-, 
for (i=1; kloop; i++) 
I 
if (array[i]. fd < temp && array[i]. fd > 0) 1 //can use Is for more accuracy 
temp = array[i]. fd; 
maxjndicator i; 
minsf = array[max-indicatorl. fs; H MAXSF MAXimum Spacial Frequency 
minfd = array[max_indicator]. fd; H MINFD MINimum Fringe Density 
minfo = array [max_indicator]. fo; H MINFO MINimum Fringe Orientation 
minsp = array [max_indicator]. fa; H MINSP =MINimum Spindle Position 
H Display output data (DISABLED) 
Hprintf("T'he index of minimum spacial frequency: \t%d\n", max-indicator); 
Hprintf("The value minimum spacial frequency: \t%4.2f\n", minsf); 
//printf("The minimum fringe density: \t%d\n", minfd); 
Hprintf( "The fringe orientation for the MR*D: \t%3.2f\n" , minfo); 
//printf("The spindle position at the MR-TFDAt %d\n\n\n\n", minsp); 
Hprintf( .............. where MINFD = MINimurn Fringe Density VAn"); 
H Compute average fringe density 
dcjd = (maxfd + minfd)/2; 
average = dc_fd; 
H Compute modulus of the tilt required to be removed 
r= (maxfd - dc-fd); 
H Computed values of modulus and oreintation required by the control sub-routine: 
modulus = r; 
inclination = maxsp; 
) 
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/***** FELENAME: "C: \VISION-P\CONTROL\CONTROL-I. RSC" *****/ 
I** ** 
This program is for servo linear control 
Written by: Ade Idowu 
Date: 29/10/96 
Version 4.0 
#include "c: /vision_p/maxima_l. rsc" 
Criclude "c: /vision-p/servo/linearl. rsc" 
#include "c: /vision-p/servo/recursive. rsc" 
#include "c: /vision-p/servo/con-data. rsc" 
#include "c: /vision-p/servo/random. rsc" 
#define RIGHT 32 
#define LEFr 48 
#define UP 128 
#define DOWN 192 
servo-ýcontrolO 
float m_x, c_x, m_y, c_y, modulus, inclination, average_fd, new-fd; 
float r_x, r_y, error, int_error, tolerance, counts; 
float pmx[200], pmy[200], interval, temp, errorx[200], errory[200]; 
float emx[200], emy[200], datax[2001, datay[200], sumx, surny; 
float integy[200], integx, rx, ry, dc-value, inputý. x, input-y; 
char filename, system_id; 
tolerance= I e-3; 
counts =10; 
systemjd = "S" 
H Calculate values of control servo signal modulus and orientation 
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H and average fringe density 
controLdata(filename, &modulus, &inclination, &average-fd); 
H Evaluate servo dynamic coefficients 
if (system-id == "R") I 
H Calulate values of function slope and y-intercept using Recursive least square akgorithm 
H where the dc value is a value known a piori 
dc-value = 2; 
system_id2(filename, dc_value, &m-x, &c-x); 
system_id2(filename, dc_value, &m_y, &c_y); 
H Calculate othogonal control signals 
r_x = xcontrol_signal(mx, p-x, error, inclination); 
r-y = ycontroLsignal(m-y, c-y, error, inclination); 
H Apply control signals to interferometer 
controljnterferometer(rý_x, rý_y, counts); 
// Read new value of fringe density 
random_read(filename, &new_fd); 
H Calculate new control signal modulus 
modulus = modulus - new_fd; 
if (system_id == "S") ( 
H Calulate values of function slope and y-intercept using Sinple least square akgorithm 
dc_yalue = 0; 
system_id(filename, &m-x, &cx); 
systern_id(filename, &m_y, &c_y); 
while (error < tolerance) 
H Calculate othogonal control signals 
rý_x = xcontrol_signal(m_x, c_x, modulus, inclination); 
r-y = ycontrol-signal(m_y, c_y, modulus, inclination); 
H Apply control signals to interferometer 
control-interferometer(r_x, r_y, counts); 
H Read new value of fringe density 
random_read(filename, &new_fd); 
H Calaculate errro signal 
error = (average - new-fd); 
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H Calculate new control signal modulus 
modulus = error; 
fl Function to calculate x-axis control signal 
xcontrol-signal(m, c, modulus, inclination) 
float value, temp; 
temp ((modulus*cos(inclination)) - c); 
value division(temp, m); 
return value; 
// Function to calculate y-axis control signal 
ycontroLsignal(m, c. modulus, inclination) 
I 
float value, temp; 
temp ((modulus*sin(inclination)) - c); 
value division(temp, m); 
return value; 
) 
// Function to control interferometer 
control-interferometer(rx, ry, counts)) 
I 
float deltarx, delta-ry; 
delta_rx = division(abs(rx), counts); 
deltaLry = division(abs(ry), counts); 
H Case 1: both rx and ry are POSMVE 
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if (rx >0 && ry > 0) 
for (i=1; i<-- counts; i++) 
I 
timmming(RIGHT, delta_rx) 
tinunming(UP, delta. ry) 
I 
H Case 2: both rx and ry are NEGATIVE 
if (rx <0 && ry < 0) 
for (i=1; i<= counts; i++) 
I 
timmming(LEFr, delta_rx) 
tinimming(DOWN, deltary) 
H Case 3: both rx is POSITIVE and ry is NEGATIVE 
if (rx >0 && ry < 0) 
I 
for (i=1; i<= counts; i++) 
timmming(RIGHT, dcltaLrx) 
timmming(DOWN, delta. ry) 
H Case 3: both rx is NEGATIVE and ry is POSITIVE 
if (rx >0 && ry < 0) 
for (i=1; i<= counts; i++) 
I 
timmming(LEFr, deltarx) 
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timmming(UP, delta_ry) 
I 
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/***** FILENAME: "C: \VISION-P\CONTROL\LINEAR_I. RSC" *****/ 
1* *** 
This program is for servo linear fit to servo SYSTEM ID data 
Written by: Ade Idowu 
Date: 29/10/97 
Version 4.0 
** *1 
#define MAGIC OxI2345678 H Use a specified magic number (given in VISILOG program manual) 
#define N 10 H Total number of fringe data points 
#include "c: /vision-p/control/servo_l. rsc" 
#include "c: /vision-p/finalg. h" 
// Testing program (DIABLED) 
//testingo 
H( 
Hchar filename; 
Hfloat slope, y-intercept; 
Hfilename = "c: /vision-p/control/Con-data/cont_2. bin"; 
//system-id(filename, &slope, &y-intercept); 
system_id(filename, slope, y_intercept) 
I 
H Define program variables 
float x_data[200], yjata[200], c, m; 
float temp; 
int loop; 
int mag, array, i; 
mag = MAGIC; 
loop = N; 
H Read fringe data from binary file 
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RmReadVal(filename, &array, &mag); H Read data of arrays in structure 
for (i=1; i<=Ioop; i++) 
I 
printf("fd[%d] = %d\n", i, array[i]. fd); H Display second array in structure 
temp = array[i]. fd; 
xjata[i) = i; 
y_data[i] = temp; 
) 
H Compute servo dynamic coefficients for linear fit 
linearjit(x_data, yjata, &m, '&c); 
printf("Value of slope: %An\n", m); 
printf("Value of Y-intercept: %f\n\n", c); 
slope = m; 
y-intercept = c; 
H Least sqaure fit routine 
linear-fit(x-data, y-data, m, c) 
// Definition of program variables 
int n, i; 
float x[200], y[200], squared[200], meanx, mean-y. sum-x, sum-y; 
float sum-sqx, product_xy, xy[200], tempt, temp2; 
sum_x = 0; 
sum_y = 0; 
sum-sqx = 0; 
product_xy = 0; 
n=N; 
for (i=l; i<=n; i++) 
temp I= x_data[i]; 
x[i] = temp I; 
templ = y_data[i]; 
y[i] = temp I; 
printf("x[%d] = %f\n", i, x[i]); 
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printf("y[%d] = %f\n", i, y[i])-, 
templ = 0; 
for (i=1; k= n; i++) 
sum_x = sum-x + x[i]; 
SUM-Y = sum-y + y[i]; 
templ = x[i]*x[i]; 
squared[i] = templ; 
xylil = xlil*ylil; 
suni-sqx = sum-sqx + squared[i]; 
product-xy = product-xy + xy[i]; 
I 
mean_x = division(sumx, n); 
mean-y = division(sum-y, n); 
H Compute Slope 
templ = ((n*product_xy) - (sum_x*sum-y)); 
temp2 = (n*sum-sqx) - (sum_x*sum_x); 
m= division(templ, temp2); 
H Compute Y-intercept 
c= mean-y - (m*mean_x); 
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FILENAME: C: \VISION_P\SERVO\RANDOM. RSC 
1* * 
PROGRAM DESCRIPTION: nis program is used to randomly searchead 
the fringe density (on-the-fly) at specified angular postion 
DEVELOPED BY: ADE IDOWU (23/11/98) 
Version 1.1 
#include "c: /vision_p/maxima_l. rsc" 
#include "c: /vision_p/tre_new2. rsc" 
#include "c: /vision-p/minfindf. rsc" 
#include "c: /vision-p/control/stored_l. rsc" 
#include "c: /vision-p/stored-2. rsc" 
#include "d: /vision-p/time. h" 
#include "d: /vision-p/resolve5. h" 
#define MAGIC OxI2345678 H Use a specified magic number (given in VISILOG program manual) 
random_jead(inclination, &measuredjd) 
H Definition of program variables 
int g, h[20], k[20]; 
float 1, m; 
Search randomly, and acquire fringe density value at 
specified angular position 
I 
if (resolvero = inclination) 
rnini-ýbin(resulto], &g, &h, &k, &I, &m); 
measured-fd = g; 
break; 
} 
53 
H Function used acquire fringe data from an interferogram 
mini-bin(file I, a, b, c, d, e) 
H Definition of program variables 
double angle-degrees, rotation_angle; 
int high_threshold, low_threshold, level[2]; 
char filename; 
int value, y[ 100], j, in[100]; 
int x, y-lenght, flag I, temp; 
float spatial-frequency; 
H Compute interferogram, spatial frequency and orientation 
angle-degrees = locating_pixels(filel, &flagl, &spatial-frequency); 
e= spatial-frequency; 
H if there is an infinite fringe spacing 
if (flag I <= 1) 
printf(" 
a= 1; 
b =0; 
C= 0; 
d= 45; 
H if there is an finite fringe spacing but the fringe orientaion is 90 degress 
if (flagl=2) I 
if (anglejegrees==90) 
I 
d= 90; 
rotation_angle = 180; 
H if there is an finite fringe spacing but the fringe orientaion is 0 degress 
if (angle_degrees= 0) rotation_angle=d = 90-01; 
d= angle_degrees; 
H If the angle is positive, and not 0 or 90 
if (d >0 && d !=0 && d ! =90) H If the angle is positive, and not 0 or 90 
rotation_angle = 90 - (angle_degrees); 
if (d < 0) 
d= 180 + d; // If the angle is negative 
rotation-angle = 90 - (anglejegrees); 
H define filename 
filename = "drain-cut"; 
optimal_threshold(filename, &Iow_threshold, &high_threshold); 
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level[O] = low_threshold; 
level[ I]= high_threshold; 
'fbreshold(filename, level, "crab2"); 
IpSetAoiMode(l); 
copy("crab2", "crab2_old"); 
addmask("crab2_old", "c: /vision_p/images/maskl"); 
copy("crab2-old", "crab2a"); 
IpSetAoiMode(O); 
H Rotate interferogram and select an area of interest 
rotation("crab2a", "crab3a", rotation_angle, 128,45), 0); 
H Apply morphological function to imnterferograrn 
Ldilate("crab3a", 0,2, "crab4" ); 
H Read fringe pixel intensity at x and y locations 
x=28; y_lenght--90; 
mini-find("crab4", x. y-lenght, &value, &y, &in); 
H Read fringe maxima data 
a= value; 
if (value >= 1) 
foro= 1; j>=value; j++) 
I 
temp = yol; bo] =temp; 
temp= inU]; cU] = temp; 
) 
I 
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/***** FILENAME: "C: \VISIONý-P\MATLAB-RSC\TIME. RSC" *****/ 
1* * ** 
This program is used to apply timed inputs to the interferometer servo 
Written by: Ade Idowu 
Date: 29/4/96 
Version 1.1 
** *1 
Hexampleo 
Hj 
H timming(l 0); /*Input time in seconds*/ 
II) 
timming(direction, time) 
I 
int goal, wait; 
long high, low; 
/* Apply the pulse for time seconds */ 
goal = (time* 1000)+clocko; 
while(goal > clocko) 
wait =clocko; 
IpMytask2(direction); ) 
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/***** FILENAME: "C: \VISION-P\MATLAB_RSC\RESOLVE5. RSC" *****/ 
I**** 
Ibis program is used to the spindle angular position measured by the resolver 
Written by: Ade Idowu 
Date: 12/6/96 
Version 3.0 
** *1 
#include "d: /vision_p/dataýje. h" 
resolvero 
I 
double angle, temp I, temp2, temp3, rejow; 
int i, high, low; 
IpResolve(&high, &Iow); 
re-low = lut-resolve(low); 
templ. = high *255; 
temp2 = ((temp I) + rejow); 
IpDivide(temp2,65535, &temp3); 
angle = temp3*360; 
} 
Tetum angle; 
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H FILENAME: C: /VISION-ýP/CONTROIJMINFINDF. RSC 
COMMENT: nis program is used to read the first and 
last pixel of a finge during an interferogram line scan 
PROGRAM: MINAMA-FIND 
BY: ADE IDOWU (8/6/98) 
VERSION: 4.0 
H Definition of data structure 
struct minima 
int val; 
int y; 
int x; 
minima intensity[300]; 
minijind(nft, x_coord, y_scanjenght, peak, position-start-y, intensity_y) 
I 
H Definition of program variables 
int i, j, on-flag, temp; 0 
H Read data fringe pixel data during line scan 
for (i=l; i<y_scan_lenght; i++) 
intensity[i]. y = i; 
intensity[OI. x = x-coord; 
IpReadPix(nfi, intensity[O]. x, intensity[il. y , &intensity[i]. val); H printf("%d\t\t\t%d\t\t\t%d\t\t\t\n", intensity[O]. x, intensity[i]. y, intensityfij. val); 
H printf("Wn", intensity [i]. val); 
H Set flag before fringe maxima detection 
on-flag = 1; 
peak = 0; 
H Start fringe fringe maxima detection 
for(i=1, i<--y_scarLIenght; i++) 
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I 
if(intensity[i]. val = 1) 
if(on_flag 
peak = peak +I; 
temp = intensity[i]. y; 
position_start-y [peak] = temp; 
temp = intensity[ il. val; 
intensity_y[peak] = temp; 
on_flag = 0; 
if(intensity[i]. val == 0) 
on-ýflag = 1; 
temp = intensity[i]. y; 
H printf("The detected minima peaks are: %d\n\n", peak); 
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/***** FILENAME: "C: \VISIONýýCONTROL\CONTROL_2. RSC" *****/ 
1* *** 
This program is for servo ADAPTIVE control 
Written by: Ade Idowu 
Date: 29/10/97 
Version 4.0 
** *1 
#include "c: /vision-p/finalg. h" 
#include "c: /vision-p/servo/recursive. rsc" 
#include "c: /vision-p/servo/linearl. rsc" 
#include "c: /vision_p/servo/condata. rsc" 
#include "c: /vision-p/servo/random. rsc" 
#define RIGHT 32 
#define LEIFT 48 
#define UP 128 
#define DOWN 192 
servo_control() 
tolerance = le-3; 
counts =I 0; 
system-id = "S" 
float m_x, c_x, m_y, c_y, modulus, inclination, average-fd, newjd; 
float rý_x, r-Y, error, inLeffor, tolerance, counts; 
float pmx[200], pmy[200], interval, temp, efforx[200], effory[200]; 
float emx[2001, emy[200], datax[200], datay[2001, sumx, surny; 
float integy[2001, integx, rx, ry, dc_value, input_x, input_y; 
float pmx[200], pmy[200]; 
char filename, systemjd; 
H Calculate values of control servo signal modulus and orientation 
H and average fringe density 
control-dataffilename, &modulus, Mriclination, average-fd); 
H Evaluate servo dynamic coefficients 
if (system_id == "R") ( 
H Calulate values of function slope and y-intercept using Recursive least square akgorithm. 
H where the dc value is a value known a piori 
dc_value = 2; 
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system_id2(filename, dc_yalue, &mx, &q_x); 
system_id2(filename, dc_value, &m_y, &c-y); 
H Calculate othogonal control signals 
rý_x = xcontroLsignal(m_x, c_x, error, inclination); 
r-y = ycontrol-signal(m-y, c-y, error, inclination); 
// Apply control signals to interferometer 
control_interferometer(r_x, r_y); 
H Read new value of fringe density 
random_read(filename, &new_fd); 
// Calculate new control signal modulus 
modulus = modulus - new-fd; 
I 
if (system-id = "S") ( 
H Calulate values of function slope and y-intercept using Sinple least square akgorithm 
dc-yalue = 0; 
system_id(filename, &rn_x, &c_x); 
system_id(filename, &my, &c_y); 
) 
H Get the REFERENCE and PHYSICAL outputs to converge 
// Define adaptive control parameters 
lamda = -0.50; 
interval = 0.5; 
counts = division(modulus, interval); 
sum =0; 
for(i =1; k=abs(counts); i++) 
I 
H Calculate othogonal. control signals 
r_x = xcontrol_signal(m_x, c_x, modulus, inclination); 
rý-y = ycontrol-signal(m_y, c_y, modulus, inclination); 
H Define adaptive control inputs 
input_x = (interval *cos(inclination)* i); 
input-y = (interval* sin(inclination) * i) 
H Firstly define the REFERENCE outputs 
pmx[i] = (input_x*m_x) +c_x; 
pmy[il = (input-y*m-y) +c-y; 
H Secondly define the PHYSICAL outputs 
pmx[i] = new-fd*cos(inclination); 
pmy[i] = new_fd*sin(inclination); 
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# Thirdly define the error b/w PHYSICAL and REFERENCE for X-Y servos 
temp = pmx[i] - pax[i]; 
errorx[i] = temp; 
temp = pmy[il - pay[i]; 
errory[i] = temp; 
H Solve the adaptation law - using integration by Trapezium method 
temp = errorx[i]*pmx[i]; 
datax[i] = temp 
temp = errory[i]*pmy[i]; 
datay[i] = temp 
sumx = sumx + interval*0.5*(datax[i] + datax[i+l]); 
surny = surny + interval*0.5*(datay[i] + datay[i+l]); 
integx[i] = sum; 
integy[i] = sum; 
rx = inpuLx*integx[i]*Iamda; 
ry = input-y*integx[i]*Iamda; 
fl Control PHYSICAL X-Y servo 
controljnterferometer(rx, ry); 
random_read(inclination, &new_fd); fl Read new value of fringe density 
fl At the end of this loop it is anticipated that the PHYSICAL and REFERENCE outputs converge 
// Check for convergence and apply 'fine' control 
error = abs(average_fd - new_fd); 
while (error < tolerance) 
I 
// Calulate values of function slope and y-intercept 
system_id2(filename, error, &m-x, &cx); 
system_id2(filename, error, &m-y, &c-y); 
H Calculate othogonal control signals 
rý_x xcontrol_signal(m_x, cý_x, error, inclination); 
r-y ycontrol-signal(nLy, c_y, effor, inclination); 
H Apply control signals to interferometer 
controljnterferometer(rý_x, rý_y); 
H Read new value of fringe density 
random_read(filename, &new-fd); 
H Calculate new control signal modulus 
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effor = abs(average-fd - new-fd); 
H Function to calculate x-axis control signal 
xcontrol-signal(m, c, modulus, inclination) 
I 
float value, temp; 
temp ((modulus*cos(inclination)) - c); 
value division(temp, m); 
return value; 
H Function to calculate y-axis control signal 
ycontrol-signal(m, c, modulus, inclination) 
float value, temp; 
temp ((modulus*sin(inclination)) - c); 
value division(temp, m); 
return value; 
H Function to control interferometer 
control-interferometer(rx, ry) 
I 
// Case I- both rx and ry are POSITIVE 
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if (rx >0 && ry 
I 
timmming(RIGHT, abs(rx)) 
timmming(UP, abs(ry)) 
H Case 2: both rx and ry are NEGATIVE 
if (rx <0 && ry < 0) 
I 
timmming(LEFr, abs(rx)) 
timmming(DOWN, abs(ry)) 
H Case 3: both rx is POSITIVE and ry is NEGATIVE 
if (rx >0 && ry < 0) 
I- 
timmming(RIGHT, abs(rx)) 
timmming(DOWN, abs(ry)) 
H Case 4: both rx is NEGATIVE and ry is POSMVE 
if (rx >0 && ry < 0) 
timmming(LEFr, abs(rx)) 
timmming(UP, abs(ry)) 
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Measure average fringe density (fav) and orientation (Oav) and use SIMPLE or 
RECURSIVE least square algorithms to calculate servo dynamic constants 
-Ar 
Compare REFERENCE and PHYSICAL servo outputs and calculate the error (Erp) 
between them 
Is Erp ] 
= 0? 
YES 
NO 
Sample new fringe density (fn)of rotating interferograrns at Oav and apply control signal 
proportional to Ifav - fnl to control the servo 
Again, sample new fringe density (fn)of rotating interferograms at Oav and detect if 
fringe pattern spatial frequency is invariant. 
Is 
lfav -fnl 
NO 
YES 
END 
Flow chart describinti the adaptive control alzorithm 
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/***** FILENAME: "C: WISION-PýCONTROL\RECURSIVE. RSC" *****/ 
/**** 
This program is for servo RECURSIVE linear fit to servo SYSTEM ID data 
Written by: Ade Idowu 
Date: 29/10/97 
Version 4.0 
** *1 
#define MAGIC OxI2345678 H Use a specified magic number (given in VISILOG program manual) 
#define N 10 H Total number of fringe data points 
#include "c: /vision-p/control/servo_l. rsc" 
#include "c: /vision-p/servo/random. rsc" 
#include "c: /vision-p/finalg. h" 
fl Testing program 
system-id2(filename, new-fd, m, c); 
I 
H Definition of program variables 
char filename; 
float x-data[2001, y-data[200], c, m, scalar; 
float x-new[200], y_new[200], value, templ; 
float temp, n, newjd; 
int loop; 
int mag, array, i, j; 
mag = MAGIC; 
loop = N; 
H Read fringe data from binary file 
Hfilename = "c: /vision-p/Control/con_data/cont_2. bin"; 
RmReadVal(filename, &array, &mag); H Read data of arrays in structure 
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for (i=l; i<--loop; i++) 
printf("fd[%dl = %d\n", i, array[il. fd); // Display second array in structure 
temp = array[i]. fd; 
x-data[i] = i; 
y-data[i] = temp; 
I 
H Append new data-point to current data set 
loop = N+I; 
random. read(filenwne, &new-fd); 
y_data[loop] = newjd; 
value = y_data[loop]; 
x_data[loop] = loop; 
flag = 0; 
H Sort data-ponts in ascending order 
foro = 2; j<--loop; j++) 
scalar = y_datao]; 
i=j- 1; 
while (y_data[i] > scalar && i>O) 
I 
templ = y_data[i]; 
y_data[i+l] = templ; 
i =j-1; 
yjata[i+l] = scalar; 
) 
H Define new data-set 
for (i = 1; i<=Ioop; i++) 
if (y_data[i] == new_fd) index = i; H locate index of new/re-odered data-point 
temp I= y_data[i]; 
y-new[i] = templ; 
x_new[I] = i; 
H Apply linear fit routine 
linear_flt(loop, x_new, y_new, &m, &c); 
printf("Value of slope: %f\n\n", m); 
printf("Value of Y-intercept: %f\n\n", c); 
67 
H Least sqaure fit routine 
linear_fit(loop, x_data, y-data, m, c) 
I 
int n, i; 
float x[200], y[200], squared[200], mean_x, mean_y, sumx, sum_y; 
float sum-sqx, product_xy, xy[200], temp I, temp2; 
sum-x = 0; 
sum_y = 0; 
sum-sqx = 0; 
product-xy = 0; 
n= loop; 
for 0=1; i<=n; i++) 
templ = x-data[i]; 
x[i] = temp I; 
templ = y-data[i); 
y[i] = temp I; 
printf("x[%d] = %f\n", i, x[i]); 
printf("y[%dj = %f\n", i, y[i]); 
temp 1=0; 
for (i=1; i<= n-, i++) 
I 
sunj_x = sum_x + x[i]; 
sum-y = sum-y + y[i]; 
templ = x[i]*x[i]; 
squared[i] = templ; 
xy[il = xlil*y[i]; 
sum-sqx = sum-sqx + squared[i]; 
product-xy = product-xy + xy[i]; 
mean-x = division(sum-x, n); 
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mean-y = division(sum-y, n); 
H Compute Slope 
temp I= ((n*producLxy) - (surrLx*sum-y)); 
temp2 = (n*sum-sqx) - (suni_x*sum_x); 
m= division(templ, temp2); 
// Compute Y-intercept 
c= mean_y - (m*mean_x); 
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PROGRAM LISTINGS 4: GENERAL INTERFEROGRAM 
PROCESSING AND PREPROCESSING ALGORITHMS 
/***** FILENAME: "C: \VISION-P\CUTEDIE. RSC" *****/ 
1* *** 
This program is used to filter noisy frequencies using a FFr 
method 
Written by: Ade Idowu 
Date: 29/8/96 
Version 2.0 
** *1 
cutLexampleo 
H Open and display image 
init. IWINDOW = 0; 
PopUpImageWindowo; 
read( 
/* Input file @'c: /vision-p/error/nl-360" 
/* Output image "input" 
/* Type 'o 
H Define an area of interest (AOI) 
cut("input", 160,80), 1128,128), "output"); 
normalize("output", O, 10,255), (0,1601, "drain"); 
subtract("drain", "drain", " tem"); 
cut("drain", (50,15), (58,90), "drain_cut"); 
paste(" drain_cut", Oftemll, 138,19)); 
fft2d("tem", "re", "img"); 
xytortheta("re", "irng", "mod", "ph"); 
center("mod", "modul"); 
center("ph", "plicen"); 
H Subtract specified frequencies 
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subtract("mod", "mod", "d I 
subtract(" ph", "ph", "d2"); 
#Extract the the frequencies 
cut("modul", (57,59), 116,16), "modcut"); 
cut("phcen", 157,59), (16,16), "phcut"); 
H Paste the frequency 
paste("modcut", "d I ", (57,59)); 
paste("phcut", "d2", 157,59)); 
H Subtract specified frequencies 
subtract(" modul", "dV, "resultl")-, 
subtract(" phcen", "d2", "result2"); 
// Centre the FFr image 
center("resultl", "modl"); 
center("result2", "ph I "); 
H Inverse FFr 
rthetatoxy("modl", "phl", "rel", flimgoo); 
11 1. fft2dinv("rel", "img , out_rel", "ouý_img"); H cut("out", 130,30), ( 8,8), "out2"); 
center("dl", "dl_result"); 
center("d2", "d2_result"); 
rthetatoxy("d I _result", 
"d2_result", "dl-r", "c12-y"); 
fft2dinv("dl_r", "d2_r", "out-re2", "out-img2"); 
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#include "d: /vision-p/time. h" 
#include "d: /vision-p/resolve5. h" 
#define LOOP 60 
#define ANGLE_COUNT 4000 
** 
PROGRAM: TRINGE_ARQUIRE 
DEVELOPED BY: ADE IDOWU 
VERSION: 2.0 (22/10/96) 
NOTE: This program samples the fringe pattern at specifed 
angular intervals of n degress. 
* *** * *1 
resolver_aco 
int jj, angularý_value, temp; 
char result[200], a[200], b[200]; 
for O= 1; j<=LOOP; j++) 
I 
aUl = "d: /vision-p/images/c2n-"; 
temp =j *(360/LOOP); 
bUl = temp; 
strncat(ao], bol, 1000000); 
resulto] = aU]; 
for O= 1; j<=LOOP; j++) 
I 
I 
for (i=1; i<=ANGLE_COUNT; i++) 
temp =j *(360ALOOP); 
angularý-value = abs(resolvero); 
if(angular-value =temp) I 
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snap("temp", 1); 
break; ) 
save("temp", resulto], 3 ); 
I 
temp = LOOP; 
return temp; 
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H FILENAME: C: NISION-P/STATIS2. RSC 
/** 
PROGRAM DESCRIPTION: This program is used to measure relevant statistics 
of interferograms 
DEVELOPED BY: ADE IDOWU (3/7/96) 
Version 4.1 
#include "d: /vision-p/storel. rsc" 
#include "d: /vision-p/c5-servo. rsc" 
Mefine LEFT 48 
#define RIGHT 32 
#define UP 128 
#define DOWN 192 
interferogram-statisticso 
I 
H Definition of program variables 
int on-jime = 1; 
int on_jime_interval = 14; 
int i, j; 
float mean, maximum, volume; 
char a[20], b[20], c[20], result[20j; 
init. IWINDOW=O; 
PopUpImageWindowo; 
for6=l; j<=10; j++) I 
for(i=1; i<=on-fime-interval; i++) I 
H START OFF BY CAPTURING THE PATTERN, SPECIFY AN A. O. I AND MODIFY ITS 
CONTRAST 
snap(" lmgName", tl I"); 
copy(" ImgName", "input"); 
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cut("input", 160,80), 1128,128), "output"); 
normalize("output", O, 10,255), (0,160), "drain"); 
H CALCULATE THE RELEVANT STATISTICS OF THE INTERFEROGRAM 
extrema("drain"); 
mean = MEAN; 
volume = VOLUME; 
maximum = MAXIMUM; 
H NOW A ONE-SECOND SERVO ACTUATION IS APPLIED TO PROVIDE A NEW 
INITRFEROGRAM 
tinuning(RIGHT, on_time); 
H REPEAT THE STORAGE ROUTINE AGAIN 
aü] = "d: /vision-p/storel"; 
bül = j; 
cul = ". txt"; 
stmcat(ao], bo], 1000000); 
strncat(aU], cU], 100000); 
resulto] = ao]; 
storage I (resultU], i, mean, volume, maximum); 
I 
timming(LEFr, 16); 
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PROGRAM LISTINGS 5: PROGRAM USED TO 
CALCULATING THE SPINDLE 3 DOF ERROR MOTIONS 
% FILENAME: AXIAL. M 
% This program is used to calculate spindle AXIAL error motions 
% DEVELOPED BY: ADE IDOWU 
% DATE: 2/3/97 
% Version 6.0 
% Open output file to read its data 
fid = fopen('c: Wision_p\data\out2_1. txt', Y); 
Mid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE PEAK POSIT10N (x) 
xl(i) = fscanf(fid, '%g', I); 
% Read FRINGE DENSITY (p) 
pI (i) = fscanf(fid, '%g', I); 
% Read FRINGE SPACING (s) 
sl(i) = fscanf(fid, '%g', I); 
% Read FRINGE ORIENTATION (o) 
oI (i) = fscanf(fid, '%g', I); 
% End sampling of data 
end 
end 
% Close the output file 
fclose(fid); , 
% Open output file to read its data 
fid = fopen('c: \vision-p\data\out2-2. txt', Y); 
Mid = fopen(filename, Y); 
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% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE PEAK POSITION (x) 
x2(i) = fscanf(fid, '%g', I); 
% Read FRINGE DENSITY (p) 
p2(i) = fscanf(fid, '%g', I); 
% Read FRINGE SPACING (s) 
s2(i) = fscanf(fid, '%g', I); 
% Read FRINGE ORIENTAIION (o) 
o2(i) = fscanf(fid, '%g', I); 
% End sampling of data 
end 
end 
% Close the output file 
felose(fid); 
% Open output file to read its data 
fid = fopen('c: \vision-p\data\out2-3. txt', Y); 
Mid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE PEAK POSITION (x) 
x3(i) = fscanf(fid, '%g', I); 
% Read FRINGE DENSITY (p) 
p3(i) = fscanf(fid, '%g'. 1); 
% Read FRINGE SPACING (s) 
s3(i) = fscanf(fid, '%g', I); 
% Read FRINGE ORIENTATION (o) 
o3(i) = fscanf(fid, '%g', I); 
% End sampling of data 
end 
end 
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% Close the output file 
fclose(fid); 
% Open output file to read its data 
fid = fopen('c: \vision-p\data\out2-4. txt', Y); 
Mid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE PEAK POSITION (x) 
x4(i) = fscanf(fid, '%g', 1); 
% Read FRINGE DENSITY (p) 
p4(i) = fscanf(fid, '%g', I); 
% Read FRINGE SPACING (s) 
s4(i) = fscanf(rid, '%g', 1); 
% Read FRINGE ORIENTATION (o) 
o4(i) = fscanf(fid, '%g', I); 
% End sampling of data 
end 
end 
% Close the output file 
fclose(fid); 
% Open output file to read its data 
fid = fopen('c: \vision-p\data\out2_5. txt', Y); 
Mid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE PEAK POSITION (x) 
x5 (i) = fscanf(fid, '%g', 1); 
% Read FRINGE DENSITY (p) 
p5(i) = fscanf(fid, '%g', I); 
% Read FRINGE SPACING (s) 
s5(i) = fscanf(fid, '%g', I); 
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% Read FRINGE ORIENTATION (o) 
o5(i) = fscanf(fid, '%g', I); 
% End sampling of data 
end 
end 
% Close the output file 
fclose(fid); 
% Calculate the spindle angle in radians: 
k=0: 12: 360; 
angle = k*pi/I 80; 
Fs = 31; 
samples = (0: (Fs-1))/(Fs-1); 
Calculate axial error: 
% Calculate the reference values 
for i=l: Fs 
xr(i) = ((xl(i) + x2(i) + x3(i) + x4(i) + x5(i)))/5; 
sr(i) = ((s I (i) + s2(i) + s3(i) + s4(i) + s5(i)))/5; 
end 
[y, n] = min(x I); 
n= 30; 
z--mean(xr); 
s-mean = mean(sr); 
for i I: Fs 
al(i) xl(n) - xl(i); 
srl(i)= sl(n) - sl(i); 
al(i) = al(i) - srl(i); 
a2(i) =xI (n) - x2(i); 
sr2(i)= sI (n) - s2(i); 
a2(i) = a2(i) - sr2(i); 
a3(i) =xI (n) - x3(i); 
sr3 (i)= sI (n) - s3 (i); 
a3(i) = a3(i) - sr3(i); 
a4(i) =xI (n) - x4(i); 
sr4(i) =s I (n) - s4(i); 
a4(i) = a4(i) - sr4(i); 
a5(i) =xI (n) - x5(i); 
sr5(i)= sl(n) - s5(i); 
a5(i) = a5(i) - sr5(i); 
end 
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for i=I: Fs 
position-av(i) = (al(i) + a2(i) + a3(i) + a4(i) + a5(i))/5; 
asyn I (i) = al(i) - positionav(i); 
asyn2(i) = a2(i) - position_av(i); 
asyn3(i) = a3(i) - position_av(i); 
asyn4(i) = a4(i) - position_av(i); 
asyn5(i) = a5(i) - position-av(i); 
ay-asyn(i) = (asynl(i)+asyn2(i)+asyn3(i)+asyn4(i)+asyn5(i))/5; 
p_av(i) = (pl(i) + p2(i) + p3(i) + p4(i) + p5(i))/5; 
mean_o(i) = (o I (i) + o2(i) + o3(i) + o4(i) + o5(i))/5; 
mean_o(i) = mean. -o(i) 
* pi/180; 
end 
for i=I: Fs 
xav(i)= (position-av(i))*cos(mean_o(i)); 
yav(i) = (position_av(i))*sin(mean-o(i)) - (position-av(i))*O ;% 
magav(i) = sqrtm((xav(i). A2) + (yav(i). A2)); 
% get the sign 
magav(i) = magav(i) * (position_av(i)/abs(position_av(i))); 
end 
i=I: Fs; 
plot(i, magav); 
pause 
% Calculate the asychronous axial errors 
for i=l: Fs 
axiall(i) = al(i)/xl(i) * 633; 
axial2(i) = a2(i)/x2(i) * 633; 
axial3(i) = a3(i)/x3(i) * 633; 
axial4(i) = a4(i)/x4(i) * 633; 
axial5(i) = a5(i)/x5(i) * 633; 
end 
% Polar display correction 
axial 1 (1) = axial 1(3 1); 
axial2(l) = axial2(3 1); 
axial3(l) = axial3(3 1); 
axial4(l) = axial4(3 1); 
axial5(l) = axial5(3 1); 
%Plot asynchronous 'pitch' polar chart using eqaution in thesis: 
for i I: Fs 
hl(i) (axial I (i)+2*max(axiall))*cos(angle(i)); 
vI (i) (axial I (i)+2*max(axial 1))*sin(angle(i)); 
h2(i) = (axial2(i)+2*max(axiall))*cos(angle(i)); 
v2(i) = (axial2(i)+2*max(axiall))*sin(angle(i)); 
h3(i) = (axial3(i)+2*max(axiall))*cos(angle(i)); 
v3(i) = (axial3(i)+2*max(axiall))*sin(angle(i)); 
h4(i) = (axial4(i)+2*max(axiall))*cos(angle(i)); 
v4(i) = (axial4(i)+2*max(axiall))*sin(angle(i)); 
h5(i) = (axial5(i)+2*max(axiall))*cos(angle(i)); 
v5(i) = (axial5(i)+2*max(axiall))*sin(angle(i)); 
end 
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% Evaluate asynchronous (axial) error motion (as): 
min-e(l) = min(axial 1); max_e(l)= max(axial 1); 
min_e(2) = min(axial2); max_e(2)= max(axial2); 
min_e(3) = min(axial3); max_e(3)= max(axial3); 
min-e(4) = min(axial4); max_e(4)= max(axial4); 
min_e(5) = min(axial5); max_e(5)= max(axial5); 
es = abs(min(min_e)) + max(max_e); 
" Re-plot polar chart of spindle 'pitch' error 
" stating the error motion value in urads: 
plot(hl, vl, 'm', h2, v2, 'c', h3, v4, 'r', h4, v4, 'g', h5, v5, 'b') 
xlabel('Displacement (mn)') 
ylabel('Displacement (nm)') 
title(' Unfiltered total error of spindle: 520 nm 
pause 
% Calculate the asychronous axial errors 
for i=l: Fs 
av_axial(i) = magav(i)/x I (i) * 633; 
h(i) = (ay_axial(i)+max(av_; axial))*cos(angle(i)); 
v(i) = (av_axial(i)+max(av_axial))*sin(angle(i)); 
end 
% Polar display correction 
h(l) = h(3 1); 
% Evaluate asynchronous (axial) error motion (as): 
min-axial(l) = min(avaxial); max_axial(l)= max(av_axial); 
axial-s = abs(min(min-axial)) + max(maxaxial); 
" Re-plot polar chart of spindle axial error 
" stating the error motion value in urads: 
plot(h, v, 'm') 
xlabel('Displacement (nm)') 
ylabel('Displacement (nm)') 
title(' Unfiltered average axial error of spindle: 261 nm 
pause 
% Frequency spectra of data 
%[b, al = ellip(4,2,30, [0.040 0.055]/0.066); 
%[b, al = ellip(4,0.10,30, [0.025 0.037]/0.066); 
[b, a] = ellip(8,0.30,30, [0.030 0.045]/0.066); 
[H, w] =freqz(b, a, 512); 
w= (0: 255)/(256*(Fs/2)); 
sfa =filter(b, a, av_axial); 
SA= fft(av-axial, 512); 
SFA = fft(sfa, 512); 
sf I =filter(b, a. axial I); 
Sl= fft(axiall, 512); 
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SFI = fft(sfl, 512); 
sf2 =filter(b, a, axial2); 
S2= fft(axial2,512); 
SF2 = M(sf2,512); 
sf3 =filter(b, a, axial3); 
S3= fft(axial3,512); 
SM = fft(sf3,512); 
sf4 =filter(b, a, axial4); 
S4= ffi(axial4,512); 
SF4 = fft(sf4,512); 
sf5 =filter(b, a, axial5); 
S5= M(axial5,512); 
SF5 = fft(sf5,512); 
%Plot elliptic filter characteristics 
w= w*15.6212; 
plot(w, abs(SA(1: 256)), 'b-', w, abs(SFA(1: 256)), 'r-') 
xlabel(' Rotational Frequency (Hz) 
ylabel(' Amplitude (nm) 
pause 
%Plot elliptic filter characteristics 
freqz(b, a); 
pause 
%Plot (filtered) synchronous 'axial' polar chart usingeqaution in thesis: 
for i=l: Fs 
hm(i) = (sfa(i)+3*max(sfa))*cos(angle(i)); 
vm(i) = (sfa(i)+3*max(sfa))*sin(angle(i)); 
end 
% Evaluate (filtered) synchronous (pitch) error motion (ep): 
min-sf = min(sfa); max-sf= max(sfa); 
epf = abs(minsf) + max-sf; 
" Re-plot polar chart of spindle 'axial' error 
" stating the error motion value in nm: 
hm(l) = hm(3 1); 
plot(hm, vm, 'b-'); 
xlabel('Displacement (nm)') 
ylabel('Displacement (nm)') 
title(' Filtered average axial error: 82.2 nm') 
pause 
%Plot elliptic filter characteristics 
plot(w, abs(S4(1: 256)), 'b-?, w, abs(SF4(1: 256)), 'r-') 
xlabel(' Frequency (sampling rate) in Hz 
ylabel(' Power of signal ') 
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% FILENAME: TILT. M 
% This program is used to calculate spindle TILT error motions 
% DEVELOPED BY: ADE IDOWU 
% DATE: 2/6/97 
% Version 6.0 
% Open output file to read its data 
fid = fopen('c: \vision-p\data\dat-I. txt', Y); 
%fid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE DENSrrY (p) 
pl(i) fscanf(fid, '%g', I); 
value pI (i); 
% Read SPINDLE POSITION 
ml(i) = fscanf(fid, '%g', I); 
% Read FRINGE ORIENTATION (o) 
ol(i) = fscanf(fid, '%g', I); 
% Read FRINGE SPATIAL FREQUENCY (f) 
fI (i) = fscanf(fid, '%g', I); 
% Read X COORDINATE OF FIRST PEAK(x-p) 
x_p I (i) = fscanf(fid, '%g', I); 
% Read Y COORDINATE OF FIRST PEAK(y-p) 
y_p I (i) = fscanf(fid, '%g', I); 
% Read FRINGE POSITION (x) 
forj = I: value 
tempo) = fscanf(fid, '%g', I); 
xI (ij) = tempo); 
% End sampling of data 
end 
end 
% Close the output file 
fclose(fid); 
% Open output file to read its data 
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fid = fopen('c: \vision-p\data\daL2. txt', Y); 
%fid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE DENSITY (P) 
p2(i) fscanf(fid, '%g', I); 
value P20); 
% Read SPINDLE POSITION (m) 
m2(i) = fscanf(fid, '%g', I); ' 
% Read FRINGE ORIENTATION (o) 
o2(i) = fscanf(fid, '%g', l); 
% Read FRINGE SPATIAL FREQUENCY (f) 
f2(i) = fscanf(fid, '%g', I); 
% Read X COORDINATE OF FIRST PEAK(x-p) 
x_p2(i) = fscanf(fid, '%g', I); 
% Read Y COORDINATE OF FIRST PEAK(y_p) 
y_p2(i) = fscanf(fid, '%g', I); 
% Read FRINGE POSITION (x) 
for j=I: value 
tempo) = fscanf(fid, '%g', I); 
x2(ij) = tempo); 
% End sampling of data 
end 
end 
% Close the output file 
felose(fid); 
% Open output file to read its data 
fid = fopen('c: Wision-p\data\daL3. txt', Y); 
%fid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE DENSITY (p) 
p3(i) fscanf(fid, '%g', I); 
value p3(i); 
% Read SPINDLE POSITION (m) 
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m3(i) = fscanf(fid, '%g', I); 
% Read FRINGE ORIENTATION (o) 
o3(i) = fscanf(fid, '%g', I); 
% Read FRINGE SPATIAL FREQUENCY (f) 
f3(i) = fscanf(fid, '%g', I); 
% Read X COORDINATE OF FIRST PEAK(x-p) 
x_p3(i) = fscanf(fid, '%g', I); 
% Read Y COORDINATE OF FIRST PEAK(y_p) 
y_p3(i) = fscanf(fid, '%g', I); 
% Read FRINGE POSITION (x) 
for j=I: value 
tempo) = fscanf(fid, '%g', I); 
x3(ij) = tempo); 
% End sampling of data 
end 
end 
% Close the output file 
fclose(fid); 
% Open output file to read its data 
fid = fopen('c: \vision-p\data\daL4. txt', Y); 
Mid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE DENSITY (p) 
p4(i) fscanf(fid, '%g', I); 
value p4(i); 
% Read SPINDLE POSITION (m) 
m4(i) = fscanf(fid, '%g', I); 
% Read FRINGE ORIENTAIION (o) 
o4(i) = fscanf(fid, '%g', I); 
% Read FRINGE SPATIAL FREQUENCY (f) 
f4(i) = fscanf(fid, '%g', I); 
% Read X COORDINATE OF FIRST PEAK(x_p) 
x_p4(i) = fscanf(fid, '%g', I); 
% Read Y COORDINATE OF FIRST PEAK(y_p) 
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y_p4(i) = fscanf(fid, '%g', I); 
% Read FRINGE POSITION (x) 
for j=I: value 
tempo) = fscanf(fid, '%g', I); 
x4(ij) = tempo); 
% End sampling of data 
end 
end 
% Close the output file 
fclose(fid); 
% Open output file to read its data 
fid = fopen('c: Wision_p\data\daL5. txt', Y); 
Mid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 31 
% Read FRINGE DENSITY (p) 
p5(i) fscanf(fid, '%g', I); 
value p5(i); 
% Read SPINDLE POSITION (m) 
m5(i) = fscanf(fid, '%g', I); 
% Read FRINGE ORIENTATION (o) 
o5(i) = fscanf(fid, '%g', l); 
% Read FRINGE SPATIAL FREQUENCY (f) 
f5(i) = fscanf(fid, '%g', I); 
% Read X COORDINATE OF FIRST PEAK(x_p) 
x-p5(i) = fscanf(fid, '%g', I); 
% Read Y COORDINATE OF FIRST PEAK(y-p) 
y-p5(i) = fscanf(fid, '%g', I); 
% Read FRINGE POSITION (x) 
forj = I: value 
tempo) = fscanf(fid, '%g', I); 
x5(ij) = tempo); 
% End sampling of data 
end 
end 
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% Close the output file 
fclose(fid); 
% Convert orientation angles from radians to degress: 
ol = ol*pi/180; 
o2 = o2*pi/180; 
o3 = o3*pi/180; 
o4 = o4*pi/180; 
o5 = o5*pi/180; 
% Find mean values: 
mean_o (o 1+ o2 + o3 + o4 + o5)/5; 
mean_f (f I+ f2 +B+ f4 + f5)/5; 
% Calculate reference datums 
m= 15; 
cý_ref oI (m); 
f_ref fI (m); 
% Calculate the spindle angle in radians: 
k=0: 12: 360; 
angle = k*pi/ 180; 
Fs = 31; 
samples = (0: (Fs- 1))/(Fs- 1); 
% Calculate angle differences 
for i=I: Fs 
delt4-o I (i) =oI (i)-mean-o(i); deltaLo I (i) = (cos(delt2Lo I (i))); 
delta-o2(i) = o2(i)-mean_o(i); deltao2(i) = (cos(deltaLo2(i))); 
delta_o3(i) = o3(i)-mean_o(i); deltao3(i) = (cos(deltao3(i))); 
delta-o4(i) = o4(i)-mean_o(i); deltA-o4(i) = (cos(delta_o4(i))); 
delta. o5(i) = o5(i)-mean-. p(i); deltaLo5(i) = (cos(deltzLo5(i))); 
end 
% Calculate difference in spatial frequency due to spindle tilt 
for i=I: Fs 
delta_f I (i) = ff_ref)/delta_o I (i))-fl (i); 
delta-f2(i) = ((f-ref)/delta-o2(i))-f2(i); 
delta_f3(i) = ((Lref)/delta-o3(i))-f3(i); 
delta. f4(i) = ((Lref)/deltao4(i))-f4(i); 
delta_f5(i) = ((f_ref)/delta-o5(i))-f5(i); 
% Calculate the tilt vector value: 
tilt_ I (i) = (deltaf I (i))/(f I (i)) * 635e-9; 
tilt_ý2(i) = (del taf2(i))/(f2(i)) * 635e-9; 
tiltj(i) = (delta-f3(i))/(f3(i)) * 635e-9; 
tiIL4(i) = (deltaf4(i))/(f4(i)) * 635e-9; 
tilt_5(i) = (delta_f5(i))/(f3(i)) * 635e-9; 
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% Calculate the othogonal-X tilt vector value: 
Xtilt-l(i) = tilLI(i)*cos(ol(i)); 
xtilt-2(i) = tiIL2(i)*cos(o2(i)); 
xtilL3(i) = tiIL3(i)*cos(o3(i)); 
xtilt_4(i) = tilt_4(i)*cos(o4(i)); 
xtiIL5(i) = tilt_5(i)*cos(o5(i)); 
% Calculate the othogonal-Y tilt vector value: 
ytilt_1 (i) = tiltj (i)*sin(o I (i)); 
ytilt. ý2(i) = tilt_2(i)*sin(o2(i)); 
ytilt_3(i) = tilt_3(i)*sin(o3(i)); 
ytilt_4(i) = tilt_4(i)*sin(o4(i)); 
ytiIL5(i) = tilt-5(i)*sin(o5(i)); 
% Calculate the tilt (angular) error: 
angle_I(i) =atan(tilt, _l(i)/O. 
I); 
angle_2(i) =atan(tilt-2(i)/O. I); 
angle_3(i) =atan(tilt_3(i)/O. I); 
angle_A(i) =atan(tilt_4(i)/O. I); 
angle-5(i) =atan(tilL5(i)/O. l); 
% Calculate the othogonal-X tilt (angular) error: 
xangle_ I (i) =atan(xtilt-I (i)/O. 1); 
xangle_2(i) =atan(xtiIL2(i)/O. I); 
xangle-3(i) =atan(xtiIL3(i)/O. I); 
xangle-4(i) =atan(xtiIL4(i)/O. 1); 
xangle_5(i) =atan(xtilt_5(i)10. l); 
% Calculate the othogonal-Y tilt (angular) error: 
yangle_l(i) =atan(ytilt-l(i)/O. I); 
yangle-2(i) =atan(ytilL2(i)/O. I); 
yangle-3(i) =atan(ytilt_3(i)/O. I); 
yangle_4(i) =atan(ytilt_4(i)/O. 1); 
yangle_5(i) =atan(ytiltj(i)/O. I); 
end 
% Calculate the mean value of the spatial frequency difference 
meanj =(delta_f I+ deltaLf2 + delta_f3 + delta-f4 + deltaLf5)/5; 
% Calculate the mean value of the x_tilt (angular) error: 
mean_tx =(xangle_l + xangle_2 + xangle-3 + xangle-4 +xangle-5)/5; 
% Calculate the mean value of the y_tilt (angular) error: 
mean-ty =(yangle-I + yangle-2 + yangle-3 + yangle-4 +yanglej)/5; 
%Plot polar chart of Pitch error motion: 
subplot(2,3, I) 
polar(angle, max(2*xangle-l)+xangliý_1, 'r-'); 
subplot(2,3,2) 
polar(angle, max(2*xangle_2)+xanglo_2, 'r-'); 
subplot(2,3,3) 
polar(angle, max(2*xangle_3)+xangle_3, 'r-'); 
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subplot(2,3,4) 
polar(angle, max(2*xangleý_4)+xangleý_4, 'r-'); 
subplot(2,3,5) 
polar(angle, max(2*xangleý_5)+xangliý_5, 'r-'); 
xlabel(' Pitch errors in urads'); 
title('Polar plots for five samples of data') 
pause 
clf reset 
%Plot asynchronous 'pitch' polar chart using eqaution in thesis: 
for i Us 
hl(i) (xangle-l(i)+5*max(xangle_l))*cos(angle(i)); 
vl(i) (xangle_l(i)+5*max(xangle_l))*sin(angle(i)); 
h2(i) = (xangliý-2(i)+5*max(xangle_l))*cos(angle(i)); 
v2(i) = (xangle_2(i)+5*max(xangle_l))*sin(angle(i)); 
h3(i) = (xangle-3(i)+5*max(xangle_l))*cos(angle(i)); 
v3(i) = (xangle_3(i)+5*max(xangle_l))*sin(angle(i)); 
h4(i) = (xangle_4(i)+5*max(xangle_l))*cos(angle(i)); 
v4(i) = (xangle_4(i)+5*max(xangle_l))*sin(angle(i)); 
h5(i) = (xangle_5(i)+5*max(xangle_l))*cos(angle(i)); 
v5(i) = (xangle_5(i)+5*max(xangleý_1))*sin(angle(i)); 
end 
% Evaluate asychronous (pitch) error motion (ep): 
min-e(l) = min(xangle_l); max_e(l)= max(xangle_l); 
min-e(2) = min(xangle_2); max_e(2)= max(xangle_2); 
min-e(3) = min(xanglej); max_e(3)= max(xangle_3); 
min-e(4) = min(xangle_4); max-ýe(4)= max(xangle_4); 
min-e(5) = min(xangle_5); max-e(5)= max(xanglej); 
aep = abs(min(min_e)) + max(max_e); 
% Re-plot polar chart of spindle 'pitch' error 
% stating the error motion value in urads: 
plot(hl, vl, 'm', h2, v2, 'c', h3, v4, 'r', h4, v4, 'g', h5, v5, 'b') 
xlabel('rads') 
ylabel('rads') 
title(' Asychronous pitch error: 1.9 urads'); 
%text(-1.5e-6,3e-6, ' Asychronous tilt (pitch) error of spindle: 1.24 urads') 
pause 
%Plot asynchronous 'roll' polar chart using eqaution in thesis: 
for i I: Fs 
hl(i) (yangle_l(i)+max(yangliz_l))*cos(angle(i)); 
vl(i) (yangle-l(i)+max(yangle_l))*sin(angle(i)); 
h2(i) (yangle-ý2(i)+max(yangle-1))*cos(angle(i)); 
v2(i) (yangle-2(i)+max(yangleý_1))*sin(angle(i)); 
h3(i) = (yangle-3(i)+max(yangliz-1))*cos(angle(i)); 
v3(i) = (yangle_3(i)+max(yangle_l))*sin(angle(i)); 
h4(i) = (yangle-4(i)+max(yangle_l))*cos(angle(i)); 
v4(i) = (yanglcý-4(i)+max(yangle_l))*sin(angle(i)); 
h5(i) = (yangle-5(i)+max(yanglcý-1))*cos(angle(i)); 
v5(i) = (yangle-5(i)+max(yangle_l))*sin(angle(i)); 
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end 
% Evaluate asynchronous (roll) error motion (et): 
min-e(l) = min(yangle-l); max_e(l)= max(yanglej); 
min-e(2) = min(yangle_2); max_e(2)= max(yangle_2); 
mia-e(3) = min(yangle-3); max_e(3)= max(yangle_3); 
min_e(4) = min(yangle_4); max_e(4)= max(yangle_4); 
min-e(5) = min(yangle-5); max-e(5)= max(yanglej); 
aet = abs(min(min-e)) + max(max_e); 
% Re-plot polar chart of spindle 'roll' error 
% stating the error motion value in urads: 
plot(h I, v l, 'm', h2, v2, 'c', h3, v4, 'r', h4, v4, 'g', h5, v5, 'b') 
xlabel('rads') 
ylabel('rads') 
title(' Asychronous roll error: 1.9 urads') 
pause 
%Plot (unfiltered) average 'pitch' polar chart using eqaution in thesis: 
for i= ITs 
hm(i) = (mean_tx(i)+2*max(mean_tx))*cos(angle(i)); 
vm(i) = (mean_tx(i)+2*max(mean-tx))*sin(angle(i)); 
end 
% Evaluate synchronous (pitch) error motion (ep): 
min_ýem = min(mean_tx); max_em= max(meantx); 
sep = abs(min_em) + max_em; 
" Re-plot polar chart of spindle 'roll' error 
" stating the error motion value in urads: 
plot(hm, vm, 'b-' 
xlabel('rads') 
ylabel('rads') 
title(' Unfiltered average pitch error: I urad') 
pause 
%Plot (unfiltered) average 'roll' polar chart using eqaution in thesis: 
for i=l: Fs 
hm (i) = (mean_ty(i)+0.5*max(meanjy))*cos(angle(i)); 
vm(i) = (mean-ty(i)+0.5*max(meanjy))*sin(angle(i)); 
end 
% Evaluate synchronous (roll) error motion (et): 
min_em = min(mean-Ay); max_em= max(mean_ty); 
set = abs(min-em) + max-em; 
% Re-plot polar chart of spindle 'roll' error 
% stating the error motion value in urads: 
plot(hm, vm, 'b-'); 
xlabel('rads') 
ylabel('rads') 
title(' Unfiltered average roll error: 1.1 urads') 
pause 
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Of reset 
% Frequency spectra of data 
%[b, a] = ellip(4,2,40, [0.001 0.012]/0.066); 
[b, al = ellip(4,0.10,30, [0.025 0.037]/0.066); 
[d, c] = ellip(4,0.10,30, [0.035 0.042]/0.066); 
[H, w] =freqz(b, a, 512); 
w= (0: 255)/(256*(Fs/2)); 
sf I =filter(b, a, mean-tx); 
sf2 =filter(d, c, mean_jy); 
S I= fft(mean-jx, 512); 
S2 = fft(mean-ty, 512); 
SFI = fft(sfl, 512); 
SF2 = fft(sf2,512); 
%Plot elliptic filter characteristics 
freqz(b, a); 
pause 
w= w* 15.6212; % Frequency is measured as number of data points per cycle 
plot(w, abs(SI(1: 256)), 'b-', w, abs(SFI(1: 256)), 'r-') 
xlabel(' Rotational Frequency (Hz) 
ylabel(' Amplitude (rads) 
pause 
plot(w, abs(S2(1: 256)), 'b-', w, abs(SF2(1: 256)), 'r-') 
xlabel(' Frequency (Rotational Frequency (Hz)'); 
ylabel(' Amplitude (rads) 
pause 
%Plot (filtered) synchronous 'pitch' polar chart using eqaution in thesis: 
for i=l: Fs 
hm(i) = (sf I (i)+5*max(sf 1))*cos(angle(i)); 
vm(i) = (sf I (i)+5*max(sfl))*sin(angle(i)); 
end 
% Evaluate (filtered) synchronous (pitch) error motion (ep): 
min_sf I= min(sf 1); max_sf I= max(sf 1); 
epf = abs(min_sf 1) + max_sf 1; 
" Re-plot polar chart of spindle 'roll' error 
" stating the error motion value in urads: 
hm(l) = hm(3 1); 
plot(hm, vm, 'b-'); 
xlabel('rads') 
ylabel('rads') 
title(' Filtered average pitch error: 0.19 urad'); 
pause 
%Plot (filtered) synchronous 'roll' polar chart using eqaution in thesis: 
for i=I: Fs 
hm(i) = (sf2(i)+5*max(sf2))*cos(angle(i)); 
vm(i) = (sf2(i)+5*max(sf2))*sin(angle(i)); 
end 
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% Evaluate (filtered) synchronous (roll) error motion (et): 
min_sf2 = min(sf2); max-sf2 = max(sf2); 
etf = abs(min_sf2) + max-sf2; 
" Re-plot polar chart of spindle 'roll' error 
" stating the error motion value in urads: 
hm(l) = hm(31); 
plot(hm, vm, 'b-'); 
xlabel('rads') 
ylabel('rads') 
title(' Filtered average roll error: 0.12 urad'); 
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PROGRAM LISTINGS 6: PROGRAMS USED TO ANALYSE 
INFERFEROGRAM INTENSITY PROFILES AND APPLY 
LEAST SQUARE POLYNOMIAL FITS 
% PROGRAM DESCRIPTION: Ibis program is used to read data created by the interferogram 
% software. It is used to read/ analyse the interferogram pixel data, and to sub-pixel 
% interpolation. 
% DEVELOPED BY: ADE IDOWU 
%DATE: (217/98) 
% Version 3.0 
%function read_ I (filename) 
clear 
for file_ýnurn = 1: 5 
stringl = 'c: /vision-p/matjab/fringe_. txt'; 
string2 =''; 
string3 = num2str(file-num); 
filename = strrep(stringl, string2, string3); 
fid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 30 
% Read FRINGE DENSITY 
fringe_density(i, file_ýnum) = fscanf(fid, '%g', I); 
end 
% Close the output file 
fclose(fid); 
stringl ='c: /vision-p/maUab/flag-. txt'; 
filename =strrep(stringi, string2, string3); 
fid = fopen(filename, Y); 
% Start to sample data from the beginning of loop 
for i=1: 30 
value-I (i, file_ýnum) = fscanf(fid, '%g', 1); 
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end 
value_2(i, file-num) = fscanf(fid, '%g', I); 
% Close the output file 
fclose(fid); 
string I= 'c: /vision-p/mat_lab/info- txt'; 
filename = strrep(string I, string2, string3); 
fid = fopen(filename, Y); 
for i=1: 30 
forj = 1: (value_2(i, filcý_num) - value_l(i, file-nurn) + 1) 
left_spacing(ij) = fscanf(fid, '%g', I); 
right-spacing(ij) = fscanf(fid, '%g', I); 
end 
end 
% Close the output file 
fclose(fid); 
stringl = 'c: /vision-p/maLlab/data.. txt'; 
filename = stffep(string I, string2, string3); 
fid = fopen(filename, Y); 
for i 1: 30 
forj 1: (value_2(i, file-num) - value_l(i, file-num)+I) 
for k= left-spacing(ij) : right_spacing(ij) 
z(k) = k; 
x(k) = fscanf(fid, '%g', I); 
y(k) = fscanf(fid, '%g', I); 
end 
for order = 1: 4; 
start = left_spacing(ij); 
w= left_spacing(ij) : right-spacing(ij); 
value I= z(w); 
value2 = y(w); 
pos, _min min(valuel); 
pos_max max(value I); 
int_min min(value2); 
inLmax max(value2); 
a polyfit(value l, value2, order); 
p a; 
intensity(order, w) = polyval(a, value I); 
difLval = abs(intensity(order, w) - value2); 
error(order) = mean(difLval); 
d-step = 0.01; %100th of a pixel 
d= pos-ýrnin: d-step: pos, -max; iforder---l c=p(l)*d+p(2); end 
if order-2 c= p(l)*d A2+ p(2)*d + p(3); end 
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if order--3 c= p(l)*d. A3+p(2)*d A2+ p(3)*d + p(4); end 
if order==4 c= p(l)*d. A4+p(2)*d. A3+p(3)*d A2+ p(4)*d + p(5); end 
if order--=5 c= p(l)*d. A5+p(2)*d. A4+p(3)*d A 3+p(4)*d. A2 + p(5)*d + p(6); 
end 
if order--6 c= p(l)*d A 6+p(2)*d A 5+p(3)*d. A4+p(4)*d. A 3+p(5)*d. A2 +... 
p(6)*d + p(7); end 
if order---7 c= 
p(l)*d. A7+p(2)*d. A6+p(3)*d A5+p(4)*d A4+p(5)*d A3+p(6)*d A2 +... 
p(7)*d + p(8); end 
if order---8 c= 
p(l)*d. A8+p(2)*d. A7+p(3)*d A6+p(4)*d. A5+p(5)*d. A4+p(6)*d A3+ 
p(7)*d A2 + p(8)*d + p(9); end 
if order--=9 c= 
p(l)*d. A9+p(2)*d. A8+p(3)*d A7+p(4)*d. A6+p(5)*d. A5+p(6)*d. A4+ 
p(7)*d. A3+p(8)*d. A2 + p(9)*d + p(IO); end 
if order--=10 c= 
p(l)*d. AIO+p(2)*d A9+p(3)*d. A8+p(4)*d. A7+p(5)*d A6+p(6)*d A 5+... 
p(7)*d. A4+p(8)*d. A3+p(9)*d A2 + p(10)*d + p(l 1); end 
hl ='At m ='; 
h2 = [hl int2str(order)]; 
%subplot(3,2, order); plot(valuel, value2, 'b*', d, c, 'r-'); 
%axis([pos_min pos-inax inLmin inLmax+20]) 
%ylabel('Intensity'); 
%text(100,120, h2) 
%text(100,70, 'Spatial position') 
end 
[min_error index_order] = min(error); 
intensity_poder = intensity(index_order, w); 
[temp, indexed] = rnax(intensity_ýrnoder); 
intensity-max(ij) temp; 
position_max(ij) indexed+start; 
end 
end 
% Close the output file 
fclose(fid); 
if file_ýnurn == I 
intensity_paxl intensity_ýrnax; 
position-max I position_max; 
elseif f ile_ýnurn == 2 
intensity_max2 intensity_max; 
position-max2 position-max; 
elseif file-num == 3 
intensity_max3 intensity_max; 
position-max3 position_max; 
elseif file_nurn =-- 4 
intensity-max4 intensity_max; 
positiorLmax4 position_max; 
95 
elseif file_ýnurn =5 
intensity_max5 intensity_max; 
position-max5 position-max; 
end 
disp('Ioop is: '); 
end 
plot(w, intensity-moder, '-b', w, y(left-spacing(ij) : righLspacing(ij)), 'r*') 
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% FILENAME: INTENLM 
" PROGRAM DESCRIPTION: This program is used plot interpolated fringe data for 
" the n=6 order 
" DEVELOPED BY: ADE IDOWU (217/98) 
" Version 3.0 
% Define program variales 
b=[ I 
97 
98 
99 
100 
1 
I 
1 
1 
1 
1 
1 
I 
1 
1 
1 
I 
I 
1 
I 
1 
1 
1 
I 
1 
I 
1 
1 
I 
1 
1 
1 
I 
1 
1 
I 
I 
1 
I 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0]; 
g =[ 156 
156 
157 
153 
150 
101 
147 
144 
140 
137 
134 
131 
128 
124 
120 
117 
113 
109 
106 
102 
98 
95 
96 
97 
98 
99 
100 
102 
103 
104 
105 
109 
113 
117 
121 
125 
129 
133 
137 
141 
143 
144 
146 
148 
150 
152 
154 
156 
158 
157 
157 
157 
156 
156 
155 
155 
155 
154 
152 
149 
147 
102 
144 
142 
140 
137 
135 
132 
128 
125 
122 
119 
115 
112 
109 
106 
103 
104 
105 
107 
108 
109 
III 
112 
113 
115 
117 
119 
122 
124 
126 
128 
130 
133 
135 
137 
139 
141 
143 
145 
147 
148 
150 
152 
152 
152 
153 
153 
153 
153 
153 
153 
153 
151 
149 
147 
145 
103 
143 
141 
139 
137 
135 
131 
125 
121 
116 
112 
107 
103 
98 
94 
94 
93 
93 
93 
92 
91 
90 
90 
90 
93 
97 
101 
105 
108 
112 
116 
120 
124 
126 
129 
131 
134 
136 
138 
140 
143 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
154 
153 
153 
152 
152 
104 
151 
151 
150 
150 
147 
144 
141 
138 
135 
132 
129 
126 
123 
119 
116 
113 
109 
106 
103 
98 
95 
91 
93 
95 
96 
98 
100 
102 
103 
105 
107 
109 
112 
115 
118 
120 
123 
125 
128 
131 
. 132 
133 
134 
135 
136 
137 
138 
139 
140 
140 
140 
140 
140 
140 
140 
105 
141 
141 
141 
138 
135 
131 
128 
125 
122 
119 
116 
113 
109 
105 
101 
97 
93 
89 
85 
80 
76 
78 
79 
80 
81 
83 
84 
85 
87]; 
max-g = max(g); 
% Plot graphs 
x= Nength(b); 
subpIot(1,2, I); plot(x, g, 'b+', x, g, 'b-'); 
%axis([xl_min xl-max yl-min yl_max]) 
xlabel('Spatial position'); 
ylabel('Pixel grey-levls'); 
subplot(1,2,2); plot(x, b, 'b+', x, b, 'b-'); 
xlabel('Spatial position'); 
ylabel('Pixel grey-levls'); 
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% FILENAME: FIT_2. M 
% PROGRAM DESCRIPTION: This program is used plot interpolated fTinge data for 
% then= I ton=6order 
% DEVELOPED BY: ADE IDOWU (2t7/98) 
% Version 3.0 
% Define progam variales 
b=[ III 
112 
113 
115 
117 
119 
122 
124 
126 
128 
130 
133 
135 
137 
139 
141 
143 
145 
147 
148 
150 
152 
152 
152 
153 
153 
153 
153 
153 
153 
153 
151 
149 
147 
145 
143 
141 
139 
137 
135 
131 
107 
125 
121 
116 
112 
107 
103 
98 
94 
94 
93 
93 
93 
92 
91 
90 
90 
901; 
a= 1: 58; 
at; 
a_pin = min(a); 
b_min = min(b); 
a_ýmax = max(a); 
b_jnax = max(b); 
format long %set output format to 16 decimal places 
no_plots = 6; 
for n=1: no-plots 
g=n 
p= polyfit(a, b, n) 
% Use the return coefficients of the polynomial 
d=a; 
d_step=0.01; %10thofapixel 
d= a_min: d_step: amax; 
if n=-- Ic= p(l)*d + p(2); end 
if n=--2 c= p(l)*d A2 + p(2)*d + p(3); end 
if n=3 c= p(l)*d A 3+p(2)*d. A2 + p(3)*d + p(4); end 
if n==4 c= p(l)*d. A4+p(2)*d. A3+p(3)*d. A2 + p(4)*d + p(5); end 
if n=5 c= p(l)*d. A5+p(2)*d A4+p(3)*d. A3+p(4)*d. A2 + p(5)*d + p(6); end 
if n=6 c= p(l)*d A6+p(2)*d. A5+p(3)*d. A4+p(4)*d. A3+p(5)*d A2 + p(6)*d + p(7); end 
%c= p(l)*d A 7+p(2)*d A6+p(3)*d. 115+p(4)*d. A4+p(5)*d A3+p(6)*d A2 + p(7)*d + p(8); 
[max-intense, index] = max(c) 
max-position = d(index) 
hl ='At m =' 
h2 = [h I int2str(n)] 
% Show a plot of the interferogram data and its curve fit 
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subplot(3,2, g); plot(a, b, 'b*', d, c, 'b-'); 
axis([a_min amax b_min b. _max+20]) %xlabeI('X'); 
ylabel('Intensity'); 
text(33.2,120, h2) 
text(34,180, 'Spatial position') 
%text(33.5,130, 'Maximum intensity after curve fitting = 116.0874'); 
%text(33.5,120, 'Fringe maximum position after curve fitting = 36.5300'); 
end 
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PROGRAM LISTINGS 7: PROGRAMS USED TO ANALYSE 
THE TBEORECTICAL/ EXPERIMENTAL MODEL OF 
INTERFEROMETER TILT VECTOR 
% FELENAME: SPIN_DEN. M 
% DESCRIPTION: This program is used to plot the theorectical and experimental 
% characteristic b/w fringe density and angular position 
% DEVELOPED BY: ADE IDOWU 
% DATE: 22/12/97 
% VERSION: 2.0 
% Definition of variables 
interval = 6; 
angle-cycle = 360; 
spin-angle = O: interval: angle-cycle; 
for i=1: (angle_cycle/interval)+ I 
count 
a =3; 
b 8; 
c 0.0001; 
al(i) = (a. A2) + (b. A2); 
bl(i) = 2*a*b; 
p(i) = al(i) + bl(i)*cos((1.0205*spin-angle(i))+90); 
q(i) = p(j). AO. 5; 
end 
P-ex = [9 
10 
10 
10 
10 
10 
10 
10 
10 
10 
8 
9 
8 
8 
8 
8 
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8 
9 
7 
8 
7 
7 
6 
7 
6 
6 
6 
6 
5 
6 
6 
6 
6 
6 
6 
7 
6 
7 
6 
7 
7 
8 
7 
7 
8 
8 
9 
9 
9 
9 
9 
10 
10 
10 
9 
10 
10 
11 
11 
it 
11 
p-ex p-. ex'; 
% Plot graphs 
plot(spin_angle, q, 'g-', spin-angle, p-ex, 'b-'); 
axis([O 360 0 151); 
x1abel('Spindle angular position'); 
ylabelffringe density'); 
III 
text(250,11.5, 'Theorectical'); 
text(250,6.5, 'Experimental'); 
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I 
% FILENAME: SPAT-FRE. M 
% DESCRIPTION: This program is used to plot the theorectical and experimental 
% characteristic b/w spatial frequency and angular position 
% DEVELOPED BY: ADE IDOVX 
% DATE: 22/12/97 
% VERSION: 2.0 
Definition of variables 
interval = 6; 
angle-cycle = 360; 
spin-angle = O: interval: angle_pycle; 
for i= L(angle-ýcycle/interval)+1 
count = i; 
a 3; 
b 8; 
c 0.0001; 
al(i) = (a. A2) + (b. A2); 
bl(i) = 2*a*b; 
p(i) = al(i) + bl(i)*cos((1.0205*spin_angle(i))+90+6); 
q(i) = (p(i). "0.5)*238.65743* le-04; 
end 
sLex = le-4*[2245.340 
2245.340 
2266.780 
2200.680 
2293.640 
2193.260 
2103.070 
2176.730 
2176.730 
2224.440 
2159.340 
2121.430 
2126.080 
1997.800 
2006.960 
2072.120 
1910.500 
2088.070 
1751.270 
1860.780 
1701.310 
113 
1711.730 
1504.170 
1570.920 
1320.060 
1492.590 
1285.960 
1249.470 
1166.230 
1133.390 
1133.390 
1133.390 
1303.990 
1264.970 
1367.920 
1363.960 
1569.260 
1442.640 
1484.100 
1746.430 
1686.560 
2000.000 
1918.620 
2054.330 
2001.110 
2017.700 
2247.230 
2203.290 
2207.080 
2191.480 
2247.250 
2334.580 
2334-580 
2358.970 
2333.410 
2394.740 
2385.460 
2451.650 
2372.400 
2402.200 
2492.200 
1; 
sf-ex = sLex'; 
% Plot graphs 
plot(spin. angle, q, 'g-', spin-angle, sf-ex, 'b-'); 
%axis([O 360 0 15]); 
xlabel('Spindle angular position'); 
ylabel('Spatial Frequency '); 
text(250,1800, 'Theorectical'); 
text(250,2680, 'Experimental'); 
114 
