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Abstract 
In the bearings-only target tracking, wireless sensor network (WSN) collects observations of the target direction at various 
nodes and uses an adaptive filter to combine them for target tracking. An efficient network management is necessary to gain an 
optimal tradeoff between locating accuracy and energy consumption. This article proposes a self-organizing target tracking algo-
rithm to select the most beneficial subset of nodes to track the target at every snapshot. Compared with traditional methods, this 
scheme avoids the need for keeping global position information of the network as in greedy selection. Each node judges its fu-
ture usefulness depending on the knowledge of its own position and using simple mathematics computation. Simulations indicate 
that this scheme has locating accuracy comparable to the global greedy algorithm. Also, it has good robustness against node fail-
ure and autonomous adaptability to the change of the network scale. Furthermore, this algorithm consumes limited energy be-
cause only a portion of nodes partakes in the selection at every snapshot. 
Keywords: direction of arrival; Kalman filtering; tracking; wireless sensor network 
1. Introduction1 
Distributed sensor network system is one of the 
dominant technological trends in forthcoming decades, 
especially for military surveillance and reconnaissance. 
The wireless sensor networks (WSNs) provide an ef-
fective means of information collection and robust 
scheme for passive bearings-only tracking in a com-
plex and interferential environment. However, the 
sensors possess limited power without emergency re-
charging ability and the performance of node meas-
urement is changeable depending on varied geometric 
relationships between the target and network[1]. Thus, a 
high-performance tracking scheme is demanded to be 
able to predict the target trajectory, as the basis to 
manage the network for selecting some specific nodes 
to track target and help avoid unnecessary waste of 
energy.  
The pioneering tracking schemes of the network 
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management are deficient in complicacy and extrava-
gancy. The common methods[2-6] are based on global 
node positions or traversal computation. By summing 
up such algorithms, L. M. Kaplan[5] proposed the 
global node selection (GNS) algorithm, which mini-
mizes the expected filtered mean square target position 
errors for a given number of nodes based on the global 
information of node position. Nevertheless, in those 
global algorithms, each node must know all node posi-
tions to check every possibility. Also, the network 
should have some extra schemes, for instance, to 
broadcast global positions during system initialization 
and inform each node of deleting the position records 
of the disabled ones and so on. These schemes require 
the network having large memory and communication 
capability. To solve these problems, R. Gupta, et al.[7] 
presented a local node selection method based on the 
distance threshold. However, it allows all of the nodes, 
whose distances from the target trajectory are shorter 
than a threshold, to observe the target. This scheme 
ignores the analysis of the constraints of the number of 
active nodes per snapshot and the theoretical criterion 
of the optimal active nodes. Besides, L. M. Kaplan[8] 
proposed the autonomous node selection (ANS) algo-
rithm, another local method working on the basis of 
complex parameter settings. Its simulation lays focus 
mainly on the locating accuracy and energy consump-Open access under CC BY-NC-ND license.
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tion without concerns about the advantages of such 
local algorithms in robustness and scalability.  
This article presents a novel self-organizing tracking 
scheme in WSNs. At a certain snapshot, the active 
nodes fuse their observations, update the extended 
Kalman filter (EKF) tracker, determine which of them 
keeps active and predict a threshold for idle nodes to 
self-activation at the next snapshot. Then, they broad-
cast the relevant data. The idle nodes judge their next 
working state according to their own positions and the 
threshold. This method dispenses with many technical 
supports in the global algorithms, for example, peri-
odically refreshing the global position information by 
exploiting self-information of each node. Therefore, in 
this self-organizing method, the occurrence of failures 
and addition of idle nodes will not affect the current 
tracking and management of sensors, which contrib-
utes to heightened performances in localization, ro-
bustness, scalability and energy economy for tracking 
with WSNs.  
2. Problem Description 
The problem addressed in this article is passive 
bearings-only tracking of an acoustic target in 2D field 
with WSNs. Each node has an array of sensors to es-
timate the direction of arrival (DOA)[9] of a target 
source. Generally, each node can determine a target 
with a large signal to noise ratio (SNR) 500 m away[5]. 
The network amasses the discrete measurements to 
track the moving target by EKF. 
For simplicity, the following assumptions are made 
for the WSN model. First, the whole network is con-
nected and time-synchronized. Second, the network is 
assigned to track only one target. 
2.1. Mathematical model 
Assuming the ith node’s position is Ni = [px,i  py,i]T 
and the target coordinate T = [px,t  py,t]T, the noise 
model of measurement is characterized by an addi-
tional Gaussian white noise. The DOA measured by 
the ith node, iT , is 
 ,t ,
,t ,
arctan y y ii i
x x i
p p
p p
T M   (1) 
where Mi is the measured noise of the ith node, i.e.,   
Mi ~ N(0, Vi2), Vi the root variance of measured noise. 
The prior experimental results[5] show that if the dis-
position of nodes is so random and sufficient and the 
time interval for sampling is set so properly long that 
Mi is ensured to be independent of nodes and sampling 
snapshots, it is reasonable to set the constant iV  to be 
5°.  
2.2. Extended Kalman filter 
This tracking algorithm employs an EKF to track 
the target in a simplified way of Bayesian filter, which 
was used in authors’ previous work[6]. For its detailed 
description, refer to Ref.[5] and Refs.[10]-[11]. This 
EKF can be expressed by Eqs.(2)-(7).  
 ( 1) ( ) ( 1)k k k   x Fx Gv  (2) 
where T[ ]x y x yp p p p x    represents the esti-
mated position and velocity of the target. Let Tˆ  be 
the 2×1 vector whose elements are the first two ele-
ments of x. Then Tˆˆ[ ] x T T . Tˆ  denotes the target 
position and Tˆ  the velocity.  
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where O is the time interval and ( 1)k v ~ 2( , )N vV0 . 
v(k+1) is 2×1 white Gauss process noise vector denot-
ing the uncertainty of target movement. 
The measurement equation of EKF is 
 ( 1) ( ( 1)) ( 1)k k k    z H x M  (3) 
where z(k+1) is the Na×1 vector of active nodes’ meas-
uring results at time k+1, Na the number of active 
nodes at every snapshot, M (k+1) is Na×1 white Gauss 
measurement noise vector, H(x) is the function to cal-
culate true DOA from target to network nodes. 
 
a
a
, 1 ,1
, 1 ,1
, 1 ,2
, 1 ,2
, 1 ,
, 1 ,
arctan
arctan
( ( 1))
arctan
y k y
x k x
y k y
x k x
y k y N
x k x N
p p
p p
p p
p pk
p p
p p






ª º« »« »« »« »« »  « »« »« »« »« »¬ ¼
H x
#
 (4) 
The prediction equations are 
 ( 1 | ) ( | )k k k k  x Fx  (5) 
 T 2 T( 1 | ) ( | )k k k k   vQ FQ F GGV  (6) 
where Q is 4×4 filter covariance matrix about x. In the 
filter stage, all active nodes share their observations 
and update the state vector x and covariance matrix Q 
with the following equations: 
1( 1 | 1) ( 1 | 1)( ( 1 | )k k k k k k     x Q Q <  
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i N
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where yi and Yi abide by the following equations: 
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where T  [ sin cos 0 0] /i i i irI I   is the gradient 
of ( )iH x  about ( 1 | )k kx and T [ ]i ir I  the loca-
tion of the ith node relative to the predicted target po-
sition ˆ ( 1 | )k kT  in polar coordinates. 
2.3. Criterion of node selection 
Now, the problem of managing proper nodes to 
track target comes to determine what kind of node/ 
target geometry is optimal to render the estimated tar-
get position most accurate from the measurements. 
Consider the case described in Fig.1 that two nodes are 
able to carry out a bearings-only localization of a sta-
tionary target. Each shadowed sector represents the 1ı 
measurement uncertainty of that node. The overlapped 
area of the two shadowed sectors is the target position 
uncertainty in this system. Compared with Figs.1(b)- 
1(c), Fig.1(a) gives out the least localization uncer-
tainty because the two nodes are closer to the target 
and the lines-of-sight between the two nodes and the 
target are almost orthogonal. Thus, to select the opti-
mal subset of nodes, it is inappropriate to simultane-
ously activate a number of nodes whose topology is 
similar to those in Figs.1(b)-1(c) because they cannot 
provide a good localization performance. 
 
(a) Nodes near target with    (b) Node far away from target  
 orthogonal diversity          with orthogonal diversity 
 
(c) Node far away from target  
with poor angular diversity 
Fig.1  Illustration of localization errors using bearing ob-
servations as a function of node/target geometry. 
Furthermore, according to the estimation theory, the 
covariance matrix of the estimated target position 
ˆ( ( ))Q T z  and the Fisher information matrix (FIM) 
ˆ( ( ))M T z can both reflect the overlapped uncertainty 
in Fig.1. The relationship between ˆ( ( ))Q T z  and 
ˆ( ( ))M T z  is defined by the Cramer-Rao lower bound: 
 T 1ˆ ˆ ˆ ˆ( ( )) {( ( ) )( ( ) ) } ( ( ))E    tQ T z T z T T z T M T z  (11) 
The equality of Eq.(11) means the estimator being 
efficient and the above-introduced EKF is of the type 
of efficient estimator[10-11]. 
Like the overlapped uncertainty in Fig.1, the area of 
the 1V localization uncertainty of the bearings-only 
tracking issue in WSNs can be given by[12] 
 1 ˆdet( ( ( )))AV  S Q T z  (12) 
Therefore, the best set of active nodes should be 
able to ensure the optimal node/target geometry that 
minimizes the uncertainty area A1V. It is clear that the 
minimum of A1V means the maximum of the determi-
nant of ˆ( ( ))M T z  according to Eq.(11). Hence, the 
determinant of ˆ( ( ))M T z of a set of nodes at time t is 
defined as their benefit and expressed by B(Na,t). The 
core role of the proposed scheme is to find the best 
subset of the nodes in the network that has a favorable 
node/target geometry to maximize B(Na,t) to facilitate 
the work of EKF at every snapshot. 
According to Eq.(11), B(Na,t) is equal to the recip-
rocal of the determination of ˆ( ( ))Q T z . In the EKF 
tracker, the sub-matrix of covariance matrix Q, 
[Q]1:2,1:2, represents ˆ( ( ))Q T z , where [Q]i,j denotes the 
(i, j) element of the matrix Q. At every snapshot, Q is 
updated based on its prior state and the geometric rela-
tionship between the nodes and the predicted target 
position according to Eqs.(5)-(10). Thus, Eq.(8) can be 
rewritten into  
     ( 1) ( 1| )k k k ª º    « »¬ ¼
J
K K
0
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where matrix K= 1Q , and 
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As Q is definitely symmetrical, K can be shown in a 
2×2 block-partitioned matrix form as  
T T( 1)k
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where A = K(k+1|k)1:2,1:2, C = K(k+1|k)1:2,3:4 and D = 
K(k+1|k)3:4,3:4. According to the matrix theory, from 
Eq.(14) the following can be obtained  
1,1 1,2
2,1 2,2
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   Q A J CD C  
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Therefore, B(Na,k+1) could be derived as follows: 
1
a 1:2,1:2det( ( , ) ) det(B N k
   Q A J  
1 T ) det( )  CD C J            (15) 
Thus, B(Na,k+1) is determined by the predicted co-
variance matrix Q(k+1|k) and the matrix of J. Q(k+1|k) 
is not related to the node/target geometry at the snap-
shot k+1. But J is determined by the geometric rela-
tionships between the nodes and the predicted target 
position ˆ ( 1 | ).k kT  Further on, the differential bene-
fit of a single node i about a set of nodes, Na, is defined 
as 
 a a ad ( | ) ( ) ( )B i N B i N B N *      (16) 
Because every node only possesses its own position 
in the scheme, the nodes compare their values of 
dB(i|Na) to find out which one is able to join Na for the 
optimal locating performance. The detailed explana-
tion will be introduced in Section 3. 
In addition, the upper bound of dB(i|Na) is  
 aa a2 2
tr( ( ))
d ( | ) (max(eig( ( ))))
2 i i
N
B i N N
rV
J
J
    (17) 
where tr(·) is the trace of a matrix, eig(·) for calculat-
ing the eigenvalues of the matrix, Vi the measurement 
standard deviation of node and ri the distance between 
node i and the predicted target position of the next 
snapshot. For the proof, refer to Appendix A.  
3. Self-organizing Tracking Algorithm 
For the purpose of selecting the most beneficial 
subset of nodes from the network at every snapshot, 
this article proposes a self-organizing tracking algo-
rithm (SOTA), which tries to find out the optimal sub-
set comprising a fixed number of nodes, Na, at every 
snapshot. Because the active nodes are ignorant of 
existence of idle nodes, it is impossible for them to 
accurately figure out the optimal nodes at the next 
snapshot. To conquer this obstacle, SOTA is performed 
on two stages: the prediction stage and the judgment 
stage. The current active nodes perform the first stage 
to find out some most beneficial nodes for the next 
snapshot from the available ones and set a threshold 
for idle nodes’ self-activation. On the second stage, 
each idle node compares its differential benefit with 
the threshold, and determines its next state. The actual 
number of the active nodes may be larger or smaller 
than Na in such a self-selecting scheme. This section 
begins with an introduction of the algorithm initializa-
tion followed by a description of the prediction stage 
and the judgment stage and ends up explaining SOTA 
with an example. 
3.1. System initialization 
SOTA utilizes Ni nearest nodes to observe the target 
at the first two snapshots and estimate the initial x and 
Q. Here, Ni denotes the number of active nodes in ini-
tialization. There are some existing methods[10,13-14] on 
this stage. For their detailed description, refer to 
Ref.[6]. 
3.2. Prediction stage 
On this stage, the active nodes at the snapshot k, la-
beled as Np(k), perform four steps in succession. First, 
they fuse their measurements to estimate x(k|k) and 
Q(k|k) according to Eqs.(7)-(10). Second, they predict 
x(k+1|k) and Q(k+1|k) with Eqs.(5)-(6). When the Np(k) 
nodes have performed these two steps, they keep hold 
of the information about their positions and the EKF 
tracker state. 
Third, SOTA keeps most of Np(k) nodes active for 
the next snapshot for two reasons. One is that when the 
target is traveling at a normal speed (10-20 m/s), the 
topology change of it and nodes is slight between two 
snapshots from the perspective of the whole network. 
The experimental results[5-6] tell that those optimal 
nodes at snapshot k are also possible to provide the 
best performance at the k+1 snapshot. The other lies in 
the ignorance for the Np(k) nodes of there being any 
idle node or not. To prevent SOTA from always failing 
to select enough available idle nodes for Na active 
nodes per snapshot, the algorithm selects the active 
nodes at snapshot k+1 mainly from its known nodes, 
Np(k). In fact, SOTA complies with greedy method in 
finding the most beneficial Naí1 nodes at the snapshot 
k+1 from Np(k) when the number of Np(k) nodes is 
equal to or greater than Na. Otherwise, if the number of 
the Np(k) nodes is less than Na, SOTA selects the best 
Npí1 nodes, where Np is the number of the Np(k) nodes. 
In other words, it is common that Naí1 active nodes at 
the k snapshot are also active at k+1 snapshot. These 
selected nodes are labeled as 0pN , and the abandoned 
ones as Npí. 
After this step, it is possible that some idle nodes 
would be better to join 0pN as candidates than to join 
Npí nodes. Allowing for this, SOTA performs the 
fourth step on this stage. All Npí nodes compute their 
differential benefits, dB(i| 0pN ), via Eq.(16). Then, 
SOTA sets the greatest dB(i| 0pN ) as the threshold for 
an idle node to join 0pN . The Np(k) nodes broadcast 
their positions and the EKF state to those idle ones. To 
avoid the need for broadcasting all over the network, a 
specific transmission radius, rt, is derived from Eq.(17). 
It is not until the distances from the idle nodes to the 
target are shorter than rt that their differential benefits 
might exceed the threshold. 
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where Th is the threshold.  
Eq.(18) could be directly derived from Eq.(17) by 
letting dB(i|Na) equal Th. rt is of primary importance in 
enhancing the efficiency of SOTA communication, for 
with its help, SOTA could inform those candidate 
nodes of possibility to break the threshold, so as to 
avoid global flooding. Furthermore, the nodes that the 
distance of which to the target larger than rt, with hav-
ing received messages from Np(k) nodes, would keep 
idle without being subject to further computation. 
3.3. Judgment stage 
When an idle node j receives messages from Np(k) 
nodes, it enters in the judgment stage to compute its 
differential benefit, dB( j| 0pN ), and compares it with 
the threshold. If dB( j| 0pN ) exceeds the threshold, the 
jth node has greater differential benefit than those Npí 
nodes. As a result, it joins 0pN . Otherwise, it would 
keep inactive at the next snapshot. 
Finally, the idle nodes that succeed to join 
0
pN would broadcast their determinations to Np(k) 
nodes. The node in the Npí whose differential benefit is 
set to be the threshold holds tenable at the next snap-
shot if there is no new nodes joining 0pN . These nodes 
will measure the target at the snapshot k+1 according 
to Eq.(3) and then return to the prediction stage for 
further tracking. 
Accordingly, by means of SOTA, it is possible to 
select a subset of nodes with a favorable benefit on 
condition that each node is merely in the knowledge of 
its own position. Fig.2 illustrates the flow chart of this 
algorithm. 
3.4. An example of performing SOTA 
Fig.3 shows the performance of SOTA when Na=3. 
In this example, the Np(k) nodes, Np1, Np2, and Np3, 
share their measurements and update the EKF. Then, 
they predict x(k+1|k) and Q(k+1|k) and find out the 
best two nodes from them to set up 0pN . Assuming that 
Np1 and Np2 have the maximal benefit out of three can-
didate options, they are selected to join 0pN . The dif-
ferential benefit dB(Np3| 0pN ) is computed and set to be 
the threshold, Th. All of the Np(k) nodes broadcast 
relevant information. Afterwards, the system enters in 
the judgment stage. Although the node a1 receives 
messages, it should remain inactive at the snapshot k+1 
because its distance from ˆ( 1| )k kT  is larger than rt. 
The node a2 meets the constraint of distance though, 
its dB(a2| 0pN ) fails to surpass the threshold and should 
keep idle. The node a3 joins 0pN due to dB(a3|
0
pN ) 
getting beyond Th. The other nodes should lie dormant 
as they are not within the broadcast reach of Np(k) 
nodes. In the end, the Np(k+1) nodes are Np1, Np2, and 
a3, which observe the target at the snapshot k+1 and 
restart another cycle. 
System 
initialization
The self-selected nodes 
broadcast their decision
Judgment 
stage
Prediction 
stage
System initialization using Ni
nearest nodes 
Kalman filtering x(k|k) and Q(k|k)             
Selecting N   nodes from              
Np(k) nodes
Np(k) nodes calculate the Th     
and broadcast the system 
information
Kalman filtering x(k+1|k) and  
Q(k+1|k)
k=k+1
The idle node calculate its 
differential benefit and 
compares it with Th     
(calculated)
0
p
 
Fig.2  Flow chart of SOTA. 
 
Fig.3  Illustration of SOTA performance at Na = 3. 
4. Simulation Results 
Let the nodes randomly be distributed in an area of 
100 0 m × 100 0 m and 1 000 configurations estab-
lished for Monte Carlo simulation in different scales of 
WSNs with Ns = 20, 40 and 60, where Ns represents 
the total number of nodes in the network. Vv is set to 
be 0.05, the target at [250  500]T in the beginning, 
and O = 1 s. Then, it moves eastward at a speed of 10 
m/s in the next 50 s. Again let Na be 3, 4 and 5, respec-
tively. 
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4.1. Locating performance 
As a criterion to evaluate the locating performance 
of SOTA, the root mean square (RMS) localization 
error, K, is defined as 
 
ˆ
num
K  ¦ T T  (19) 
where Tˆ  is the estimated target position, T the real 
target location and num the times of Monte Carlo tri-
als.  
Fig.4 shows the RMS of SOTA as a function of Na 
in comparison with those of greedy method, which 
selects the best Na nodes from all global possibilities at 
every snapshot. It displays a good agreement between 
SOTA and the greedy method evidenced by almost the 
same locating accuracy. Moreover, although the actual 
number of active nodes changes at every snapshot in 
SOTA, the average is approximately equal to Na. Con-
sequently, this method proves effective in different 
scales of network to provide a better performance of 
tradeoff between locating accuracy and the number of 
active nodes than the greedy method. Note that in 
some conditions, SOTA has better RMS results than 
the global greedy method because it has more nodes to 
be activated to work. 
 
Fig.4  Locating errors of SOTA with different Ns and Na. 
4.2. Robustness 
One of the main purposes of SOTA is to gain a ro-
bust tracking performance against the sudden change 
of network scale. In the military surveillance, WSNs at 
work often suffer from frequent attacks. It is of pri-
mary importance for the tracking algorithm to be ca-
pable of promptly reorganizing the survival nodes, 
abandoning the failed ones and recovering the system 
performance. To analyze the robustness of SOTA, a 
situation[5] is introduced, in which Ns is set to be 40. 
When the target has moved for 10 s, this network en-
counters an attack. As a result, only parts of nodes, 
whose number are denoted by Nr, are left alive. The 
simulation is conducted to compare SOTA with GNS, 
which is the classic algorithm to select the best subset 
of Na nodes with information about global node posi-
tion. The comparison is carried out on two possibilities. 
Of them, one is the tracking method, which survives 
after the attack and finally finishes the tracking mis-
sion. The other is the method having to be abandoned 
because all of its selected nodes are broken under at-
tack at one snapshot. 
Fig.5 compares the robustness of SOTA with that of 
GNS, in which Figs.5(a)-5(b) are pertinent to the cases, 
and both of the two schemes finish the tracking mis-
sion. Fig.5(a) compares their locating errors. After the 
attack, GNS continues the selection algorithm to ac-
quire the results from all the forty nodes. Obviously, 
the results are often useless for certain nodes, which 
have already been destroyed and could no longer pro-
vide measurements and information to track the target. 
This leads to significant deterioration of GNS. In con-
trast, because SOTA works in a self-selecting way, 
such an attack would not take its toll on SOTA except 
certain active nodes have been damaged in the attack. 
Hence, none of the nodes SOTA selects would become 
disable. For SOTA, the reason for the increase in RMS 
lies in the decline of ability of WSN. Fig.4 indicates 
that raising network scale means increasing locating 
accuracy. Therefore, an attack must lead to significant 
reduction of active nodes in the network and thus re-
markable decrease in the scale of network, which in-
evitably worsens network’s RMS to some extent. 
However, it is clear that as SOTA can make better use 
of the residual capability of the network and thereby 
inhibit sharper increase in RMS than GNS, SOTA is 
still superior to GNS. 
From Fig.5(b), it is seen that the average number of 
the actual active nodes per snapshot in this situation 
indicates the attack would not produce severe hurt 
upon SOTA due to its ability of ensuring the number of 
nodes approximately equaling Na in average, whereas 
the number of actual active nodes in GNS drops with 
the Nr decreasing. Obviously, GNS could no more 
work normally, even if it continues. 
Fig.5(c) compares the attack-induced network’s 
abandonment frequency of SOTA to those of GNS. 
The simulation results show that the frequency of 
SOTA abandoning tracking missions is much less than 
GNS. It is only when the active nodes all get unfortu-
nately destroyed in the 10 s that SOTA fails to work. 
This is true with all kinds of tracking algorithms. 
Moreover, the probability of the abandonment of 
SOTA in an attack can be estimated theoretically. For 
instance, if Ns = 40, Nr = 20 and Na = 3, the probability 
that none of the current active nodes are destroyed in 
the attack is 3 340 20 40/ 11.5%C C | , which approxi-
mately equals the simulation result of 10.8%. The 
situation, in which the abandonment of SOTA occurs, 
would also make GNS fail to operate. The main reason 
why GNS is subjected to much higher frequency of 
abandonment might be attributed to its continual use of 
the information of destroyed nodes after the attack. It 
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might result in a possibility that it accidentally aban-
dons tracking when it selects Na disabled nodes at one 
time. The more often this might happen, the smaller 
the Nr is. For example, when Nr = 20 and Na = 3, more 
than 50% of tracking missions are abandoned with 
GNS. 
 
(a) Locating accuracy 
 
(b) Average number of active nodes 
 
(c) Abandonment times out of 1 000 times of simulation 
Fig.5  Comparison of robustness between SOTA and GNS. 
4.3. Scalability 
As a self-organizing mechanism, SOTA obviates 
any need for explicit adjustment to deal with changes 
in scalability of WSNs. As mentioned above, each 
node that has the knowledge of its position automati-
cally executes SOTA. The new nodes that are once 
added in the network would directly take part in SOTA, 
in contrast, with GNS, to activate them would require 
to update the information about global node positions 
in advance, which results in great difference in system 
performances between SOTA and GNS in the absence 
of the support of other algorithms. 
Fig.6 illustrates this difference. Given Ns = 20 in the 
simulation, Nr nodes are added to the network when 
the target has moved for 10 s, resulting in an increase 
in the total number of the nodes in the network. 
 
(a) Locating accuracy 
 
(b) Average number of active nodes 
Fig.6  Comparison between scalable performance of SOTA 
and that of GNS. 
The merits of scalability for SOTA are embodied in 
Fig.6(a), which shows the relationship between the 
RMS errors and Nr. It is effective for SOTA to use the 
added nodes to enhance the tracking performances of 
WSN. With the increase in number of replenished 
nodes, the RMS of SOTA constantly decreases. When 
Nr = 40, the locating accuracy of SOTA is remarkably 
higher than the GNS’s. The RMS of GNS remains un-
changed because the twenty initial nodes are in use all 
the time.  
The other merit of SOTA lies in a noticeable im-
provement of tracking accuracy in the scalability with-
out intensive costs. Fig.6(b) compares the average 
number of the active nodes between both algorithms in 
this situation. The number of SOTA slightly increases 
when Nr in SOTA rises. As Nr reaches 40, it peaks at 
about Na+0.25, which is still rational without making 
SOTA continuously work in the mode of Na+1. There 
are two main reasons for this increase. First, adding 
new nodes into the WSN means more candidate nodes 
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and more nodes might break the threshold. Second, the 
updating of the scalability of the network does not 
affect the stability of SOTA. The prior knowledge pos-
sessed by SOTA, such as the selected optimal nodes 
and the threshold, should be gradually adjusted on 
their own to adapt to the new condition of WSN. Dur-
ing this process, SOTA selects the nodes whose num-
ber might not necessarily be the same as Na at some 
snapshots. However, both reasons do not bring any 
negative effects upon SOTA’s normal work because it 
is capable of working in different network scales as 
demonstrated in Fig.4. As soon as it gets accommo-
dated to the new circumstance, it would operate with 
stability. 
4.4. Cost of SOTA 
The rt introduced in Eq.(18) provides an economic 
way to the SOTA communication. With it, SOTA is 
able to limit the range of flooding to avoid wasting 
energy. To cover the nodes at distances from the target 
shorter than rt, the maximum broadcast reach of each 
Np(k) node should be 
 tmax( , max( ))i i id r r r   (20) 
where di is the broadcast reach. 
Ref.[15] proposes a model for analysis of commu-
nication cost of SOTA. It describes the energy required 
for a node to communicate with other one per hop. In 
it, the broadcast range of each node is adjustable and 
the WSN is able to be so connected that each node in it 
can broadcast all over the network. The actual com-
munication protocol might be different from the 
aforesaid, such as the use of multiple hops routing, but 
this is beyond the scope of this article. Now this model 
is simply used to analyze the characteristics of the 
transmission management mechanism introduced in 
Eq.(20) and evaluate its merits by comparing it with 
the energy consumed by the global flooding mecha-
nism. Omitting the analytical comparison between one 
hop and multiple hops, is made a rough estimation of 
energy consumed by SOTA. The energy to transmit l 
bit data to a node with the distance of d meters is 
 4t elec ampE l l dH H   (21) 
And the energy required to receive the data is 
 r elecE lH  (22) 
where elecH , the energy per bit to run the electronics, 
equals 0.5×10í7 J/bit and ampH , the energy per bit to 
run the amplifier, 0.13×10í14 J/(bit·m4). In the simula-
tion, let the message size be l = 512 bit to contain the 
information of SOTA. 
Rather than broadcasts all over the network, the 
node i of the Np(k) nodes sets its broadcast range to be 
di at the end of the prediction stage to maintain the 
locating performance unchanged without risking the 
possibility of missing certain nodes with good differ-
ential benefit. Fig.7 shows the statistics about the av-
erage number of nodes which participate in SOTA at 
every snapshot based on this transmission management 
mechanism. These nodes include the Np(k) nodes and 
those which receive the message in the judgment stage 
at snapshot k. In a small WSN, e.g. Ns = 20, about 70% 
nodes should participate in SOTA in average. Fur-
thermore, with the increase of Na, the proportion of 
participants also increases. Nevertheless, the advan-
tage of the transmission management mechanism is 
evident in large WSNs, in which, the scale of partici-
pant nodes in SOTA in average decreases remarkably. 
Note that when Ns = 60 and Na = 3, only about 30% 
nodes join the work of SOTA. Therefore, the theory of 
the upper bound and relevant transmission manage-
ment mechanism is distinctly beneficial for the econ-
omy of system resources. 
 
Fig.7  Proportion of nodes participating in SOTA at every 
snapshot. 
Fig.8 compares the energy consumption of SOTA 
with different Ns and Na. When SOTA floods its infor-
mation with the broadcast reach based on Eq.(20), the 
range of flooding is limited. Only a few nodes partici-
pate in communication, which is denoted by “local 
flooding”. On the contrary, the term “global flooding” 
represents the scheme that each message is delivered 
to all nodes in the network by flooding. In the SOTA 
 
Fig.8  Comparison of energy consumption between local 
flooding and global flooding in different network 
scales. 
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that adopts local flooding, the broadcast range covered 
by each active node is much smaller than the one 
adopting global flooding. Furthermore, the number of 
idle nodes which receive messages in local method is 
much smaller than in global flooding. Both reasons 
enable the local flooding to contribute to significant 
economy of energy. 
5. Conclusions 
This article has presented a self-organizing bear-
ings-only target tracking algorithm in WSNs. This al-
gorithm, termed SOTA, manages the network under 
the assumption that each node only has the information 
about its own position. It successively performs two 
stages to share the state of EKF tracker and provides 
relevant parameters to idle nodes for self-activation. 
The self-organizing way of this algorithm contributes 
to favorable leverage performance in four respects: 
locating accuracy, robustness, scalability and economy 
of system resources. Over the global selection methods, 
the SOTA is overwhelmingly advantageous in self- 
adaption to the change of network scale. Moreover, the 
transmission management mechanism of SOTA allows 
only part of nodes to participate in the communication 
at every snapshot, thereby resulting in limited ex-
penses. 
Other distributed schemes, like ANS, are so auda-
cious that they replace a certain proportion of active 
nodes at every snapshot, thus leading to frequency 
node activation between snapshots. In addition, this 
article has performed a comprehensive analysis of the 
merits of SOTA including robustness and scalability. 
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Appendix A 
Proof of the upper bound of dB(i|Na) is given as fol-
lows. 
From Eqs.(13)-(14), because a( )NJ  is a positive 
definite matrix[6], its two eigenvalues are 
a
min
tr( ( ))
(1 )
2
ND J J  
a
min
tr( ( ))
(1 )
2
ND J J  
where 0 1Jd d . 
Hence,  
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2a
a
tr ( ( ))
( ) (1 )
4
N
B N J J  
Also, a( )N iJ *  is derived from Eqs.(13)-(14): 
T T T
a a 2 2 2 2
1 1( ) ( ) i i i i
i i i i
N i N
r rV V   J J n n UȁU n n
 *  
where U is an orthonormal matrix, ȁ the matrix of the 
eigenvalues of a( )NJ  and T  [ sin cos ]i i iI I n . 
Since ni is a normal vector, T 2 T[ 1 ]i b b r n U , 
where 1 1b d d . Thus,  
2 2
T
a 2 2 2 2
11( )
1 1i i
b b b
N i
r b b bV
ª º« »  « » ¬ ¼
U J U ȁ *  
The benefit of Na and i is  
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   
Therefore, the differential benefit dB(i|Na) is 
 2aa 2 2
tr( ( )) 1d ( | ) (1 2 )
2 i i
N
B i N b
r
J JV  
J
 
Because 20 1bd d  and atr( ( )) 0N !J , then 
a
a a2 2
tr( ( ))
d ( | ) (max(eig( ( ))))
2 i i
N
B i N N
rV
J
J
   
   
 
