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3
1 Introduction
The many–body problem is the the study of the motion of 1 +N point masses m0, · · ·, mN interacting
through gravity only, hence, whose coordinates v0, · · ·, vN ∈ Rd (where d = 2, 3) obey to the Newton’s
equations
v¨i = −
∑
j 6=i
mj
vi − vj
|vi − vj |3 for 0 ≤ i ≤ N . (1.1)
As usual, the “dot” denotes the derivative with respect to time and | · | is the Euclidean norm of Rd. In
the planetary problem, one mass, m0 (the “Sun”), is much greater than the others (the “planets”). So,
it is customary to introduce a small parameter µ and take
m0 = m¯0 and mi = µm¯i for 1 ≤ i ≤ N . (1.2)
The Hamiltonian formulation of (1.1) is{
u˙i = −∂viHˆplt(µ;u, v)
v˙i = ∂uiHˆplt(µ;u, v)
with
Hˆplt(µ;u, v) :=
∑
0≤i≤N
|ui|2
2mi
−
∑
0≤i<j≤N
mimj
|vi − vj | . (1.3)
(masses as in (1.2)) which is regular (real–analytic 1 ) over the domain (“phase space”)
Cˆcl =
{
(u, v) :=
(
(u0, · · · , uN), (v0, · · · , vN )
)
∈ RdN ×RdN : vi 6= vj for 0 ≤ i < j ≤ N
}
Besides the energy, Hˆplt has, as integrals of the motion (i.e. , conserved quantities along its trajectories),
the three components of the linear momentum
Qˆ =
∑
0≤i≤N
ui (1.4)
and, for d = 3, also the three components of the angular momentum
Cˆ =
∑
0≤i≤N
vi × ui (1.5)
(which are related to the translation and rotation invariance of Hˆplt, respectively), where “×” denotes
the standard vector product of R3. Hence, the number of degrees of freedom of the system 2 of can be
lowered.
The linear momentum reduction is usually performed as follows.
Consider the invariant manifold with dimension 2dN
Mlin :=
u, v ∈ Cˆcl : ∑
0≤i≤N
ui =
∑
0≤i≤N
mivi = 0
 .
1We recall that a function f : A→ R, where A is an open, connected, bounded subset of Rn, is real–
analytic in x0 ∈ A if there exist {ak(x0)}k∈Nn and an open neighborhood of x0, U(x0), such that the
series
∑
k∈Nn ak(x0)(x− x0)k converges uniformly to f , for any x ∈ U(x0); f is said to be real–analitic
in A if it is real–analytic in any point x0 ∈ A.
2The number of degrees of freedom of an Hamiltonian system is defined as one half of the dimension
of the phase space of the Hamiltonian. In the case of (1.3), the number of degrees of freedom is d(1+N)
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Let
Ccl :=
{
(y, x) ∈ RdN ×RdN : 0 6= xi 6= xj for 1 ≤ i < j ≤ N
}
be the “collisionless phase space” and define the embedding
φhelio : (y, x) ∈ Ccl ⊂ RdN ×RdN → (u, v) ∈ Mlin
which acts as 
u0 := −
∑
1≤j≤N
yj
v0 := −
 ∑
0≤j≤N
mj
−1 ∑
1≤i≤N
mixi
ui := yi
vi := xi −
 ∑
0≤j≤N
mj
−1 ∑
1≤j≤N
mjxj
Then, it is not difficult to see that the evolution in time for the “relative momenta–coordinates” pairs
(y, x) is governed by the Hamilton equations of
H˜plt(µ; y, x) := Hˆplt ◦ φhelio(µ; y, x) .
A suitable rescaling of variables and Hamiltonian (which does not change the motion equations)
Hplt(µ; y, x) := µ−1H˜plt(µ;µy, x)
brings finally to
Hplt(µ; y, x) = µ−1H˜plt(µ;µy, x)
=
∑
1≤i≤N
( |yi|2
2m˜i
− m˜imˆi|xi|
)
+ µ
∑
1≤i<j≤N
(
yi · yj
m¯0
− m¯im¯j|xi − xj |
)
, (1.6)
where mˆi, m˜i are the “reduced masses”
mˆi := m¯0 + µ m¯i , m˜i :=
m¯0m¯i
m¯0 + µ m¯i
and u · v denotes the usual inner product of two vectors u, v of Rd.
Notice that the angular momentum (in heliocentric variables)
C :=
∑
1≤i≤N
xi × yi (1.7)
is still conserved along the Hplt–trajectories, which is still rotation invariant.
When µ = 0 (“integrable limit” ), the Hplt–evolution is the resulting of N independent Keplerian
motions for the coordinates x1, · · ·, xN : each of them, accordingly to the Law of Equal Areas 3 draws
3Law of Equal Areas: the area spanned by xi(t) on the ellipse Ei is given by
Si(t) = Si(0) +
aibi
2
nit
where ni, defined by n
2
i a
3
i = mˆi is the mean motion and ai, bi = ai
√
1− e2i are the semi–axes of Ei.
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an ellipse in the space, whose position and shape depends only on the initial data (y¯i, x¯i), all the ellipses
possessing a common focus (the Sun). The total motion is thus – for µ = 0 – quasi–periodic with N
frequencies, provided each two – body energy
hi :=
|yi|2
2m˜i
− m˜imˆi|xi| (1.8)
is negative.
The (analytic, C∞) continuation, for µ > 0, of the quasi–periodic motions (with N–frequencies) of (1.8)
with quasi–periodic motions with more frequencies has been investigated by several authors. Of great
interest is the case of “maximal” continuation, which consists in looking for tori with the maximum
number f of frequecies possible, i.e. , (analytic, C∞) invariant manifolds for Hplt, diffeomorphic to the
standard torus Tf where the angular coordinate evolves with linear low in time.
The pioneering work on this subject is the one by Arnol’d [3], who, in the framework of the KAM theory,
stated the existence of a positive measure (“Cantor”) set of initial data giving rise to bounded motions.
He proved his statement only in the case of the plane three – body problem (d = N = 2) and, for the
general case (spatial (1 +N)–body problem), gave only some indications on how to extend the result.
It has been noticed in [17] that such indications contain a flaw. Nonetheless, Arnol’d’s proof of existence
of quasi–periodic motions in the planar three body problem, is based on a refined KAM theorem –
constructed in the framework of real–analytic functions and called by himself Fundamental Theorem
(quoted below), which could overcome the strong “degeneracy” of the problem. To explain this point,
and for future use, we need a bit of preparation.
Let us start by considering the planar case and let us introduce the planar Delaunay–Poincare´ variables
as follows: 
Λi = m˜i
√
mˆi ai
λi = ℓi + gi
ηi =
4
√
mˆi ai
√
2m˜i(1 −
√
1− e2i ) cos gi
ξi = − 4
√
mˆi ai
√
2m˜i(1−
√
1− e2i ) sin gi
1 ≤ i ≤ N (1.9)
where, denoting by Ei the “osculating” ellipse spanned by the solution of the two – body differential
problem {
v¨ = −mˆi v|v|3 , v ∈ R2(
m˜iv˙(0), v(0)
)
=
(
yi, xi
)
ai, ei, gi, ℓi, are the semimajor axis, the eccentricity, the argument of perihelion of Ei and the mean
anomaly of xi on Ei (assume that (y, x) varies in a region of Ccl for which each (yi, xi) gives rise to an
ellipse, i.e. , with 0 < ei < 1). It is a classical result (see [11], [20], [7]) that the map
φ−1DP :
(
y, x
)
→
(
Λ, λ, η, ξ
)
,
with Λ = (Λ1, · · · ,ΛN ), · · · as in (1.9) is real–analytic 1:1 and symplectic on a suitable open neighborhood
of {Λ¯} ×TN × {0}.
When expressed in planar Delaunay–Poincare´ coordinates, the integrable limit of Hplt becomes
hplt :=
∑
1≤i≤N
hi ◦ φDP = −
∑
1≤i≤N
m˜3i mˆ
2
i
2Λ2i
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a function of the actions Λ = (Λ1, · · ·, ΛN ), only – a fact usually called “proper degeneracy”, which
prevents the use of standard KAM (Kolmogorov, Arnol’d, Moser) theory 4 in order to construct maximal
tori.
It is also well–known, since Laplace, that the “secular perturbation” of the planetary problem, i.e. , the
mean
f¯plt :=
1
(2π)N
∫
TN
∑
1≤i<j≤N
(
yi · yj
m¯0
− m¯im¯j|xi − xj |
)
◦ φDP dλ
has an elliptic equilibrium point at z := (η, ξ) = 0, for any Λ, i.e. , it has an equilibrium point there
and can be symplectically put into the form
f¯plt ◦ φdiag = fplt ◦ φdiag = f¯0(Λ˜) +
∑
1≤i≤N
Ωi(Λ˜)
η˜i + ξ˜
2
i
2
+ O4 , (1.10)
where Ωi are usually called Birkhoff invariants of the first order.
We recall here the Theorem by Arnol’d.
fundamental theorem (Arnol’d, 1963, [3]) Assume that
(ft0) H(I, ϕ, p, q) = h(I)+ ε f(I, ϕ, p, q) is real–analytic on U(r0) := I ×Tn¯×B2nˆr0 (0), with I an open,
bounded, connected subset of Rn¯;
(ft1) h is a diffeomorphism of an open neighborhood of I, with non degenerate Jacobian ∂ω = ∂2h on
such neighborhood;
(ft2) the mean perturbation f¯(I, p, q) :=
1
(2pi)n¯
∫
Tn¯
f(I, ϕ, p, q)dϕ has the form5
f¯ = f0(I) +
∑
1≤i≤nˆ
Ωi(I)Ji +
1
2
∑
1≤i,j≤nˆ
Aij(I)JiJj +
1
6
∑
1≤i,j,k≤nˆ
Bijk(I)JiJjJk
+ o6 (1.12)
with Ji :=
p2i + q
2
i
2
and o6/|(p, q)|6 → 0;
(ft3) A is non singular on I, i.e. ,
detA(I) 6= 0 for any I ∈ I¯ .
Then, for any κ > 0, there exists r∗, such that, for any
0 < r < r∗ and 0 < ε < r
8 (1.13)
an H–invariant ‘ set F (r) ⊂ U(r) = I ×Tn ×B2nˆr may be found, with
4The theory, on the persistence, under suitable assumptions, of quasi-periodic motions for nearly–
integrable Hamiltonian systems, developed in the late 60’s by Moser, (1962, [24]), Arnol’d (1963, [2])
on the basis of an early paper (1954) by Kolmogorov [22]. For a review –and a complete proof–of the
original Kolmogorov’s Theorem, see [12]. For related references, see also [10], [13], [35].
5By Birkhoff theory, a sufficient condition for (1.12) is that f¯ has an elliptic equilibrium point at the
origin, with non resonant Birkhoff invariants of the first order Ω, that is,
|Ω(I) · k| 6= 0 for any I ∈ I¯, k = (k1, · · · , km) ∈ Znˆ :
∑
1≤i≤nˆ
|ki| ≤ 6 . (1.11)
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meas
(
U(r) \ F (r)
)
< κmeas
(
F (r)
)
(1.14)
consisting of n(:= n¯+ nˆ)–dimensional tori where the H–flow is ϑ→ ϑ+ ν t.
Arnol’d’s estimate for the tori density in phase space is 6
meas
(
F (r)
)
> (1− c r1/(8(n+4)))meas
(
U(r)
)
(1.15)
As told before, Arnol’d applied his theorem to the planar three–body problem, checking, in particular,
assumptions (ft3),(ft4) (in fact, (ft2) is a consequence of (ft3) and Birkhoff Theory, in view of (1.10)).
The spatial three body problem (d = 3, N = 2) was solved, in 1995, by P. Robutel ([33]; see also [21]).
After performing the Jacobi, or nodes (angular momentum) reduction, he checked the assumptions of
the ft, proving, so, the existence of (maximal) tori with 4 frequencies.
The first complete proof of the existence of a positive measure set of quasi–periodic motions was given
only in 2004, by J. Fe´joz ([17],theore´me 60), who, completing the investigations of M.Herman [18], in
the framework of a refined C∞ KAM theory, stated the existence of a positive measure set of initial data
giving rise to quasi–periodic motions with 3N − 1 frequencies, with their density going to 1 as µ→ 0.
Another recent proof of Arnol’d’s statement, but in the real–analytic framework of 2001 Ru¨ssmann
theory [34], may be found in [14] (see also [32]). The real–analytic framework appears more natural for
the many–body problem (1.1), which is formulated using real–analytic functions.
Both the proofs presented in [17], [14] are based on the check of “weak” conditions on the first invariants
Ω of f¯ (suitable non–planarity conditions, sometimes called Arnol’d– Pyartli, Ru¨ssmann conditions,
respectively), which, however, cannot be applied directly to Hplt, due to the presence of two “secular
resonances”.
Letting, in fact, Hplt in spatial Delaunay–Poincare´ variables (definition 4.9), the frequencies Ω cor-
respond to 2N frequencies (related to the motions of perihelia and ascending nodes, respectively)
σ = (σ1, · · · , σN ), ζ = (ζ1, · · · , ζN ) which are found to verify the (unique, [17] ) linear relations (up
to linear combinations)
ζN = 0 ,
∑
1≤k≤N
σk +
∑
1≤k≤N−1
ζk = 0 . (1.16)
The former relation in (1.16) is known since Laplace; the latter was firstly noticed by M. Herman, so
it is usually called Herman’s resonance (for an interesting investigation on the Herman’s resonance, see
[1]). Owing to such secular resonances (in particular, the Herman’s resonance), both the non–planarity
conditions required by the KAM theories used in [17], [14] are violated by Hplt. In order to overcome this
problem, in [17] a modified Hamiltonian is introduced, next considered on the symplectic manifold of
vertical angular momentum; in [14], the phase space is extended by adding an extra degree of freedom.
Notice that the former relation in (1.16) is actually a resonance of (low) order 1, and also prevents the
direct application of ft, making (1.11) false; the Herman’s resonance is of higher order, 2N − 1, so, it
violates (1.11) only for N = 2, 3.
A direct attack to the problem, in the sense specified by ft, using a good set of coordinates which
performs the angular momentum reduction, has never been attempted. We outline that such a strategy
6This estimate is not explicitely quoted into the statement of ft, but can be deduced as follows.
Using the original Arnol’d’s notations (ǫ, µ, n0, n1) := (r
2, ε, n¯, nˆ), in the course of the proof, we find the
condition δ := ǫ1/T < C κ with T = 16(n+ 4) := 16(n0 + n1 + 4): see on page 144, eq. (4.2.5) with δ
(3)
defined below and p. 145, eq. (4.2.7).
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would lead also to a more precise insight into the properties of the quasi–periodic motions (tori measure,
frequencies, · · ·).
The problems which this thesis addresses are the following.
(p1) (Section 2) Construction of a ft–like KAM Theorem (theorem 1 below, for a simplified verson)
in the real– analytic class for properly degenerate systems, in order to obtain a fine measure
estimate for the “invariant set” (roughly speaking, the set of the KAM quasi–periodic trajectories)
of a properly degenerate H, nearly an equilibrium point so as to
(p2) (Section 3) establish the existence of maximal quasi–periodic motions and estimate the measure
of Kolmogorov’s invariant set for the plane planetary problem;
(p3) (Section 4) reduction of the angular momentum in the spatial planetary problem which leads to
(p4) (Section 5) a proof of existence of KAM tori with 3N − 1 Diophantine frequencies (via a partial
reduction of the angular momentum) and measure of the invariant set;
(p5) (Section 6) a direct proof of existence of (3N − 2)–dimensional KAM tori via analytic theories of
[14] (full reduction).
We briefly explain our results.
As for p1, we prove theorem 1 below (for a more general statement, see Theorem 2.1), which may
be viewed as a refinement of ft: compare the bound on ε (1.17) and the estimate for the tori measure
(1.18) for the invariant set with (1.13), (1.15).
theorem 1. Assume (ft0), (ft1), (ft3) as in ft and
(ft
′
2) f¯ = f0(I) +
∑
1≤i≤m
Ωi(I)Ji +
1
2
∑
1≤i,j≤N
Aij(I)JiJj + o4
where |Ω(I) · k| 6= 0 for any I ∈ I¯, k = (k1, · · · , km) ∈ Zm :
∑
1≤i≤m
|ki| ≤ 4
where o4/|(p, q)|4 → 0. Then, there exist r∗, 0 < c < 1 < C, b > 0 such that, for any
0 < r < r∗ and 0 < ε < c(log r
−1)−2b (1.17)
an invariant set K(ε, r) ⊂ I ×Tn¯ ×B2nˆC(log r−1)−1(0) (“Kolmogorov set”) with measure
meas
(
K(ε, r)
)
≥
(
1− Cε1/2(log r−1
)b
− Cr1/2
)
meas
(
U(r)
)
. (1.18)
consisting of n = n¯+ nˆ–dimensional invariant tori, with (ε r5/2, τ)–Diophantine frequencies ν, where the
motion is analytically conjugated to ϑ→ ϑ+ ν t.
The proof of Theorem 2.1 is made in two steps.
(s1) On one side, proof of a quantitative isofrequencial KAM theorem particularly well suited for
properly degenerate quasi integrable Hamiltonians in action–angle variables
H(J, ψ) = h¯(J¯) + hˆ(J) + f(J, ψ) (1.19)
i.e. , with integrable part which splits into the sum of two terms: h¯ (thought dominant), which
depends only on a part of the action variables J¯ and hˆ (thought small with respect to h¯) which
depends on all the actions J . The peculiarity of this theorem is of choosing (the idea goes back
to Arnol’d) two different scales for the tori frequencies to be kept fixed.
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(s2) On the other side, we reduce the properly degenerate HamiltonianH(I, ϕ, p, q) to the form (1.19),
with h¯ of order 1, hˆ of order εr2 and the perturbation small (εr5/2). The reduction is based on a
non standard averaging theory, developed by Biasco et al. [7], and Birkhoff Theory.
As a second step, we apply th1 to the plane (1 +N)–Body Problem. In order to do that, we compute
explicitely the Birkhoff invariants of order 1 and 2, expanding the perturbation of H in plane Delaunay
variables (Λ, λ, η, ξ), up to order 4, after suitable diagonalization and Birkhoff Theory. If f¯pl denotes the
mean perturbation of the plane problem in Delaunay variables, the Hessian matrix ∂2f¯pl has the form( F(Λ) 0
0 F(Λ)
)
with F(Λ) a symmetric N ×N matrix. The first Birkhoff invariants are thus the eigenvalues of F(Λ).
We introduce a small parameter, the maximum semimajor axes ratio δ, letting
ai
ai+1
= αˆi δ .
For small δ, the asymptotics of F(Λ) is
F(Λ) ≈ δn

f1 O(δ
n12) · · · O(δn1k) · · ·
f2δ
n22 · · · O(δn2k) · · ·
. . .
...
fkδ
nkk · · ·
. . .

with fi with order 1 in δ, nhk positive integers verifying
nkk < nk+1,k+1 and nh−1,k, nh,k+1 > nhk .
The eigenvalues of F are thus Ωk = fkδnkk up to higher orders, and are thus non resonant. The
Hamiltonian can be put in Birkhoff normal form
f¯0(Λ) + Ω(Λ) · J + 1
2
J ·A(Λ)J + · · · where Ji = η
2
i + ξ
2
i
2
and the Birkhoff invariants of order 2 are the eigenvalues of the symmetric matrix A(Λ). We finally
prove that A(Λ) as the asymptotics
A(Λ) ≈ δp

α11 α12 O(δ
p13 ) · · · O(δp1k ) · · ·
α21 α22 O(δ
p23 ) · · · O(δp2k ) · · ·
α33δ
p33 · · · O(δp3k ) · · ·
. . .
...
αkkδ
pkk · · ·
. . .

with αij with order 1 in δ, pk+1,k+1 > pkk, α11α22 − α12α21 6= 0, αkk 6= 0. This allows us checking that
detA = δNp(α11α22 − α12α21)
∏
3≤k≤N
αkk + o(δ
Np)
is nonvanishing, for small δ, concluding the proof.
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The extension of the previous proof to the spatial problem in Delaunay variables is forbidden, by the
presence of the above mentioned secular resonances, closely related to the rotation invariance of Hplt. A
reduction of the number of degrees of freedom is however possible, with the use of the Deprit variables
[9], [15].
The remarkable property of this new set of variables is to have, among their conjugated momenta, two
coordinates of the angular momentum: the modulus G and the third component Cz. Their conjugated
angles will be then cyclic variables. In particular, the conjugated angle ζ of Cz has the meaning of
the ascending node longitude of the total angular momentum C, i.e. , its third component, so it is an
integral of the motion, too.
When expressed in these new variables, only one external parameter will appear (the modulus G) for the
reduced problem. This new set of variables can be regularized in a similar way to Poincare´’s one for the
regularization of the Delaunay variables. The new regularized variables (Λ, λ, η, ξ, p, q) for the reduced
problem are of dimension 2N +2N +2(N − 2) = 2(3N − 2). The variables (Λ, λ, η, ξ), of dimension 4N ,
play the same role as the Poincare´ variables in the plane problem. The variables (p, q) are related to
the couples (inclinations, nodes): only N − 2 couples may be chosen as independent, having fixed the
modulus G of the angular momentum and its verical component Cz. As consequence of the reduction,
the D’Alembert symmetries, existing in the plane problem, are broken; the origin of the new secular
coordinates z = (η, ξ, p, q) is no longer an equilibrium point and an elliptic singularity appears, that is
a singularity for the perturbation over the manifold
G =
∑
1≤i≤N
(
Λi − η
2
i + ξ
2
i
2
)
−
∑
1≤i≤N−2
p2i + q
2
i
2
owing to which, the configuration with all zero eccentricities and inclinations (which corresponds to
z = 0 and G =
∑
Λi) is not allowed. As a consequence, motions arbitrarily close to cocircular and
coplanar trajectories cannot be considered, a fact already known in the case of the three body problem.
Nonetheless Deprit’s reduction has a partial reduction (partial reductions were also studied in [23])
naturally associated, which consists in using only Cz as generalized momentum, and not G also, making
a further symplectic change of variables (G, g)↔ (pN−1, qN−1), where g is the (cyclic) variable associated
to G. In this way, a further inclination is treated as independent, but the number of degrees of freedom is
enhanced from 3N − 2 to 3N − 1, having lost the cyclic variable g. Differently from what happens using
Delaunay variables, Deprit’s partial reduction leaves the mean perturbation regular and even around
the secular origin, which is thus an equilibrium point corresponding to zero eccentricities and mutual
inclinations. Thus, Deprit’s partial reduction allows us to consider a larger region of the phase space
than in the case of full reduction, even if at the price of one degree of freedom more.
In Section 5, we show that the set of partially reduced Deprit variables provides a natural proof of the
existence of (3N − 1)–dimensional KAM tori via th1, at least for N ≥ 3 planets, that is, from the four
body problem on. In these variables, the planetary Hamiltonian (1.6)
Hplt,pr = hplt(Λ) + µfplt,pr(Λ, λ, η, ξ, p, q) ,
where hplt is the usual Kepler’s integrable part, satisfies the following. The “secular perturbation”
f¯plt,pr := (2π)
−N
∫
TN
fplt,prdλ is even and regular around the secular origin, as said before, and has the
form
f¯plt,pr = f¯
0
plt,pr +Q∗h ·
η2 + ξ2
2
+Q∗v ·
p2 + q2
2
+ F(η, ξ, p, q) + · · · (1.20)
withQ∗h, Q∗v suitable quadratic forms acting only on the “horizontal”, “vertical” variables, respectively, 7
7Following [17]’s notation, in (1.20), the dot “.” denotes contraction of indices:Q · η2 :=∑i,j Qijηiηj
if η = (η1, · · · , ).
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F a suitable quartic form, all depending parametrically on Λ as well as f¯0plt,pr and verifying the following.
The respective sets of eigenvalues s = (s1, · · ·, sN), z = (z1, · · ·, zN−1) of Q∗h, Q∗v (together also with
the “mean motions” n = (n1, · · · , nN ) := ∂Λhplt) are found to satisfy the Herman’s resonance∑
1≤i≤N
si +
∑
1≤i≤N−1
zi = 0 ,
and only that (Proposition 5.1). Since this resonance is of order N+(N−1) = 2N−1, it does not violate
the condition ft
′
3 of th1 when N ≥ 3, and the normal form of ft
′
2 can be constructed. This normal
form turns out to be non degenerate, i.e. , it also satisfies the second order non–degeneracy condition
ft4 (Propositin 5.2). Both the proofs of non degeneracy (of first and second order) are inductive and
are developed with similar techniques as in [17]. Then, invoking th1, we can state the existence of
(3N−1)–dimensional KAM tori for the planetary problem and thus estimate the density of the invariant
set (Theorem 5.1)
1− µ1/2(log ε−1)b − ε1/2
into a ball with volume ε2(2N−1), where ε is an upper bound for eccentricities and inclinations. Notice
that the partial reduction generates an extra dimension for the KAM tori, relatated to the rotation
invariance of Hplt,pr.
Nicely, Deprit’s partial reduction, for N ≥ 3, makes us appear the spatial problem as the natural
extension of the plane problem: the set of Birkhoff invariants of order 1 has the planar one as subset,
and the same happens at order 2: when comparing the two matrices (planar and spatial) of Birkhoff
invariants of order 2, the planar one is a submatrix of the spatial one. This fact cannot be observed in
the 3–body problem as treated in [33], because, there, the full reduction is made, and the coinclination
of the two planets is expressed as a function of the eccentricities.
In Section 6, we look at the full reduction, that is, we use also the modulus of the angular momentum
G as generalized momentum. As said before, this makes us gain a cyclic variable, the angle g conjugate
to G, lowering the number of degrees of feedom to 3N − 2, but also causes, for N ≥ 3, an elliptic
singularity and lack of symmetries (facts already known in Poincare´–Delaunay variables, trying to do
a partial reduction, i.e. , to eliminate one inclination with the use of the integral Cz). A consequence
of the lack of symmetries is that, for N ≥ 3, the secular origin is no longer an equilibrium point for
the mean perturbation. Nonetheless, in the range of small eccentricities and inclinations, it is possible
to find a new equilibrium point, which is “small”, i.e. , consists of almost circular and coplanar orbits,
in the region of phase space which is considered, such that after suitable re–centering around it and
symplectic diagonalization of the quadratic part, the planetary Hamiltonian is finally put into the form
Hplt = hplt + µfplt
where the mean f¯plt := (2π)
−N
∫
fplt becomes
f¯plt = fˆ
0
plt(Λ, G) +
∑
1≤i≤N
si(Λ, G)
η2i + ξ
2
i
2
+
∑
1≤i≤N−2
zi(Λ, G)
p2i + q
2
i
2
+O(3)
and the first Birkhoff invariants s = (s1, · · ·, sN ), z = (z1, · · ·, zN−2), together with the mean motions
n = (n1, · · · , nN ), do not satisfy any linear relation. Then, applying the real–analytic first order theory
developed in [14], we can state the existence of (3N−2)–dimensional KAM tori for the planetary problem
(Theorem 6.2).
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2 Properly Degenerate KAM Theory
We recall some basic notations and definitions.
Let n¯, nˆ ∈ N, n := n¯ + nˆ, I a bounded, connected subset of Rn¯, Tn¯ := Rn¯/2πZn¯ the
usual real “flat” n¯–torus and Bnˆr (x) the real open nˆ–ball in R
nˆ with radius r, centered
at x.
In order that a compact set T ⊂ V is called a (γ, γˆ; τ)–Lagrangian torus with frequency
ν for a given
H(I, ϕ, p, q) = h(I) + f(I, ϕ, p, q)
assumed to be real–analytic on the phase space V := I × Tn¯ × B2nˆr (0), we require that
(t1) there exists a real–analytic embedding onto
φ = (φI , φϕ, φp, φq) : ϑ = (ϑ¯, ϑˆ) ∈ Tn¯ × Tnˆ → φ(ϑ) ∈ T
(and, hence, 2π –periodic in each variable) given by 8
φI(ϑ) = v¯(ϑ)
φϕ(ϑ) = ϑ¯+ u¯(ϑ)
φp(ϑ) = p0(ϑ) +
√
2vˆ(ϑ) cos (ϑˆ+ uˆ(ϑ))
φq(ϑ) = q0(ϑ) +
√
2vˆ(ϑ) sin (ϑˆ+ vˆ(ϑ)) ,
(2.1)
such that
(t2) the map
ϑ→ (ϑ¯+ u¯(ϑ), ϑˆ+ uˆ(ϑ))
is a diffeomorphism of Tn¯ × Tnˆ;
(t3) T is invariant under the H–flow φHt , which, on T , acts as a translation by ν, i.e.,
φ−1 ◦ φHt ◦ φ : ϑ→ ϑ+ ν t , ∀ ϑ ∈ Tn¯ × Tnˆ ;
(t4) the torus frequency ν ∈ Rn¯+nˆ belongs to the generalized Diophantine set
Dn¯,nˆ := ⋃
γ,γˆ>0
τ>n¯+nˆ
Dn¯,nˆγ,γˆ;τ ,
8For shortness, in (2.1), the symbol
√
2r cosψ denotes the nˆ–vector
(
√
2r1 cosψ1, · · · ,
√
2rnˆ cosψnˆ) ,
if r = (r1, · · · , rnˆ) ∈ Rnˆ, ψ = (ψ1, · · · , ψnˆ) ∈ Tnˆ, and similarly for
√
2r sinψ.
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where
Dn¯,nˆγ,γˆ;τ :=
⋂
06=k∈Zn¯×Znˆ
Dn¯,nˆγ,γˆ;τ (k)
with
Dn¯,nˆγ,γˆ;τ (k) :=
{
ν ∈ Rn¯+nˆ : |ν · k| ≥ γ|k|τ if k = (k¯, kˆ) with k¯ ∈ Z
n¯ \ {0} ,
|ν · k| ≥ γˆ|k|τ if k¯ = 0 ∈ Z
n¯
}
(2.2)
We shall say that the embedding φ as in (T1)÷(T3) realizes the Lagrangian torus T .
We are now ready to quote the following refined version of Arnol’d’s Fundamental The-
orem [3]. For a simpler formulation, see Remark 2.2.
We assume that
(d0)
H(ε; I, ϕ, p, q) = h(I) + ε f(I, ϕ, p, q) (2.3)
is real–analytic on V (r¯) := I×Tn¯×B2nˆr¯ (0), where I is an open, bounded, connected
subset of Rn¯;
(d1) ∂h is a diffeomorphism of an open neighborhood of I, with non singular Jacobian
on such neighborhood;
(d2) the mean perturbation:
f¯(I, p, q) :=
1
(2π)n¯
∫
Tn¯
f(I, ϕ, p, q)dϕ
has the form
f¯(I, p, q) = f0(I)+
∑
1≤i≤nˆ
Ωi(I)
p2i + q
2
i
2
+
1
2
∑
1≤i≤j≤nˆ
Aij(I)
p2i + q
2
i
2
p2j + q
2
j
2
+ o4 (2.4)
where o4/|(p, q)|4 → 0 as (p, q)→ 0, where
(d3) Ω = (Ω1, · · · ,Ωnˆ) verifies
min
0<|k|≤4
min
I
|Ω(I) · k| > 0 (“4–non resonance”)
and
(d4) A = (Aij)1≤i,j≤N non singular on I, i.e. ,
min
I
|detA| > 0 (“non degeneracy”)
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Theorem 2.1 Let n¯, nˆ ∈ N, n := n¯+ nˆ, τ¯ > n¯, τ > n and assume d0÷d4 above. Then,
there exists r∗, γ∗, γ∗, C∗ > 0 such that, for any 0 < r < r∗ and γ¯, γ, γˆ in the range
γ∗max{
√
ε(log r−1)τ¯+1, 3
√
εr(log r−1)τ¯+1, r2(log r−1)τ¯+1} < γ¯ < γ∗
γ∗r5/2 < γ < γ∗
γ∗r5/2(log+ (r
5/γ2)−1)τ+1 < γˆ < γ∗r2
(2.5)
an invariant set K(ε, r, γ¯, γ, γˆ) ⊂ V (r¯) may be found, with measure
meas
(
K(ε, r, γ¯, γ, γˆ)
)
≥
[
1− C∗
(
γ¯ + γ +
γˆ
r2
+ rnˆ/2
)]
meas
(
V (r)
)
(2.6)
consisting of Lagrangian tori {Tν(ε, r, γ¯, γ, γˆ)}ν with generalized (n¯, nˆ, γ, εγˆ, τ)–Dio-
phantine frequencies ν.
Remark 2.1 From the proof of Theorem 2.1, the following amplifications follow.
(D1) A Cantor set J∗(ε, r, γ¯, γ, γˆ) ⊆ I × Bnˆr2(0) and a bi–Lipschitz homeomorphism
(onto)
̟∗(ε, r, γ¯, γ, γˆ; ·) = ( ¯̟ ∗(ε, r, γ¯, γ, γˆ; ·), ε ˆ̟ ∗(ε, r, γ¯, γ, γˆ; ·) :
J∗(ε, r, γ¯, γ, γˆ)→ O∗(ε, r, γ¯, γ, γˆ) ⊂ Dn¯,nˆ(γ,εγˆ,τ)
such that
(D2) for any ν ∈ O∗(ε, r, γ¯, γ, γˆ), the embedding
F(ε, r, γ¯, γ, γˆ, ν; ·) = (FI(ε, r, γ¯, γ, γˆ, ν; ·), Fϕ(ε, r, γ¯, γ, γˆ, ν; ·),
Fp(ε, r, γ¯, γ, γˆ, ν; ·), Fq(ε, r, γ¯, γ, γˆ, ν; ·))
which realizes Tν(ε, r, γ¯, γ, γˆ) is given by
FI(ε, r, γ¯, γ, γˆ, ν;ϑ) = j¯∗(ε, r, γ¯, γ, γˆ, ν) + u¯(ε, r, γ¯, γ, γˆ, ν;ϑ)
Fϕ(ε, r, γ¯, γ, γˆ, ν;ϑ) = ϑ¯+ v¯(ε, r, γ¯, γ, γˆ, ν;ϑ)
Fp(ε, r, γ¯, γ, γˆ, ν;ϑ) = p0(ε, r, γ¯, γ, γˆ, ν;ϑ)
+
√
2ˆj∗(ε, r, γ¯, γ, γˆ, ν) + 2uˆ(ε, r, γ¯, γ, γˆ, ν;ϑ)
× cos [ϑˆ+ vˆ(ε, r, γ¯, γ, γˆ, ν;ϑ)]
Fq(ε, r, γ¯, γ, γˆ, ν;ϑ) = q0(ε, r, γ¯, γ, γˆ, ν;ϑ)
+
√
2ˆj∗(ε, r, γ¯, γ, γˆ, ν) + 2uˆ(ε, r, γ¯, γ, γˆ, ν;ϑ)
× sin [ϑˆ + vˆ(ε, r, γ¯, γ, γˆ, ν;ϑ)]
(2.7)
where j∗(ε, r, γ¯, γ, γˆ; ν) is the ̟∗(ε, r, γ¯, γ, γˆ; ·)–preimage of ν.
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Furtheremore, the unperturbed frequencies ∂hmay be chosen (γ¯, τ¯)–Diophantine on J∗(ε,
r, γ¯, γ, γˆ) and the following bounds hold, for ̟∗(ε, r, γ¯, γ, γˆ, ·), and F(ε, r, γ¯, γ, γˆ, ·, ·):
sup
J∗(ε,r,γ¯,γ,γˆ)
| ¯̟ ∗ − ∂h| ≤ C∗min
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
}
+ C∗ε
sup
J∗(ε,r,γ¯,γ,γˆ)
| ˆ̟ ∗ − Ω| ≤ C∗min
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
}
+ C∗ε
(log r−1)2τ¯+1
γ¯2
+ C∗r2 (2.8)
sup
O∗(ε,r,γ¯,γ,γˆ)×Tn
|u¯| ≤ C∗ γˆ
γ
min
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
}
+ C∗ε
(log r−1)τ¯
γ¯
sup
O∗(ε,r,γ¯,γ,γˆ)×Tn
|uˆ| ≤ C∗min
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
, r5/2
}
sup
O∗(ε,r,γ¯,γ,γˆ)×Tn
|v¯| ≤ C∗max
{
r5
(log+ (r
5/γ2)−1)2(τ+1)
γ2
,
r5(log+ (r
5/γ2)−1)2(τ+1)
γˆ2
,
r2(log r−1)τ¯+1
γ¯
,
ε(log r−1)2τ¯+1
γ¯2
,
εr(log r−1)3τ+2
γ¯3
, r
}
sup
O∗(ε,r,γ¯,γ,γˆ)×Tn
|vˆ| ≤ C∗max
{
r5
(log+ (r
5/γ2)−1)2(τ+1)
γ2
,
r5(log+ (r
5/γ2)−1)2(τ+1)
γˆ2
,
r5(log r−1)2(τ¯+1)
γ¯2
, r
}
sup
O∗(ε,r,γ¯,γ,γˆ)×Tn
|p0| ≤ C∗
√
ε(log r−1)τ¯+1
γ¯
,
sup
O∗(ε,r,γ¯,γ,γˆ)×Tn
|q0| ≤ C∗
√
ε(log r−1)τ¯+1
γ¯
(2.9)
On the proof of Theorem 2.1 and Remark 2.1. The strategy for the proof of Theo-
rem 2.1 is the following. Firstly, we construct an isofrequencial KAM theorem (Theorem
2.2, Section 2.1) which is well suited to properly degenerate quasi integrable Hamiltoni-
ans in action–angle variables
H(J, ψ) = h(J) + f(J, ψ)
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i.e. , with non degenerate integrable part (∂2h 6= 0) which splits as
h(J) = h¯(J¯) + hˆ(J) J = (J¯ , Jˆ)
where h¯ (thought dominant) depends only on a part of the action variables J¯ and hˆ
(thought small) depends on all the actions. The peculiarity of this theorem is the one of
choosing (the idea goes back to Arnol’d [3]) generalized (γ, εγˆ; τ)–Diophantine frequen-
cies (definition) and its smallness condition is
c0
F max{M, Mˆ−1, N}
(min{γ/M, εγˆ/Mˆ, R})2 < 1 (2.10)
where c0 is a universal constant, F , M , N , Mˆ , R, are a measure of
9 f, ∂2h, (∂2h)−1, ∂2hˆ
and the strenghth of Jˆ , respectively. Next, we reduce the properly degenerate Hamilto-
nian (2.3) to the form
H = h0(J¯) + εh1(J) + εr
5f(J, ψ) := h(J) + εr5f(J, ψ) . (2.11)
where h0 is ε–close to the unperturbed h of H. This reduction is based on averag-
ing theory, developed by Biasco et al., [7] (which carries itself a smallness condition
γ¯ > γ∗
√
ε(log r−1)τ¯+1 for the diophantine constant of the unperturbed frequencies ∂h),
Birkhoff Theory (Appendix B) and use of symplectic polar coordinates. Taking then
F = C εr5, M = C, N = Cε−1, Mˆ = Cε, R = Cr2 (this is due to the use of symplectic
polar coordinates), the smallness condition (2.10) essentially becomes
c1
r5
min{γ2, γˆ2, r4} < 1 (2.12)
and it will be guaranteed as soon as r is small and γ, γˆ are chosen not smaller that
γ∗r5/2. The condition γˆ < γ∗r2 is necessary to find a not empty ∂h–pre image of Dn¯,nˆγ,εγˆ.
Observe the cancellation of ε from (2.10) to (2.12), which makes us take r as perturbative
parameter.
Remark 2.2 (Proof of theorem 1 and other details) The formulation we have chosen
for Theorem 2.1 is very general. Even if the parameters γ¯, γ, γˆ, in principle, might assume
any value in the ranges (2.5), nonetheless, in order to get the tori density as large as
possible, the gamma–constants γ¯, γ, γˆ (which are related to the amount of irrationality
of the the unperturbed frequencies ∂h and tori frequencies ν) should be taken as small
a possible. The choice{
γ¯ = γ0max {√ε(log r−1)τ¯+1 , 3√εr(log r−1)τ¯+1, r2(log r−1)τ¯+1}
γ = γˆ = γ0r
5/2 (2.13)
9As usual, if h is real–analytic on Iρ, the symbol ∂ h denotes its gradient (∂I1h, · · · , ∂Iph); the Hessian
∂2h is the p× p matrix with entries ∂2IiIjh (where i is the row, j the coloumn).
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(with a fixed γ0 > γ∗(log γ∗)τ+1) leads to an invariant set
K(ε, r) := K|(γ¯,γ,γˆ)=(2.13) (2.14)
with density just the one announced in the Introduction (as εr ≤ max{ε2, r2}):
1− γ0
(
γ¯ + γ +
γˆ
r2
+ rnˆ/2
)
≥ 1− Cˆ
(√
ε(log r−1)τ¯+1 + 3
√
εr(log r−1)τ¯+1
+ r2(log r−1)τ¯+1 + r5/2
+
√
r + rnˆ/2
)
≥ 1− C˜
(√
ε(log r−1)τ¯+1+b +
√
r
)
Furthermore, denoting by
J∗(ε, r) := J∗|(γ¯,γ,γˆ)=(2.13)
ω∗(ε, r, ·) = (ω¯∗(ε, r, ·), εωˆ∗(ε, r, ·)) := ̟ = ( ¯̟ , ε ˆ̟ )|(γ¯,γ,γˆ)=(2.13)
F(ε, r, ·, ·) = (FI(ε, r, ·, ·),Fϕ(ε, r, ·, ·),Fp(ε, r, ·, ·),Fq(ε, r, ·, ·)) :=
F = (FI , Fϕ, Fp, Fq)|(γ¯,γ,γˆ)=(2.13)
with 
FI(ε, r, ν;ϑ) = j¯∗(ε, r, ν) + u¯(ε, r, ν;ϑ)
Fϕ(ε, r, ν;ϑ) = ϑ¯+ v¯(ε, r, ν;ϑ)
Fp(ε, r, ν;ϑ) = p0(ε, r, ν;ϑ) +
√
2jˆ∗(ε, r, ν) + 2uˆ(ε, r, ν;ϑ)
× cos [ϑˆ+ vˆ(ε, r, ν;ϑ)]
Fq(ε, r, ν;ϑ) = q0(ε, r, ν;ϑ) +
√
2jˆ∗(ε, r, ν) + 2uˆ(ε, r, ν;ϑ)
× sin [ϑˆ + vˆ(ε, r, ν;ϑ)]
then, the bounds (2.8)÷(2.9) imply
sup
J∗(ε,r)
|ω¯∗ − ∂h| ≤ C∗max
{√
ε, 3
√
εr, r5/2
}
sup
J∗(ε,r)
|ωˆ∗ − Ω| ≤ max
{√
ε, 3
√
εr, (log r−1)−1
}
sup
Ω∗(ε,r)×Tn
|u¯| ≤ C∗εr5/2
sup
Ω∗(ε,r)×Tn
|uˆ| ≤ C∗r5/2
sup
Ω∗(ε,r)×Tn
|p0|, sup
Ω∗(ε,r)×Tn
|q0| ≤ C∗(log r−1)−1 (2.15)
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Remark 2.3 (A physical comment) The tori in K(ε, r) may be thought of the ana-
lytic continuation of the tori
I = I¯
ϕ ∈ Tn
(pi − p0i)2 + (qi − q0i)2 = R¯2i Cr5/2 ≤ R2i ≤ cr2
(2.16)
being crossed by the system with frequencies
√
ε+ (log r−1)−1–close to (∂h, 0). Observe,
in particular, that p0, q0, u¯ go to 0 with ε, for any fixed 0 < r < r∗.
Notice that if
ε < const r2(log r−1)−2(τ¯+1) , (2.17)
if γ¯ is not too small, for instance, γ¯ = const
√
ε(log r−1)−τ¯+1/r we than have
|(p0, q0)| ≤ const
√
ε(log r−1)2(τ¯+1))γ¯−2 = const r ,
i.e. , the (p, q) variables into a ball of radius r around the origin (comapare also (2.16)).
This agrees with the result obtained in Arnol’d’s fundamental theorem. When (2.17)
is no longer satisfied, we generally have a set of invariant tori for which the (p, q)–variables
can stay away from the origin as far as (log r−1)−1: compare (2.15) above.
2.1 A Two Times Scale KAM Theorem
In order to state Theorem 2.2 below, we introduce some useful notations and definitions.
(i) The r–neighorhood Ir of I ⊂ Rp compact and the s–neighborhood Tps of Tp are
defined as:
Ir :=
⋃
I∈I
Dpr(I) , T
p
s := {ϕ = (ϕ1, · · · , ϕp) ∈ TpC : | Imϕi| < s)}
where Tp
C
:= Cp/2πZp and
Dpr(I) = {I ′ ∈ Cp : |I ′ − I| < r}
is the ususal complex open p–ball, where Cp is equipped with the standard Eu-
clidean norm: |(I1, · · · , Ip)| :=
√ ∑
1≤i≤p
|Ii|2.
(ii) Real–analytic functions f : P ⊂ R2p → R on compact sets P = I × Tp ⊂ R2p
(I ⊂ Rp compact) are identified with their analytic extensions f¯ : Pr,s ⊂ C2p → C
over a suitable (r, s)–neighborhood Pr,s = Ir × Tps of their real domain.
(iii) The “sup–Fourier” norm ‖f‖r,s of a real–analytic function f on Pr,s is
‖f‖r,s :=
∑
k∈Zp
sup
I∈Ir
|fk(I)|e|k|s
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where |k| is the 1–norm
|(k1, · · · , kp)| :=
∑
1≤i≤p
|ki|
and
fk(I) :=
1
(2π)p
∫
Tp
f(I, ϕ)eik·ϕdϕ
is its kth Fourier coefficient.
(iv) If A is a n × n matrix and 1 ≤ p, q ≤ n the symbol A[p,q] denotes the p × q
sub–matrix of the first p rows and the last q coloumns of A, i.e. , the matrix with
elements
A
[p,q]
ij = Ai,n−q+j 1 ≤ i ≤ p , 1 ≤ j ≤ q .
Conversely, A
[p,q]
∗ denotes the p× q sub–matrix of A of the last p rows and first q
coloumns.
(v) We recall that f : I ⊂ Rp → Rp is Lipschitz if
L‖·‖(f) := sup
I 6=I′∈I
‖f(I)− f(I ′)‖
‖I − I ′‖ < +∞
(with ‖ · ‖ a somewhat norm of Rp) . For a Lipschitz function f , we denote by L(f)
the number
L(f) := sup
I 6=I′∈I
|f(I)− f(I ′)|
|I − I ′|
(with respect to the Euclidean norm) and call it Lipschitz constant for f . We define
the ρ–Lipschitz norm of f on I
‖f‖Lipρ,I := ρ−1 supI |f |+ L(f) .
(vi) f is called bi–Lipschitz if f is Lipschitz, injective, with Lipschitz inverse, or, equiv-
alently, if there exist 0 < L−(f) ≤ L+(f), called Lipschitz constants, such that
L−(f)|I − I ′| ≤ |f(I)− f(I ′)| ≤ L+(f)|I − I ′| for all I, I ′ ∈ I ,
where
L+(f) = L(f) , L−(f) = 1L(f−1) .
Theorem 2.2 Let n¯, nˆ ∈ N, n := n¯ + nˆ, τ > n, γ ≥ γˆ > 0, 0 < 2s ≤ s¯ < 1, I¯ ⊂ Rn¯,
Iˆ ⊂ Rnˆ I := I¯ × Iˆ such that
H(J, ψ) = h(J) + f(J, ψ)
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real–analytic on Iρ × Tns¯+s. Assume that ω := ∂h is a diffeomorphism of Iρ and the
Hessian matrix U := ∂2h is non singular on Iρ. Let
M ≥ sup
Iρ
‖U‖
Mˆ ≥ sup
Iρ
‖U [n,nˆ]‖
N ≥ sup
Iρ
‖T‖
N¯ ≥ sup
Iρ
‖T [n¯,n]‖
Nˆ ≥ sup
Iρ
‖T [nˆ,n]∗ ‖
F ≥ ‖f‖ρ,s
where T := U−1, define
c := max
{
211n,
2
3
(12)τ+1
}
K :=
6
s
log+
(
FM2 L
γ2
)−1
where log+(a) := max{1, log a}
ρ˜ := min
{
γ
3MKτ+1
,
γˆ
3MˆKτ+1
, ρ
}
L := max {N ,M−1, Mˆ−1}
and assume the “perturbation” f so “small” that the following “KAM condition” holds
cE := c
FL
ρ˜2
< 1 . (2.18)
(i) Then, for any frequency ν ∈ Ω∗ := ω(I) ∩ Dn¯,nˆγ,γˆ,τ , there exists a unique Lagrangian
KAM torus Tν ⊂ Re (I34ρ˜E) × Tn for H with frequency ν, such that the follow-
ing holds. There exists a “Cantor” set I∗ ⊂ Re (I32ρ˜E) and a bi–Lipschitz (onto)
homeomorphism
ω∗ = (ω¯∗, ωˆ∗) : I∗ → Ω∗ (2.19)
satisfying
sup
O∗
|ω¯−1∗ − ω¯−1| ≤ 25
N¯
N
ρ˜E , sup
O∗
|ωˆ−1∗ − ωˆ−1| ≤ 25
Nˆ
N
ρ˜E (2.20)
sup
I∗
|ω¯∗ − ω¯| ≤ 25Mρ˜E , sup
I∗
|ωˆ∗ − ωˆ| ≤ 25Mˆρ˜E (2.21)
‖ω−1∗ ◦ ω − id‖Lipρ˜,Iγ,γˆ,τ ≤ 211E , Iγ,γˆ,τ := ω−1(Dn,nˆγ,γˆ,τ ) ∩ I . (2.22)
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such that Tν is realized by the real–analytic embedding φν = (φνI , φνϕ) given by{
φνI(ϑ) = I∗(ν) + v(ν, ϑ)
φνϕ(ϑ) = ϑ+ u(ν, ϑ)
ϑ ∈ Tn , (2.23)
where I∗(ν) := ω−1∗ (ν) and v = (v¯, vˆ), u = (u¯, uˆ) are bounded as
|v¯(ν, ϑ)| ≤ 2 γˆ
γ
E ρ˜ , |vˆ(ν, ϑ)| ≤ 2E ρ˜ , |u(ν, ϑ)| ≤ 2E s (2.24)
(ii) The measure of the invariant set K = φΩ∗(T
n) satisfies
meas
(
I × Tn \K
)
≤
(
1 + (1 + 27E)2n
)(
1 + (1 + 210E)n
)
meas
(
I \ Iγ,γˆ,τ × Tn
)
+
(
1 + (1 + 27E)2n
)
(1 + 210E)nmeas
(
Iρ1 \ I × Tn
)
+ (1 + 27E)2nmeas
(
Iρ2 \ I × Tn
)
. (2.25)
where ρ1 = 2
6Eρ˜/(1− 210E), ρ2 = 4Eρ˜/(1− 27E).
2.1.1 Construction of the Approximating Sequences
The proof of Theorem 2.2 is obtained by infinite iterations of real–analytic symplecto-
morphisms, converging over a Cantor set. Each iteration is based on Lemma 2.1 below.
Let n¯, nˆ, n = n¯+ nˆ ∈ N, I ⊂ Rn¯×Rnˆ. Following Po¨schel [30], we define the P–norm on
Iρ × Tns as
|
(
(I¯ , Iˆ), ϕ)
)
|P := max{|I¯|1, |Iˆ|1, |ϕ|∞} ,
where, as usual,
|I¯|1 :=
∑
1≤i≤n¯
|I¯i| , |Iˆ|1 :=
∑
1≤i≤nˆ
|Iˆi| , |ϕ|∞ := max
1≤i≤n
|ϕi|
if I¯ = (I¯1, · · · , I¯n¯), Iˆ = (Iˆ1, · · · , Iˆnˆ), ϕ = (ϕ1, · · · , ϕn). We also introduce the matrices
W pα,β, Wα,β (1 ≤ p ≤ 2n) whch are defined as the (2p)× (2p) diagonal matrices
W pα,β := (α
−1 id p, β−1 id 2n−p) , Wα,β := W nα,β = (α
−1 id n, β−1 id n)
where id p is the identity matrix with order p.
Lemma 2.1 (Averaging Theorem) Let H(I, ϕ) = h(I) + f(I, ϕ) real–analytic on
Pr,s¯+s := Ir ×Tns¯+s. Assume that ω := ∂ h verifies
|ω(I) · k| ≥
{
α¯ for k = (k¯, kˆ) ∈ Zn¯ × Znˆ \ Λ k¯ 6= 0 , |k| ≤ K
αˆ for k = (0, kˆ) ∈ {0} × Znˆ \ Λ 0 < |kˆ| ≤ K (2.26)
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where Λ ⊆ Zn. If
‖f‖r,s¯+s ≤ 1
27
α r
K
, (2.27)
where α := min{α¯, αˆ} and Ks ≥ 6, then, there exists a real–analytic, symplectic coordi-
nate transformation
Ψ : Pr/2,s¯+s/6 → Pr,s¯+s
such that
H ◦Ψ(I, ϕ) = h(I) + g(I, ϕ) + f∗(I, ϕ)
with g(I, ϕ) =
∑
k∈Λ gk(I)e
ik·ϕ is Λ–completely resonant and
‖g − f0‖r/2,s¯+s/6 ≤ 2
5K
αr
‖f‖2r,s¯+s , ‖f∗‖r/2,s¯+s/6 ≤ e−Ks/6‖f‖r,s¯+s
where f0 := PΛTK f. Moreover, the following bounds hold, uniformly on Pr/2,s¯+s/6
|W n¯α/α¯,1Wr,s(Ψ− id )|P ≤
2K‖f‖r,s¯+s
α r
, (2.28)
and
‖W n¯α/α¯,1(Wr,sDΨW−1r,s − id 2n)‖P ≤
26K
αr
‖f‖r,s¯+s . (2.29)
where ‖ · ‖P denotes the operatorial norm induced by | · |P 10 .
Lemma 2.1 is a useful remake of the Normal Form Lemma of [30]. For sake of complete-
ness, its proof may be found in Appendix A.
Lemma 2.2 (Iterative Lemma) Let 0 < γˆ ≤ γ, I¯ ⊂ Rn¯, Iˆ ⊂ Rnˆ compact sets, put
I := I¯ × Iˆ and let
H(J, ψ) = h(J) + f(J, ψ)
real–analytic on Iρ × Tns¯+s, with s¯ > 0, 0 < s < 1. Assume that ω := ∂h is a diffeo-
morphism of Iρ with Jacobian matrix U := ∂2h non singular on Iρ and ω(I) ⊆ Dn¯,nˆγ,γˆ,τ .
Let
M ≥ sup
Iρ
‖U‖
Mˆ ≥ sup
Iρ
‖U [n,nˆ]‖
N ≥ sup
Iρ
‖T‖
N¯ ≥ sup
Iρ
‖T [n¯,n]‖
Nˆ ≥ sup
Iρ
‖T nˆ,n∗ ‖
F ≥ ‖f‖ρ,s¯+s
10I.e., ‖A‖P := supz=(I,ϕ), |z|P=1 |Az|P
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where T := U−1, define
K :=
6
s
log+
(
FM2 L
γ2
)−1
ρ˜ := min
{
γ
3MKτ+1
,
γˆ
3MˆKτ+1
, ρ
}
L := max {N ,M−1, Mˆ−1}
and assume
28nE := 28n
FL
ρ˜2
≤ 1 . (2.30)
Then, a set I+ ⊂ Iρ˜/32, two numbers ρ+ > 0, 0 < s+ < 1 and a symplectic analytic
transformation
Ψ : I+ρ+ × Tns¯+s+ → Iρ × Tns¯+s ,
(I+, ϕ+)→ (I, ϕ) = Ψ(I+, ϕ+)
may be found, putting H into the form
H+(I+, ϕ+) := H ◦Ψ+(I+, ϕ+) = h+(I+) + f+(I+, ϕ+) , (2.31)
where ω+ := ∂h+ is a diffeomorphism of I+ρ+ with Jacobian matrix U+ := ∂2h+ non
singular on I+ρ+ such that ω+(I+) = ω(I). There also exist suitable constants
M+ ≥ sup
I+ρ+
‖U+‖
Mˆ+ ≥ sup
I+ρ+
‖U [n,nˆ]+ ‖
N+ ≥ sup
I+ρ+
‖T+‖
N¯+ ≥ sup
I+ρ+
‖T [n¯,n]+ ‖
Nˆ+ ≥ sup
I+ρ+
‖T [nˆ,n]∗ ‖
F+ ≥ ‖f+‖ρ+,s¯+s+
where T+ := U
−1
+ , such that, defining
K+ :=
6
s+
log+
(
F+M
2
+ L+
γ2
)−1
ρ˜+ := min
{
γ
3M+K
τ+1
+
,
γˆ
3Mˆ+K
τ+1
+
, ρ+
}
L+ := max {N+ ,M−1+ , Mˆ−1+ }
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then,
E+ :=
F+L+
ρ˜2+
≤ E2 . (2.32)
More precisely:
(i) The numbers ρ+, s+ and the constants M+, · · · may be taken as
ρ+ =
ρ˜
8
s+ =
s
6
M+ = 2M
Mˆ+ = 2Mˆ
N+ = 2N
N¯+ = 2N¯
Nˆ+ = 2Nˆ
F+ =
F 2LM2
γ2
so as to satisfy
ρ˜+
ρ˜
≥ 1
2
(
1
12
)τ+1
;
(ii) the set I+ may be obtained as I+ = l+(I), where
(iii) l+ : I → I+ is an injective “isofrequency map”, i.e. , uniquely defined on I by
ω+ ◦ l+ = ω on I
which satisfies
N/N¯ sup
I
|l¯+ − id |, N/Nˆ sup
I
|lˆ+ − id | ≤ 24Eρ˜ , LP(l+ − id ) ≤ 28E ; (2.33)
(iv) the map Ψ satisfies
|W n¯γˆ/γ,1Wρ˜,s(Ψ+ − id)|P ≤ E (2.34)
and ∥∥∥W n¯γˆ/γ,1(Wρ˜,sDΨ+W−1ρ˜,s − I2p)∥∥∥P ≤ 25E . (2.35)
Proof. We proceed by steps.
Claim 0.: H is put into the form
H+(I+, ϕ+) := H ◦Ψav(I+, ϕ+) = h(I+) + g(I+) + f+(I+, ϕ+) := h+(I+) + f+(I+, ϕ+)
where
sup
Iρ˜/2
|g − 〈f〉ϕ| ≤ F
16
(2.36)
25
and
‖f+‖ρ˜/2,s¯+s/6 ≤ F
2M2L
γ2
=: F+ , (2.37)
by means of a real–analytic symplectomorphism Ψav defined on Iρ˜/2×Tns¯+s/6 and verifying
|W nγˆ/γ,1Wr,s(Ψav − I)|P ≤ E ,
‖W nγˆ/γ,1(Wr,sDΨavW−1r,s − I)‖P ≤ 25E . (2.38)
Proof. We are going to construct the transformation Ψav by means of application of
the Averaging Theorem (Lemma 2.1) to H, on the domain Iρ˜ × Tns¯+s/6, with the trivial
resonant lattice Λ = {0} ∈ Zn. We first verify the “non resonance” assumption (2.26)
out of Λ = {0}. By assumption, for any I ∈ I, ω(I) ∈ Dn¯,nˆγ,γˆ,τ , which means
|ω(I) · k| ≥

γ
|k|τ if k = (k¯, kˆ) with k¯ 6= 0
γˆ
|k|τ if k = (0, kˆ) with kˆ 6= 0
for any k ∈ Zn¯ × Znˆ \ {0}. In particular, for 0 < |k| ≤ K and I ∈ I,
|ω(I) · k| ≥
{
γ
Kτ
if k = (k¯, kˆ) with k¯ 6= 0
γˆ
Kτ
if k = (0, kˆ) with kˆ 6= 0
Let, now, I ∈ Iρ˜. By definition, there exist I0 ∈ I such that |I − I0| < ρ˜ and we find
(recall that we have prefixed the 1–norm in I)
|ω(I)− ω(I0)|∞ := max
1≤i≤p
|ωi(I)− ωi(I0)|
≤ sup
Iρ
‖∂ω‖|I − I0|
≤ Mρ˜
Hence, if k = (k¯, kˆ), with k¯ 6= 0 and 0 < |k| ≤ K
|ω(I) · k| ≥ |ω(I0) · k| − |(ω(I)− ω(I0)) · k|
≥ γ
Kτ
− |ω(I)− ω(I0)|∞|k|
≥ γ
Kτ
−MKρ˜
≥ 2
3
γ
Kτ
=: α¯
having used ρ˜ ≤ γ
3MKτ+1
. Similarly, taking k = (0, kˆ), with 0 < |k| = |kˆ| ≤ K and
using ρ˜ ≤ γˆ
3MˆKτ+1
, we find that
|ω(I) · k| ≥ 2
3
γˆ
Kτ
=: αˆ for any I ∈ Iρ˜ , 0 < |k| ≤ K .
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But, then, the “smallness condition” (2.27) with r = ρ˜ is also verified in Iρ˜, because,
using
α = min
{
2
3
γ
Kτ
,
2
3
γˆ
Kτ
}
≥ 2Kmin{M, Mˆ}ρ˜ ≥ 2K ρ˜
L
,
we find that (2.30) is stronger:
27
‖f‖ρ˜,s¯+sK
αρ˜
≤ 26FL
ρ˜2
< 1 .
Therefore, Lemma 2.1 applies (as also, trivially, Ks = 6 log+(FM
2L/γ2) ≥ 6), and H is
put into the form
H+ := H ◦Ψav = h + g + f+ := h+ + f+
by means of a real–analytic symplectomorphism Ψav defined on Iρ˜/2 × Tns¯+s/6, where g
is a {0}–completely resonant (which means that g is a function of I only) real–analytic
function, suitably close to f0 = P{0}TK f = 〈f〉ϕ:
sup
Iρ˜/2
|g − f0| = ‖g − f0‖ρ˜/2,s¯+s/6 ≤ 2
5K
α ρ˜
‖f‖2ρ˜,s¯+s ≤ 24
F 2L
ρ˜2
≤ F
16
and f+ is “small”:
‖f+‖ρ˜/2,s¯+s/6 ≤ e−Ks/6‖f‖ρ˜,s¯+s ≤ e−Ks/6F = F
2M2L
γ2
,
The bounds (2.38) are an easy consequence of (2.28), (2.29) (recall γˆ < γ):
|W n¯γˆ/γ,1Wr,s(Ψav − I)|P = |W n¯α/α¯,1Wr,s(Ψav − I)|P ≤
2K‖f‖ρ˜,s¯+s
α ρ˜
≤ FL
ρ˜2
= E ,
and
‖W n¯γˆ/γ,1(Wr,sDΨavW−1r,s − I)‖P = ‖W n¯α/α¯,1(Wr,sDΨavW−1r,s − I)‖P
≤ 2
6K
α ρ˜
‖f‖r,s¯+s ≤ 25E ,
Claim 0 is thus proved.
Claim 1: the Jacobian matrix U+ := ∂
2h+ is non singular in Iρ˜/4 and satisfies
M+ := 2M ≥ sup
I∈Iρ/4
‖U+‖ (2.39)
Mˆ+ := 2Mˆ ≥ sup
I∈Iρ/4
‖U [n,nˆ]+ ‖ (2.40)
N+ := 2N ≥ sup
I∈Iρ/4
‖T+‖ (2.41)
N¯+ := 2N¯ ≥ sup
I∈Iρ/4
‖T [n¯,n]+ ‖ (2.42)
Nˆ+ := 2Nˆ ≥ sup
I∈Iρ/4
‖T [nˆ,n]+∗ ‖ (2.43)
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where T+ := U
−1
+ .
Proof. : The bound (2.36) gives
sup
Iρ˜/2
|g| ≤ sup
Iρ˜/2
|f0|+ sup
Iρ˜/2
|g − f0| ≤ 17
16
F , (2.44)
whence, applying twice the Po¨schel’s General Cauchy Inequality (see Appendix D),
sup
Iρ˜/4
‖∂2 g‖ ≤
supI3ρ˜/8 ‖∂g‖
ρ˜/8
≤ 17/16F
(ρ˜/8)2
≤ 27 F
ρ˜2
<
1
2L
≤ 1
2
min
{
M, Mˆ,
1
N
}
(2.45)
which suddenly implies
sup
Iρ˜/4
‖U+‖ = sup
Iρ˜/4
‖∂2h+‖ = sup
Iρ˜/4
‖∂2h + ∂2g‖ ≤ sup
Iρ˜/4
‖∂2h‖+ sup
Iρ˜/4
‖∂2g‖ ≤M +M = 2M
Similarly, one finds
sup
Iρ˜/4
‖U [n,nˆ]+ ‖ ≤ 2Mˆ
But (2.45) also implies
sup
Iρ˜/4
‖∂2 g(∂2 h)−1‖ ≤ sup
Iρ˜/4
‖∂2g‖ sup
Iρ˜/4
‖(∂2 h)−1‖
≤ sup
Iρ˜/4
‖∂2 g‖N
≤ 1
2
(2.46)
so, the matrix
id + ∂2 g(∂2 h)−1
is non singular on Iρ˜/4 with ∥∥∥∥( id + ∂2 g(∂2 h)−1)−1∥∥∥∥ ≤ 2 .
This implies that
∂2 h+ = ∂
2h + ∂2g =
(
id + ∂2 g(∂2 h)−1
)
∂2 h
is non singular on Iρ˜/4, with
sup
Iρ˜/4
‖T+‖ = sup
Iρ˜/4
‖(∂2 h+)−1‖ = sup
Iρ˜/4
∥∥∥∥(∂2h)−1( id + ∂2 g(∂2 h)−1)−1∥∥∥∥ ≤ 2N .(2.47)
Similarly,
sup
Iρ˜/4
‖T [n¯,n]‖ ≤ 2 N¯ , sup
Iρ˜/4
‖T [nˆ,n]∗ ‖ ≤ 2 Nˆ ,
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Claim 2:The new frequency ω+ := ∂h+ is a diffeomorphism of I3ρ˜/16.
Proof. We want to prove that, if I+, I
′
+ ∈ I3ρ˜/16 verify ω+(I+) = ω+(I ′+), then, I+ = I ′+.
Let I+, I
′
+ ∈ Iρ˜/8 verify
ω(I ′+) + ∂g(I
′
+) = ω+(I+) = ω+(I
′
+) = ω(I+) + ∂g(I+) .
Then,
|ω(I ′+)− ω(I+)| = |∂g(I ′+)− ∂g(I+)| ≤ 2 supIρ˜/4
|∂g| ≤ 24F
ρ˜
,
hence,
|I+ − I ′+| = |ω−1(ω(I+))− ω−1(ω(I ′+))| ≤ sup ‖∂(ω−1)‖|ω(I ′+)− ω(I+)| ≤ 24n
FN
ρ˜
≤ ρ˜
16
The previous inequality implies that the segment s(I+, I
′
+) from I+ to I ′+ lies interely in
Iρ˜/4. So, let τ the curve from ω(I+) to ω(I ′+) defined as τ := ω(s(I+, I ′+)); let F := ∂g◦ω−1
and observe supω(Iρ˜/4) ‖∂F‖ = supIρ˜/4 ‖∂2g(∂h)−1‖ ≤ 1/2. Then,
0 = |ω+(I+)− ω+(I ′+)|
= |ω(I+)− ω(I ′+) + F (ω(I+))− F (ω(I ′+))|
≥ |ω(I+)− ω(I ′+)| −
∣∣∣∣∫
τ
∂F (ζ) · dζ
∣∣∣∣
≥ 1
2
|ω(I+)− ω(I ′+)|
which implies ω(I+) = ω(I
′
+), hence, I+ = I
′
+.
Claim 3: The new frequency ω+ maps Iρ˜/32 over ω(I), i.e. , ω+(Iρ˜/32) ⊇ ω(I).
Proof.: we prove that, for any I0 ∈ I, ω+(Bnρ˜/32(I0)) ⊇ ω(I0). If |I − I0| = r < ρ˜/32,
then,
|ω+(I)− ω+(I0)| = |ω(I)− ω(I0) + ∂g ◦ ω−1(ω(I))− ∂g ◦ ω−1(ω(I0))|
≥
(
1− ‖∂2g(∂h)−1‖
)
|ω(I)− ω(I0)|
≥ 1
2
|ω(I)− ω(I0)|
≥ 1
2N
|I − I0|
=
r
2N
hence, ω+(B
n
ρ˜/32(I0)) ⊇ Bnρ˜/(64N)(ω+(I0)). We prove that
ω(I0) ∈ Bnr/(64N)(ω+(I0)) .
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Using the KAM condition (2.18) and General Cauchy Estimate (for supI |∂g|)
|ω+(I0)− ω(I0)| = |∂g(I0)| ≤ sup
I
|∂g| < 17
16
F
ρ˜/2
<
ρ˜
26N
which concludes the proof of the Claim.
Claim 4 For any I ∈ I, equation ω+(I ′) = ω(I) has a unique solution I ′ := l+(I) =
ω−1+ ◦ ω(I) ∈ Iρ˜/32 satisfying (2.33) .
Proof. Existence and uniqueness of the solution I ′ = l+(I) of ω+(I ′) = ω(I) are conse-
quences of claims 2, 3. We prove (2.33). Let 0 < r < r¯ ≤ 3ρ˜/16, with r¯ so small that
ω(Ir) ⊆ ω+(3Iρ˜/16). For I ∈ Ir, we find, as ω+ is a diffeomorphism of Ir and General
Cauchy Inequality,
|ω−1+ (ω(I))− ω−1+ (ω+(I))| ≤ 2N¯ |ω+(I)− ω(I)| ≤ 2N¯ sup
Ir
|∂g| ≤ 2N¯(17F/16)
3ρ˜/16− r
Hence, due to the arbitrariness of r, for I ∈ I = ⋂0<r<r¯ Ir,
|l¯+(I)− I¯| ≤ 34N¯F
3ρ˜
≤ 24 N¯F
ρ˜
Similarly,
|lˆ+(I)− Iˆ| ≤ 24 NˆF
ρ˜
Also, using
Dl+ = D[(ω + ∂g)
−1 ◦ ω] = [idn + (∂2h)−1∂2g]−1
we find
sup
Ir
‖D[(ω + ∂g)−1 ◦ ω]− idn‖ = sup
Ir
‖[idn + (∂2h)−1∂2g]−1 − idn‖
≤ supIr ‖(∂
2h)−1∂2g‖
1− supIr ‖(∂2h)−1∂2g‖
≤ 2 sup
I
‖(∂2h)−1∂2g‖
≤ 28E .
which says
LP(ω−1+ ◦ ω − id ) ≤ 28E on Ir
and implies, due to the arbitrariness of r,
LP(l+ − id ) ≤ 28E .
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Conclusion.: Let I+ := l+(I), ρ+ := ρ˜/8, s+ := s/6. By claim 4, I+ ⊂ Iρ˜/32, so, the
following inclusions hold:
I+ρ+ ⊂ I5ρ˜/32 ⊂ I3ρ˜/16 ⊂ Iρ˜/4
Hence, Ψ+ := Ψav|I+ρ+×Tns¯+s+ is well defined and has the desired properties, upon recog-
nizing that
E+ :=
F+M
2
+L+
ρ˜2+
≤ E2 , ρ˜+ ≥ 1
2
(
1
12
)τ+1
ρ˜ .
In order to do that, we first prove
10K ≤ K+ ≤ 12K . (2.48)
We find
F LM2
γ2
≤ F LM
2
γ2
log+
(
F LM2
γ2
)−12(τ+1) ≤ 1
9
(
s
6
)2(τ+1) F L
ρ˜2
=≤ 2
8E
9 · 62 · 28 ≤
1
9 · 62 · 28
which gives
216 < x :=
(
FLM2
γ2
)−1
, (2.49)
namely
108
s
log 2 <
9
8
K < 2K
implying immediately (2.48), after using
K+ =
6
s+
log+ (x
2/8) =
6
s+
log (x2/8) = 12K − 108
s
log 2 .
Now, using
γ ≥ 3MKτ+1ρ˜ , γˆ ≥ 3MKτ+1ρ˜ , K+
K
≤ 12 , K ≥ 96 log 2
s
, 0 < s ≤ 1 ,
we find
E+ ≤ max
128
(
F LM
γρ˜
)2
, 648
(
FLM
γ2
)2
K
2(τ+1)
+ , 648
(
FLMMˆ
γγˆ
)2
K
2(τ+1)
+

≤ max
 1289K2(τ+1)
(
F L
ρ˜2
)2
, 8
(
FL
ρ˜2
)2
K
2(τ+1)
+
K4(τ+1)
, 8
(
FL
ρ˜2
)2
K
2(τ+1)
+
K2(τ+1)K2(τ+1)

≤ max
1289
(
s
96 log 2
)2(τ+1)
, 8
(
s
8 log 2
)2(τ+1) E2
≤ E2 .
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Similarly,
ρ˜+ = min
{
ρ+ ,
γ
3M+K
τ+1
+
,
γˆ
3Mˆ+K
τ+1
+
}
= min
{
ρ
8
,
γ
24MKτ+1
,
γˆ
24MKτ+1
,
γ
6MKτ+1+
,
γˆ
6MKτ+1+
}
= min
{
ρ
8
,
γ
6MKτ+1+
,
γˆ
6MKτ+1+
}
≥ 1
2
(
1
12
)τ+1
min
{
ρ ,
γ
3MKτ+1
,
γˆ
3MKτ+1
}
=
1
2
(
1
12
)τ+1
ρ˜
(use (M+, Mˆ+) = 2 (M, Mˆ), 12K ≥ K+ ≥ 10K). This concludes the proof.
2.1.2 Lemmas on Measure
We recall the following classical results on Lipschitz functions and measure theory, re-
ferring to [16] for their proofs.
Lemma 2.3 (Kirszbraun Theorem) Assume A ⊂ Rn, and let f : A → Rm be Lips-
chitz. There exists a Lipschitz function f¯ : Rn → Rm, such that
i) f¯ = f on A ;
ii) L(f¯) = L(f) .
Lemma 2.4 Let A ⊂ Rn Lebesgue–measurable, f : A → Rn Lipschitz (bi–Lipschitz).
Then,
meas((f(A)) ≤ L(f)n meas(A)
L−(f)n meas(A) ≤ meas((f(A)) ≤ L+(f)n meas(A)) .
2.1.3 Proof of Theorem 2.2
Here also, we proceed by steps. Claim 0. (“construction of the sequences”): For each
1 ≤ j ∈ N, H is analitically conjugated to
Hj = H ◦ Φj = hj + fj
real–analytic on Pj = Ijρj × Tns¯+sj , where:
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(i) sj = s/6
j and, letting
Mj = 2
jM
Mˆj = 2
jMˆ
Nj = 2
jN
Lj = max
{
M−1j , Mˆ
−1
j , Nj
}
Fj =
F 2j−1Lj−1M
2
j
γ2
Kj :=
6
sj
log+
(
FjLjM2j
γ2
)
ρ˜j := min
{
γ
3MjK
τ+1
j
, γˆ
3MˆjK
τ+1
j
, ρj
}
then, ρj = ρ˜j−1/8;
(ii) Ij ⊆ Ij−1ρ˜j−1/32 is obtained as Ij = lj(Ij−1), where lj is a Lipschitz homeomorphism
satisfying
ωj ◦ lj = ωj−1 on Ij−1
max
{
N
N¯
sup
Ij
|l¯j+1 − id n¯|, N
Nˆ
sup
Ij
|lˆj+1 − id nˆ|
}
≤ 24ρ˜jE2j (2.50)
LP(lj+1 − id ) ≤ 28E2j := µj (2.51)
(iii) ωj := ∂hj is a diffeomorphism of Ijρj with non singular Jacobian Uj := ∂2hj such
that ωj(Ij) = Dn¯,nˆγ,γˆ,τ ∩ ω(I);
(iv) fj satisfies
‖fj‖Ijρj ,s¯+sj ≤ Fj
(v) The real–analytic symplectomorphism Φj is obtained as Φj = Ψ1 ◦ · · · ◦ Ψj, where
Ψk : Pk → Pk−1 (k ≥ 1) verifies
sup
Pk
|W n¯γˆ/γ,1Wρ˜,s(Ψk − id)|P ≤
(
1
6
)k−1
E2
k−1
(2.52)
sup
Pk
∥∥∥Wρ˜,sDΨkW−1ρ˜,s − id 2n∥∥∥P ≤ 25
[
(12)τ+1
3
]k−1
E2
k−1
=: ζk . (2.53)
Proof. Starting with
H0 := H = h + f , P0 := I0ρ × Tns¯+s ,
where I0 := {I ∈ I : ω(I) ∈ Dn¯,nˆγ,γˆ,τ} and, labeling by “0” the quantities relatively to H0,
apply (inductively) the Iterative Lemma (Lemma 2.2) to
Hj = hj + fj , Pj := Ijρj × Tns¯+sj , j ≥ 0
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and label by “j + 1” the “+”–quantities of the Iterative Lemma. Next, observe that
(2.53) is a consequence of
sup
Pk
|W n¯γˆ/γ,1Wk−1(Ψk − id)|P ≤ E2
k−1
sup
Pk
∥∥∥Wk−1DΨkW−1k−1 − id 2n∥∥∥P ≤ 25E2k−1
where Wk−1 := Wρ˜k−1,sk−1, using
‖Wρ˜,sW−1k−1‖P = max
{
ρ˜k−1
ρ˜
,
sk−1
s
}
=
(
1
6
)k−1
‖Wk−1W−1ρ˜,s ‖P = max
{
ρ˜
ρ˜k−1
,
s
sk−1
}
≤ [2(12)τ+1]k−1 .
Claim 1. (“construction of I∗”): The sequence of Lipschitz homeomorphisms on I0
ℓj := lj ◦ lj−1 ◦ · · · ◦ l1 (2.54)
converges uniformly to a bi–Lipschitz homeomorphism ℓ = (ℓ¯, ℓˆ) satisfying
N
N¯
sup
I0
|ℓ¯− id | , N
Nˆ
sup
I0
|ℓˆ− id | ≤ 25ρ˜E (2.55)
LP(ℓ− id ) ≤ 210E (2.56)
Furthermore, the following holds:
sup
I0
|ℓj − ℓ| ≤ 25ρ˜E2j (2.57)
and
I∗ := ℓ(I0) ⊆ I032Eρ˜
⋂( ∩j Ijρj)
Proof. Using (2.50), the inequality
sup
I0
|ℓi − ℓj | ≤
i−1∑
l=j
sup
I0
|ℓl+1 − ℓl| ≤ 24ρ˜j
i−1∑
l=j
(
1
8
)l−j
E2
l
(2.58)
proves the uniform convergence of ℓj. Letting, in (2.58), i→ +∞, we find 11
sup
I0
|ℓj − ℓ| ≤ 24ρ˜j
+∞∑
l=j
(
1
8
)l−j
E2
l
112l − 2j ≥ l − j for any l ≥ j
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≤ 24ρ˜jE2j
+∞∑
l=j
(
1
8
)l−j
E2
l−2j
≤ 24ρ˜jE2j
+∞∑
0
(
E
8
)k
≤ 25ρjE2j
< ρj (2.59)
which also holds for j = 0, with the convention ℓ0 := id . Eq. (2.59) implies
I∗ ⊆
⋂
j
Ijρj .
In particular, (2.59) with j = 0 gives
sup
I
|ℓ− id| ≤ 25ρ˜E . (2.60)
which also implies
I∗ ⊂ I032ρ˜E . (2.61)
With similar techniques, but using (2.60), one proves (2.55). We prove that ℓ is injective
on I0. If I, I ′ ∈ I0 are such that ℓ(I) = ℓ(I ′) = I∗, then, by (2.59)
|ω(I)− ω(I ′)| = |ωj(ℓj(I))− ωj(ℓj(I ′))|
≤ Mj |ℓj(I)− ℓj(I ′)|
≤ Mj (|ℓj(I)− ℓ(I)|+ |ℓj(I ′)− ℓ(I ′)|)
≤ 2M 2jρjEj
which gives ω(I) = ω(I ′) (as the r.h.s goes to 0 as j → ∞), hence, I = I ′. We prove
(2.56). The estimates (2.51) for LP(lj+1 − id ) give 12
LP(ℓj+1 − id) ≤
j∏
l=1
(1 + µl)− 1 ≤
+∞∏
l=1
(1 + µl)− 1 (2.62)
12Write
ij+1 := ℓj+1 − id = (lj+1 − id ) ◦ ( id + ij) + ij
to find
L(ij+1) ≤ L(lj+1 − id )
(
1 + L(ij)
)
+ L(ij)
= L(ij)
(
L(lj+1 − id ) + 1
)
+ L(lj+1 − id )
Iterating the above formula, we find
L(ij+1) ≤ L(lj+1 − id ) + (1 + L(lj+1 − id ))L(lj − id ) + · · ·
+ (1 + L(lj+1 − id )) · · · (1 + L(l2 − id ))L(l1 − id )
=
j+1∏
k=1
(1 + L(lk − id ))− 1 .
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where the infinite productory
∏+∞
l=1 (1 + µl) converges, being bounded by
+∞∏
l=0
(1 + µl) = exp
[∑
l
log (1 + µl)
]
≤ exp
[∑
l
µl
]
= exp
[
28E
∑
l
(E)l
]
≤ exp
[
29E
]
≤ 1 + 210E
(2.63)
having used the elementary estimate ex ≤ 1 + 2x for 0 ≤ x ≤ 1. In follows from (2.62),
(2.63)
LP(ℓ− id ) ≤ lim sup
j
LP(ℓj+1 − id) ≤ 210E .
Claim 2. (“definition and bounds for ω∗”): The bi–Lipschitz homeomorphism defined on
I∗ by ω∗ = (ω¯∗, ωˆ∗) := ω ◦ ℓ−1 is onto on Dn¯,nˆγ,γˆ,τ ∩ ω(I) and is subject to the following
bounds
sup
I∗
|ω¯∗ − ω¯| ≤ 25Mρ˜E sup
I∗
|ω−1∗ − ω−1| ≤ 25
N¯
N
ρ˜E
sup
I∗
|ωˆ∗ − ωˆ| ≤ 25Mˆρ˜E sup
I∗
|ω̂−1∗ − ω̂−1| ≤ 25
Nˆ
N
ρ˜E
Proof. Trivially, ν ∈ Dn¯,nˆγ,γˆ,τ , then, I∗ := ℓ ◦ ω−1(ν) is its (unique) preimage, with
|ω−1∗ (ν)− ω−1(ν)| = |ℓ¯ ◦ ω−1(ν)− ω−1(ν)| ≤ supI0
|ℓ¯− id | ≤ N¯
N
25ρ˜E .
Similarly,
|ω̂−1∗ (ν)− ω̂−1(ν)| ≤
Nˆ
N
25ρ˜E .
Using (2.55) (recall N¯ , Nˆ ≤ N), we find
|ω¯∗(I∗)− ω¯(I∗)| = |ω¯(I)− ω¯(ℓ(I)|
≤ M |I − ℓ(I)|
≤ 25Mρ˜E ,
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The proof of
|ωˆ∗(I∗)− ωˆ(I∗)| ≤ 25Mˆρ˜E
is similar.
Claim 3. (“construction of Φ”): The sequence of real–analytic symplectomorphisms, de-
fined on Pj = Ijρj × Tns¯+sj ,
Φj := Ψ1 ◦ · · · ◦Ψj
converges uniformly on P∗ = I∗ × Tns¯ , to an I∗–family of real–analytic embeddings
I∗ ∈ I∗ → Φ(I∗, ·) : Tn → Re (Iρ)× Tn
where Φ(I∗, ϑ) = (ΦI(I∗, ϑ),Φϕ(I∗, ϑ)) is given by{
ΦI(I∗, ϑ) = I∗ + a(I∗, ϑ)
Φϕ(I∗, ϑ) = ϑ+ b(I∗, ϑ)
with a = (a¯, aˆ), b verifying
sup
I∗×Tn
|a¯| ≤ 2 γˆ
γ
E ρ˜ , sup
I∗×Tn
|aˆ| ≤ 2E ρ˜ , sup
I∗×Tn
|b| ≤ 2E s (2.64)
and ϑ→ ϑ+ b(I∗, ϑ) a diffeomorphism of Tn, for any I ∈ I∗. Furthermore, the rescaled
map
Φˇ := Wρ˜,sΦ ◦W−1ρ˜,s : ρ˜−1I∗ × s−1Tns¯ → r−1Iρ × s−1Tns¯+s
is bi–Lipschitz, with
LP(Φˇ− id ) ≤ 27E .
Proof. The bound (2.53) implies that rescaled maps
Φˇj :=Wρ˜,sΦj ◦W−1ρ˜,s : ρ˜−1Ijρj × s−1Tns¯+sj → r−1Iρ × s−1Tns¯+s ,
are bi–Lipschitz on ρ˜−1Ijρj × s−1Tns¯+sj (hence, on ρ˜−1I∗ × s−1Tn), with
LP(Φˇj − id) ≤ 27E ≤ 1
2
, (2.65)
because
LP(Φˇj − id) ≤ sup
Pj
‖Wρ˜,sDΦjW−1ρ˜,s − id 2n‖P
= ‖Wρ˜,sDΨ1 · · ·DΨjW−1ρ˜,s − id 2n‖P
≤
j−1∏
0
(1 + ςk)− 1
≤
+∞∏
0
(1 + ςk)− 1
≤ 27E (2.66)
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having used
N∏
k=0
(1 + ςk) = exp
[
N∑
k=0
log (1 + ςk)
]
≤ exp
[
N∑
k=0
ςk
]
= exp
25 N∑
k=0
[
(12)τ+1
3
]k
E2
k

≤ exp
25 +∞∑
k=0
[
(12)τ+1
3
]k
E2
k

≤ exp
[
26E
]
≤ 1 + 27E
(2.67)
Hence, the uniform convergence of Φj on P∗ easily follows: if i+ 1 ≤ j,
sup
I∗×Tns¯
|Wρ˜,s(Φj − Φi)|P = sup
I∗×Tns¯
|Wρ˜,sΦi(Ψi+1 ◦ · · · ◦Ψj)−Wρ˜,sΦi|P
= sup
I∗×Tns¯
|Φˇi(Wρ˜,sΨi+1 ◦ · · · ◦Ψj)− Φˇi(Wρ˜,s)|P
≤ LP+(Φˇi) sup
I∗×Tns¯
|Wρ˜,s(Ψi+1 ◦ · · · ◦Ψj − id )|P
≤
(
1 + 27E
) j−1∑
l=i
(
1
6
)l
E2
l
(2.68)
having used (2.52), for which
sup
I∗×Tns¯
|W n¯γˆ/γ,1Wρ˜,s(Ψi+1 ◦ · · · ◦Ψj − id)|P ≤
j−1∑
l=i
(
1
6
)l
E2
l
i+ 1 ≤ j (2.69)
Denote then by Φ the uniform limit of Φj on P∗. Taking, in (2.69), i = 0 and letting
j →∞, we find
max
{
γ
γˆρ˜
sup
I∗×Tns¯
|ΦI¯ − id n¯|,
1
ρ˜
sup
I∗×Tns¯
|ΦIˆ − id nˆ|,
1
s
sup
I∗×Tns¯
|Φϕ − id n|
}
= |W nγˆ/γ,1Wρ˜,s(Φ− id)|P
≤
+∞∑
l=0
(
1
6
)l
E2
l
≤ E
1− E
6
< 2E , (2.70)
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which clearly implies (2.64). But (2.70) also implies that, for any fixed I∗, the analytic
map
ϑ→ Φϕ(I∗, ϑ) = ϑ+ b(I∗, ϑ)
is a diffeomorphism of Tn. In fact, by General Cauchy Inequality,
sup
I∗×Tn
|∂ϑb| ≤ 2s
s¯
E < 1 as s¯ ≥ 2s and E < 1 .
Finally, by (2.65), the rescaled map
Φˇ := Wρ˜,sΦ ◦W−1ρ˜,s : ρ˜−1I∗ × s−1Tns¯ → r−1Iρ × s−1Tns¯+s
is bi–Lipschitz, with
LP(Φˇ− id ) ≤ lim sup
j
LP(Φˇj − id ) ≤ 27E ≤ 1
2
Claim 4. Φ(I∗,Tn) is a Lagrangian torus with frequency ω∗(I∗) for H.:
Proof. We have to prove that the H–flow φHt
(
Φ(I∗, ϑ)
)
of a point Φ(I∗, ϑ) ∈ Φ(I∗,Tn)
evolves as
φHt
(
Φ(I∗, ϑ)
)
= Φ(I∗, ϑ+ ω∗(I∗)t) t ≥ 0 .
We split |φHt
(
Φ(I∗, ϑ)
)
− Φ(I∗, ϑ+ ω∗(I∗)t)| as
|φHt
(
Φ(I∗, ϑ)
)
− Φ(I∗, ϑ+ ω∗(I∗) t)| ≤ |φHt
(
Φ(I∗, ϑ)
)
− φHt
(
Φj(I∗, ϑ)
)
|
+ |φHt
(
Φj(I∗, ϑ)
)
− Φj(I∗, ϑ+ ω∗(I∗)t)|
+ |Φj(I∗, ϑ+ ω∗(I∗)t)− Φ(I∗, ϑ+ ω∗(I∗)t)|
Due to the uniform convergence of Φj to Φ on P∗ and continuous dependence on the initial
data, both |Φj(I∗, ϑ + ω∗(I∗)t) − Φ(I∗, ϑ + ω∗(I∗)t)| and |φHt
(
Φ(I∗, ϑ)
)
− φHt
(
Φj(I∗, ϑ)
)
|
go to 0 as j → ∞. We prove that |φHt
(
Φj(I∗, ϑ)
)
− Φj(I∗, ϑ + ω∗(I∗)t)| also goes to 0,
which will conclude the proof. As for the canonicity of Φj on Pj ,
φHt
(
Φj(I∗, ϑ)
)
= Φj
(
φ
Hj
t (I∗, ϑ)
)
with
Hj = H ◦ Φj = hj + fj .
So, using the Lipschitz property for the rescaled maps Φˇj = W
−1
ρ˜,σΦ ◦Wρ˜,σ on ρ˜−1I∗ ×
s−1Tn, with LP(Φˇj) ≤ 1 + 27E, we find
|φHt
(
Φj(I∗, ϑ)
)
− Φj(I∗, ϑ+ ω∗(I∗)t)| = |Φj
(
φHt (I∗, ϑ)
)
− Φj(I∗, ϑ+ ω∗(I∗)t)|
= |Wρ˜,σ
(
Φˇj ◦W−1ρ˜,σ
(
φ
Hj
t (I∗, ϑ)
)
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− Φˇj ◦W−1ρ˜,σ(I∗, ϑ+ ω∗(I∗)t)
)
|
≤ ‖Wρ˜,σ‖(1 + 27E)
× |W−1ρ˜,σ
(
φ
Hj
t (I∗, ϑ)
)
−W−1ρ˜,σ (I∗, ϑ+ ω∗(I∗)t)
)
|
≤ ‖Wρ˜,σ‖(1 + 27E)‖W−1ρ˜,σ‖
× |φHjt (I∗, ϑ)− (I∗, ϑ+ ω∗(I∗)t)|
= ‖Wρ˜,σ‖(1 + 27E)‖W−1ρ˜,σ‖
× |(Ij(t)− I∗, ϕj(t)− (ϑ+ ω∗(I∗)t))|
where we have let
(
Ij(t), ϕj(t)
)
= φ
Hj
t (I∗, ϑ) the Hj–evolution of (I∗, ϑ)). Representing(
Ij(t), ϕj(t)
)
as {
Ij(t) = I∗ −
∫ t
0 ∂ϕHj(Ij(τ), ϕj(τ))dτ
ϕj(t) = ϑ+
∫ t
0 ∂IHj(Ij(τ), ϕj(τ))dτ
we find, by General Cauchy Inequality,
|Ij(t)− I∗| =
∣∣∣∣∫ t
0
∂ϕHj(Ij(τ), ϕj(τ))dτ
∣∣∣∣
=
∣∣∣∣∫ t
0
∂ϕfj(Ij(τ), ϕj(τ))dτ
∣∣∣∣
≤
∫ t
0
|∂ϕfj(Ij(τ), ϕj(τ))| dτ
≤ Fj
sj
t→ 0 as j → +∞ (2.71)
Now, letting I0 := ℓ
−1(I∗) ∈ I0 and using ωj(ℓj(I0)) = ω∗(I∗), we find
|ϕj(t)− ϑ− ω∗(I∗)t| =
∣∣∣∣∫ t
0
∂IHj(Ij(τ), ϕj(τ))dτ − ω∗(I∗)t
∣∣∣∣
=
∣∣∣∣∫ t
0
(
∂IHj(Ij(τ), ϕj(τ))− ω∗(I∗)
)
dτ
∣∣∣∣
=
∣∣∣∣∫ t
0
(
ωj(Ij(τ)) + ∂I fj(Ij(τ), ϕj(τ))− ω∗(I∗)
)
dτ
∣∣∣∣
≤
∫ t
0
|ωj(Ij(τ)) + ∂I fj(Ij(τ), ϕj(τ))− ω∗(I∗)| dτ
≤
∫ t
0
|ωj(Ij(τ))− ωj(I∗)| dτ +
∫ t
0
|ωj(I∗)− ωj(ℓj(I0))| dτ
+
∫ t
0
|∂I fj(Ij(τ), ϕj(τ))| dτ
(2.72)
where ∫ t
0
|ωj(Ij(τ))− ωj(I∗)| dτ ≤Mj sup
[0,t]
|Ij(τ)− I∗|t ≤ MjFj
sj
t→ 0
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by (2.71);∫ t
0
|ωj(I∗)− ωj(ℓj(I0))| dτ = |ωj(ℓ(I0))− ωj(ℓj(I0))| t ≤ Mj sup
I0
|ℓj−ℓ|t ≤ 25ρ˜MjE2j t→ 0
by (2.57), and, finally, by General Cauchy Inequality,∫ t
0
|∂I fj(Ij(τ), ϕj(τ))| dτ ≤ Fj
ρj
t→ 0 .
Claim 5. The “invariant” set K := Φ(I∗ × Tn) satisfies the measure estimate
meas
(
I × Tn \K
)
≤
(
1 + (1 + 27E)2n
)(
1 + (1 + 210E)n
)
meas
(
I \ I0 × Tn
)
+
(
1 + (1 + 27E)2n
)
(1 + 210E)nmeas
(
Iρ1 \ I × Tn
)
+ (1 + 27E)2nmeas
(
Iρ2 \ I × Tn
)
.
where ρ1 = 2
6Eρ˜/(1− 210E), ρ2 = 4Eρ˜/(1− 27E).
Proof. Let ρ1 = 2
6Eρ˜/(1 − 210E). Extend the Lipschitz function ℓ − id : I0 → I∗ to
a Lipschitz function ℓe − id on I0r, with the same Lipschitz constant L(ℓe)(ℓ − id ) ≤
210E (this is made possible thanks to Lemma 2.3). Then, ℓe is a bi–Lipschitz extension
(hence, injective) of ℓ on I0r, with lower Lipschitz constant L−(ℓe) ≥ 1 − 210E. This
implies that ℓe sends a ball with radius ρ1 centered at I0 ∈ I0 over a ball with radius
(1− 210E)ρ1 = 26Eρ˜ > 25Eρ˜ ≥ |ℓ(I0)− I0| centered at ℓ(I0), so as to conclude
ℓe(I0ρ1) ⊃ I0 .
Then,
meas
(
I0 \ I∗
)
≤ meas
(
ℓe(I0ρ1) \ I∗
)
= meas
(
ℓe(I0ρ1) \ ℓe(I0)
)
≤ meas
(
ℓe(I0ρ1 \ I0)
)
≤ L(ℓ)nmeas
(
I0ρ1 \ I0
)
≤ L(ℓ)nmeas
(
Iρ1 \ I0
)
≤ L(ℓ)n
(
meas
(
Iρ1 \ I
)
+meas
(
I \ I0
))
and, finally,
meas
(
I \ I∗
)
≤ meas
(
I \ I0
)
+meas
(
I0 \ I∗
)
≤
(
1 + L(ℓ)n
)
meas
(
I \ I0
)
+ L(ℓ)nmeas
(
Iρ1 \ I
)
≤
(
1 + (1 + 210E)n
)
meas
(
I \ I0
)
+ (1 + 210E)nmeas
(
Iρ1 \ I
)
(2.73)
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On turn, using {
supρ˜−1I∗×s−1Tn |Φˇ− id | ≤ 2E
L(Φˇ− id ) ≤ 27E
we can repeat the above argument, with
(Φˇ, Kˇ = Φˇ(ρ˜−1I∗ × s−1Tn), ρ˜−1I∗ × s−1Tn, 2n,L(Φˇ), rˇ = 22E/(1− 27E))
replacing (ℓ, I∗, I0, n,L(ℓ), r) and we find
meas
(
ρ˜−1I × s−1Tn \ Kˇ
)
≤
(
1 + (1 + 27E)2n
)
meas
(
ρ˜−1I \ (ρ˜−1I∗)× s−1Tn
)
+ (1 + 27E)2nmeas
(
(ρ˜−1I)rˇ \ (ρ˜−1I)× s−1Tn
)
.
Hence, rescaling the variables,
meas
(
I × Tn \K
)
≤
(
1 + (1 + 27E)2n
)
meas
(
I \ I∗ × Tn
)
+ (1 + 27E)2nmeas
(
Iρ2 \ I × Tn
)
ρ2 = rˇρ˜
Finally, taking into accunt (2.73), we find the result.
Conclusion of the proof of Theorem 2.2. Take
φν = Φ(ω
−1
∗ (ν), ·)
and recognize that
ℓ = ω−1∗ ◦ ω on I0 = Iγ,γˆ,τ
has Lipschitz norm bounded as in (2.22), by (2.55) and (2.56).
2.1.4 Nondegenerate KAM Theorem via Theorem 2.2
Taking, in Theorem 2.2,
γ = γˆ , Mˆ = M , N¯ = Nˆ = N
gives a standard (nondegenerate, isofrequencial) KAM Theorem:
Theorem 2.3 Let n ∈ N, τ > n, γ > 0, I ⊂ Rn compact and let
H(J, ψ) = h(J) + f(J, ψ)
real–analytic on Iρ×Tns , where ω := ∂h is a diffeomorphism of Iρ with Jacobian matrix
U := ∂2h non singular on Iρ. Let
M ≥ sup
Iρ
‖U‖
N ≥ sup
Iρ
‖T‖
F ≥ ‖f‖ρ,s
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where T := U−1, define
c := max
{
211n,
2
3
(12)τ+1
}
K :=
6
s
log+
(
FM2 L
γ2
)−1
where log+(a) := max{1, log a}
ρ˜ := min
{
γ
3MKτ+1
, ρ
}
L := max {N ,M−1}
and assume the “perturbation” f so “small” that
cE := c
FL
ρ˜2
< 1 . (2.74)
(i) Then, for any frequency ν ∈ Ω∗ := ω(I) ∩ Dnγ,τ , there exists a unique Lagrangian
KAM torus Tν ⊂ Re (I34ρ˜E) × Tn for H with frequency ν, such that the follow-
ing holds. There exists a “Cantor” set I∗ ⊂ Re (I32ρ˜E) and a bi–Lipschitz (onto)
homeomorphism
ω∗ : I∗ → Ω∗
satisfying
sup
O∗
|ω−1∗ − ω−1| ≤ 25ρ˜ E , supI∗
|ω∗ − ω| ≤ 25Mρ˜E
‖ω−1∗ ◦ ω − id‖Lipρ˜,Iγ,τ ≤ 210E , Iγ,τ := ω−1(Dn,nˆγ,τ ) ∩ I .
such that Tν is realized by the real–analytic embedding φν = (φνI , φνϕ) given by{
φνI(ϑ) = I∗(ν) + v(ν, ϑ)
φνϕ(ϑ) = ϑ+ u(ν, ϑ)
ϑ ∈ Tn ,
where I∗(ν) := ω−1∗ (ν) and v, u are bounded as
|v(ν, ϑ)| ≤ 2E ρ˜ , |u(ν, ϑ)| ≤ 2E s
(ii) The measure of the invariant set K = φΩ∗(T
n) satisfies
meas
(
I × Tn \K
)
≤
(
1 + (1 + 27E)2n
)(
1 + (1 + 210E)n
)
meas
(
I \ Iγ,τ × Tn
)
+
(
1 + (1 + 27E)2n
)
(1 + 210E)nmeas
(
Iρ1 \ I × Tn
)
+ (1 + 27E)2nmeas
(
Iρ2 \ I × Tn
)
.
with ρ1 = 2
6Eρ˜/(1− 210E), ρ2 = 4Eρ˜/(1− 27E).
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2.2 Properly Degenerate KAM Theory (Proof of Theorem 2.1)
The aim of this section is to prove Theorem 2.1 as an application of Theorem 2.2.
We quote a refined averaging theory by Biasco et al ([7], “ full version” on p. 110), in
which statement the “sup–Fourier” norm of
f(I, ϕ, p, q) =
∑
k
fk(I, p, q)e
ik·ϕ
(with fk the Fourier coefficient of f), real–analytic on Ur¯×Tns¯ ×Erp×Frq , with U ⊂ Rn,
E, F ⊂ Rm, is defined as
‖f‖r¯,s¯,rp,rq :=
∑
k
sup
Ur¯×Erp×Frq
|fk|e|k|s¯
In order to avoid confusion with other parameters here introduced, we denote by a, ε¯, r¯,
s¯, d¯ the parameters α, ε, r, s, d of [7], but we do not change the name of the dimensions
(n,m) (which correspond to “our” (n¯, nˆ)) thereby used, letting the reader be aware not
to confuse [7]’s n (which corresponds to “our” n¯) with “our” n = n¯+ nˆ.
Proposition 2.1 (Fast Averaging Theorem) Let H := h(I)+ f(I, ϕ, p, q) be a real-
analytic Hamiltonian on Ur¯×Tns¯ ×Erp×Frq . Denoting ω := ∂I h and cm := e(1+em)/2,
suppose that
|ω(I) · k| ≥ a , for all I ∈ Ur¯ , k ∈ Zn , k /∈ Λ , |k| ≤ K ,
where Λ is a Zn–module, Ks¯ ≥ 6, and
ε¯ := ‖f‖r¯,s¯,rp,rq <
ad¯
27cmKs¯
, d¯ = min{r¯s¯, rp rq} . (2.75)
Then, there exists a real-analytic, symplectic transformation
Ψ : Ur¯/2 × Tns/6 × Erp/2 × Frq/2 → Ur¯ × Tns¯ ×Erp × Frq
(I ′, ϕ′, p′, q′) → (I, ϕ, p, q) = Ψ(I ′, ϕ′, p′, q′) (2.76)
such that
H∗ := H ◦Ψ = h+ g + f∗ ,
with g in normal form:
g =
∑
k∈Λ
gk(I
′, p′, q′) eik·ϕ
′
. (2.77)
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Moreover, when the projection of Ψ(I ′, ϕ′, p′, q′) onto the I–variables is denoted by
I(I ′, ϕ′, p′, q′), etc,
‖g − PΛTKf‖r¯/2,s¯/6,rp/2,rq/2 ≤
12
11
27cm ε¯
2
ad
≤ ε¯
4
,
‖f∗‖r¯/2,s¯/6,rp/2,rq/2 ≤ e−Ks¯/6
29cmε¯
2
a d
≤ e−Ks¯/6 ε¯ ,
max {s¯ |I(I ′, ϕ′, p′, q′)− I ′| , r¯ |ϕ(I ′, ϕ′, p′, q′)− ϕ′| ,
rq |p(I ′, ϕ′, p′, q′)− p′| , rp |q(I ′, ϕ′, p′, q′)− q′|} ≤ 9ε¯
a
. (2.78)
We are ready to begin our proof.
Let
H(I, ϕ, p, q) = h(I) + ε f(I, ϕ, p, q)
a real–analytic on Iρ0×Tn¯s0×B¯(r0)r0×B¯(r0)r0 Hamiltonian, where B¯(r) = Bnˆr (0) and r0 ≤
r¯/2. We assume that ρ0, r0 are so small that f¯ preserves, on Iρ0×Tn¯s0×B¯(r0)r0×B¯(r0)r0 ,
the form
f¯ = f0(I) +
∑
1≤i≤nˆ
Ωi(I)
p2i + q
2
i
2
+
1
2
∑
1≤i,j≤nˆ
Ai,j(I)
p2i + q
2
i
2
p2j + q
2
j
2
+ o4
and the non–resonance, non–degeneracy assumptions, i.e. ,
min0<|k|≤4 infIρ0 |Ω · k| > 0 ,
infIρ0 |detA| > 0 .
(2.79)
We proceed in 6 steps.
Step 1. (“fast averaging”) There exist 0 < cav < 1 < Cav, rav > 0 γav such that, for any
0 < r ≤ rav, γ¯ > γav√ε(log r−1)τ¯+1, H is put into the form
H′(ε, r, γ¯; I ′, ϕ′, p′, q′) = H ◦Ψav(ε, r, γ¯; I ′, ϕ′, p′, q′)
= h(I ′) + ε g′(ε, r, γ¯; I ′, p′, q′) + εr5 f ′(ε, r, γ¯; I ′, ϕ′, p′, q′)
(2.80)
by means of a real–analytic symplectomorphism
φav : I¯ρ¯(r)/2 × Tn¯s0/6 × B¯(r0)r0/2 × B¯(r0)r00/2 → I¯ρ¯(r) × Tn¯s0 × B¯(r0)r0 × B¯(r0)r0
where:
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(i) I¯, ρ¯(r) are given by
I¯ = Iγ¯,τ¯ :=
{
I ∈ I : ω0(I) := ∂h(I) ∈ Dn¯γ¯,τ¯
}
ρ¯(r) := min
cav γ¯( log r−1)τ¯+1 , ρ0

(ii) g′, f ′ satisfy
sup
I¯ρ¯(r)/2×B¯(r0)r0/2×B¯(r0)r0/2
|g′ − f¯ | ≤ Cav ε(log r
−1)2τ¯+1
γ¯2
,
‖f ′‖I¯ρ¯(r)/2×Tn¯s0/6×B¯(r0)r0/2×B¯(r0)r00/2 ≤ ‖f‖ρ0,s0,r0 ,
(f¯ = 〈f〉ϕ)
(iii) The projections I(I ′, ϕ′, p′, q′), · · ·, of φav over the I, · · · variables satisfy
|I(I ′, ϕ′, p′, q′)− I ′| ≤ Cav ε(log r−1)τ¯γ¯
|ϕ(I ′, ϕ′, p′, q′)− ϕ′| ≤ Cav ε(log r−1)2τ¯+1γ¯2
|p(I ′, ϕ′, p′, q′)− p′| ≤ Cav ε(log r−1)τ¯γ¯
|q(I ′, ϕ′, p′, q′)− q′| ≤ Cav ε(log r−1)τ¯γ¯
(2.81)
Proof. We apply Proposition 2.1 to our case, taking
Λ = {0} , U = I¯ , E = F = B¯(r0) , ε¯ = ε‖f‖ρ0,s0,r0
r¯ = ρ¯(r) := min
 12M¯
(
s0
30
)τ¯+1 γ¯(
log r−1
)−(τ¯+1) , ρ0
 , s¯ = s0
rp = rq = r0 , n = n¯ , m = nˆ ,
K = K¯(r) :=
30
s0
log r−1 , a = α¯(r) := γ¯/(2K¯(r)τ¯)
Observe, in particular, that K has been chosen such in a way to get a new perturbation
f∗ of order
‖f∗‖ρ0/2,s0/6,r0/2 ≤ εe−K¯(r)s0/6‖f‖ρ0,s0,r0 = εr5‖f‖ρ0,s0,r0 ,
so, we will put f∗ := εr5f ′. We check, then,
(i) K¯(r)s0 = 30 log r
−1 ≥ 6 (for 0 < r < e−1/5);
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(ii) If I ∈ I¯ρ¯(r) and I0 ∈ I¯ is such that |I − I0| < ρ¯(r), then, for 0 < |k¯| ≤ K¯(r),∣∣∣ω0(I) · k¯∣∣∣ ≥ ∣∣∣ω(I0) · k¯∣∣∣− ∣∣∣(ω(I)− ω(I0)) · k¯∣∣∣
≥ γ¯
K¯(r)τ¯
− M¯K¯(r)ρ¯(r)
=
γ¯
2K¯(r)τ¯
= α¯(r) ;
where
M¯ = sup
Iρ0
‖∂2 h‖ .
(iii) with
d¯ = d(r) = min
{
ρ¯(r)s0, r
2
0
}
= min
 s02M¯
(
s0
30
)τ¯+1 γ¯(
log r−1
)τ¯+1 , s0ρ0, r20

using ε ≤ √ε (as 0 ≤ ε ≤ 1), we find a suitable constant γ˜ depending on τ¯ , s0, ρ0,
M¯ , for which
ε¯
27cmKs¯
ad¯
= ε‖f‖ρ0,s0,r0
27cnˆK¯(r)s0
α¯(r)d(r)
= 28cnˆs0‖f‖ρ0,s0,r0
(
30
s0
)τ¯+1 ε(log r−1)τ¯+1
γ¯
× max
 1r20 ,
1
s0ρ0
,
2M¯
s0
(
30
s0
)τ¯+1 ( log r−1)τ¯+1
γ¯

≤ γ˜max

√
ε
(
log r−1
)τ¯+1
γ¯
,

√
ε
(
log r−1
)τ¯+1
γ¯

2

< 1
provided
γ¯ > γ˜
√
ε
(
log r−1
)τ¯+1
Hence, Proposition 2.1, applies. Let, then, g, f∗, Ψ as in claimed there, and put εg′ := g,
εr5f ′ := f∗, φav =:= Ψ. By the definition of ρ˜, we find, then,
|ϕ(I ′, ϕ′, p′, q′)− ϕ′| ≤ 18‖f‖ρ0,s0,r0
(
30
s0
)τ¯ ε(log r−1)τ¯
ρ˜γ¯
≤ Cˆmax
{
ε(log r−1)2τ¯+1
γ¯2
,
ε(log r−1)τ¯
γ¯
}
= Cˆ
ε(log r−1)2τ¯+1
γ¯2
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as soon as
√
ε(log r−1)−1 < 1 Then, g′, f ′, Ψav satisfy the claim.
Step 2. (“preparation to Birkhoff Theory”) There exist 0 < rT < 1 < CT, γT > 0 such
that, for any 0 < r < rT/(8), and
γ¯ > γTmax{
√
ε(log r−1)τ¯+1, r2(log r−1)τ¯+1, 3
√
εr(log r−1)τ¯+1} ,
there exists a real–analytic symplectomorphism
φT = (I
′(ε, r, γ¯; ·), ϕ′(ε, r, γ¯; ·), p′(ε, r, γ¯; ·), p′(ε, r, γ¯; ·))
on
I¯ρ¯(r)/4 × Tn¯s0/12 × B(r)r × B(r)r
H′ which puts H′ into the form
H′′(I ′′, ϕ′′, p′′, q′′) = H′ ◦ φT(I ′′, ϕ′′, p′′, q′′)
= h(I ′′) + ε g′′(I ′′, p′′, q′′) + εr5f ′′(I ′′, ϕ′′, p′′, q′′) , (2.82)
where:
(i) g′′ has an equilibrium point at (p′′, q′′) = 0 with Hessian in (p′′, q′′) = 0 satisfying
sup
I¯ρ¯(r)/4
‖∂2g′′|0 − diag(Ω1, · · ·Ωnˆ,Ω1, · · ·Ωnˆ)‖ ≤ CT ε(log r
−1)2τ¯+1
γ¯2
;
(iii) f satisfies
‖f ′′‖I¯ρ¯(r)/4×Tn¯s0/12×B(r)r×B(r)r ≤ CT
(iv) the following bounds hold for φT, uniformly on I¯ρ¯(r)/4 × Tn¯s0/12 × B(r)r × B(r)r,
I ′(ε, r, γ¯; ·) = I ′′
|ϕ′(ε, r, γ¯; I ′′, ϕ′′, p′′, q′′)− ϕ′′| ≤ CTmax
{
r2(log r−1)τ¯+1
γ¯
, εr(log r
−1)3τ¯+2
γ¯3
}
|p′(ε, r, γ¯; I ′′, ϕ′′, p′′, q′′)− p′′| ≤ CT
γ¯2
ε(log r−1)2τ¯+1
|q′(ε, r, γ¯; I ′′, ϕ′′, p′′, q′′)− q′′| ≤ CT
γ¯2
ε(log r−1)2τ¯+1
(2.83)
Proof. Write g′ as
g′(I ′, p′, q′) = f¯(I ′, p′, q′) + g˜(I ′, p′, q′)
where
f¯(I ′, p′, q′) := f0(I ′) + f2(I ′, p′, q′) + f4(I ′, p′, q′) = f0(I ′) +
∑
1≤i≤nˆ
Ωi(I
′)
p′i
2 + q′i
2
2
+ f4
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where, by assumption, f4 is a power series in (p
′, q′) starting with
f4(I
′, p′, q′) =
1
2
∑
1≤i,j≤nˆ
Ai,j(I)
p′i
2 + q′i
2
2
p′j
2 + q′j
2
2
+ · · · (2.84)
and, by the previous step,
‖g˜‖ρ¯(r)/2,s0/6,r0/2 ≤ C
ε(log r−1)2τ¯+1
γ¯2
≤ C(log r−1)−1 (2.85)
Then, F (I ′, p′, q′) := ∂(p′,q′)g′(I ′, p′, q′) splits as
F (I ′, p′, q′) = F0(I ′, p′, q′) + F1(I ′, p′, q′)
with
F0 :=

Ω1(I
′)p′1
...
Ωnˆ(I
′)p′nˆ
Ω1(I
′)q′1
...
Ωnˆ(I
′)q′nˆ

and F1 := ∂(p′,q′)(f4 + g˜)
where F0 is a diffeomorphism of C
nˆ sending 0 to 0 and det∂F0 = Ω1(I)
2 · · ·Ωnˆ(I)2 6= 0
on I¯ρ¯(r)/4, thanks to the non resonance condition (first in (2.79)). Furthermore, by (2.84)
and Cauchy Estimates on(2.85), the following bound holds for F1, uniformly on I¯ρ¯(r)/4:
sup
B2nˆ
r0/4
(0)
|F1| ≤ Cmax
{
r30,
ε(log r−1)2τ¯+1
γ¯2r0/4
}
.
This implies, by Cauchy estimates, that
max
 supB2nˆ
r0/4
(0)
‖∂F1‖ sup
B2nˆ
r0/4
(0)
‖(∂F0)−1‖,
| supB2nˆ
r0/4
(0) ‖(∂F0)−1‖ supB2nˆ
r0/4
(0) |F1|
r0/8

≤ Cmax
{
r20,
ε(log r−1)2τ¯+1
γ¯2(r0/4)2
}
≤ 1
2
as soon as r0 is small enough and
γ¯ > γ˜
√
ε(log r−1)τ¯+1/2.
Then, by the Quantitative Implicit Function Theorem (Appendix E), for any I ′ ∈ Iρ¯(r)/2,
we find an equilibrium point (pe(ε, r, γ¯; I
′), qe(ε, r, γ¯; I ′)), with
sup
Iρ¯(r)/2
|(pe(ε, r, γ¯; I ′), qe(ε, r, γ¯; I ′))| ≤ C
γ¯2
ε(log r−1)2τ¯+1 ≤ r0
8
(2.86)
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for g, i.e. , satisfying
F (ε, r, γ¯; I ′, (pe(ε, r, γ¯; I ′), qe(ε, r, γ¯; I ′)) = 0 for all I ′ ∈ Iρ¯(r)/2 .
Define, on
I¯ρ¯(r)/4 × Tn¯s0/12 × B(r)r ×B(r)r where r <
r0
8
the transformation φT(ε, r, γ¯; ·) := (I ′(ε, r, γ¯, ·), ϕ′(ε, r, γ¯, ·), p′(ε, r, γ¯, ·), q′(ε, r, γ¯, ·)) by
means of 13 
I ′ = I ′′
ϕ′ = ϕ′′ − ∂I′′
(
p′′ + pe(ε, r, γ¯; I ′′)
)
·
(
q′ − qe(ε, r, γ¯; I ′′)
)
p′ = pe(ε, r, γ¯; I ′′) + p′′
q′ = qe(ε, r, γ¯; I ′′) + q′′
(2.87)
Put
D(ε, r, γ¯) := {(I ′′, p′′, q′) : {I ′′ ∈ I¯ρ¯(r)/4 , p′′ ∈ B(r)r , q′ − qe(ε, r, γ¯; I ′′) ∈ B(r)r}
Then, by Cauchy estimate, 14 we find
|ϕ′(ε, r, γ¯; I ′′, p′′, q′′)− ϕ′′| =
∣∣∣∂I′′(p′′ + pe(ε, r, γ¯; I ′′)) · (q′ − qe(ε, r, γ¯; I ′′))|∣∣∣
q′=qe+q′′
≤ sup
D(ε,r,γ¯)
∣∣∣∂I′′(p′′ + pe(ε, r, γ¯; I ′′)) · (q′ − qe(ε, r, γ¯; I ′′))|
≤ C˜ supD(ε,r,γ¯)
∣∣∣(p′′ + pe(ε, r, γ¯; I ′′)) · (q′ − qe(ε, r, γ¯; I ′′))|
ρ¯(r)/4
≤ CT
(
r + ε(log r
−1)2τ¯+1
γ¯2
)
r
γ¯
(log r−1)τ¯+1
≤ CTmax
{
r2(log r−1)τ¯+1
γ¯
,
εr(log r−1)3τ¯+2
γ¯3
}
≤ s0
12
(2.88)
for a suitably small γT. By (2.86) and (2.88), φT is well put. By construction, g
′′ := g′◦φT
has an equilibrium point at (p′′, q′′) = 0. Furthermore, by the splitting
g′′ = f¯ ◦ φT + g˜ ◦ φT = f0 + f2 ◦ φT + f4 ◦ φT + g˜ ◦ φT
as ∂2(f0) = 0 and ∂
2(f2 ◦ φT) = ∂2f2 = diag(Ω1, · · ·Ωnˆ,Ω1, · · ·Ωnˆ), we find
sup
I¯ρ¯(r)/4
‖∂2g′′|0 − diag(Ω1, · · ·Ωnˆ,Ω1, · · ·Ωnˆ)‖ = sup
I¯ρ¯(r)/4
‖∂2(f4 ◦ φT + g˜ ◦ φT)|0‖
≤ CT ε(log r
−1)2τ¯+1
γ¯2
13φT is generated by ST = I
′′ · ϕ′ + (p′′ + pe(ε, r, γ¯; I ′′) · (q′ − qe(ε, r, γ¯; I ′′))
14Use a b ≤ max{a2, b2}, for any a, b > 0.
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and the claim is proved.
Step 3. (“Birkhoff Theory”) There exists 0 < rB < 1 < CB γB > 0 such that, for any
0 < r < rBand
γ¯ > γBmax{
√
ε(log r−1)τ¯+1, r2(log r−1)τ¯+1, 3
√
εr(log r−1)τ¯+1} ,
H′′ is put into the form
H′′′(I ′′′, ϕ′′′, p′′′, q′′′) = H′′ ◦ φB(I ′′′, ϕ′′′, p′′′, q′′′)
= h(I ′′′) + ε g′′′(I ′′′, p′′′, q′′′) + εr5f ′′′(I ′′′, ϕ′′′, p′′′, q′′′) ,
where
g′′′ = f˜0(ε, r, γ¯; I ′′′) +
∑
1≤i≤nˆ
Ω˜i(ε, r, γ¯; I
′′′)
p′′′i
2 + q′′′i
2
2
+
1
2
∑
1≤i,j≤nˆ
A˜i,j(ε, r, γ¯; I
′′′)
p′′′i
2 + q′′′i
2
2
p′′′j
2 + q′′′j
2
2
(2.89)
with
f˜0(ε, r, γ¯, ·) , Ω˜(ε, r, γ¯, ·) = (Ω˜1(ε, r, γ¯, ·), · · · , Ω˜nˆ(ε, r, γ¯, ·) , A˜(ε, r, γ¯, ·) = (A˜i,j(ε, r, γ¯, ·))
γ¯−2ε (log r−1)2τ¯+1–close to f0 Ω, A, respectively and
‖f ′′′‖I¯ρ¯(r)/8×Tn¯s0/24×B(r/2)r/2×B(r/2)r/2 ≤ CB
The change of coordinates φB = (I
′′(ε, r, γ¯; ·), ϕ′′(ε, r, γ¯; ·), p′′(ε, r, γ¯; ·), p′′(ε, r, γ¯; ·)) may
be chosen real–analytic on
I¯ρ¯(r)/8 × Tn¯s0/24 × B(r/2)r/2 × B(r/2)r/2
and the following bounds hold, uniformly on I¯ρ¯(r)/8 × Tn¯s0/24 × B(r/2)r/2 ×B(r/2)r/2:
I ′′(ε, r, γ¯; ·) = I ′′′
|ϕ′′(ε, r, γ¯; I ′′, ϕ′′, p′′, q′′)− ϕ′′′| ≤ CB εr2(log r−1)3τ+2γ¯3
|p′′(ε, r, γ¯; I ′′, ϕ′′, p′′, q′′)− p′′′| ≤ CB εr(log r−1)2τ¯+1γ¯2
|q′′(ε, r, γ¯; I ′′, ϕ′′, p′′, q′′)− q′′′| ≤ CB εr(log r−1)2τ¯+1γ¯2
(2.90)
Proof. For small values of the number γ¯−2ε(log r−1)2τ¯+1, the eigenvalues of ∂2g′′|0 are
purely imaginary, γ¯−2ε(log r−1)2τ¯+1–close to (Ω1, · · · ,Ωnˆ,Ω1, · · · ,Ωnˆ) 15 hence, 4–non res-
onant on I¯ρ¯(r)/4. Then after a suitable “symplectic diagonalization”
φD = (I
′′(ε, r, γ¯; ·), ϕ′′(ε, r, γ¯; ·), p′′(ε, r, γ¯; ·), q′′(ε, r, γ¯; ·))
15We can always assume that such eigenvalues are pairwise equal, otherwise we perform the change
of variables
I ′′ = I′′ , ϕ′′ = Φ′′j −
∂Ij tj
tj
P ′′ ·Q′′ , p′′j = tjP ′′j , q′′j =
1
tj
Q′′j
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such that I ′′(ε, r, γ¯; ·) = ID, (p′′− pD, q′′− qD) is εrγ¯−2(log r−1)2τ¯+1–close to the identity,
(ϕ′′ − ϕD εr2γ¯−2(log r−1)2τ¯+1–close to the identity16 which sends g′′ to
gD = g
′′
0 +
∑
1≤i≤nˆ
Ω˜(ε, r, γ¯; ID)
p2Di + q
2
Di
2
+ o2 ,
we may apply Birkhoff Theory (Appendix B), putting gD into Birkhoff Normal Form
g′′ ◦ φB = g′′′ + o˜4
where g′′′ is as in (2.89) and |o˜4| ≤ |(p′′′, q′′′)|5 ≤ CB r5, by means of a real–analytic
symplectomorphism
φB(ε, r, γ¯; ·) = (ID(ε, r, γ¯; ·), ϕD(ε, r, γ¯; ·), pD(ε, r, γ¯; ·), qD(ε, r, γ¯; ·)
such that ID = I
′′′, |pD(ε, r, γ¯, ·)− p′′′|, |q′′(ε, r, γ¯, ·)− q′′′| is γ¯−2εr2(log r−1)2τ¯+1–close to
the identity and |ϕD(ε, r, γ¯, ·)− ϕ′′′| is εr3(log r−1)3τ+2/γ¯3–close to the identity 17.
In the following step, we introduce the symplectic polar coordinates. In order to do
that, we must stay away from the singularities of these coordinates at (p′′′i , q
′′′
i ) = 0.
So, following [29], we introduce a minimum radius rm for (p
′′′, q′′′) and later on we will
estimate the measure of the descarted zone.
For 0 < r1 < r2, denote
Ap(r1, r2) := {x ∈ Rp : r1 ≤ |x| ≤ r2}
the real closed anulus with radii r1, r2.
Step 4. (“the symplectic polar coordinates”) There exist Cpc, s > 0 such that, for any
fixed rm > 0, the symplectic (“polar coordinates”) transformation φpc defined on the
domain
I¯ρ¯(r)/8 × Anˆ
(
r2m, r
2
)
ρˆ(r)
× Tn¯s × Tnˆs , ρˆ(r) := min
{
r2m
2
, r2
}
with
tj =
4
√√√√ Ω˜qj
Ω˜pj
= 1 +O
(
ε(log r−1)2τ¯+1
γ¯2
)
if diag(∂2g′′|0) = (Ω˜p1 , · · · , Ω˜pnˆ , Ω˜q1 , · · · , Ω˜qnˆ). Such a transformation, generated by Seig = I′′ · ϕ′′ +∑
j tjP
′′
j q
′′
j does not change the final estimate (2.90).
16 We may take φD as generated by SD = ID ·ϕ′′+sD(ID, pD, q′′), where sD(ID, pD, q′′) is a polynomial
of degree 2 in (pD, q
′′), the coefficients of which are of order εγ¯−2(log r−1)2τ¯+1.
17 We may obtain (see Appendix B for details) φB in 2 steps (which reduce the diagonalized gD in
Birkhoff Normal form of order 3, 4), the first of which generated by I˜ · ϕD +
∑
|α|+|β|=3 s˜α,β(I˜)p˜
αqβD,
with s˜i,j εγ¯−2(log r−1)2τ¯+1–close to 0; the second one by I ′′′ · ϕ˜ +∑|α|+|β|=4 sˇα,β(I ′′′)p′′′αq˜β and sˇi,j
εγ¯−2(log r−1)2τ¯+1–close to 0. Apply then Cauchy estimate.
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by
φpc :

I ′′′ = J¯
ϕ′′′ = ψ¯
p′′′ =
√
2 Jˆ cos ψˆ
q′′′ =
√
2 Jˆ sin ψˆ
(2.91)
puts H′′′(ε, r, γ¯, ·) into the form
H
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
= H′′′ ◦ φpc
= h(J¯) + εh1(ε, r, γ¯; (J¯ , Jˆ)) + εr
5f
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
where {
h1(ε, r, γ¯; (J¯ , Jˆ)) = f˜0(ε, r, γ¯; J¯) + Ω˜(ε, r, γ¯; J¯) · Jˆ + 12 Jˆ · A˜(ε, r, γ¯; J¯)Jˆ)‖f‖I¯ρ¯(r)/8×A(r2m,cr2)ρˆ(r)×Tn¯s×Tnˆs ≤ Cpc
Proof. Obvious.
Remark 2.4 Denote by
φred(ε, r, γ¯; ·, ·) = (φred,I(ε, r, γ¯; ·, ·), φred,ϕ(ε, r, γ¯; ·, ·), φred,p(ε, r, γ¯; ·, ·), φred,q(ε, r, γ¯; ·, ·))
the composition of the real–analytic symplectomorphisms described in steps 1÷4. Then,
by the estimates (2.81), (2.83), (2.90), we may let
φred,I
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
= J¯ + a
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
φred,ϕ
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
= ψ¯ + b
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
φred,p
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
=
√
2Jˆ cos ψˆ + u
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
φred,q
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
=
√
2Jˆ sin ψˆ + v
(
ε, r, γ¯; (J¯ , Jˆ), (ψ¯, ψˆ)
)
where the functions a(ε, r, γ¯, ·, ·), b(ε, r, γ¯, ·, ·), u(ε, r, γ¯, ·, ·), v(ε, r, γ¯, ·, ·) satisfy, uniformly
on I¯ρ¯(r)/8 × A(r2m, r2)ρˆ(r) × Tn¯s × Tnˆs ,
|a(ε, r, γ¯, ·, ·)| ≤ C ε(log r−1)τ¯
γ¯
|b(ε, r, γ¯, ·, ·)| ≤ Cmax
{
ε(log r−1)2τ¯+1
γ¯2
, r
2(log r−1)2τ¯+1
γ¯
, εr(log r
−1)3τ¯+2
γ¯3
}
|u| ≤ Cmax
{
ε(log r−1)τ¯
γ¯
, ε(log r
−1)2τ¯+1
γ¯2
}
|v| ≤ Cmax
{
ε(log r−1)τ¯
γ¯
, ε(log r
−1)2τ¯+1
γ¯2
}
Step 5. (“KAM”) Let
J¯ := I¯ ×Anˆ
(
r2m, r
2
)
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ρ := min
{
ρ¯(r)
16
, ρˆ(r)
}
= min
{
r2 ,
r2m
2
, c∗
γ¯
(log r−1)τ¯+1
, ρ0
}
(2.92)
There exists rKAM, γKAM, cKAM such that, for any 0 < r < rKAM, rm ≥ r−1KAMr5/4 and
γ > γKAMr
5/2
γˆε > γKAMεr
5/2(log+ (r
5/γ2)−1)τ+1
γ¯ > γKAMmax{√ε(log r−1)τ¯+1, 3√εr(log r−1)τ¯+1, r2(log r−1)τ¯+1}
then the Hamiltonian H satisfies the assumptions of Theorem 2.2 on the domain J¯ρ×Tns .
Proof.
Claim 1: ω = ∂h is a diffeomorphism of J¯ρ.
proof of claim 1:Due to the analyticity assumptions, we have only to prove the injectivity
for ω. We prove that, for any ν = (ν¯, ενˆ) ∈ ω(ε, r, γ¯; Iρ), equation ω(ε, r, γ¯; (J¯ , Jˆ)) = ν
has at most one solution on (J¯ , Jˆ) ∈ Iρ. Let, then,{
∂¯ h+ ε(∂¯f˜0 + ∂¯Ω˜ · Jˆ + 12 Jˆ · ∂¯A˜Jˆ) = ν¯
Ω˜ + A˜Jˆ = νˆ
where ∂¯, ∂ˆ denote, respectively, differentiation with respect to J¯ , Jˆ . For any fixed J¯ ∈ I¯,
the map
Jˆ → Ω˜ + A˜Jˆ
is injective (as A˜(ε, r, γ¯; J¯) is nonsingular): J¯ , we find a unique
Jˆ = Jˆ0(ε, r, γ¯, νˆ, J¯) := A˜(ε, r, γ¯, J¯)
−1(νˆ − Ω˜(ε, r, γ¯, J¯)
solving the second equation. Replacing this value into the equation for the first compo-
nents, we find an equation of the kind
ω0(J¯) + ω1(ε, r, γ¯, νˆ; J¯)) = ν¯
where ω0 = ∂¯h is well defined and analytic up to I¯ρ0 , hence, with ‖(∂¯ω0)−1‖ uniformly
bounded on I¯ρ by a suitable constant N0 (which does not depend on (ε, r, γ¯)) and
ω1 = ε
(
∂f˜0 + ∂¯Ω˜(J¯) · Jˆ0(ε, r, γ¯, νˆ, J¯) + 1
2
Jˆ0(ε, r, γ¯, νˆ, J¯) · ∂¯A˜Jˆ0(ε, r, γ¯, νˆ, J¯)
)
well defined and analytic up to I¯ρ¯(r)/8, hence, by Cauchy estimates,
sup
I¯ρ¯(r)/16
‖∂¯ω1‖ ≤ C ′ ε
ρ¯(r)2
≤ Cε(log r
−1)2(τ¯+1)
γ¯2
≤ 1
2N0
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(recall that f˜0, Ω˜, A˜ are ε(log r
−1)2τ¯+1/γ¯2–close to f0, Ω, A). This proves the claim.
Claim 2: ω = ∂h has non singular Jacobian on J¯ρ and T := (∂2h)−1 is bounded by
sup
J¯ρ
‖T‖ ≤ Cε−1
proof of claim 2: We have
∂ω = ∂2h
=
(
∂2h(J¯) εB
εBT εA˜(ε, r, γ¯, J¯)
)
(2.93)
where B = (Bi,j) is the n¯× nˆ matrix with elements
Bi,j = ∂J¯iΩ˜j + (∂J¯iA˜Jˆ)j
bounded in norm by (by Cauchy estimates)
sup
Iρ
‖B‖ ≤ sup
Iρ¯(r)
‖B‖ ≤ C
′
ρ¯(r)
≤ C log r
−1)τ¯+1
γ¯
(2.94)
and, for small γ¯−2ε(log r−1)2τ¯+1 and
‖A˜−1‖ ≤ 2‖A−1‖
(say). We prove that the matrix
M :=
(
∂2h(J¯) εB
BT A˜(ε, r, γ¯, J¯)
)
is non singular which will imply the claim, as, by (2.93),
det(∂2h) = εnˆdetM .
We split M as
M =M0 +M1 ,
where
M0 =
(
∂2h(J¯) 0
BT A˜(ε, r, γ¯, J¯)
)
, M1 =
(
0 εB
0 0
)
The matrix M0 is non singular (because ∂2h, A˜ are so), with inverse matrix
M−10 =
(
(∂2h(J¯))−1 0
−(A˜(ε, r, γ¯, J¯))−1BT (∂2h(J¯))−1 (A˜(ε, r, γ¯, J¯))−1
)
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Furthermore, the matrix
δM :=M−10 M1 = ε
(
0 (∂2h(J¯))−1B
0 −(A˜(ε, r, γ¯, J¯))−1BT (∂2h(J¯))−1B
)
has norm bounded by
sup
J¯ρ
‖δM‖ ≤ 2εmax
{
sup
J¯ρ
‖(∂2h)−1‖ sup
J¯ρ
‖B‖,
sup
J¯ρ
‖A˜−1‖ sup
J¯ρ
‖∂2h−1‖(sup
J¯ρ
‖B‖)2
}
≤ Cε(log r
−1)2(τ¯+1)
γ¯2
≤ 1
2
provided γ¯−2ε(log r−1)2(τ¯+1) is small. This makes the matrix
M =M0( id + δM)
invertible. Finally, by (2.93), it is clear that
‖T‖ ≤ ε−1‖M−1‖ ≤ Cε−1 .
Claim 3: (“check of the KAM condition”)There exist rKAM , γKAM, cKAM > 0 such that,
for any 0 < r < rKAM and rm ≥ r−1KAMr5/4 and
γ > γKAMr
5/2
γˆε > γKAMεr
5/2(log+ (r
5/γ2)−1)τ+1
γ¯ > γKAMmax{√ε(log r−1)τ¯+1, 3√εr(log r−1)τ¯+1, r2(log r−1)τ¯+1}
(2.95)
there exist
M ≥ sup
Jρ
‖U‖ , Mˆ ≥ sup
Jρ
‖U [n,nˆ]‖ , N ≥ sup
Jρ
‖T‖ , F ≥ ‖εr5f(ε, r, γ¯, ·, ·)‖ρ,s
such that, letting
c := max
{
211n,
2
3
(12)τ+1
}
, ρ˜ := min
{
γ
3MKτ+1
,
γˆε
3MˆKτ+1
, ρ
}
,
L := max {N ,M−1, Mˆ−1} , K := 6
s
log+
(
FM2 L
γ2
)−1
where ρ is as in (2.92), then,
E := c
FL
ρ˜2
< 1 . (2.96)
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proof of claim 3: To apply Theorem 2.2 to our case, we let, for suitable c+ > 1 > c−,
F = ε r5c+ , M = c+ , Mˆ = ε c+ , N = c+ε
−1 ,
so that
L = c+ε
−1 , K ≤ c+(log (r5/γ2)−1) .
Taking γˆε = εγˆ, we find
ρ˜ = min
{
γ
3MKτ+1
,
γˆε
3MˆKτ+1
, ρ
}
≥ c− min
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
,
r2m
2
, r2 , ρ0
}
(2.97)
and hence, the smallness or “KAM” condition
cE = c
FL
ρ˜2
≤ c+max
{
r5
(log+ (r
5/γ2)−1)2(τ+1)
γ2
,
r5(log+ (r
5/γ2)−1)2(τ+1)
γˆ2
,
r5(log r−1)2(τ¯+1)
γ¯2
, r ,
r5
r4m
,
r5
ρ0
}
< 1
is fulfilled whenever we choose r < rKAM, then γ¯, γ, γˆε as in (2.95) and finally rm not
less than r−1KAMr
5/4, for a suitable small rKAM.
Conclusion of the proof.
Define 
J∗(ε, r, γ¯, γ, γˆ) ⊂ J¯ = I¯ × Anˆ (r2m, r2)
̟∗(ε, r, γ¯, γ, γˆ, ·) : J∗(ε, r, γ¯, γ, γˆ)→ O∗(ε, r, γ¯, γ, γˆ) ⊂ Dn¯,nˆγ,γˆε,τ
φ(ε, r, γ¯, γ, γˆ, ·, ·) : O∗ × Tn → J¯ × Tn
K∗(ε, r, γ¯, γ, γˆ) ⊂ J¯ × Tn
as the Cantor set, the Lipschitz homeomorphism onto, the tori embedding and the
invariant set which are obtained by Theorem 2.2. Define F(ε, r, γ¯, γ, γˆ, ·, ·) as the im-
age of φ(ε, r, γ¯, γ, γˆ, ·, ·) under φred(ε, r, γ¯; ·); U(ε, r, γ¯) ⊃ K(ε, r, γ¯, γ, γˆ), the images of
J¯ × Tn ⊃ K∗(ε, r, γ¯, γ, γˆ), under φred(ε, r, γ¯; ·).
Proof of (2.8). Put
¯̟ ∗(ε, r, γ¯, γ, γˆ, ·) :=
(
¯̟ ∗(ε, r, γ¯, γ, γˆ, ·), ε ˆ̟ ∗(ε, r, γ¯, γ, γˆ, ·)
)
.
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By (2.21),
| ¯̟ ∗ − ∂h| ≤ | ¯̟ ∗ − ∂h| + C ′ε
≤ C ′′ρ˜+ C ′ε
≤ Cmin
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
}
+ Cε
having used (2.97), for which
ρ˜ ≤ C˜ min
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
, r5/2
}
(recall r2m = const r
5/2). Similarly,
|ε ˆ̟ ∗ − εΩ| ≤ |ε ˆ̟ ∗ − εΩ˜− εA˜Jˆ |+ |εΩ˜− εΩ|+ |ε(A˜−A)Jˆ |+ |εAJˆ|
≤ Cεmin
{
γ
(log+ (r
5/γ2)−1)τ+1
,
γˆ
(log+ (r
5/γ2)−1)τ+1
,
γ¯
(log r−1)τ¯+1
}
+ Cε2
(log r−1)2τ¯+1
γ¯2
+ Cε2r2
(log r−1)2τ¯+1
γ¯2
+ Cεr2
Proof of (2.9). By Theorem 2.2, we find
φ(ε, r, γ¯, γ, γˆ, ·, ·)
=
(
φJ¯(ε, r, γ¯, γ, γˆ, ·, ·), φJˆ(ε, r, γ¯, γ, γˆ, ·, ·), φψ¯(ε, r, γ¯, γ, γˆ, ·, ·), φψˆ(ε, r, γ¯, γ, γˆ, ·, ·)
)
=

φJ¯(ε, r, γ¯, γ, γˆ, ·, ·) = j¯∗(ε, r, γ¯, γ, γˆ; ν) + U¯(ε, r, γ¯, γ, γˆ; (ϑ¯, ϑˆ))
φJˆ(ε, r, γ¯, γ, γˆ, ·, ·) = jˆ∗(ε, r, γ¯, γ, γˆ; ν) + Uˆ(ε, r, γ¯, γ, γˆ; (ϑ¯, ϑˆ))
φψ¯(ε, r, γ¯, γ, γˆ, ·, ·) = ϑ¯+ V¯ (ε, r, γ¯, γ, γˆ; (ϑ¯, ϑˆ))
φψˆ(ε, r, γ¯, γ, γˆ, ·, ·) = ϑˆ+ Vˆ (ε, r, γ¯, γ, γˆ; (ϑ¯, ϑˆ))
with
|U¯ | ≤ Cˇ γˆε
γ
ρ˜ ≤ C γˆε
γ
min
{
γ
(log+ (r
5/γ2)−1)τ+1
, γˆ
(log+ (r
5/γ2)−1)τ+1
, γ¯
(log r−1)τ¯+1
, r5/2
}
|Uˆ | ≤ Cˇρ˜ ≤ Cmin
{
γ
(log+ (r
5/γ2)−1)τ+1
, γˆ
(log+ (r
5/γ2)−1)τ+1
, γ¯
(log r−1)τ¯+1
, r5/2
}
|V¯ |, |Vˆ | ≤ max
{
r5
(log+ (r
5/γ2)−1)2(τ+1)
γ2
,
r5(log+ (r
5/γ2)−1)2(τ+1)
γˆ2
, r
5(log r−1)2(τ¯+1)
γ¯2
, r
}
Hence, recalling Remark 2.4, the estimates (2.9) follow for F(ε, γ¯, γ, γˆ; ·, ·)
Step 6: proof of (2.6). Let
J := I × Anˆ
(
r2m, r
2
)
⊃ I¯ × Anˆ
(
r2m, r
2
)
= J¯ , rm ≥ r∗r5/4 .
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We first prove that
meas
(
J × Tn \K∗(ε, r, γ¯, γ, γˆ)
)
≤ C∗
(
γ¯ + γˆε +
γˆ
r2
)
meas
(
J × Tn
)
.
The set
K(ε, r, γ¯, γ, γˆ)
is measure–equivalent to
K∗(ε, r, γ¯, γ, γˆ)
as φred(ε, r, γ¯; ·) is, in particular, a real symplectomorphism, hence, area–preserving. The
density of J¯ × Tn \K∗(ε, r, γ¯, γ, γˆ) in J¯ × Tn is estimated by (2.25) of Theorem 2.2:
meas
(
J¯ × Tn \K∗(ε, r, γ¯, γ, γˆ)
)
≤ c¯
(
meas(J¯ \ J¯γ,γˆε,τ × Tn) + meas(J¯ρmax \ J¯ × Tn)
)
(2.98)
where (recall (2.97))
ρmax := max{ρ1, ρ2} ≤ 2−5ρ˜ ≤ Cmin{γ, γˆ} .
The second term is easily bounded by 18
meas(J¯ρmax \ J¯ × Tn) ≤ meas(Jρmax \ J¯ × Tn)
≤ meas(Jρmax \ J × Tn) + meas(J \ J¯ × Tn)
≤ cˇmax
{
γˆ
r2
, γ
}
meas(J × Tn) + meas(J \ J¯ × Tn)
Inserting this bound into (2.98), we get
meas
(
J¯ × Tn \K∗(ε, r, γ¯, γ, γˆ)
)
≤ c¯
(
meas(J¯ \ J¯γ,γˆε,τ × Tn)
18We are using that I–being an open and bounded set of Rn¯–satisfies the following: there exists
D = D(I) > 0, ρ¯ = ρ¯(I) such that, for any 0 < ρ < ρ¯,
meas(Iρ \ I) ≤ ρ
D(I)measI . (2.99)
Then, J is a product J = A ×B where both A = I and B = Anˆ (r2m, r2) have the property (2.99),
with D(A) = D0, D(B) = D0 r
2. So, using
(A×B)ρ \ (A×B) = (Aρ \ A)×B
⋃
A× (Bρ \B)
⋃
(Aρ \ A)× (Bρ \B)
we find
meas
(
Jρ \ J
)
≤ meas(Aρ \ A)×B+measA× (Bρ \B) + meas(Aρ \ A)× (Bρ \B)
≤ C
(
ρ+
ρ
r2
+
ρ2
r2
)
meas(J )
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+ meas(J \ J¯ × Tn)
+ max
{
γˆ
r2
, γ
}
meas(J × Tn)
)
(2.100)
Now, recalling that
J¯ = I¯ × Anˆ
(
r2m, r
2
)
with I¯ = Iγ¯,τ¯ = {I ∈ I : ω(I) ∈ Dn¯γ¯,τ¯}
we find that first two terms inside the parentheses of (2.100) are similar, and they are
simultaneouly estimated by the Lemma 2.5 below.
Lemma 2.5 Let nˆ, n¯ ∈ N, τ > n := n¯ + nˆ, 1 < α < 2, 0 < rˆ < 1, I¯ compact, ,
Iˆ := Arˆ := Anˆ
(
rˆα, rˆ
)
ω = (ω¯, ωˆ) : I := I¯ × Iˆ → Rn¯ × Rnˆ
a diffeomorphism of an open neighborhood of I, with ωˆ of the form
ωˆ(I¯ , Iˆ) = ωˆ0(I¯) + A(I¯)Iˆ
where I¯ → A(I¯) is non singular on I¯. Let
R¯ > max
I
|ω¯| , A > max
I¯
‖A‖ , c(n, τ) := ∑
06=k∈Zn
1
|k|τ ,
and denote
Rn¯,nˆg,gˆ,τ :=
{
I = (I¯ , Iˆ) ∈ I : ω(I) /∈ Dn¯,nˆg,gˆ,τ
}
.
Then, there exists a suitable integer number p such that
meas
(
Rn¯,nˆg,gˆ,τ
)
≤
(
c¯g + cˆ
gˆ
rˆ
)
meas
(
I
)
where  c¯ := supI ‖ω
−1‖n R¯n¯−1
meas(I¯)
Anˆ
meas(A1)
c(n, τ)p
cˆ = supI¯ ‖A
−1‖nˆ(A)nˆ−1
meas(A1)
c(nˆ, τ)
For continuity reasons, the proof of Lemma 2.5 is postponed at the end of the actual
one.
We may then take meas(J¯ \ J¯γ,γˆε,τ × T
n) ≤ c∗
(
γ + γˆ
r2
)
meas
(
J × Tn
)
meas(J \ J¯ × Tn) ≤ c∗γ¯meas
(
J × Tn
) (2.101)
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with c∗ independent of r. Hence, using (2.101) into (2.100), we finally find
meas
(
J × Tn \K∗(ε, r, γ¯, γ, γˆ)
)
≤ meas
(
J \ J¯ × Tn
)
+ meas
(
J¯ × Tn \K∗(ε, r, γ¯, γ, γˆ)
)
≤ C∗
(
γ¯ + γ +
γˆ
r2
)
meas
(
J × Tn
)
(2.102)
which is quite what we meant to prove.
Having now the masure estimate (2.102) and using
meas
(
V (r) \ J × Tn
)
≤ C∗
(
rm
r
)2nˆ
meas
(
V (r)
)
≤ C∗rnˆ/2meas
(
V (r)
)
(eventually with a different C∗) we easily infer (2.6).
Proof of Lemma 2.5. The first part of the proof uses a compactness argument. Let
R¯ > max
I
|ω¯| , A > max
I¯
‖A‖ , Rˆ := Arˆ > max
I
|ωˆ − ωˆ0|
so that
U :=
{
Bn¯R¯(0)× BnˆRˆ(ω0(I¯)) , I¯ ∈ I¯
}
is an open covering of ω(I), which is compact, as continuous image of a compact. Then,
there exists a finite number of I¯1, · · ·, I¯p ∈ I¯ such that
U¯ := ⋃
1≤i≤p
Ui , Ui := B
n¯
R¯(0)× BnˆRˆ(ω0(I¯i))
covers ω(I). Now, the “resonant set” Rn¯,nˆg,gˆ,τ in I is
Rn¯,nˆg,gˆ,τ =
⋃
k=(k¯,kˆ)∈Zn¯×Znˆ,k¯ 6=0
{
I : |ω(I) · k| ≤ g|k|τ
} ⋃
06=kˆ∈Znˆ
{
I : |ωˆ(I) · kˆ| ≤ gˆ|kˆ|τ
}
(2.103)
The measure of the first set in (2.103) is bounded by
meas
 ⋃
k∈Zn,k¯ 6=0
{
I : |ω(I) · k| ≤ g|k|τ
}
≤ sup
I
‖ω−1‖nmeas
 ⋃
k∈Zn,k¯ 6=0
{
x ∈ ω(I) : |x · k| ≤ g|k|τ
}
≤ sup
I
‖ω−1‖nmeas
 ⋃
k∈Zn,k¯ 6=0
p⋃
i=1
{
x ∈ Ui : |x · k| ≤ g|k|τ
}
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≤ sup
I
‖ω−1‖n ∑
k∈Zn,k¯ 6=0
∑
1≤i≤p
meas
({
x ∈ Ui : |x · k| ≤ g|k|τ
})
= sup
I
‖ω−1‖n ∑
k∈Zn,k¯ 6=0
∑
1≤i≤p
∫
Bi
k
dx¯dxˆ
(2.104)
where
Bik :=
{
x′ = (x¯′, xˆ′) ∈ Ui = Bn¯R¯(0)× BnˆRˆ(ω0(I¯i)) : |x¯′ · k¯ + xˆ′ · kˆ| ≤
g
|k|τ
}
Now, as k¯ 6= 0, we certainly find 1 ≤ j ≤ n¯ with |k¯j| ≥ 1. Perform, then, the change of
variables
zm = x¯m for 1 ≤ m ≤ n¯ , m 6= j , zj = x¯·k¯+xˆ·kˆ , zm = xˆm−nˆ for n¯+1 ≤ m ≤ n
Then, letting
B˜ik := {z′ = (z′1, · · · , z′n) :(z′1, · · · , z′j−1, 1kj
z′j − ∑
m6=j
z¯′mk¯m −
∑
n¯+1≤m≤n
z′mkˆm−n¯
 , z′j+1, · · · , z′n¯

∈ Bn¯R¯(0) ,
|z′j| ≤
g
|k|τ , (z
′
n¯+1, · · · , z′n) ∈ BnˆRˆ(ω0(I¯i))
}
⊇
⊇
{
z′ = (z′1, · · · , z′n) : |z′m| ≤ R¯
for 1 ≤ m 6= j ≤ n¯, |z′j | ≤
g
|k|τ ,
|z′m − ω0(I¯i)| ≤ Rˆ for m = n¯ + 1, · · · , n
}
=: Cik .
we find ∫
Bi
k
dx¯dxˆ =
1
|kj|
∫
B˜i
k
dz ≤ 1|kj|
∫
Ci
k
dz ≤
∫
Ci
k
dz = R¯n¯−1Rˆnˆ
g
|k|τ
Hence, inserting this expression into (2.104), we find
meas
 ⋃
k∈Zn,k¯ 6=0
{
I : |ω(I) · k| ≤ g|k|τ
} ≤ ‖ω−1‖nR¯n¯−1Rˆnˆp g ∑
k∈Zn,k¯ 6=0
1
|k|τ
≤ sup
I
‖ω−1‖nR¯n¯−1Rˆnˆc(n, τ)g
= sup
I
‖ω−1‖nR¯n¯−1Anˆrˆnˆc(n, τ)g
= c¯gmeas(I)
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We now estimate the measure of the second set in (2.103). By Fubini’s Theorem, we find
meas
 ⋃
06=kˆ∈Znˆ
{
I : |ωˆ(I) · kˆ| ≤ gˆ|kˆ|τ
} = ∫
I¯
dI¯
∫⋃
kˆ 6=0
Bˆk(I¯)
dIˆ (2.105)
where
Bˆk(I¯) =
⋃
06=kˆ∈Znˆ
{
Iˆ ∈ Bnˆrˆ (0) : |(ωˆ0(I¯) + A(I¯)Iˆ) · kˆ| ≤
gˆ
|kˆ|τ
}
Perform, in the inner integral, the change of variable
xˆ = ωˆ0(I¯) + A(I¯)Iˆ
and let
C˜k(I¯) :=
{
x ∈ Rnˆ : A(I¯)−1(xˆ− ω0(I¯)) ∈ Bnˆrˆ (0) , |xˆ · kˆ| ≤
gˆ
|kˆ|τ
}
⊆
{
xˆ ∈ Rnˆ : xˆ ∈ BnˆArˆ(ω0(I¯)) , |xˆ · kˆ| ≤
gˆ
|kˆ|τ
}
=: Cˆk(I¯)
Then, proceeding as done for the first part of the proof (i.e. , with a suitable change of
variable, for which z′j = xˆ · kˆ if kˆj 6= 0), we find∫⋃
kˆ 6=0
Bˆk(I¯)
dIˆ ≤ sup
I¯
‖A−1‖nˆ
∫⋃
kˆ 6=0
C˜k(I¯)
dIˆ
≤ sup
I¯
‖A−1‖nˆ
∫⋃
kˆ 6=0
Cˆk(I¯)
dxˆ
≤ sup
I¯
‖A−1‖nˆ(Arˆ)nˆ−1gˆ∑
kˆ 6=0
1
|k|τ
Hence, inserting this value into (2.105), we find
meas
 ⋃
06=kˆ∈Znˆ
{
I : |ωˆ(I) · kˆ| ≤ gˆ|kˆ|τ
} ≤ meas(I¯) sup
I¯
‖A−1‖nˆ(Arˆ)nˆ−1gˆc(nˆ, τ)
=
supI¯ ‖A−1‖nˆ(A)nˆ−1
meas(A1)
c(nˆ, τ)
gˆ
rˆ
meas(I)
= cˆ
gˆ
rˆ
meas(I)
because, for small rˆ,
rˆnˆ−1 ≤ c˜ meas
(
Iˆ
)
rˆ
since α > 1.
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3 Kolmogorov’s Set in the Plane Planetary Problem
Let us consider the motion of a system of 1 +N masses m0, · · ·, mN moving in Rd (but,
soon, we will take d = 2) under the only influence of gravity. As customary, we restrict
to the “planetary case”: one mass, m0 (the “Sun”) is much greater than m1, · · ·, mN
(“the planets”), namely, we take
m0 = m¯0 , m1 = µm¯1 , · · · , mN = µm¯N (µ≪ 1) . (3.1)
The motion equations are
v¨i = −
∑
0≤j≤N, j 6=i
mj
vi − vj
|vi − vj |3 , 0 ≤ i ≤ N . (3.2)
In the Hamiltonian formalism, equations (3.2) are equivalent to the study of the Hamil-
tonian
Hˆplt(u, v) =
∑
0≤i≤N
|ui|2
2mi
− ∑
0≤i<j≤N
mimj
|vi − vj | (ui = miv˙i) (3.3)
on the phase space
Cˆcl,d :=
{
(u, v) =
(
(u0, · · · , uN), (v0, · · · , vN)
)
∈ (Rd)1+N × (Rd)1+N :
vi 6= vj for i 6= j
}
.
The number of degrees of freedom of (3.3) may be reduced (from d(1 + N) to dN) as
follows. On the (invariant) symplectic manifold with dimension dN
Mlin =
u = (u0, u1, · · · , uN), v = (v0, v1, · · · vN ) ∈ Cˆcl,d : ∑
0≤i≤N
ui =
∑
0≤i≤N
mivi = 0

we introduce the relative coordinates{
x˜i = vi − v0
y˜i = ui
for 1 ≤ i ≤ N . (3.4)
The motion of m0 is then recovered by u0 = −
∑
1≤i≤N y˜i
v0 = −
∑
1≤i≤N
mix˜i∑
0≤i≤N
mi
(3.5)
as it results by requiring{
0 =
∑
0≤i≤N ui = u0 +
∑
1≤i≤N y˜i
0 =
∑
0≤i≤N mivi = m0v0 +
∑
1≤i≤N mi(x˜i + v0) .
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The parametrization ofMlin (3.4)÷(3.5), which expresses a point (u, v) ∈ Mlin in terms
of the coordinates (y˜, x˜), is a homogeneous symplectic embedding, i.e. , it preserves the
Liouville 1–form: ∑
0≤i≤N
ui dvi = u0 dv0 +
∑
1≤i≤N
uidvi
= u0 dv0 +
∑
1≤i≤N
y˜id(x˜i + v0)
=
u0 + ∑
1≤i≤N
y˜i
 dv0 + ∑
1≤i≤N
y˜idx˜i
=
∑
1≤i≤N
y˜idx˜i
(because u0 just coincides with −∑1≤i≤N y˜i).
Then, Hamiltonian (3.3), in terms of the relative coordinates (y˜, x˜), with the masses
(3.1), becomes
H˜plt(µ; y˜, x˜) := Hˆplt ◦ φlin =
∑
1≤i≤N
( |y˜i|2
2m˜iµ
− mˆim˜iµ|x˜i|
)
+ µ
∑
1≤i<j≤N
(
y˜i · y˜j
m¯0µ
− m¯im¯jµ|x˜i − x˜j |
)
,
where
mˆi = m¯0 + µm¯i , m˜i =
m¯0m¯i
m¯0 + µm¯i
(3.6)
are the reduced masses. A rescaling of the variables{
y˜ = µy
x˜ = x
(3.7)
joined with the rescaling of the Hamiltonian
Hplt(µ; y, x) := µ−1H˜plt(µ;µy, x)
(which does not change Hamiltonian form of the equations of the motion) brings to the
Hamiltonian
Hplt(µ; y, x) =
∑
1≤i≤N
( |yi|2
2m˜i
− mˆim˜i|xi|
)
+ µ
∑
1≤i<j≤N
(
yi · yj
m¯0
− m¯im¯j|xi − xj |
)
(3.8)
with (y, x) varying in the “collisionless” domain
Ccl,d :=
{
(y, x) =
(
(y1, · · · , yN), (x1, · · · , xN )
)
∈ RdN × RdN :
xi 6= xj 6= 0 ∀ 1 ≤ i < j ≤ N
}
(3.9)
When µ = 0, the Hamiltonian Hplt (3.8) splits into the sum of N Two–Body (integrable)
Hamiltonians describing each the interction of a fictictious mass m˜i with a fixed star
with mass mˆi.
The aim of this section is the proof of Theorem 3.1 below.
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Theorem 3.1 Consider the evolution in time of the coordinates of 1 + N “planetary”
masses (3.1) moving on the plane undergoing Newtonian attraction. Let ai, ei denote the
semimajor axis and the eccentricity of the Keplerian ellipse arising from the two – body
interaction of a fictictous mass m˜i with a fixed star mˆi in correspondence of the initial
datum (y¯i, x¯i) for the coordinates (yi, xi) described in (3.4)÷(3.7), where m˜i, mˆi are as
in (3.6). Then, there exist b, c, C, δ∗ > 0 such that, for any 0 < δ < δ∗, a parameter
ε∗ = ε∗(δ) may be found such that, for any
0 < ε < ε∗ and 0 < µ < (log ε−1)−2b
in the set of (y¯, x¯) =
(
(y¯1, · · · , y¯N), (x¯1, · · · , x¯N )
)
∈ (R2)N × (R2)N such that
ai = aˆiδ
N−i , where a ≤ aˆi ≤ a
there exists a positive Lebesgue measure set K (“Kolmogorov set”), satisfying
c ε2N > measK > c
(
1− C(√ε+√µ(log ε−1)b)
)
ε2N ,
formed by the union of invariant tori of dimension 2N on which the Hplt–flow is linear in
time, with Diophantine frequency. Furthermore, the eccentricities on the invariant tori
are bounded by c(log ε−1)−1.
3.1 The Plane Delaunay–Poincare´ Map
A good set of action–angle variables for the plane problem (3.8)÷(3.9) is the set of
Delaunay variables (L,G,ℓ,g), L = (L1, · · · , LN), G=(G1, · · · , GN), · · ·, with
0 < Gi < Li , ℓi, gi ∈ T
defined as {
Li = m˜i
√
mˆiai
Gi = |xi × yi| =
√
1− e2iLi
 ℓi =
2Ai
a2i
√
1−e2i
gi = argument of Pi
(3.10)
where, on the (mˆi, m˜i; yi, xi)–“osculating” ellipse
19 the quantities ai, ei, Pi, Ai denote,
respectively, the semimajor axis, eccentricity, perihelion, the area of the elliptic sector
from Pi to xi. In terms of the Delaunay variables, the linear momenta yi and the positions
xi are recovered by
xi = x
D
i := aiRz(gi)
(
cosui − ei√
1− e2i sin ui
)
yi = y
D
i := m˜ini∂ℓixi
n2i a
3
i := mˆi , (ni : “mean motion”)(3.11)
19
I.e., the ellipse arising from the initial datum (x˙(0), x(0)) = (yi/m˜i, xi) for planet in Newtonian
interaction with a star with mass mˆi.
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where ai, ei are thought as functions of Li, Gi,i.e. ,
ai =
1
mˆi
(
Li
m˜i
)2
, ei =
√√√√1− (Gi
Li
)2
(3.12)
ui solves the Kepler’s Equation
ui − ei sin ui = ℓi
and Rz(g) denotes a rotation of g in the plane:
Rz(g) =
(
cos g − sin g
sin g cos g
)
The plane Delaunay variables (3.10) are well defined whenever
ei 6= 0 for 1 ≤ i ≤ N .
A “regularization”, due to Poincare´, allows the system reaching also zero eccentricities.
It is achieved with the symplectic change of variables
φ−1P :
{
Λi = Li
λi = li + gi
 ηi =
√
2(Li −Gi) cos gi
ξi = −
√
2(Li −Gi) sin gi
(3.13)
The regularized variables (3.13) are usually called Poincare´ variables and, in terms of
them, (3.11) become 20
xi = xˆi := xDP(mˆi, m˜i; Λi, λi, ηi, ξi) = (x
DP
1 , x
DP
2 )
yi = yˆi := yDP(mˆi, m˜i; Λi, λi, ηi, ξi) =
mˆ2m˜4
Λ3
∂λxDP
(3.14)
where
xDP1 =
1
mˆ
(
Λ
m˜
)2 [
cos (ζˆ + λ)− ξ
2Λ
(
η sin (ζˆ + λ) + ξ cos (ζˆ + λ)
)
− η√
Λ
√
1− η2+ξ2
4Λ
]
xDP2 =
1
mˆ
(
Λ
m˜
)2 [
sin (ζˆ + λ)− η
2Λ
(
η sin (ζˆ + λ) + ξ cos (ζˆ + λ)
)
+ ξ√
Λ
√
1− η2+ξ2
4Λ
]
(3.15)
and ζˆ solves the regularized Kepler Equation
ζ =
1√
Λ
√
1− η
2 + ξ2
4Λ
(η sin (ζ + λ) + ξ cos (ζ + λ)) .
20As usual, Λ = (Λ1, · · · ,ΛN ), · · ·.
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The semimajor axes ai and the eccentricities ei (3.12) become
ai =
1
mˆi
(
Λi
m˜i
)2
, ei =
√√√√1− (1− η2i + ξ2i
2Λi
)2
(zero eccentricities correspond to (ηi, ξi) = 0). In order to avoid collisions we let
21

Λ ∈ Aε
λ ∈ TN
(ηˆ, ξˆ) :=
((
η1√
Λ1
, · · · , ηN√
ΛN
)
,
(
ξ1√
Λ1
, · · · , ξN√
ΛN
))
∈ Eε
(3.16)
where, for 0 < ε < 1, Aε :=
{
Λ ∈ RN+ : ai(1 + ε) < ai+1(1− ε) 1 ≤ i ≤ N
}
Eε :=
{
(ηˆ, ξˆ) ∈ RN × RN : ηˆ2i+ξˆ2i
2
≤ 1−√1− ε2 1 ≤ i ≤ N
} (3.17)
Proposition 3.1 (Delaunay–Poincare´) For any 0 < ε < 1, in the domain (3.16) ÷
(3.17), equations (3.14) ÷ (3.15) well define a real–analytic symplectomorphism
φDP :
(
Λ, λ, η, ξ
)
→
(
yˆ, xˆ
)
=
(
(yˆ1, · · · yˆN), (xˆ1, · · · xˆN)
)
(3.18)
namely, a 1 : 1 onto, real–analytic and symplectic map, with respect to the standard
2–form ∑
1≤i≤N
(
dΛi ∧ dλi + dηi ∧ dξi
)
,
usually called plane Delaunay–Poincare´ map, which carries Hamiltonian of the Plane
(1+N)–Body Problem, i.e. , the Hamiltonian (3.8) defined on the domain Ccl,2 (3.9) to
Hplt := −
∑
1≤i≤N
m˜3i mˆ
2
i
2Λ2i
+ µ
∑
1≤i<j≤N
(
yˆi · yˆj
m¯0
− m¯im¯j|xˆi − xˆj |
)
(3.19)
For a self–contained proof of this Proposition–not easy to be found in literature, see,
[11], [20], and also [7].
Sketch of the proof of Theorem 3.1. The proof of Theorem 3.1 consists in apply-
ing Theorem 2.1 (in the simplified version of Remark 2.2) to the properly degenerate
Hamiltonian Hplt of the plane (1 +N)–Body problem, espressed in Delaunay–Poincare´
variables (3.19). We have thus to check all the assumptions thereby involved. We do this
in the following steps.
21R+ := (0,+∞).
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(i) Let
f :=
∑
1≤i<j≤N
(
yˆi · yˆj
m¯0
− m¯im¯j|xˆi − xˆj |
)
denote the “perturbation” of Hplt and
f¯ :=
1
(2π)N
∫
TN
f dλ
its mean (also called “secular” perturbation) with respect to the “fast” angles λ.
Due to the D’Alembert relations (Lemma 3.2), f¯ is even in (η, ξ), hence, it has an
equilibrium point at the origin of the “secular” coordinates, i.e. , for z := (η, ξ) = 0
(Laplace); its quadratic and quartic parts have the form
1
2
η · F(Λ)η + 1
2
ξ · F(Λ)ξ (3.20)
and ∑
1≤i,j,k,l≤N
qi,j,k,l(Λ) ηiηjηkηl + ri,j,k,l(Λ) ηiηjξkξl + qi,j,k,l(Λ) ξiξjξkξl
respectively. In particular, since F(Λ) is a symmetric, in view of (3.20), z = 0 in
an elliptic equilibrium point, and the eigenvalues Ω = (Ω1, · · · ,ΩN) of F(Λ) have
the meaning of the Birkhoff invariants with order 1. Both the entries of F(Λ) and
the tensors Q := (qijkl), R := (rijkl) can be expressed in terms of the Laplace
coefficients (Lemmas 3.3, 3.4).
(ii) The diagonalization (by means of a unitary matrix U(Λ)) of F(Λ) is required,
in order to check the 4–non resonance of the Birkhoff invariants with order 1
Ω = (Ω1, · · · ,ΩN) for f¯ . We prove a technical Lemma (Lemma 3.6) which implies
that the lowest asymptotics for Ω(Λ) is just the one of the diagonal elements for
F , and so it is given by
Ωi(Λ) = δ
(9−3N)/2
×

−3
4
aˆ21
aˆ32
m1m¯2
m˜1
√
mˆ1aˆ1
+O(δ2) for i = 1
−3
4
aˆ2i−1
aˆ3i
m¯im¯i−1
m˜i
√
mˆiaˆi
δ(3i−5)/2 + O(δ(3i−3)/2)) for 2 ≤ i ≤ N − 1
−3
4
aˆ2N−1
aˆ3
N
m¯N m¯N−1
m˜N
√
mˆN aˆN
δ(3N−5)/2 +O(δ(3N−2)/2) for i = N
which immediately implies non resonance up to any finite order, for small δ (Corol-
lary 3.2). We also compute the lowest δ–asymptotics for the entries of U(Λ) (Lemma
3.5).
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(iii) We diagonalize the quadratic part of f¯ with the symplectic transformation
φdiag : η = U(Λ˜)η˜ ξ = U(Λ˜)ξ˜ Λ = Λ˜ λ = λ˜+ ϕ(Λ˜, η˜, ξ˜)
(where ϕ a suitable shift of λ which does not change the mean), hence, we put f¯
into the form
f˜ := f¯ ◦ φdiag = f¯0(Λ˜) +
∑
1≤i≤N
Ωi(Λ˜)
η˜2i + ξ˜
2
i
2
+
∑
1≤i,j,k,l≤N
q˜i,j,k,l(Λ˜) η˜iη˜j η˜kη˜l + r˜i,j,k,l(Λ˜) η˜iη˜j ξ˜kξ˜l + q˜i,j,k,l(Λ˜) ξ˜iξ˜j ξ˜kξ˜l
+ o4
(iv) We compute the δ–asymptotics for q˜ijkl, r˜ijkl (which involves those of r(Λ), s(Λ),
U(Λ)) and hence the δ–asymptotics for the entries of the Birkhoff invariants with
order 2, which are the entries of the symmetric matrix A(Λ¯) of the Birkhoff Normal
form of f˜
f¯0(Λ¯) + Ω(Λ¯) · J + 1
2
J ·A(Λ¯)J + o(|J |3) Ji := η¯
2
i + ξ¯
2
i
2
obtained by projections of the entries q˜ijkl, r˜ijkl (Lemma 3.10). We check (Lemma
3.9) that A(Λ¯) has the form
A(Λ) ≈ δp

α11 α12 O(δ
p13) · · · O(δp1k) · · ·
α21 α22 O(δ
p23) · · · O(δp2k) · · ·
α33δ
p33 · · · O(δp3k) · · ·
. . .
...
αkkδ
pkk · · ·
. . .

where α11α22−α12α21 6= 0 and pk+1,k+1 > pkk, αkk 6= 0 and that that this implies (Lemma
3.8)
detA = (α11α22 − α12α21)δq + o(δq) 6= 0 ,
concluding the proof.
3.2 Non Resonance and non Degeneracy for the Plane Plane-
tary Problem
3.2.1 Expansion of the Hamiltonian
The perturbation f of the Plane Planetary Problem is composed of two terms
fp := −
∑
1≤i<j≤N
m¯im¯j
|xˆi − xˆj | , fs :=
1
m¯0
∑
1≤i<j≤N
yˆi · yˆj
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usually refered as principal and secondary part, respectively. We are interested to the
secular perturbation, i.e. , the mean, over λ ∈ T, of f , to which only fd contributes:
Lemma 3.1 The secondary part of the perturbation has zero mean.
Proof. In fact, as yˆi is defined as
yˆi :=
mˆ2i m˜
4
i
Λ3i
∂λi xˆi
and does not depend on the variables λj with j 6= i,
1
(2π)N
∫
TN
yˆi · yˆj dλ = 1
(2π)2
∫
T2
yˆi · yˆj dλidλj
=
1
(2π)2
mˆ2i m˜
4
i
Λ3i
mˆ2jm˜
4
j
Λ3j
×
∫
T2
∂λi xˆi · ∂λj xˆi dλidλj
=
1
(2π)2
mˆ2i m˜
4
i
Λ3i
mˆ2jm˜
4
j
Λ3j
∫
T
∂λi xˆidλi
·
∫
T
∂λj xˆi dλj
= 0 .
Notice that that xˆi–component of the Plane Delaunay Poincare´ depends on Λi, ηi, ξi as
a function of
ai =
1
mˆi
(
Λi
m˜i
)2
, (ηˆi, ξˆi) =
(
ηi√
Λi
,
ξi√
Λi
)
,
only.
Lemma 3.2 (D’Alembert relations) Let∑
(j1,j2,i1,i2)
aj1,j2,i1,i2(ai, aj)ηˆi
j1 ηˆj
j2 ξˆi
i1
ξˆj
i2
(3.21)
the Taylor expansion of
1
(2π)2
∫
T2
dλidλj
|xˆi − xˆj |
(3.22)
Then,
i) aj2j1i2i1(ai, aj) = aj1j2i1i2(aj , ai) ;
ii) aj1j2i1i2(ai, aj) = 0 if j1 + j2 is odd ;
iii) aj1j2i1i2(ai, aj) = 0 if i1 + i2 is odd ;
iv) ai1i2j1j2(ai, aj) = aj1j2i1i2(ai, aj) . (3.23)
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Proof. Item (i) is trivial. Items (ii)÷ (iv) are related to the following symmeries of the
plane Delaunay–Poincare´ map
xˆi(mˆ, m˜; Λ, π − λ,−η, ξ) = Rx=0xˆi(mˆ, m˜; Λ, λ, η, ξ) ,
xˆi(mˆ, m˜; Λ,−λ, η,−ξ) = Ry=0xˆi(mˆ, m˜; Λ, λ, η, ξ) ,
xˆi(mˆ, m˜; Λ, π/2− λ, ξ, η) = Rx=yxˆi(mˆ, m˜; Λ, λ, η, ξ)
where Ry=0, Rx=0, Rx=y, denote the reflections in the plane with respect to the axes x,
y, x = y, axes.
Remark 3.1 Then, the secular perturbation f¯ contains only polynomials f2j(Λ, η, ξ)
with even degree 2j:
f¯(Λ, η, ξ) = f0(Λ) + f2(Λ, η, ξ) + f4(Λ, η, ξ) + · · · ; (3.24)
where each f2i is an even function of η, ξ separately. In particular,
Corollary 3.1 (Laplace) The point (η, ξ) = 0 is an equilibrium point for f¯ , for all Λ.
Remark 3.2 The computation of the 0–term f0(Λ) in (3.24) is trivial. When (η, ξ) = 0,
xˆi reduces to
xˆi|(η,ξ)=0 = ai(cosλi, sinλi) .
Hence,
|xˆi|(η,ξ)=0 − xˆj |(η,ξ)=0| =
√
a2i + a
2
j − 2aiaj cos (λi − λj)
and, finally
f0 = −
∑
1≤i<j≤N
m¯im¯j
1
(2π)2
∫
T2
dλidλj
|xˆi|(η,ξ)=0 − xˆj |(η,ξ)=0|
= − ∑
1≤i<j≤N
m¯im¯j
1
2π
∫
T
dt√
a2i + a
2
j − 2aiaj cos (λi − λj)
= − ∑
1≤i<j≤N
m¯im¯j
aj
b1/2,0(ai/aj)
where bs,k(α) is the (s, k)–Laplace coefficient, defined as the k
th Fourier coefficient of the
function t→
[
1 + α− 2α cos (λi − λj)
]−s
:
bs,k(α) =
1
2π
∫
T
cos kt[
1 + α− 2α cos (λi − λj)
]s .
Regularity properties and expansions (in α) of the Laplace Coefficients are briefly dis-
cussed in Appendix F.
72
Next two lemmas are devoted to the computation of f2, f4 of (3.24).
Lemma 3.3 The polynomial with order 2 in the expansion of f¯ is
f2(Λ, η, ξ) =
1
2
η · F(Λ)η + 1
2
ξ · F(Λ)ξ
where
fij(Λ) =

−2 m¯i
Λi
[∑
k 6=i m¯k a2000(ai, ak)
]
for i = j
−m¯im¯j a1100(ai,aj)√
ΛiΛj
for i < j
−m¯im¯j a1100(aj ,ai)√
ΛiΛj
for i > j
with
a2000(a, b) =
a
8b2
[
−7a/b b5/2,0(a/b)
+ 4(1 + a2/b2) b5/2,1(a/b)− a/b b5/2,2(a/b)
]
a1100(a, b) =
a
8b2
[
−17 a/b b5/2,1(a/b)
+ 8(1 + a2/b2) b5/2,2(a/b) + a/b b5/2,3(a/b)
]
(3.25)
Proof. Using the symmetries (3.23) outlined in Corollary 3.2, the non vanishing terms
with order 2 appearing in the expansion (3.21) of gij , are only six, and they are individ-
uated by only two independent coefficients, say a2000 and a1100:
a2000(ai, aj) ηˆ
2
i + a1100(ai, aj) ηˆiηˆj + a2000(ai, aj) ηˆ
2
j
+a2000(ai, aj) ξˆ
2
i + a1100(ai, aj) ξˆiξˆj + a2000(ai, aj) ξˆ
2
j
(3.26)
Thus, multiplying by −m¯im¯j and summing over all 1 ≤ i < j ≤ N and then symmetriz-
ing the sum, we write f2 as
f2 =
1
2
η · F(Λ)η + 1
2
ξ · F(Λ)ξ
where the matrix F(Λ) = (fi,j(Λ) has elements
fij(Λ) =

−2 m¯i
Λi
[∑
1≤k<i m¯k a2000(ak, ai) +
∑
i<k≤N m¯k a2000(ai, ak)
]
for i = j
−m¯im¯j a1100(ai,aj)√
ΛiΛj
for i < j
−m¯im¯j a1100(aj ,ai)√
ΛiΛj
for i > j
The coefficients a2000(a, b), a1100(a, b) coincide with the expressions (ab/8)I(a, b),
(ab/8)J (a, b) computed in [8], which, written in terms of the Laplace Coefficients are
just (3.25). The result then follows taking into account the symmetry of the coefficient
a2000 (a2000(a, b) = a2000(b, a)).
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Lemma 3.4 The polynomial with order 4 in the expansion of f¯ is
f4 =
∑
1≤i,j,k,l≤N
qijkl(Λ)
(
ηiηjηkηl + ξiξjξkξl
)
+
∑
1≤i,j,k,l≤N
rijkl(Λ)ηiηjξkξl
where
qi,j,k,l(Λ) :=

− m¯i
Λ2i
∑
h:h 6=i m¯h a4000(ai, ah) for i = j = k = l
−m¯i m¯l a3100(ai,al)Λi√Λi Λl for i = j = k 6= l
−m¯i m¯l a2200(ai,al)Λi Λl for i = j < k = l
0 otherwise;
ri,j,k,l(Λ) :=

− m¯i
Λ2i
∑
h:h 6=i m¯ha2020(ai, ah) for i = j = k = l
−m¯k m¯i a0220(ak ,ai)Λk Λi for i = j 6= k = l
−m¯i m¯j a1120(ai,aj)
Λi
√
Λi Λj
for i = k = l 6= j
−m¯i m¯l a1120(ai,al)Λi√Λi Λl for i = j = k 6= l
−m¯i m¯j a1111(ai,aj)Λi Λj for i = k < j = l
0 otherwise.
(3.27)
where
a4000(a, b) =
a
512b2
[
(−60(a/b)5 + 4311(a/b)3
− 300(a/b)) b9/2,0(a/b) + 8(7(a/b)6
− 252(a/b)4 − 222(a/b)2 + 7) b9/2,1(a/b)
+ 4(75(a/b)5 − 503(a/b)3 + 135(a/b)) b9/2,2(a/b)
+ 24(23(a/b)4 + 13(a/b)2) b9/2,3(a/b)
+ 37(a/b)3 b9/2,4(a/b)
]
a3100(a, b) = − a
256b2
[
(−744(a/b)5 + 2014(a/b)3
− 864(a/b)) b9/2,1(a/b) + 8(28(a/b)6
− 321(a/b)4 − 321(a/b)2 + 28) b9/2,2(a/b)
+ (552(a/b)5 + 423(a/b)3 + 672(a/b)) b9/2,3(a/b)
+ (1146(a/b)4 + 1266(a/b)2) b9/2,0(a/b)
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+ 6(29(a/b)4 + 9(a/b)2) b9/2,4(a/b)
− 5(a/b)3 b9/2,5(a/b)
]
a2200(a, b) =
a
512b2
[
(−324(a/b)5 + 10584(a/b)3 − 324(a/b)) b9/2,0(a/b)
+ 8(17(a/b)6 − 300(a/b)4 − 300(a/b)2 + 17) b9/2,1(a/b)
− (1272(a/b)5 + 6337(a/b)3 + 1272(a/b)) b9/2,2(a/b)
+ (648(a/b)6 + 396(a/b)4 + 396(a/b)2
+ 648) b9/2,3(a/b) + (348(a/b)
5
+ 800(a/b)3 + 348(a/b)) b9/2,4(a/b)
+ (−60a/b)4 − 60(a/b)2) b9/2,5(a/b)
+ 9(a/b)3 b9/2,6(a/b)
]
a2020(a, b) =
a
256b2
[8(7(a/b)6 − 252(a/b)4 − 222(a/b)2
+ 7) b9/2,1(a/b) + (−60(a/b)5 + 4311(a/b)3
− 300(a/b)) b9/2,0(a/b) + 4(75(a/b)5 − 503(a/b)3
+ 135(a/b)) b9/2,2(a/b) + 24(23(a/b)
4
+ 13(a/b)2) b9/2,3(a/b) + 37(a/b)
4 b9/2,4(a/b)
]
a1120(a, b) = − a
256b2
[
(−744(a/b)5 + 2014(a/b)3
− 864(a/b)) b9/2,1(a/b) + 8(28(a/b)6 − 321(a/b)4
− 321(a/b)2 + 28) b9/2,2(a/b)
+ (552(a/b)5 + 423(a/b)3 + 672(a/b)) b9/2,3(a/b)
+ (1146(a/b)4 + 1266(a/b)2) b9/2,0(a/b)
+ 6(29(a/b)4 + 9(a/b)2) b9/2,4(a/b)
− 5(a/b)3 b9/2,5(a/b)
]
a0220(a, b) = − 3a
512b2
[
(84(a/b)5 − 8832(a/b)3
+ 84(a/b)) b9/2,0(a/b)− 8(5(a/b)6
− 652(a/b)4 − 652(a/b)2 + 5) b9/2,1(a/b)
− 5(328(a/b)5 − 561(a/b)3 + 328(a/b)) b9/2,2(a/b)
+ (216(a/b)6 − 1020(a/b)4
− 1020(a/b)2 + 216) b9/2,3(a/b)
+ (116(a/b)5 + 200(a/b)3
+ 116(a/b)) b9/2,4(a/b)
75
− (20(a/b)4 + 20(a/b)2) b9/2,5(a/b)
+ 3(a/b)3 b9/2,6(a/b)
]
a1111(a, b) =
a
128b2
[
(−36(a/b)5 − 7956(a/b)3
− 36(a/b)) b9/2,0(a/b) + 8((a/b)6
+ 828(a/b)4 + 828(a/b)2 + 1) b9/2,1(a/b)
+ (−3096(a/b)5 + 1039(a/b)3
− 3096(a/b)) b9/2,2(a/b) + (648(a/b)6
− 1332(a/b)4 − 1332(a/b)2 + 648) b9/2,3(a/b)
+ (348(a/b)5 + 700(a/b)3
+ 348(a/b)) b9/2,4(a/b)− 60((a/b)4
+ (a/b)2) b9/2,5(a/b) + 9(a/b)
3 b9/2,6(a/b)
]
(3.28)
Proof. As in the proof of the previous Lemma, we use the symmetries (3.23) outlined
in Corollary 3.2. We find, in the fourth order of the function gij, only 19 (among the
35 possible ones) non vanishing monomials with degree 4, wich are individuated by 7
independent coefficients, say a4000, a3100, a2200, a2020, a1120, a0220 and a1111:
a4000(ai, aj) ηˆ
4
i + a3100(ai, aj) ηˆ
3
i ηˆj + a2200(ai, aj) ηˆ
2
i ηˆ
2
j + a3100(aj , ai) ηˆiηˆ
3
j
+ a4000(aj , ai) ηˆ
4
j + a2020(ai, aj) ηˆ
2
i ξˆ
2
i + a1120(ai, aj) ηˆiηˆj ξˆ
2
i + a0220(ai, aj) ηˆ
2
j ξˆ
2
i
+ a1120(ai, aj) ηˆ
2
i ξˆiξˆj + a1111(ai, aj) ηˆiηˆj ξˆiξˆj + a1120(aj, ai) ηˆ
2
j ξˆiξˆj + a0220(aj, ai) ηˆ
2
i ξˆ
2
j
+ a1120(aj , ai) ηˆiηˆj ξˆ
2
j + a2020(aj, ai) ηˆ
2
j ξˆ
2
j + a4000(ai, aj) ξˆ
4
i + a3100(ai, aj) ξˆ
3
i ξˆj
+ a2200(ai, aj) ξˆ
2
i ξˆ
2
j + a3100(aj, ai) ξˆiξˆ
3
j + a4000(aj , ai) ξˆ
4
j ,
Thus, multiplying by −m¯im¯j, and summing over all 1 ≤ i < j ≤ N , we find (3.27).
We perform now the computation of the 7 coefficients (here, a1, a2, · · · are used as
“dummy” variables)
a4000(a1, a2) =
1
24
∂ηˆ41 gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
∣∣∣∣
0
a3100(a1, a2) =
1
6
∂ηˆ31 ηˆ2 gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
∣∣∣∣
0
a2200(a1, a2) =
1
4
∂ηˆ21 ηˆ22 gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
∣∣∣∣
0
a2020(a1, a2) =
1
4
∂ηˆ21 ξˆ21
gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
∣∣∣∣
0
a0220(a1, a2) =
1
4
∂ηˆ22 ξˆ21
gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
∣∣∣∣
0
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a1120(a1, a2) =
1
2
∂ηˆ1ηˆ2ξˆ21
gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
∣∣∣∣
0
a1111(a1, a2) = ∂ηˆ1 ηˆ2ξˆ1ξˆ2 gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
∣∣∣
0
(3.29)
where |0 stands for |(ηˆ1,ηˆ2,ξˆ1,ξˆ2)=0 and
gˆ(a1, a2, ηˆ1, ηˆ2, ξˆ1, ξˆ2) =
1
(2π)2
∫
[0,2π]2
dλ1 dλ2
dˆ(a1, a2, λ1, λ2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
.
We write
dˆ(a1, a2, λ1, λ2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
2 =
√
dˆ2(a1, a2, λ1, λ2, ηˆ1, ηˆ2, ξˆ1, ξˆ2)
where
dˆ2(a1, a2, λ1, λ2, ηˆ1, ηˆ2, ξˆ1, ξˆ2) := |xˆ(a1, λ1, ηˆ1, ξˆ1)− xˆ(a2, λ2, ηˆ2, ξˆ2)|2
= xˆ1(a1, λ1, ηˆ1, ξˆ1)
2 + xˆ2(a1, λ1, ηˆ1, ξˆ1)
2
+ xˆ1(a2, λ2, ηˆ2, ξˆ2)
2 + xˆ2(a2, λ2, ηˆ2, ξˆ2)
2
− 2 xˆ1(a1, λ1, ηˆ1, ξˆ1) xˆ1(a2, λ2, ηˆ2, ξˆ2)
− 2 xˆ2(a1, λ1, ηˆ1, ξˆ1) xˆ2(a2, λ2, ηˆ2, ξˆ2)
(3.30)
where, for short,
(a, λ, ηˆ, ξˆ)→ xˆ(a, λ, ηˆ, ξˆ) =
(
xˆ1(a, λ, ηˆ, ξˆ), xˆ2(a, λ, ηˆ, ξˆ)
)
denotes the Delaunay–Poincare´ map for N = 1. Then, by usual calculus rules
∂ζ1ζ2ζ3ζ4
1
dˆ
= (16 dˆ
9/2
2 )
−1
×
[
105 ∂ζ1 dˆ2 ∂ζ2 dˆ2 ∂ζ3 dˆ2 ∂ζ4 dˆ2 − 30 dˆ2 ∂ζ1ζ2dˆ2 ∂ζ3 dˆ2 ∂ζ4 dˆ2
− 30 dˆ2 ∂ζ1ζ3 dˆ2 ∂ζ2 dˆ2 ∂ζ4 dˆ2 − 30 dˆ2 ∂ζ1ζ4 dˆ2 ∂ζ2 dˆ2 ∂ζ3 dˆ2
− 30 dˆ2 ∂ζ2ζ3 dˆ2 ∂ζ1 dˆ2 ∂ζ4 dˆ2 − 30 dˆ2 dˆ2 ∂ζ2ζ4dˆ2 ∂ζ1 dˆ2 ∂ζ3
+ −30 dˆ2 ∂ζ3ζ4 dˆ2 ∂ζ1 dˆ2 ∂ζ2 dˆ2 + 12 dˆ22 ∂ζ2ζ3ζ4 dˆ2 ∂ζ1 dˆ2
+ 12 dˆ22 ∂ζ2 dˆ2 ∂ζ1ζ3ζ4 dˆ2 + 12 dˆ
2
2 ∂ζ3 dˆ2 ∂ζ1ζ2ζ4 dˆ2
+ 12 dˆ22 ∂ζ4 dˆ2 ∂ζ1ζ2ζ3 dˆ2 + 12 dˆ
2
2 ∂ζ1ζ2 dˆ2 ∂ζ3ζ4 dˆ2
+ 12 dˆ22 ∂ζ1ζ3 dˆ2∂ζ2ζ4 dˆ2 + 12 dˆ
2
2 ∂ζ1ζ4 dˆ2 ∂ζ2ζ3 dˆ2
− 8 dˆ32 ∂ζ1ζ2ζ3ζ4dˆ2
]
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We find, then,
∂ηˆ41
1
dˆ
∣∣∣∣
0
=
(
16 dˆ
9/2
2
)−1
×
[
105 (∂ηˆ1 dˆ2)
4 − 180 dˆ2(∂ηˆ1 dˆ2)2 ∂ηˆ21 dˆ2
+ 48 dˆ22 ∂ηˆ1 dˆ2 ∂ηˆ31 dˆ2 + 36 dˆ
2
2 (∂ηˆ21 dˆ2)
2
− 8 dˆ32 ∂ηˆ41 dˆ2
]
0
∂ηˆ31 ηˆ2
1
dˆ
∣∣∣∣
0
=
(
16 dˆ
9/2
2
)−1
×
[
105 ∂ηˆ2 dˆ2 (∂ηˆ1 dˆ2)
3 − 90 dˆ2 (∂ηˆ1 dˆ2)2 ∂ηˆ1ηˆ2 dˆ2
− 90 dˆ2 ∂ηˆ2 dˆ2 ∂ηˆ1 dˆ2∂ηˆ21 dˆ2
+ 36 dˆ22∂ηˆ1 dˆ2∂ηˆ21 ηˆ2 dˆ2 + 12 dˆ
2
2∂ηˆ2 dˆ2 ∂ηˆ31 dˆ2
+ 36 dˆ22 ∂ηˆ1ηˆ2 dˆ2∂ηˆ21 dˆ2 − 8 dˆ32 ∂ηˆ31 ηˆ2 dˆ2
]
0
∂ηˆ21 ηˆ22
1
dˆ
∣∣∣∣
0
=
(
16 dˆ
9/2
2
)−1
×
[
105 (∂ηˆ2 dˆ2)
2 (∂ηˆ1 dˆ2)
2 − 30 dˆ2 ∂ηˆ22 dˆ2 (∂ηˆ1 dˆ2)2
− 120 dˆ2 ∂ηˆ1 dˆ2 ∂ηˆ2 dˆ2 ∂ηˆ1 ηˆ2 dˆ2 − 30 dˆ2 (∂ηˆ2 dˆ2)2 ∂ηˆ21 dˆ2
+ 24 dˆ22 ∂ηˆ2 dˆ2 ∂ηˆ21 ηˆ2 dˆ2 + 24 dˆ
2
2 ∂ηˆ1 dˆ2∂ηˆ1 ηˆ22 dˆ2
+ 12 dˆ22 ∂ηˆ22 dˆ2 ∂ηˆ21 dˆ2 + 24 dˆ
2
2 (∂ηˆ1ηˆ2 dˆ2)
2
− 8 dˆ32 ∂ηˆ21 ηˆ22 dˆ2
]
0
∂ηˆ21 ξˆ21
1
dˆ
∣∣∣∣
0
=
(
16 dˆ
9/2
2
)−1
×
[
105 (∂ξˆ1dˆ2)
2 (∂ηˆ1 dˆ2)
2 − 30 dˆ2 ∂ξˆ21 dˆ2 (∂ηˆ1 dˆ2)
2
− 120 dˆ2 ∂ξˆ1 dˆ2 ∂ηˆ1 dˆ2 ∂ηˆ1 ξˆ1dˆ2 − 30 dˆ2(∂ξˆ1 dˆ2)2 ∂ηˆ21 dˆ2
+ 24 dˆ22∂ξˆ1 dˆ2 ∂ηˆ21 ξˆ1
dˆ2 + 24 dˆ
2
2∂ηˆ1 dˆ2 ∂ηˆ1ξˆ21
dˆ2
+ 12 dˆ22 ∂ξˆ21
dˆ2 ∂ηˆ21 dˆ2 + 24 dˆ
2
2 (∂ηˆ1ξˆ1 dˆ2)
2 − 8 dˆ32 ∂ηˆ21 ξˆ21 dˆ2
]
0
∂ηˆ22 ξˆ21
1
dˆ
∣∣∣∣
0
=
(
16 dˆ
9/2
2
)−1
×
[
105 (∂ξˆ1dˆ2)
2 (∂ηˆ2 dˆ2)
2 − 30 dˆ2 ∂ξˆ21 dˆ2 (∂ηˆ2 dˆ2)
2
− 120 dˆ2 ∂ξˆ1 dˆ2 ∂ηˆ2 dˆ2 ∂ξˆ1ηˆ2 dˆ2 − 30 dˆ2(∂ξˆ1 dˆ2)2 ∂ηˆ22 dˆ2
+ 24 dˆ22 ∂ξˆ1 dˆ2 ∂ηˆ22 ξˆ1
dˆ2 + 24 dˆ
2
2 ∂ηˆ2 dˆ2 ∂ηˆ2 ξˆ21
dˆ2
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+ 12 dˆ22 ∂ξˆ21
dˆ2 ∂ηˆ22 dˆ2 + 24 dˆ
2
2 (∂ξˆ1ηˆ2 dˆ2)
2 − 8 dˆ32 ∂ηˆ22 ξˆ21 dˆ2
]
0
∂ηˆ1ηˆ2ξˆ21
1
dˆ
∣∣∣∣
0
=
(
16 dˆ
9/2
2
)−1
×
[
105 ∂ηˆ1 dˆ2 ∂ηˆ2 dˆ2 (∂ξˆ1 dˆ2)
2 − 30 dˆ2 ∂ηˆ1 dˆ2 ∂ηˆ2 dˆ2 ∂ξˆ21 dˆ2
− 60 dˆ2 ∂ξˆ1 dˆ2 ∂ηˆ2ξˆ1 dˆ2 ∂ηˆ1 dˆ2 − 60 dˆ2 ∂ξˆ1 dˆ2 ∂ηˆ2 dˆ2 ∂ηˆ1ξˆ1 dˆ2
− 30 dˆ2 (∂ξˆ1 dˆ2)2 ∂ηˆ1 ηˆ2 dˆ2 + 12 dˆ22 ∂ηˆ2 ξˆ21 dˆ2 ∂ηˆ1 dˆ2 + 24 dˆ
2
2 ∂ξˆ1 dˆ2 ∂ηˆ1 ηˆ2ξˆ1 dˆ2
+ 12 dˆ22∂ηˆ2 dˆ2 ∂ηˆ1ξˆ21
dˆ2 + 24 dˆ
2
2 ∂ηˆ2ξˆ1 dˆ2 ∂ηˆ1ξˆ1 dˆ2
+ 12 dˆ22 ∂ξˆ21
dˆ2 ∂ηˆ1 ηˆ2 dˆ2 − 8 dˆ32∂ηˆ1ηˆ2ξˆ21 dˆ2
]
0
∂ηˆ1ηˆ2ξˆ1ξˆ2
1
dˆ
∣∣∣∣
0
=
(
16 dˆ
9/2
2
)−1
×
[
105 ∂ηˆ1 dˆ2 ∂ηˆ2 dˆ2 ∂ξˆ1 dˆ2 ∂ξˆ2 dˆ2 − 30 dˆ2 ∂ηˆ1ηˆ2 dˆ2 ∂ξˆ1 dˆ2 ∂ξˆ2 dˆ2
− 30 dˆ2 ∂ηˆ1ξˆ1 dˆ2 ∂ηˆ2 dˆ2 ∂ξˆ2 dˆ2 − 30 dˆ2 ∂ηˆ1 ξˆ2 dˆ2 ∂ηˆ2 dˆ2 ∂ξˆ1 dˆ2
− 30 dˆ2 ∂ηˆ2ξˆ1 dˆ2 ∂ηˆ1 dˆ2 ∂ξˆ2 dˆ2 − 30 dˆ2 ∂ηˆ2 ξˆ2 dˆ2 ∂ηˆ1 dˆ2 ∂ξˆ1
− 30 dˆ2 ∂ξˆ1ξˆ2 dˆ2 ∂ηˆ1 dˆ2 ∂ηˆ2 dˆ2 + 12 dˆ22 ∂ηˆ2ξˆ1ξˆ2 dˆ2 ∂ηˆ1 dˆ2 + 12 dˆ22 ∂ηˆ2 dˆ2 ∂ηˆ1 ξˆ1ξˆ2dˆ2
+ 12 dˆ22 ∂ξˆ1 dˆ2 ∂ηˆ1ηˆ2ξˆ2 dˆ2 + 12 dˆ
2
2 ∂ξˆ2 dˆ2 ∂ηˆ1 ηˆ2ξˆ1 dˆ2
+ 12 dˆ22 ∂ηˆ1ηˆ2 dˆ2 ∂ξˆ1ξˆ2 dˆ2 + 12 dˆ
2
2 ∂ηˆ1 ξˆ1 dˆ2∂ηˆ2ξˆ2 dˆ2
+ 12 dˆ22 ∂ηˆ1ξˆ2 dˆ2 ∂ηˆ2ξˆ1 dˆ2 − 8 dˆ32 ∂ηˆ1 ηˆ2ξˆ1ξˆ2 dˆ2
]
0
(3.31)
where
dˆ2
∣∣∣
0
= a21 + a
2
2 − 2a1a2 cos (λ1 − λ2)
We start by computing the following derivatives in terms of the derivatives of the coor-
dinates
∂ˆˆη1 dˆ2
∣∣∣
0
= 2 [(xˆ11 − xˆ12) ∂ˆˆη1 xˆ11 + (xˆ21 − xˆ22) ∂ηˆ1 xˆ21]
∣∣∣
0
∂ηˆ21 dˆ2
∣∣∣
0
= 2 [(∂ηˆ1 xˆ11)
2 + (∂ηˆ1 xˆ21)
2 + (xˆ11 − xˆ12) ∂ηˆ21 xˆ11 + (xˆ21 − xˆ22) ∂ηˆ21 xˆ21]
∣∣∣
0
∂ηˆ1 ηˆ2 dˆ2
∣∣∣
0
= −2 [∂ηˆ1 xˆ11 ∂ηˆ2 xˆ12 + ∂ηˆ1 xˆ21 ∂ηˆ2 xˆ22]|0
∂
ηˆ1
ˆˆ
ξ1
dˆ2
∣∣∣∣
0
= 2 [∂ˆˆ
ξ1
xˆ11 ∂ηˆ1 xˆ11 + ∂ξˆ1 xˆ21 ∂ηˆ1 xˆ21 + (xˆ11 − xˆ12) ∂ηˆ1ξˆ1 xˆ11
+ (xˆ21 − xˆ22) ∂ηˆ1ξˆ1 xˆ21]
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∂ηˆ2ξˆ1 dˆ2
∣∣∣
0
= −2 [∂ξˆ1 xˆ11 ∂ηˆ2 xˆ12 + ∂ξˆ1 xˆ21 ∂ηˆ2 xˆ22]
∣∣∣
0
∂ηˆ31 dˆ2
∣∣∣
0
= 2 [3 ∂ηˆ1xˆ11 ∂ηˆ21 xˆ11 + 3 ∂ηˆ1 xˆ21 ∂ηˆ21 xˆ21
+ (xˆ11 − xˆ12) ∂ηˆ31 xˆ11 + (xˆ21 − xˆ22) ∂ηˆ31 xˆ21]
∣∣∣
0
∂ηˆ21 ηˆ2 dˆ2
∣∣∣
0
= −2 [∂ηˆ2 xˆ12 ∂ηˆ21 xˆ11 + ∂ηˆ2 xˆ22 ∂ηˆ21 xˆ21]
∣∣∣
0
∂ηˆ1 ξˆ21
dˆ2
∣∣∣
0
= 2 [∂ξˆ21
xˆ11 ∂ηˆ1 xˆ11 + ∂ξˆ21
xˆ21 ∂ηˆ1 xˆ21 + 2 ∂ξˆ1xˆ11 ∂ξˆ1ηˆ1 xˆ11 + 2 ∂ξˆ1xˆ21 ∂ξˆ1ηˆ1 xˆ21
+ (xˆ11 − xˆ12) ∂ηˆ1ξˆ21 xˆ11 + (xˆ21 − xˆ22) ∂ηˆ1ξˆ21 xˆ21]
∣∣∣
0
∂ηˆ2 ξˆ21
dˆ2
∣∣∣
0
= −2 [∂ξˆ21 xˆ11 ∂ηˆ2 xˆ12 + ∂ξˆ21 xˆ21 ∂ηˆ2 xˆ22]
∣∣∣
0
∂ηˆ1ηˆ2ξˆ1 dˆ2
∣∣∣
0
= −2 [∂ηˆ2 xˆ12 ∂ηˆ1,ξˆ1xˆ11 + ∂ηˆ2 xˆ22 ∂ηˆ1,ξˆ1 xˆ21]
∣∣∣
0
∂ηˆ41 dˆ2
∣∣∣
0
= 2 [3 (∂ηˆ21 xˆ11)
2 + 3 (∂ηˆ21 xˆ21)
2 + 4 ∂ηˆ1 xˆ11 ∂ηˆ31 xˆ11 + 4 ∂ηˆ1 xˆ21 ∂ηˆ31 xˆ21
+ (xˆ11 − xˆ12) ∂ηˆ41 xˆ11 + (xˆ21 − xˆ22) ∂ηˆ41 xˆ21]
∣∣∣
0
∂ηˆ31 ηˆ2 dˆ2
∣∣∣
0
= −2 [∂ηˆ31 xˆ11 ∂ηˆ2 xˆ12 + ∂ηˆ31 xˆ21 ∂ηˆ2 xˆ22]
∂ηˆ21 ηˆ22 dˆ2
∣∣∣
0
= −2 [∂ηˆ21 xˆ11 ∂ηˆ22 xˆ12 + ∂ηˆ21 xˆ21 ∂ηˆ22 xˆ22]
∣∣∣
0
∂ηˆ21 ξˆ21
dˆ2
∣∣∣
0
= 2 [2 (∂ηˆ1ξˆ1 xˆ11)
2 + 2 (∂ηˆ1ξˆ1xˆ21)
2 + 2 ∂ηˆ1 xˆ11 ∂ηˆ1ξˆ21
xˆ11 + 2 ∂ηˆ1 xˆ21 ∂ηˆ1ξˆ21
xˆ21
+ ∂ξˆ21
xˆ11 ∂ηˆ21 xˆ11 + ∂ξˆ21
xˆ21 ∂ηˆ21 xˆ21 + 2 ∂ξˆ1 xˆ11 ∂ηˆ21 ξˆ1
xˆ11 + 2 ∂ξˆ1 xˆ21 ∂ηˆ21 ξˆ1
xˆ21
+ (xˆ11 − xˆ12) ∂ηˆ21 ξˆ21 xˆ11 + (xˆ21 − xˆ22) ∂ηˆ21 ξˆ21 xˆ21
∣∣∣
0
∂ηˆ22 ξˆ21
dˆ2
∣∣∣
0
= −2 [∂ξˆ21 xˆ11 ∂ηˆ22 xˆ12 + ∂ξˆ21 xˆ21 ∂ηˆ22 xˆ22]
∣∣∣
0
∂ηˆ1ηˆ2 ξˆ21
dˆ2
∣∣∣
0
= −2 [∂ηˆ2 xˆ12 ∂ηˆ1 ξˆ21 xˆ11 + ∂ηˆ2 xˆ22 ∂ηˆ1ξˆ21 xˆ21]
∣∣∣
0
∂ηˆ1ηˆ2ξˆ1ξˆ2 dˆ2
∣∣∣
0
= −2 [∂ηˆ1ξˆ1 xˆ11 ∂ηˆ2ξˆ2 xˆ12 + ∂ηˆ1ξˆ1 xˆ21 ∂ηˆ2ξˆ2 xˆ22]
∣∣∣
0
(3.32)
where we have denoted, for shortness,
xˆij := xˆi(aj , λj, ηˆj, ξˆj) , i, j = 1, 2 . (3.33)
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Recalling the relation
xˆ2(a, λ, ηˆ, ξˆ) = −xˆ1(a, λ+ π/2, ξˆ,−ηˆ) , (3.34)
the computation is then reduced to the one of the involved derivatives of the coordinates
q1, which we recall, is defined as
xˆ1(a, λ, ηˆ, ξˆ) = a
cos (ζˆ + λ)− ξˆ
2
(
ηˆ sin (ζˆ + λ) + ξˆ cos (ζˆ + λ)
)
− ηˆ
√
1− ηˆ
2 + ξˆ2
4

(3.35)
where ζˆ = ζˆ(λ, ηˆ, ξˆ) is implicitely defined as the solution of
ζˆ =
√
1− ηˆ
2 + ξˆ2
4
[
(ηˆ cosλ− ξˆ sinλ) sin ζˆ + (ηˆ sin λ+ ξˆ cosλ) cos ζˆ
]
. (3.36)
To this end, put
s(λ, ηˆ, ξˆ) :=
√
1− ηˆ
2 + ξˆ2
4
(ηˆ cosλ− ξˆ sinλ)
t(λ, ηˆ, ξˆ) :=
√
1− ηˆ
2 + ξˆ2
4
(ηˆ sinλ+ ξˆ cosλ)
(3.37)
Write, from (3.36), ζˆ(λ, ηˆ, ξˆ) = ζ˜(s(λ, ηˆ, ξˆ), t(λ, ηˆ, ξˆ)), where ζ˜(s, t) is the solution of
ζ = s sin ζ + t cos ζ . (3.38)
The 4–order expansion of ζ˜ around (s, t) = 0 gives
ζ˜(s, t) = t + s t+ s2 t− 1
2
t3 + s3 t− 5
3
s t3 +O5(s, t) (3.39)
so that, inserting the previous expression into the 4–order developing of
cos (λ+ ζ˜(s, t)) = cosλ− (sinλ) ζ˜(s, t)− 1
2
(cosλ) ζ˜(s, t)2 +
1
6
(sinλ) ζ˜(s, t)3
+
1
24
(cosλ) ζ˜(s, t)4 +O5(ζ˜(s, t))
we find
cos (λ+ ζ˜(s, t)) = cosλ− (sinλ) t− (sinλ) s t− 1
2
(cosλ) t2 − (sinλ) s2 t
− (cosλ) s t2 + 2
3
(sin λ) t3 − (sin λ) s3 t− 3
2
(cos λ) s2 t2
+
13
6
(sinλ) s t3 +
13
24
(cosλ) t4 +O5(s, t)
(3.40)
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On the other hand, taking into account the following expansions around (η, ξ) = 0
ηˆ
√
1− ηˆ
2 + ξˆ2
4
= ηˆ − ηˆ
3 + ηˆ ξˆ2
8
+O5(ηˆ, ξˆ)
ξˆ
√
1− ηˆ
2 + ξˆ2
4
= ξˆ − ηˆ
2 ξˆ + ξˆ3
8
+O5(ηˆ, ξˆ)
(3.41)
we find, by muliplying the first by cosλ (sinλ) and the second by − sinλ (cos λ), and,
then, taking the sum
s(λ, ηˆ, ξˆ) =
√
1− ηˆ
2 + ξˆ2
4
(ηˆ cosλ− ξˆ sinλ)
= (cosλ) ηˆ − (sinλ) ξˆ − (cosλ) ηˆ
3 − (sinλ) ηˆ2 ξˆ + (cosλ) ηˆ ξˆ2 − (sinλ) ξˆ3
8
+ O5(ηˆ, ξˆ)
(
t(Λ, ηˆ, λ, ξˆ) =
√
1− ηˆ
2 + ξˆ2
4
(ηˆ sinλ+ ξˆ cosλ)
= (sinλ) ηˆ + (cosλ) ξˆ − (sinλ) ηˆ
3 + (cosλ) ηˆ2 ξˆ + (sinλ) ηˆ ξˆ2 + (cosλ) ξˆ3
8
+ O5(ηˆ, ξˆ) , (3.42)
respectively). Consequentely, substituting the (3.42), into (3.40), we obtain
cos (λ+ ζˆ(λ, ξˆ, ηˆ)) = cos (λ+ ζ˜(λ, s(λ, ξˆ, ηˆ), t(λ, ξˆ, ηˆ)))
= cos λ+
cos 2λ− 1
2
ηˆ − sin 2λ
2
ξˆ
− 3 cosλ− cos 3λ
8
ηˆ2 +
sin λ− 3 sin 3λ
4
ηˆ ξˆ − cos λ+ 3 cos 3λ
8
ξˆ2
+
3− 19 cos 2λ+ 16 cos 4λ
48
ηˆ3 +
9 sin 2λ− 16 sin 4λ
16
ηˆ2 ξˆ
+
1− cos 2λ− 16 cos 4λ
16
ηˆ ξˆ2 +
11 sin 2λ+ 16 sin 4λ
48
ξˆ3
+
46 cosλ− 171 cos 3λ+ 125 cos 5λ
384
ηˆ4
− 8 sin λ− 99 sin 3λ+ 125 sin 5λ
96
ηˆ3 ξˆ
+
10 cosλ+ 27 cos 3λ− 125 cos 5λ
64
ηˆ2ξˆ2
− 8 sin λ− 45 sin 3λ− 125 sin 5λ
96
ηˆ ξˆ3
82
+
14 cosλ+ 117 cos 3λ+ 125 cos 5λ
384
ξˆ4 +O5(ηˆ, ξˆ)
The expansion of sin (λ+ ζˆ(λ, ηˆ, ξˆ)) is obtained by the previous one, using
sin (λ+ ζˆ(λ, ηˆ, ξˆ)) = − cos (λ+ π/2 + ζˆ(λ+ π/2, ξˆ,−ηˆ))
and gives
sin (λ+ ζˆ(λ, ηˆ, ξˆ)) = sin λ+
cos 2λ+ 1
2
ξˆ +
sin 2λ
2
ηˆ
− 3 sinλ+ sin 3λ
8
ξˆ2 +
cosλ+ 3 cos 3λ
4
ηˆ ξˆ +
− sin λ+ 3 sin 3λ
8
ηˆ2
− 3 + 19 cos 2λ+ 16 cos 4λ
48
ξˆ3 − 9 sin 2λ+ 16 sin 4λ
16
ξˆ2 ηˆ
− 1 + cos 2λ− 16 cos 4λ
16
ξˆ ηˆ2 +
−11 sin 2λ+ 16 sin 4λ
48
ηˆ3
+
46 sinλ+ 171 sin 3λ+ 125 sin 5λ
384
ξˆ4
− 8 cosλ+ 99 cos 3λ+ 125 cos 5λ
96
ξˆ3 ηˆ
− −10 sin λ+ 27 sin 3λ+ 125 sin 5λ
64
ξˆ2ηˆ2
− 8 cosλ+ 45 cos 3λ− 125 cos 5λ
96
ξˆ ηˆ3
− −14 sin λ+ 117 sin 3λ− 125 sin 5λ
384
ηˆ4 +O5(ηˆ, ξˆ) .
Both the previous expansions (of cos (λ+ ζˆ(λ, ηˆ, ξˆ))) and sin (λ+ ζˆ(λ, ηˆ, ξˆ))), together
with the first line in (3.41), are, next, inserted into the expression of xˆ1 given in (3.35),
and one obtains the expansion of xˆ1 to the fourth order:
qˆ1(a, λ, ηˆ, ξˆ) = a
[
cosλ+
−3 + cos 2λ
2
ηˆ − sin 2λ
2
ξˆ
− 3 cos λ− cos 3λ
8
ηˆ2 − sinλ+ 3 sin 3λ
4
ηˆ ξˆ − 5 cosλ+ 3 cos 3λ
8
ξˆ2
+
9− 19 cos 2λ+ 16 cos 4λ
48
ηˆ3 +
5 sin 2λ− 16 sin 4λ
16
ηˆ2 ξˆ
+
3− 9 cos 2λ− 16 cos 4λ
16
ηˆ ξˆ2 +
23 sin 2λ+ 16 sin 4λ
48
ξˆ3
+
46 cosλ− 171 cos 3λ+ 125 cos 5λ
384
ηˆ4
+
−2 sinλ+ 81 sin 3λ− 125 sin 5λ
96
ηˆ3 ξˆ
83
+
14 cosλ− 9 cos 3λ− 125 cos 5λ
64
ηˆ2 ξˆ2
+
−2 sinλ+ 99 sin 3λ+ 125 sin 5λ
96
ηˆ ξˆ3
+
38 cosλ+ 189 cos 3λ+ 125 cos 5λ
384
ξˆ4
]
+O5(ηˆ, ξˆ) (3.43)
As outlined before, the expansion for xˆ2 is obtained by
xˆ2(a, λ, ηˆ, ξˆ) = −xˆ1(a, λ+ π/2, ξˆ,−ηˆ) ,
and the result is
xˆ2(a, λ, ηˆ, ξˆ) = a
[
sinλ +
3 + cos 2λ
2
ξˆ +
sin 2λ
2
ηˆ
− 3 sinλ+ sin 3λ
8
ξˆ2 − cosλ− 3 cos 3λ
4
ηˆ ξˆ − 5 sinλ− 3 sin 3λ
8
ηˆ2
− 9 + 19 cos 2λ+ 16 cos 4λ
48
ξˆ3 − 5 sin 2λ+ 16 sin 4λ
16
ξˆ2 ηˆ
− 3 + 9 cos 2λ− 16 cos 4λ
16
ξˆ ηˆ2 +
−23 sin 2λ+ 16 sin 4λ
48
ηˆ3
+
46 sinλ+ 171 sin 3λ+ 125 sin 5λ
384
ξˆ4
+
−2 cosλ− 81 cos 3λ− 125 cos 5λ
96
ξˆ3 ηˆ
+
14 sinλ+ 9 sin 3λ− 125 sin 5λ
64
ξˆ2 ηˆ2
+
−2 cosλ− 99 cos 3λ+ 125 cos 5λ
96
ξˆ ηˆ3
+
38 sinλ− 189 sin 3λ+ 125 sin 5λ
384
ηˆ4
]
+O5(ηˆ, ξˆ) (3.44)
Expansions (3.43) and (3.44) for xˆ1 and xˆ2 give at sight their desired derivatives in
(η, ξ) = 0, which are substituted into (3.32), giving
dˆ2
∣∣∣
0
= a21 + a
2
2 − 2 a1 a2 cos (λ1 − λ2)
∂ηˆ1 dˆ2
∣∣∣
0
= −a1 [2 a1 cos λ1 + a2 (cos (2λ1 − λ2)− 3 cos λ2)]
∂ηˆ21 dˆ2
∣∣∣
0
= −a1
2
[−6 a1 + 2 a1 cos (2λ1)− 4 a2 cos (λ1 − λ2) + 3 a2 cos (3λ1 − λ2)
+ a2 cos (λ1 + λ2)]
∂ηˆ1 ηˆ2 dˆ2
∣∣∣
0
= −a1 a2
2
[9− 3 cos (2λ1) + cos (2λ1 − 2λ2)− 3 cos (2λ2)]
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∂ηˆ1ξˆ1 dˆ2
∣∣∣
0
=
a1
2
[2 a1 sin (2λ1) + a2 (3 sin (3λ1 − λ2) + sin (λ1 + λ2)]
∂ηˆ2ξˆ1 dˆ2
∣∣∣
0
=
a1 a2
2
[−3 sin (2λ1) + sin (2λ1 − 2λ2)− 3 sin 2λ2]
∂ηˆ31 dˆ2
∣∣∣
0
= −a1
4
[−12 a1 cosλ1 + 6 a1 cos 3λ1 + a2 (−21 cos (2λ1 − λ2)
+ 16 cos (4λ1 − λ2) + 9 cosλ2 + 2 cos (2λ1 + λ2))]
∂ηˆ21 ηˆ2 dˆ2
∣∣∣
0
=
a1 a2
4
[−9 cos λ1 + 9 cos (3λ1) + 4 cos (λ1 − 2λ2)− 3 cos (3λ1 − 2λ2)
− cos (λ1 + 2λ2)]
∂ηˆ1 ξˆ21
dˆ2
∣∣∣
0
=
a1
4
[4 a1 cosλ1 + 6 a1 cos (3λ1) + 7 a2(cos (2λ1 − λ2)
+ 16 cos (4λ1 − λ2)− 3 cos λ2 + 2 cos (2λ1 + λ2))]
∂ηˆ2 ξˆ21
dˆ2
∣∣∣
0
=
a1 a2
4
[−15 cosλ1 − 9 cos (3λ1) + 4 cos (λ1 − 2λ2)
+ 3 cos (3λ1 − 2λ2)] + cos (λ1 + 2λ2)]]
∂ηˆ1ηˆ2ξˆ1 dˆ2
∣∣∣
0
=
a1 a2
4
[−3 sin λ1 − 9 sin (3λ1) + 3 sin (3λ1 − 2λ2) + sin (λ1 + 2λ2)]
∂ηˆ41 dˆ2
∣∣∣
0
=
a1
8
[−72 a1 + 56 a1 cos (2λ1)− 32 a1 cos (4λ1)− 42 a2 cos (λ1 − λ2)
+ 180 a2 cos (3λ1 − λ2)− 125 a2 cos (5λ1 − λ2)− 4 a2 cos (λ1 + λ2)
− 9 a2 cos (3λ1 + λ2)]
∂ηˆ31 ηˆ2 dˆ2
∣∣∣
0
=
a1 a2
8
[27 − 57 cos (2λ1) + 48 cos (4λ1) + 21 cos (2λ1 − 2λ2)
− 16 cos (4λ1 − 2λ2)− 9 cos (2λ2)− 2 cos (2λ1 + 2λ2)]
∂ηˆ21 ηˆ22 dˆ2
∣∣∣
0
=
a1 a2
8
[12 cos (λ1 − 3λ2)− 9 cos (3λ1 − 3λ2)− 17 cos (λ1 − λ2)
+ 12 cos (3λ1 − λ2) + 8 cos (λ1 + λ2)− 3 cos (3λ1 + λ2)
− 3 cos (λ1 + 3λ2)]
∂ηˆ21 ξˆ21
dˆ2
∣∣∣
0
=
a1
8
[−24 a1 + 32 a1 cos 4λ1 − 14 a2 cos (λ1 − λ2)
+ 125 a2 cos (5λ1 − λ2) + 9 a2 cos (3λ1 + λ2)]
∂ηˆ22 ξˆ21
dˆ2
∣∣∣
0
=
3 a1 a2
8
[4 cos (λ1 − 3λ2) + 3 cos (3λ1 − 3λ2)− 5 cos (λ1 − λ2)
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− 4 cos (3λ1 − λ2) + cos (3λ1 + λ2) + cos (λ1 + 3λ2)]
∂ηˆ1 ηˆ2ξˆ21
dˆ2
∣∣∣
0
=
a1 a2
8
[9− 27 cos (2λ1)− 48 cos (4λ1)
+ 7 cos (2λ1 − 2λ2) + 16 cos (4λ1 − 2λ2)− 3 cos (2λ2)
+ 2 cos (2λ1 + 2λ2)]
∂ηˆ1 ηˆ2ξˆ1ξˆ2 dˆ2
∣∣∣
0
=
a1 a2
8
[−9 cos (3λ1 − 3λ2)− cos (λ1 − λ2)
+ 3 cos (3λ1 + λ2) + 3 cos (λ1 + 3λ2)]
The remaining derivatives involved in (3.32) are found by symmetry (as in the proof of
Lemma 3.2):
∂ηˆ2 dˆ2
∣∣∣
0
= a2 [3 a1 cosλ1 − a1 cos (λ1 − 2λ2)− 2 a2 cos λ2]
∂ξˆ1 dˆ2
∣∣∣
0
= a1 [−3 a2 sin λ2 + a2 sin (2λ1 − λ2) + 2 a1 sinλ1]
∂ξˆ2 dˆ2
∣∣∣
0
= a2 [−3 a1 sin λ1 − a1 sin (λ1 − 2λ2) + 2 a2 sinλ2]
∂ηˆ22 dˆ2
∣∣∣
0
=
a2
2
[6 a2 − 3 a1 cos (λ1 − 3λ2) + 4 a1 cos (λ1 − λ2)
− 2 a2 cos (2λ2)− a1 cos (λ1 + λ2)]
∂ηˆ1 ξˆ2 dˆ2
∣∣∣
0
=
a1 a2
2
[−3 sin (2λ2)− sin (2λ1 − 2λ2)− 3 sin 2λ1]
∂ηˆ2 ξˆ2 dˆ2
∣∣∣
0
=
a2
2
[2 a2 sin (2λ2)− 3 a1 sin (λ1 − 3λ2) + a1 sin (λ2 + λ1)]
∂ξˆ21
dˆ2
∣∣∣
0
=
a1
2
[6 a1 + 3 a2 cos (3λ1 − λ2) + 4 a2 cos (λ1 − λ2)
+ 2 a1 cos (2λ1) + a2 cos (λ1 + λ2)]
∂ξˆ1ξˆ2 dˆ2
∣∣∣
0
=
a1 a2
2
[−9 − 3 cos (2λ1)− cos (2λ1 − 2λ2)− 3 cos (2λ2)]
∂ηˆ1ηˆ22 dˆ2
∣∣∣
0
=
a1 a2
4
[−9 cosλ2 + 9 cos (3λ2) + 4 cos (2λ1 − λ2)− 3 cos (2λ1 − 3λ2)
− cos (2λ1 + λ2)]
∂ηˆ21 ξˆ1
dˆ2
∣∣∣
0
=
a1
4
[−4 a1 sin λ1 + 6 a1 sin (3λ1)− 7 a2(sin (2λ1 − λ2)
+ 16 sin (4λ1 − λ2) + 3 sinλ2 + 2 sin (2λ1 + λ2))]
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∂ηˆ2ξˆ1ξˆ2 dˆ2
∣∣∣
0
=
a1 a2
4
[3 cos λ2 − 9 cos (3λ2)− 3 cos (2λ1 − 3λ2) + cos (2λ1 + λ2)]
∂ηˆ1ξˆ1ξˆ2 dˆ2
∣∣∣
0
=
a1 a2
4
[3 cos λ1 − 9 cos (3λ1)− 3 cos (3λ1 − 2λ2) + cos (λ1 + 2λ2)]
∂ηˆ22 ξˆ1
dˆ2
∣∣∣
0
=
a1 a2
4
[15 sin λ2 − 9 sin (3λ2)− 4 sin (2λ1 − λ2) + 3 sin (2λ1 − 3λ2)]
+ sin (2λ1 + λ2)]]
∂ηˆ1 ηˆ2ξˆ1 dˆ2
∣∣∣
0
=
a1 a2
4
[−3 sinλ1 − 9 sin (3λ1) + 3 sin (3λ1 − 2λ2) + sin (λ1 + 2λ2)]
∂ηˆ1 ηˆ2ξˆ2 dˆ2
∣∣∣
0
=
a1 a2
4
[−3 sinλ2 − 9 sin (3λ2)− 3 sin (2λ1 − 3λ2) + sin (2λ1 + λ2)]
The last step is to insert the previous list of derivatives into (3.31). The result is
∂ηˆ41
1
dˆ
∣∣∣∣
0
=
[
128 (a21 + a
2
2 − 2 a1a2 cos (λ1 − λ2))9/2
]−1
×
{
a1 [−8 a1 (224 a61 − 2964 a41 a22 + 1305 a21 a42 − 820 a62) cos 2λ1
+ (4096 a71 − 25080 a51 a22 − 20178 a31 a42 − 4952 a1 a62) cos (4λ1)
+ a2 (−360 a51 a2 + 25866 a31 a32 − 1800 a1 a52)− 36 a31 a42 cos (6λ1 − 4λ2)
− 343 a31 a42 cos (8λ1 − 4λ2) + (11992 a41 a32 − 4488 a21 a52) cos (λ1 − 3λ2)
+ (232 a41 a
3
2 + 72 a
2
1 a
5
2) cos (5λ1 − 3λ2) + (1676 a41 a32
+ 1356 a21 a
5
2) cos (7λ1 − 3λ2)− 5300 a31 a42 cos (2λ1 − 4λ2) +
+ (−4848 a51 a22 − 1280 a31 a42 + 144 a1 a62) cos (4λ1 − 2λ2)
+ (−3492 a51 a22 − 6660 a31 a42 − 1908 a1 a62) cos (6λ1 − 2λ2)
+ (336 a61 a2 − 12096 a41 a32 − 10656 a21 a52 + 336 a72) cos (λ1 − λ2)
+ (1800 a51 a
2
2 − 12072 a31 a42 + 3240 a1 a62) cos (2λ1 − 2λ2)
+ (3312 a41 a
3
2 + 1872 a
2
1 a
5
2) cos (3λ1 − 3λ2) + 222 a31 a42 cos (4λ1 − 4λ2)
+ (−4896 a61 a2 + 14760 a41 a32 − 504 a21 a52 − 1440 a72) cos (3λ1 − λ2)
+ (6568 a61 a2 + 14148 a
4
1 a
3
2 + 9444 a
2
1 a
5
2 + 1000 a
7
2) cos (5λ1 − λ2)
+ (−14256 a51 a22 + 33696 a31 a42 − 1584 a1 a62) cos (2λ2)
+ 6561 a31 a
4
2 cos (4λ2)
+ (8096 a61 a2 − 42984 a41 a32
− 5448 a21 a52 + 32 a72) cos (λ1 + λ2)
+ (29436 a51 a
2
2 − 18484 a31 a42 − 468 a1 a62) cos (2λ1 + 2λ2)
+ (−17784 a61 a2 + 34236 a41 a32 + 10620 a21 a52 + 72 a72) cos (3λ1 + λ2)
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+ (−22204 a41 a32 + 2340 a21 a52) cos (λ1 + 3λ2)
]}
∂ηˆ31 ηˆ2
1
dˆ
∣∣∣∣
0
=
[
128 (a21 + a
2
2 − 2 a1a2 cos (λ1 − λ2))9/2
]−1
×
{
a1 a2
[
−3438 a41 a22 − 3798 a21 a42
+ 24 a21 (76 a
4
1 − 197 a21 a22 + 113 a42) cos (2λ1)
+ (−6144 a61 + 9462 a41 a22 + 2904 a21 a42) cos (4λ1)
− 343 a31 a32 cos (λ1 − 5λ2)
+ 207 a31 a
3
2 cos (3λ1 − 5λ2) + 25 a31 a32 cos (7λ1 − 5λ2)
− (162 a41 a22 + 18 a21 a42) cos (6λ1 − 4λ2)
+ (72 a51 a2 − 18195 a31 a32 + 2736 a1 a52) cos (λ1 − 3λ2)
+ (924 a51 a2 + 243 a
3
1 a
3
2 − 204 a1 a52) cos (5λ1 − 3λ2)
− 75 a31 a32 cos (7λ1 − 3λ2)
+ (666 a41 a
2
2 + 5274 a
2
1 a
4
2) cos (2λ1 − 4λ2)
+ (2048 a61 − 228 a41 a22 + 1260 a21 a42 + 512 a62) cos (4λ1 − 2λ2)
+ (486 a41 a
2
2 + 270 a
2
1 a
4
2) cos (6λ1 − 2λ2)
+ (2232 a51 a2 − 6042 a31 a32 + 2592 a1 a52) cos (λ1 − λ2)
+ (−672 a61 + 7704 a41 a22 + 7704 a21 a42 − 672 a62) cos (2λ1 − 2λ2)
− (1656 a51 a2 + 1269 a31 a32 + 2016 a2 a52) cos (3λ1 − 3λ2)
− (522 a41 a22 + 162 a21 a42) cos (4λ1 − 4λ2) + 15 a31 a32 cos (5λ1 − 5λ2)
− (4656 a51 a2 + 4518 a31 a32 + 1656 a1 a52) cos (3λ1 − λ2)
− (2772 a51 a2 + 1864 a31 a32 + 300 a1 a52) cos (5λ1 − λ2)
+ (16452 a41 a
2
2 − 12588 a21 a42 + 288 a62) cos (2λ2)
+ (450 a41 a
2
2 − 7350 a21 a42) cos (4λ2)
+ (−8820 a51 a2 + 21598 a31 a32 − 1068 a1 a52) cos (λ1 + λ2)
+ (64 a61 − 41694 a41 a22 + 4410 a22 a42 + 64 a62) cos (2λ1 + 2λ2)
+ (26088 a51 a2 − 10854 a31 a32 − 360 a1 a52) cos (3λ1 + λ2)
+ (−276 a51 a2 + 29520 a31 a32 − 876 a1 a52) cos (λ1 + 3λ2)
]}
∂ηˆ21 ηˆ22
1
dˆ
∣∣∣∣
0
=
[
128 (a21 + a
2
2 − 2 a1a2 cos (λ1 − λ2))9/2
]−1
×
{
−a1 a2
[
324 a51 a2 − 10584 a31 a32 + 324 a1 a52
− 12 a1 a2 (220 a41 − 1067 a21 a22 + 52 a42) cos (2λ1)
− 12 a1 a2 (599 a41 − 277 a21 22 − 9 a42) cos (4λ1)− 30 a31 a32 cos (4λ1 − 6λ2)
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+ (264 a41 a
2
2 − 1176 a21 a42) cos (λ1 − 5λ2)
+ (36 a41 a
2
2 + 564 a
2
1 a
4
2) cos (3λ1 − 5λ2)
− 30 a31 a32 cos (6λ1 − 4λ2)
+ (96 a61 − 1920 a41 a22 − 14496 a21 a42 + 864 a62) cos (λ1 − 3λ2)
+ 75 a31 a
3
2 cos (2λ1 − 6λ2) + (564 a41 a22 + 36 a21 a42) cos (5λ1 − 3λ2)
+ (528 a51 a2 + 26 a
3
1 a
3
2 + 4272 a1 a
5
2) cos (2λ1 − 4λ2)
+ (4272 a51 a2 + 26 a
3
1 a
3
2 + 528 a1 a
5
2) cos (4λ1 − 2λ2)
+ 75 a31 a
3
2 cos (6λ1 − 2λ2)
+ (−136 a61 + 2400 a41 a22 + 2400 a21 a42 − 136 a62) cos (λ1 − λ2)
+ (1272 a51 a2 + 6337 a
3
1 a
3
2 + 1272 a1 a
5
2) cos (2λ1 − 2λ2)
+ (−648 a61 − 396 a41 a22 − 396 a21 a42 − 648 a62) cos (3λ1 − 3λ2)
+ (−348 a51 a2 − 800 a31 a32 − 348 a1 a52) cos (4λ1 − 4λ2)
+ (60 a41 a
2
2 + 60 a
2
1 a
4
2) cos (5λ1 − 5λ2)− 9 a31 a32 cos (6λ1 − 6λ2)
+ (864 a61 − 14496 a41 a22 − 1920 a21 a42 + 96 a62) cos (3λ1 − λ2)
− (1176 a41 a22 + 264 a21 a42) cos (5λ1 − λ2)
+ (−624 a51 a2 + 12804 a31 a32 − 2640 a1 a52) cos (2λ2)
+ (108 a51 a2 + 3324 a
3
1 a
3
2 − 7188 a1 a52) cos (4λ2)
+ (64 a61 + 456 a
4
1 a
2
2 + 456 a
2
1 a
4
2 + 64 a
6
2) cos (λ1 + λ2)
+ (1224 a51 a2 − 45774 a31 a32 + 1224 a1 a52) cos (2λ1 + 2λ2)
+ (−216 a61 + 29760 a41 a22 − 2736 a21 a42 − 24 a62) cos (3λ1 + λ2)
+ (−24 a61 − 2736 a41 a22 + 29760 a21 a42 − 216 a62) cos (λ1 + 3λ2)
]}
∂ηˆ21 ξˆ21
1
dˆ
∣∣∣∣
0
=
[
128 (a21 + a
2
2 − 2 a1a2 cos (λ1 − λ2))9/2
]−1
×
{
−a1
[
(4096 a71 − 25080 a51 a22 − 20178 a31 a42 − 4952 a1 a62) cos (4λ1)
+ 120 a51 a
2
2 − 8622 a31 a42 + 600 a1 a62 − 343 a31 a42 cos (8λ1 − 4λ2)
+ 4 a21 a
3
2 (419 a
2
1 + 339 a
2
2) cos (7λ1 − 3λ2)
+ (−3492 a51 a22 − 6660 a31 a42 − 1908 a1 a62) cos (6λ1 − 2λ2)
+ (−112 a61 a2 + 4032 a41 a32 + 3552 a21 a52 − 112 a72) cos (λ1 − λ2)
+ (−600 a51 a22 + 4024 a31 a42 − 1080 a1 a62) cos (2λ1 − 2λ2)
+ (−1104a41 a32 − 624 a21 a52) cos (3λ1 − 3λ2)− 74 a31 a42 cos (4λ1 − 4λ2)
+ (6568 a61 a2 + 14148 a
4
1 a
3
2 + 9444 a
2
1 a
5
2 + 1000 a
7
2)) cos (5λ1 − λ2)
+ 6561 a31 a
4
2 cos (4λ2)
+ (29436 a51 a
2
2 − 18484 a31 a42 − 468 a1 a62) cos (2λ1 + 2λ2)
+ (−17784 a61 a2 + 34236 a41 a32 + 10620 a21 a52 + 72 a72) cos (3λ1 + λ2)
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+ (−22204 a41 a32 + 2340 a21 a52) cos (λ1 + 3λ2)
]}
∂ηˆ22 ξˆ21
1
dˆ
∣∣∣∣
0
=
[
128 (a21 + a
2
2 − 2 a1a2 cos (λ1 − λ2))9/2
]−1
×
{
−3 a1 a2
[
84 a51 a2 − 8832 a31 a32 + 84 a1 a52
+ 4 a1 a2 (956 a
4
1 − 3139 a21 a22 + 28 a42) cos (2λ1)
+ 4 a1 a2 (599 a
4
1 − 277 a21 a22 − 9 a42) cos (4λ1)− 10 a31 a32 cos (4λ1 − 6λ2)
+ (88 a41 a
2
2 + 392 a
2
1 a
4
2) cos (λ1 − 5λ2)
+ (12 a41 a
2
2 + 188 a
2
1 a
4
2) cos (3λ1 − 5λ2)
+ 10 a31 a
3
2 cos (6λ1 − 4λ2)
+ (32 a61 − 968 a41 a22 − 6920 a21 a42 + 288 a62) cos (λ1 − 3λ2)
− 25 a31 a32 cos (2λ1 − 6λ2)− (188 a41 a22 + 12 a21 a42) cos (5λ1 − 3λ2)
+ (176 a51 a2 − 158 a31 a32 + 1424 a1 a52) cos (2λ1 − 4λ2)
+ (−1424 a51 a2 + 158 a31 a32 − 176 a1 a52) cos (4λ1 − 2λ2)
− 25 a31 a32 cos (6λ1 − 2λ2)
+ (−40 a61 + 5216 a41 a22 + 5216 a21 a42 − 40 a62) cos (λ1 − λ2)
+ (−1640 a51 a2 + 2805 a31 a32 − 1640 a1 a52) cos (2λ1 − 2λ2)
+ (216 a61 − 1020 a41 a22 − 1020 a21 a42 + 216 a62) cos (3λ1 − 3λ2)
+ (116 a51 a2 + 200 a
3
1 a
3
2 + 116 a1 a
5
2) cos (4λ1 − 4λ2)
− (20 a41 a22 + 20 a21 a42) cos (5λ1 − 5λ2) + 3 a31 a32 cos (6λ1 − 6λ2)
+ (−288 a61 + 6920 a41 a22 + 968 a21 a42 − 32 a62) cos (3λ1 − λ2)
+ (392 a41 a
2
2 + 88 a
2
1 a
4
2) cos (5λ1 − λ2)
+ (−112 a51 a2 + 12556 a31 a32 − 2384 a1 a52) cos (2λ2)
+ (−36 a51 a2 − 1108 a31 a32 + 2396 a1 a52) cos (4λ2)
+ (−7056 a41 a22 + 7056 a21 a42) cos (λ1 + λ2)
+ (−408 a51 a2 + 15258 a31 a32 − 408 a1 a52) cos (2λ1 + 2λ2)
+ (72 a61 − 9920 a41 a22 + 912 a21 a42 + 8 a62) cos (3λ1 + λ2)
+ (8a61 + 912 a
4
1 a
2
2 − 9920 a21 a42 + 72 a62) cos (λ1 + 3λ2)
]}
∂ηˆ1ηˆ2ξˆ21
1
dˆ
∣∣∣∣
0
=
[
128 (a21 + a
2
2 − 2 a1a2 cos (λ1 − λ2))9/2
]−1
×
{
a1 a2
[
−1146 a41 a22 − 1266 a21 a42
+ 144 a21 (6 a
4
1 − 166 a21 a22 − 31 a42) cos (2λ1)
+ 6 a21 (1024 a
4
1 − 1577 a21 a− 22 − 349 a42) cos (4λ1)
90
+ 343 a31 a
3
2 cos (λ1 − 5λ2) + 69 a31 a32 cos (3λ1 − 5λ2)
− 25 a31a32 cos (7λ1 − 5λ2)
+ (162 a41 a
2
2 + 18 a
2
1 a
4
2) cos (6λ1 − 4λ2)
+ (24 a51 a2 − 7437 a31 a32 + 912 a1 a52) cos (λ1 − 3λ2)
+ (−924 a51 a2 − 303 a31 a32 + 204 a1 a52) cos (5λ1 − 3λ2)
+ 75 a31 a
3
2 cos (7λ1 − 3λ2)
+ (222 a41 a
2
2 + 1758 a
2
1 a
4
2) cos (2λ1 − 4λ2)
+ (−2048 a61 + 2316 a41 a22 − 900 a21 a42 − 512 a62) cos (4λ1 − 2λ2)
− (486 a41 a22 + 270 a21 a42) cos (6λ1 − 2λ2)
+ (744 a51 a2 − 2014 a31 a32 + 864 a1 a52) cos (λ1 − λ2)
+ (−224 a61 + 2568 a41 a22 + 2568 a21 a42 − 224 a62 cos (2λ1 − 2λ2)
+ (−552 a51 a2 − 423 a31 a32 − 672 a1 a52) cos (3λ1 − 3λ2)
+ (−174 a41 a22 − 54 a21 a42) cos (4λ1 − 4λ2) + 5 a31 a32 cos (5λ1 − 5λ2)
+ (11280 a51 a2 + 294 a
3
2 a
3
2 + 2616 a1 a
5
2) cos (3λ1 − λ2)
+ (2772 a51 a2 + 1864 a
3
1 a
3
2 + 300 a1 a
5
2) cos (5λ1 − λ2)
+ (7284 a41 a
2
2 − 6492 a21 a42 + 96 a62) cos (2λ2)
+ (−450 a41 a22 + 7350 a21 a42) cos (4λ2)
+ (−4044 a51 a2 + 23402 a31 a32 − 468 a1 a52) cos (λ1 + λ2)
+ (−64 a61 + 41694 a41 a22 − 4410 a21 a42 − 64 a62) cos (2λ1 + 2λ2)
+ (−26088 a51 a2 + 10854 a31 a32 + 360 a1 a52) cos (3λ1 + λ2)
+ (276 a51 a2 − 29520 a31 a32 + 876 a1 a52) cos (λ1 + 3λ2)
]}
∂ηˆ1ηˆ2ξˆ1ξˆ2
1
dˆ
∣∣∣∣
0
=
[
128 (a21 + a
2
2 − 2 a1a2 cos (λ1 − λ2))9/2
]−1
×
{
a1 a2
[
−36 a51 a2 − 7956 a31 a32 − 36 a1 a52
− 12 a1 a2 (599 a41 − 277 a21 a22 − 9 a42) cos (4λ1)
− 24 a21 a22(11 a21 + 49 a22) cos (λ1 − 5λ2) + 75 a31 a32 cos (2λ1 − 6λ2)
+ 75 a31 a
3
2 cos (6λ1 − 2λ2)
+ (8 a61 + 6624 a
4
1 a
2
2 + 6624 a
2
1 a
4
2 + 8 a
6
2) cos (λ1 − λ2)
+ (−3096 a51 a2 + 1039 a31 a32 − 3096 a1 a52) cos (2λ1 − 2λ2)
+ (648 a61 − 1332 a41 a22 − 1332 a21 a42 + 648 a62) cos (3λ1 − 3λ2)
+ (348 a51 a2 + 700 a
3
1 a
3
2 + 348 a1 a
5
2) cos (4λ1 − 4λ2)
− (60 a41 a22 + 60 a21 a42) cos (5λ1 − 5λ2) + 9 a31 a32 cos (6λ1 − 6λ2)
− (1176 a41 a22 + 264 a21 a42) cos (5λ1 − λ2)
+ (108 a51 a2 + 3324 a
3
1 a
3
2 − 7188 a1 a52) cos (4λ2)
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+ (1224 a51 a2 − 45774 a31 a32 + 1224 a1 a52) cos (2λ1 + 2λ2)
+ (−216 a61 + 29760 a41 a22 − 2736 a21 a42 − 24 a62) cos (3λ1 + λ2)
+ (−24 a61 − 2736 a41 a22 + 29760 a21 a42 − 216 a62) cos (λ1 + 3λ2)
]}
.
The previous expressions have all the form of a finite sum
∑
k1,k2
Pk1,k2(a1, a2)
cos (k1 λ1 + k2λ2)
[a21 + a
2
2 − 2 a1 a2 cos (λ1 − λ2)]9/2
with Pk1,k2(a1, a2) a homogeneous polynomial in (a1, a2) with degree 8. When taking the
mean with respect to (λ1, λ2), only the terms with k1 + k2 = 0 survive. Taking also into
account the normalizations factors in front of the r.h.s of (3.29), one finds the expressions
(3.28), in terms of the Laplace coefficients b9/2,k(a1/a2).
3.2.2 Proof of non Resonance
In this paragraph, we prove
Lemma 3.5 There exists δ∗ such that, for any 0 < δ < δ∗, the matrix F(Λ) defining the
second order f2 of the secular perturbation f¯ is negative definite in
Lα,α(µ, δ) =
{
Λ = (Λ1, · · · ,ΛN) ∈ RN+ : ai :=
1
mˆi
(
Λi
m˜i
)2
∈ [α, α]δN−i 1 ≤ i ≤ N
}
.
Denoting, for such values of δ, by Ω = (Ω1, · · · ,ΩN), U(Λ) = (uij(Λ) the eigenvalues of
F(Λ) and the unitary matrix through which F(Λ) is put in diagonal form
U(Λ)TF(Λ)U(Λ) = diag[Ω1, · · · ,ΩN ] , U(Λ)TU(Λ) = id N ,
then, Ω(Λ) and U(Λ) satisfy the following asymptotics in δ:
Ωi(Λ) = δ
(9−3N)/2 ×

−3
4
aˆ21
aˆ32
m¯1m¯2
m˜1
√
mˆ1aˆ1
+O(δ2) for i = 1
−3
4
aˆ2i−1
aˆ3i
m¯im¯i−1
m˜i
√
mˆiaˆi
δ(3i−5)/2 +O(δ(3i−3)/2)) for 2 ≤ i ≤ N − 1
−3
4
aˆ2N−1
aˆ3N
m¯N m¯N−1
m˜N
√
mˆN aˆN
δ(3N−5)/2 +O(δ(3N−2)/2) for i = N
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uij(Λ) =

1− 25
32
[
aˆ1aˆ32
aˆ42
√
m˜1
m˜2
4
√
mˆ1aˆ1
mˆ2aˆ2
]2
δ5/2 + o(δ5/2)
for 1 ≤ i = j ≤ 2
1− 25
32
[(
m¯i
m¯i−2
a6i−1
aˆ4i aˆ
2
i−2
√
m˜i−1
m˜i
4
√
mˆi−1aˆi−1
mˆiaˆi
)2
+
(
m¯i+1
m¯i−1
a6i
aˆ4i−1aˆ
2
i−1
√
m˜i
m˜i−1
4
√
mˆiaˆi
mˆi−1aˆi−1
)2]
δ9/2 + o(δ9/2)
for 2 < i = j < N
1− 25
32
(
m¯N
m¯N−2
a6N
aˆ4
N
aˆ2
N−2
√
m˜N−1
m˜N
4
√
mˆN−1aˆN−1
mˆN aˆN
)2
δ9/2 + o(δ9/2)
for i = j = N
5
4
m¯j
m¯2
aˆ1aˆ32
aˆ4j
√
m˜1
m˜2
4
√
mˆ1aˆ1
mˆj aˆj
δ(17j−29)/4 + o(δ(17j−29)/4)
for 1 = i < j ≤ N
5
4
m¯j
m¯i−1
a6i
aˆ4j aˆ
2
i−1
√
m˜i
m˜j
4
√
mˆiaˆi
mˆj aˆj
δ(17j−17i−8)/4 + o(δ(17j−17i−8)/4)
for 1 < i < j ≤ N
−5
4
m¯i
m¯2
aˆ1aˆ32
aˆ4i
√
m˜1
m˜i
4
√
mˆ1aˆ1
mˆiaˆi
δ(17i−29)/4 + o(δ(17i−29)/4)
for 1 = j < i ≤ N
−5
4
m¯i
m¯j−1
a6j
aˆ4i aˆ
2
j−1
√
m˜j
m˜i
4
√
mˆj aˆj
mˆiaˆi
δ(17i−17j−8)/4 + o(δ(17i−17j−8)/4)
for 1 < j < i ≤ N
Corollary 3.2 There exists δ∗ > 0 such that, for any 0 < δ ≤ δ∗, Ω(Λ) is 4–non
resonant in Lα,α(µ, δ):
min
1≤|k|≤4
min
Lα,α(µ,δ)
|Ω(Λ) · k| > 0 .
We will obtain Lemma 3.5 as a consequence of Lemmas 3.6 and 3.7 below: apply Lemma
3.6 to the matrix F(Λ)δ−(9−3N)/2, hence, with
nij =

0 for i = j = 1
3i−5
2
for 2 ≤ i = j ≤ N
17j−11i−18
4
for i < j
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aij(δ) =

−3
4
m¯1 m¯2
(aˆ1/aˆ2)2
aˆ2 m˜1
√
mˆ1 aˆ1
+O(δ2) , for i = j = 1 ;
−3
4
m¯i m¯i−1
(aˆi−1/aˆi)
2
aˆi m˜i
√
mˆi aˆi
δ(3i−5)/2 +O(δ(3i−3)/2)
for 2 ≤ i = j ≤ N − 1 ;
−3
4
m¯N m¯N−1
(aˆN−1/aˆN )
2
aˆN m˜N
√
mˆN aˆN
δ(3N−5)/2 +O(δ(3N−1)/2)
for i = j = N ,
15
16
m¯i m¯j
(aˆi/aˆj)3
aˆj
√
m˜i m˜j 4
√
mˆi mˆj aˆi aˆj
δ(17j−11i−18)/4 +O(δ(25j−19i−18)/4)
for i < j
and next on comparing the remainder terms.
Lemma 3.6 Let A = (ai,j)1≤i,j≤N a real symmetric matrix with order n and elements
ai,j = a¯i,j(δ) δ
ni,j , with a¯i,j(0) 6= 0 (3.45)
and {
n1,1 = 0 ; ni,i < nj,j for i < j
ni,j < ni−1,j , ni,j < ni,j+1 for i < j + 1 .
(3.46)
Then, there exists δ¯ such that, for any 0 < δ < δ¯, the eigenvalues λ1, · · ·, λn of A satisfy
|λi − ai,i| ≤ Cδmi ,where mi = 2min{ni−1,i, ni,i−1} − ni,i
Furthermore, the orthogonal matrix V = {vi,j}i,j=1,···,N which diagonalizes A
V T V = idn , V
T A V = diag(λ1, · · · , λn)
satisfies
vi,j = δi,j + vˇi,j(δ) δ
νi,j
where
νi,j =

ni,j − ni,i for i < j
2n12 for i = j = 1
2 min{ni−1,i − ni−1,i−1, ni+1,i − ni,i} for 2 ≤ i = j ≤ n− 1
2(nn−1,n − nn−1,n−1) for 2 ≤ i = j = n
ni,j − nj,j for i > j ,
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vˇi,j(0) =

− a¯i,j (0)
a¯i,i(0)
for i < j ,
a¯i,j(0)
a¯j,j(0)
for i > j .
−1
2
vˇi+1,i(0)
2 for i = j = 1
−1
2

vˇi−1,i(0)2 if ni−1,i − ni−1,i−1 < ni+1,i − ni,i
vˇi+1,i(0)
2 + vˇi−1,i(0)2 if ni−1,i − ni−1,i−1 = ni+1,i − ni,i
vˇi+1,i(0)
2 if ni−1,i − ni−1,i−1 > ni+1,i − ni,i
for 2 ≤ i = j ≤ n− 1
−1
2
vˇn−1,n(0)2 for i = j = n
(3.47)
if δi,j is the Kronecker symbol.
This Lemma is purely technical and thus is proved in Appendix C.
Lemma 3.7 The matrix F(Λ) satisfies the following asymptotics:
fij =

−3
4
m¯1 m¯2
(aˆ1/aˆ2)2
aˆ2 m˜1
√
mˆ1 aˆ1
δ3(3−N)/2 +O(δ(13−3N)/2) , for i = j = 1 ;
−3
4
m¯i m¯i−1
(aˆi−1/aˆi)2
aˆi m˜i
√
mˆi aˆi
δ(3i+4−3N)/2 +O(δ(3i+6−3N)/2)
for 2 ≤ i = j ≤ N − 1 ;
−3
4
m¯N m¯N−1
(aˆN−1/aˆN )
2
aˆN m˜N
√
mˆN aˆN
δ2 +O(δ4) , for i = j = N ,
15
16
m¯i m¯j
(aˆi/aˆj)
3
aˆj
√
m˜i m˜j 4
√
mˆi mˆj aˆi aˆj
δ(17j−11i−6N)/4 +O(δ(25j−19i−6N)/4)
for i < j
Proof. We start with computing the asymptotics for the diagonal elements, which, we
write as
fii = −2 m¯i
Λi
∑
k<i
m¯k a2000(ak, ai) +
∑
k>i
m¯k a2000(ai, ak)
 1 ≤ i ≤ N
with
a2000(a, b) =
a
8b2
[
−7a/b b5/2,0(a/b)
+ 4(1 + a2/b2) b5/2,1(a/b)− a/b b5/2,2(a/b)
]
=
3 a2
8 b3
+O
(
a4
b5
)
(3.48)
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having used the following asymptotics for the involved Laplace coefficients (see Appendix
F, Lemma F.1):
b5/2,0(α) = 1 +O(α
2)
b5/2,1(α) =
5
2
α +O(α3)
b5/2,2(α) = O(α
2)
b5/2,3(α) = O(α
3)
Then, letting
ai =
1
mˆi
(
Λi
m˜i
)2
= aˆiδ
N−i , aˆi ∈ [α, α] ,
we find
fii = −2 m¯i
Λi
 ∑
1≤k<i
m¯k a2000(ak, ai) +
∑
i<k≤N
m¯k a2000(ai, ak)

= −2 m¯i
m˜i
√
mˆiaˆiδN−i
 ∑
1≤k<i
(
3
8
m¯k
aˆ2kδ
2N−2k
aˆ3i δ
3N−3i +O
(
δ5i−4k−N
))
+
∑
i<k≤N
(
3
8
m¯k
aˆ2i δ
2N−2i
aˆ3kδ
3N−3k +O
(
δ5k−4i−N
))
= −3
4
m¯i
m˜i
√
mˆiaˆi
 ∑
1≤k<i
(
m¯k
aˆ2k
aˆ3i
δ(7i−4k−3N)/2 +O(δ(11i−8k−3N)/2)
)
+
∑
i<k≤N
(
m¯k
aˆ2i
aˆ3k
δ(6k−3i−3N)/2 +O(δ(10k−7i−3N)/2)
) (3.49)
So, when i = 1, only the second summation appears and the dominant term is the one
with k = 2, namely, the term
−3
4
m¯1m¯2
m˜1
√
mˆ1aˆ1
aˆ21
aˆ32
δ3(3−N)/2
and the dominant neglected term is of order δ(13−3N)/2.
When i = N , only the first summation appears in (3.49), the dominant term is reached
in the sum for k = N − 1:
−3
4
m¯N−1m¯N
m˜N
√
mˆN aˆN
aˆ2N−1
aˆ3N
δ2
and the dominant neglected term is of order δ4.
When 2 ≤ i ≤ N − 1 (for N ≥ 3 planets), the first summation gives the lowest order
term for k = i− 1
−3
4
m¯i−1m¯i
m˜i
√
mˆiaˆi
aˆ2i−1
aˆ3i
δ(3i+4−3N)/2
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which is dominant with respect to the dominant term of the second summand
−3
4
m¯im¯i+1
m˜i
√
mˆiaˆi
aˆ2i
aˆ3i+1
δ(3i+6−3N)/2
which, on turn, is the dominant neglected term. The evaluation of the off–diagonal
elements of F(Λ) is easier. In fact, we find, for i < j,
fij = − m¯im¯j√
ΛiΛj
a1100(ai, aj)
= − m¯im¯j√
m˜im˜j
√
mˆimˆj aˆiaˆjδ2N−i−j
[
−15
16
aˆ3i δ
3N−3i
aˆ4jδ
4N−4j +O
(
δ5N−5i
δ6N−6j
)]
=
15
16
m¯im¯j√
m˜im˜j
√
mˆimˆj aˆiaˆj
aˆ3i
aˆ4j
δ(17j−11i−6N)/4 +O
(
δ(25j−19i−6N)/4
)
because
a1100(a, b) =
a
8b2
[
−17 a/b b5/2,1(a/b)
+ 8(1 + a2/b2) b5/2,2(a/b) + a/b b5/2,3(a/b)
]
= −15
16
a3
b4
+O
(
a5
b6
)
having used
b5/2,1(α) =
5
2
α+O(α3)
b5/2,2(α) =
35
8
α2 +O(α4)
b5/2,3(α) = O(α
3)
3.2.3 Proof of non Degeneracy
The aim of this section is to prove the non degeneracy of the Plane Planetary Problem:
Lemma 3.8 There exists δ∗ > 0 such that, for any 0 < δ < δ∗ and 0 < µ < 1, the
matrix of the Birkhoff invariants with order 2 for f¯ is non singular on Lα,α(µ, δ):
inf
Lα,α(µ,δ)
|detA| > 0 .
We will obtain this result as a consequence of Lemma 3.9 below, which will be obtained
by direct check.
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Lemma 3.9 The matrix Ai,j(Λ) of the Birkhoff invariants with order 2 for f¯(Λ, ·, ·)
satisfies the following asymptotics
Ai,j = δ
5−2N ×

+3
4
m¯1 m¯2
m˜21 mˆ1
(aˆ1/aˆ2)2
aˆ1aˆ2
(1 + α11) for i = j = 1 ;
−3 m¯i m¯i−1
m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
δ2i−3(1 + αii) for i = j = 2, · · · , N ;
−9
4
m¯i m¯j
m˜i m˜j
√
mˆi mˆj aˆiaˆj
aˆ2i
aˆ3j
δ(7j−3i−10)/2(1 + αij) for i < j
Aj,i for i > j .
(3.50)
where αij = O(δ).
We show here how Lemma 3.8 follows from Lemma 3.9
Proof of Lemma 3.8. Put, for shortness,
A˜i,j :=

+3
4
m¯1 m¯2
m˜21 mˆ1
(aˆ1/aˆ2)2
aˆ1aˆ2
(1 + α11) for i = j = 1 ;
−3 m¯i m¯i−1
m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
(1 + αii) for i = j = 2, · · · , N ;
−9
4
m¯i m¯j
m˜i m˜j
√
mˆi mˆj aˆiaˆj
aˆ2i
aˆ3j
(1 + αij) for i < j
A˜j,i for i > j ,
In the case N = 2 (Plane 3–Body Problem), the matrix A is
A = δA˜2 := δ
(
A˜11 A˜12δ
1/2
A˜21δ
1/2 A˜22δ
)
so,
detA = δ3(A˜11A˜22 − A˜212)
= −117
16
m¯21 m¯
2
2
m˜21 m˜
2
2 mˆ1 mˆ2
aˆ31
aˆ72
δ3(1 +D2)
where D2 = O(δ), hence, for a suitable δ
∗ > 0, detA2 6= 0 on Lα,α(µ, δ) for 0 < δ < δ∗.
The following claim concludes the proof.
Claim : For N ≥ 3, the matrix A˜ := δ−(5−2N)A has determinant
detA˜ = −117
16
m¯21 m¯
2
2
m˜21 m˜
2
2 mˆ1 mˆ2
aˆ31
aˆ72
∏
3≤i≤N
(
−3m¯i m¯i−1
m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
δ2i−3
)
(1 +D)
where D = O(δ).
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Proof. We prove, by induction, that any matrix with order n the form of A˜n has deter-
minant
detA˜n = −117
16
m¯21 m¯
2
2
m˜21 m˜
2
2 mˆ1 mˆ2
aˆ31
aˆ72
∏
3≤i≤n
(
−3m¯i m¯i−1
m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
)
(1 +Dn)
where Dn = O(δ). The claim will be then obtained taking n = N , D := DN . For n = 3,
the claim is true by direct computation, since
A˜3 =
 A˜11 A˜12δ
1/2 A˜13 δ
4
A˜21δ
1/2 A˜22δ A˜23δ
5/2
A˜31δ
4 A˜23δ
5/2 A˜33δ
3
 .
Assume now that the claim is true for n− 1 and let us prove it for n. We write
A˜n =

A˜1,nδ
(7n−13)/2
A˜n−1
...
A˜n−1,nδ(4n−7)/2
A˜n,1δ
(7n−13)/2 · · · A˜n,n−1δ(4n−7)/2 A˜nnδ2n−3

where A˜n−1 is the submatrix of A˜ composed of the first n−1 rows and coloumns, which,
by the inductive hypothesis, has determinant
detA˜n−1 = −117
16
m¯21 m¯
2
2
m˜21 m˜
2
2 mˆ1 mˆ2
aˆ31
aˆ72
∏
3≤i≤n−1
(
−3m¯i m¯i−1
m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
δ2i−3
)
(1 +Dn−1)
Then, expanding the determinant of A˜n along the n
th coloumn, we find
detA˜n = A˜nnδ
2n−3det A˜n−1 +Rn
= −117
16
m¯21 m¯
2
2
m˜21 m˜
2
2 mˆ1 mˆ2
aˆ31
aˆ72
∏
3≤i≤n
(
−3m¯i m¯i−1
m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
δ2i−3
)
(1 +Dn−1)
+ Rn (3.51)
where
Rn =
∑
1≤i≤n−1
(−1)n−iA˜inδ(7n−3i−10)/2)det A˜in (3.52)
if A˜in is the (i, n)–minor of A˜n, hence, given by
A˜in =

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
rˆn

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where
r˜i := [r˜i1, · · · r˜i,n−1] 1 ≤ i ≤ n− 1
is the ith row of A˜n−1 and
rˆn = [rˆn1, · · · , rˆn,n−1]
is the nth row of A˜, deprivated of its nth component. We prove that the remainder terms
appearing in the summation (3.52) are at leas δ times the dominant term
− 117
16
m¯21 m¯
2
2
m˜21 m˜
2
2 mˆ1 mˆ2
aˆ31
aˆ72
∏
3≤i≤n
(
−3m¯i m¯i−1
m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
δ2i−3
)
(3.53)
in (3.51), which will conclude the proof. We distinguish 2 cases.
1. 1 ≤ i ≤ N − 2.
Write rˆn = δ
(−3n+10+3i)/2(r˜i − rˆi), where the kth component of rˆi is r˜ik(1− ρik), with
ρik =
A˜nk
A˜ik
×

δ10(n−i−1)/2 for 1 ≤ k < i
δ(10(n−i)−14)/2 for k = i
δ(10(n−k−1)/2 for i < k ≤ n− 1
.
Then,
detA˜in = det

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
rˆn

= δ(−3n+10+3i)/2det

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
r˜i − rˆi

= δ(−3n+10+3i)/2det

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
r˜i

− δ(−3n+10+3i)/2det

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
rˆi

(3.54)
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where both the matrices appearing in (3.54) may be rearranged (changing their determi-
nants at most for a sign) such in a way to take the form of A˜n−1. So, using the inductive
hypothesys we see that each term δ(7n−3i−10)/2)det A˜in is of order at least δ3 times the
dominant term (3.53).
2. i = n− 1. In this case, we write
rˆn = (r˜n−1 − rˆn−1)δ3/2
where rˆn−1 has components r˜n−1,k(1− ρn−1,k) with
ρn−1,k =

A˜n,k
A˜n−1,k
δ2 for 1 ≤ k ≤ n− 2
A˜n,k
A˜n−1,n−1
for k = n− 1
So, using, as in the previous case, the inductive hypoyhesys for
detA˜n−1,n = det

r˜1
...
r˜n−2
rˆn

= δ3/2det

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
r˜n−1 − rˆn−1

= δ3/2det

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
r˜n−1

− δ3/2det

r˜1
...
r˜i−1
r˜i+1
...
r˜n−1
rˆn−1

and multiplying by δ(4n−7)/2, we find that the term with i = n− 1 in (3.52) is at least δ
times the dominant term (3.53). This completes the proof.
The following Lemmas are devoted to the proof of Lemma 3.9.
Lemma 3.10 Let U(Λ) = (uij(Λ)) the unitary matrix which diagonalizes F(Λ):
U(Λ)TF(Λ)U(Λ) = diag(Ω1, · · · ,ΩN) , U(Λ)TU(Λ) = id N
101
and let qi,j,k,l(Λ), ri,j,k,l(Λ) the coefficients of the order 4–expansion of f¯ in Delaunay–
Poincare´ variables:
f¯(Λ, η, ξ) = f0(Λ) +
1
2
(η · F(Λ)η + ξ · F(Λ)ξ) + ∑
1≤i,j,k,l≤N
qi,j,k,l
(
ηiηjηkηl + ξiξjξkξl
)
+
∑
1≤i,j,k,l≤N
ri,j,k,l(Λ)ηiηjξkξl + o4 .
Define
q˜i,j,k,l(Λ) :=
∑
1≤i′,j′,k′,l′≤N qi′,j′,k′,l′(Λ) ui′,i(Λ) uj′,j(Λ) uk′,k(Λ) ul′,l(Λ)
r˜i,j,k,l(Λ) :=
∑
1≤i′,j′,k′,l′≤N ri′,j′,k′,l′(Λ) ui′,i(Λ) uj′,j(Λ) uk′,k ul′,l(Λ)
(3.55)
Then, the Birkhoff invariants with order 2 for f¯ , namely, the elements of the symmetric
matrix Ai,j(Λ) defining the Birkhoff normal form for f¯ of order 2
22
f0(Λ) +
∑
1≤i≤N
Ωi(Λ)
p2i + q
2
i
2
+
1
2
∑
1≤i,j≤N
Ai,j(Λ)
p2i + q
2
i
2
p2j + q
2
j
2
, (3.56)
are given by
Ai,j(Λ) :=

6 q˜i,i,i,i + r˜i,i,i,i for i = j
2q˜i,i,j,j + 2q˜j,j,i,i + 2q˜i,j,i,j + 2q˜j,i,j,i + 2q˜i,j,j,i + 2q˜j,i,i,j + r˜i,i,j,j + r˜j,j,i,i
for i 6= j
(3.57)
Proof. The transformation
φD :

Λ = Λ˜
λi = λ˜i − ξ˜ · U(Λ˜)T∂ΛiU(Λ˜)η˜
η = U(Λ˜)η˜
ξ = U(Λ˜)ξ˜
diagonalizes the quadratic part of f¯ , sending it to
f˜2 =
∑
1≤i≤N
Ωi(Λ˜)
η˜2i + ξ˜
2
i
2
and puts the order 4 term f4 to
f˜4 =
∑
1≤i,j,k,l≤N
q˜i,j,k,l
(
η˜iη˜j η˜kη˜l + ξ˜iξ˜j ξ˜kξ˜l
)
+
∑
1≤i,j,k,l≤N
r˜i,j,k,l(Λ˜)η˜iη˜j ξ˜kξ˜l (3.58)
22The variables Λ, p, q are thought “dummy” in eq (3.56): the existence of the Birkhoff transformaton
realizing (3.56) has been proved in the previous section.
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with (q˜ijkl) := Q˜, (r˜ijkl) := R˜ as in (3.55). Next, as outlined in Appendix B, Remark
B.1, the Birkhoff invariants with order 2 may easily be found through the identification
1
2
N∑
i,j=1
Ai,j(Λ˜)
p2i + q
2
i
2
p2j + q
2
j
2
:=
1
(2π)N
∫
[0,2π]N
f˜4(Λ˜, η˜, ξ˜)|(η˜h,ξ˜h)=√p2h+q2h (cosϕh,sinϕh)dϕ
(3.59)
But, replacing f˜4 as in (3.58), the r.h.s in (3.59) becomes
1
(2π)N
∫
[0,2π]N
f˜4(Λ˜, η˜, ξ˜)|(η˜h,ξ˜h)=√p2h+q2h (cosϕh,sinϕh)dϕ
= 2
∑
1≤i,j,k,l≤N
q˜i,j,k,lIijkl
√
(p2i + q
2
i )(p
2
j + q
2
j )(p
2
k + q
2
k)(p
2
l + q
2
l )
+
∑
1≤i,j,k,l≤N
r˜i,j,k,lJijkl
√
(p2i + q
2
i )(p
2
j + q
2
j )(p
2
k + q
2
k)(p
2
l + q
2
l ) (3.60)
where we have let
Iijkl :=
1
(2π)N
∫
TN
cosϕi cosϕj cosϕk cosϕldϕ
=
1
(2π)N
∫
TN
sinϕi sinϕj sinϕk sinϕldϕ
Jijkl :=
1
(2π)N
∫
TN
cosϕi cosϕj sinϕk sinϕldϕ
The elementary integral Iijkl does not vanish only when i = j = k = l, or i = j 6= k = l,
or i = k 6= j = l, or i = l 6= j = k. In the first case, it gives
Iiiii =
1
2π
∫ 2π
0
cos4 x dx =
3
8
.
In the three remaining cases, it gives
Iiijj = Iijij = Iijji =
(
1
2π
∫ 2π
0
cos2 x dx
)2
=
1
4
i 6= j
So, the first summation in (3.49)∑
1≤i,j,k,l≤N
q˜i,j,k,lIijkl
√
(p2i + q
2
i )(p
2
j + q
2
j )(p
2
k + q
2
k)(p
2
l + q
2
l )
=
3
8
∑
1≤i≤N
q˜i,i,i,i(Λ˜)(p
2
i + q
2
i )
2
+
1
4
∑
1≤i 6=j≤N
(q˜i,i,j,j(Λ˜) + q˜i,j,i,j(Λ˜) + q˜i,j,j,i(Λ˜))(p
2
i + q
2
i )(p
2
j + q
2
j ) (3.61)
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Besides, the integral Jijkl does not vanish only when i = j = k = l or i = j 6= k = l. In
the first case, it gives
Jiiii =
1
2π
∫ 2π
0
cos2 x sin2 xdx =
1
8
,
in the second case, it gives
Jiijj =
(
1
2π
∫ 2π
0
cos2 x dx
)(
1
2π
∫ 2π
0
sin2 x dx
)
=
1
4
i 6= j
Then, the second summation in (3.60) is
∑
1≤i,j,k,l≤N
r˜i,j,k,lJijkl
√
(p2i + q
2
i )(p
2
j + q
2
j )(p
2
k + q
2
k)(p
2
l + q
2
l )
1
8
∑
1≤i≤N
r˜i,i,i,i(Λ˜)(p
2
i + q
2
i )
2 +
1
4
∑
1≤i 6=j≤N
r˜i,i,j,j(Λ˜)(p
2
i + q
2
i )(p
2
j + q
2
j ) . (3.62)
Finally, replacing (3.61) and (3.62) into (3.59) and next simmetrizing the summation,
we find the result.
Our next step is the computation of the asymptotics for Q, R, which, together with the
one for the diagonalization matrix U(Λ) (Lemma 3.5), will give the one for the Aij’s.
Lemma 3.11 The δ– asymptotics for the functions Q = (qijkl), R = (rijkl) defining the
4–expansion of f¯ :
f¯ = f0(Λ) +
1
2
(
ηF(Λ)η + ξ · F(Λ)ξ
)
+
∑
1≤i,j,k,l≤N
qi,j,k,l(Λ)
(
ηiηjηkηl + ξiξjξkξl
)
+
∑
1≤i,j,k,l≤N
ri,j,k,l(Λ)ηiηjξkξl + o4
is
qi,i,i,i =

+ 3 m¯1 m¯2
32 m˜21 mˆ1
(aˆ1/aˆ2)2
aˆ1aˆ2
δ5−2N +O(δ7−2N) for i = 1 ;
−3 m¯i m¯i−1
8 m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
δ2i+2−2N +O
(
δ2i+3−2N
)
for 2 ≤ i ≤ N − 1 ;
−3 m¯N m¯N−1
8 m˜2N mˆN
(aˆN−1/aˆN )
2
aˆ2N
δ2 +O (δ4) for i = N ;
(3.63)
qi,i,i,j = ri,j,i,i = ri,i,i,j
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=
+ 75
128
m¯im¯j√
m˜3i m˜j
√
mˆ3i mˆj aˆ
3
i aˆj
aˆ3i
aˆ4j
δ(17j−9i−8N)/4
+O
(
δ(25j−17i−8N)/4
)
for i < j ;
+285
128
m¯im¯j√
m˜3i m˜j
√
mˆ3i mˆj aˆ
3
i aˆj
aˆ3j
aˆ4i
δ(19i−11j−8N)/4 ;
+O
(
δ(27i−19j−8N)/4
)
for i > j ;
qi,i,j,j =

− 9
16
m¯i m¯j
m˜i m˜j
√
mˆi mˆj aˆiaˆj
aˆ2i
aˆ3j
δ(7j−3i−4N)/2 +O
(
δ(11j−7i−4N)/2
)
, for i < j ;
≡ 0 for i > j ;
(3.64)
ri,i,i,i =

+ 3 m¯1 m¯2
16 m˜21 mˆ1
(aˆ1/aˆ2)2
aˆ1aˆ2
δ5−2N +O(δ7−2N) for i = 1 ;
−3 m¯i m¯i−1
4 m˜2i mˆi
(aˆi−1/aˆi)2
aˆ2i
δ2i+2−2N +O
(
δ2i+3−2N
)
for 2 ≤ i ≤ N − 1 ;
−3 m¯N m¯N−1
4 m˜2N mˆN
(aˆN−1/aˆN )
2
aˆ2N
δ2 +O (δ4) for i = N ;
(3.65)
ri,i,j,j =

− 9
16
m¯i m¯j
m˜i m˜j
√
mˆi mˆj aˆiaˆj
aˆ2i
aˆj
δ(7j−3i−4N)/2 +O
(
δ(11j−7i−4N)/2
)
for i < j ;
− 9
16
m¯i m¯j
m˜i m˜j
√
mˆimˆjaˆiaˆj
aˆ2j
aˆ3i
δ(7i−3j−4N)/2 +O
(
δ(11i−7j−4N)/2
)
for i > j .
(3.66)
ri,j,i,j =

− 315 m¯i m¯j
64m˜im˜j
√
mˆimˆj aˆiaˆj
aˆ4i
aˆ5j
δ(11j−7i−4N)/2 +O(δ(15j−11i−4N)/2) for i < j ;
≡ 0 for i > j .
(3.67)
Proof.
1. Expansion of qi,i,i,i = −m¯i
Λ2i
∑
h 6=i
m¯ha4000(ai, ah) , Λi = m˜i
√
mˆi ai.
The coefficient a4000(a, b) may be written simultaneoulsy as
a4000(a, b) =
a
512b2
[
(−60(a/b)5 + 4311(a/b)3
105
− 300(a/b)) b9/2,0(a/b) + 8(7(a/b)6
− 252(a/b)4 − 222(a/b)2 + 7) b9/2,1(a/b)
+ 4(75(a/b)5 − 503(a/b)3 + 135(a/b)) b9/2,2(a/b)
+ 24(23(a/b)4 + 13(a/b)2) b9/2,3(a/b)
+ 37(a/b)3 b9/2,4(a/b)
]
=
b
512a2
[
(−60(b/a) + 4311(b/a)3
− 300(b/a)5) b9/2,0(b/a)
+ 8(7− 252(b/a)2 − 222(b/a)4 + 7(b/a)6) b9/2,1(b/a)
+ 4(75(b/a)− 503(b/a)3 + 135(b/a)5) b9/2,2(b/a)
+ 24(23(b/a)2 + 13(b/a)4) b9/2,3(b/a)
+ 37(b/a)3 b9/2,4(b/a)
]
having used
b9/2,k(1/α) = α
9 b9/2,k(α) .
The involved Laplace coefficients satisfy the following asymptotics (see Appendix F), for
small α 
b9/2,0(α) = 1 +O(α
2)
b9/2,1(α) =
9
2
α +O(α3)
b9/2,2(α) =
99
8
α2 +O(α4)
b9/2,k(α) = O(α
k) , for k ≥ 3 ,
(3.68)
and we find thus the asymptotics for a4000(a, b)
a4000(a, b) =

− 3
32
a2
b3
+O
(
a4
b5
)
for small a/b
+3
8
b2
a3
+O
(
b4
a5
)
for small b/a
So, replacing
a = ai = aˆiδ
N−i , b = ah = aˆh δN−h (3.69)
we obtain
a4000(ai, ah) =

− 3
32
aˆ2i
aˆ3
h
δ3h−2i−N +O
(
δ5h−4i−N
)
for i < h
+3
8
aˆ2
h
aˆ3i
δ3i−2h−N +O
(
δ5i−4h−N
)
for i > h
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Finally,
qi,i,i,i = −m¯i
Λ2i
∑
h 6=i
m¯ha4000(ai, ah)
= − m¯i
m˜2i mˆi aˆi
×
38 ∑h<i
[
m¯h
aˆ2h
aˆ3i
δ4i−2h−2N +O
(
δ6i−4h−2N
)]
− 3
32
∑
h>i
[
m¯h
aˆ2i
aˆ3h
δ3h−i−2N +O
(
δ5h−3i−2N
)]
The lowest order term is reached for h = 2 when i = 1, for h = i − 1 when i ≥ 2. The
first neglected powers of δ are the ones coming from the remainder term with h = 2, for
i = 1, from the dominant term with h = i+ 1, for i = 2, · · · , N − 1, from the remainder
term with h = N − 1 when i = N . The final result is then (3.63).
2. Expansion of riiii = −m¯i
Λ2i
∑
h 6=i
m¯ha2020(ai, ah).
¿From the identity
a2020(a, b) = 2 a4000(a, b)
one finds ri,i,i,i = 2 qi,i,i,i, hence, (3.65).
3. Expansion of qi,i,i,j = ri,i,i,j = ri,j,i,i = −m¯i m¯j a3100(ai, aj)
Λi
√
ΛiΛj
= −m¯i m¯j a1120(ai, aj)
Λi
√
Λi Λj
for i 6= j.
Proceding similarly to the expansion of qiiii, we write the coefficients a3100, a1120 as
a3100(a, b) = a1120(a, b) =

− a
256b2
[(−744(a/b)5 + 2014(a/b)3
−864(a/b)) b9/2,1(a/b) + 8(28(a/b)6
−321(a/b)4 − 321(a/b)2 + 28) b9/2,2(a/b)
+(552(a/b)5 + 423(a/b)3 + 672(a/b)) b9/2,3(a/b)
+(1146(a/b)4 + 1266(a/b)2) b9/2,0(a/b)
+6(29(a/b)4 + 9(a/b)2) b9/2,4(a/b)
− 5(a/b)3 b9/2,5(a/b)
]
− b
256a2
[(−744(b/a) + 2014(b/a)3
−864(b/a)5) b9/2,1(b/a) + 8(28
−321(b/a)2 − 321(b/a)4 + 28(b/a)6) b9/2,2(b/a)
+(552(b/a) + 423(b/a)3 + 672(b/a)5) b9/2,3(b/a)
+(1146(b/a)2 + 1266(b/a)4) b9/2,0(b/a)
+6(29(b/a)2 + 9(b/a)4) b9/2,4(b/a)
− 5(b/a)3 b9/2,5(b/a)
]
.
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The asymptotics for these coefficients is computed using the asymptotics (3.68) for the
involved Laplace cefficients
a3100(a, b) = a1120(a, b) =

− 75
128
a3
b4
+O
(
a5
b6
)
for small a/b
−285
128
b3
a4
+O
(
b5
a6
)
for small b/a
Hence, replacing ai = aˆiδ
N−i, aj = aˆiδN−j
a3100(ai, aj) = a1120(ai, aj) =

− 75
128
aˆ3i
aˆ4j
δ4j−3i−N +O
(
δ6j−5i−N
)
for i < j
−285
128
aˆ3j
aˆ4i
δ4i−3j−N +O
(
δ6i−5j−N
)
for i > j
and finally, the result, for qiiij , rijii, multiplying in front by
− m¯im¯j√
Λ3iΛj
= − m¯im¯j√
m˜3i m˜j
√
mˆ3i mˆj aˆ
3
i aˆj
δ(3i+j−4N)/4
4. Expansion of
qiijj =
{ −m¯i m¯j a2200(ai,aj)Λi Λj for i < j
0 for i > j
In order to compute the coefficient qi,i,j,j, we start from the symmetric coefficient
a2200(a, b) = a2200(b, a) =
a
512b2
[
(−324(a/b)5 + 10584(a/b)3 − 324(a/b)) b9/2,0(a/b)
+ 8(17(a/b)6 − 300(a/b)4 − 300(a/b)2 + 17) b9/2,1(a/b)
− (1272(a/b)5 + 6337(a/b)3 + 1272(a/b)) b9/2,2(a/b)
+ (648(a/b)6 + 396(a/b)4 + 396(a/b)2
+ 648) b9/2,3(a/b) + (348(a/b)
5
+ 800(a/b)3 + 348(a/b)) b9/2,4(a/b)
+ (−60a/b)4 − 60(a/b)2) b9/2,5(a/b)
+ 9(a/b)3 b9/2,6(a/b)
]
and we find
a2200(a, b) =
9
16
a2
b3
+O
(
a4
b5
)
for small a/b
which gives, for a = ai = aˆδ
N−i, b = aj = aˆδN−j and i < j,
a2200(ai, aj) =
9
16
aˆ2i
aˆ3j
δ3j−2i−N +O
(
δ5j−4i−N
)
for i < j
108
hence, (3.64) follows, after multiplying by the factor
−m¯i m¯j
ΛiΛj
= − m¯im¯j
m˜im˜j
√
mˆimˆj aˆiaˆjδ2N−i−j
5. Expansion of
riijj = −m¯i m¯j a0220(aj , ai)
ΛiΛj
for i 6= j .
We expand the symmetric coefficient
a0220(a, b) = − 3a
512b2
[
(84(a/b)5 − 8832(a/b)3
+ 84(a/b)) b9/2,0(a/b)− 8(5(a/b)6
− 652(a/b)4 − 652(a/b)2 + 5) b9/2,1(a/b)
− 5(328(a/b)5 − 561(a/b)3 + 328(a/b)) b9/2,2(a/b)
+ (216(a/b)6 − 1020(a/b)4
− 1020(a/b)2 + 216) b9/2,3(a/b)
+ (116(a/b)5 + 200(a/b)3
+ 116(a/b)) b9/2,4(a/b)
− (20(a/b)4 + 20(a/b)2) b9/2,5(a/b)
+ 3(a/b)3 b9/2,6(a/b)
]
.
and we find
a0220(a, b) =

+ 9
16
a2
b3
+O
(
a4
b5
)
for small a/b
+ 9
16
b2
a3
+O
(
b4
a5
)
for small b/a
which gives (3.66) for
ri,i,j,j = −m¯i m¯j
Λi Λj
a0220(ai, aj)
6. Expansion of
rijij =
{ −m¯i m¯j a1111(ai,aj)Λi Λj for i < j
0 for i > j
We expand the symmetric coefficient
a1111(a, b) =
a
128b2
[
(−36(a/b)5 − 7956(a/b)3
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− 36(a/b)) b9/2,0(a/b) + 8((a/b)6
+ 828(a/b)4 + 828(a/b)2 + 1) b9/2,1(a/b)
+ (−3096(a/b)5 + 1039(a/b)3
− 3096(a/b)) b9/2,2(a/b) + (648(a/b)6
− 1332(a/b)4 − 1332(a/b)2 + 648) b9/2,3(a/b)
+ (348(a/b)5 + 700(a/b)3
+ 348(a/b)) b9/2,4(a/b)− 60((a/b)4
+ (a/b)2) b9/2,5(a/b) + 9(a/b)
3 b9/2,6(a/b)
]
The term of order (a2/b3) in the expansion of a1111 vanishes, so, we shall go on in the
asymptotics for the involved Laplace Coefficients:
b9/2,0(α) = 1 +
81
4
α2 +O(α4)
b9/2,1(α) =
9
2
α + 891
16
α3 +O(α5)
b9/2,2(α) =
99
8
α2 +O(α4)
b9/2,3(α) =
429
16
α3 +O(α5)
b9/2,k(α) = O(α
k) for k ≥ 4 .
We find, for small a/b,
a1111(a, b) =
(
−7956− 36 · 81
4
+ 8 · 828 · 9
2
+ 8 · 891
16
− 3096 · 99
8
+ 648 · 429
16
)
× a
4
128 b5
+O
(
a6
b7
)
=
315
64
a4
b5
+O
(
a6
b7
)
,
consequentely, taking, for i < j, a = ai = aˆiδ
N−i, b = aj = aˆjδN−j , we find, for rijij the
expansion (3.67). This completes the proof.
We are ready for the proof of Lemma 3.9.
For any i < j, the functions q˜iiii, · · · involved into equation (3.57) of Lemma 3.10 may
be written as 
q˜i,i,i,i = qiiii(1 + κi)
r˜i,i,i,i = riiii(1 + ρi)
q˜iijj = qiijj(1 + κij)
q˜jjii = qiijjκji
q˜i,j,i,j = qiijjκˆij
q˜j,i,j,i = qiijjκˆji
q˜i,j,j,i = qiijjκˇij
q˜jiij = qiijjκˇji
r˜iijj = riijj(1 + ρij)
r˜jjii = rjjii(1 + ρji)
(3.70)
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where
κi := (u
4
i,i − 1) + q−1i,i,i,i
∑
k 6=i
qk,k,k,k (uk,i)
4 +
∑
k 6=l
qk,k,k,l (uk,i)
3 ul,i
+
∑
k<l
qk,k,l,l (uk,i)
2 (ul,i)
2

ρi := (u
4
i,i − 1) + r−1i,i,i,i
∑
k 6=i
rk,k,k,k (uk,i)
4 +
∑
k 6=l
rk,k,l,l (uk,i)
2 (ul,i)
2
+
∑
k 6=l
rk,l,k,k (uk,i)
3 ul,i +
∑
k 6=l
rk,k,k,l (uk,i)
3 ul,i +
∑
k<l
rk,l,k,l (uk,i)
2 (ul,i)
2
 ,
κi,j := (u
2
i,i u
2
j,j − 1) + q−1i,i,j,j
 ∑
k<l, (k,l)6=(i, j)
qk,k,l,l (uk,i)
2 (ul,j)
2
+
∑
k
qk,k,k,k (uk,i)
2 (uk,j)
2 +
∑
k 6=l
qk,k,k,l (uk,i)
2 uk,j ul,j

κj,i := q
−1
i,i,j,j
∑
k<l
qk,k,l,l (uk,j)
2 (ul,i)
2 +
∑
k
qk,k,k,k (uk,i)
2 (uk,j)
2
+
∑
k 6=l
qk,k,k,l (uk,j)
2 uk,i ul,i

κˆij := q
−1
iijj
∑
k
qk,k,k,k (uk,i)
2 (uk,j)
2 +
∑
k 6=l
qk,k,k,l (uk,i)
2 uk,j ul,j
+
∑
k<l
qk,k,l,l uk,i uk,j ul,i ul,j

κˆji := q
−1
iijj
∑
k
qk,k,k,k (uk,i)
2 (uk,j)
2 +
∑
k 6=l
qk,k,k,l (uk,j)
2 uk,i ul,i
+
∑
k<l
qk,k,l,l uk,i uk,j ul,i ul,j

κˇij := q
−1
iijj
∑
k
qk,k,k,k (uk,i)
2 (uk,j)
2 +
∑
k 6=l
qk,k,k,l uk,i (uk,j)
2 ul,i
+
∑
k<l
qk,k,l,l uk,i uk,j ul,j ul,i

κˇji := q
−1
iijj
∑
k
qk,k,k,k (uk,i)
2 (uk,j)
2 +
∑
k 6=l
qk,k,k,l uk,j (uk,i)
2 ul,j
111
+
∑
k<l
qk,k,l,l uk,i uk,j ul,j ul,i

ρij := (ui,i)
2 (uj,j)
2 − 1
+ r−1iijj
 ∑
k 6=l, (k,l)6=(i,j)
rk,k,l,l (uk,i)
2 (ul,j)
2 +
∑
k
rk,k,k,k (uk,i)
2 (uk,j)
2
+
∑
k 6=l
rk,l,k,k uk,i ul,i (uk,j)
2 +
∑
k 6=l
rk,k,k,l (uk,i)
2 uk,j ul,j
+
∑
k<l
rk,l,k,l uk,i ul,i uk,j ul,j

ρji := (ui,i)
2 (uj,j)
2 − 1
+ r−1jjii
 ∑
k 6=l, (k,l)6=(j,i)
rk,k,l,l (uk,j)
2 (ul,i)
2 +
∑
k
rk,k,k,k (uk,j)
2 (uk,i)
2
+
∑
k 6=l
rk,l,k,k uk,j ul,j (uk,i)
2 +
∑
k 6=l
rk,k,k,l (uk,j)
2 uk,i ul,i
+
∑
k<l
rk,l,k,l uk,i ul,i uk,j ul,j

(3.71)
Let us prove, for istance, the first in (3.70), with κi as in (3.71) (since the other ones
equalities are similar). Taking into account only the non vanishing components of Q =
qi,j,k,l, we write q˜i,i,i,i as
q˜i,i,i,i =
∑
i′,j′,k′,l′
qi′,j′,k′,l′ ui′,i uj′,i uk′,i ul′,i
=
∑
k
qk,k,k,k (uk,i)
4 +
∑
k 6=l
qk,k,k,l (uk,i)
3 ul,i +
∑
k<l
qk,k,l,l (uk,i)
2 (ul,i)
2
= qi,i,i,i +
qi,i,i,i (u4i,i − 1) +∑
k 6=i
qk,k,k,k (uk,i)
4 +
∑
k 6=l
qk,k,k,l (uk,i)
3 ul,i
+
∑
k<l
qk,k,l,l (uk,i)
2 (ul,i)
2

= qi,i,i,i(1 + κi) . (3.72)
Claim: The functions κi, ρi, κij, · · · defined in (3.71) are O(δ).
This claim follows by direct computation (throughout the asymptotics for Q, R, U given
in Lemmas 3.6, 3.11) of the order of the functions appearing in the summations defining
the functions κi, ρi, κij, · · ·. The details of this computation, for sake of continuity, are
postponed at the end of the present proof: an inspection of such orders, however, shows
that they never go under O(δ).
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To conclude the proof, we use Lemma 3.10. Using equation (3.70) into equation (3.57)
and using the asymptotics (3.63), (3.65) for qiiii, riiii, we find, for the diagonal elements
of A, the asyptotics
Ai,i = 6 q˜i,i,i,i + r˜i,i,i,i
= 6 qi,i,i,i(1 + κi) + ri,i,i,i(1 + ρi)
= (6 qi,i,i,i + ri,i,i,i)(1 + αi,i)
= (1 + αi)×

+3m1m2
4µ21M1
(aˆ1/aˆ2)2
aˆ1aˆ2
δ5−2N for i = 1 ;
−3mimi−1
µ2i Mi
(aˆi−1/aˆi)2
aˆ2i
δ2i+2−2N for 2 ≤ i ≤ N
where
αi,i :=
6 qi,i,i,iκi + ri,i,i,iρi
6 qi,i,i,i + ri,i,i,i
is an O(δ). Similarly, taking into account the asymptotics (3.64), (3.66) for qiijj , riijj, for
for the upper diagonal elements of A, we find
Ai,j(Λ) = 2q˜i,i,j,j + 2q˜j,j,i,i + 2q˜i,j,i,j + 2q˜j,i,j,i + 2q˜i,j,j,i + 2q˜j,i,i,j + r˜i,i,j,j + r˜j,j,i,i
= 2qiijj(1 + κij) + ri,i,j,j(1 + ρij) + rj,j,i,i(1 + ρji)
+ qiijj(2κji + 2kˆij + 2kˆji + 2kˇij + 2kˇji)
= (2qiijj + 2riijj)(1 + αij)
= −9
4
mimj
µi µj
√
MiMjaˆiaˆj
aˆ2i
aˆ3j
δ(7j−3i−4N)/2(1 + αij) (i < j)
(recall riijj = rjjii) with
αij =
(2κji + 2kˆij + 2kˆji + 2kˇij + 2kˇji)qiijj + (ρij + ρji)riijj
2κij + 2qiijj + 2riijj
an O(δ) again.
Proof of the Claim: Using the asymptotics for Q, R, U given in Lemmas 3.6, 3.11, by
direct check, that
1. for 1 ≤ i ≤ N ,
(ui,i)
4 − 1 , u2i,iu2j,j − 1 = O(δ5/2) ;
2. for k 6= i
qkkkk
qiiii
(uki)
4 ,
rkkkk
riiii
(uki)
4 =
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O(δ19k−32) if 1 = i < k
O(δ19(k−i)−8) if 1 < i < k
O(δ15i−26) if 1 = k < i
O(δ15(i−k)−8) if 1 < k < i
3. for k 6= l,
qkkkl
qiiii
(uki)
3(uli) ,
rkkkl
riiii
(uki)
3(uli) ,
rklkk
riiii
(uki)
3(uli) =
O(δ7k−8) if 1 = l < i = k
O(δ7(k−l)−4) if 1 < l < i = k
O(δ(17l−29)/2) if i = k = 1 < l
O(δ(17(l−k)−8)/2) if 1 < i = k < l
O(δ15l−26) if 1 = k < l = i
O(δ15l−15k−8) if 1 < k < l = i
O(δ(35k−59)/2) if 1 = i = l < k
O(δ(35(k−l)−16)/2) if 1 < i = l
O(δ(21k+17l−68)/2) if 1 = i < k < l
O(δ(35k+3l−68)/2) if 1 = i < l < k
O(δ(17(l−k)+38(k−i)−20)/2) if 1 < i < k < l
O(δ(30(i−k)+17(l−i)−20)/2) if 1 < k < i < l
O(δ15(i−l)+15(l−k)−10) if 1 < k < l < i
O(δ15(i−k)+7(k−l)−10) if 1 < l < k < i
O(δ(35(k−l)+38(l−i)−20)/2) if 1 < i < l < k
O(δ10(k−i)+7(i−l)−10) if 1 < l < i < k
4. for k < l,
qkkll
qiiii
(uki)
2(uli)
2 ,
rkkll
riiii
(uki)
2(uli)
2 =
O(δ12l−23) if 1 = i = k < l
O(δ12(l−i)−6) if 1 < i = k < l
O(δ10(i−k)−6) if 1 < k < i = l
O(δ10i−18) if 1 = k < i = l
O(δ12l+7k−34 if 1 = i < k < l
O(δ12(l−k)+19(k−i)−10) if 1 < i < k < l
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O(δ12(l−i)+10i−22) if 1 = k < i < l
O(δ12(l−i)+10(i−k)−10) if 1 < k < i < l
O(δ15(i−l)+10l−22) if 1 = k < l < i
O(δ15(i−l)+10(l−k)−10) if 1 < k < l < i
5. for k < l
rklkl
riiii
(uki)
2(uli)
2 =
O(δ17l−23) if 1 = i = k < l
O(δ14(l−i)−6) if 1 < k = i < l
O(δ14i−22) if 1 = k < i = l
O(δ14(i−k)−6) if 1 < k < i = l
O(δ5k+14l−34) if 1 = i < k < l
O(δ14(l−k)+17(k−i)−10) if 1 < i < k < l
O(δ14(l−i)+12i−24) if 1 = k < i < l
O(δ14(l−i)+12(i−k)−10) if 1 < k < i < l
O(δ15(i−l)+12l−24) if 1 = k < l < i
6. for i < j, k < l, (i, j) 6= (k, l)
qkkll
qiijj
(uk,i)
2(ul,j)
2,
rkkll
riijj
(uk,i)
2(ul,j)
2 =
O(δ12(l−k)+19(k−j)+7j−17) if 1 = i < j < k < l
O(δ12(l−k)+19(k−j)+7(j−i)−8) if 1 < i < j < k < l
O(δ12(l−j)+7j−17) if 1 = i < k = j < l
O(δ12(l−j)+7(j−i)−8) if 1 < i < k = j < l
O(δ12(l−j)+7k−17)) if 1 = i < k < j < l
O(δ12(l−j)+7(j−k)−8) if 1 < i < k < j < l
O(δ7k−13) if 1 = i < k < l = j
O(δ7(k−i)−4) if 1 < i < k < l = j
O(δ5(j−l)+7k−17) if 1 = i < k < l < j
O(δ5(j−l)+7(k−i)−8) if 1 < i < k < l < j
O(δ12(l−j)−4) if 1 = k = i < j < l
O(δ12(l−j)−4) if 1 < k = i < j < l
O(δ5(j−l)−4) if 1 = k = i < l < j
O(δ5(j−l)−4) if 1 < k = i < l < j
O(δ12(l−j)+10i−20) if 1 = k < i < j < l
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O(δ12(l−j)+10(i−k)−8) if 1 < k < i < j < l
O(δ10i−16) if 1 = k < i < l = j
O(δ5(j−l)+10(i−k)−8) if 1 < k < i < l < j
O(δ10(i−k)−4) if 1 < k < i < l = j
O(δ5(j−l)+10i−20) if 1 = k < i < l < j
O(δ5(j−i)+10i−20) if 1 = k < l = i < j
O(δ5(j−i)+10(i−k)−8) if 1 < k < l = i < j
O(δ5(j−i)+15(i−l)+10l−20) if 1 = k < l < i < j
O(δ5(j−i)+15(j−l)+10(l−k)−8) if 1 < k < l < i < j
7. for i < j, k < l,
qkkll
qiijj
(uk,j)
2(ul,i)
2,
rkkll
riijj
(uk,j)
2(ul,i)
2 =
O(δ12(l−k)+19(k−j)+7j−17) if 1 = i < j < k < l
O(δ12(l−k)+19(k−j)+7(j−i)−8) if 1 < i < j < k < l
O(δ12(l−j)+7j−13) if 1 = i < k = j < l
O(δ12(l−j)+7(j−i)−4) if 1 < i < k = j < l
O(δ12(l−j)+17(j−k)+7k−17)) if 1 = i < k < j < l
O(δ12(l−j)+17(j−k)+7(k−i)−8) if 1 < i < k < j < l
O(δ17(j−k)+7k−17) if 1 = i < k < l = j
O(δ17(j−k)+7(k−i)−8) if 1 < i < k < l = j
O(δ5(j−l)+17(l−k)+7k−17) if 1 = i < k < l < j
O(δ5(j−l)+17(l−k)+7(k−i)−8) if 1 < i < k < l < j
O(δ12(l−j)+17j−29) if 1 = k = i < j < l
O(δ12(l−j)+17(j−i)−8) if 1 < k = i < j < l
O(δ(17j−29)/2) if 1 = k = i < j = l
O(δ17(j−i)−8) if 1 < k = i < j = l
O(δ5j+12l−29) if 1 = k = i < l < j
O(δ5(j−l)+17(l−i)−8) if 1 < k = i < l < j
O(δ12(l−j)+17(l−i)+10i−20) if 1 = k < i < j < l
O(δ12(l−j)+17(l−i)+10(i−k)−8) if 1 < k < i < j < l
O(δ17(j−i)+10i−20) if 1 = k < i < l = j
O(δ5(j−l)+17(l−i)+10(i−k)−8) if 1 < k < i < l < j
O(δ17(j−i)+10(i−k)−8) if 1 < k < i < l = j
O(δ5(j−l)+17(l−i)+10i−20) if 1 = k < i < l < j
O(δ5j+5i−16) if 1 = k < l = i < j
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O(δ5(j−i)+10(i−k)−4) if 1 < k < l = i < j
O(δ5(j−i)+15(i−l)+10l−20) if 1 = k < l < i < j
O(δ5(j−i)+15(j−l)+10(l−k)−8) if 1 < k < l < i < j
8. for i < j,
qkkkk
qiijj
(uki)
2(ukj)
2,
rkkkk
riijj
(uki)
2(ukj)
2 =
O(δ5j−8) if 1 = k = i < j
O(δ5(j−i)−2) if 1 < k = i < j
O(δ7(j−i)−2) if k = j > i > 1
O(δ7j−11) if k = j > i = 1
O(δ10i+5j−25) if 1 = k 6= i, j
O(δ12(k−j)+7(k−i)−6) if k > j, i > 1
O(δ12(k−j)+7k−14) if k > j, i = 1
O(δ7(k−i)+5(j−k)−6) if 1 < i < k < j, k > 1
O(δ7k+5(j−k)−15) if 1 = i < k < j, k > 1
O(δ10(i−k)+5(j−k)−6) if 1 < k < i
9. for i < j, k 6= l,
qkkkl
qiijj
(uki)
2ukjulj,
qkkkl
riijj
(uki)
2ukjulj,
qklkk
riijj
(uki)
2ukjulj =
O(δ5j−8) if 1 = k = i < j = l
O(δ5(j−k)−2) if 1 < k = i < j = l
O(δ10i+5j−24) if 1 = k < i < j = l
O(δ15(i−k)+5(j−i)−6 if 1 < k < i < j = l
O(δ2k+5j−15) if 1 = i < k < j = l
O(δ5(j−k)+7(k−i)−6) if 1 < i < k < j = l
O(δ(35(k−j)+14j−30)/2) if 1 = i < j, k > j = l
O(δ(35(k−j)+14(j−i)−12)/2) if 1 < i < j, k > j = l
O(δ5j+2i−12) if 1 = l < i = k < j
O(δ5(j−i)+7(i−l)−4) if 1 < l < i = k < j
O(δ5j−10) if 1 = i = k < l < j
O(δ5(j−i)−4) if 1 < i = k < l < j
O(δ(17(l−j)+10j−20)/2) if 1 = i = k < j < l
O(δ(17(l−j)+10(j−i)−8)/2) if 1 < i = k < j < l
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O(δ14(j−i)+7i−14) if 1 = l < i < k = j
O(δ14(j−i)+7(i−l)−6) if 1 < l < i < k = j
O(δ14j−23 if 1 = l = i < k = j
O(δ(14(j−i)−6) if 1 < l = i < k = j
O(δ14(j−l)+7l−13) if 1 = i < l < k = j
O(δ14(j−l)+7(l−i)−6 if 1 < i < l < k = j
O(δ(17(l−j)+14j−30)/2 if 1 = i < k = j < l
O(δ(17(l−j)+14(j−i)−12)/2 if 1 < i < k = j < l
O(δ5(j−i)+15(i−k)+7k−16 if 1 = l < k < i < j
O(δ5(j−i)+15(i−k)+7(k−l)−8) if 1 < l < k < i < j
O(δ(17|l−j|+3(j−l)+20l+40i−104)/4) if 1 = k < i < j, l 6= j, k
O(δ5(j−i)+15(i−k)+7k−16 if 1 = l < k < i < j
O(δ(5(j−i)+15(i−k)+7(k−l)−8) if 1 < l < k < i < j
O(δ(17|l−j|+3(j−l)+20(l−k)+40(i−k)−32)/4 if 1 < k < i < j, l > k, l 6= j
O(δ5j+9k−25) if 1 = i = l < k < j
O(δ5(j−k)+13(k−l)+6l−17) if 1 = i < l < k < j
O(δ(17|l−j|+3(j−l)+20l+8k−68)/4) if 1 = i < k < j, l > k, l 6= j
O(δ5(j−k)+14(k−i)+7i−16) if 1 = l < i < k < j
O(δ5(j−k)+14(k−i)+7(i−l)−8) if 1 < l ≤ i < k < j
O(δ5(j−k)+14(k−l)+7(l−i)−8) if 1 < i < l < k < j
O(δ5(j−k)+7(k−i)−8) if 1 < i < k < l < j
O(δ(17(l−j)+10(j−k)+14(k−i)−16)/2) if 1 < i < k < j < l
O(δ9(k−j)+14j−25) if 1 = i = l < j < k
O(δ(35(k−j)+28(j−l)+14l−34)/2) if 1 = i < l ≤ j < k
O(δ(35(k−l)+38(l−j)+14j−34)/2)) if 1 = i < j < l < k
O(δ(17(l−k)+38(k−j)+14j−34)/2) if 1 = i < j < k < l
O(δ(35(k−j)+28(j−i)+14i−32)/2) if 1 = l < i < j < k
O(δ(35(k−j)+28(j−l)+14(l−i)−16)/2) if 1 < i ≤ l ≤ j < k
O(δ(35(k−j)+28(j−i)+14(i−l)−16)/2) if 1 < l < i < j < k
O(δ(35(k−l)+38(l−j)+14(j−i)−16)/2) if 1 < i < j < l < k
O(δ(17(l−k)+38(k−j)+14(j−i)−16)/2) if 1 < i < j < k < l
10. for i < j, k 6= l,
qkkkl
qiijj
(ukj)
2ukiuli,
rkkkl
riijj
(ukj)
2ukiuli,
rklkk
riijj
(ukj)
2ukiuli =
O(δ(27j−45)/2) if 1 = k = i < j = l
O(δ(27(j−k)−12)/2) if 1 < k = i < j = l
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O(δ(27(j−i)+30i−52)/2) if 1 = k < i < j = l
O(δ(27(j−i)+30(i−k)−12)/2 if 1 < k < i < j = l
O(δ(27(j−k)+14k−34)/2) if 1 = i < k < j = l
O(δ(27(j−k)+14(k−i)−16)/2) if 1 < i < k < j = l
O(δ(35(k−j)+14j−34)/2) if 1 = i < j = l < k
O(δ(35(k−j)+14(j−i)−16)/2) if 1 < i < j = l < k
O(δ5j+2i−14) if 1 = l < i = k < j
O(δ5(j−i)+7(i−l)−6) if 1 < l < i = k < j
O(δ5j+17l−35) if 1 = i = k < l < j
O(δ(10(j−l)+27(j−i)−12)/2) if 1 < i = k < l < j
O(δ(17(l−j)+27j−45)/2) if 1 = i = k < j < l
O(δ(17(l−j)+27(j−i)−12)/2) if 1 < i = k < j < l
O(δ(11(j−i)+14i−24)/2) if 1 = l < i < k = j
O(δ11(j−i)+14(i−l)−8) if 1 < l < i < k = j
O(δ(11j−17)/2 if 1 = l = i < k = j
O(δ(11(j−i)−4) if 1 < l = i < k = j
O(δ(11(j−l)+14l−22)/2) if 1 = i < l < k = j
O(δ(11(j−l)+14(l−i)−8)/2 if 1 < i < l < k = j
O(δ(17(l−j)+14j−26)/2 if 1 = i < k = j < l
O(δ(17(l−j)+14(j−i)−8)/2 if 1 < i < k = j < l
O(δ5(j−i)+15(i−k)+7k−16 if 1 = l < k < i < j
O(δ5(j−i)+15(i−k)+7(k−l)−8) if 1 < l < k < i < j
O(δ(17|l−i|+17(l−i)+40i+20j−104)/4) if 1 = k < i < j, l 6= j, k
O(δ5(j−i)+15(i−k)+7k−16 if 1 = l < k < i < j
O(δ(5(j−i)+15(i−k)+7(k−l)−8) if 1 < l < k < i < j
O(δ(17|l−i|+17(l−i)+20(j−i)+60(i−k)−32)/4 if 1 < k < i < j, l > k, l 6= j
O(δ(10j+k−25)/2) if 1 = i = l < k < j
O(δ(9(k−l)+10(j−k)+12l−34)/2) if 1 = i < l < k < j
O(δ(34(l−k)+8k+20j−68)/4) if 1 = i < k < j, l > k, l 6= j
O(δ(10(j−k)+11(k−i)+14i−32)/2) if 1 = l < i < k < j
O(δ(10(j−k)+11(k−i)−12)/2) if 1 < l = i < k < j
O(δ(10(j−k)+11(k−i)+14(i−l)−16)2) if 1 < l < i < k < j
O(δ(10(j−k)+11(k−l)+14(l−i)−16)/2) if 1 < i < l < k < j
O(δ(10(j−l)+27(l−k)+14(k−i)−16)/2) if 1 < i < k < l < j
O(δ(17(l−j)+27(j−k)+14(k−i)−16)/2) if 1 < i < k < j < l
O(δ(18(k−j)+11j−25)/2) if 1 = i = l < j < k
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O(δ(35(k−j)+14j−38)/2) if 1 = i < l = j < k
O(δ(35(k−j)+11(j−l)+14l−34)/2) if 1 = i < l < j < k
O(δ(35(k−l)+38(l−j)+14j−34)/2)) if 1 = i < j < l < k
O(δ(17(l−k)+38(k−j)+14j−34)/2) if 1 = i < j < k < l
O(δ(35(k−j)+11(j−i)+14i−32)/2) if 1 = l < i < j < k
O(δ(35(k−j)+11(j−i)−12)/2) if 1 < i = l ≤ j < k
O(δ(35(k−j)+28(j−l)+14(l−i)−20)/2) if 1 < i < l = j < k
O(δ(35(k−j)+11(j−l)+14(l−i)−16)/2) if 1 < i ≤ l ≤ j < k
O(δ(35(k−j)+11(j−i)+14(i−l)−16)/2) if 1 < l < i < j < k
O(δ(35(k−l)+38(l−j)+14(j−i)−16)/2) if 1 < i < j < l < k
O(δ(17(l−k)+38(k−j)+14(j−i)−16)/2) if 1 < i < j < k < l
11. for i < j, k < l,
qkkll
qiijj
ukiukjuliulj , δ
−2(l−k) rklkl
riijj
ukiukjuliulj =
O(δ12(l−k)+19(k−j)+7j−17) if 1 = i < j < k < l
O(δ12(l−k)+19(k−j)+7(j−i)−8) if 1 < i < j < k < l
O(δ12(l−j)+7j−15) if 1 = i < k = j < l
O(δ12(l−j)+7(j−i)−6) if 1 < i < k = j < l
O(δ(19(l−j)+12(j−k)+9k−34)/2)) if 1 = i < k < j < l
O(δ(24(l−j)+17(j−k)+14(k−i)−16)/2)) if 1 < i < k < j < l
O(δ(17(j−k)+14k−30)/2) if 1 = i < k < l = j
O(δ(17(j−k)+14(k−i)−12)/2) if 1 < i < k < l = j
O(δ(10(j−l)+17(l−k)+14k−37)/2) if 1 = i < k < l < j
O(δ(10(j−l)+17(l−k)+14(k−i)−16)/2) if 1 < i < k < l < j
O(δ(24(l−j)+17j−33)/2) if 1 = k = i < j < l
O(δ(24(l−j)+17(j−i)−12)/2) if 1 < k = i < j < l
O(δ(17j−29)/2) if 1 = k = i < j = l
O(δ(17(j−i)−8)/2) if 1 < k = i < j = l
O(δ(10j+7l−33)/2) if 1 = k = i < l < j
O(δ(10(j−l)+17(l−i)−12)/2) if 1 < k = i < l < j
O(δ(24(l−j)+17(l−i)+20i−40)/2) if 1 = k < i < j < l
O(δ(24(l−j)+17(l−i)+20(i−k)−16)/2) if 1 < k < i < j < l
O(δ(17j+3i−36)/2) if 1 = k < i < l = j
O(δ(17(j−i)+20(i−k)−12)/2) if 1 < k < i < l = j
O(δ(10j+7l+3i−40)/2) if 1 = k < i < l < j
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O(δ(10(j−l)+17(l−i)+3(i−k)−16)/2) if 1 < k < i < l < j
O(δ(5j+5i−18)/2) if 1 = k < l = i < j
O(δ5(j−i)+10(i−k)−6) if 1 < k < l = i < j
O(δ5(j−i)+15(i−l)+5l−20) if 1 = k < l < i < j
O(δ5(j−i)+15(j−l)+10(l−k)−8) if 1 < k < l < i < j
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4 Deprit Variables for the Spatial Planetary Prob-
lem
Consider the Spatial Planetary Problem
Hplt(µ; y, x) =
∑
1≤i≤N
( |yi|2
2m˜i
− mˆim˜i|xi|
)
+ µ
∑
1≤i<j≤N
(
yi · yj
m¯0
− m¯im¯j|xi − xj |
)
(4.1)
where (y, x) =
(
(y1, · · · , yN), (x1, · · · , xN)
)
varies in the 6N–dimensional collisionless
phase space
Ccl,3 :=
{
y′, x′ ∈ R3N : x′i 6= x′j 6= 0 ∀ 1 ≤ i < j ≤ N
}
and, as usual,
mˆi = m¯0 + µ m¯i m˜i =
m¯0m¯i
m¯0 + µ m¯i
are the reduced masses.
The system (4.1) exhibits three integrals of the motion (besides the energy) related to
its rotation invariance: the three components of the total angular momentum
C = (Cx, Cy, Cz) =
∑
1≤i≤N
xi × yi . (4.2)
Hence, the number of degrees of freedom of (4.1) can be furtherly reduced. Without
performing such a reduction, any attempt of extending to the spatial case the strategy
described in the previous section for the plane problem inevitably fails: two well known
resonances, called secular resonances (one of which with high order 2N − 1 and firstly
noticed by M. Herman) appear, preventing the direct application of Theorem 2.1.
This section is devoted to the description of the reduction of the number of degrees of
freedom of (4.1), by means of a change of variables essentially discovered, in the case of
the Four Body Problem, by Francoise Boigey [9] and then extended to the general case
by A. Deprit (1926,2006), [15]. It may be viewed as a natural extension of the Jacobi
or nodes reduction, used in [33], to prove the existence of quasi–periodic motions in the
Three–Body Problem.
The three components Cx, Cy, Cz of the total angular momentum do not commute, but
they verify the cyclic rules 23{
Cx, Cy
}
= Cz ,
{
Cy, Cz
}
= Cx ,
{
Cz, Cx
}
= Cy .
23As usual,
{
f, g
}
denotes the usual Poisson brackets of f , g:{
f, g
}
:=
∑
1≤i≤N
(
∂xif∂yig − ∂yif∂xig
)
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However, as well known, starting with Cx, Cy, Cz, it is possible to construct two com-
muting integrals, for istance
Cz and G := |C| =
√
C2x + C
2
y + C
2
z .
We define then a system of (action–angle) symplectic coordinates, which are adapted to
the reduction, since they have Cz and G among their generalized momenta. The angle ζ
conjugate to Cz is an integral of the motion too, implying that the Hamiltonian (4.1),
when expressed in such variables, does not depend on the couple (Cz, ζ) and the angle
g conjugate to G. The constant value G = G0 will appear into the Hamiltonian as an
“external parameter”, meaning with this that the motion of the remaining 2(3N − 2)
variables will take place on a phase space parametrized by G0. Owing to the rotation
invariance of (4.1), in particular, we find a set of symplectic variables on the manifold of
dimension 2(3N − 2)
Mvert,G0 :=
{
y, x ∈ (R3)N : Cx = Cy = CNx = 0, Cz = G0
}
,
where CNx denotes the first component of the N
th angular momentum CN = xN × yN .
A further trivial integration will reconstruct the full motion on the full phase space.
Successively, we define a set of regularized variables (analogue to Poincare´’s ones) on a
larger domain, accordingly to the non–planarity condition.
4.1 Angular Momentum Reduction
Fix an orthonormal 3–ple (kx, ky, kz) in R
3. Denote by
Ci := xi × yi 1 ≤ i ≤ N
the angular momentum of the “ body i” and let
Si :=
∑
1≤j≤i
Cj 2 ≤ i ≤ N
the sum of the first i angular momenta, so that SN ≡ C coincides with the total angular
momentum (4.2) of the system (S1 is not defined because it coincides with C1). Consider
also, on the plane orthogonal to Ci, the (mˆi, m˜i)–Keplerian motion evolving from (yi, xi),
which is defined as the solution of the differential problem{
v¨ = −mˆi v|v|3 , v ∈ R3
(m˜iv˙(0), v(0)) = (yi, xi)
(4.3)
As well known, the curve t → v(mˆi, m˜i, yi, xi; t) solution of (4.3) draws in the space a
conic section Ei := E(mˆi, m˜i, yi, xi) and we denote by ei := e(mˆi, m˜i, yi, xi) its eccentricity.
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On the subset C∗ of inital data (y, x) ∈ (R3)N × (R3)N for which
C1 × C2 6= 0
Si × Ci+1 6= 0 2 ≤ i ≤ N − 1
kz × C 6= 0
0 < ei < 1 1 ≤ i ≤ N
(4.4)
(in particular, each Ei is an ellipse), we define the set of variables 24(
(L,Γ,Ψ), (ℓ, γ, ψ)
)
:=
(
(L1, · · · , LN ,Γ1, · · · ,ΓN ,Ψ1, · · · ,ΨN), (ℓ1, · · · , ℓN , γ1, · · · , γN , ψ1, · · · , ψN)
)
∈
(
RN+ × RN+ × (RN−1+ × R)
)
× (TN)3
as follows.
(d1) For 1 ≤ i ≤ N , if ai := a(mˆi, m˜i, yi, xi) is the semimajor axis of Ei, then,
Li := m˜i
√
mˆiai ;
(d2) if Ai := A(mˆi, m˜i, yi, xi) denotes the area spanned from the perihelion Pi of Ei to
xi, then, the angle ℓi is the mean anomaly
ℓi := 2
Ai
a2i
√
1− e2i
;
(d3) the action Γi is
Γi := |Ci| = Li
√
1− e2i .
(d4) For 1 ≤ i ≤ N − 1, the action Ψi is
Ψi = |Si+1| .
Notice that ΨN−1 = G = |C| is an integral of the motion.
(d5) The action ΨN is
ΨN = Cz
the third component of C. Also this variable is an integral of the motion.
Now, in order to define the conjugated angles γ, ψ, we introduce the following notations.
Given 0 6= w ∈ R3, we define the plane πw orthogonal to w:
πw := {u ∈ R3 : u · w = 0} .
24R+ := (0,+∞) ⊂ R
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If u, v are two non vanishing vectors in πw, we define
ku :=
u
|u| , kw :=
w
|w| , kuv := kw ∧ ku
so that the triple (ku, kuw, kw) is an orthonormal positively oriented basis
25. We then
define the oriented angle seen from w from u to v, and denote it by αw(u, v), as the angle
t+ 2πZ, where t is the unique number in [0, 2π) such that
v = cos tku + sin tkwu .
We can now define the angles γ, ψ. In view of assumptions (4.4), the following “nodes”
are non vanishing
ni :=
{
C2 × C1 , i = 1
Si × Ci , 2 ≤ i ≤ N
n¯ := kz × C ,
hence, the following definitions are well put.
(d6) For 1 ≤ i ≤ N , the angle γi locates the perihelion Pi of Ei:
γi = αCi(ni, Pi) .
(d7) When N ≥ 3, the angles ψ1, · · ·, ψN−2 are
ψi = αSi+1(ni+2, ni+1) , 1 ≤ i ≤ N − 2 .
(d8) The angle ψN−1 is
ψN−1 = g := αC(n¯, −nN ) .
(d9) The angle ψN is the longitude of the node
26 of C with respect to (kx, ky, kz),
namely,
ψN = ζ := αkz(kx, n¯) .
Notice that this angle, together with the actions G, Cz, is the third component of
the total angular momentum C.
The variables
(
(L,Γ,Ψ), (ℓ, γ, ψ)
)
defined via d1 ÷ d9 will be referred as action–angle
Deprit variables (or, simply, Deprit variables); the map
Φ∗ : C∗ →
(
RN+ × RN+ × (RN−1+ × R)
)
× (TN )3
25I. e., the determinant of the matrix with coloumns the components of the oriented triple (ku, kuw, kw)
is positive (and in fact 1).
26The longitude of the node of v with respect to the orthonormal 3–ple (ex, ey, ez) is defined as the
angle αez(ex, ez × v).
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which sends a point (y, x) ∈ C∗ to the Deprit variables Deprit map; their phase space is
denoted as D∗. It corresponds to be the subset of
(
(L,Γ,Ψ), (ℓ, γ, ψ)
)
∈
(
RN+ × RN+ ×
(RN−1+ × R)
)
× (TN)3 defined by the inequalities

Γi < Li 1 ≤ i ≤ N
|Γ1 − Γ2| < Ψ1 < Γ1 + Γ2
|Ψi−1 − Γi+1| < Ψi < Ψi−1 + Γi+1 2 ≤ i ≤ N − 1
|ΨN | < ΨN−1
(4.5)
In fact, by definition,
Φ∗(C∗) ⊆ D∗
and we can prove
Theorem 4.1 The Deprit map Φ∗ is a real–analytic symplectomorphism (symplectic
diffeomorphism onto) of C∗ onto D∗.
Real–analyticity follows immediately from the definition. To check injectivity and sur-
jectivity, we shall exhibit its inverse transformation. The basis of the inversion formulae
is to express the angular momenta Ci (1 ≤ i ≤ N), in terms of the Deprit variables :
this is done in the following Lemma.
Lemma 4.1 The angular momenta C1, · · ·, CN can be expressed in terms of the variables
(Γ,Ψ, ψ) as follows. First, define N − 1 orthonormal triples (eix, eiy, eiz), 2 ≤ i ≤ N by
letting 
eNx := − cos ζkx − sin ζky
eNz :=
√
1−
(
Cz
G
)2
sin ζkx −
√
1−
(
Cz
G
)2
cos ζky +
Cz
G
kx
eNy := e
N
z × eNx = CzG sin ζkx − CzG cos ζky −
√
1−
(
Cz
G
)2
kz
(4.6)
then (inductively), given (ei+1x , e
i+1
y , e
i+1
z ), for 3 ≤ i+ 1 ≤ N , let
eiz := − ri+1Ψi−1 sinψi ei+1x +
ri+1
Ψi−1
cosψi e
i+1
y +
h˜i
Ψi−1
ei+1z
eix := e
i+1
x cosψi + e
i+1
y sinψi
eiy := e
i
z × eix = − h˜iΨi−1 sinψiei+1x + h˜iΨi−1 cosψiei+1y −
ri+1
Ψi−1
ei+1z
. (4.7)
Then,
Ci =
{
ri sinψi−1eix − ri cosψi−1eiy + hieiz 2 ≤ i ≤ N
−r2 sinψ1e2x + r2 cosψ1e2y + h1e2z i = 1
where, with the convention Ψ0 := Γ1,
ri =
√
(Ψ2i−2 − (Γi −Ψi−1)2)((Γi +Ψi−1)2 −Ψ2i−2)
2Ψi−1
for 2 ≤ i ≤ N
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hi =

Ψ21−Γ22+Γ21
2Ψ1
for i = 1
Γ2i+Ψ
2
i−1−Ψ2i−2
2Ψi−1
for 2 ≤ i ≤ N
h˜i :=
Ψ2i +Ψ
2
i−1 − Γ2i+1
2Ψi
for 2 ≤ i ≤ N − 1
Proof. By definition of ζ , G, Cz, the components of C are
C =

√
G2 − C2z sin ζ
−
√
G2 − C2z cos ζ
Cz

Consider the orthonormal 3–ple (4.6), which has eNz in the direction of C, e
N
x is in the
direction of −n¯ = −kz × C. Then, the modulus, the third component and the longitude
of CN with respect to (e
N
x , e
N
y , e
N
z ) are given, respectively, by
|CN | = ΓN
CN · ez = CN · SN
G
=
|CN |2 + |SN |2 − |SN − CN |2
2ΨN−1
=
Ψ2N−1 + Γ
2
N −Ψ2N−2
2ΨN−1
= hN−1
αez (ex, ez × CN) = αSN (−n¯, SN × CN)
= ψN−1 (4.8)
which is equivalent to
CN = rN sinψN−1 e
N
x − rN cosψN−1 eNy + hN eNz ,
with
rN :=
√
Γ2N − h2N =
√
(Ψ2N−2 − (ΓN −ΨN−1)2)((ΓN +ΨN−1)2 −Ψ2N−2)
2ΨN−1
.
Assume, now, that
Ci+1 = ri+1 sinψi e
i+1
x − ri+1 cosψi ei+1y + hi+1 ei+1z for 3 ≤ i+ 1 ≤ N
Then,
Si := C1 + · · ·+ Ci
= Si+1 − Ci+1
= Ψie
i+1
z −
(
ri+1 sinψi e
i+1
x − ri+1 cosψi ei+1y + hi+1 ei+1z
)
= −ri+1 sinψi ei+1x + ri+1 cosψi ei+1y + h˜i ei+1z ,
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with
h˜i := Ψi − hi+1 = Ψ
2
i +Ψ
2
i−1 − Γ2i+1
2Ψi
.
Let, now, (eix, e
i
y, e
i
z) the orthonormal 3–ple with e
i
z in the direction of Si, e
i
x in the
direction of Si × Ci+1:
eiz =
Si
Ψi−1
= − ri+1
Ψi−1
sinψi e
i+1
x +
ri+1
Ψi−1
cosψi e
i+1
y +
h˜i
Ψi−1
ei+1z
eix :=
Si×Ci+1
|Si×Ci+1| = e
i+1
x cosψi + e
i+1
y sinψi
eiy := e
i
z × eix = − h˜iΨi−1 sinψiei+1x + h˜iΨi−1 cosψiei+1y −
ri+1
Ψi−1
ei+1z
.
Repeating the argument in (4.8), we find that the modulus, the third component and
the longitude of the node of Ci with respect to (e
i
x, e
i
y, e
i
z) are given by
|Ci| = Γi
Ci · eiz =
Ci · Si
Ψi−1
=
|Ci|2 + |Si|2 − |Si − Ci|2
2Ψi−1
=
Γ2i +Ψ
2
i−1 −Ψ2i−2
2Ψi−1
= hi
αeiz
(
eix, e
i
z × Ci
)
= αSi (ni+1, ni)
= ψi−1
which is equivalent to
Ci = ri sinψi−1 eix − ri cosψi−1 eiy + hi eiz
hence,
ni = Si × Ci = Ψi−1eiz × Ci = Ψi−1ri(cosψi−1 eix + sinψi−1 eiy)
where
ri =
√
Γ2i − h2i =
√
(Ψ2i−2 − (Γi −Ψi−1)2)((Γi +Ψi−1)2 −Ψ2i−2)
2Ψi−1
.
with the convention Ψ0 := Γ1. At the N
th step, put
C1 = S2 − C2 = −r2 sinψ1 e2x + r2 cosψ1 e2y + h˜1 e2z
with
h1 := Ψ1 − h2 = Ψ1 − Γ
2
2 +Ψ
2
1 − Γ21
2Ψ1
=
Γ21 +Ψ
2
1 − Γ22
2Ψ1
.
This completes the proof of the Lemma.
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Remark 4.1 The Deprit map may be seen as an “unfolding” of the Jacobi reduction
of the nodes, available for N = 2. To well understand this point, we write it in spatial
Delaunay variables (L,G, Θ, ℓ,g,ϑ), with L = (L1, · · · , LN ),G=(G1, · · · , GN), · · ·, which,
we recall, are defined as
Li = m˜i
√
mˆiai
Gi = |Ci| =
√
1− e2iLi
Θi = Ci · kz

ℓi =
2Ai
ai
√
1−e2i
gi = αCi(n¯i, Pi))
ϑi = αkz(kx, n¯i)
(4.9)
and they are well defined whenever
n¯i := kz × Ci 6= 0 , ei 6= 0 for 1 ≤ i ≤ N .
The variables Li, ℓi, Gi are then left unchanged. To find the expressions of the remaining
Delaunay variables in terms of the Deprit variables, we use the expressions of the angular
momenta Ci of Lemma 4.1, in the case N = 2:
C1 =

r cos ζ sin g + rCz
G
sin ζ cos g + h1
√
G2−C2z
G
sin ζ
r sin ζ sin g − rCz
G
cos ζ cos g − h1
√
G2−C2z
G
cos ζ
Cz
G
h1 − r
√
G2−C2z
G
cos g

C2 =

−r cos ζ sin g − rCz
G
sin ζ cos g + h2
√
G2−C2z
G
sin ζ
−r sin ζ sin g + rCz
G
cos ζ cos g − h2
√
G2−C2z
G
cos ζ
Cz
G
h2 + r
√
G2−C2z
G
cos g

(4.10)
with
r =
√
(Γ21 − (Γ2 −G)2)((Γ2 +G)2 − Γ21)
2G
h1 =
G2 + Γ21 − Γ22
2G
, h2 =
G2 + Γ22 − Γ21
2G
.
This allows us to find the nodes n¯, n¯i, ni, and hence, the Delaunay perihelia arguments
gi:
gi = αCi(n¯i, Pi) = αCi(ni, Pi) + αCi(n¯i, ni) = γi + αCi(n¯i, ni) (i = 1, 2) .
and the Delaunay nodes
ϑi = αkz(kx, n¯i) = αkz(kx, n¯) + αkz(n¯, n¯i) = ζ + αkz(n¯, n¯i) .
Finally, identifying Θ1, Θ2 with the third components of C1, C2 in (4.10), we complete
the inversion formulae of the Delaunay variables in therm of the D–variables with Θ1 =
Cz
2
+ Cz
2G2
(Γ21 − Γ22)−
√
(G2−C2z )(Γ11−(Γ2−G)2)((Γ2+G)2−Γ11)
2G2
cos g
Θ2 =
Cz
2
− Cz
2G2
(Γ21 − Γ22) +
√
(G2−C2z )(Γ11−(Γ2−G)2)((Γ2+G)2−Γ11)
2G2
cos g
(4.11)
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However, due to the rotation invariance, the expression of the Hamiltonian is independent
on the choice of the reference frame (kx, ky, kz). If we choose kz parallel to C and kx
parallel to C × C1 = n1, we have n¯i = ni, hence,
gi = γi (i = 1, 2) .
Also, since n1 = −n2,{
ϑ1 = αkz(kx, n¯1) = αkz(n1, n1) = 0
ϑ2 = αkz(kx, n¯2) = αkz(n1, n2) = π
(“opposition of the nodes”)
Finally, when the total angular momentum C is seen vertical, G = Cz, hence, (4.11)
becomes  Θ1 = G2 +
Γ21−Γ22
2G
Θ2 =
G
2
− Γ21−Γ22
2G
The previous formulae (completed with the identity on Li, ℓi) are recognized as the
classical formulae for the Jacobi’s reduction of the nodes.
Proposition 4.1 The Deprit map Φ∗ is invertible on D∗ and its inverse Φ−1∗ is defined
as follows. Let Rx, Rz denote the elementary rotations
Rx(α) =
 1 0 00 cosα − sinα
0 sinα cosα
 , Rz(α) =
 cosα − sinα 0sinα cosα 0
0 0 1

Iz the reflection
Iz =
 −1 0 00 −1 0
0 0 1
 ;
let i, ij, i˜j ∈ (0, π) be defined by
cos i =
Cz
G
, cos ij =
hj
Γj
1 ≤ j ≤ N , cos i˜j = h˜j
Ψj−1
2 ≤ j ≤ N − 1 , (4.12)
with hj, h˜j as in Lemma 4.1 put
Rj :=
{
Rz(ψj)Rx(˜ij) 2 ≤ j ≤ N − 1
Rz(ζ)Rx(i) j = N ,
Sj :=
{ Rz(ψ1)Rx(i1) j = 1
Rz(ψj−1)IzRx(ij) 2 ≤ j ≤ N
(4.13)
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and define
Ri =
{
RN · · ·R2S1 i = 1
RN · · ·RiSi 2 ≤ i ≤ N (4.14)
Denote by
Di : (L¯, ℓ¯, Γ¯, γ¯)→ (Yi(L¯, ℓ¯, Γ¯, γ¯), Xi(L¯, ℓ¯, Γ¯, γ¯))
the plane (mˆi, m˜i)–Delaunay map, defined as the four dimensional map
Di : ((L¯, Γ¯), (ℓ¯, γ¯)) ∈ R2+ × T2 : Γ¯ < L¯→ (Yi, Xi) ∈ R3 × R3
given by
Xi =
1
mˆi
(
L¯
m˜i
)2
Rz(γi)

cos u¯−
√
1−
(
Γ¯
L¯
)2
Γ¯
L¯
sin u¯
0

, Yi =
m˜4i mˆ
2
i
L¯3
∂ℓ¯Xi
with u¯ := u(L¯, Γ¯, ℓ¯) the unique solution of the Kepler’s Equation
u−
√√√√1− ( Γ¯
L¯
)2
sin u = ℓ¯
Then, {
yi = Ri(Γ,Ψ, ψ)Yi(Li, ℓi,Γi, γi)
xi = Ri(Γ,Ψ, ψ)Xi(Li, ℓi,Γi, γi) 1 ≤ i ≤ N (4.15)
Proof. By definition, the (mˆi, m˜i)–plane Delaunay map
Di : (Li, ℓi,Γi, γi) → (Yi(Li, ℓi,Γi, γi), Xi(Li, ℓi,Γi, γi)
:=
(
(Yix, Yiy, 0), (Xix, Xiy, 0)
)
gives the coordinates of yi, xi on the basis of the “orbital triples”, i.e. the (orthonormal)
triples (f ix, f
i
y, f
i
z), where f
i
x is in the direction of ni, f
i
z in the direction of Ci (and, hence,
f iy = f
i
z × f ix) {
yi = Yixf
i
x + Yiyf
i
y
xi = Xixf
i
x +Xiyf
i
y
1 ≤ i ≤ N . (4.16)
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Having the expressions of C1, · · ·, CN in terms of the Deprit variables allows to find the
orbital triples (f ix, f
i
y, f
i
z):
27

f1x :=
n1
|n1| = − cosψ1e2x − sinψ1e2y
f1z :=
C1
Γ1
= − r2
Γ1
sinψi−1e2x +
r2
Γ1
cosψ1e
2
y +
h1
Γ1
e2z
f1y := f
1
z × f1x = h1Γ1 sinψ1e2x − h1Γ1 cosψi−1e2y + r2Γ1 e2z
f ix :=
ni
|ni| = cosψi−1e
i
x + sinψi−1e
i
y
f iz :=
Ci
Γi
= ri
Γi
sinψi−1eix − riΓi cosψi−1eiy + hiΓi eiz
f iy := f
i
z × f ix = −hiΓi sinψi−1eix + hiΓi cosψi−1eiy + riΓi eiz
2 ≤ i ≤ N
(4.17)
Put, for shortness,
Fi :=
 f
i
x
f iy
f iz
 1 ≤ i ≤ N , Ei :=
 e
i
x
eiy
eiz
 2 ≤ i ≤ N , K :=
 kxky
kz

Then, equations (4.6), (4.7), (4.17) may be written as
EN = Rˆ
T
NK , Ei = Rˆ
T
i Ei+1 2 ≤ i ≤ N − 1 , Fi =
{
SˆT1E2 i = 1
SˆTi Ei 2 ≤ i ≤ N
(4.18)
where:
Rˆj :=
{
IzRz(ψj)Rx(˜ij)Iz 2 ≤ j ≤ N − 1
Rz(ζ)Rx(i)Iz j = N ,
Sˆj :=
{
IzRz(ψ1)Rx(i1) j = 1
Rz(ψj−1)Rx(ij) 2 ≤ j ≤ N
Then, in view of (4.18), we can write
Fi = RTi K
(4.19)
with
Ri :=
{
RˆN · · · Rˆ2Sˆ1 i = 1
RˆN · · · RˆiSˆi 2 ≤ i ≤ N (4.20)
Equations (4.16), (4.19), with Ri as in (4.20), give the inversion formulae{
yi = Ri(Γ,Ψ, ψ)Yi(Li, ℓi,Γi, γi)
xi = Ri(Γ,Ψ, ψ)Xi(Li, ℓi,Γi, γi) 1 ≤ i ≤ N
27Use Ψi−1e
i
z =
∑
1≤j≤i Ci = Si, hence, for 2 ≤ i ≤ N , ni = Si × Ci = Ψi−1eiz × Ci =
Ψi−1ri(cosψi−1e
i
x + sinψi−1e
i
y). For i = 1, recall that n1 = −n2.
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and this concludes the proof (the definitions (4.13), (4.14) of Ri are a rewrite of (4.20)).
The frames Ei (2 ≤ i ≤ N), Fi (1 ≤ i ≤ N) introduced in the previous proof correspond
to the frames F ∗N−i, FN−i+1 of the binary tree of kinetic frames arising from F = K of
[15].
There remains to prove symplecticity of Φ∗. This is done by induction. We write then
explicitly the dependence on N for the Deprit map, i.e. , we write the Deprit map as
ΦN∗ : CN∗ → DN∗ . The basis for the induction is N = 2.
Lemma 4.2 The 2–Deprit map Φ2∗ : C2∗ → D2∗ is symplectic.
The technique for the proof of Lemma 4.2 is similar to the one presented in [15], apart
from the introduction of the plane Delaunay map.
Proof. In the case N = 2, we have
R1 = RS1 = Rz(ζ)Rx(i)Rz(g)Rx(i1) , R2 = RS2 = Rz(ζ)Rx(i)Rz(g)IzRx(i2)
where i1, i2, i ∈ (0, π) are defined by
cos i1 =
h1
Γ1
, cos i2 =
h2
Γ2
, cos i =
Cz
G
.
Differentiating xi in (4.15), we find
dxi = Ri(Γ,Ψ, ψ)dX(Li, ℓi,Γi, γi) + (dRi(Γ,Ψ, ψ))X(Li, ℓi,Γi, γi) i = 1, 2 .
So, since Ri is unitary and the plane Delaunay map Di is symplectic,
yi · dxi = Yi(Li, ℓi,Γi, γi) · dXi(Li, ℓi,Γi, γi) + yi · (dRi(Γ,Ψ, ψ))Ri(Γ,Ψ, ψ)Txi
= Lidℓi + Γidγi + yi · (dRi(Γ,Ψ, ψ))Ri(Γ,Ψ, ψ)Txi
Thus, summing over i = 1, 2,
y · dx = L · dℓ+ Γ · dγ
+ y1 · (dR1(Γ,Ψ, ψ))R1(Γ,Ψ, ψ)Tx1 + y2 · (dR2(Γ,Ψ, ψ))R2(Γ,Ψ, ψ)Tx2
(4.21)
Differantiating R1 = Rz(ζ)Rx(i)Rz(g)Rx(i1) and using, as well known,
(dRx(α))Rx(α)Tq = kx × q dα , (dRz(α))Rz(α)T q = kz × q dα
we find
(dR1(Γ,Ψ, ψ))R1(Γ,Ψ, ψ)Tx1 = kz × x1 dζ + ez × x1 dg
− ex × x1 di+ f1x × x1di1
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which gives, taking the scalar product with y1,
y1 · (dR1(Γ,Ψ, ψ))R1(Γ,Ψ, ψ)Tx1 = C1 · kzdζ + C1 · ezdg
− C1 · ex di+ C1 · f1x di1
= C1 · kzdζ + C1 · ezdg
− C1 · ex di (4.22)
since C1 · f1x = 0. Similarly, differentiating R2 = Rz(ζ)Rx(i)Rz(g)IzRx(i2), we find
y2 · (dR2(Γ,Ψ, ψ))R2(Γ,Ψ, ψ)Tx1 = C2 · kzdζ + C2 · ezdg
− C2 · ex di (4.23)
The sum of (4.22) and (4.23) gives then
y1 · (dR1(Γ,Ψ, ψ))R1(Γ,Ψ, ψ)Tx1 + y2 · (dR2(Γ,Ψ, ψ))R2(Γ,Ψ, ψ)Tx2
= C · kzdζ + C · ezdg − C · exdi
= Czdζ +Gdg
since
C = C1 + C2 = Gez
(which also implies C · ex = 0). The proof is complete, in view of (4.21).
It remains to prove the inductive step.
Lemma 4.3 Assume that the N–Deprit map ΦN∗ : CN∗ → DN∗ , is symplectic for a given
N ≥ 2. Then, the (N + 1)– Deprit map ΦN+1∗ : CN+1∗ → DN+1∗ is symplectic.
Proof. Without loss of generality, we shall restrict to the subset CˆN+1∗ of CN+1∗ where
also
nˆi := kz × Si 6= 0 1 ≤ i ≤ N, n¯i := kz × Ci 6= 0 1 ≤ i ≤ N + 1 (4.24)
and then we will recover the result by continuity. Under the assumption (4.24), we can
view the Deprit map ΦN+1∗ in Delaunay variables, namely, we shall write Φ
N+1
∗ = Φˆ
N+1
∗ ◦
ΦN+1D , where (L,G,Θ, ℓ, g, ϑ) = Φ
N
D(y, x) is the map (4.9) which defines the Delaunay
variables. Let DˆN+1∗ := ΦN+1D (CˆN+1∗ ). Then, Φˆ2∗ is symplectic on Dˆ2∗, by Lemma 4.2; ΦˆN∗
is symplectic on DˆN∗ by assumption. We equivalently prove that ΦˆN+1∗ is symplectic on
DˆN+1∗ , which will conclude (since ΦnD is symplectic on Cˆn∗ , for any n). Neglecting the
variables (L, ℓ) (on which ΦˆN+1∗ acts as the identity), the map Φˆ
N+1
∗ is described by
equations 
Γi = Gi 1 ≤ i ≤ N + 1
Ψi = |∑1≤j≤i+1Cj | 1 ≤ i ≤ N − 1
G = |SN+1|
Cz =
∑
1≤j≤N+1Θj
γi = gi + αCi(ni, n¯i) 1 ≤ i ≤ N + 1
ψi = αSi+1(ni+2, ni+1) 1 ≤ i ≤ N − 1
g = αSN+1(n¯,−nN+1)
ζ = αkz(kx, n¯)
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where the Ci’s, hence, Si = C1 + · · ·+ Ci+1 and the nodes n¯i = kz × Ci, ni = Si × Ci ,
n¯ = kz × SN+1, are thought as functions of the Delaunay variables 28 .
Let us introduce the following notations
zi := (Li, Gi,Θi, ℓi, gi, ϑi) , Zi := (Li,Γi,Ψi, ℓi, γi, ψi){
z := (z1, · · · , zN+1)
zˆi := (z1, · · · , zN )
{
Z := (Z1, · · · , ZN+1)
Zˆi := (Z1, · · · , ZN)
Now, if z ∈ DˆN+1∗ , then, the point zˆ lies in the domain of definition DˆN∗ of ΦˆN∗ and we
can set 29
Φ˜N+1∗ (z) = Φ˜
N+1
∗ (zˆ, zN) = Φˆ
N
∗ (zˆ, zN+1) =: Z
′ = (Zˆ ′, zN+1) (4.25)
i.e. , Φ˜N+1∗ acts as Φˆ
N
∗ on zˆ, while on the last block zN+1 of the Delaunay variables acts
as the identity. Φ˜N+1∗ is thus symplectic since Φˆ
N
∗ is, as already outlined. Now, leaving
the remaining variables unchanged, we apply Φˆ2∗ to the two blocks consisting, the former,
to the block of variables
z′N := (L
′
N ,G
′ = Ψ′N−1, C
′
z = Ψ
′
N , ℓN+1, g
′ = ψ′N−1, ζ
′ = ψ′N )
and, the latter, to the block of variables zN+1 left unvaried by Φ˜
N+1
∗ . We define, then,
Φ˜2∗ : Z
′ → Z
as follows:
Zi = Z
′
i 1 ≤ i ≤ N − 2
(LN−1,ΓN−1,ΓN , ℓN−1, γN−1, γN) = (L′N−1,Γ
′
N−1,Γ
′
N , ℓ
′
N−1, γ
′
N−1, γ
′
N)
((LN ,ΨN−1,ΨN , ℓN+1, ψN−1, ψN), (LN+1,ΓN+1,ΨN+1, ℓN+1, γN+1,ΨN+1)) = Ψˆ2∗(z
′
N , zN+1)
Also Φ˜2∗ is symplectic, because it is obtained lifting Φˆ
2
∗ with the identity map, and,
therefore, so is the composition
Φ˜2∗ ◦ Φ˜N+1∗ . (4.26)
The claim, now, follows upon recognizing that (4.26) reconstructs ΦˆN+1∗ :
Φ˜2∗ ◦ Φ˜N+1∗ = ΦˆN+1∗ . (4.27)
28The angular momenta Ci’s, in terms of the Delaunay variables are
Ci =

√
G2i −Θ2i sinϑi
−
√
G2i −Θ2i cosϑi
Θi
 .
This follows from the definitions of (Gi,Θi, ϑi).
29In (4.25), let Zˆ ′ = (Z ′1, · · · , Z ′N ), with Z ′i = (L′i,Γ′i,Ψ′i, ℓ′i, γ′i, ψ′i), for 1 ≤ i ≤ N .
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The key point while checking (4.27) is
ψN−1|Φ˜2∗◦Φ˜N+1∗ = g′ + αSN (SN+1 × SN , kz × SN)
= αSN (kz × SN ,−SN × CN) + αSN (SN+1 × SN , kz × SN)
= αSN (SN+1 × SN ,−SN × CN)
= αSN (−SN+1 × CN+1,−SN × CN)
= αSN (SN+1 × CN+1, SN × CN)
= ψN−1|ΦˆN+1∗ ,
since, by definition, g′ = αSN (kz × SN ,−SN × CN) and SN = SN+1 − CN+1.
4.2 Regularization
The action–angle Deprit variables discussed in the previous section become singular when
some of (4.4) do not hold. In this paragraph, we discuss a Poincare´ regularization. For
N = 2, we put 
G := G
g := g + ζ
P :=
√
2(G− Cz) cos ζ
Q := −
√
2(G− Cz) sin ζ
{
Λi = Li
λi = ℓi + γi
 ηi =
√
2(Li − Γi) cos γi
ξi = −
√
2(Li − Γi) sin γi
and we recover the “unfolding” of the Jacobi regularized coordinates. So, we discuss in
detail only the case N ≥ 3.
Let then N ≥ 3 and let C ⊃ C∗ the set of (y, x) ∈ R3N × R3N where
ei < 1
C
|C| · kz 6= −1
C1
|C1| · C2|C2| 6= −1
Ci
|Ci| · Si|Si| 6= −1 2 ≤ i ≤ N − 1
C
|C| · CN|CN | 6= ±1
. (4.28)
i.e. , the eccentricities are allowed to go to 0; C1 is allowed to go parallel to C2; Ci are
allowed to go parallel to Si for 2 ≤ i ≤ N − 1; C is allowed to go parallel to kz.
Other regularizations than (4.28) (relatively to different choices for the signs of the dot
products in (4.28)) might be discussed.
In order to regularize zero eccentricities and the first N − 1 mutual inclinations, i.e. , in
order to define a new set of variables in a region of the phase space where
ei = 0 for some 1 ≤ i ≤ N , or Si ‖ Ci for some 2 ≤ i ≤ N − 1 ,
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we assume that the variables Λ, G satisfy∣∣∣∣∣∣
∑
1≤i≤N−1
Λi − ΛN
∣∣∣∣∣∣ < G <
∑
1≤i≤N
Λi . (4.29)
This guarantees that the configuations of the phase space corresponding to (simul-
tanously) zero eccentricities and first N − 1 mutual inclinations might be reached by
the system, being inner points of the phase space.
Theorem 4.2 When Λ, G also satisfy (4.29), define the real–analytic symplectomor-
phism
Φr :
(
(L,Γ,Ψ), (ℓ, γ, ψ)
)
∈ D∗ →
(
(Λ, λ), (η, ξ), (p, q), (G, g), (P,Q)
)
=
(
(Λ1, · · · ,ΛN), (λ1, · · · , λN), (η1, · · · , ηN , ξ1, · · · , ξN)
(p1, · · · , pN−2, q1, · · · , qN−2), (G, g), (P,Q)
)
∈ (RN+ × TN )× (RN × RN )× (RN−2 × RN−2)×
×(R+ × T)× (R× R)
as follows. Let
Hi := Li − Γi 1 ≤ i ≤ N Ki :=
{
Γ1 −Ψ1 + Γ2 i = 1
Ψi−1 −Ψi + Γi+1 2 ≤ i ≤ N − 2
κi :=
∑
i≤j≤N−2
ψj 1 ≤ i ≤ N − 2 κˆi :=

κ1 i = 1
κi−1 2 ≤ i ≤ N − 1
0 i = N
hi := γi + κˆi
and put 
Λi := Li
λi := ℓi + hi
ηi :=
√
2Hi cos hi
ξi := −
√
2Hi sin hi
1 ≤ i ≤ N ,
{
pi :=
√
2Ki cosκi
qi := −
√
2Ki sin κi
1 ≤ i ≤ N − 2

G := G
g := g + ζ
P :=
√
2(G− Cz) cos ζ
Q := −
√
2(G− Cz) sin ζ
Then, the map ΦBD := Φr ◦ Φ∗ extends to a real–analytic symplectomorphism on C.
The variables
(
(Λ, λ) (η, ξ), (p, q), (G, g), (P,Q)
)
will be referred as regularized Deprit
variables. Observe that, now, the role of cyclic variables for (4.1) is played by (P,Q, g).
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Remark 4.2 The inverse φr := Φ
−1
r on Dr∗ := Φr(D∗) is given by{
Li = Λi
ℓi = λi − hi ,
{
Γi = Λi − η
2
i+ξ
2
i
2
γi = hi − κˆi
Ψi =

∑
1≤j≤i+1
(
Λj − η
2
j+ξ
2
j
2
)
−∑1≤j≤i p2j+q2j2 1 ≤ i ≤ N − 2
G i = N − 1
G− P 2+Q2
2
i = N
ψi =

κi − κi+1 1 ≤ i ≤ N − 3
κN−2 i = N − 2
g − ζ(P,Q) i = N − 1
ζ(P,Q) i = N
(4.30)
where
hi = arg (ηi,−ξi) (1 ≤ i ≤ N), ki = arg(pi,−qi) (1 ≤ i ≤ N−2) , ζ(P,Q) = arg(P,−Q)
(the previous expressions are well put on Dr∗).
Remark 4.3 The domain Dr∗ is the set of (Λ, λ, η, ξ, p, q, G, g, P,Q) where Λ ∈ RN+ ,
(λ, g) ∈ TN × T and the functions Γ, Ψ as in (4.30) verify (4.5).
Proof. Put
D0 :=
{
(P,Q) = 0
} ⋃
1≤i≤N
{
(ηi, ξi) = 0
} ⋃
1≤i≤N−2
{
(pi, qi) = 0
}
and observe that
Dr∗ ∩ D0 = ∅
We prove that the map(
(Λ, λ), (η, ξ), (p, q), (G, g), (P,Q)
)
∈ Dr∗ → (y, x) =
(
(y1, · · · , yN), (x1, · · · , xN )
)
= φ∗ ◦ φr
(
(Λ, λ), (η, ξ), (p, q), (G, g), (P,Q)
)
:= φBD
(
(Λ, λ), (η, ξ), (p, q), (G, g), (P,Q)
)
where φ∗ := Φ−1∗ , can be bijectively and analytically (hence, symplectically) extended to
the domain
Dr := Dr∗
⋃D0 .
By Proposition 4.1, φfr is defined by xi =
(
Ri ◦ φr
)
Xi ◦ φr
yi =
(
Ri ◦ φr
)
Yi ◦ φr
1 ≤ i ≤ N (4.31)
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We explicitate the matrices Ri defined in Lemma 4.1 as 30
Ri = Rz(ζ)Rx(i)Rz(g)
×

IzRx(iN ) i = N
Rx(˜iN−1)
(∏N−i
j=2 Rz(ψN−j)Rx(˜iN−j)
)
Rz(ψi−1)IzRx(ii) 2 ≤ i ≤ N − 1
Rx(˜iN−1)
(∏N−2
j=2 Rz(ψN−j)Rx(˜iN−j)
)
Rz(ψ1)Rx(i1) i = 1
(4.32)
and we think (without changing their names) the “inclinations” i, ij , i˜j expressed in
regularized Deprit variables (i is a function of P , Q, G; ii, i˜i are functions of Λ, (η, ξ),
(p, q) and G), then, using the expressions for ψi, with 1 ≤ i ≤ N − 2, given (4.30), we
can rewrite Ri in terms of the regularized Deprit variables as
Ri ◦ φr = R0 ×

IzRx(iN ) i = N
Rx(˜iN−1)
(∏N−i
j=2 S˜N−j
)
IzSiRz(κi−1) 2 ≤ i ≤ N − 1
Rx(˜iN−1)
(∏N−2
j=2 S˜N−j
)
S1Rz(κ1) i = 1
=: R0RiRz(κˆi) (4.33)
where
R0 := Rz(ζ(P,Q))Rx(i)Rz(−ζ(P,Q) + g) (4.34)
and
S˜j := Rz(κj)Rx(˜ij)Rz(−κj) 2 ≤ j ≤ N − 2
Sj :=
{ Rz(κ1)Rx(i1)Rz(−κ1) j = 1
Rz(κj−1)Rx(ij)Rz(−κj−1) 2 ≤ j ≤ N − 1
(4.35)
Lemma 4.4 With the convention (p0, q0) := (p1, q1), Ψ0 := Γ1, on Dr∗, the matrices
Sj’s, S˜j’s have the following expressions:
Sj =
 1− q
2
j−1cj −pj−1qj−1cj −qj−1sj
−pj−1qj−1cj 1− p2j−1cj −pj−1sj
qj−1sj pj−1sj 1− (p2j−1 + q2j−1)cj
 (1 ≤ j ≤ N − 1)
S˜j =
 1− q
2
j c˜j −pjqj c˜j −qj s˜j
−pjqj c˜j 1− p2j c˜j −pj s˜j
qj s˜j pj s˜j 1− (p2j + q2j )˜cj
 (2 ≤ j ≤ N − 2)
(4.36)
30Clearly, in the second and third line of (4.32), the productories do not appear when N = 3.
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where 
c1 :=
1−cos i1
p21+q
2
1
= Γ2−Γ1+Ψ1
4Γ1Ψ1
s1 :=
sin i1√
p21+q
2
1
=
√
c1(2− (p21 + q21)c1)
cj :=
1−cos ij
p2j−1+q
2
j−1
=
Ψj−2−Γj+Ψj−1
4ΓjΨj−1
sj :=
sin ij√
p2j−1+q
2
j−1
=
√
cj(2− (p2j−1 + q2j−1)cj)
(2 ≤ j ≤ N − 1)

c˜j :=
1−cos i˜j
p2j+q
2
j
=
Γj+1+Ψj−Ψj−1
4ΨjΨj−1
s˜j :=
sin i˜j√
p2j+q
2
j
=
√
c˜j(2− (p2j + q2j )˜cj)
(2 ≤ j ≤ N − 2)
(4.37)
where Γi, Ψj are thought as functions of (Λ, η, ξ, p, q):
Γi = Λi − η
2
i+ξ
2
i
2
1 ≤ i ≤ N
Ψi =
∑
1≤i≤i+1
(
Λj − η
2
j+ξ
2
j
2
)
−∑1≤j≤i p2j+q2j2 1 ≤ i ≤ N − 2 (4.38)
Proof. Let us prove, for istance, the expression for S1, since the other ones are similar.
We have
S1 = Rz(κ1)Rx(i1)Rz(−k1)
=
 1− sin
2 k1(1− cos i1) sin k1 cos k1(1− cos i1) sin k1 sin i1
sin k1 cos k1(1− cos i1) 1− cos2 k1(1− cos i1) − cos k1 sin i1
− sin k1 sin i1 cos k1 sin i1 cos i1

Now, letting κ1 = arg (p1,−q1), hence,
cosκ1 =
p1√
p21+q
2
1
sin κ1 = − q1√
p21+q
2
1
and recognizing that
c1 =
Γ2 − Γ1 +Ψ1
4Γ1Ψ1
=
1− cos i1
p21 + q
2
1
, s1 =
√
c1(2− (p21 + q21)c1) =
sin i1√
p21 + q
2
1
the claim follows. Recall, in fact, the definition of i1:
cos i1 :=
Ψ21 + Γ
2
1 − Γ22
2Ψ1Γ1
i1 ∈ (0, π)
which gives
1− cos i1 = Γ
2
2 − (Ψ1 − Γ1)2
2Ψ1Γ1
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=
(Γ1 + Γ2 −Ψ1)(Γ2 − Γ1 +Ψ1)
2Ψ1Γ1
=
Γ2 − Γ1 +Ψ1
4Ψ1Γ1
(p21 + q
2
1)
= c1(p
2
1 + q
2
1)
since
Γ1 + Γ2 −Ψ1 = p
2
1 + q
2
1
2
,
hence (as i1 ∈ (0, π)),
sin i1 =
√
1− cos2 i1 =
√
1−
(
1− c1(p21 + q21)
)2
=
√
c1(2− (p21 + q21)c1)
√
p21 + q
2
1 = s1
√
p21 + q
2
1
This completes the proof.
By the previous Lemma, the matrices S˜j , Sj can be analytically extended to Dr. It is not
difficult to prove that the same holds for the matrix R0, hence, for Rj . The transformation
Φ−1 is thus regularized on Dr, being given by{
yi = R0Riyˆi
xi = R0Rixˆi
where (Λi, λi, ηi, ξi) → (yˆi, xˆi) is the embedding 31 in R3 × R3 of the (mˆi, m˜i)–Plane
Delaunay–Poincare´ Map. In fact, using the expressions for L, Γ, ℓ, γ in (4.30), we find
that
(Yi ◦ φr, Xi ◦ φr) =
(
Rz(−κˆi)yˆi(Λi, λi, ηi, ξi), Rz(−κˆi)xˆi(Λi, λi, ηi, ξi)
)
hence, use (4.31), (4.33). The bijectivity of this extension is trivial.
In particular, we have proven
Proposition 4.2 Let Dr is the set of
(
(Λ, λ), (η, ξ), (p, q), (G, g), (P,Q)
)
∈ (RN+×TN )×
(RN × RN )× (RN−2 × RN−2)× (R+ × T)× (R× R) where the functions (4.38) verify
Λi > 0
0 < Γi ≤ Λi (1 ≤ i ≤ N)
|Ψi−1 − Γi+1| < Ψi ≤ Ψi−1 + Γi+1 (1 ≤ i ≤ N − 2)
|ΨN−2 − ΓN | < G < ΨN−2 + ΓN
−G < Cz = G− P 2+Q22 ≤ G
The (real–analytic and symplectic) “full reduction” change of variable
φBD := Φ
−1
BD = φ∗ ◦ φr :(
(Λ, λ), (η, ξ), (p, q), (G, g), (P,Q)
)
∈ Dr → (y, x) =
(
(y1, · · · , yN), (x1, · · · , xN
)
∈ C
31This means taking the third coordinate of (yˆi, xˆi) equal to zero.
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expressing the cartesian coordinates (y, x) in terms of the regularized Deprit variables is
given by {
yi = R0Riyˆi
xi = R0Rixˆi
1 ≤ i ≤ N (4.39)
where R0 = R0((P,Q), (G, g)) is (4.34), Ri = Ri(Λ, (η, ξ), (p, q);G) is defined via (4.33),
i.e. ,
Ri =

Rx(˜iN−1)
(∏N−2
j=2 S˜N−j
)
S1 i = 1
Rx(˜iN−1)
(∏N−i
j=2 S˜N−j
)
IzSi 2 ≤ i ≤ N − 2
Rx(˜iN−1)IzSN−1 i = N − 1
IzRx(iN ) i = N
(4.40)
where i˜N−1, iN ∈ (0, π) are the inclinations (well defined and regular on Dr)
i˜N−1 = cos−1
(
G2 −Ψ2N−2 − Γ2N
2GΨN−2
)
, iN = cos
−1
(
G2 − Γ2N −Ψ2N−2
2GΓN
)
with Si (1 ≤ i ≤ N−1), S˜i (2 ≤ i ≤ N−2) as in Lemma 4.4 and, finally, (Λi, λi, ηi, ξi)→
(yˆi, xˆi) is the embedding in R
3 × R3 of the (mˆi, m˜i)–Plane Delaunay–Poincare´ Map.
We will refer to the map φBD defined via Proposition 4.2 as Regularized Deprit Map.
4.3 Partial Reduction
The regularized Deprit map discussed in Proposition 4.2 becomes singular when
∑
1≤i≤N
(
Λi − η
2
i + ξ
2
i
2
)
− ∑
1≤i≤N−2
p2i + q
2
i
2
= G , (4.41)
which corresponds to the configuration with SN−1 =
∑
1≤i≤N−1Ci parallel to CN (the
two rotations Rx(˜iN−1), Rx(iN) loss their regularity). Consider then the transformation,
denoted as φpr (“pr” stands for “partial reduction”) which acts as
G =
∑
1≤k≤N
(
Λk − η¯
2
k + ξ¯
2
k
2
)
− ∑
1≤k≤N−1
p¯2k + q¯
2
k
2
g = arg (p¯N−1,−q¯N−1)
λi = λ¯i − g 1 ≤ i ≤ N(
ηi
ξi
)
= Rz(g)
(
η¯i
ξ¯i
)
1 ≤ i ≤ N(
pj
qj
)
= Rz(g)
(
p¯j
q¯j
)
1 ≤ j ≤ N − 2 (4.42)
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leaving the remaining variables unvaried. It not difficult to check that φpr is symplectic,
since the Liouville 1–form remains unvaried:∑
1≤i≤N
Λidλi +
∑
1≤i≤N
Iidϕi +
∑
1≤i≤N−2
Jidψi +Gdg + PdQ
=
∑
1≤i≤N
Λidλ¯i +
∑
1≤i≤N
Iidϕ¯i +
∑
1≤i≤N−2
Jidψ¯i + JN−1dψ¯N−1 + PdQ
where (Ii, ϕi), (Jj , ψj), (Ii, ϕ¯i), (Jk, ψ¯k) are the polar coordinates associated to (ηi, ξi),
(pj, qj), (η¯i, ξ¯i), (p¯k, q¯k), with the indices i, j, k running on 1 ≤ i ≤ N , 1 ≤ j ≤ N − 2,
1 ≤ k ≤ N − 1.
In terms of the variables
(
(Λ, λ¯), (η¯, ξ¯), (p¯, q¯), (P,Q)
)
, the functions Γ = (Γ1, · · · ,ΓN),
Ψ = (Ψ1, · · · ,ΨN) are
Γi = Λi − η¯
2
i+ξ¯
2
i
2
1 ≤ i ≤ N
Ψi =
∑
1≤i≤i+1
(
Λj − η¯
2
j+ξ¯
2
j
2
)
−∑1≤j≤i p¯2j+q¯2j2 1 ≤ i ≤ N − 1 (ΨN−1 = G)
ΨN = Cz = G− P 2+Q22 =
∑
1≤i≤N
(
Λj − η¯
2
j+ξ¯
2
j
2
)
−∑1≤j≤N−1 p¯2j+q¯2j2 − P 2+Q22
(4.43)
Denote now Dpr the subset of(
(Λ, λ¯), (η¯, ξ¯), (p¯, q¯), (P,Q)
)
∈ RN+ × TN × (RN × RN )× (RN−1 × RN−1)× R× R(4.44)
where 
Λi > 0
0 < Γi ≤ Λi (1 ≤ i ≤ N)
|Ψi−1 − Γi+1| < Ψi ≤ Ψi−1 + Γi+1 (1 ≤ i ≤ N − 1)
−G < ΨN = Cz ≤ G
(4.45)
(i.e. , allow also SN−1 ‖ CN , which corresponds to (pN−1, qN−1) = 0). Then, the tran-
sormations φpr regularizes, as the following Proposition claims, the proof of which is
omitted.
Proposition 4.3 Let Dr be defined via (4.44)÷(4.45). The real–analytic and symplectic
change of variable
φBD,pr := φBD ◦ φpr :(
(Λ, λ¯), (η¯, ξ¯), (p¯, q¯), (P,Q)
)
∈ Dpr → (y, x) =
(
(y1, · · · , yN), (x1, · · · , xN
)
∈ C
expressing the cartesian coordinates (y, x) in terms of the partially reduced, regularized
Deprit variables
(
(Λ, λ¯), (η¯, ξ¯), (p¯, q¯), (P,Q)
)
is given by
{
yi = R
pr
0 R
pr
i yˆi
xi = R
pr
0 R
pr
i xˆi
1 ≤ i ≤ N (4.46)
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where (Λi, λi, ηi, ξi)→ (yˆi, xˆi) is the embedding in R3×R3 of the (mˆi, m˜i)–Plane Delaunay–
Poincare´ Map and
R
pr
0 = Rz(ζ(P,Q))Rx(i)Rz(−ζ(P,Q)) ,
with
i = cos−1
(
1− P
2 +Q2
2ΨN−1
)
, ζ = arg (P,−Q)
and
R
pr
i =

(∏N−2
j=1 S˜prN−j
)
Spr1 i = 1(∏N−i
j=1 S˜prN−j
)
IzSpri 2 ≤ i ≤ N − 1
IzSprN i = N
where the matrices Sprj ’s, S˜prj ’s have the following expressions:
Sprj =
 1− q¯
2
j−1cj −p¯j−1q¯j−1cj −q¯j−1sj
−p¯j−1q¯j−1cj 1− p¯2j−1cj −p¯j−1sj
q¯j−1sj p¯j−1sj 1− (p¯2j−1 + q¯2j−1)cj
 (1 ≤ j ≤ N)
S˜prj =
 1− q¯
2
j c˜j −p¯j q¯j c˜j −q¯j s˜j
−p¯j q¯j c˜j 1− p¯2j c˜j −p¯j s˜j
q¯j s˜j p¯j s˜j 1− (p¯2j + q¯2j )˜cj
 (2 ≤ j ≤ N − 1)
(4.47)
where 
c1 :=
1−cos i1
p¯21+q¯
2
1
= Γ2−Γ1+Ψ1
4Γ1Ψ1
s1 :=
sin i1√
p¯21+q¯
2
1
=
√
c1(2− (p¯21 + q¯21)c1)
cj :=
1−cos ij
p¯2j−1+q¯
2
j−1
=
Ψj−2−Γj+Ψj−1
4ΓjΨj−1
sj :=
sin ij√
p¯2j−1+q¯
2
j−1
=
√
cj(2− (p¯2j−1 + q¯2j−1)cj)
(2 ≤ j ≤ N)

c˜j :=
1−cos i˜j
p¯2j+q¯
2
j
=
Γj+1+Ψj−Ψj−1
4ΨjΨj−1
s˜j :=
sin i˜j√
p¯2j+q¯
2
j
=
√
c˜j(2− (p¯2j + q¯2j )˜cj)
(2 ≤ j ≤ N − 1)
(4.48)
where, Γi, Ψj are thought as functions of (Λ, η¯, ξ¯, p¯, q¯):
Γi = Λi − η¯
2
i+ξ¯
2
i
2
1 ≤ i ≤ N
Ψi =
∑
1≤i≤i+1
(
Λj − η¯
2
j+ξ¯
2
j
2
)
−∑1≤j≤i p¯2j+q¯2j2 1 ≤ i ≤ N − 1 (ΨN−1 = G) (4.49)
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For 1 ≤ i ≤ N −1 and 1 ≤ j ≤ N −2, the functions ci, si, c˜j , s˜j defined in (4.48) coincide
with the corresponding functions related to the full reduction (eq. (4.37)).
We will refer to the maps φBD, φBD,pr as regularized full reduction (or, simply, reduction),
regularized partial reduction (or, simply, partial reduction), respectively.
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5 Kolmogorov’s Set in the Space Planetary Problem
I (Partial Reduction)
5.1 Non–Degeneracy Conditions (N ≥ 3)
The construction of KAM tori for the spatial planetary problem with N ≥ 3 planets via
Theorem 2.1 becomes quite natural and direct, with the use of the Deprit variables.
In this section, we show that, for N ≥ 3, the set of Deprit’s partially reduced variables
discussed in section 4.3 (which, we recall, corresponds to the reduction of Cz) is a good
set of coordinates in order to obtain KAM tori with 3N − 1 frequencies. The pregium
of Deprit’s partial reduction is that, differently from what happens trying a partial
reduction in Poincare´–Delaunay’s variables, 32 it leaves the secular perturbation regular
and symmetric around the secular origin, which, as in the planar case, turns out to be an
elliptic equilibrium point, corresponding to the configurations with all zero eccentricities
and mutual inclinations.
As said before, the construction of the KAM tori is obtained as an application of Theorem
2.1, so, it is based on the check of the two non degeneracy conditions thereby involved:
(i) check of 4–non resonance for the Birkhoff invariants of the first order;
(ii) check of second order non degeneracy, i.e. , proof of non singularity of the second
order Birkhoff invariants matrix.
32In Poincare´–Delaunay variables, the third component of the angular momentum is
Cz =
∑
1≤i≤N
(
Λi − η
2
i + ξ
2
i
2
− p
2
i + q
2
i
2
)
,
which is quite the same of the expression of the modulus of the anguar momentum G in partially reduced
Deprit variables (first equation in (4.42)), apart for the dimension (N instead than N − 1) of the (p, q)
variables. Put then, similarly to (4.42),
Cz =
∑
1≤k≤N
(
Λk − η
2
k + ξ
2
k
2
)
−
∑
1≤k≤N
p2k + q
2
k
2
ζ = arg (pN ,−qN )
, λˆi = λi − ζ 1 ≤ i ≤ N
(
ηˆi
ξˆi
)
= Rz(ζ)
(
ηi
ξi
)
1 ≤ i ≤ N ,
(
pˆj
qˆj
)
= Rz(ζ)
(
pj
qj
)
1 ≤ j ≤ N − 1
The variables
(
(Λ, λˆ), (ηˆ, ξˆ), (pˆ, qˆ), (Cz, ζ)
)
realize a (Delaunay) partial reduction, however, singular,
relatively to the configurations with vanishing N th inclination, i.e. , when
p2N + q
2
N
2
=
∑
1≤i≤N
(
Λi − ηˆ
2
i + ξˆ
2
i
2
)
−
∑
1≤i≤N−1
pˆ2i + qˆ
2
i
2
− Cz = 0 .
This singularity is sometimes called “elliptic singularity”.
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Both (i) and (ii) are proved by induction, in the range of well separated semimajor axes.
The restriction to N ≥ 3 is due to the following. When the secular perturbation is put
in Deprit partially reduced variables, as in the case of Poincare´–Delaunay variables, its
quadratic part splits into the sum of a “horizontal” part Q∗h and a “ vertical” part Q∗v,
of order N , N−1 respectively. Then, using partial reduction, a unique secular resonance
(compare Proposition 5.1 below) is exhibited by the respective eigenvalues s = (s1, · · ·,
sN), z = (z1, · · · , zN−1) of Q∗h, Q∗v, once again the Herman’s resonance:∑
1≤i≤N
si +
∑
1≤i≤N−1
zi = 0 . (5.1)
This resonance is of order 2N − 1, hence, it prevents the construction of the Birkhoff
normal form up to order 4 only when N = 2. When N ≥ 3, the Herman’s resonance (5.1)
is of high order (2N − 1 ≥ 5), allowing us to use partial reduction for the construction
(and proof of non–degeneracy) of the normal form.
The first step consists into the expansion of the secular perturbation up to order 2. We
denote
Hplt,pr := Hplt ◦ φBD,pr = hplt + µfplt,pr
the planetary Hamiltonian function, put in regularized, partially reduced Deprit vari-
ables, where, as usual
hplt = −
∑
1≤i≤N
m˜3i mˆ
2
i
2Λ2i
is the Kepler’s unperturbed integrable part.
Lemma 5.1 For N ≥ 2, the mean f¯plt,pr := (2π)−N
∫
TN
fplt,prdλ¯ is an even function of
the “secular fully regularized variables” z¯ := (η¯, ξ¯, p¯, q¯) and its expansion around z¯ = 0
is the following. Define:
the constants 
C0(m, a) := −∑1≤j<k≤N mjmkaj b1/2,0(ak/aj)
C1(aj, ak) := − ak2a2j b3/2,1(ak/aj)
C2(aj, ak) :=
ak
a2j
b3/2,2(ak/aj)
(5.2)
where α→ bs,k(α) is the (s, k)–Laplace coefficient;
the quadratic forms
Qh · η¯2 := ∑1≤j<k≤N mjmk (C1(aj, ak)( η¯2jΛj + η¯2kΛk
)
+ 2C2(aj , ak)
η¯j η¯k√
ΛjΛk
)
Qˆv · p¯2 := −∑1≤j<k≤N mjmkC1(aj , ak)(p¯j − p¯k)2 (5.3)
the linear operator
L : p¯ ∈ RN−1 → Lp¯ =
(
· · · , Lp¯i, · · ·
)
∈ RN
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which acts as
Lp¯1 := ℓ1 · p¯ := c1 p¯1 +∑∗2≤j≤N−1c˜j p¯j
Lp¯i := ℓi · p¯ := ci p¯i−1 +∑∗i≤j≤N−1c˜j p¯j 2 ≤ i ≤ N − 1 (if N ≥ 3)
Lp¯N := ℓN · p¯ := cN p¯N−1
, (5.4)
where the summands denoted Σ∗ does not appear when N = 2, and
c1 := −
√
Λ2
Λ1L2
cj :=
√
Lj−1
LjΛj
(2 ≤ j ≤ N)
c˜j := −
√
Λj+1
Lj+1Lj
(2 ≤ j ≤ N − 1)
Lj :=
∑
1≤k≤j
Λk
(5.5)
Then,
f¯plt,pr = C0(m, a) +Q∗h ·
η¯2 + ξ¯2
2
+Q∗v ·
p¯2 + q¯2
2
+ f¯ 4plt,pr , (5.6)
where 
Q∗h · η2 := Qh · η2∗ , with η∗ := (−η¯1, η¯2, · · · , η¯N)
Q∗v · p¯2 := Qˆv · (Lp¯)2
f¯ 4plt,pr = O(4) .
(5.7)
The details of the computation of the expansion of f¯plt,pr (up to order 4, for future use)
are in Section 5.1.3.
5.1.1 First Order Conditions
Proposition 5.1 For any N ≥ 2, there exists an open set with full measure U ⊂ A
where the eigenvalues of Q∗h and Q∗v are paiwise distinct and verify the following. For
any open, simply connected set V ⊂ U , they define 2N −1 holomorphic functions s1, · · ·,
sN , z1, · · ·, zN−1 which satisfy the only linear relation∑
1≤i≤N
si +
∑
1≤i≤N−1
zi = 0 (5.8)
(up to an arbitrary multiplicative constant).
Proof. Let us introduce matricial notations. Let Fh, Fv denote the matrices (having
both order N) associated to the quadratic forms Qh, Qv (6.3) of the quadratic part
of the secular peturbation in Delaunay–Poincare´ variables and let F∗h , G∗v denote the
matrices associated to Q∗h, Q∗v (having order N , N − 1 respectively) of eq. (5.7):{ Qh · η2 = η · Fhη
Qv · P 2 = P · FvP
{ Q∗h · η2 = η · F∗hη
Q∗v · p2 = p · G∗vp
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The matrices F∗h , Fh are related by 33
F∗h = IFhI
where I changes the sign of the first coordinate, so, they have the same eigenvalues.
Then, in order to prove (5.8), in view, of (6.4), we only need to prove that Fv, F∗v have
the same trace. We have
F∗v = ℓTFˆ∗v ℓ , Fv = ℓT0 Fˆvℓ0 , (5.9)
where ℓ denotes the N × (N − 1) matrix associated to the linear operator (5.4)÷(5.5),
ℓ0 the diagonal matrix
ℓ0 = diag (1/
√
Λ1, · · · , 1/
√
ΛN)
and Fˆv = (gˆij) the N ×N matrix of Qˆv:
Qˆv · p¯2 := −
∑
1≤j<k≤N
mjmkC1(aj, ak)
(
p¯j − p¯k
)2
:= p¯ · Fˆvp¯ . (5.10)
Equations (5.9) give  tr
(
F∗v
)
= tr
(
ℓTFˆvℓ
)
= tr
(
L Fˆv
)
tr
(
Fv
)
= tr
(
ℓT0 Fˆvℓ0
)
= tr
(
L0 Fˆv
) (5.11)
where L0 is the diagonal matrix
L0 = diag(1/Λ1, · · · , 1/ΛN)
and L is the symmetric matrix with entries
Lij = ℓi · ℓj
if
ℓ1 = (c1, c˜2, · · · , c˜N−1) , ℓ2 = (c2, c˜2, · · · , c˜N−1) , · · · , ℓi = (0, · · · , 0, ci, c˜i, · · · , c˜N−1)
is the ith row of ℓ, as in (5.4)÷(5.5). We have
L11 = |ℓ1|2 = c21 +
∑
2≤j≤N−1
c˜2j
Lii = |ℓi|2 = c21 +
∑
i≤j≤N−1
c˜2j 1 ≤ j ≤ N − 1
LNN = |ℓN |2 = c2N
Lij = ℓi · ℓj = cj c˜j−1 +
∑
j≤k≤N−1
c˜2k 1 ≤ i < j ≤ N − 1
LiN = ℓi · ℓN = cN c˜N−1 1 ≤ i ≤ N − 1
(5.12)
33Using the symplectic variables (η∗, ξ∗) (compare (5.7)), rather than (η, ξ), namely, with (η
∗
1 , ξ
∗
1) =
−(η1, ξ1) related to the aphelion position of the first osculating ellipse, rather than the perihelion, would
transform F∗h to Fh. We do not use this change of variables here, because unnecessary, but in the next
section, for the computation of the Birkhoff invariants of order 2, in order to have simpler expressions.
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Using (5.5), we can write
c21 =
1
Λ1
− 1
L2
c2j =
1
Λj
− 1
Lj
2 ≤ j ≤ N
c˜2j =
1
Lj
− 1
Lj+1
2 ≤ j ≤ N − 1
cj c˜j−1 = − 1Lj 2 ≤ j ≤ N (c˜1 := c1)
hence, inserting thee previous expressions into (5.12), by telescopic arguments,
L = L0 − E
LN
,
where E has entries Eij = 1 for any i, j. Hence, in view of (5.11)
tr
(
F∗v
)
= tr
((
L0 − E
LN
)
Fˆv
)
= tr
(
L0Fˆv
)
− 1
LN
tr
(
EFˆv
)
= tr
(
L0Fˆv
)
= tr (Fv)
since, from (5.10), it is easy to check
tr
(
EFˆv
)
=
∑
j,k
gˆjk = 0 .
We prove now uniqueness of (5.8), proceeding by induction on the number N of planets.
For N = 2, it is a consequence of existence and the fact that the planar eigenvalues
s1 = σ1, s2 = σ2 do not satisfy any linear condition, as proved in [17]. Assume now that
uniqueness of (5.8) holds for N − 1 and let
c = (c1, · · · , cN) ∈ RN , g = (g1, · · · , gN−1) ∈ RN−1
such that
c · s+ g · z = 0
where s = (s1, · · · , sN), z = (z1, · · · , zN−1) are the eigenvalues of Fh := FNh , Fv := F∗Nv .
We write explicitely the entries of the matrices FNh , F∗Nv
(FNh )ij =

m¯i
Λi
∑
i<k≤N m¯kC1(ai, ak) +
m¯i
Λi
∑
1≤k<i m¯kC1(ak, ai) 1 ≤ i = j ≤ N
m¯im¯j√
ΛiΛj
C2(ai, aj) 1 ≤ i < j ≤ N
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(F∗Nv )ij =

−c˜2i
∑
1≤k≤i
∑
l≥i+2 m¯km¯lC1(ak, al))− c2i+1
∑
k≥i+2 m¯i+1m¯kC1(ai+1, ak)
−c¯2i
∑
1≤k≤i m¯km¯i+1C1(ak, ai+1) 1 ≤ i = j ≤ N − 2
−c¯2N−1
∑
1≤k≤N−1 m¯km¯NC1(ak, aN) i = j = N − 1
−c˜ic˜j∑1≤k≤i, l≥j+2 m¯km¯lC1(ak, al)− c¯j c˜i∑1≤k≤i m¯km¯j+1C1(ak, aj+1)
−c¯jci+1m¯i+1m¯j+1C1(ai+1, aj+1)− c˜jci+1∑l≥j+2 m¯i+1m¯lC1(ai+1, al)
1 ≤ i < j ≤ N − 2
−c¯N−1c˜i∑1≤k≤i m¯km¯NC1(ak, aN )− c¯N−1ci+1m¯i+1m¯NC1(ai+1, aN)
1 ≤ i < j = N − 1
(5.13)
where ci, c˜j are as in (5.5) and
c¯k := ck+1 − c˜k =
√
1
Λk+1
+
1
Lk
1 ≤ k ≤ N − 1 .
It is easy to check that, when aN →∞,
FNh →
(
FˆN−1h 0
0 0
)
F∗Nv →
(
Fˆ∗(N−1)v 0
0 0
)
and that when a1 → 0,
FNh →
(
0 0
0 FˇN−1h
)
FNv →
(
0 0
0 Fˇ∗(N−1)v
)
where FˆN−1h , Fˆ∗(N−1)v denote the horizontal, vertical quadratic forms related to the “first”
N − 1 bodies and FˇN−1h , Fˇ∗(N−1)v , the horizontal, vertical quadratic forms related to the
“last” N−1 bodies. Then, as s, z are continuous function of the entries of their respective
matrices, when aN →∞,
s→ (sˆ, 0) , z → (zˆ, 0)
and, when a1 → 0,
s→ (0, sˇ) , z → (0, zˇ)
where sˆ, zˆ are the eigenvalues of FˆN−1h , Fˆ∗(N−1)v ; sˇ, zˇ are the eigenvalues of FˇN−1h , Fˇ∗(N−1)v .
By the inductive hypoyhesis, the first limit implies c1 = · · · = cN−1 = g1 = · · · = gN−2;
the second limit implies c2 = · · · = cN = g2 = · · · = gN−1, hence, the thesis.
5.1.2 Second Order Conditions (“Torsion”)
By Proposition 5.1 and Birkhoff theory, when N ≥ 3, the secular perturbation f¯plt,pr of
the planetary problem can be put in normal form up to order 4.
In this section, we prove the non–degeneracy of this normal form.
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(i) We call Birkhoff form of a given polynomial of 2m variables
(y, x) ∈ Rm × Rm → P(y, x) ∈ R
and even degree p ≥ 4, the polynomial
PB(y, x) := 1
(2π)m
∫
Tm
P ◦ φpc(J, ϕ)dϕ with J =
(
· · · , y
2
i + x
2
i
2
, · · ·
)
where φpc is the usual symplectic polar coordinates map.
(ii) When P has degree 4, we call Birkhoff matrix associated to P the symmetric
matrix A = (Aij) of order m for which
PB(y, x) = 1
2
∑
1≤i,j≤m
AijJiJj where Ji :=
y2i + x
2
i
2
Let ρ∗h, ρ
∗
v denote the matrices which diagonalize the quadratic forms Q∗h, Q∗v, and let
φdiag the symplectic transformation
34
φdiag :
{
η¯ = ρ∗hη˜
ξ¯ = ρ∗hξ˜
⇔
{
η∗ = ρhη˜
ξ∗ = ρhξ˜
,{
p¯ = ρ∗vp˜
q¯ = ρ∗v q˜
, Λ = Λ˜
where ρh = Iρ
∗
h is the matrix which diagonalizes the quadratic form Qh = IQ∗hI of the
plane problem, as in [17]. Then, the secular perturbation f¯plt,pr is put into the form
f¯diag := f¯plt,pr ◦ φdiag
= C0(m, a) +
∑
1≤i≤N
si
η˜2i + ξ˜
2
i
2
+
∑
1≤i≤N−1
zi
p˜2i + q˜
2
i
2
+ F
(
ρhη˜, ρhξ˜, ρ
∗
vp˜, ρ
∗
v q˜
)
+ O(6)
where F is the polynomial of degree 4 in z∗ = (η∗, ξ∗, p¯, q¯) for which
f˜ 4plt,pr(η¯, ξ¯, p¯, q¯) = F(η∗, ξ∗, p¯, q¯) +O(6) .
We then have
Proposition 5.2 For any N ≥ 2, the Birkhoff matrix Aplt, of order 2N − 1, associated
to the polynomial F(ρhη, ρhξ, ρ
∗
vp, ρ
∗
vq) is non singular, provided the semimajor axes
0 < a1 < a2 < · · · < aN are well separated.
34We neglect to write the action on the λ¯–variables, which we do non need.
152
Remark 5.1 When N ≥ 3, Aplt coincides with the matrix of the Birkhoff invariants of
order 2 of the planetary problem.
In order to prove Proposition 5.2, we need the exact expression of F, which is computed
in Section 5.1.3 and summarized in the following Lemma.
Lemma 5.2 In the expansion for the secular perturbation f¯plt,pr around the secular ori-
gin z¯ = (η¯, ξ¯, p¯, q¯) = 0 described in Lemma 5.1, the term f¯ 4plt,pr of eq. (5.6) begins with
f¯ 4plt,pr = F+O(6), where
F = Fh + Fhv + Fv (5.14)
and Fh, Fhv, Fv are three polynomials of degree 4, defined as follows. The “horizontal”
part Fh is
Fh = q · (η4∗ + ξ4∗) + r · η2∗ξ2∗ (5.15)
where, as in Lemma 5.1, η∗ := (−η1, η2, · · ·) and
q · η4 := ∑
1≤i≤N
qiiiiη
4
i +
∑
1≤i<j≤N
(
qiiijη
3
i ηj + qiijjη
2
i η
2
j + qjjjiηiη
3
j
)
r · η2q2 := ∑
1≤i≤N
riiiiη
2
i ξ
2
i +
∑
1≤i<j≤N
(
riiijη
2
i ξiξj + riijjη
2
i ξ
2
j + rijiiηiηiξ
2
i + rijijηiηjξiξj
+rjijjηiηjξ
2
j + rjjiiη
2
j ξ
2
i + rjjjiη
2
j ξiξj
)
(5.16)
if q = (qijkl), r = (rijkl) are the 4–indices tensors defining the quartic form of the secular
perturbation of the plane problem, defined in (3.27)÷(3.28). The “vertical” parts Fhv, Fv
are
Fhv :=
1
2
∑
1≤i<j≤N
m¯im¯j
(
Q11ij (Lq¯j − Lq¯i)2 +Q22ij (Lp¯j − Lp¯i)2
+ (Q12ij +Q21ij )
(
Lp¯j − Lp¯i
)(
Lq¯j − Lq¯i
)
+ (Q21ij −Q12ij )
∑∗
1≤h<k≤j−1ℓ
ij
h ℓ
ij
k (p¯hq¯k − p¯kq¯h)
)
Fv :=
∑
1≤i<j≤N
m¯im¯j(Q
ij
11 + Q
ij
22)C1(ai, aj)
+
∑
1≤i<j≤N
m¯im¯j
((
Lp¯i − Lp¯j
)2
+
(
Lq¯i − Lq¯j
)2)2
C13(ai, aj)
+
∑
1≤i<j≤N
m¯im¯j
(∑∗
1≤h<k≤j−1ℓ
ij
h ℓ
ij
k (p¯hq¯k − p¯kq¯h)
)2
C14(ai, aj)
(5.17)
where the summands denoted
∑∗ do not appear when N = 2 or j = 2 and where:
– for h, k = 1, 2, Qhkij are the four quadratic forms acting on (η∗i , η∗j , ξ∗i , ξ∗j ) as in
(5.45), with C3(ai, aj)÷ C12(ai, aj) as in (5.46) below;
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– L is the linear operator from RN−1 to RN defined in eq. (5.4)÷(5.5);
– ℓijk := ℓjk − ℓik with (ℓik) := ℓ the matrix associated to L;
– C13(ai, aj), C14(ai, aj) are as in (5.65) below and, finally, :
– Qij11, Q
ij
22 are the two first diagonal entries of the matrix of homogeneous polynomials
of degree 4 resulting from the productories (5.52) below, when Si, · · · have the
expansions defined in eq. (5.61)÷(5.64) below.
We outline that the main difference (and complexity), with respect to the same com-
putation in Delaunay–Poincare´ variables, is represented by the productory form of the
“verticalizing” matrices Sij (compare equation (5.52) below) which describe the mutual
orientation between the planes of the osculating orbits of the planets i and j. We recall
that, in turn, this productory structure is a consequence of the “tree” structure Deprit’s
kinetic frames.
We are now ready for the Proof of Proposition 5.2. For simplicity of notations, during
the proof, we write
η = (η1, · · · , ηN ) , ξ = (ξ1, · · · , ξN) , p = (p1, · · · , pN−1) , q = (q1, · · · , qN−1)
for
η∗ = (η∗1, · · · , η∗N ) , ξ∗ = (ξ∗1 , · · · , ξ∗N) , p¯ = (p¯1, · · · , p¯N−1) , q¯ = (q¯1, · · · , q¯N−1)
believing that no confusion arises with the full reduced variables, which are never used
in this section.
Proof of Proposition 5.2. We proceed by induction on the number N of planets,
starting with N = 2. We esplicitate the dependence on N marking FN , ρNh , · · · the
quantities F, ρh, · · · relatively to N planets.
Proof for N = 2. When N = 2, the two matrices F2h , F∗2v of the quadratic forms Q2h,
Q∗2v , have order 2, 1, respectively, so, their diagonalizing matrices ρ2h, ρ∗2v can be exactly
computed: ρ∗2v = id is trivial and, diagonalizing
F2h = m¯1m¯2
 C1(a1,a2)Λ1 C2(a1,a2)√Λ1Λ2
C2(a1,a2)√
Λ1,Λ2
C1(a1,a2)
Λ2

= m¯1m¯2
 −
3
4
a21
a32Λ1
+O
(
a41
a52Λ1
)
O
(
a31
a42
√
Λ1Λ2
)
O
(
a31
a42
√
Λ1Λ2
)
−3
4
a21
a32Λ2
+O
(
a41
a52Λ2
)

we find, for
a1 = O(1) , a2 →∞ ,
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ρ2h =
( 1√
1+ε2
ε√
1+ε2
− ε√
1+ε2
1√
1+ε2
)
= id +
(
O(a
−5/2
2 ) O(a
−5/4
2 )
O(a
−5/4
2 ) O(a
−5/2
2 )
)
(5.18)
where, letting for shortness,
a :=
C1(a1, a2)
Λ1
, b :=
C1(a1, a2)
Λ2
, c :=
C2(a1, a2)√
Λ1,Λ2
,
then ε denotes
ε :=
|a− b|
2c

√√√√1 + 4c2
(a− b)2 − 1
 = O(a−5/42 ) .
Using these expressions, we compute now the asymptitics (in a2) of the Birkhoff matrix
associated to the three polynomials F2h(ρhη, ρhξ, p, q), F
2
hv(ρhη, ρhξ, p, q), F
2
v(ρhη, ρhξ, p, q).
The dominant contribute of F2h(ρhη, ρhξ, p, q) to the Birkhoff matrix is (compare with
Arnol’d’s computation, [3])
3
4
m¯1m¯2
Λ21a2
a21
a22
−9
4
m¯1m¯2
Λ1Λ2a2
a21
a22
∗
−9
4
m¯1m¯2
Λ1Λ2a2
a21
a22
−3 m¯1m¯2
Λ22a2
a21
a22
∗
∗ ∗ ∗
 (5.19)
We recall for completeness the computation, essentially done in the study of the plane
problem, which leads to this result, since now we want to expand with respect to the
semimajor axes, rather that their ratios. It is a consequence of the expression of the
horizontal quartic form
F
2
h = q1111η
4
1 + q1112η
3
1η2 + q1122η
2
1η
2
2 + q2221η1η
3
2 + q2222η
4
2
+ q1111ξ
4
1 + q1112ξ
3
1ξ2 + q1122ξ
2
1ξ
2
2 + q2221ξ1ξ
3
2 + q2222ξ
4
2
+ r1111η
2
1ξ
2
1 + r1112η
2
1ξ1ξ2 + r1122η
2
1ξ
2
2
+ r1211η1η1ξ
2
1 + r1212η1η2ξ1ξ2 + r2122η1η2ξ
2
2
+ r2211η
2
2ξ
2
1 + r2221η
2
2ξ1ξ2 + r2222η
2
2ξ
2
2
(5.20)
with the following expansions (based on the expansions of the Laplace coefficients) of
the involved entries of the tensors q, r
q1111 =
3
32
m¯1m¯2
Λ21
1
a2
(
a21
a22
+O
(
a41
a42
))
q2222 = −3
8
m¯1m¯2
Λ22
1
a2
(
a21
a22
+O
(
a41
a42
))
q1122 = − 9
16
m¯1m¯2
Λ1Λ2
1
a2
(
a21
a22
+O
(
a41
a42
))
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r1111 =
3
16
m¯1m¯2
Λ21
1
a2
(
a21
a22
+O
(
a41
a42
))
r2222 = −3
4
m¯1m¯2
Λ22
1
a2
(
a21
a22
+O
(
a41
a42
))
r1122 = − 9
16
m¯1m¯2
Λ1Λ2
1
a2
(
a21
a22
+O
(
a41
a42
))
r2211 = − 9
16
m¯1m¯2
Λ1Λ2
1
a2
(
a21
a22
+O
(
a41
a42
))
q1112, r1211, r1112 = O
(
a31
a42Λ1
√
Λ1Λ2
)
q2221, r2122, r2221 = O
(
a31
a42Λ2
√
Λ1Λ2
)
r1212 = O
(
a41
a52Λ1Λ2
)
(5.21)
We compute now the Birkhoff matrix associated to F2hv(ρhη, ρhξ, p, q). Replacing
Lp2 − Lp1 = (ℓ2 − ℓ1)p = c¯1p =
√(
1
Λ1
+
1
Λ2
)
p
Q1112 · (η1, η2, ξ1, ξ2) = C3(a1, a2)
η21
Λ1
+ C4(a1, a2)
η1η2√
Λ1Λ2
+ C5(a1, a2)
η22
Λ2
+ C6(a1, a2)
ξ21
Λ1
+ C7(a1, a2)
ξ1ξ2√
Λ1Λ2
+ C8(a1, a2)
ξ22
Λ2
Q2212 · (η1, η2, ξ1, ξ2) = C6(a1, a2)
η21
Λ1
+ C7(a1, a2)
η1η2√
Λ1Λ2
+ C8(a1, a2)
η22
Λ2
+ C3(a1, a2)
ξ21
Λ1
+ C4(a1, a2)
ξ1ξ2√
Λ1Λ2
+ C5(a1, a2)
ξ22
Λ2
(5.22)
the polynomial F2hv(η, ξ, p, q) (compare eq. (5.17)) reduces to
F
2
hv =
1
2
m¯1m¯2
(
Q1112 (Lq2 − Lq1)2 +Q2212 (Lp2 − Lp1)2
)
+ Fˆ2hv
=
1
2
m¯1m¯2
(
1
Λ1
+
1
Λ2
)
×
[
C3(a1, a2)
η21q
2 + ξ21p
2
Λ1
+ C4(a1, a2)
η1η2q
2 + ξ1ξ2p
2
√
Λ1Λ2
+ C5(a1, a2)
η22q
2 + ξ22p
2
Λ2
+ C6(a1, a2)
ξ21q
2 + η21p
2
Λ1
+ C7(a1, a2)
ξ1ξ2q
2 + η1η2p
2
√
Λ1Λ2
+ C8(a1, a2)
ξ22q
2 + η22p
2
Λ2
+ Fˆ2hv (5.23)
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(referring to (5.5), (5.46), (5.65) for the definition of C1, C3 ÷ C8, C13) where
Fˆ
2
hv :=
1
2
m¯1m¯2
(
Q1212 +Q2112)
(
Lp2 − Lp2
)(
Lqj − Lqi
)
This term gives no contribute to the Birkhoff matrix, since, when computed in (ρ2hη, ρ
2
hξ, p, q),
it contains only monomials of the form ηiξjpq, hence, with vanishing Birkhoff form.
Then, from (5.23), F2hv(ρhη, ρhξ, p, q) generates on the entries with place (1, 3), (2, 3),
(3, 1), (3, 2) of the Birkhoff matrix the dominant terms (in a1)
∗ ∗ 9
4
m¯1m¯2
Λ21a2
a21
a22
∗ ∗ 9
4
m¯1m¯2
Λ1Λ2a2
a21
a22
9
4
m¯1m¯2
Λ21a2
a21
a22
9
4
m¯1m¯2
Λ1Λ2a2
a21
a22
∗
 (5.24)
The result is found taking into account the diagonalizing matrices as in (5.18) and using
the expansions for the C3 ÷ C8
C3 =
3
a2
(
a21
a21
+O
(
a41
a42
))
C5 =
9
8a2
(
a21
a21
+O
(
a41
a42
))
C6 = − 3
4a2
(
a21
a21
+O
(
a41
a42
))
C8 =
9
8a2
(
a21
a21
+O
(
a41
a42
))
C4, C7 = O
(
a31
a42
)
We finally compute now the Birkhoff matrix associated to (compare eq. (5.17))
F
2
v(η, ξ, p, q) = m¯1m¯2(Q
12
11 + Q
12
22)C1(a1, a2)
+ m¯1m¯2
((
Lp2 − Lp1
)2
+
(
Lq2 − Lq1
)2)2
C13(a1, a2)
)
.
We recall that in the case N = 2, S12 = S¯1, so, Q1112, Q2212 coincide with the order 4 terms
of the antries at places (1, 1), (2, 2) of S¯1, which are (compare (5.61)÷(5.64) below)
Q
11
12 = −q2C¯1 = −q2
2Λ22(
η21+ξ
2
1
2
) + 2Λ21
η22+ξ
2
2
2
− Λ1Λ2 p2+q22
4Λ21Λ
2
2
Q
22
12 = −p2C¯1 = −p2
2Λ22(
η21+ξ
2
1
2
) + 2Λ21
η22+ξ
2
2
2
− Λ1Λ2 p2+q22
4Λ21Λ
2
2
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Hence,
F
2
v(η, ξ, p, q) = m¯1m¯2(Q
12
11 + Q
12
22)C1(a1, a2)
+ m¯1m¯2
((
Lp2 − Lp1
)2
+
(
Lq2 − Lq1
)2)2
C13(a1, a2)
)
= −m¯1m¯2
2
C1(a1, a2)
×
 2
Λ21
η21 + ξ
2
1
2
p2 + q2
2
+
2
Λ22
η22 + ξ
2
2
2
p2 + q2
2
− 1
Λ1Λ2
(
p2 + q2
2
)2
+ m¯1m¯2
(
1
Λ1
+
1
Λ2
)2
(p2 + q2)2C13(a1, a2) (5.25)
Since (5.25), letting (η, ξ, p, q) → (ρhη, ρhξ, p, q) with ρh as in (5.18) and using the
expansions
C1 = −3
4
a21
a32
+O
(
a41
a52
)
, C13 = − 3
32
a21
a32
+O
(
a41
a52
)
,
we find the contribute of the Birkhoff matrix associated to F2v(ρhη, ρhξ, p, q)
∗ ∗ 3
4
m¯1m¯2
Λ21a2
a21
a22
∗ ∗ O
(
1
Λ22a2
a21
a22
)
3
4
m¯1m¯2
Λ21a2
a21
a22
O
(
1
Λ22a2
a21
a22
)
−3
4
m¯1m¯2
Λ21a2
a21
a22
 (5.26)
Finally, on count of (5.19), (5.24), (5.26), we find that the Birkhoff matrix associated to
F2(ρhη, ρhξ, p, q) is
m¯1m¯2
a2
a21
a22

3
4Λ21
− 9
4Λ1Λ2
3
Λ21− 9
4Λ1Λ2
− 3
Λ22
9
4Λ1Λ2
3
Λ21
9
4Λ1Λ2
− 3
4Λ21
 (1 + o(1))
hence, it is non singular, having determinant
−
(
m¯1m¯2
a2
a21
a22
)3
27
16Λ41Λ
2
2
(1 + o(1)) 6= 0 ,
and the basis of induction is proved.
For the proof of the inductive step, we need the following result, due to J. Fejo´z, to whom
we refer for the proof.
Lemma 5.3 (J. Fejo´z, [17], corollaire 72 )
Let δ1, · · ·, δn−1 ∈ R, δn = 0 such that σ := min
1≤j 6=k≤n
|δj − δk| 6= 0, Dˆ ∈ Matrn−1(R) a
symmetric with eigenvalues δ1, · · ·, δn−1, D the symmetric matrix
D =
(
Dˆ 0
0 0
)
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and Aε ∈ Matrn−1(R) a symmetric matrix with last coefficient
(Aε)nn = c1 + c2ε
β , c1, c2 ∈ R , 0 ≤ β < 2 .
Then, when ε→ 0, the matrix D + εA has an eigenvalue
σn(ε) = ε(c1 + c2ε
β) +O(ε2) .
Furthermore, if Dˆ is diagonal, D + εA is coniugated to a diagonal matrix through a
matrix ρ ∈ SOn(R) verifying ρ = I +O(ε).
We can apply the previous lemma taking FN−1h , F∗(N−1)v for Dˆ and FNh , F∗N for D+εA,
with ε = a−3N . Observe in fact that both FN−1h F∗(N−1)v verify the assumptions of the
Lemma, since their respective eigenvalues do not satisfy any other linear relation than
the Herman’s resonance (Proposition 5.1 above) and, furthermore,
FNh =
( FN−1h 0
0 0
)
+O(a
−7/2
N ) , F∗Nv =
( F∗(N−1)v 0
0 0
)
+O(a−3N ) (aN →∞)
Then, the diagonalizing matrices ρNh , ρ
∗N
v at step N are related to the matrices ρ
N−1
h ,
ρ
∗(N−1)
h of step N − 1 by
ρNh =
(
ρN−1h 0
0 1
)
+O(a
−7/2
N ) , ρ
∗N
v =
(
ρ∗(N−1)v 0
0 1
)
+O(a−3N ) . (5.27)
This result will be used in the inductive step, which we are now ready to prove.
Proof of the inductive step (N − 1)→ N . Assume that, when
a1 ≪ · · · ≪ aN−2 ≪ aN−1 →∞
the Birkhoff matrix AN−1plt associated to
F
N−1(ρN−1h ηˆ, ρ
N−1
h ξˆ, ρ
∗(N−1)
v pˆ, ρ
∗(N−1)
v qˆ)
is non degenerate, and let us prove that, when
a1 ≪ · · · ≪ aN−1 ≪ aN →∞
then, the matrix ANplt associated to
F
N(ρNh η, ρ
N
h ξ, ρ
∗N
v p, ρ
∗N
v q)
is so.
Let F := FN as in (5.14) ÷(5.17) and let us split
F := FN = FˆN−1 + F′ (5.28)
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where
Fˆ
N−1 = FˆN−1h + Fˆ
N−1
hv + Fˆ
N−1
v
is 4–order polynomial associated to N−1 bodies, in the variables the variables (ηˆ, ξˆ, pˆ, qˆ),
when the variables (η, ξ, p, q) related to N bodies are written as
η := (ηˆ, ηN) :=
(
(η1, · · · , ηN−1), ηN
)
, p := (pˆ, pN−1) :=
(
(p1, · · · , pN−2), pN−1
)
, · · ·
and
F
′ := FN − FˆN−1 = F′h + F′hv + F′v ,
with F′h = Fh− FˆN−1h , · · ·, and similarly for the definitions of F′hv, F′v. By inspection of its
coefficients, F′h is O(a
−3
N ), so, making use of (5.27), it is not difficult to see that (5.28)
implies that the first approximation for the Birkhoff matrix ANplt (suitably rearranged)
is
ANplt =
(
AN−1plt +O(a
−3
N ) O(a
−3
N )
O(a−3N ) Aˆ+O(a
−6
N )
)
(5.29)
where Aˆ = O(a−3N ) is the square matrix of order 2 associated to the quadratic form in
the couple of variables (
η2N + ξ
2
N
2
,
p2N−1 + q
2
N−1
2
)
appearing the Birkhoff polynomial of
F
′((ρN−1h ηˆ, ηN), (ρN−1h ξˆ, ξN)(ρ∗(N−1)v pˆ, pN−1)(ρ∗(N−1)v qˆ, qN−1))
By (5.29) and the inductive hypothesis, we only need to prove that Aˆ is non singular.
As for the proof of the iductive basis, this is done by direct computation. We start with
the horizontal terms
F
′
h = F
N
h − FˆN−1h
= qNNNNη
4
N + qNNNNξ
4
N + rNNNNη
2
Nξ
2
N
+
∑
1≤i≤N−1
(
qiiiNη
3
i ηN + qiiNNη
2
i η
2
N + qNNNiηiη
3
N
+ qiiiNξ
3
i ξN + qiiNNξ
2
i ξ
2
N + qNNNiξiξ
3
N
+ riiiNη
2
i ξiξN + riiNNη
2
i ξ
2
N
+ riNiiηiηiξ
2
i + riNiNηiηNξiξN + rNiNNηiηNξ
2
N
+ rNNiiη
2
Nξ
2
i + rNNNiη
2
NξiξN
)
By the previous discussion, we have to pick the monomials in ηN , ξN only, namely
qNNNNη
4
N + qNNNNξ
4
N + rNNNNη
2
Nξ
2
N
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and then we have to compute the related Birkhoff polynomial. Proceeding as done in the
previous step, we use the expansions
qNNNN =
∑
1≤i≤N−1
(
−3
8
m¯im¯N
Λ2NaN
a2i
a2N
+O
(
a2i
a3N
))
= −3
8
m¯N−1m¯N
Λ2NaN
a2N−1
a2N
+O
(
a2N−1
a3N
)
and, similarly,
rNNNN =
∑
1≤i≤N−1
(
− 3
16
m¯im¯N
Λ2NaN
a2i
a2N
+O
(
a2i
a3N
))
= − 3
16
m¯N−1m¯N
Λ2NaN
a2N−1
a2N
+O
(
a2N−1
a3N
)
At this point the computation is just the same we have seen for N = 2 and, at the place
(1, 1) of Aˆ we will find
Aˆ =
 −3 m¯N−1m¯NΛ2
N
aN
a2N−1
a2
N
∗
∗ ∗

Also the analysis of the vertical part F′hv will give, as dominant terms on the off diagonal
entries, a similar result as in the cae N = 2
Aˆ =
 ∗ 94 m¯N−1m¯NΛN−1ΛNaN a
2
N−1
a2
N
9
4
m¯N−1m¯N
ΛN−1ΛNaN
a2N−1
a2N
∗
 (5.30)
This result follows computing the Birkhoff matrix relatively to the the monomials with
pN−1, qN−1, ηN , ξN of
F
′
hv := F
N
hv − FˆN−1hv
=
1
2
∑
1≤i≤N−1
m¯im¯N
(
Q11iN (LqN − Lqi)2 +Q22iN (LpN − Lpi)2
)
+ FˆNhv
(where FˆN is a suitable polynomial which gives no contribute to the Birkhoff matrix),
noticing that LqN − Lqi has the form
LqN − Lqi = c¯N−1pN−1 + cˆi · pˆ , pˆ = (p1, · · · , pN−2)
with
c¯N−1 =
√
1
LN−1
+
1
ΛN
=
√
1
ΛN−1
+O
(
1
ΛN
)
+O (ΛN−2)
and QkkiN as in (5.22), with i, N replacing 1, 2 respectively.
The last step consists in evaluating the contribute to Aˆ of
F
′
v := F
N
v − FˆN−1v
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=
∑
1≤i≤N−1
m¯im¯N(Q
iN
11 + Q
iN
22 )C1(ai, aN)
+
∑
1≤i≤N−1
m¯im¯N
((
Lpi − LpN
)2
+
(
Lqi − LqN
)2)2
C13(ai, aN)
+ FˆNv
(5.31)
where
Fˆ
N
v :=
∑
1≤i≤N−1
m¯im¯N
(∑∗
1≤h<k≤N−1ℓ
iN
h ℓ
iN
k (phqk − pkqh)
)2
C14(ai, aN)
gives only a negligible contribute on Aˆ. Notice that matrices Si, S˜j appearing in the the
productories (5.52) do not involve the variables pN−1, qN−1, ηN , ξN , so, the monomials of
degree 4 in QiN11 , Q
iN
22 involving only pN−1, qN−1, ηN , ξNcoincide with the corresponding
monomials of degree 4 of S¯N−1, on the entries (1, 1), (2, 2), which are
−q2N−1
2L2N−1τN − LN−1ΛNρN−1
4L2N−1Λ
2
N
, −p2N−1
2L2N−1τN − LN−1ΛNρN−1
4L2N−1Λ
2
N
Thus, the term ∑
1≤i≤N−1
m¯im¯N (Q
iN
11 + Q
iN
22 )C1(ai, aN )
gives  ∗ O
(
1
Λ2
N
aN
a2N−1
a2
N
)
O
(
1
Λ2NaN
a2N−1
a2N
)
O
(
1
ΛNΛN−1aN
a2N−1
a2N
)

As in the case N = 2, the off–diagonal terms above can be neglected with respect to the
ones appearing in (5.30), while the diagonal term with place (2, 2) can be neglected with
respect to the corresponding term
Aˆ =
 ∗ ∗∗ −3
4
m¯N−1m¯N
Λ2
N−1
aN
a2N−1
a2
N

generated by the second line in (5.31). On count of the previous computations, the final
result extends the one found for N = 2, giving
Aˆ =
 −3 m¯N−1m¯NΛ2NaN a
2
N−1
a2N
9
4
m¯N−1m¯N
ΛN−1ΛNaN
a2N−1
a2N
9
4
m¯N−1m¯N
ΛN−1ΛNaN
a2N−1
a2
N
−3
4
m¯N−1m¯N
Λ2
N−1
aN
a2N−1
a2
N

so,
detAˆ = −45
16
(
m¯N−1m¯N
ΛN−1ΛNaN
a2N−1
a2N
)2
6= 0
which finishes the proof.
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5.1.3 Expansion of the Hamiltonian
Lemma 5.4 The “secular perturbation”, i.e. , the mean
f¯plt,pr :=
1
(2π)N
∫
TN
fplt,pr fplt,pr :=
∑
1≤i<j≤N
yi · yj
m¯0
− m¯im¯j|xi − xj |
(yi, xi as in (4.46)÷(4.49)) coincides with the mean of the Newtonian potential:
f¯plt,pr = −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
dλ¯idλ¯j
|xi − xj | . (5.32)
The proof of this lemma is trivial and so it is omitted.
Lemma 5.5 The secular perturbation f¯plt,pr is an even function of the “secular vari-
ables” z¯ := (η¯, ξ¯, p¯, q¯).
Proof. Actually, it is even in (η¯, ξ¯) and (p¯, q¯) separately. In fact, letting (η¯, ξ¯)→ −(η¯, ξ¯)
and simultaneously λ¯ → λ¯ + π, the Plane Delaunay–Poincare´ Map changes for a sign
and the matrices Rpri do not change (they are even in (η¯, ξ¯)), so, taking the mean over
λ¯ of the Newtonian potential, we find that f¯plt,pr is even in (η¯, ξ¯). Observing that f¯plt,pr
depends on (p¯, q¯) only through on the entries of Rpri with place (1, 1), (1, 2), (2, 1), (2, 2),
which are even in (p¯, q¯) (since they are products of the matrices Si, S˜j ’s, the entries of
which with place (1, 1), (1, 2), (2, 1), (2, 2), (3, 3) are even in (p¯, q¯), while the ones with
place (1, 3), (2, 3), (3, 1), (3, 2) are odd), we also find that f¯plt,pr is even in (p¯, q¯).
We proceed with the expansion of the mean of the Newtonian potential (5.32).
Unsing (4.49), we write the Euclidean distance |xi − xj | as
|xi − xj | = |Rpri xˆi − Rprj xˆj| = |Iixˆi − Sijxˆj | = |Iixˆi − Sˆij xˆj | ,
where Sˆ denotes the submatrix of order 2 of a give matrix S of order 3,
Ii :=
{
Iz i = 1
id i > 1
changes the sign of xˆ1 and Sij := S
T
i Sj , with
Si :=

(∏N−2
j=1 (S˜pr)TN−j
)
Spr1 T i = 1(∏N−i
j=1 (S˜prN−j)T
)
Spri 2 ≤ i ≤ N − 1
SprN i = N
(5.33)
Changing, into the integral (5.34), the integration variable λ¯1 with λ¯1 + π and making
use of the relation
xˆ1(Λ1, λ¯1 + π, η¯1, ξ¯1) = −xˆ1(Λ1, λ¯1,−η¯1,−ξ¯1) =: −xˆ∗1(Λ1, λ¯1, η¯1, ξ¯1) =: −xˆ1(Λ1, λ¯1, η¯∗1, ξ¯∗1)
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where η∗ := (−η1, η2, · · ·), we can write the secular perturbation as
f¯plt,pr = −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
dλ¯idλ¯j
|xi − xj |
= − ∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
dλ¯idλ¯j
|Iixˆi − Sˆijxˆj |
= − ∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
dλ¯idλ¯j
|xˆ∗i − Sˆijxˆj |
(5.34)
where
xˆ∗i =
{
xˆ∗1 i = 1
xˆi i > 1 .
Let us now think that Sˆij is expanded in powers of (η¯, ξ¯, p¯, q¯), up to order four, that is,
let us put
Sˆij = id + Sˆ
2
ij + Sˆ
4
ij +O(6)
and let us consequentely expand the square distance
Dij := |xˆ∗i − Sˆijxˆj |2
= |xˆ∗i |2 + |xˆ∗j |2 − 2xˆ∗i · Sˆijxˆj
= |xˆ∗i − xˆj |2 − 2 xˆ∗i · Sˆ2ijxˆj − 2 xˆ∗i · Sˆ4ij xˆj +O(6)
= Dij0 +D
ij
2 +D
ij
4 +O(6)
where 
Dij0 := |xˆ∗i − xˆj |2
Dij2 := −2 xˆ∗i · Sˆ2ij xˆj
Dij4 := −2 xˆ∗i · Sˆ4ij xˆj
(5.35)
Using now the elementary expansion
1√
D
=
1
D0
1/2
− D2
2D
3/2
0
− D4
2D
3/2
0
+
3
8
D22
D
5/2
0
+O(6)
when D has the expansion
D = D0 +D2 +D4 +O(6)
with Dk := D
ij
k as in (5.35), we write
1
|xˆ∗i − Sˆijxˆj |
=
1
|xˆ∗i − xˆj |
+
xˆ∗i · Sˆ2ij xˆj
|xˆ∗i − xˆj |3
+
xˆ∗i · Sˆ4ijxˆj
|xˆ∗i − xˆj |3
+
3
2
(xˆ∗i · Sˆ2ijxˆj)2
|xˆ∗i − xˆj |5
+O(6)
When we multiply by −m¯im¯j, sum over all 1 ≤ i < j ≤ N , take the mean on (λ¯i, λ¯j),
we can split f¯plt,pr as
f¯plt,pr = f¯
∗
pl + f¯two + f¯four (5.36)
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where
f¯ ∗pl := −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
dλ¯idλ¯j
|xˆ∗i − xˆj |
f¯two := −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
xˆ∗i · Sˆ2ijxˆj
|xˆ∗i − xˆj |3
dλ¯idλ¯j
f¯four := −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
(
xˆ∗i · Sˆ4ijxˆj
|xˆ∗i − xˆj |3
+
3
2
(xˆ∗i · Sˆ2ijxˆj)2
|xˆ∗i − xˆj|5
)
dλ¯idλ¯j
and we have now to expand the xˆ–coordinate of the plane Delaunay–Poincare´ map (Λ, λ¯,
η¯, ξ¯)→ (yˆ, xˆ) in powers of (η, ξ). In the following, we perform this expansion, collecting
only the terms of order 2, 4.
(i) Expansion of f¯ ∗pl. The function
f¯ ∗pl = −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
dλ¯idλ¯j
|xˆ∗i − xˆj |
coincides with the function f¯pl(Λ, η∗, ξ∗), where f¯pl is the secular perturbation of
the plane problem. So, recalling that the expansion of f¯pl is
f¯pl = −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
dλidλj
|xˆi − xˆj | = C0 +
1
2
Qh · (η2 + ξ2) + Fh(η, ξ) + O(6)
where
C0 := f¯0 := f¯pl|(η,ξ)=0 = −
∑
1≤i<j≤N
m¯im¯j
aj
b1/2,0(ai/aj) ,
Qh is the quadratic form associated to the matrix Fh defined in Lemma 3.3 and
35, Fh is the quartic form
Fh = q · (η4 + ξ4) + r · η2ξ2
where q, r are the 4–tensors of (3.27)÷(3.28), then,
f¯ ∗pl = C0 +
1
2
Qh · (η2∗ + ξ2∗) + Fh(η∗, ξ∗) + O(6) .
(ii) Expansion of f¯two The function
f¯two = −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
xˆ∗i · Sˆ2ijxˆj
|xˆ∗i − xˆj |3
dλ¯idλ¯j (5.37)
35The entries of the matrix Fh defined in Lemma 3.3 can be written in terms of the only Laplace
coefficients b3/2,0(α), b3/2,1(α) as in (5.3).
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is of order 2 in z¯, so, it contributes to the 4–expansion of f¯plt,pr with terms of order
2 and 4, which we denote f¯two|2, f¯two|4:
f¯two = f¯two|2 + f¯two|4 +O(6) .
Let us represent Sˆ2ij through its entries
Sˆ
2
ij =
(
q
ij
11 q
ij
12
q
ij
21 q
ij
22
)
(5.38)
so as to write the integrand function of (5.37) as
xˆ∗i · Sˆ2ijxˆj
|xˆ∗i − xˆj |3
=
xˆ∗1i xˆ
1
jq
ij
11 + xˆ
∗2
i xˆ
2
jq
ij
22 + xˆ
∗1
i xˆ
2
jq
ij
12 + xˆ
∗2
i xˆ
1
jq
ij
21
|xˆ∗i − xˆj |3
, (5.39)
where (xˆ1i , xˆ
2
i ) are the components of xˆi.
Then, the term ftwo|2 is found replacing xˆi with its 0–approximation
xˆ0i = ai(cos λ¯i, sin λ¯i) (5.40)
into (5.37) and next into (5.39); this gives
ftwo|2 = ftwo|xˆ=(5.40) = −
∑
1≤i<j≤N
m¯im¯j(q
ij
11 + q
ij
22)
ai
2a2j
b3/2,1(ai/aj) (5.41)
For the computation of ftwo|4, we denote as Qhkij the quadratic forms acting on
(ηi, ηj, ξi, ξj) which realize the z¯–expansion up to order 2, of the four integrals
Ihkij :=
1
4π2
∫
T2
xˆ∗hi xˆ
k
j
|xˆ∗i − xˆj |3
dλ¯idλ¯j h, k = 1, 2 , (5.42)
i.e. , we let
Ihkij =
{ ai
2a2j
b3/2,1(ai/aj) +Qhhij + · · · h = k = 1, 2
Qhkij + · · · h 6= k = 1, 2
.
Then, in view of (5.37)÷(5.39), we have
ftwo|4 = −
∑
1≤i<j≤N
m¯im¯j
∑
1≤h,k≤2
Qhkij qijhk (5.43)
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The computation of the polynomials Qhkij is quite lenghty. It is performed using,
into (5.42), the approximation of xˆi up to order 2
36 and next isolating the quadratic
terms in z¯, whose coefficients, as in the expansion of the secular perturbation of
the plane problem, have the form of the mean over (λ¯i, λ¯j) ∈ T2 of ratios of
trigonometric polynomials in λ¯i, λ¯j, with “Laplace” denominators d
s
ij := |xˆ0i − xˆ0j |s.
The result is
Q11ij (η∗i , η∗j , ξ∗i , ξ∗j ) = C3(ai, aj)
η∗i
2
Λi
+ C4(ai, aj)
η∗i η
∗
j√
ΛiΛj
+ C5(ai, aj)
η∗j
2
Λj
+ C6(ai, aj)
ξ∗i
2
Λi
+ C7(ai, aj)
ξ∗i ξ
∗
j√
ΛiΛj
+ C8(ai, aj)
ξ∗j
2
Λj
Q22ij (η∗i , η∗j , ξ∗i , ξ∗j ) = C6(ai, aj)
η∗i
2
Λi
+ C7(ai, aj)
η∗i η
∗
j√
ΛiΛj
+ C8(ai, aj)
η∗2j
Λj
+ C3(ai, aj)
ξ∗i
2
Λi
+ C4(ai, aj)
ξ∗i ξ
∗
j√
ΛiΛj
+ C5(ai, aj)
ξ∗j
2
Λj
Q12ij (η∗i , η∗j , ξ∗i , ξ∗j ) = C9(ai, aj)
η∗i ξ
∗
i
Λi
+ C10(ai, aj)
η∗i ξ
∗
j√
ΛiΛj
+ C11(ai, aj)
η∗j ξ
∗
i√
ΛiΛj
+ C12(ai, aj)
η∗j ξ
∗
j
Λj
Q21ij (η∗i , η∗j , ξ∗i , ξ∗j ) = C9(ai, aj)
η∗i ξ
∗
i
Λi
+ C11(ai, aj)
η∗i ξ
∗
j√
ΛiΛj
+ C10(ai, aj)
η∗j ξ
∗
i√
ΛiΛj
+ C12(ai, aj)
η∗j ξ
∗
j
Λj
36which is
xˆ1i = ai
(
cos λ¯i − 3− cos 2λ¯i
2
ηˆi − sin 2λ¯i
2
ξˆi
+
−3 cos λ¯i + 3 cos 3λ¯i
8
ηˆ2i −
sin λ¯i + 3 sin 3λ¯i
4
ηˆiξˆi − 5 cos λ¯i + 3 cos 3λ¯i
8
ξˆ2i
)
+ O(3)
xˆ2i = ai
(
sin λ¯i +
sin 2λ¯i
2
ηˆi +
3 + cos 2λ¯i
2
ξˆi+
+
−5 sin λ¯i + 3 sin 3λ¯i
8
ηˆ2i +
− cos λ¯i + 3 cos 3λ¯i
4
ηˆiξˆi − 3 sin λ¯i + 3 sin 3λ¯i
8
ξˆ2i
)
+ O(3) with (ηˆi, ξˆi) :=
(
η¯i√
Λi
,
ξ¯i√
Λi
)
(5.44)
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(5.45)
where C3(ai, aj)÷ C12(ai, aj) are defined, in terms of the Laplace coefficient, as
C3(ai, aj) :=
(ai/aj)
2
32aj
(57(ai/aj)
2 + 117)b7/2,0(ai/aj)
+
(ai/aj)
64aj
(−12(ai/aj)4 − 291(ai/aj)2 − 12)b7/2,1(ai/aj))
+
(ai/aj)
2
32aj
(15(ai/aj)
2 − 45)b7/2,2(ai/aj)) + 27(ai/aj)
3
64aj
b7/2,3(ai/aj))
C4(ai, aj) := 277
(ai/aj)
3
32aj
b7/2,0(ai/aj))
+
(ai/aj)
2
64aj
(−376− 376(ai/aj)2)b7/2,1(ai/aj))
+
(ai/aj)
32aj
(16(ai/aj)
4 + 10(ai/aj)
2 + 16)b7/2,2(ai/aj)
+ 56
(ai/aj)
2
64aj
(ai/aj)
2 + 1)b7/2,3(ai/aj) +
(ai/aj)
3
32aj
b7/2,4(ai/aj)
C5(ai, aj) :=
(ai/aj)
2
32aj
(117(ai/aj)
2 + 57)b7/2,0(ai/aj)
+
(ai/aj)
64aj
(−12(ai/aj)4 − 291(ai/aj)2 − 12)b7/2,1(ai/aj)
+
(ai/aj)
2
32aj
(−45(ai/aj)2 + 15)b7/2,2(ai/aj) + 27(ai/aj)
3
64aj
b7/2,3(ai/aj)
C6(ai, aj) :=
(ai/aj)
2
32aj
(71(ai/aj)
2 + 11)b7/2,0(ai/aj)
+
(ai/aj)
64aj
(−20(ai/aj)4 + 119(ai/aj)2 − 20)b7/2,1(ai/aj)
+
(ai/aj)
2
32aj
(−79(ai/aj)2 − 19)b7/2,2(ai/aj)− 47(ai/aj)
3
64aj
b7/2,3(ai/aj)
C7(ai, aj) := −215(ai/aj)
3
32aj
b7/2,0(ai/aj)
+
(ai/aj)
2
64aj
(8 + 8(ai/aj)
2)b7/2,1(ai/aj)
+
(ai/aj)
32aj
(16(ai/aj)
4 + 118(ai/aj)
2 + 16)b7/2,2(ai/aj)
+ 56
(ai/aj)
2
64aj
(ai/aj)
2 + 1)b7/2,3(ai/aj) +
(ai/aj)
3
32aj
b7/2,4(ai/aj)
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C8(ai, aj) :=
(ai/aj)
2
32aj
(11(ai/aj)
2 + 71)b7/2,0(ai/aj)
+
(ai/aj)
64aj
(−20(ai/aj)4 + 119(ai/aj)2 − 20)b7/2,1(ai/aj)
+
(ai/aj)
2
32aj
(−19(ai/aj)2 + 79)b7/2,2(ai/aj)− 47(ai/aj)
3
64aj
b7/2,3(ai/aj)
C9(ai, aj) :=
(ai/aj)
2
32aj
(14(ai/aj)
2 − 106)b7/2,0(ai/aj)
+
(ai/aj)
32aj
(−4(ai/aj)4 + 205(ai/aj)2 − 4)b7/2,1(ai/aj)
+
(ai/aj)
2
16aj
(−47(ai/aj)2 + 13)b7/2,2(ai/aj)
− 37
32aj
(ai/aj)
3b7/2,3(ai/aj)
C10(ai, aj) := − 35
32aj
(ai/aj)
3b7/2,0(ai/aj)
+
1
32aj
(ai/aj)
2(4(ai/aj)
2 + 4)b7/2,1(ai/aj)
+
(ai/aj)
16aj
(8(ai/aj)
4 − 31(ai/aj)2 + 8)b7/2,2(ai/aj)
+
(ai/aj)
2
32aj
(28(ai/aj)
2 + 28)b7/2,3(ai/aj)
+
(ai/aj)
3
32aj
b7/2,4(ai/aj)
C11(ai, aj) := − 457
32aj
(ai/aj)
3b7/2,0(ai/aj)
+
1
32aj
(ai/aj)
2(188(ai/aj)
2 + 188)b7/2,1(ai/aj)
+
(ai/aj)
16aj
(−8(ai/aj)4 + 85(ai/aj)2 − 8)b7/2,2(ai/aj)
+
(ai/aj)
2
32aj
(−28(ai/aj)2 − 28)b7/2,3(ai/aj)
− (ai/aj)
3
32aj
b7/2,4(ai/aj)
C12(ai, aj) :=
(ai/aj)
2
32aj
(14− 106(ai/aj)2)b7/2,0(ai/aj)
+
(ai/aj)
32aj
(−4(ai/aj)4 + 205(ai/aj)2 − 4)b7/2,1(ai/aj)
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+
(ai/aj)
2
16aj
(−47 + 13(ai/aj)2)b7/2,2(ai/aj)
− 37
32aj
(ai/aj)
3b7/2,3(ai/aj)
(5.46)
(iii) Expansion of f¯four. The function
f¯four = −
∑
1≤i<j≤N
m¯im¯j
4π2
∫
T2
(
xˆ∗i · Sˆ4ijxˆj
|xˆ∗i − xˆj |3
+
3
2
(xˆ∗i · Sˆ2ij xˆj)2
|xˆ∗i − xˆj |5
)
dλ¯idλ¯j (5.47)
is of order 4 in z¯ = (η¯, ξ¯, p¯, q¯), so, it sufficies replace xˆi with its 0–order approxi-
mation (5.40) to find
f¯four = f¯four|4 +O(6)
As in the previous step, we represent Sˆ2ij, Sˆ
4
ij through their entries: Sˆ
2
ij as in eq.
(5.38) and Sˆ4ij as
Sˆ
4
ij =
(
Q
ij
11 Q
ij
12
Q
ij
21 Q
ij
22
)
Using (5.40) , into (5.47), we find
f¯four|4 = f¯four|xˆ=(5.40)
= − ∑
1≤i<j≤N
m¯im¯j(Q
ij
11 + Q
ij
22)
ai
2a2j
b3/2,1(ai/aj)
− 3
8
∑
1≤i<j≤N
m¯im¯j((q
ij
11)
2 + (qij12)
2 + (qij21)
2 + (qij22)
2)
a2i
a3j
b5/2,0(ai/aj)
− 3
16
∑
1≤i<j≤N
m¯im¯j((q
ij
11 + q
ij
22)
2 + (qij12 − qij21)2)
a2i
a3j
b5/2,2(ai/aj)
(5.48)
(iv) Computation of Sˆ2ij. The matrices Si are defined through equation (5.33) as
suitable products of the matrices Spri ’s, S˜prj ’s, which (recall Proposition 4.3) are
easily expanded up to order 2 as
Spr1 T = Σc1(p¯1, q¯1)
Spri = Σci(p¯i−1, q¯i−1) (2 ≤ i ≤ N)
S˜pri
T
= Σc˜i(p¯i, q¯i) (2 ≤ i ≤ N − 1)
+ O(3) (5.49)
where ci’s, c˜j ’s are the constants (5.5) which define the entries the matrix associated
to the operator L and Σcˆ(pˆ, qˆ) denotes
Σcˆ(pˆ, qˆ) =
 1−
1
2
cˆ2qˆ2 −1
2
cˆ2pˆqˆ −cˆqˆ
−1
2
cˆ2pˆqˆ 1− 1
2
cˆ2pˆ2 −cˆpˆ
cˆqˆ cˆpˆ 1− 1
2
cˆ2(pˆ2 + qˆ2)
 (5.50)
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Taking then the products of Spri , · · · as prescribed in (5.33), we have
S
pr
i = Σℓi,N−1(p¯N−1, q¯N−1) · · ·Σℓi,1(p¯1, q¯1) + O(3)
and hence,
Sij = S
T
i Sj = Σ−ℓi1(p¯1, q¯1) · · ·Σ−ℓi,N−1(p¯N−1, q¯N−1)
× Σℓj,N−1(p¯N−1, q¯N−1) · · ·Σℓj1(p¯1, q¯1)
(5.51)
where
ℓi = (ℓi1, · · · , ℓi,N−1)
is the ith row of the matrix ℓ associated to the operator L (eq. 5.4)÷(5.5)) Using
(5.33), we can write
Sij = S
T
i Sj =

S¯pr1 i = 1, j = 2
Spr1 S¯pr2 i = 1, j = 3
Spr1 S˜pr2 · · · S˜prj−2S¯prj−1 i = 1, j ≥ 4
Spri T S¯pri 2 ≤ i = j − 1
Spri T S˜pri · · · S˜prj−2S¯prj−1 2 ≤ i ≤ j − 2
(5.52)
having let
S¯pri := S˜pri Spri+1 = Σc¯i(pi, qi) + O(3) (5.53)
with
c¯i = ci+1 − c˜i 1 ≤ i ≤ N − 1 (S˜1 := S1 , c˜1 := c1)
which, together with (5.49), implies (5.54)÷(5.55). Hence, we may also write the
matrices Sij = S
T
i Sj as
Sij =
∏
1≤k≤j−1
Σℓij
k
(p¯k, q¯k) + O(3) (5.54)
where
ℓijk = ℓjk − ℓik (5.55)
and then we use the following elementary Lemma.
Lemma 5.6 Let
c = (c1, · · · , cm) , p = (p1, · · · , pm) , q = (q1, · · · , qm) ∈ Rm ,
let Σcˆ(pˆ, qˆ) as in (5.50) and put
Πc(p, q) := Σc1(p1, q1) · · ·Σcm(pm, qm) .
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Then, the submatrix Πˆc(p, q) of order 2 of Πc(p, q) is
Πˆc(p, q) = id − 1
2
(
(c · q)2 (c · p)(c · q)−∆c(p, q)
(c · p)(c · q) + ∆c(p, q) (c · p)2
)
+O(4)
where ∆c(p, q) denotes
∆c(p, q) :=
∑
1≤i<j≤m
cicj(piqj − pjqi) (when m ≥ 2) .
In view of the previous Lemma and making use of (5.51)÷(5.54), we find the
following expressions for the entries (qijhk)hk of S
2
ij
q
ij
11 = −12
(
Lq¯j − Lq¯i
)2
q
ij
12 = −12
(
Lq¯j − Lq¯i
)(
Lp¯j − Lp¯i
)
+ 1
2
∑
1≤h<k≤j−1 ℓ
ij
h ℓ
ij
k (p¯hq¯k − p¯kq¯h)
q
ij
21 = −12
(
Lq¯j − Lq¯i
)(
Lp¯j − Lp¯i
)
− 1
2
∑
1≤h<k≤j−1 ℓ
ij
h ℓ
ij
k (p¯hq¯k − p¯kq¯h)
q
ij
22 = −12
(
Lp¯j − Lp¯i
)2
.
(5.56)
(v) Computation of Sˆ4ij. Equation (5.52) gives the expression of Sij in terms of the
matrices Spri , S˜prj (eq. (4.48)) and S¯prk = S˜prk Sprk+1. Hence, the expression of S4ij is
uniquely determined by the expansion of these matrices up to order 4.
Let us first notice that we can write the matrices S¯prk in the same form as Spri , S˜prj .
In fact, recalling the definitions (eq. (4.35)) of S˜prk , Sprk+1, we find, for 1 ≤ k ≤ N−1,
S¯prk = S˜prk Sprk+1 = Rz(κk)Rx(¯ik)Rz(−κk) κk := arg (pk,−qk) , (5.57)
where i¯k := i˜k + ik+1 has the meaning of the outern angle
37 of Ψk−1, Γk+1 in the
triangle with sides with lenghth Ψk−1, Γk+1 Ψk, hence,
cos i¯k =
Ψ2k −Ψ2k−1 − Γ2k+1
2Ψk−1Γk+1
i¯k ∈ (0, π) (5.58)
Equations (5.57)÷(5.58) easily imply
S¯prk =
 1− q¯
2
k c¯k −p¯kq¯k c¯k −q¯k s¯k
−p¯kq¯k c¯k 1− p¯2k c¯k −p¯k s¯k
q¯k s¯k p¯ks¯k 1− (p¯2k + q¯2k )¯ck
 1 ≤ k ≤ N − 2
(5.59)
37In fact, by the definition 4.12 of i˜k, ik+1 given in Proposition 4.1 it is clear that i˜k, ik+1 have the
meaning, respectively, of the inner angles corresponding to the couples of sides with lenghth (Ψk−1, Ψk)
and (Ψk−1, Γk+1).
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where
c¯k =
1− cos i¯k
p¯2k + q¯
2
k
=
Ψk−1 + Γk+1 +Ψk
4Ψk−1Γk+1
, s¯k =
sin i¯k√
p¯2k + q¯
2
k
=
√
c¯k
(
2− (p¯2k + q¯2k )¯ck
)
.
(5.60)
We are now ready for the expansions of Spri , S˜prj , S¯prk .
Let us observe that the functions ci, sj, s¯k c˜j , s˜j, c¯k, s¯k (eq. (4.37)÷(5.60)) are even
in z¯, so, the entries of Si, · · ·, with places (1, 1), (1, 2), (2, 1), (2, 2), (3, 3) are even
(as functions of z¯) and the ones with places (1, 3), (2, 3), (3, 1), (3, 2) are odd. Then,
in order to obtain expansions of Spri , S˜prj , S¯prk up to order 4, it sufficies to expand
the functions ci, si, · · · up to order 2. Making this operation leads to the fllowing
expansions (which generalizes (5.49)÷(5.50)). If Σcˆ,Cˆ,Sˆ(pˆ, qˆ) denotes the matrix
Σcˆ,Cˆ,Sˆ(pˆ, qˆ) =

1− qˆ2
(
cˆ2
2
+ Cˆ
)
−pˆqˆ
(
cˆ2
2
+ Cˆ
)
−qˆ
(
cˆ+ Sˆ
)
−pˆqˆ
(
cˆ2
2
+ Cˆ
)
1− pˆ2
(
cˆ2
2
+ Cˆ
)
−pˆ
(
cˆ+ Sˆ
)
qˆ
(
cˆ + Sˆ
)
pˆ
(
cˆ + Sˆ
)
1− (pˆ2 + qˆ2)
(
cˆ2
2
+ Cˆ
)
(5.61)
then, 
Spr1 T = Σc1,C1,S1(p1, q1)
Spri = Σci,Ci,Si(pi−1, qi−1) (2 ≤ i ≤ N)
S˜prTi = Σc˜i,C˜i,S˜i(pi, qi) (2 ≤ i ≤ N − 1)
S¯pri = Σc¯i,C¯i,S¯i(pi, qi) (1 ≤ i ≤ N − 1)
+ O(5) (5.62)
where, for 2 ≤ i ≤ N , 2 ≤ j ≤ N − 1, 1 ≤ k ≤ N − 1,
c1 := −
√
Λ2
Λ1L2
C1 := 2Λ2(2Λ1 + Λ2)τ1 − 2Λ
2
1τ2 + Λ1(Λ2 − Λ1)ρ1
4Λ21L
2
2
S1 :=
1
c1
(
C1 − c
4
1
4
ρ1
)

ci :=
√
Li−1
LiΛi
Ci := 2Li−1(Li−1 + 2Λi)τi + Λi(Li−1 − Λi)ρi−1 − 2Λ
2
i (Ti−1 + Ri−2)
4L2iΛ
2
i
Si :=
1
ci
(
Ci − c
4
i
4
ρi−1
)
173

c˜j := −
√
Λj+1
Lj+1Lj
C˜j :=
−2L2jτj+1 + Lj(Λj+1 − Lj)ρj + 2Λj+1(2Lj + Λj+1)(Tj + Rj−1)
4L2jL
2
j+1
S˜j :=
1
c˜j
(
C˜j −
c4j
4
ρj
)

c¯k := ck+1 − c˜k =
√
Lk+1
LkΛk+1
C¯k := 2Λ
2
k+1(Tk + Rk−1) + 2L
2
kτk+1 − LkΛk+1ρk
4L2kΛ
2
k+1
S¯k :=
1
c¯k
(
C¯k − c¯
4
k
4
ρk
)
(5.63)
having let, for shortness,
τi :=
η¯2i + ξ¯
2
i
2
, ρi :=
p¯2i + q¯
2
i
2
, Ti :=
∑
1≤j≤i
τj , Ri :=
∑
1≤j≤i
ρj , Li :=
∑
1≤j≤i
Λj
with
R0 := 0 (5.64)
(vi) Conclusion of the computation. In view of the expressions (5.56) for the diag-
onal terms qij11, q
ij
22 of Sˆ
2
ij , the function f¯two|2 (eq. (5.41)) becomes
ftwo|2 = 1
2
∑
1≤i<j≤N
m¯im¯j
(
(Lq¯j − Lq¯i)2 + (Lp¯j − Lp¯i)2
) ai
2a2j
b3/2,1(ai/aj)
=: Q∗v ·
p¯2 + q¯2
2
Similarly, replacing diagonal and off–diagonal entries qijhk as in (5.56), the function
ftwo|4(eq. (5.43)) becomes
ftwo|4 = 1
2
∑
1≤i<j≤N
m¯im¯j(Q11ij (Lq¯j − Lq¯i)2 +Q22ij (Lp¯j − Lp¯i)2
+ (Q12ij +Q21ij )
(
Lp¯j − Lp¯i
)(
Lq¯j − Lq¯i
)
+ (Q21ij −Q12ij )
∑
1≤h<k≤j−1
ℓijh ℓ
ij
k (p¯hq¯k − p¯kq¯h)
=: Fhv(η∗, ξ∗, p¯, q¯)
and the function f¯four|4 (eq. (5.48) becomes
f¯four|4 =
∑
1≤i<j≤N
m¯im¯j(Q
ij
11 + Q
ij
22)C1(ai, aj)
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+
∑
1≤i<j≤N
m¯im¯j
((
Lp¯i − Lp¯j
)2
+
(
Lq¯i − Lq¯j
)2)2
C13(ai, aj)
+
∑
1≤i<j≤N
m¯im¯j
 ∑
1≤h<k≤j−1
ℓijh ℓ
ij
k (p¯hq¯k − p¯kq¯h)
2C14(ai, aj)
=: Fv(η∗, ξ∗, p¯, q¯)
where
C13(ai, aj) := − 3
64
a2i
a3j
(2b5/2,0(ai/aj) + b5/2,2(ai/aj))
C14(ai, aj) := − 3
16
a2i
a3j
(b5/2,0(ai/aj) + b5/2,2(ai/aj))
(5.65)
Collecting then the expansions
f¯ ∗pl = C0 +Qh ·
η2∗ + ξ
2
∗
2
+ Fh(η∗, ξ∗) + O(6) η∗ = (−η¯1, η¯2, · · ·)
f¯two = Q∗v ·
p¯2 + q¯2
2
+ Fhv(η∗, ξ∗, p¯, q¯) + O(6)
f¯four = Fv(η∗, ξ∗, p¯, q¯) + O(6) .
we finally find
f¯plt,pr = f¯
∗
pl + f¯two + f¯four
= C0 +Qh · η
2
∗ + ξ
2
∗
2
+Q∗v ·
p¯2 + q¯2
2
+ Fh(η∗, ξ∗) + Fhv(η∗, ξ∗, p¯, q¯) + Fv((η∗, ξ∗, p¯, q¯) + O(6)
5.2 (3N − 1)–Dimensional KAM Tori and Measure of the Kol-
mogorov’s Set
Having checked, for N ≥ 3, the assumptions of non resonance up to order 4 for the
first Birkhoff invariants and non degeneracy for the second Birkhoff invariants, invoking
Theorem 2.1, we can state the following result concerning existence of KAM tori of
dimension 3N − 1 for the planetary (1+N) body problem and measure estimates of the
invariant set.
Theorem 5.1 Consider, in R3, a star with mass m¯0 and N ≥ 3 planets with masses
µm¯1, · · ·, µm¯N , interacting only through gravity. Let ai denote the instantaneous major
semiaxis of the ith planet. Then, there exists δ∗ > 0, ε∗ > 0, µ∗ > 0, b > 0, c > 0, C > 0
such that, if 0 < ai/ai+1 < δ∗, 0 < ε < ε∗ and 0 < µ < µ∗ and
µ < c(log ε−1)−2b ,
there exists a positive Lebesgue measure set K such that
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(i) K (“Kolmogorov set”) is formed by the union of invariant tori of dimension 3N−1
on which the Hplt–flow is linear in time, with Diophantine frequency;
(ii) the measure of K satisfies
c ε2(2N−1) > measK > c
(
1− C(√ε+√µ(log ε−1)b)
)
ε2(2N−1) .
Furthermore, the eccentricities and the mutual inclinations on the invariant tori are
bounded by c(log ε−1)−1.
176
6 Kolmogorov’s Set in the Space Planetary Problem
II (Total Reduction)
The proofs of existence of quasi–periodic motions for the planetary problem presented in
[17] and [14] are based on the application of a (C∞, analytic, respectively) KAM theory
based on “weak” non–degeneracy conditions, for a given properly degenerate system,
nearly an elliptic equilibrium point.
For istance, the proof in [14], in the real–analytic framework, is obtained as an application
of Theorem 6.1 below, based, on turn, on 2001 Ru¨ssmann Theory [34] (compare [14],
Theorem 4), where the following weak non–degeneracy condition is required
Definition 6.1 (Ru¨ssmann nondegeneracy condition) A real–analytic function
ω : y ∈ B ⊂ Rn → ω(y) = (ω1(y), · · · , ωm(y)) ∈ Rm
is called R–non degenerate if B is a non–empty open connected set in Rn and if for
any c ∈ Rm \ {0}, the map
y → c · ω(y) 6= 0 (6.1)
Theorem 6.1 Consider a Hamiltonian function
Hµ = h(I) + µ f(I, ϕ, p, q)
which assume to be real-analytic for
(I, ϕ, p, q) ∈ I × Tn¯ × B2nˆr (0) :=M
with the mean perturbation f¯ := (2π)−n¯
∫
Tn¯
fdϕ of the form
f¯ = f¯0(I) + Ω(I) · J +O(|J |3/2) J =
(
· · · , p
2
i + q
2
i
2
, · · ·
)
. (6.2)
Assume also that the “frequency map”
I ∈ I → (∂ h(I),Ω(I)) ∈ Rn¯ × Rnˆ
is R–non degenerate. Then, if µ is sufficiently small, there exists a positive measure
set of phase space points belonging to real–analytic Hµ–invariant tori which are close to
Tn¯ × {I0} ×j {p2j + q2j = ρj}, with ρj = O(µ). Furtherore, the Hµ–flow on such tori is
quasi–periodic with Diophantine frequencies.
Following [17] (who deals with Herman’s C∞ KAM Theory), the strategy of the proof in
[14] consists in applying the previous KAM Theory to a suitably modified Hamiltonian
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function, which is obtained from the planetary Hamiltonian expressed in Delaunay–
Poincare´ variables by adding a commuting Hamiltonian. The necessity of modifying
the Hamiltonian function is that when the planetary Hamiltonian is put in Poincare´–
Delaunay variables, the frequencies Ω of (6.2) correspond the 2N–dimensional vector of
the DP–secular frequencies
(σ, ζ) =
(
(σ1, · · · , σN), (ζ1, · · · , ζN)
)
defined, respectively, as the eigenvalues of the two “horizontal” and “vertical” quadratic
forms
Qh · η2 := ∑1≤j<k≤N mjmk (C1(aj , ak)( η2jΛj + η2kΛk
)
+ 2C2(aj, ak)
ηjηk√
ΛjΛk
)
Qv · p2 := −∑1≤j<k≤N mjmkC1(aj, ak) ( pjΛj − pkΛk )2
(6.3)
which are been proved [17] to satisfy, together with the mean motions n := ∂hplt the
only two independent linear combinations, usually called secular resonances∑
1≤i≤N
(σi + ζi) = 0 , ζN = 0 (6.4)
and the Ru¨ssmann condition (6.1) is clearly violated. Adding a commuting Hamiltonian
makes the above non degeneracy condition (6.1) verified. The final result is reached with
the use of an abstract argument: invariant ergodic tori for the modified Hamiltonian are
recognized to be invariant manifolds for the original Hamiltonian.
The use of the regularized (fully) reduced Deprit variables provides a direct application
of the KAM machinery of [14] because no secular resonance appears. We recover then a
result already found with a different technique in the 2007 revised version of the paper
by J. Fe´joz [17].
Theorem 6.2 Consider, in R3 a star of mass m¯0 and N ≥ 2 planets of mass µm¯1, · · ·,
µm¯N , interacting only through gravity. Let ai denote the instantaneous major semiaxis of
the ith planet and let ε be an upper bound of the instantaneous eccentricity and inclination
of the planets. Then, there exists δ∗ > 0, ε∗ > 0 and µ∗ > 0 such that, if ai/ai+1 < δ∗,
0 < ε < ε∗ and 0 < µ < µ∗, there exists a positive measure set of phase space points
whose time evolution lies on real–analytic, 3N − 2 dimensional invariant tori; the time
evolution being quasi–periodic with 3N−2 Diophantine frequencies. Furthermore, during
the motion, eccentricities and inclinations are bounded by C
√
µ.
Proof. It is a corollary of Theorem 6.1 above and Lemma 6.1 of the following section.
6.1 Ru¨ssmann Non–Degeneracy and (3N−2)–Dimensional KAM
Tori
Remarks on notations. Referring especially to paragraphs 4.2, 4.3, throughout all this
section,
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(i) We disregard the (cyclic, for Hplt) Deprit variables (P,Q), on which we will always
think to lift the maps we will discuss, extending them through the identity map.
Quite abusively, we do not change the name of the domains Dr, Dpr of the fully,
partially reduced regularized Deprit variables.
(ii) We denote the set of fully reduced regularized Deprit variables as
(Λ, λ) , (η, ξ) , (p, q) , (G, g)
(g cyclic for Hplt), hence, in particular, p, q have dimension N − 2. The planetary
Hamiltonian put in fully reduced regularized Deprit variables is denoted
Hplt,fr = hplt + µfplt,fr
where, as usual
hplt = −
∑
1≤i≤N
m˜3i mˆ
2
i
2Λ2i
.
(iii) The set of partially reduced regularized Deprit variables with
(Λ, λ¯) , (η¯, ξ¯) , (p¯, q¯)
hence, with with p¯, q¯ of dimension (N − 1). The planetary Hamiltonian put in
partially reduced regularized Deprit variables is denoted
Hplt,pr = hplt + µfplt,pr
We start with the planetary Hamiltonian written in fully reduced variables
Hplt,fr = hplt + µfplt,fr .
Lemma 6.1 For a sufficiently small δ∗, in the set D˜r of
(
(Λ, λ), (η, ξ), (p, q), (G, g)
)
of
(RN+ × TN )× (RN × RN)× (RN−2 × RN−2)× (R+ × T) such that
a(Λ) ∈ A , δ2 := ∑
1≤i≤N
Λi −G < δ2∗ , |(η, ξ, p, q)|2 < 2 δ ,
with A the set of semimajor axes
A :=
{
a = (a1, · · · , aN) ∈ RN : 0 < a1 < a2 < · · · < aN
}
,
there exists a symplectic real–analytic change of variable
φ : D˜r → Dr
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which leaves G, Λ unvaried and puts f¯plt,fr into the form
f¯plt := f¯plt,fr ◦ φ = fplt,fr ◦ φ
= f¯0(Λ, G) +
∑
1≤i≤N
si(Λ, G)
η2i + ξ
2
i
2
+
∑
1≤i≤N−2
zi(Λ, G)
p2i + q
2
i
2
+ O(3)
where, for any fixed G ∈ R+, the “secular frequencies” s = (s1, · · ·, sN ), z = (z1, · · ·,
zN−2) together with the mean motions n = (n1, · · · , nN ) := ∂hplt do not satisfy any linear
relation in any simply connected subset VG of a suitable subset UG with full measure of
AG :=
{
a(Λ) ∈ A , ∑
1≤i≤N
Λi −G < δ2∗
}
.
Proof. We discuss only the case N ≥ 3, since the case N = 2 is well understood. 38
Step 1: partial reduction (or full regularization).
Let φpr the map “partial reduction map” φpr which acts as described in (eq. (4.42))
Section 4.3. This leads Hplt,fr = hplt+µfplt,fr to Hplt,pr = hplt+µfplt,pr, where f¯plt,pr is as
in Lemma 5.1:
f¯plt,pr = C0(m, a) +Q∗h ·
η¯2 + ξ¯2
2
+Q∗v ·
p¯2 + q¯2
2
+ f¯ 4plt,pr .
Step 2: diagonalization of Q∗h, Q∗v. Let ρ∗h, ρ∗v the unitary matrices which leave Q∗h, Q∗v
diagonal:
Q∗h · η˜2 =
∑
1≤i≤N
siη˜
2
i , Q∗v · p˜2 =
∑
1≤i≤N−1
zip˜
2
i
where
η˜ := ρ∗h
tη¯ , p˜ := ρ∗v
tp¯ .
Then, the transformation φdiag which leaves Λ unvaried and acts on p˜, q˜, λ˜ as
φdiag :
{
η¯ := ρ∗hη˜
ξ¯ := ρ∗hξ˜
,
{
p¯ := ρ∗vp˜
q¯ := ρ∗v q˜
, λ¯ = λ˜+ ϕ(Λ, p˜, q˜) (6.5)
(where (Λ, p¯, q¯)→ ϕ(Λ, p¯, q¯) is a suitable shift which makes φdiag symplectic) puts f¯plt,pr
into the form
f¯diag := f¯plt,pr◦φdiag = fplt,pr ◦ φdiag = C0(m, a)+
∑
1≤i≤N
si
η˜2i + ξ˜
2
i
2
+
∑
1≤i≤N−1
zi
p˜2i + q˜
2
i
2
+f˜ 4diag .
38As already remarked, for N = 2, the full Deprit reduction corresponds to the Jacobi reduction and
the two spatial secular frequencies s1, s2 of the spatial three body problem are manifestly related (see
[33]) to the frequencies of the plane problem σ1, σ2 in Delaunay–Poincare´ variables by
s1 = 2σ1 + σ2 +O
(
δ2
)
, s2 = σ1 + 2σ2 +O
(
δ2
)
.
Hence, s1, s2 have the desired property since σ1, σ2 have it, as proved in [17].
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where f˜ 4diag = O(4) and, as proved in Proposition 5.1, s = (s1, · · · , sN) and z =
(z1, · · · , zN) do not satisfy any other linear condtion than the Herman’s resonance. No-
tice that, since ρ∗h, ρ
∗
v are unitary, the angular momentum G, in their terms has just the
same expression as in full regularized variables:
G =
∑
1≤i≤N
(
Λi − η˜
2
i + ξ˜
2
i
2
)
− ∑
1≤i≤N−1
p˜2i + q˜
2
i
2
We are then “justified” if we do not change the name of the variable G we introduce into
the following step.
Step 3: full reduction. Apply now φfr := φ
−1
pr , i.e. , put
p˜N−1 =
√√√√√2
 ∑
1≤i≤N
Λi −G−
∑
1≤i≤N
ηˇ2i + ξˇ
2
i
2
− ∑
1≤i≤N−2
pˇ2i + qˇ
2
i
2
 cos gˇ
q˜N−1 = −
√
2
(
G−∑1≤i≤N Λi −∑1≤i≤N ηˇ2i+ξˇ2i2 −∑1≤i≤N−2 pˇ2i+qˇ2i2
)
sin gˇ
λ˜i = λˇi + gˇ(
η˜i
ξ˜i
)
= Rz(−gˇ)
(
ηˇi
ξˇi
) (
p˜j
q˜j
)
= Rz(−gˇ)
(
pˇj
qˇj
)
This carries f¯diag to
f¯fr := f¯diag ◦ φfr = fdiag ◦ φfr = Cˇ0(m, a,G) +
∑
1≤i≤N
s0i
ηˇ2i + ξˇ
2
i
2
+
∑
1≤i≤N−2
z0i
pˇ2i + qˇ
2
i
2
+ fˇ ,
where 
Cˇ0(m, a,G) := C0(m, a) + sN−1
(∑
1≤i≤N Λi −G
)
fˇ := f˜ 4diag ◦ φfr
s0i := si − zN−1 1 ≤ i ≤ N
z0i := zi − zN−1 1 ≤ i ≤ N − 2
Lemma 6.2 The functions s01, · · ·, s0N , z01, · · ·, z0N−2 do not satisfy any linear relation in
any open, simply connected set V ⊂ U for a suitable open set U ⊂ A with full measure.
Proof. Let U ⊂ A the open set with full measure where Proposition 5.1 holds and
assume that, in some pont of some simply connected set V¯ ⊂ U , we had∑
1≤i≤N
cis
0
i +
∑
1≤i≤N−2
giz
0
i =
∑
1≤i≤N
ci(si − zN−1) +
∑
1≤i≤N−2
gi(zi − zN−1) = 0 ,
with (c1, · · ·, cN , g1, · · ·, gN−2) ∈ R2N−2 \ {0}. Then, by Proposition 5.1
c1 = · · · = cN = g1 = · · · = gN−2 = −
∑
1≤i≤N
ci −
∑
1≤i≤N−2
gi ,
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which is a contraddiction.
Step 4: recentering ffr at its equilibrium point. For small values of δ
2 :=
∑
1≤i≤N Λi−G
we find a new equilibrium point zˇeq = (ηˇeq, ξˇeq, pˇeq, qˇeq) for f¯fr, which is O(δ). Rescale, in
fact, the variables as
ηˇ = 2δ pˆ , ξˇ = 2δ qˆ , pˇ = 2δ pˆ , qˇ = 2δ qˆ
and then discuss equation
δ−2∂zˇf¯fr = 0 where zˇ = (ηˇ, ξˇ, pˇ, qˇ) .
by an Implicit Function Theorem argument.
Perform then the change of variable
φeq : zˇ = z∗ + zˇe gˇ = g∗ + ψˇ(Λ, G) , λˇi = λ∗i + ϕˇi(Λ, G)
leaving the remaining variables unvaried, where ψˇ(Λ, G), ϕˇi(Λ, G) are suitable shifts
which make φe symplectic.
The result then follows after a suitable symplectic diagonalization of the Hessian matrix
of f¯eq := f¯fr ◦φeq = ffr ◦ φeq, which gives linear invariants s1, · · ·, sN , z1, · · ·, zN−2 δ–close
to s01, · · ·, s0N , z01, · · ·, z0N−2, hence, with the desired property.
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A Proof of the Averaging Theorem (Lemma 2.1)
Lemma A.1 Let D, A0, A1, · · ·, AN square complex matrices of order n, with D non
singular, such that
‖D(Ai − id n)‖ ≤ εi , i = 0, · · · , N .
Then, if ‖ · ‖ is a norm on MatCn×n such that ‖AB‖ ≤ ‖A‖ ‖B‖,
‖D(A0A1A2 · · ·AN − id n)‖ ≤ ε0 + (1 + ε0‖D−1‖)ε1 + · · ·
+ (1 + ε0‖D−1‖) · · · (1 + εN−1‖D−1‖)εN .
Proof. Let
T := A1 · · ·AN − id n .
Then, writing
D(A0A1 · · ·AN − id n) = D(A0 − id n) ( id n + T ) +DT ,
we find
‖D(A0A1 · · ·AN − id n)‖ ≤ ‖D(A0 − id n)‖(1 + ‖T‖) + ‖DT‖
≤ ε0 + (1 + ε0‖D−1‖)‖DT‖
= ε0 + (1 + ε0‖D−1‖)‖D(A1 · · ·AN − id n)‖ (A.1)
The Lemma is then proved after N iterations of (A.1).
Lemma A.2 (Iterative Lemma) Let n¯+ nˆ = n, 0 < 2ρ < r and 0 < 2σ < s. Suppose
that the Hamiltonian
H = h+ g + f
is real–analytic on Pr,s := Ir × Tns with ω := ∂ h verifying
|ω(I) · k| ≥
{
α¯ for k = (k¯, kˆ) ∈ Zn¯ × Znˆ \ Λ k¯ 6= 0 , |k|1 ≤ K
αˆ for k = (0, kˆ) ∈ {0}Zn¯ × Znˆ \ Λ |k|1 ≤ K (A.2)
for I ∈ Ir, and f so small that
‖f‖r,s < αρσ
2
, where α := min{α¯, αˆ} . (A.3)
Then, there exists a real–analyitic, symplectic transformation
Φ : Pr−2ρ,s−2σ → Pr,s
which carries H into
H+ := H ◦ Φ(I, ϕ) = h + g+ + f+
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with
g+ = g + PΛTKf
and
‖f+‖r−2ρ,s−2σ ≤
(
1− ‖f‖r,s
αρσ/2
)−1 (‖g‖∗ + ‖f‖r,s
αρσ
+ e−Kσ
)
‖f‖r,s (A.4)
where
‖g‖∗ = 1
2
∑
j
(
ρ
rj − r + ρ +
σ
sj − s+ σ
)
‖gj‖rj ,sj ,
if g =
∑
j gj, with terms gj bounded on Prj ,sj ⊃ Pr,s. Moreover,
|W n¯α¯−1,α−1Wρ,σ(Φ− id)|P ,
1
2
‖W n¯α¯−1,α−1(Wρ,σDΦW−1ρ,σ − id 2n)‖P ≤
‖f‖r,s
ρσ
(A.5)
uniformly on Pr−2ρ,s−2σ.
Lemma A.2 is a useful remake of the Iterative Lemma of [30]. We outline the differences.
(i) In [30], instead than (A.2), the real nonresonance for ω up to order K and a
“smallness” assumption for r:
(a) : |ω(I) · k| ≥ α for I ∈ I , k ∈ Zn \ Λ , |k|1 ≤ K , (b) : r ≤ α
pMK
(A.6)
are required, where p > 1 is a prefixed number. But, in the proof, (a) and (b) are
used only to prove
|ω(I) · k| ≥ α
q
for I ∈ Ir , k ∈ Zn \ Λ , |k|1 ≤ K
which is next needed. So, the Lemma remains true when the assumption
|ω(I) · k| ≥ α for I ∈ Ir , k ∈ Zn \ Λ , |k|1 ≤ K
replaces (A.6) and α replaces α/q in all its occurences. But, (A.2) obviously implies
|ω(I) · k| ≥ α := min{α¯, αˆ} for I ∈ Ir , k ∈ Zn \ Λ , |k|1 ≤ K .
It now is enough observing that (A.3), (A.4) are just the same of [30], with α
replacing α/q.
(ii) For what concernes (A.5), in [30], taking into account (i), we find
|Wρ,σ(Φ− id)|P∗ ≤ ‖f‖r,s
αρσ
(A.7)
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where
|(y, x)|P∗ := max{|y|1, |x|∞} .
In particular, (A.7) holds when 39
((0,ΠIˆΦ),ΠϕΦ)
replaces
Φ = ((ΠI¯Φ,ΠIˆΦ),ΠϕΦ) .
In order to obtain an estimate for |ρ−1(ΠI¯Φ − idn¯)|1, we recall that, in [30], Φ is
constructed as the time 1 map of the flow X tφ of a hamiltonian vectorfield Xφ =
(−∂ϕφ, ∂Iφ), where φ is the trigonometric polynomial
φ(I, ϕ) =
∑
k∈Zn¯×Znˆ\Λ, |k|≤K
fk(I)
iω(I) · k e
ik·ϕ .
But, taking into account the non resonance assumptions (A.2), we may split φ as
φ(I, ϕ) = φ¯(I, ϕ) + φˆ(I, ϕˆ)
where
φ¯(I, ϕ) =
∑
k=(k¯,kˆ)∈Zn¯×Znˆ\Λ, |k|≤K, k¯ 6=0
fk(I)
iω(I) · k e
ik·ϕ
and φˆ = φ− φ¯ does not depend from the ϕ¯–variables. Hence, the projection X¯φ :=
∂ϕ¯φ = ∂ϕ¯φ¯ of the vectorfield Xφ over C
n¯ × {0}C2n−n¯ , by the General Cauchy
Inequality, is bounded as
|X¯φ|1 ≤ ‖f‖r,s
α¯σ
uniformly on Vr−3ρ/2,s−3σ/2, so, joining this result with (A.7), we find
|W n¯α¯−1,α−1Wρ,σ(Φ− I2n)|P ≤
‖f‖r,s
ρσ
.
The second equation in (A.5), then, follows by the General Cauchy Inequality,
uniformly on Vr−2ρ,s−2σ.
Proof of Lemma 2.1. We distinguish two cases:
(a) 48
‖f‖r,s¯+s
α r s
< e−Ks/6 , (b) 48
‖f‖r,s¯+s
α r
≥ e−Ks/6 .
The case (a) is trivial, because we apply the Iterative Lemma with g ≡ 0 and parameters
ρ = ρ′ :=
r
4
, σ = σ′ :=
s
3
.
39ΠIˆ , · · · denotes the projection ove the Iˆ, · · · variables.
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This is made possible, because (using Ks ≥ 6)
‖f‖r,s¯+s < 1
27
α r s
Ks
≤ 1
6 · 27α r s =
α ρ′ σ′
26
<
αρ′σ′
2
.
Letting, then,
r′ = r − 2ρ′ = r
2
, s′ = s− 2 σ′ = s
3
we see that the map Φ : Pr′,s¯+s′ → Pr,s¯+s verifies
|W n¯α¯−1,α−1Wρ′,σ′(Φ− id)|P ,
1
2
‖W n¯α¯−1,α−1(Wρ′,σ′ DΦW−1ρ′,σ′ − id 2n)‖P
≤ 12
rs
‖f‖r,s¯+s
≤ 2K
r
‖f‖r,s¯+s ,
and
H ◦ Φ = h+ f0 + f1
where f0 = PΛTK f . Furthermore,
‖f1‖r′,s¯+s′ ≤
(
1− ‖f‖r,s¯+s
αρ′σ′/2
)−1 (‖f‖r,s¯+s
αρ′σ′
+ e−Ks/3
)
‖f‖r,s¯+s
≤ (1− 2−5)−1
(‖f‖r,s¯+s
αρ′σ′
+ e−Ks/3
)
‖f‖r,s¯+s
=
32
31
( ‖f‖r,s¯+s
α r s/(12)
+ e−Ks/3
)
‖f‖r,s¯+s
≤ 32
31
(
1
4
+
1
e
)
e−Ks/6 ‖f‖r,s¯+s
< e−Ks/6 ‖f‖r,s¯+s .
The lemma is proved with Ψ = Φ.
In case (b), we move in N + 1 steps. First, we apply the Iterative Lemma with g ≡ 0
and parameters
ρ = ρ0 :=
r
8
, σ = σ0 :=
s
6
,
thanks to the inequality
‖f‖r,s¯+s ≤ 1
27
α r s
Ks
≤ 1
6 · 27α r s =
α ρ0 σ0
16
.
Letting,
r1 = r − 2ρ0 = 3
4
r , s1 = s− 2σ0 = 2
3
s
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we find
Φ0 : Pr1,s¯+s1 → Pr,s¯+s
verifying
|W n¯α¯−1,α−1W0(Φ0 − id)|P ,
1
2
‖W n¯α¯−1,α−1(W0DΦ0W0−1 − id 2n)‖P
≤ 1
ρ0σ0
‖f‖r,s¯+s = 48
rs
‖f‖r,s¯+s ,
where W0 :=Wρ0,σ0 , and
H1 := H ◦ Φ0 = h+ g1 + f1
with
‖f1‖r1,s¯+s1 ≤
(
1− ‖f‖r,s¯+s
αρ0σ0/2
)−1 (‖f‖r,s¯+s
αρ0σ0
+ e−Kσ0
)
‖f‖r,s¯+s
≤ 8
7
(‖f‖r,s¯+s
αρ0σ0
+ e−Kσ0
)
‖f‖r,s¯+s
=
8
7
(‖f‖r,s¯+s
α r s/48
+ e−Ks/6
)
‖f‖r,s¯+s
≤ 16
7
‖f‖r,s¯+s
α r s/48
‖f‖r,s¯+s
=
1
7
‖f‖r,s¯+s
αρ0σ0/(16)
‖f‖r,s¯+s
≤ ‖f‖r,s¯+s
7
. (A.8)
Now, let N an integer number. Our aim is to apply the Iterative Lemma N times, each
with parameters
ρ = ρN :=
r
8N
, σ = σN :=
s
4N
, (A.9)
so as to construct, at each step, a symplectic, analytic transformation
Φi : Pri+1,s¯+si+1 → Pri,s¯+si , i = 1, · · · , N
where
ri = r1 − 2(i− 1) ρN , si = s1 − 2(i− 1) σN , i = 1, · · · , N + 1 ,
verifying
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|W n¯α¯−1,α−1WN(Φi − id)|P ,
1
2
‖W n¯α¯−1,α−1(WN DΦiWN−1 − id 2n)‖P
≤ 1
ρNσN
‖fi‖ri,s¯+si ,
where WN := WρN ,σN , and
Hi+1 := H ◦ Φ0 ◦ · · · ◦ Φi = h+ gi+1 + fi+1 , i = 1, · · · , N
with
‖fi‖ri,s¯+si ≤
(
1
4
)i−1
‖f1‖r1,s¯+s1 ≤
(
1
4
)i
‖f‖r,s¯+s .
Consequentely, after N steps, we will find HN+1 = H ◦ ΨN = h+ gN+1 + fN+1 analytic
on Pr/2,s¯+s/6
fN+1 ≤
(
1
4
)N+1
‖f‖r,s¯+s ≤ e−Ks/6‖f‖r,s¯+s
provided N is sufficiently large:
N + 1 ≥ Ks
12 log 2
.
Choice, thus, N such in a way that
N <
Ks
12 log 2
≤ N + 1 .
If N = 0, the theorem is proved with Ψ = Φ0. Otherwise, if N ≥ 1, we verify, by
induction, inequalities
‖fi‖ri,s¯+si ≤
‖fi−1‖ri−1,s¯+si−1
4
, ‖fi‖ri,s¯+si <
α r s
213N2
=
αρNσN
28
,
‖gi − gi−1‖ri,s¯+si ≤ ‖fi−1‖ri−1,s¯+si−1 , i = 1, · · · , N (A.10)
For i = 1, we have
‖g1 − g0‖r1,s¯+s1 = ‖g1‖r1,s¯+s1 = ‖PΛTKf‖r1,s¯+s1 ≤ ‖f‖r1,s¯+s1
and, by (A.8),
‖f1‖r1,s¯+s1 ≤ 27
‖f‖2r,s¯+s
α r s
≤ α r s
27(Ks)2
<
α r s
213N2
=
αρNσN
28
≤ ‖f‖r,s¯+s
7
(A.11)
provided
‖f‖r,s¯+s ≤ α r
27K
.
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Assume, now, that (A.10) hold for a given i < N . Then, Lemma A.2 is applicable once
again and we find
Φi : Pri+1,s¯+si+1 → Pri,s¯+si
such that
Hi+1 := Hi ◦ Φi = h+ gi+1 + fi+1
with gi+1 and fi+1 verifying
‖gi+1 − gi‖ri+1,s¯+si+1 = ‖PΛTKfi‖ri+1,s¯+si+1 ≤ ‖fi‖ri+1,s¯+si+1
and
‖fi+1‖ri+1,s¯+si+1 ≤(
1− ‖fi‖ri,s¯+si
αρNσN/2
)−1 (‖fi‖ri,s¯+si + ‖gi‖∗
αρNσN
+ e−Ks/(4N)
)
‖fi‖ri,s¯+si ≤(
1− 1
27
)−1 ( 1
28
+
1
24
+
1
8
)
‖fi‖ri,s¯+si =
49
254
‖fi‖ri,s¯+si ≤
‖fi‖ri,s¯+si
4
where we have used Ks > 12 log 2 which implies
e−Ks/(4N) ≤ 1
8
and the telescopic expansion
gi = g1 +
i∑
k=2
(gk − gk−1)
with g1 := PΛTKf , gk − gk−1 = PΛTKfk−1 bounded on Pr,s¯+s, Prk,s¯+sk ⊃ Pri,s¯+si, for
1 ≤ k ≤ i. This gives, according to the definition of ‖gi‖∗ relatively to this expansion,
‖gi‖∗ = 1
2
(
ρN
r − ri + ρN +
σN
s¯+ s− (s¯+ si) + σN
)
‖g1‖r,s¯+s
+
1
2
i∑
k=2
(
ρN
rk − ri + ρN +
σN
(s¯+ sk)− (s¯+ si) + σN
)
‖gk − gk−1‖rk,s¯+sk
=
1
2
(
ρN
r − ri + ρN +
σN
s− si + σN
)
‖g1‖r,s¯+s
+
1
2
i∑
k=2
(
ρN
rk − ri + ρN +
σN
sk − si + σN
)
‖gk − gk−1‖rk,s¯+sk
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≤ 1
4
(
ρN
ρ0
+
σN
σ0
)
‖g1‖r,s¯+s + 1
2
i∑
k=2
‖fk−1‖rk,s¯+sk
≤ 5
8N
‖g1‖r,s¯+s + 2
3
‖f‖r,s¯+s
≤ αρN σN
25
+
αρN σN
28
≤ αρN σN
24
(use the following inequalities:
‖fk−1‖rk,s¯+sk ≤ ‖fk−1‖rk−1,s¯+sk−1 ≤ 4−(k−1)‖f‖r,s¯+s ,
‖g1‖r,s¯+s ≤ ‖f‖r,s¯+s ≤ α r/(27K) ≤ α rs/(210N) = N αρNσN/(25) ,
rk − ri ≥ ρN , sk − si ≥ σN ,
r − ri + ρN ≥ r − ri ≥ r − r1 = r/4 = 2ρ0 ,
s− si + σN ≥ s− si ≥ s− s1 = s/3 = 2σ0) .
and (A.10) are proved for any 1 ≤ i ≤ N . Let
H := HN+1 = h+ g + f∗ , (g := gN+1 , f∗ := fN+1) .
Then, by construction,
‖f∗‖r/2,s¯+s/6 = ‖fN+1‖r/2,s¯+s/6 ≤ e−Ks/6‖f‖r,s¯+s
and, using Ks ≥ 8, ‖fi‖ri,s¯+si ≤ 4−i‖f‖r,s¯+s and (A.11),
‖g − PΛTKf‖r/2,s¯+s/6 = ‖gN+1 − g1‖r/2,s¯+s/6
≤
N∑
k=1
‖gk+1 − gk‖r/2,s¯+s/6
≤
N∑
k=1
‖gk+1 − gk‖rk,s¯+sk
≤
N∑
k=1
‖fk‖rk,s¯+sk
≤ 4
3
‖f1‖r1,s¯+s1
≤ 28‖f‖
2
r,s¯+s
α r s
≤ 2
5K
αr
‖f‖2r,s¯+s .
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Furthermore, by the usual telescopic arguments,
|ΠI¯(ΨN − id)|1 ≤
N∑
k=0
|ΠI¯(Φk − id)|1
= |ΠI¯(Φ0 − id)|1 +
N∑
k=1
|ΠI¯(Φk − id)|1
≤ ‖f‖r,s¯+s
α¯σ0
+
1
α¯σN
N∑
k=1
‖fk‖rk,s¯+sk
≤ ‖f‖r,s¯+s
α¯σ0
+
2
α¯σN
27
‖f‖2r,s¯+s
α¯ r s
=
‖f‖r,s¯+s
α¯σ0
(
1 + 28N
‖f‖r,s¯+s
α¯ r s
)
≤ ‖f‖r,s¯+s
α¯σ0
(
1 + 25K
‖f‖r,s¯+s
α¯ r
)
≤ 2 ‖f‖r,s¯+s
α¯σ0
≤ 2
4 ‖f‖r,s¯+s
α¯ s
. (A.12)
Similarly, one proves
|ΠI(ΨN − id)|1 ≤ 2
4 ‖f‖r,s+s
α s
, |Πϕ(ΨN − id)|∞ ≤ 2
4 ‖f‖r,s¯+s
α r
, (A.13)
which gives (2.28). We prove now (2.29). Writing
W n¯α¯−1,α−1(Wr,sDΨ0W
−1
r,s − id 2n) = Wr,sW−10 [W n¯α¯−1,α−1(W0DΨ0W−10 − id 2n)]W0W−1r,s
and using
‖W n¯α¯−1,α−1(W0DΨ0W−10 − id 2n)‖P ≤
2
ρ0σ0
‖f‖r,s¯+s
‖Wr,sW−10 ‖P =
1
6
, ‖W0W−1r,s ‖P = 8
we find
‖W n¯α¯−1,α−1(Wr,sDΨ0W−1r,s − id 2n)‖P ≤ ‖Wr,sW−10 ‖P‖W0W−1r,s ‖P
× ‖W n¯α¯−1,α−1(W0DΨ0W−10 − id 2n)‖P
=
4
3
‖W n¯α¯−1,α−1(W0Ψ0W−10 − id 2n)‖P
≤ 8
3
1
ρ0σ0
‖f‖r,s¯+s ≤ 1 . (A.14)
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Similarly, writing
W n¯α¯−1,α−1(Wr,sDΨiW
−1
r,s − id 2n) = Wr,sW−1N [W n¯α¯−1,α−1(WNDΨiW−1N − id 2n)]WNW−1r,s
and using
‖W n¯α¯−1,α−1(WNDΦiWN−1 − id 2n)‖P ≤
2
ρNσN
‖fi‖ri,s¯+si ,
‖Wr,sW−1N ‖P =
1
4N
, ‖WNW−1r,s ‖P = 8N
we arrive at
‖W n¯α¯−1,α−1(Wr,sDΦiW−1r,s − id 2n)‖P ≤
4
ρNσN
‖fi‖ri,s¯+si ≤ α , i = 1, · · · , N . (A.15)
Taking into account (A.14), (A.15) and Lemma A.1 (where W n¯α¯−1,α−1 plays the role of
the invertible matrix D, and 4‖fi‖/ρNσN the one of εi, for i 6= 0), we find, for
DΨN = DΦ0DΦ1 · · ·DΦN
the bound
‖W n¯α¯−1,α−1(Wr,sDΨNW−1r,s − id 2n)‖P ≤
8
3
‖f‖r,s¯+s
ρ0σ0
+
8
ρNσN
N∑
i=1
2i−1‖fi‖ri,s¯+si
with
N∑
i=1
2i−1‖fi‖ri,s¯+si ≤ 2‖f1‖r1,s¯+s1 ≤ 28
‖f‖2r,s¯+s
α r s
so that
‖W n¯α¯−1,α−1(Wr,sDΨNW−1r,s − id 2n)‖P ≤
25K
r
‖f‖r,s¯+s +
(
27K‖f‖
αr
)(
K‖f‖
r
)
≤ 2
6K
r
‖f‖r,s¯+s .
This completes the proof.
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B Birkhoff Normal Form
In this section, we discuss quantitatively the reduction to Birkhoff Normal Form, for
Hamiltonians possessing elliptic equilibrium points. For further references, see also [19].
Proposition B.1 (Birkhoff Normal Form) Let 0 < θ < 1; let D ⊆ Cn such that
Ω = (Ω1, · · · ,Ωm) : D → Cm
is (α,K) non resonant on D, with K ≥ 2, and let
f(I, ϕ, p, q) =
m∑
i=1
Ωi(I)
p2i + q
2
i
2
+ o2(p, q; I) ,
where o2 is real–analytic in D × B2mr (0), and verifies
lim
(p,q)→0
o2(p, q; I)
|(p, q)|2 = 0 for all I ∈ D .
Then, there exists rK > 0 and a symplectic, analytic transformation
π : D × Cn/(2πZn)×B2mrK (0)→ D × Cn/(2πZn)× B2mr (0)
(J, ϑ, P,Q)→ (I, ϕ, p, q) = π(J, ϑ, P,Q)
with I, ϕ − ϑ, p, q independent from ϑ, which puts f into Birkhoff normal form up to
order K. Furthermore, the following holds.
i) The transformation π may be obtained as a product
π = B2 ◦ · · · ◦ BK (B2 = id) ,
where
Bk : D × Cn/2πZn × B2mrk → D× Cn/2πZn ×B2mrk−1 ,
(J˜ , ϑ˜, P˜ , Q˜) → (I˜, ϕ˜, p˜, q˜)
verifies I˜ = J˜ and
|q˜ − Q˜| ≤ M
k
1
1− θ |(P˜ , Q˜)|
k−1 , |p˜− P˜ | ≤ M
k
2
1− θ |(P˜ , Q˜)|
k−1
|ϕ˜− ϑ˜| ≤ 2kMk0 max
1,
(
Mk1
1− θ
)k
|(P˜ , Q˜)|k(k−2))
 |(P˜ , Q˜)|k ,
(B.1)
and, for any k = 2, · · · , K, the product πk := B2 ◦ · · ·◦Bk puts f in Birkhoff normal form
up to order k:
f ◦ πk(J˜ , ϑ˜, P˜ , Q˜) =
m∑
i=1
Ωi(J˜)
P˜ 2i + Q˜
2
i
2
+ Pk(J˜ , P˜ , Q˜) + ok(P˜ , Q˜; J˜) .
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ii) The constants Mkj , M
k
jh are inductively defined as follows. Let, for K ≥ 3 and
k = 3, · · · , K,
ok−1(p˜, q˜; I˜) =
∑
|α|1+|β|1=k
pkα,β(I˜)
(
p˜+ iq˜√
2
)α (
p˜− iq˜√
2
)β
+ o˜k(p˜, q˜; I˜) (i =
√−1) ,
with o˜k(p˜, q˜; I˜)/|(p˜, q˜)|k → 0, as (p˜, q˜)→ 0; let
sk(J˜ , P˜ , q˜) :=
∑
α6=β
2 i
pkα,β(J˜)
Ω(J˜) · (α− β)
(
P˜ + iq˜√
2
)α (
P˜ − iq˜√
2
)β
.
Then,
Mkj := sup
D×B2m1 (0)
|∂P(j) sk| , Mkjh := sup
D×B2m1 (0)
‖∂P(j)P(h) sk‖ , j, h = 0, 1, 2 ,
where
P(0) := J˜ , P(1) := P˜ , P(2) := q˜ .
iii) The polynomials Pk are inductively defined as follows. Starting with P2 ≡ 0, and
given Pk−1(I˜ , p˜, q˜), ok−1(p˜, q˜; I˜), then, for K ≥ 3 and k = 3, · · · , K,
Pk(J˜ , P˜ , Q˜) = Pk−1(J˜ , P˜ , Q˜) +Qk(J˜ , P˜ , Q˜) ,
where
Qk(J˜ , P˜ , Q˜) =
 0 for odd k∑|α|1=k/2 pkα,α(J˜)( P˜ 21+Q˜212
)α1
· · ·
(
P˜ 2m+Q˜
2
m
2
)αm
for even k.
(B.2)
iv) The radii rk are inductively defined as follows. Starting with r2 = r and given rk−1,
then, for K ≥ 3 and k = 3, · · · , K,
rk =
1− θ√
2
ρk , ρk := min

(
θ
Mk12
)1/(k−2)
,
(
θ√
2Mk1
)1/(k−2)
,
(
θ√
2Mk2
)1/(k−2)
, rk−1
 .
Remark B.1 Observe that, rather than projecting the remainders ok+1 with order k+1
of fk := f ◦ B2 ◦ · · · ◦ Bk over the spaces (p + iq)/
√
2, (p − iq)/√2, a simple algorithm
for the computation of Pk+1 comes from the identity
Pk+1 = 1
(2π)m
∫
Tn
ok+1(p, q; I)|pi=√P 2i +Q2i cosϕi, qi=
√
P 2i +Q
2
i sinϕi
dϕi
Our proof of the previous Proposition is based on the following
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Lemma B.1 Let 0 < θ < 1, r > 0, D ⊆ Cn and, for J ∈ D, ϕ ∈ Cn/2πZn, (P, q) ∈
C2m,
S(J, P, ϕ, q) := Jϕ+ Pq + s(J, P, q)
where
s(J, P, q) :=
∑
|α|1+|β|1=k
σα,β(J)P
αqβ
is a polynomial with degree k ≥ 3 in (P, q), with analytic coefficients J → σα,β(J). Then,
S is the generating function of a (symplectic,) analytic transformation
B : D × Cn/2πZn × B2mr′ (0)→ D × Cn/2πZn ×B2mr (0) ,
(J, ϑ, P,Q)→ (I, ϕ, p, q)
with
r′ :=
1− θ√
2
ρ , ρ := min

(
θ
M12
)1/(k−2)
,
(
θ√
2M1
)1/(k−2)
,
(
θ√
2M2
)1/(k−2)
, r
 .
such that I = J and
|q −Q| ≤ M1
1− θ |(P,Q)|
k−1 , |p− P | ≤ M2
1− θ |(P,Q)|
k−1
|ϕ− ϑ| ≤ 2kM0 max
{
1,
(
M1
1− θ
)k
|(P,Q)|k(k−2))
}
|(P,Q)|k,
(B.3)
where
Mj := sup
D×B2m1 (0)
|∂P(j) s| , Mjh := sup
D×B2m1 (0)
‖∂2P(j)P(h) s‖ ,
if P sends the set {0, 1, 2} to the set {J, P, q} as
P(0) := J , P(1) := P , P(2) := q
Proof. Observe preliminarly that, as s(J, P, q), is a homogeneous polynomial in (P, q)
with degree k, then, |∂P(j)(J, P, q)|, is a homogeneous function of (P, q) with degree k or
k − 1 for j = 0, j 6= 0, respectively, and
|∂P(j) s(J, P, q)| ≤
{
M0 |(P, q)|k if j = 0
Mj |(P, q)|k−1 if j 6= 0 (B.4)
by the definitions of Mj . Similarly, ‖∂2P(j)P(h) s(I, P,Q)‖ is a homogeneous function with
degree k (for j = h = 0), or k − 1 (for j = 0 6= h), or k − 2 (for j, h 6= 0), and
‖∂2P(j)P(h) s(I, P,Q)‖ ≤

M00 |(P, q)|k if j = h = 0
M0h |(P, q)|k−1 if j = 0 , h 6= 0
Mjh |(P, q)|k−2 if j, h 6= 0 .
(B.5)
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We construct B by its generating equations, which are are
I = J
ϕ = ϑ− ∂Js(J, P, q)
p = P + ∂qs(J, P, q)
(B.6)
where q is obtained by solving, with respect to q, the implicit equation
q + ∂P s(J, P, q) = Q . (B.7)
Let
ρ := min

(
θ
M12
)1/(k−2)
,
(
θ√
2M1
)1/(k−2)
,
(
θ√
2M2
)1/(k−2)
, r
 .
By (B.5) it follows, for J ∈ D, (P, q) ∈ Bm
ρ/
√
2
(0)× Bm
ρ/
√
2
(0)(⊆ B2mρ (0)),
‖∂2Pqs(J, P, q)‖ ≤M12 ρk−2 ≤ θ < 1 ,
which is enough to assert that the function q → q+ ∂P s(J, P, q) is injective on Bmρ/√2(0),
for any (J, P ) ∈ D ×Bm
ρ/
√
2
(0). Now, using
|∂P s| ≤M1ρk−1 ≤ θρ√
2
for (J, P, q) ∈ D × Bm
ρ/
√
2
(0)× Bm
ρ/
√
2
(0)
we also find that, for any (J, P ) ∈ D×Bm
ρ/
√
2
(0), the map q → q+ ∂Ps(J, P, q) is onto on
Bmr′ (0), with r
′ = (1− θ)ρ/√2. Let q˜ ∈ Bm
ρ/
√
2
(0) the unique solution of (B.7), for J ∈ D,
(P,Q) ∈ B2mr′ (0)(⊆ Bmr′ (0)× Bmr′ (0)), and let p = P + ∂qs(J, P, q). Using
|∂qs| ≤M2ρk−1 ≤ θρ√
2
we find p ∈ Bm
ρ/
√
2
(0), namely, (p, q) ∈ B2mρ (0) ⊆ B2mr (0). Taking also ϕ = ϑ−∂Js(J, P, q),
we have constructed
B : D × Cn/2πZn × B2mr′ (0)→ D× Cn/2πZn × B2mr (0) .
In order to prove (B.3), using (B.4) and the estimate
|∂P s(J, P, q)− ∂P s(J, P,Q)| =
∣∣∣∣∣∣
∫ 1
0
∑
j
∂2Pqjs(J, P,Q+ t(q −Q))(qj −Qj)dt
∣∣∣∣∣∣
≤
∫ 1
0
∣∣∣∣∣∣
∑
j
∂2Pqjs(J, P,Q+ t(q −Q))(qj −Qj)
∣∣∣∣∣∣ dt
≤ sup
D×r((P,Q),(P,q))
‖∂2Pqs‖|q −Q| .
(B.8)
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where r(P,Q) denotes the straight line from P to Q,we get
|q −Q| = |∂Ps(J, P, q)|
≤ |∂Ps(J, P,Q)|+ |∂Ps(J, P, q)− ∂P s(J, P,Q)|
≤ M1|(P,Q)|k−1 + sup
D×r((P,Q),(P,q))
‖∂2Pqs‖|q −Q| .
(B.9)
As (P,Q), (P, q) ∈ B2mρ (0), then, r((P,Q), (P, q)) ⊆ B2mρ (0), hence,
sup
D×r((P,Q),(P,q))
‖∂2Pqs(J, P, q)‖ ≤M12ρk−2 ≤ θ , (B.10)
giving so, by (B.9),
|q −Q| ≤M1|(P,Q)|k−1 + θ|q −Q|
namely,
|q −Q| ≤ M1
1− θ |(P,Q)|
k−1 . (B.11)
The proof of
|p− P | ≤ M2
1− θ |(P,Q)|
k−1
is quite similar and is omitted. Using now (B.11), we obtain
|ϕ− ϑ| ≤ M0|(P, q)|k
= M0|(P,Q) + (0, q −Q)|k
≤ M0(|(P,Q)|+ |(0, q −Q)|)k
≤ 2kM0 max
{
|(P,Q)|k, |q −Q|k
}
≤ 2kM0 max
{
|(P,Q)|k,
(
M1
1− θ
)k
|(P,Q)|k(k−1)
}
= 2kM0|(P,Q)|k max
{
1,
(
M1
1− θ
)k
|(P,Q)|k(k−2))
}
(B.12)
and the proof of (B.3) is complete.
Proof of Proposition B.1. We proceed by induction on K. For K = 2, f is yet
in Birkhoff normal form up to order 2, and the Proposition is proved with r2 = r,
π2 = B2 = id, P2 ≡ 0. Assuming, now, that Proposition B.1 holds when K − 1 replaces
K, we want to prove it for K. Assume, then, that D is (α,K) non resonant for Ω.
Obviously, D is (α,K − 1) non resonant. By the inductive hypothesis, we find
πK−1 = B2 ◦ · · · ◦ BK−1 : D × Cn/2πZn ×B2mrK−1 → D × Cn/2πZn × B2mr
(I˜ , ϕ˜, p˜, q˜) → (I, ϕ, p, q) = πK−1(I˜ , ϕ˜, p˜, q˜)
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with B2 = id and
Bk : D × Cn/2πZn ×B2mrk → D × Cn/2πZn ×B2mrk−1 , k = 3, · · · , K − 1 ,
which puts f into Birkhoff normal form up to order K − 1:
fK−1(I˜ , ϕ˜, p˜, q˜) := f ◦ πK−1(I˜, ϕ˜, p˜, q˜) =
m∑
i=1
Ωi(I˜)
p˜2i + q˜
2
i
2
+ PK−1(I˜, p˜, q˜)
+ oK−1(p˜, q˜; I˜
(B.13)
where items i), · · ·, iv) hold, for k ≤ K − 1. We prove that, defining
ρK := min

(
θ
MK12
)1/(K−2)
,
(
θ√
2MK1
)1/(K−2)
,
(
θ√
2MK2
)1/(K−2)
, rK−1
 ,
rK :=
1− θ√
2
ρK ,
(B.14)
we find a symplectic, analytic transformation
BK : D × Cn/2πZn ×B2mrK → D × Cn/2πZn × B2mrK−1
(J, ϑ, P,Q) → (I˜ , ϕ˜, p˜, q˜) = BK(J, ϑ, P,Q)
with ϕ˜− ϑ, p˜, q˜ independent from ϑ and verifying I˜ = J and
|q˜ −Q| ≤ M
K
1
1− θ |(P,Q)|
K−1 , |p˜− P | ≤ M
K
2
1− θ |(P,Q)|
K−1
|ϕ˜− ϑ| ≤ 2KMK0 |(P,Q)|K max
1,
(
MK1
1− θ
)K
|(P,Q)|K(K−2))
 ,
(B.15)
which puts fK−1 in Birkhoff normal form up to order K. We construct BK by means of
a generating function SK(J, P, ϕ˜, q˜) of the form
SK(J, P, ϕ˜, q˜) = J · ϕ˜+ P · q˜ + sK(J, P, q˜) (B.16)
where sK(J, P, q˜) is a homogeneous polynomial in (P, q˜) with degree K, which we write
as:
sK(J, P, q˜) =
∑
|α|1+|β|1=K
sKα,β(J)
(
P + iq˜√
2
)α (
P − iq˜√
2
)β
. (B.17)
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Splitting, in (B.13), oK−1 as
oK−1(p˜, q˜; I˜) =
∑
|a|1+|β|1=K
pKα,β(I˜)
(
p˜+ iq˜√
2
)α (
p˜− iq˜√
2
)β
+ o˜K(p˜, q˜; I˜)
where o˜K(p˜, q˜; I˜/|(p˜, q˜)|K → 0 as (p˜, q˜) → 0, and replacing the generating equations of
BK 
I˜ = J
ϕ˜ = ϑ− ∂Js(J, P, q˜)
Q = q˜ + ∂P s(J, P, q˜)
p˜ = P + ∂q˜s(J, P, q˜)
into the definition (B.13) of fK−1, we find that fK−1 changes to
fK(J, ϑ, P,Q) =
m∑
i=1
P 2i +Q
2
i
2
Ωi(J) + PK−1(J, P,Q)
+
∑
|α|1+|β|1=K
[
i
2
Ω(J) · (α− β) sKα,β(J) + pKα,β(J)
]
×
(
P + iQ√
2
)α (
P − iQ√
2
)β
+ oK(P,Q; J),
(B.18)
and this leads us to choice, in (B.17),
sKα,β(J) =

0 for α = β
2 i pKα,β(J)/(Ω(J) · (α− β)) for α 6= β .
(B.19)
The definition (B.19) is well put because |α− β|1 ≤ K (observe |al − βl| ≤ max{αl, βl})
and D is (α,K) non resonant for Ω. The choice (B.19) allows us to kill, in the summand
in (B.18), all the terms with α 6= β, and fK is in Birkhoff normal form up to order K.
In particular, when K is odd, no term survives, and PK ≡ PK−1. For even values of K,
by (B.18), we find
fK(J, ϑ, P,Q) =
m∑
i=1
P 2i +Q
2
i
2
Ωi(J) + PK(J, P,Q) + oK(P,Q; J),
where
PK(J, P,Q) = PK−1(J, P,Q) +QK(J, P,Q)
with
QK(J, P,Q) =
∑
|α|1=K/2
pKα,α(J)
(
P 21 +Q
2
1
2
)α1
· · ·
(
P 2m +Q
2
m
2
)αm
.
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On the other hand, by Lemma B.1, the function
SK(J, P, ϕ˜, q˜) = J · ϕ˜+ P · q˜ + sK(J, P, q˜)
with
sK(J, P, q˜) =
∑
α6=β
2 i
pKα,β(J)
Ω(J) · (α− β)
(
P + iq˜√
2
)α (
P − iq˜√
2
)β
generates an analytic (symplectic) transformation
BK : D × Cn/2πZn × B2mrK (0) → D × Cn/2πZn ×B2mrK−1(0)
(J, ϑ, P,Q) → (I˜ , ϕ˜, p˜, q˜) = BK(J, ϑ, P,Q) ,
with rK as in (B.14), with I˜ = J and q˜, p˜, ϕ˜− ϑ independent from ϑ, such that (B.15)
holds. This completes the proof.
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C Proof of Lemma 3.6
In this appendix, we prove the Lemma 3.6. For shortness, we will refer to the property
(3.45)÷(3.46) for a given matrix A with order n as (∗)–property.
Proof.We proceed by induction on n. The assertion is trivially true for j = 2, by direct
computation
λ21 =
1
2
(
a11 + a22 +
√
(a11 − a22)2 + 4a212
)
= a11 +O
(
a212
a11 − a22
)
= a11 +O
(
δ2n12
1− a¯22δn22
)
= a11 +O
(
δ2n12
)
and, similarly,
λ22 =
1
2
(
a11 + a22 −
√
(a11 − a22)2 + 4a212
)
= a22 +O
(
δ2n12
)
.
Assume, now, that the Lemma holds for n−1. Let A a matrix with order n with the (∗)–
property and let P(λ) its characteristic polynomial. We are interested to solve equation
P(λ, δ) = 0
closely to any diagonal element ajj ofA. We use an Implicit Function Theorem argument.
We expand the determinant of A− λ id n along the jth row, so to split P(λ, δ) as
P(λ) = f(λ, δ) + g(λ, δ)
with
f(λ, δ) := (ajj(δ)− λ) det[Mjj(λ, δ)] , g(λ, δ) :=
∑
k 6=j
(−1)k−jaj,k(δ) det[Mj,k(λ, δ)] ,
where Mj,k is the minor with order n− 1 of A− λ id n with place (j, k). In particular, if
λ˜1, · · ·, λ˜n−1 are the eigenvalues of Mjj(λ, δ), then, det[Mjj(λ, δ)] is given by
det[Mjj(λ, δ)] =
n−1∏
k=1
(λ˜k(δ)− λ) .
But Mjj(λ, δ) has the (∗)–property, so, by the inductive hypothesis, its eigenvalues λ˜1,
· · ·, λ˜n−1, verify
|λ˜k−akk(δ)| ≤ Cδm˜k , k = 1, · · · , j−1 , |λ˜k−ak+1,k+1(δ)| ≤ Cδm˜k , k = j, · · · , n−1 ,
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for suitable m˜k, 1 ≤ k ≤ n− 1. Let cn > 0 so small that
cn(n− 2)(1 + cn)n−2
(1− cn)n−1 < 1 ,
δ so small that
min
k
|λ˜k(δ)− ajj(δ)| > 0 .
The function λ→ f(λ, δ) vanishes for λ = ajj(δ) and, for any λ in the complex ball
|λ− ajj(δ)| ≤ R(δ) := cnmin
k
|λ˜k(δ)− ajj(δ)|
it results
|∂λf(λ, δ)| =
∣∣∣∣∣∣
[ n−1∏
k=1
(λ˜k − λ) + (ajj − λ)
∑
1≤m≤n−1
∏
k 6=m
(λ˜k − λ)
]∣∣∣∣∣∣
≥ (1− cn)n−1
n−1∏
k=1
|λ˜k(δ)− ajj(δ)|
− cnmin
k
|λ˜k(δ)− ajj(δ)|
∑
1≤m≤n−1
∏
k 6=m
|λ˜k(δ)− ajj(δ)|(1 + c)
≥ (1− cn)n−1
[
1− c(n− 2)(1 + c)
n−2
(1− cn)n−1
]
n−1∏
k=1
|λ˜k(δ)− ajj(δ)|
≥ (1− cn)n−1
[
1− c(n− 2)(1 + c)
n−2
(1− cn)n−1
] j−1∏
k=1
||λ˜k(δ)||ajj(δ)|n−j+1
having used the inequality
(1− cn)|λ˜k(δ)− ajj(δ)| ≤ |λ˜k − λ| ≤ (1 + cn)|λ˜k(δ)− ajj(δ)| .
for 1 ≤ k ≤ n − 1. On the other hand, any minor Mjk appearing in the perturbation
g(λ, δ) contains the coloumn
cjjk

a1j
...
aj−1,j
aj+1,j
...
an,j

which is of order δmin{nj−1,j , nj,j+1}. The remining n − 2 columns of Mjk, cljk have only
at one place place, a coordinate of the kind amm − λ, with m 6= k, j, and the other
coordinates are apm, with p 6= k, j |apm| ≤ |amm| ≤ max{|λ˜m|, |ajj|}
|amm−λ| ≤ |amm−ajj |+|ajj−λ| ≤ |amm−ajj|+|λ˜m−ajj | ≤ 2|λ˜m−ajj | ≤ 4max{|λ˜m|, |ajj|}
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so that
| det[Mjk]| ≤ 4n(n− 1)!|ajj|n−j
j−1∏
m=1
|λ˜m|
we find that
|g(λ, δ)| =
∣∣∣∣∣∣
∑
k 6=j
(−1)k−jaj,k(δ) det[Mj,k(λ, δ)]
∣∣∣∣∣∣ ≤ 4nn!δ2min{nj−1,j , nj,j+1}|ajj|n−j
j−1∏
m=1
|λ˜m|n−j
By Cauchy estimate we find
|∂λg(λ, δ)| ≤ 4nn!δ2min{nj−1,j , nj,j+1}|ajj|n−j−1
j−1∏
m=1
|λ˜m|n−j
so that the Implicit Function Theorem may be applied provided δ is sufficiently small:
sup
|λ−ajj |≤r(δ)
|∂λg(λ, δ)|
|∂λf(λ, δ)| ≤ sup|λ−ajj |≤r(δ)
|g(λ, δ)|
r(δ)|∂λf(λ, δ)| ≤
(
δ
δ¯
)2min{nj−1,j , nj,j+1}−2njj
≤ 1
2
with
r(δ) = |ajj|/2 ≤ R(δ)
We find then a unique solution λj(δ) of
P(λ) = f(λ, δ) + g(λ, δ) = 0
verifying
|λj(δ)− ajj(δ)| ≤ sup
|λ−ajj |≤r(δ)
|g(λ, δ)|
|∂λf(λ, δ)| ≤ Cδ
2min{nj−1,j , nj,j+1}−njj
Let us now study the 1–dimensional eigenspace Vj associated to the aigenvalue λj. Let
vj =

v1j
v2j
...
vnj

the unitary eigenvector associated to λj , so that V = (vij) is the unitary matrix which
diagonaluzes A:
V TAV = diag (λ1, · · · , λn) , V TV = id n .
Then, the vector vˆj with dimension n − 1 which is obtained by vj dropping its jth
component is the unique solution of
(Mjj − λj id n−1)vˆj = −aˆjvjj
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where aˆj is the j
th coloumn of A deprivated of its jth component. But, as noticed before,
Mjj is almost diagonal, so, we write Mjj − λj id n−1 as
Mjj − λj id n−1 = (Dj − λj id n−1)
[
id n−1 − Bj
]
where Dj is the principal diagonal of Mjj and Bj is the off–diagonal
Bj = (λj id n−1 −Dj)−1(Mjj −Dj) .
The (non zero) elements bjhk of Bj go to 0 with δ because they satisfy the following
asymptotics
bjh,k = κ
j
h,k(δ) δ
mj
h,k
with
0 < mjh,k :=

nh,k − nh,h if h 6= k = 1, · · · , j − 1
nh,k+1 − nh,h if h = 1, · · · , j − 1 , k = j, · · · , N − 1
nh+1,k − nj,j if h = j, · · · , N − 1 , k = 1, · · · , j − 1
nh+1,k+1 − nj,j if h 6= k = j, · · · , N − 1 .
by assumption. The matrix id n−1 − Bj is thus non singular for small δ and
( id n−1 − Bj)−1 = id n−1 + δmj B¯j(δ)
where
mj = min
h,k
{mjh,k} .
It follows,
vˆj = −(Mjj − λj id n−1)−1aˆjvjj
= −
[
id n−1 − Bj
]−1
(Dj − λj id n−1)−1aˆjvjj
= −( id n−1 + δmj B¯j(δ))

aj1
a11−λj
...
aj,j−1
aj−1,j−1−λj
aj,j+1
aj+1,j+1−λj
...
aj,n
an,n−λj

vjj
=

vˇ1j δ
ν1j
...
vˇj−1,j δνj−1,j
vˇj+1,j δ
νj+1,j
...
vˇn,j δ
νn,j

vjj
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where
νk,j =
{
njk − nkk for 1 ≤ k ≤ j − 1
njk − njj for j + 1 ≤ k ≤ n
vˇkj(0) =
 −
ajk(0)
akk(0)
for 1 ≤ k ≤ j − 1
ajk(0)
ajj(0)
for j + 1 ≤ k ≤ n
By normalization,
vjj =
1√
1 +
∑
k 6=j vˇ2k,j δ
2νk,j
= 1 + vˇjj δ
νj,j
where vˇjj, νj,j are determined expanding
z → (1 + z)−1/2 = 1− z
2
+O(z2)
as in (3.47). The proof is complete.
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D The General Cauchy Inequality
We state a Cauchy inequality for the operatorial norm
|dv F |B,A = max
u 6=0
|dvF (u)|B
|u|A
of the first derivative dv F , as a linear operator from A to B, of a given analytic map
F : A→ B, where A, B are complex Banach spaces, with norms | · |A, | · |B. The present
form is due to Po¨schel [30], to whom we refer for the proof.
Lemma D.1 Let F be an analytic map from the open ball of radius r around v in A
into B, such that |F |B ≤M into this ball. Then, the inequality
|dv F |B,A ≤ M
r
holds.
E Quantitative Implicit Function Theorem
Theorem E.1 Let F = f + g : C1(DnR(0), C
n), where:
(i) f is a diffeomorphism of DnR(0) such that f(0) = 0 and Jacobian matrix ∂f non
degenerate on DnR(0);
(ii) supDR(0) ‖∂g‖ supDR(0) ‖(∂f)−1‖ ≤ 12 ;
(iii)
supDR(0)
|g| supDR(0) ‖(∂f)
−1‖
r
≤ 1
2
, where 0 < r ≤ R;
Then, there exists a unique z0 ∈ Bnr (0) such that F (z0) = 0.
F The Laplace Coefficients
The Laplace coefficients bs,k(α), is defined as the k
th Fourier coefficients of the function
t→ (1 + α2 − 2α cos t)−s
bs,k(α) =
1
2π
∫ 2π
0
cos kt
(1 + α2 − 2α cos t)s dt , α ∈ C , |α| 6= 1 , 0 < s ∈ R , k ∈ Z
(F.1)
Lemma F.1 The Laplace coefficients are analytic of α, for |α| < 1, and verify
(i) bs,k(−α) = (−1)k bs,k(α);
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(ii) bs,−k(α) = bs,k(α);
(iii) bs,k(1/α) = α
2s bs,k(α);
(iv) bs,k+2(α) =
k+1
k+2−s
(
α + 1
α
)
bs,k+1(α)− k+sk+2−s bs,k(α);
(v) if k ≥ 0, bs,k(α) = αk βs,k(α) where βs,k(α) is an even function of α, verifying
βs,k(α) =
s(s+ 1) · · · (s+ k − 1)
k!
+ s
s(s+ 1) · · · (s+ k)
(k + 1)!
α2 +O(α4) ,
(F.2)
where
s(s+ 1) · · · (s+ k − 1)
k!
:= 1 if k = 0 .
Notice that, by (iv), all the bs,k(α)
′s with |k| ≥ 2 may be expressed as linear functions
of bs,0(α), bs,1(α).
Proof. Items (i)÷(iv) are imediate consequences of (F.1); in particular, (iv) is found by
integrating twice by parts. In order to prove (v), from (F.1), we introduce the hypergeo-
metric series
1
(1− w)s =
∑
l≥0
s(s+ 1) · · · (s+ l − 1)
l!
wl
with
s(s+ 1) · · · (s+ l − 1)
l!
≡ 1 for l = 0 .
The hypergeometric series is uniformly convergent in every closed disk inside the set
{|w| < 1}, therefore, we may expand, for {|α| ≤ r < 1},
1
(1 + α2 − 2α cos t)s =
1
(1− α eit)s(1− α e−it)s
=
∑
l,j
s(s+ 1) · · · (s+ l − 1)
l!
s(s+ 1) · · · (s+ j − 1)
j!
αi+jei(l−j)t
hence, multiplying by cos kt and then integrating over [0, 2π], we find
bs,k(α) = α
k
∑
j
s(s+ 1) · · · (s+ j + k − 1)
(j + k)!
s(s+ 1) · · · (s+ j − 1)
j!
α2j .
(F.3)
It follows, in particular, that the bs,k(α)
′s are analytic for |α| < 1, and (v) is obtained
by truncation of (F.3).
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Index of Notations
The references denote the number of the page of the first occurrence in the text.
K, K: Kolmogorov sets, 18, 66.
KAM
Sets
N, Z, Q, R, C: usual number sets.
Bpr (I) : p–dimensional real ball centered at I, with radius r, 19
Dpr(I) : p–dimensional complex disk centered at I, with radius r, 19
Ir : complex r–neighborhood of I ⊂ Rp, 19
Dn¯,nˆ : generalized Diophantine set, 13
Dn¯,nˆγ,γˆ;τ : (γ, γˆ; τ)–generalized Diophantine set, 14
Tp : real standard n–dimensional torus, 19
Tps : complex s–neighborhood of T
p, 19
T
p
C
: complex standard n–dimensional torus, 19
If I = I¯ × Iˆ, h : I → C is analytic, and ω := ∂h, ω¯ means ∂I¯h, ωˆ means ∂Iˆh, when
I = (I¯, Iˆ) is the generic element of I = I¯ × Iˆ, with I¯ ∈ I¯, Iˆ ∈ Iˆ, 20;
If I is as before, ω : I → O is onto and ν ∈ O, ω¯−1(ν) means the projection over the
I¯–coordinate of ω−1(ν) and ωˆ−1(ν) means the projection over the Iˆ–coordinate, 20;
Differential Operators
D differential operator with respect to (I, ϕ), 25;
∂, ∂2 differential operators with respect to I, 20
Matrices
A[p,q], A
[p,q]
∗ : submatrices of a matrix A, 19
Norms
a) for numbers
|k|: 1–norm of k ∈ Zp, 19
|(I, ϕ)|P: P–norm of Iρ × Tns , 22
b) for analytic functions
‖f‖r,s : Sup–Fourier norm of a real–analytic function f on Ir ×Tps , I ⊂ Rp compact, 19
c) for Lipschitz functions
L(f), L+(f), L−(f), L‖·‖(f), ‖f‖Lipρ,I Lipschitz norms, 20
d) for vector and matrix functions
If ω : I → Rn, |ω| means its operator norm when ω is seen as linear operator from (I, ||1)
to (C, ||) (corresponds to |ω|∞ := max |ωi|, with ωi ith coordinate of ω), 20;
If U : I → Matr(m×n), ‖U‖ means its operator norm when U is seen as linear operator
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from (I, ||1) to (Cm, ||∞)(corresponds to |U |∞ := max |Uij|, with Uij the entries of U),
20;
Celestial Mechanics
Rx, Rz: elementary rotations, 66, 130;
Elliptic elements, , 66, 123;
πw, αw(u, v), 124, 125;
A, AG, 179.
Domains and maps
φDP: plane Delaunay–Poincare´ map, 68;
C∗: 124;
D∗, Φ∗: Deprit action–angle map, 126;
Dr, Φr, φr: regularization of (D∗, Φ∗, φ∗), 138;
ΦBD: full reduction map from cartesian variables to Dr, 138;
φBD = Φ
−1
BD, 142;
Dpr: domain of regularized partially reduced Deprit variables, 143;
φBD,pr: full reduction map, from Dpr to cartesian variables, 143.
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