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RAČUNALNIŠTVO IN INFORMATIKA
Mentor: prof. dr. Matjaž Branko Jurič
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Povzetek
Naslov: Arhitekturni model implementacije vzorca CQRS v okolju mikro-
storitev
V delu je natančno analizirana arhitektura mikrostoritev in arhitekturni
vzorec ločitve odgovornosti ukazov in poizvedb (CQRS). Predstavljene so
prednosti, izbolǰsave in izzivi, ki jih prinaša aplikacija arhitekturnega vzorca
CQRS v okolju mikrostoritev, kot so dodatne zmožnosti skaliranja, prila-
godljivosti in zmogljivosti. Vzorec CQRS predstavlja rešitev upravljanja s
podatki v porazdeljenem okolju mikrostoritev in omogoča izvajanje poizvedb
v dogodkovno vodenih arhitekturah, ki temeljijo na vzorcu dogodkovnih virov
(ES). Za podporo pri implementaciji vzorca CQRS v arhitekturi mikrostori-
tev je bila razvita razširitev za ogrodje KumuluzEE za razvoj mikrostoritev.
Razširitev omogoča integracijo z ogrodjem Axon za razvoj aplikacij z vzor-
cema CQRS in ES. Razširitev nudi poenostavljeno konfiguracijo in uporabo
potrebnih komponent za implementacijo vzorca CQRS. Rešitev je bila upo-
rabljena za izdelavo vzorčne aplikacije, ki je temeljila na vzorcu CQRS in
arhitekturi mikrostoritev. Na vzorčni aplikaciji so bili izvedeni testi skala-
bilnosti ločenih delov za branje in pisanje podatkov. Rezultati kažejo na





Title: Architectural model of implementing CQRS pattern in microservice
environment
In the thesis, we present a thorough analysis of the microservice archi-
tecture and the architectural pattern of Command and Query Responsibility
Segregation (CQRS). The benefits, improvements, and challenges of apply-
ing the CQRS pattern in a microservice environment are presented in terms
of added scalability, flexibility, and performance. The CQRS pattern offers
a solution for data management in a distributed microservices environment
and supports querying in event-driven architectures, such as event sourcing
(ES). To support the implementation of the CQRS pattern in microservice
architecture, an extension for the KumuluzEE framework for developing mi-
croservices was developed. The extension enables integration with the Axon
framework for developing an application based on CQRS and ES patterns.
The extension allows for easier configuration and use of needed components
for implementing the CQRS pattern. The solution was used to develop a
test application based on the CQRS pattern and microservice architecture.
The test application was used for running the scalability test to gain insight
into the ability of independent scaling of the read and write side. The results







Arhitektura mikrostoritev je nastala iz težnje po ločitvi velikih in komple-
ksnih monolitnih aplikacij v manǰse obvladljive neodvisne mikrostoritve. Ve-
lika spletna podjetja z uporabo arhitekture mikrostoritev žanjejo uspehe pri
doseganju visoke skalabilnosti, prilagodljivosti in zanesljivosti v primerjavi
z arhitekturo monolita [1, 2]. Mikrostoritev je definirana kot neodvisna
enota, ki se izvaja v svojem procesu in komunicira z ostalimi mikrostoritvami
preko enostavnih mehanizmov [3]. Mikrostoritve so grajene okoli določene
poslovne zmožnosti in so neodvisno postavljene preko avtomatiziranih me-
hanizmov. Lahko jih razvijamo v raznih programskih jezikih in pri tem
uporabljamo različne pristope upravljanja s podatki, kar omogoča večjo op-
timizacijo rešitev za dano nalogo. Delitev sistema v neodvisne enote omogoča
tudi ločen razvoj v manǰsih razvijalskih ekipah. Arhitektura mikrostoritev
kot porazdeljenega sistema prinaša tudi vse pasti in izzive distribuiranega
izvajanja, kar zahteva dodatno pozornost pri implementaciji.
Običajen pristop upravljanja s podatki, ki izhaja iz arhitekture monolita,
je enotna podatkovna shramba za celotno aplikacijo, na kateri se izvajajo vse
operacije CRUD. Takšen pristop lahko vodi v probleme zaseganja podatkov,
zmogljivosti in skalabilnosti, še posebej v primerih velikih poizvedb in ukazov,
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saj je potrebno vse operacije izvajati zaporedno [4]. Rešitev je porazdelitev
podatkov, kar pa lahko vodi v njihovo nekonsistentnost. Izrek CAP pravi,
da porazdeljen sistem ne more zagotavljati konsistentnosti in razpoložljivosti
podatkov skupaj z porazdeljenimi particijami [5]. Možna rešitev je delitev
porazdeljenega sistema na del, ki zagotavlja konsistentnost, in del, ki zagota-
vlja razpoložljivost. Takšna ideja je vodila v zasnovo arhitekturnega vzorca
ločitve odgovornosti ukazov in poizvedb (angl. Command Query Responsi-
bility Segregation) [6, 7]. Pri vzorcu CQRS gre za ločitev sistema na del, ki
spreminja stanje (ukazi), in del, ki bere stanje aplikacije (poizvedbe). Izvaja-
nje ukazov in poizvedb je tako neodvisno in ločeno, kar omogoča porazdeljeno
in paralelno izvajanje. Prednosti vpeljave vzorca CQRS so neodvisno ska-
liranje, optimizacija upravljanja s podatki in povečanje prilagodljivosti ter
fleksibilnosti sistema [8]. Vzorec CQRS se pogosto uporablja v povezavi z
dogodkovno vodenimi arhitekturami (angl. Event-driven architecture), kot
je vzorec dogodkovnih virov (angl. Event sourcing) (ES), kjer so entitete
v sistemu shranjene v obliki toka dogodkov sprememb. Pri takšni zasnovi
vpeljava vzorca CQRS omogoča izvajanje poizvedb na dogodkovni shrambi.
Uporaba vzorca CQRS je smiselna pri kompleksneǰsih domenah, kjer je pri-
soten velik razkorak med številom branj in pisanj, in kjer želimo problem
poenostaviti z delitvijo na bralni in pisalni del. Uporaba vzorca je smiselna
tudi pri visokozmogljivih aplikacijah, kjer obstaja potreba po optimizaciji
in hitrem delovanju. Potrebno pa je poudariti, da vzorec ni mǐsljen kot ar-
hitektura celotnega sistema, ampak se uporabi le na delu sistema, kjer se
pričakuje koristi od njegove uporabe [9]. V primeru napačne uporabe lahko
v sistem vpeljemo nepotrebno in dodatno kompleksnost. Prav tako predsta-
vlja uporaba vzorca CQRS premik v smer dogodkovno vodene arhitekture in
programskih principov, ki jih številni razvijalci niso vajeni [10].
V arhitekturi mikrostoritev predstavlja vzorec CQRS dodaten nivo zmo-
gljivosti, skaliranja in prilagodljivosti preko delitve bralnega in pisalnega dela
na nivoju podatkov [11]. Poleg tega lahko zagotovi visoko razpoložljivo upra-
vljanje s podatki v porazdeljenem okolju mikrostoritev.
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1.2 Pregled sorodnih del
V tem poglavju predstavimo pregled sorodnih del iz področja arhitekturnega
vzorca CQRS.
Avtorji članka [12] so želeli preveriti skalabilnost sistema v okolju oblačnega
računalnǐstva, ki temelji na vzorcih CQRS in dogodkovnih virih. Pripravili so
prototipno aplikacijo za razvrščanje letalskih letov, na kateri so testirali hori-
zontalno skaliranje sistema. V članku je natančno predstavljena arhitektura
CQRS ter uporaba specifičnih tehnologij, potrebnih za njeno implementa-
cijo. Iz izkušenj, pridobljenih iz implementacije sistema, so pripravili tudi
konceptualno ogrodje za izdelavo aplikacij, ki temeljijo na arhitekturi CQRS
in dogodkovnih virih. Ogrodje je odprtokodno in dostopno na spletu ter
predstavlja referenco za izdelavo sistemov, ki temeljijo na vzorcu CQRS.
Članek [13] je študija primera uporabe vzorca CQRS pri razvoju pro-
gramske opreme. V delu je predstavljena implementacija in zasnova vzorca
CQRS in sorodnih vzorcev. V študiji je predstavljen vpliv vzorca CQRS na
fleksibilnost in prilagodljivost programske opreme.
V članku [14] je poudarek na implementaciji ter izbolǰsavi arhitekturne
zasnove, ki temelji na vzorcu CQRS pod vplivom zelo velikih obremenitev.
Pri tem avtorji izpostavljajo probleme, kot so velika količina istočasnih modi-
fikacij podatkov ter idempotentnost ukazov in dogodkov, predlagajo pa tudi
rešitve.
Članek [15] opisuje še eno uspešno implementacijo vzorca CQRS v zdra-
vstveni informacijski sistem. Avtorji članka so pri starem sistemu opazili
težave pri poizvedovanju v podatkovni bazi. Za branje podatkov so bile po-
trebne številne poizvedbe z združitvijo in vračanje polj, ki niso bila nikoli
prikazana ali uporabljena. To je bistveno vplivalo na zmogljivost sistema in
na povečanje podatkovnega prometa. Kot rešitev so implementirali vzorec
CQRS in njegovo implementacijo natančno predstavili. V članku je prika-
zana zasnova podatkovne baze za branje in glavne baze za pisanje podatkov
ter komponente za sinhronizacijo med njima.
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1.3 Cilji
Prvi cilj je analiza uporabe in implementacije vzorca CQRS ter predstavitev
prednosti, izzivov in karakteristik takšnega arhitekturnega vzorca. Pregledali
bomo načine komunikacije in upravljanja s podatki v okolju mikrostoritev ter
predstavili koristi, ki jih prinaša vpeljava vzorca CQRS v okolje mikrostori-
tev.
Drugi cilj je zasnova in implementacija rešitve za razvoj in implementacijo
vzorca CQRS v okolju mikrostoritev v programskem jeziku Java. Razvijal-
cem želimo omogočiti enostaven in preverjen razvoj na podlagi vzorca CQRS.
Rešitev bo vsebovala nastavljive osnovne gradnike in infrastrukturo sistema,
ki temelji na CQRS, in bo omogočala enostavno konfiguracijo in integracijo
v okolju mikrostoritev. Želimo, da z našo rešitvijo razvijalci porabijo manj
časa pri razvoju infrastrukture vzorca CQRS in lahko tako posvetijo več časa
razvoju poslovne logike.
Tretji cilj je uporaba naše rešitve za zasnovo in implementacijo vzorčnega
sistema, ki temelji na vzorcu CQRS in arhitekturi mikrostoritev. Z vzorčnim
sistemom želimo ovrednotiti našo rešitev in z izvedbo testov skalabilnosti
ovrednotiti skalabilnost sistema, ki temelji na vzorcu CQRS v okolju mikro-
storitev.
1.4 Struktura dela
V 2. poglavju bomo najprej opisali arhitekturo mikrostoritev. Predstavili
bomo njene glavne značilnosti, načine komunikacije in upravljanje s podatki
v okolju mikrostoritev ter predstavili izzive, ki jih takšna arhitektura prinaša.
V 3. poglavju bomo podrobno analizirali in predstavili vzorec ločitve
odgovornosti ukazov in poizvedb CQRS. Razložili bomo, zakaj je vzorec po-
treben in kakšne so njegove prednosti in izzivi pri implementaciji. Opisali
bomo pomen sporočanja pri takšni arhitekturni zasnovi in opisali sorodne
arhitekturne pristope, kot sta domensko vodeno načrtovanje in vzorec do-
godkovnih virov.
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V 4. poglavju bomo najprej opisali delovanje in strukturo ogrodja Axon
za grajenje aplikacij na podlagi vzorca CQRS in ES. Nato bomo opisali še
ogrodje KumuluzEE za grajenje mikrostoritev v programskem jeziku Java.
Sledila bo predstavitev naše rešitve za integracijo ogrodij Axon in Kumulu-
zEE, ki omogoča implementacijo vzorca CQRS v okolju mikrostoritev.
V 5. poglavju bomo predstavili zasnovo in implementacijo vzorčne apli-
kacije, ki smo jo razvili z pomočjo naše rešitve na podlagi vzorca CQRS
in arhitekture mikrostoritev. Opisali bomo teste skaliranja, ki smo jih na
aplikaciji izvajali, in predstavili rezultate in diskusijo.
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Poglavje 2
Mikrostoritve
Arhitektura mikrostoritev predstavlja pristop pri razvoju oblačnih aplikacij,
ki stremi k razvoju množice manǰsih mikrostoritev, ki se med seboj neod-
visno izvajajo, nalagajo in so šibko sklopljene. Čeprav ne obstaja stroga
definicija za arhitekturni stil mikrostoritev, ga lahko definiramo z glavnimi
značilnostmi: organizacija okoli poslovnih zmožnosti, avtomatizirana posta-
vitev, uporaba lahkotnih komunikacijskih mehanizmov in decentralizirana
uporaba programskih jezikov ter upravljanja s podatki [3].
Arhitektura mikrostoritev je nastala kot odziv na slabosti stareǰse arhitek-
ture monolita, kjer je aplikacija zgrajena kot ena enota in vsaka sprememba
zahteva grajenje in postavitev nove verzije celotne aplikacije. Pri takšni za-
snovi vsa poslovna logika poteka v skupnem procesu. Težave s arhitekturo
monolita so nastale pri prehodu na oblačno infrastrukturo. Monolitne aplika-
cije so manj prožne, vnašanje sprememb v sistem je težje, saj je celotna apli-
kacija tesno sklopljena in so njene komponente medsebojno odvisne. Oteženo
je tudi skaliranje aplikacije, saj je potrebno skalirati celotno aplikacijo, kar
zahteva več sredstev. Težnja po večji prilagodljivosti in bolǰsem skaliranju v
oblačnem okolju je vodila v razvoj arhitekture mikrostoritev, kjer je celotna
aplikacija zgrajena kot skupina mikrostoritev [16]. Posamezne mikrostoritve
se lahko neodvisno nalaga, skalira in izvaja v ločenem procesu. Vsaka mikro-
storitev zagotavlja striktno mejo do drugih modulov v aplikaciji, kar omogoča
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enostavneǰso implementacijo sprememb in ločen razvoj v manǰsih razvojnih
skupinah. Arhitektura mikrostoritev omogoča razvijanje posameznih mikro-
storitev v različnih programskih jezikih in uporabo različnih tehnologij za
shrambo podatkov. Na ta način nismo omejeni s posamezno tehnologijo in
lahko za posamezno nalogo uporabimo bolje optimizirano orodje. Ker so mi-
krostoritve porazdeljene po omrežju za medsebojno komunikacijo uporabljajo
lahke mehanizme, pogosto preko protokola HTTP [17].
Koristi arhitekture mikrostoritev so večja skalabilnost sistema, neodvi-
snost od posamezne tehnologije, hitreǰsi in bolj odziven razvoj v manǰsih
skupinah, osredotočenih na posamezno poslovno zmožnost [18, 3]. Kot vsak
arhitekturni stil ima tudi ta svoje izzive, ki izhajajo predvsem iz porazde-
ljenosti sistema. Razvoj porazdeljenega sistema je zahtevneǰsi, saj so lahko
oddaljeni klici po omrežju počasni in nezanesljivi. Prav tako je v porazde-
ljenem sistemu težko ohranjati strogo konsistentnost, zato moramo vpeljati
zakasnelo konsistentnost. Čeprav je razvoj posamezne mikrostoritve enostav-
neǰsi, je upravljanje z velikim številom mikrostoritev kompleksno in zahteva
avtomatiziran proces za nalaganje in grajenje, ki je sestavljen iz številnih
korakov.
2.1 Glavne značilnosti mikrostoritev
Značilnosti mikrostoritev po [19]:
1. Mikrostoritve so enote z natančno določeno posamezno odgovorno-
stjo, ki enkapsulirajo podatke in procesno logiko. Te enote izposta-
vljajo drobnozrnate vmesnike, običajno vmesnike REST, preko proto-
kola HTTP ali asinhrone sporočilne vrste. Te porazdeljene enote lahko
postavljamo, spreminjamo, nadomeščamo in skaliramo neodvisno drugo
od druge.
2. Za identifikacijo in konceptualizacijo mikrostoritev se uporablja vzorčne
jezike in razvojne prakse, ki jih vodijo poslovni procesi, kot je na primer
domensko vodeno načrtovanje (angl. domain-driven design) DDD [20].
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3. Pri razvoju se upošteva principe razvoja oblačne arhitekture, ki so opi-
sani v zbirki 12-faktorske aplikacije (ang. 12-factor app) podjetja He-
roku [21].
4. Strategija poliglotskega programiranja in shranjevanja [22], ki zago-
varja uporabo različnih programerskih tehnik (proceduralno, objektno-
usmerjeno in funkcijsko programiranje) in različnih tehnologij za podat-
kovne baze (relacijske in nerelacijske podatkovne baze). Pri nekaterih
mikrostoritvah se namesto stroge zagotavlja zakasnela konsistentnost.
5. Za postavitev mikrostoritev uporabljamo lahke vsebnike (angl. ligh-
tweight container). Najbolj razširjena je rešitev Docker.
6. Med razvojem mikrostoritev izvajamo decentralizirano zvezno dostavo
(angl. continuous delivery), kar zahteva in spodbuja visoko stopnjo
avtomatizacije in avtonomije.
7. Uporaba pristopa DevOps, ki stremi k celovitemu in večinoma avto-
matiziranemu pristopu do konfiguracije, izvajanja in upravljanja na-
pak [18]. DevOps razširja agilne prakse razvoja programske opreme in
vključuje spremljanje mikrostoritev.
2.2 Komunikacija mikrostoritev
V arhitekturi monolita, kjer se aplikacija izvaja v enotnem procesu, se kom-
ponente medseboj kličejo na nivoju programskega jezika preko klicev funkcij
ali metod. Pri arhitekturi mikrostoritev pride do velike spremembe načina
komunikacije. V porazdeljenem okolju mikrostoritev direktna preslikava iz
klicev metod znotraj procesa v klice RPC ne daje dobrih rezultatov [23].
Komunikacijo je potrebno načrtovati drugače, in sicer na način distribuira-
nega sistema. Pogoste napake pri razvoju porazdeljenih sistemov so zbrane
v osmih točkah [24]:
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• Omrežje je zanesljivo. Pri razvoju porazdeljenih sistemov je potrebno
upoštevati dejstvo, da je omrežje nezanesljivo. Klici ali sporočila na
oddaljeno storitev so lahko neuspešni, zato so potrebni mehanizmi, ki
zagotovijo uspešno komunikacijo.
• Latenca je nič. Latenca je čas, ki je potreben za prenos podatkov
iz enega na drugo mesto. Ta čas v distribuiranem sistemu seveda ne
more biti nič, potrebno ga je upoštevati pri razvoju sistema, tako da
izvedemo čim manj klicev na oddaljeno storitev.
• Pasovna širina je neskončna. Čeprav se pasovna širina konstantno
povečuje, se prav tako povečuje tudi količina informacij, ki jih prenašamo
preko omrežja. Da se tej napaki izognemo, poskušamo pošiljati preko
omrežja čim manj podatkov.
• Omrežje je varno. Pri razvoju distribuiranih sistemov je varnosti sis-
tema treba posvetiti posebno pozornost in oceniti varnostna tveganja.
• Mrežna zveznost (angl. Topology) se ne spreminja. Kar morda velja
med razvojem sistema, ne drži več, ko je sistem v uporabi. Mrežna zve-
znost se konstantno spreminja, zato stremimo k lokacijski transparen-
tnosti sistema ali zagotavljanju mehanizmov odkrivanja storitev (angl.
service discovery).
• Obstaja samo en administrator. Težave nastanejo pri večjih sistemih,
ki obsegajo več organizacij. Potrebno je sodelovanje in podpora admi-
nistratorjev pri upravljanju s sistemom.
• Cena prenosa je nič. Tu sta možni dve interpretaciji: prva, da je pre-
nos iz aplikacijskega na transportni nivo brezplačen. Težava nastane
pri serializaciji podatkov za prenos, ki zahteva računalnǐske vire ter
dodaja k latenci sistema. Druga interpretacija so dejanski stroški izva-
janja omrežja sistema, ki zajema stroške, kot so nakup in upravljanje
strežnikov, zagotavljanje varnosti in zakup pasovne širine internetne
povezave.
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• Omrežje je homogeno. Sodobna omrežja so sestavljena iz različnih sis-
temov, ki temeljijo na različnih operacijskih sistemih in tehnologijah.
Priporočena je uporaba standardnih tehnologij, ki omogočajo soupo-
rabo v različnih omrežjih.
Obstaja več različnih pristopov za interprocesno komunikacijo v okolju
mikrostoritev. Kategoriziramo jih lahko v dve dimenziji, kot je prikazano v
tabeli 2.1. Prva delitev definira uporabo sinhronega ali asinhronega protokola
za komunikacijo:
• Sinhroni protokol – odjemalec pošlje zahtevo na strežnik in čaka na
odgovor. Izvajanje kode odjemalca tu ni pomembno, lahko je sinhrono
(izvajanje je blokirano) ali asinhrono, kjer izvajanje ni blokirano in
bo odgovor sprožil povratni klic (angl. callback). Bistvo sinhronega
protokola je, da lahko odjemalec nadaljuje delo le ob prejetju odgovora
strežnika. Primera sinhronega protokola sta protokol HTTP in gRPC.
• Asinhroni protokol – ob uporabi asinhronega sporočanja odjemalec ali
pošiljatelj sporočila običajno ne čaka na odgovor, ampak le odpošlje
sporočilo na sporočilno vrsto. Primeri takšnih protokolov so AMQP,
STOMP in Kafka.
Druga ločitev deli komunikacijo med ena-na-ena in ena-na-mnogo:
• Ena-na-ena – vsako poslano zahtevo obdela le ena mikrostoritev.
• Ena-na-mnogo – vsako poslano zahtevo obdela več mikrostoritev.
Vsaka mikrostoritev tipično uporablja kombinacijo teh načinov komuni-
kacije. Za nekatere mikrostoritve je uporaba posamezne tehnologije za inter-
procesno komunikacijo zadostna, druge mikrostoritve pa mogoče potrebujejo
kombinacijo različnih tehnologij za komuniciranje.
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ena-na-ena ena-na-mnogo
sinhrona zahteva / odgovor /
asinhrona
asinhrona zahteva / odgovor
obvestilo
objava / naročilo
objava / asinhrono odgovor
Tabela 2.1: Načini interakcije v okolju mikrostoritev so lahko karakterizi-
rani preko dveh dimenzij: ena-na-ena ali ena-na-mnogo in sinhrona ali asin-
hrona interakcija.
2.2.1 Sinhrona
Sinhrona komunikacija, ki temelji na zahtevi in odgovoru, je z vidika im-
plementacije in razvoja bistveno enostavneǰsa. Pri tovrstni komunikaciji ne
potrebujemo dodatne infrastrukture za sporočilne vrste. Primerna je za po-
izvedbe v realnem času za potrebe uporabnǐskega vmesnika aplikacije od-
jemalca. Predpostavlja se, da odjemalec prejme odgovor v kratkem času,
običajno v manj kot eni sekundi. Razširjen arhitekturni stil za takšno vrsto
komunikacije je pristop REST, ki temelji na protokolu HTTP in njegovih
metodah GET, PUT, POST itd.
2.2.2 Asinhrona
Pri uporabi asinhrone komunikacije, ki temelji na sporočanju, mikrostoritve
komunicirajo preko asinhrone izmenjave sporočil. Odjemalec pošlje zahtevo
na mikrostoritev tako, da ji pošlje sporočilo. Če je pričakovan odgovor na
zahtevo, se ta pošlje preko ločenega sporočila odjemalcu. Ker gre za asin-
hrono interakcijo, odjemalec ne ustavi izvajanja procesa med čakanjem na
odgovor, saj ne pričakuje takoǰsnjega odgovora. Sporočila so sestavljena iz
glave, ki vsebuje metapodatke, npr. naslov pošiljatelja, in telesa sporočila.
Sporočila se izmenjujejo preko kanalov in jih lahko na kanal pošlje poljubno
število pošiljateljev. Podobno lahko sporočila iz kanala prejema poljubno
število prejemnikov. Obstajajo dve vrsti kanalov:
• neposredni kanal (angl. point-to-point): tovrstni kanal posreduje sporočilo
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natančno enemu prejemniku, ki prejema sporočila iz kanala. To je pri-
mer ena-na-ena interakcije.
• kanal za objavo in naročilo dostavi vsako sporočilo vsem naročenim
prejemnikom na kanalu. Tukaj gre za ena-na-mnogo interakcijo.
Obstajajo številni sistemi za sporočanje, ki podpirajo različne programske
jezike. Nekateri sporočilni sistemi podpirajo standardizirane protokole, kot
so AMQP ali STOMP, drugi pa uporabljajo lastne protokole.
Prednosti uporabe asinhronega sporočanja za komuniciranje med mikro-
storitvami je ohranjanje šibke sklopljenosti, saj pošiljatelju sporočila ni po-
trebno poznati podrobnosti o prejemniku. Prav tako ni potrebe po mehaniz-
mih za odkrivanje storitev, saj mikrostoritve za komuniciranje ne potrebujejo
medsebojnih naslovov. Prednost je tudi večja odpornost na napake in izpade,
saj se v primeru nedelovanja sporočila hranijo v vrsti in ob ponovnem zagonu
mikrostoritev prejme shranjena sporočila. Sporočilni sistemi omogočajo vse
načine interakcije, prikazane v tabeli 2.1.
Dodatna kompleksnost sistema je izziv pri učinkoviti uporabi asinhrone
komunikacije, saj je razvoj asinhrone komunikacije zahtevneǰsi in manj trivi-
alen kot pri sinhroni. Potrebni so mehanizmi za upravljanje z podvojenimi
sporočili, napačnim vrstnim redom ter izgubljenimi sporočili. Z uporabo
določenega sporočilnega sistema lahko uvedemo v sistem močno odvisnost
od določene tehnologije, kar nam v prihodnosti onemogoča prehod na drugo
tehnologijo.
2.3 Upravljanje s podatki v okolju mikrosto-
ritev
V nasprotju z arhitekturo monolita, kjer hranimo navadno vse podatke v
eni podatkovno shrambo, je v okolju mikrostoritev upravljanje s podatki
drugačno zaradi porazdeljenosti po omrežju. Možnih je več pristopov, ki
so podrobneje opisani v naslednjih podpoglavjih. Uporaba skupne deljene
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podatkovne shrambe kot pri arhitekturi monolita ni zaželena, saj uvaja v
sistem močno sklopljenost med mikrostoritvami, čemur se želimo v okolju
mikrostoritev izogniti. Priporočena rešitev je ločena podatkovna shramba
za vsako posamezno mikrostoritev. Takšna zasnova ohranja neodvisnost in
šibko sklopljenost mikrostoritev, vendar prinaša izzive porazdeljenega upra-
vljanja podatkov, kot je izvajanje poizvedb ter transakcij. S pristopom se-
stave API lahko ustvarimo poizvedbe po združenih podatkih iz številnih mi-
krostoritev. Pristopa k upravljanju s podatki v okolju mikrostoritev sta tudi
vzorca dogodkovnih virov (angl. Event sourcing) in CQRS, ki sta podrobneje
predstavljena v 3. poglavju .
Izvajanje transakcij v porazdeljenem okolju mikrostoritev je različno kot
pri arhitekturi monolita, kjer izvajamo transakcije po principu ACID, ki zago-
tavlja atomarnost, konsistentost, izolacijo in trajnost podatkov. Za potrebe
porazdeljenih sistemov je razširjen protokol dvosmerne potrditve 2CP (angl.
two-phase commit), ki omogoča izvajanje porazdeljenih transakcij v poraz-
deljenih relacijskih bazah. Takšen pristop je bil učinkovit pri arhitekturi
monolita, vendar ni primeren za sisteme, kjer pride do velikega števila tran-
sakcijskih konfliktov, kot so arhitektura mikrostoritev in oblačne aplikacije
[25]. Alternativa je vzorec sage, ki upošteva princip zakasnele konsistentnosti
za doseganje porazdeljenih transakcij.
2.3.1 Ločena podatkovna shramba za vsako mikrosto-
ritev
V oblačni arhitekturi mikrostoritev, kjer je vsaka mikrostoritev odgovorna
za določeno poslovno funkcionalnost, je smiselno, da si tudi lasti podatke v
zvezi s svojo vlogo. Tako je potrebno razdeliti skupno podatkovno shrambo
na več porazdeljenih delov, tako da vsaka mikrostoritev upravlja s svojo
podatkovno shrambo. Takšno upravljanje s podatki imenujemo ločena po-
datkovna shramba za mikrostoritev (angl. Database per service). S tem
modelom dosegamo večjo skalabilnost in prožnost sistema. Njene prednosti
so enkapsulacija podatkov znotraj same mikrostoritve, neodvisno spremi-


















Slika 2.1: Prikaz vzorca sestave API
njanje podatkovne sheme posamezne mikrostoritve, neodvisno skaliranje in
odpornost na napake posamezne podatkovne shrambe [26].
Ločitev shrambe podatkov omogoča mikrostoritvam, da implementirajo
podatkovno shrambo, ki je najbolje optimizirana za njihovo delovanje. Tako
lahko v sistemu uporabimo poleg razširjenih relacijskih shramb tudi noveǰse –
dokumentne, ključ-vrednostne shrambe ali shrambe, ki delujejo na principu
grafov [22]. Slabost takšnega pristopa je povečana kompleksnost sistema.
Potrebno je dodatno znanje za upravljanje z različnimi tehnologijami, pa tudi
izvajanje poizvedb po podatkih iz različnih podatkovnih shramb ni trivialno.
2.3.2 Sestava API
Za poizvedbe, ki potrebujejo podatke v lasti številnih mikrostoritev, lahko
uporabimo vzorec sestave API (angl. API composition) [27, 28]. Ta vzorec
implementira operacijo poizvedbe tako, da izvede posamezne klice na mikro-
storitve po njihovih podatkih in nato rezultate združi. V vzorcu delujeta
dva udeleženca: sestavljalec API (angl. API composer), ki implementira
operacijo poizvedbe in pošlje zahteve na ponudnike storitev (angl. Provider
service); to so mikrostoritve, ki si lastijo podatke, ki jih poizvedba vrača.
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Na sliki 2.1 so prikazani trije ponudniki storitve. Sestavljalec API izvede
poizvedbo, tako da pridobi podatke od ponudnikov storitev, ter združi in
vrne rezultat. Sestavljalec API je lahko odjemalec, kot je na primer spletna
aplikacija, ali ločena mikrostoritev, kot je prehod API (angl. API Gateway)
v primeru uporabe vzorca Backends for frontends. Uporaba vzorca sestave
API za implementacijo določene operacije poizvedbe je odvisna od številnih
dejavnikov, vključno s tem, kako so porazdeljeni podatki, zmožnostjo vme-
snikov API, ki jih izpostavljajo mikrostoritve, ter lastnosti podatkovnih baz
mikrostoritev. Težava nastane pri neučinkovitih združitvah velikega nabora
podatkov v spominu.
Izzivi pri uporabi vzorca sestave API so povečani režijski stroški (angl.
overhead), saj je potrebno izvesti več omrežnih klicev na mikrostoritve in
poizvedb v podatkovnih bazah. V primeru, da katera od mikrostoritev ni na
voljo, se pojavi tveganje zmanǰsanja razpoložljivosti celotnega sistema. Ker
pri tem vzorcu izvajamo poizvedbe nad številnimi podatkovnimi bazami,
obstaja tveganje, da bo operacija poizvedbe vračala nekonsistentne podatke.
2.3.3 Sage
Uporaba porazdeljenih transakcij z mehanizmom dvosmerne potrditve 2PC
v okolju mikrostoritev ni primerna, saj jih številne nove tehnologije, kot so
podatkovne baze NoSQL ali sporočilni sistemi RabbitMQ in Kafka, ne pod-
pirajo. Poleg tega so porazdeljene transakcije vrsta sinhrone interakcije, kar
negativno vpliva na razpoložljivost celotnega sistema. Sodobne aplikacije
po izreku CAP dajejo prednost vǐsji razpoložljivosti sistema kot pa strogi
konsistentnosti. Kot rešitev se uporabi vzorec sage. Za vsako sistemsko ope-
racijo, ki spreminja podatke v več kot eni mikrostoritvi, se definira sago, to
je zaporedje lokalnih transakcij. Vsaka lokalna transakcija posodobi podatke
znotraj posamezne mikrostoritve z uporabo običajnih transakcij ACID. Sis-
temska operacija izvede prvi korak sage. Zaključek lokalne transakcije sproži
začetek naslednje lokalne transakcije. Koordinacija izvedbe korakov sage je
implementirana na podlagi asinhronega sporočanja, kar omogoča, da se vsi
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koraki izvedejo, četudi katera od mikrostoritev trenutno ni na voljo. Koor-
dinacijska logika izvedbe sage se deli na dva načina:
• Koreografija – distribucija odgovornosti odločanja in zaporedja med
udeleženci sage. Primarna komunikacija poteka preko izmenjave do-
godkov.
• Orkestracija – centralizacija koordinacijske logike v orkestracijskem
saga razredu; ta pošilja udeležencem sage ukaze, katere operacije naj
izvedejo.
Za enostavne sage je primerna strategija koreografije, pri kompleksneǰsih
transakcijah pa se bolje obnese orkestracija sag.
Sage se od tradicionalnih transakcij ACID razlikujejo v tem, da ne morejo
zagotoviti, da je rezultat izvajanja številnih transakcij naenkrat enak zapore-
dnemu izvajanju transakcij. V izogib anomalijam pri branju in posodabljanju
podatkov je zato pri uporabi sag potrebno implementirati protiukrepe. Ker
vsaka lokalna transakcija potrdi svoje spremembe, je potrebno v primeru na-
pake vse spremembe sage povrniti. Zato moramo za vsako lokalno transakcijo
izvesti kompenzacijsko transakcijo, ki povrne stanje.
2.4 BASE in izrek CAP
V okolju mikrostoritev komunikacija med posameznimi mikrostoritvami po-
teka prek omrežja, ki je lahko počasno in nezanesljivo, kar otežuje implemen-
tacijo in izvajanje transakcij na način kot v arhitekturi monolita, kjer lahko
zagotavljamo transakcije po principu ACID.
Bewerjev izrek CAP pravi, da je nemogoče zagotoviti tako varnost kot
odzivnost v nezanesljivem porazdeljenem sistemu [29]. Za razumevanje izreka
je potrebna obrazložitev treh terminov:
• Konsistentnost (angl. consistency) – sistem je konsistenten, če vsako
operacijo izvede v celoti.
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• Razpoložljivost (angl. availability) – vsaka operacija v sistemu mora
vrniti pričakovan rezultat v nekem pričakovanem časovnem intervalu.
• Odpornost proti odpovedim posameznih particij (angl. partition tole-
rance) – operacije morajo biti izvedljive, četudi posamezne komponente
sistema niso odzivne.
Izrek CAP pravi, da lahko porazdeljen sistem pri poljubni zasnovi podat-
kovne shrambe zagotovi le dve od treh zgoraj navedenih značilnosti. V
primeru uporabe strategije horizontalnega skaliranja, ki temelji na poraz-
deljenosti podatkov, smo primorani izbirati med konsistentnostjo ali raz-
položljivostjo sistema [30]. V sodobnih poslovnih porazdeljenih sistemih se
v praksi daje prednost razpoložljivosti sistema, saj ta vrača bolǰse poslovne
rezultate [5].
Kot alternativa pristopu ACID, ki zagotavlja konsistentnost v porazde-
ljenem sistemu, je za zagotovitev visoke razpoložljivosti primeren pristop
BASE (angl. Basic Availability, Soft-state, Eventual consistency). Ta je v
nasprotju z ACID optimističen in deluje po principu, da je konsistentnost
podatkovne baze v stalnem stanju spreminjanja. Razpoložljivost pristopa
BASE je takšna, da podpira delne odpovedi brez popolnih sistemskih od-
povedi. To dosežemo z podporo zakasnele konsistentnosti (angl. eventual
consistency). Pristop BASE omogoča vǐsjo stopnjo skalabilnosti sistema, ki
v porazdeljenem sistemu z uporabo pristopa ACID ni mogoča [30].
Poglavje 3
Vzorec CQRS
Vzorec ločitve odgovornosti ukazov in poizvedb CQRS izhaja iz vzorca ločitve
ukazov in poizvedb CQS (angl. Command Query Separation), ki ga je pred-
stavil Betrand Meyer[31], in predstavlja pristop objektnega programiranja,
kjer metode objektov ločimo na ukaze in poizvedbe. Poizvedbe vračajo po-
datke o objektu, a ne spreminjajo njegovega stanja, ukazi pa spreminjajo
stanje objekta in ne vračajo podatkov. Prednost takšnega pristopa je bolǰse
razumevanje tega, katere metode spreminjajo stanje v sistemu in katere ne.
Greg Young [6] in Udi Dahan [7] sta principe vzorca CQS združila z do-
gnanji domensko vodene zasnove in predstavila CQRS. Ta definira ločena
modela, pri čemer je eden odgovoren za izvajanje ukazov, ki spreminjajo
stanje podatkov, drugi pa je odgovoren za izvajanje poizvedb, ki vračajo po-
datke, ne da bi jih spreminjal. Uporaba tega enostavnega vzorca omogoča
spoprijemanje s številnimi arhitekturnimi izzivi, kot je doseganje skalabil-
nosti, upravljanje s kompleksnostjo in upravljanje s spremembami poslovnih
pravil v delu našega sistema. Z ločitvijo na model za branje in pisanje podat-
kov v sistemu omogočimo, da za posamezen del uporabimo ločen podatkovni
model.
Vzorec CQRS se ne uporablja kot glavna arhitektura sistema, ampak se
uporabi v delu sistema, kjer je to najbolj smiselno. Glavna izziva za vpeljavo
vzorca CQRS sta kolaboracija in postani podatki (staleness)[7]. Pri tem je
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kolaboracija mǐsljena kot razmere v sistemu, kjer številni akterji uporabljajo
ali spreminjajo isto množico podatkov, ne glede na to, ali akterji med seboj
sodelujejo. Postani podatki v okolju, kjer prihaja do kolaboracije na podat-
kih, opisujejo stanje, ko uporabniku serviramo nekonsistentne podatke, ki jih
je nek drugi akter v tem času že spremenil.
Posledica vpeljave vzorca CQRS omogoča poleg ločitve modelov v sistemu
tudi ločitev podatkov. Model za pisanje lahko uporablja podatkovno bazo,
ki je optimizirana za zapis podatkov in vsebuje popolnoma normalizirane po-
datke. Model za branje pa lahko uporablja podatkovno bazo, optimizirano
za branje podatkov z denormaliziranimi podatki, prirejenimi za podporo po-
izvedb, ki jih mora sistem nuditi.
Koristnost uporabe vzorca CQRS se pojavi, ko v našem sistemu pride
do težav s izrekom CAP [32]. Podrobneje je izrek opisan v podpoglavju 2.4.
Čeprav sta na videz dokaj nepovezana, imata CQRS in CAP precej tesno
razmerje. Uporaba CQRS nam omogoča, da obidemo nekatere probleme s
CAP. Z aplikacijo vzorca CQRS sistem razbijemo na več delov, ki jih lahko
neodvisno prilagajamo. S tem se ne izognemo omejitvam izreka CAP, vendar
se jim lahko na različne načine in na različnih mestih prilagodimo. Na strani
za branje in pisanje lahko sprejemamo različne odločitve – lahko sledimo
pristopu ACID na strani za pisanje in pristopu BASE na strani za branje.
3.1 Ločitev modela za branje in pisanje
Na sliki 3.1 je prikazana zasnova ločitve bralnega in pisalnega dela po vzorcu
CQRS. S takim pristopom razdelimo sistem na model za branje podatkov in
model za pisanje podatkov. Objekti v delu za branje vsebujejo le metode
za poizvedbe nad podatki, objekti v delu za pisanje pa vsebujejo metode
z ukazi, ki spreminjajo stanje. Pri tem opozarjamo, da med modeloma za
branje in pisanje ne gre za ena-na-ena povezavo. V nekaterih primerih, če je
na uporabnǐskem vmesniku taka zahteva, želimo podatke iz številnih modelov
za pisanje združiti v skupen model za branje, s čimer razbremenimo UI, saj
















Slika 3.1: Prikaz zasnove arhitekturnega vzorca CQRS
dobi že združene podatke.
3.1.1 Ukazi
Ukazi so imperativi in sistemu postavljajo zahtevo, naj opravi neko nalogo
ali operacijo. Primer ukaza je ”dodaj izdelek A v košarico B”. Običajno je
ukaz namenjen enemu samemu prejemniku, ki ga procesira le enkrat. Ukazi
so običajno implementirani kot enostavne podatkovne strukture DTO, ki
vsebujejo podatke za branje, brez funkcij ali metod. Ukaz prejme t.i. ob-
delovalnik ukaza (angl. Command handler), ki preveri njegovo pravilnost in
locira ciljni objekt (agregat), na kateremu izvede metodo ukaza z ustreznimi
parametri iz ukaza. Po izvedbi operacije se novo stanje objekta shrani v po-
datkovno shrambo. Pomembno je, da je infrastruktura zasnovana tako, da je
posamezen ukaz poslan točno enemu obdelovalniku ukaza, ki nato natančno
enkrat izvede njegovo operacijo.
3.1.2 Dogodki
Dogodki sporočajo, da se je v sistemu nekaj zgodilo. Predstavljajo preteklo
dogajanje, ki lahko velja za osnovo odločitev v ostalih delih sistema. Pri-
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mer dogodka je ”uporabnik A je zaključil naročilo B”. Dogodki so zasnovani
kot enosmerna sporočila, ki jih ustvari en sam pošiljatelj. Dogodek lahko
prejme en ali več naročnikov. Ker dogodki opisujejo preteklost, jih ne mo-
remo spreminjati ali razveljaviti, možno pa je, da pozneǰsi dogodki spremenijo
ali negirajo učinke predhodnih dogodkov. Tako kot ukazi so tudi dogodki po-
gosto implementirani kot enostavne podatkovne strukture DTO in vsebujejo
parametre z dodatnimi informacijami.
3.1.3 Zakasnela konsistentnost in CQRS
Tipična implementacija vzorca CQRS je porazdeljen sistem, sestavljen iz
enega vozlǐsča na strani za pisanje in enega ali več vozlǐsč na strani za branje.
Zagotoviti moramo sinhronizacijo med tema dvema stranema. Ker prihaja
do sprememb samo na strani za pisanje ne govorimo o kompleksnem primeru
sinhronizacije. Potrebno je poslati spremembe iz strani za pisanje na stran
za branje podatkov.
V primeru, da želimo zagotoviti strogo konsistentnost, moramo vpeljati
porazdeljeno transakcijo preko obeh strani sistema. Takšen pristop lahko
vpliva na razpoložljivost našega sistema, saj je za porazdeljeno transakcijo
potrebno obe strani zakleniti, preden se spremembe potrdijo. Transakcija
je zaključena le toliko hitro, kolikor je hiter njen najpočasneǰsi udeleženec.
V primeru, da uporabljamo več instanc na strani za branje podatkov, mora
transakcija potekati preko vseh udeležencev. V primeru napake katerega iz-
med vozlǐsč transakcija ni uspešna. Po izreku CAP z zagotavljanjem stroge
konsistence ne moremo zagotoviti visoke razpoložljivosti porazdeljenega sis-
tema.
Pri uporabi vzorca CQRS je smiselno namesto stroge konsistentnosti vpe-
ljati zakasnelo konsistentnost, ki zagotavlja vǐsjo razpoložljivost sistema, tako
da spremenimo obseg transakcij. Kot je prikazano na sliki 3.2 lahko z upo-
rabo zanesljivega transporta sporočil propagiramo spremembe in tako zago-
tovimo zakasnelo konsistentnost dela za branje. Transakcija v tem primeru
obsega shrambo spremembe v podatkovno bazo na strani za pisanje ter ob-






















Slika 3.2: Primer uporabe zanesljivega transporta sporočil za implementa-
cijo vzorca CQRS
java sporočila spremembe v vrsto, ki posreduje spremembe na stran za branje.
Takšna rešitev zagotavlja v primeru hitrega in zanesljivega prenosa sporočil
visoko razpoložljivost sistema. Če je stran trenutno nedosegljiva za branje, se
zaradi hranjenja sporočil v vrsti sinhronizacija uspešno izvede, ko je instanca
zopet dosegljiva.
Tretji pristop k zagotavljanju sinhronizacije obeh delov je odvisen od
funkcionalnosti podatkovne baze na delu za pisanje. Slednji mora biti sposo-
ben poslati sporočilo kot odziv na vsako spremembo, ki ga stran za pisanje
vnese na podatkih v bazi. Takšen pristop se dobro obnese pri uporabi vzorca
dogodkovnih virov z CQRS. Vsak dogodek, ki ga shranimo v dogodkovno
shrambo, lahko uporabimo kot sporočilo, da zagotovimo zakasnelo konsi-
stentnost strani za branje [10].
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3.2 Razlogi za uporabo vzorca CQRS
Vzorec CQRS je smiselno uporabiti v tistem delu sistema, kjer ocenimo,
da bo uporaba prinesla določene poslovne koristi, ni pa primeren za glavno
arhitekturo celotnega sistema. Glavne koristi ob pravilni uporabi vzorca
so izbolǰsana skalabilnost, poenostavitev zapletenih vidikov poslovne logike,
večja fleksibilnost sistema in večja prilagodljivost spreminjajočim se poslov-
nim zahtevam[10].
3.2.1 Skalabilnost
V številnih poslovnih sistemih število branj v sistemu močno presega število
pisanj, tako da bo tudi zahteva po skalabilnosti drugačna za vsako stran.
Ko razdelimo stran za branje in pisanje na dva ločena modela, pridobimo
zmožnost, da vsako stran neodvisno skaliramo in optimiziramo za njene spe-
cifične potrebe [9, 10]. Tako lahko z uporabo vzorca CQRS gradimo sisteme,
ki prenesejo veliko obremenjenost.
3.2.2 Zmanǰsanje kompleksnosti
V kompleksneǰsih delih sistema načrtovanje in implementacija objektov, ki
so odgovorni tako za branje kot za pisanje podatkov, še dodatno poveča
kompleksnost sistema. V večini primerov se kompleksna poslovna logika
aplicira le ob zapisih in transakcijskih operacijah, nasprotno pa je običajno
logika za branje podatkov bistveno enostavneǰsa. Ko je poslovna logika za
zapis podatkov in branje prepletena v skupnem modelu, je bistveno težje
reševati probleme, kot so številni uporabniki, skupni podatki, zmogljivost
sistema, konsistentnost in zastarelost podatkov [9, 10]. Ločena modela za
branje in pisanje podatkov omogočata lažje in bolj osredotočeno reševanje
teh kompleksnih problemov. Seveda pa ta ločitev ni enostavna in zahteva
dobro poznavanje poslovne domene in modela sistema.
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3.2.3 Fleksibilnost
Fleksibilnost oziroma prilagodljivost sistema, ki uporablja vzorec CQRS, iz-
haja iz ločitve na modela za branje in pisanje podatkov. Bistvena je poenosta-
vljena vgradnja sprememb v delu za branje (npr. dodajanje nove poizvedbe
po podatkih), saj ta nima vpliva na poslovno logiko, ki se izvaja v delu za
pisanje. Prav tako je model za pisanje bistveno enostavneǰsi, saj ne vsebuje
logike za branje podatkov. Uporaba vzorca CQRS omogoča razvoj sistemov,
ki so bolj prožni in prilagodljivi na spremembe [8], kar je v trenutnem po-
slovnem svetu nenehnih sprememb in izbolǰsav bistvenega pomena. Dobro
dodelan model, ki je osredotočen na bistvo poslovne logike, omogoča večjo
agilnost in odzivnost na poslovne spremembe. Pojma fleksibilnosti in agil-
nosti sta povezana s konceptom neprekinjene integracije (angl. continuous
integration). V nekaterih primerih je možno tudi razvoj dela za branje in
pisanje ločiti na posamezne razvojne skupine.
Poleg enostavneǰsega in hitreǰsega vpeljevanja sprememb dobimo tudi
večjo svobodo pri uporabi različnih tehnologij in orodij. Tako lahko v ločenih
delih za branje in pisanje podatkov uporabljamo različne programske jezike
in tehnologije za podatkovno shrambe, ki so najbolje optimizirani za določene
naloge. [22].
3.2.4 Osredotočenje na poslovne zmožnosti in grajenje
bolǰsih uporabnǐskih vmesnikov
Uporaba vzorca CQRS pripomore k večjemu osredotočenju na poslovne zmožnosti
sistema, saj se, nasprotno kot pri pristopu CRUD, kjer tehnologija vodi za-
snovo rešitve, z vzorcem CQRS lahko bolj približamo zahtevam poslovne
domene in smo bolj prilagodljivi na spremembe [10].
Z aplikacijo vzorca CQRS in uporabo ukazov za izvedbo operacij v po-
slovni logiki lahko razvijamo uporabnǐske vmesnike, ki temeljijo na nalogah
(angl. task-based UI ) in neposredno pošiljajo ukaze na zaledni sistem, ne
pa da izvajajo operacije v stilu CRUD. Taki uporabnǐski vmesniki so upo-
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rabniku bolj razumljivi in pri izvedbi operacije zajamejo tudi uporabnikov
namen[33].
3.3 Slabosti vzorca CQRS
Uporaba vzorca CQRS v sisteme z enostavno poslovno domeno, kjer za-
dostuje uporaba osnovnih operacij CRUD in nimamo kolaboracije številnih
uporabnikov na skupnem naboru podatkov, vnaša nepotrebno kompleksnost
v razvoj in vzdrževanje sistema, kar vodi v zmanǰsanje produktivnosti pri
razvoju in tveganje neuspeha projekta [9, 34]. Kot vsak arhitekturni vzorec
tudi CQRS ni čudežna rešitev. Vzorec ni primeren za glavno sistemsko ar-
hitekturo, ampak le v delu podsistema, kjer po temeljiti preučitvi poslovnih
zahtev uporaba vzorca prinese jasne poslovne koristi [10].
Čeprav uporaba različnih podatkovnih shramb za model poizvedb in uka-
zov lahko izbolǰsa zmogljivost in varnost, prinaša takšna zasnova tudi slabo-
sti. Poizvedbe lahko vračajo postane podatke, zato je potrebna uporaba
modela zakasnele konsistentnosti, ki pa uvaja dodatno kompleksnost. Zave-
dati se je treba možnosti ustvarjanja postanih podatkov in uvesti mehanizme
za omejitev tega problema.
3.4 Domensko vodena zasnova (DDD)
Številne ideje, ki so vodile k razvoju vzorca CQRS, izvirajo iz izzivov pri
uporabi pristopa DDD pri razvoju programske opreme. Pristop DDD ne
predstavlja predpogoja pri uporabi vzorca CQRS, vendar je v praksi pogosto
dobra kombinacija [10]. V tem poglavju bomo opisali pristop DDD ter glavne
koncepte, ki ga povezujejo z vzorcem CQRS.
Eric Evans [20] je DDD predstavil kot pristop k razvoju programske
opreme s poudarkom na kompleksnih sistemih s spreminjajočimi poslovnimi
pravili. DDD je pristop za analizo in razvoj, ki spodbuja skupno razumeva-
nje domene preko uporabe modelov in vseprisotnega jezika (angl. ubiquitous
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language) za premostitev razkoraka med poslovno in razvojno skupino. Pri-
stop DDD se osredotoča na poznavanje domene in poudarja pomen jasne
komunikacije med poslovnim in razvojnim delom. Domenski modeli, ki jih
uporabljamo pri pristopu DDD, morajo zajeti natančno in bogato poslovno
znanje sistema, hkrati pa morajo biti blizu dejanske programske kode.
Bistven koncept pristopa DDD je domenski model, ki ga zgradi ekipa,
ki je odgovorna za razvoj sistema. Ekipa je sestavljena iz domenskih stro-
kovnjakov iz poslovnega okolja in razvijalcev programske opreme. Ključne
funkcije domenskega modela so [10]:
• Zajema vse relevantno domensko znanje od domenskih strokovnjakov.
• Omogoči ekipi, da določi obseg sistema in preveri konsistentnost v zna-
nju.
• Razvijalci model izrazijo v kodi.
• Neprestano se vzdržuje in s tem odraža evolucijske spremembe v do-
meni.
Pristop DDD se osredotoča na domeno, saj je v njej poslovna vrednost.
Podjetja iz svoje osrednje domene ustvarjajo konkurenčno prednost in po-
slovno vrednost. Vloga domenskega modela je, da zajame vse tisto, kar je
edinstveno in dragoceno za podjetje. Domenski modeli so običajno sesta-
vljeni iz entitet, objektov in agregatov ter so opisani z izrazi iz vseprisotnega
jezika.
Agregat je skupek entitet, ki so skupaj obdelane in jih lahko obravnavamo
kot celoto. Formalno je agregat definiran kot skupina entitet s konsistentno
definirano domensko mejo in strukturo odvisnosti [35, 36]. Vsak agregat
ima en objekt, ki predstavlja agregatni koren (angl. Aggregate root), preko
katerega se agregat sklicuje od zunaj. Koren zagotavlja integriteto agregata
kot celote. Agregati so osnovni elementi prenosa iz podatkovne shrambe
– nalagajo in shranjujejo se kot celota. Transakcija ne sme prečkati meje
agregata.
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V velikih sistemih ni praktično vzdrževati enega samega domenskega mo-
dela, saj njegova velikost in zapletenost vplivata na njegovo skladnost in
konsistentnost. Rešitev tega problema predstavlja uporaba koncepta omeje-
nih kontekstov (angl. Bounded context) in več domenskih modelov. Znotraj
sistema lahko uporabimo več manǰsih modelov, pri čemer vsak opisuje nek
aspekt oziroma skupek funkcionalnosti znotraj celotnega sistema. Omejeni
kontekst je kontekst enega domenskega modela. Tako ima vsak omejeni kon-
tekst svoj vseprisoten jezik oziroma vsaj njegov dialekt. V primeru vzorca
CQRS je smiselna aplikacija vzorca na določen omejeni kontekst in ne na
celoten sistem.
3.5 Vzorec dogodkovnih virov
V povezavi z vzorcem CQRS pogosto zasledimo vzorec dogodkovnih virov
(angl. Event Sourcing) (ES). Arhitekturna vzorca lahko uporabljamo neod-
visno, vendar se medsebojno dopolnjujeta.
Vzorec dogodkovnih virov je arhitekturni stil, ki temelji na dogodkih,
in predstavlja bistveno drugačno implementacijo shrambe stanja v aplika-
ciji. Vzorec zajame vse spremembe v sistemu kot sekvenco dogodkov [37, 6].
Vsak dogodek predstavlja spremembo stanja entitete. Aplikacija poustvari
trenutno stanje entitete, tako da predela vse pretekle dogodke.
Pri običajni shrambi podatkov se objekti hranijo v tabelah, njihove vre-
dnosti v stolpcih, primeri entitet pa v vrsticah. Pri vzorcu dogodkovnih virov
se uporablja drugačen pristop k hranjenju podatkov s poudarkom na domen-
skih dogodkih. Entitete so shranjene kot zaporedje dogodkov, shranjenih v
podatkovni bazi, ki jim pravimo dogodkovna shramba (angl. Event store).
Za razumevanje vzorca ES je bistvena definicija dogodka, ki je podrobneje
opisan v podpoglavju 3.1.2.
Temelj vzorca dogodkovnih virov je zanesljiva objava domenskih dogod-
kov, kar je dobra podlaga za dogodkovno vodeno arhitekturo mikrostoritev.
Vsak dogodek lahko vsebuje identiteto uporabnika, ki je ustvaril spremembo,
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s čimer pridobimo natančno revizijsko sled vseh sprememb v sistemu. Zgodo-
vina vseh domenskih dogodkov omogoča časovne poizvedbe nad entitetami in
pridobitev stanja iz preteklosti. Domenske dogodke lahko uporabimo tudi za
številne druge rešitve, kot so obveščanje uporabnikov, integracijo, analitiko in
nadziranje. Z uporabo vzorca dogodkovnih virov se izognemo problemu ne-
ujemanja impedance objektno relacijske preslikave, saj hranimo le dogodke,
ki imajo enostavno strukturo, primerno za serializacijo.
Težava pri implementaciji vzorca dogodkovnih virov je evolucija dogod-
kov. S iteracijami razvoja sistema pride do sprememb sheme dogodkov. Ker
so ti shranjeni za vedno, je potrebno ohranjati logiko za obdelovanje stareǰsih
verzij dogodkov, kar lahko vodi v obširno in nerazumljivo kodo. Dogodkovni
viri zahtevajo drugačen pristop k razvoju poslovne logike in shrambe po-
datkov, kar predstavlja visoko krivuljo učenja. Poleg tega v sistem uvaja
kompleksnost, ki izhaja iz prenosa in upravljanja s sporočili. V primeru, da
sporočilni sistem ne zagotavlja idempotence sporočil, je potrebno zaznati in
odstraniti morebitne duplikate [28, 38].
Problem vzorca dogodkovnih virov je tudi izvajanje poizvedb nad po-
datki, saj so ti shranjeni kot zaporedje dogodkov. To lahko rešimo s soupo-
rabo vzorca CQRS, tako da uporabljamo dogodkovne vire kot mehanizem za
shrambo podatkov na strani pisanja. Z naročanjem na domenske dogodke
posodabljamo podatke v shrambi za branje, ki je prilagojena za poizvedbe.
Takšna zasnova sistema je prikazana na sliki 3.3.
Uporaba vzorca dogodkovnih virov je prav tako koristna pri netrivialnih
aplikacijah z vzorcem CQRS. Problem integracije dveh modelov je lahko zelo
obširen. Vzdrževanje recimo relacijskih modelov, enega za branje in drugega
za pisanje, je lahko precej drago. V ceno je potrebno vključiti še upravljanje z
dogodkovnim modelom za sinhronizacijo med njima. Z vpeljavo dogodkovnih
virov je dogodkovni model hkrati tudi način shrambe podatkov v delu za
pisanje. To drastično zmanǰsa stroške razvoja, saj pretvorba med modeli ni
potrebna [6].
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Slika 3.3: Primer uporabe vzorca CQRS z dogodkovnimi viri
3.6 Sporočanje v sistemu z CQRS
Pri implementaciji vzorca CQRS uporabljamo dve vrsti sporočil: ukaze in do-
godke. Običajno so sistemi, ki uporabljajo vzorec CQRS, veliki porazdeljeni
sistemi, ki potrebujejo zanesljivo in porazdeljeno infrastrukturo za sporočanje
za prenos sporočil med pošiljatelji/objavitelji in prejemniki/naročniki. Za
ukaze, ki imajo enega prejemnika, se običajno uporablja topologija vrste. Za
dogodke, ki imajo lahko več prejemnikov, pa je bolj primerna uporaba topo-
logije objave/naročila. V tem podpoglavju so opisane nekatere najpogosteǰse
težave s sporočanjem pri implementaciji vzorca CQRS.
3.6.1 Podvojena sporočila
Napaka v sporočilni infrastrukturi ali v kodi prejemnika lahko povzroči,
da se sporočilo svojemu prejemniku dostavi večkrat. Problem podvojenih
sporočil lahko rešimo z načrtovanjem idempotentnih sporočil [39]. Takšna
sporočila ob večkratni obdelavi vračajo enako stanje, kar izniči vpliv pod-
vojenih sporočil na konsistentnost podatkov v sistemu. Drugi pristop k
rešitvi problema je implementacija detekcije podvojenih sporočil. Nekateri
sporočilni sistemi ponujajo obstoječe strategije za detekcijo duplikatov.
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3.6.2 Izgubljena sporočila
Napaka v sporočilni infrastrukturi lahko povzroči, da se sporočilo prejemniku
ne dostavi. Številni sporočilni sistemi nudijo zagotovila, da se sporočila ne
izgubijo in se vsaj enkrat dostavijo prejemniku. Nadomestne strategije, ki
jih lahko uporabimo za odkrivanje izgubljenih sporočil, vključujejo postopek
usklajevanja (angl. handshake) za potrditev prejema sporočila pošiljatelju ali
dodelitev zaporednih številk sporočilom, tako da lahko prejemnik ugotovi, ali
ni prejel sporočila.
3.6.3 Sporočila v napačnem vrstnem redu
Sporočilna infrastruktura lahko sporočila dostavi prejemniku v drugačnem
vrstnem redu kot jih je pošiljatelj poslal. V nekaterih primerih zaporedje
sporočil sicer ni pomembno, če pa je, lahko uporabimo sporočilni sistem,
ki zagotavlja pravilno zaporedje, ali pa implementiramo detekcijo sporočil
izven zaporedja. To dosežemo z dodelitvijo zaporednih številk odposlanim
sporočilom. Če je potrebno zagotoviti zaporedje sporočil znotraj neke sku-
pine, lahko sporočila pošljemo naenkrat kot paket.
3.6.4 Neobdelana sporočila
Prejemnik lahko prevzame sporočilo iz vrste in ga nato zaradi napake ne
uspe obdelati. Ob ponovnem zagonu prejemnika je sporočilo izgubljeno.
Nekateri sporočilni sistemi omogočajo, da je branje sporočila del porazde-
ljene transakcije, ki jo lahko v primeru napake med obdelavo sporočila po-
vrnemo. Drugačen pristop, ki ga omogočajo nekateri sporočilni sistemi, je
branje sporočil kot dvosmerne fazne operacije. Najprej se zaseže in prebere
sporočilo, ko pa se obdelava konča, se sporočilo označi kot zaključeno in se
ga odstrani iz vrste. V primeru, da ni označeno kot zaključeno, se sporočilo
sprosti in je ponovno na voljo za branje.
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3.7 Integracija z obstoječimi sistemi
Prehod iz monolitne arhitekture v arhitekturo mikrostoritev pogosto poteka
postopoma, z razdeljevanjem delov monolita v posamezne mikrostoritve, ki
se integrirajo v obstoječi sistem. Za primer, kjer je za uporabo vzorca CQRS
potrebna integracija z obstoječim sistemom, obstaja več pristopov, ki so od-
visni od možnosti poseganja v izvorno kodo obstoječega sistema. V tem
primeru lahko kodo obstoječega sistema spremenimo, tako da ob vsaki spre-
membi podatkov objavi dogodek, na katerega smo naročeni v bralnem delu
vzorca CQRS. Pri takšnem pristopu moramo biti pozorni na morebitne težave
z konsistenco. Potrebna je uporaba porazdeljene transakcije ali drugega me-
hanizma za zagotovitev, da se operaciji shrambe spremembe podatkov in
objave dogodka uspešno izvedeta.
V monolitnih arhitekturah je pogosta uporaba relacijskih podatkovnih
shramb. Preprost način za uporabo shranjenih podatkov v mikrostoritvah,
kjer uporabljamo vzorec CQRS, je kar neposredno branje iz podatkovne
shrambe. Takšen pristop je primeren, kadar obstoječ sistem ne ponuja vme-
snikov API za dostop do podatkov ali ne omogoča posega v izvorno kodo,
vendar ne ohranja šibke sklopljenosti, saj je takšna mikrostoritev tesno po-
vezana z obstoječo podatkovno shrambo in njeno shemo podatkov.
Alternativa takšnemu pristopu je implementacija mehanizma, ki preko
transakcijskega dnevnika nadzira podatkovno shrambo in ob spremembah
objavi dogodek spremembe. Tako ohranjamo šibko sklopljenost mikrostori-
tev brez posega v obstoječo kodo sistema. Težava je pri implementaciji in
vzdrževanju takšnih mehanizmov, saj so odvisni od tehnologije podatkovne
shrambe [40].
Poglavje 4
Aplikacija vzorca CQRS v
okolje mikrostoritev
Cilj našega dela je doseči enostavno in učinkovito aplikacijo vzorca CQRS v
okolje mikrostoritev, do česar želimo priti z integracijo obstoječega ogrodja za
razvoj sistemov z vzorcem CQRS in ogrodja za grajenje mikrostoritev Kumu-
luzEE. Cilj integracije je bil uporaba obstoječega, preverjenega in zmogljivega
ogrodja, ki bo razvijalcem omogočil hitro, enostavno in učinkovito aplikacijo
vzorca CQRS v okolju mikrostoritev. Z uporabo naše rešitve želimo olaǰsati
delo razvijalcev in jim omogočiti dajanje večjega poudarka na poslovni lo-
giki in manj na sami infrastrukturi sistema, ki temelji na vzorcu CQRS. Ob
pregledu literature smo spoznali različna ogrodja za grajenje aplikacij na pod-
lagi vzorca CQRS, ki podpirajo različne tehnologije in programske jezike. Za
ogrodje .Net sta na voljo ogrodji Akkatecture1, ki temelji na orodju Akka za
grajenje sočasnih, porazdeljenih in na napake odpornih aplikacij ter ogrodje
Equinox2. Ogrodje Lagom3 je odprtokodno ogrodje za grajenje mikrostoritev
z vzorcem CQRS, ki temelji na uporabi orodja Akka ter ogrodja Play. Lagom
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in enostaven razvoj dogodkovno vodenih aplikacij v programskem jeziku Go.
Med ogrodji je najbolj izstopalo ogrodje Axon, katerega glavne karakteri-
stike so visoka skalabilnost, prilagodljivost, zmogljivost in varnost. Za razvoj
naše rešitve z ogrodjem Axon smo se odločili, ker podpira programski jezik
Java in je odprtokoden, kar nam omogoča vpogled v izvorno kodo ogrodja,
zaradi večje fleksibilnosti, prilagodljivosti ter lažje integracije z ogrodjem
KumuluzEE. K izbiri je prav tako pripomogla dolgoletna podpora ogrodju s
strani matičnega podjetja AxonIQ in velike ter aktivne skupnosti odprtoko-
dnih razvijalcev.
Glavni princip ogrodja Axon je usmeritev na poslovno logiko [41], kar
doseže z jasno ločitvijo med infrastrukturo in poslovno logiko. Ta ločitev je
ključna za izbolǰsavo dolgoročnega vzdrževanja kode in modifikacijo sistemov
za upravljanje konstantno spreminjajočih domen. Eden pomembneǰsih vidi-
kov ogrodja Axon je možnost abstrakcije. Z uporabo eksplicitnega sporočanja
med komponentami definiramo jasne meje med njimi, kar omogoča graje-
nje in uvajanje sistemov, ki temeljijo na evolucijski arhitekturi (angl. Evo-
lutionary Architecture) [42]. Dodatna prednost, ki jo prinaša abstrakcija
v ogrodju Axon, je lokacijska transparentnost komponent, ki komunicirajo
preko asinhronega sporočanja. Takšna zasnova sistema omogoča, da so kom-
ponente fizično porazdeljene preko več strežnikov, kar zagotavlja linearno
dinamično skaliranje.
Prednost ogrodja Axon je tudi varnost, saj vključuje funkcionalnosti, kot
so avtentikacija, avtorizacija in beleženje. Axon nudi komponente, ki zago-
tavljajo visoko zmogljivost, kar je ključno za aplikacije, ki temeljijo na pro-
cesiranju velikih količin zahtev. Takšne komponente omogočajo učinkovito
obdelavo zahtev in dosegajo obdelavo več kot milijon sporočil na sekundo na
običajni strojni opremi [43].
Ogrodje Axon podpira razvoj tako v arhitekturi monolita kot mikrostori-
tev z integracijo ogrodja Spring Boot5. Z pomočjo naše rešitve in integracije
z ogrodjem KumuluzEE bomo omogočili razvoj z ogrodjem Axon tudi s stan-
5https://spring.io/projects/spring-boot
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dardnimi tehnologijami JavaEE.
4.1 Ogrodje Axon
Ogrodje Axon je odprtokodna rešitev, ki omogoča razvoj modularnih apli-
kacij na podlagi arhitekturnih načel, kot so domensko vodeno načrtovanje,
CQRS in ES[44].
Axon nudi implementacije osnovnih gradnikov, ki jih zahteva vzorec CQRS,
in omogoča razvoj skalabilnih in razširljivih aplikacij, hkrati pa ohranja kon-
sistentnost podatkov v porazdeljenem sistemu. Od verzije 4 dalje je Axon
predstavljen kot platforma, saj vključuje tudi strežnik Axon (Ang. Axon Ser-
ver), ki preusmerja sporočila med aplikacijami in nudi dogodkovno shrambo
[45]. Ogrodje Axon lahko uporabljamo neodvisno od strežnika Axon, za
usmerjanje sporočil in shrambo dogodkov lahko uporabimo druge tehnologije,
kot so AMQP, Kafka, MongoDB ali JGroups, ki so podprte preko razširitev
ogrodja Axon.
Osnovne komponente, ki jih nudi Axon, so agregati, njihovi repozitoriji,
vodila za ukaze, dogodke in poizvedbe ter komponenta za podporo dolgih
poslovnih transakcij oz. sage. Agregati vsebujejo eno ali več entitet in so
odgovorni za konsistentost podatkov in sinhronizacijo. Axon podpira tako
agregate, ki temeljijo na viru dogodkov (ES), kot agregate, kjer shranjujemo
le trenutno stanje podatkov. Za proženje dogodkov lahko skrbijo agregati ali
ločene komponente preko vodila za dogodke. Za odpošiljanje ukazov je na
voljo vodilo za ukaze (angl. command bus), ki ukaze preusmerja določenim
obdelovalcem in po možnosti vrača rezultat ukaza. Na voljo so različne imple-
mentacije vodila za ukaze, ki podpirajo asinhrono izvajanje, visoko zmoglji-
vost in distribuiranost vodila. Vodilo za poizvedbe je komponenta, ki skrbi
za prenos sporočil poizvedb. Axon podpira tri vrste poizvedb: direktno po-
izvedbo, kjer od številnih obdelovalcev poizvedbe vodilo posreduje sporočilo
enemu izmed njih, poizvedbo razprši-zberi (angl. scatter-gather query, kjer
vodilo pošlje poizvedbo vsem obdelovalcem in združi rezultate ter naročilno
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poizvedbo, kjer se odjemalec naroči na začetno stanje modela in prejema vse
nadaljne posodobitve [46].
Axon nudi podporo za anotacijo programskega jezika Java, kar omogoča
uporabo njegovih komponent, kot so obdelovalniki sporočil, ne da bi svojo
kodo vezali na specifično logiko ogrodja.
4.1.1 Koncepti sporočanja
Ključen koncept ogrodja Axon je sporočanje. Vsa komunikacija med kom-
ponentami poteka preko objektov sporočil, kar daje komponentam lokacijsko
transparentnost, ki je potrebna za skaliranje in distribuiranje komponent [45].
Vsako sporočilo vsebuje koristno vsebino, metapodatke in enolični identifika-
tor. Koristna vsebina sporočila vsebuje funkcionalni opis in pomen sporočila.
Kombinacija imena razreda sporočila in podatkov, ki jih vsebuje, predstavlja
pomen sporočila v aplikaciji. Metapodatki omogočajo opis konteksta, v ka-
terem je sporočilo poslano. Vsebujejo lahko informacijo o sledenju sporočila
(angl. tracking information), ki omogočajo spremljanje izvora ali vzroka
sporočila, ali korelacijske podatke, ki opisujejo razmerja z ostalimi sporočili
v aplikaciji.
V ogrodju Axon se sporočila delijo na tri vrste in čeprav vse implementi-
rajo vmesnik Message, se bistveno razlikujejo po značilnostih in načinu obde-
lave. Ukazi so sporočila, ki opisujejo namen spremembe podatkov v aplikaciji.
Običajno so implementirani kot bralni (angl. read-only) objekti POJO. Ukazi
so vedno posredovani natančno enemu obdelovalniku. Pošiljatelja ne zanima,
katera komponenta obdela ukaz ali kje se nahaja, lahko pa ga zanima rezultat
ukaza, zato lahko ukazi poslani preko vodila za ukaze vrnejo rezultat.
Dogodki so sporočila, ki opisujejo nek dogodek v aplikaciji. Tipično so vir
dogodkov agregati, ki ob nekem posebnem dogodku odpošljejo sporočilo. V
ogrodju Axon so lahko dogodki kakršen koli objekt. Ko je ta odposlan, se en-
kapsulira v vmesnik EventMessage. V primeru, da je sporočilo sprožil agre-
gat, je vmesnik dogodka DomainEventMessage, ki razširja EventMessage.
Poleg osnovnih komponent sporočila vsebujejo dogodki še časovno oznako.

























Slika 4.1: Prikaz organizacije procesorjev, grup in obdelovalnikov dogodkov
v ogrodju Axon
Dogodki tipa DomainEventMessage pa vsebujejo še tip in identifikator agre-
gata, ki je izvor sporočila ter zaporedno številko dogodka v toku dogodkov
agregata.
Poizvedbe so še zadnji tip sporočil v ogrodju Axon in predstavljajo zah-
tevo po informacijah oziroma podatkih v aplikaciji. Poizvedba ima lahko
več obdelovalnikov. Ko jo odjemalec odpošlje označi, ali želi prejeti odgovor
enega ali vseh razpoložljivih obdelovalnikov poizvedb.
4.1.2 Procesorji dogodkov
Obdelovalnik dogodkov definira poslovno logiko, ki se izvede ob prejetju do-
godka. Procesorji dogodkov so komponente, ki skrbijo za tehnični vidik ob-
delovanja teh dogodkov. Zadolženi so za začetek enote dela in po možnosti
transakcije. Poleg tega poskrbijo, da so korelacijski podatki pravilno pripi-
sani vsakemu sporočilu, kreiranemu med obdelavo dogodka. Obdelovalniki
dogodkov pripadajo določeni procesorski skupini, ki vsebuje nefunkcionalne
konfiguracije, kot sta obdelovanje napak in sekvenčna politika (angl. sequen-
cing policy). Procesorji dogodkov zajemajo več procesorskih skupin, kot je
prikazano na sliki 4.1.
Procesorji dogodkov se v grobem delijo na dva tipa: naročnǐske (angl.
subscribing) in sledilne procesorje (angl. tracking processors). Naročnǐski









Slika 4.2: Prikaz delovanja sledilnega procesorja dogodkov
procesorji dogodkov se naročijo na vir dogodkov. V primeru dogodka se
prikliče procesor na niti, ki jo upravlja mehanizem za pošiljanje dogodkov.
Obratno pa sledilni procesorji dogodkov prevzemajo dogodke iz vira na niti,
ki jo upravljajo sami.
Ogrodju Axon ponuja komponente za podporo obeh tipov procesiranja
dogodkov – naročnǐskega in sledilnega tipa procesiranja dogodkov.
Pri naročnǐskem načinu so dogodki, objavljeni na vodilu za dogodke, po-
sredovani procesorju v niti, ki je objavila dogodek. Odvisno od strategije
procesiranja so ti dogodki lahko obdelani v isti ali ločeni niti. Prednost pro-
cesiranja dogodkov v isti niti je zmožnost povrnitve celotne transakcije v
primeru neuspešnega procesiranja.
Sledilni procesorji dogodkov pa nasprotno uporabljajo lastno nit in imajo
popoln nadzor nad postopkom obdelave dogodka, neodvisno od transakcije,
ki je dogodek objavila. Sledilni način omogoča ponovitev preteklih dogodkov
(angl. replaying) npr. pri ponovni izgradnji projekcij. Procesor uporablja
sledilni žeton (angl. tracking token) za evidenco obdelanih dogodkov. Žeton
predstavlja pozicijo dogodka v toku in je odvisen od implementacije shrambe
dogodkov. Da lahko ob ponovnem zagonu procesor nadaljuje obdelovo, mora
biti žeton shranjen v shrambi žetonov (angl. token store). Vsak sledilni pro-
cesor zahteva svoj sledilni žeton, da se izogne večkratni obdelavi istega do-
godka v ločeni niti ali vozlǐsču. Na sliki 4.2 je prikazano delovanje sledilnega
procesorja in uporabe sledilnega žetona.
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Sledilni procesor omogoča tudi paralelno obdelavo prek segmentiranja
toka dogodkov. Določen procesor lahko izvaja več niti, ki paralelno obde-
lujejo dogodke iz različnih segmentov toka. Število segmentov za določen
procesor lahko konfiguriramo. Segment je del celotnega toka dogodkov in po-
sledično je tudi sledilni žeton razdeljen na segmente. Sledilna shramba tako
vsebuje po en vnos za kombinacijo sledilnega žetona in segmenta. S pomočjo
segmentiranja toka dogodkov lahko dosežemo paralelno in distribuirano pro-
cesiranje. Vsakemu sledilnemu procesorju lahko pripada več segmentov in za
vsakega se vodi ločeno nit za obdelavo dogodkov[47].
4.1.3 Strežnik Axon
Poleg ogrodja Axon je podjetje AxonIQ razvilo tudi strežnik Axon. To je
celovita platforma za sporočanje ter dogodkovna shramba, ki implementira
optimizirane algoritme za preusmerjanje in hranjenje podatkov za podporo
arhitekturnih vzorcev CQRS in ES [48]. Strežnik Axon za povezovanje upo-
rablja Googlov protokol gRPC, ki na protokol HTTP/2 dodaja binarni sloj
RMI. To je zelo učinkovit protokol, ki podpira dvosmerno komunikacijo. V
modelu strežnika Axon vse povezave sproži odjemalec. Po vzpostavitvi pove-
zave lahko odjemalec pošilja in prejema sporočila s strežnika. Takšen pristop
ima jasno korist: upravljati moramo le z eno lokacijo storitve t.j. lokacijo
strežnika Axon, ki mora biti znana odjemalcem aplikacije. S tako zasnovo ni
potrebe po mehanizmih za odkrivanje in registracijo storitev[49].
Aplikacija, ki temelji na ogrodju Axon, ima običajno številne metode ob-
delovalnikov sporočil, bodisi dogodkov, ukazov ali poizvedb. Ogrodje Axon te
metode registrira s konfiguriranimi implementacijami vodil Axon. V primeru
uporabe vodil, ki podpirajo strežnik Axon, odjemalec posreduje informacijo
o prisotnih metodah obdelovalnikov v aplikaciji strežnika Axon. Na ta način
strežnik ve, katere komponente so na razpolago za obdelovanje določenih vrst
sporočil. To omogoča, da je konfiguracija preusmerjanja sporočil popolnoma
avtomatska.
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4.2 Ogrodje KumuluzEE
KumuluzEE je lahkotno odprtokodno ogrodje za razvoj v arhitekturi mikro-
storitev s pomočjo standardnih tehnologij Java EE. Prvotno je bilo predsta-
vljeno v sklopu diplomskega dela leta 2015 [50]. Trenutno različica je 3.11.0.
Ogrodje podpira standardne Java EE tehnologije, kot so EJB, CDI, JPA,
JAX-WS, JAX-RS, JSON-P, JTA, JSF, JSP, Bean Validation in WebSoc-
ket. KumuluzEE je kompatibilen s specifikacijo MicroProfile, ki stremi k
optimizaciji tehnologij Java za arhitekturo mikrostoritev. Ogrodje omogoča
grajenje samostojnih lahkotnih mikrostoritev, ki jih je moč učinkovito nala-
gati in izvajati v oblaku na PaaS ali v okolju vsebovalnikov, kot je Docker.
Poleg programskega jezika Java ogrodje podpira tudi integracijo z Node.js in
programskim jezikom Go.
Za razvoj raznih konceptov v arhitekturi mikrostoritev nudi ogrodje Ku-
muluzEE številne razširitve. Razširitev KumuluzEE Logs omogoča beleženje
dnevnǐskih zapisov z ogrodji Log4J2, JUL in Fluentd. Preko razširitve Kumu-
luzEE Config lahko konfiguracijo nalagamo preko konfiguracijskih strežnikov
etcd in Consul. Razširitev KumuluzEE Metrics podpira zbiranje različnih
sistemskih, aplikacijskih in uporabnǐskih meritev, ki jih lahko izpostavljamo
na naslovu URL kot objekte JSON ali v obliki Prometheus. Za preverjanje
vitalnosti mikrostoritev je na voljo razširitev KumuluzEE Health. Kumu-
luzEE Fault Tolerance nudi mehanizme za zagotavljanje odpornosti na na-
pake. Za komunikacijo med mikrostoritvami so na voljo naslednje razširitve:
KumuluzEE REST za razvoj naprednih storitev REST, KumuluzEE Strea-
ming za pretakanje dogodkov (angl. event streaming), KumuluzEE AMQP
za podporo AMQP, kot sta sporočilna sistema RabbitMQ in ActiveMQ, ter
KumuluzEE gRPC za podporo protokola gRPC.
4.3 Integracija ogrodij Axon in KumuluzEE
Glavni cilj našega dela je bila podpora razvijalcem pri aplikaciji vzorca CQRS
v okolju mikrostoritev. To smo dosegli z zagotavljanjem samodejne konfigu-
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racije, poenostavljene ročne konfiguracije komponent in podporo za nalaganje
nekaterih konfiguracij iz konfiguracijskih datotek.
Zasnovali in razvili smo razširitev za ogrodje KumuluzEE, ki omogoča
enostavno integracijo ogrodja Axon za vpeljavo vzorca CQRS. Razširitev
omogoča uporabo komponent iz ogrodja Axon za upravljanje s dogodki, ukazi
in poizvedbami, za vpeljavo vzorca CQRS in ES ter komponent ogrodja Ku-
muluzEE za uporabo standardnih tehnologij Java EE za razvoj mikrostoritev.
Z uporabo naše rešitve omogočamo uporabo tudi številnih drugih razširitev
ogrodja KumuluzEE z ogrodjem Axon, ki dodatno podpirajo razvoj v okolju
mikrostoritev. Integracijo ogrodij smo dosegli s pomočjo prenosljive razširitve
(angl. portable extension) za ogrodje Java CDI, ki omogoča implementacijo
dodatnih funkcionalnosti nad vsebnikom CDI. Ob zagonu vsebnik CDI ske-
nira razredno pot (angl. classpath) in ustvari metapodatke o odkritih razre-
dih. Med procesom skeniranja razredov vsebnik proži številne dogodke, ki
jih lahko opazujemo samo znotraj prenosljive razširitve CDI in ob tem spre-
minjamo ali dodajamo informacije metapodatkom razredov, ki jih ustvari
vsebnik CDI [51].
Za uporabo razširitve v lastnem projektu je potrebno preko orodja Maven
dodati odvisnost od razširitve kumuluzee-axon, kot je to prikazano v odseku
kode 4.1. Ob vključitvi razširitve v projekt se nekateri osnovni gradniki Axon
samodejno nastavijo in registrirajo v ogrodje CDI. Te gradnike lahko nato
enostavno vključimo v kodo preko anotacije CDI @Inject. S samodejno
konfiguracijo osnovnih gradnikov Axon omogočamo hitro in enostavno upo-
rabo ogrodja Axon in razvijalce razbremenimo dodatnega konfiguriranja. Ob
zagonu se samodejno konfigurirajo naslednje osnovne komponente Axon:
• Vodilo za ukaze (CommandBus) – vmesnik za odpošiljanje ukazov.
• Usmerjevalnik za ukaze (CommandGateway) – nadgrajen vmesnik za
upravljanje z vodilom za ukaze.
• Vodilo za dogodke (EventBus) – vmesnik za odpošiljanje dogodkov.
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• Usmerjevalnik za dogodke (EventGateway) – nadgrajen vmesnik za
upravljanje z vodilom za dogodke.
• Vodilo za poizvedbe (QueryBus) – vmesnik za odpošiljanje poizvedb.
• Usmerjevalnik za poizvedbe (QueryGateway) – nadgrajen vmesnik za
upravljanje z vodilom za poizvedbe.
• Serializator (Serializer) – vmesnik, ki predstavlja mehanizem za se-
rializacijo sporočil.
• Konfiguracija (Configuration) – vmesnik, ki opisuje globalno konfi-
guracijo komponent Axon. Omogoča dostop do vseh nastavljenih kom-
ponent ogrodja Axon in vpogled v njihove nastavitve.
<dependency>
<groupId>com . kumuluz . ee . axon</groupId>
<a r t i f a c t I d >kumuluzee−axon</a r t i f a c t I d >
<vers ion >1.0 .0 SNAPSHOT</vers ion>
</dependency>
Odsek kode 4.1: Primer dodajanje odvisnosti do razširitve KumuluzEE Axon
v dokument POM
Pri napredneǰsih primerih uporabe je potrebno osnovne komponente Axon
nastaviti po meri, v tem primeru omogoča naša rešitev ročno konfiguracijo
komponent. To lahko storimo preko proizvajalne metode (angl. producer
method) v kateri ročno nastavimo komponento, ki je nato samodejno regi-
strirana v ogrodje CDI in ogrodje Axon. Primer takšne konfiguracije vodila
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public CommandBus getCommandBus( TransactionManager tm) {
return new AsynchronousCommandBus . Bui lder ( )
. transact ionManager (tm)




private CommandBus commandBus ;
Odsek kode 4.2: Primer konfiguracije vodila za ukaze (1.) in njegovo
vključitev v kodo (2.)
Za samodejno registracijo in konfiguracijo agregatov smo razvili anotacijo
programskega jezika Java. Z anotacijo označimo javanski razred, ki ga želimo
kot agregat prijaviti v ogrodje Axon. Anotaciji lahko podamo ime izbranega
agregatnega repozitorija, ali pa uporabimo privzetega. Uporaba anotacije je
prikazana v odseku kode 4.3. Anotacija razvijalcem olaǰsa konfiguracijo, ki
bi jo sicer morali opraviti preko konfiguracijskega vmesnika ogrodja Axon.
@Aggregate ( r e p o s i t o r y = ” productRepos i tory ” )
public class Product {
@Aggrega t e Ident i f i e r
private St r ing id ;
private St r ing name ;
private St r ing d e s c r i p t i o n ;
. . .
}
Odsek kode 4.3: Primer uporabe anotacije Aggregate za samodejno re-
gistracijo in konfiguracijo agregata Product z agregatinim repozitorijem
productRepository.
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Razširitev nudi tudi samodejno registracijo vseh obdelovalnikov sporočil,
ki so označeni z anotacijami ogrodja Axon @EventHandler, @CommandHandler
in @QueryHandler, kar dodatno zmanǰsa obseg konfiguracije potrebne za in-
frastrukturo ogrodja Axon.
Dodatno nam razširitev omogoča nalaganje nekaterih nastavitev preko
konfiguracijskega ogrodja KumuluzEE iz različnih virov, od spremenljivk
okolja do konfiguracijskih datotek, kot je YAML. Z uporabo razširitve Ku-
muluzEE Config pa lahko konfiguracijo nalagamo tudi preko konfiguracijskih
strežnikov etcd in Consul. Iz konfiguracijskih virov lahko tako nastavimo kon-
figuracijo strežnika Axon, tu določimo naslov strežnika, maksimalno velikost
sporočil, varnostne parametre, nastavitve pretoka sporočil itd. Z uporabo
zunanjih konfiguracijskih virov omogočimo enostavno in hitro spreminjanje
konfiguracij brez poseganja v kodo aplikacije. Poleg konfiguracije strežnika
Axon lahko iz konfiguracijskih datotek nastavimo tudi nekatere komponente,
kot je na primer procesor dogodkov za določeno grupo, kar je prikazano na
odseku kode 4.4 za procesorsko grupo products, pri kateri je izbran sledilni
način procesiranja dogodkov z dvema nitma in štirimi segmenti.
axon :
eventhandl ing :
p r o c e s s o r s :
products :
mode : t r a ck ing
threadCount : 2
in i t ia lSegmentCount : 4
Odsek kode 4.4: Primer konfiguracije procesorja dogodkov za grupo




CQRS v okolju mikrostoritev
Kot primer arhitekturnega modela vzorca CQRS v okolju mikrostoritev smo
pripravili vzorčno aplikacijo produktnega kataloga. Za razvoj smo upora-
bili ogrodje KumuluzEE in našo razširitev za integracijo z ogrodjem Axon.
Vzorčna aplikacija nam je služila za validacijo naše rešitve ter za izvajanje te-
stov skalabilnosti, ki so podrobneje opisani v naslednjih poglavjih. Rezultati
in diskusija so predstavljeni v podpoglavjih 5.3 in 5.4.
5.1 Zasnova in implementacija vzorčnega pri-
mera Produktni katalog
Kot vzorčno aplikacijo smo s pomočjo ogrodja KumuluzEE ter naše razširitve
za integracijo z ogrodjem Axon zasnovali in implementirali več mikrostoritev
v programskem jeziku Java. Aplikacija je primer produktnega kataloga in
vsebuje mikrostoritve za upravljanje s produkti, njihovo zalogo in cenami.
Zasnova testne aplikacije je prikazana na sliki 5.1.
V vzorčni aplikaciji smo aplicirali vzorec CQRS in razdelili bralni in pi-
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Slika 5.1: Prikaz zasnove testne aplikacije produktnega kataloga
salni del produktnega kataloga v dve ločeni mikrostoritvi.
V pisalnem delu upravljamo z normaliziranimi podatki in izvajamo le
ukaze posodabljanja in vstavljanja podatkov, zato smo za podatkovno shrambo
izbrali relacijsko podatkovno bazo PostgreSQL1, medtem ko smo v bralnem
delu uporabili dokumentno podatkovno shrambo MongoDb2, ki omogoča hi-
treǰse operacije na podatkih [52] in je primerna za hranjenje in upravljanje z
denormaliziranimi podatki.
Mikrostoritev za pisalni del upravlja z agregati produktov in kategorij.
Ob prejetem ukazu se ta aplicira na ciljni agregat, ki podatke shrani v bazo
PostgresSQL, na strežniku Axon pa se objavijo dogodki o spremembah. Im-
plementirali smo naslednje ukaze na agregatih v pisalnem delu:
• CreateProductCommand – ukaz za kreiranje produkta.
• CreateCategoryCommand – ukaz za kreiranje kategorije.
• AddProductCategoryCommand – ukaz za dodelitev kategorije produktu.
1https://www.postgresql.org/
2https://www.mongodb.com/
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• UpdateProductCommand – ukaz za posodobitev podatkov produkta.
• UpdateCategoryCommand – ukaz za posodobitev podatkov kategorije.
• RemoveProductCommand – ukaz za odstranitev produkta.
• RemoveCategoryCommand – ukaz za odstranitev kategorije.
Ob uspešni izvedbi ukaza na agregatu se na strežnik Axon objavi dogodek
spremembe. Implementirani so naslednji dogodki:
• ProductCreatedEvent – dogodek o ustvarjenjem produktu.
• CategoryCreatedEvent – dogodek o ustvarjenji kategoriji.
• ProductCategoryAddedEvent - dogodek o dodelitvi kategorije produktu.
• ProductUpdatedEvent – dogodek o posodobitvi produkta.
• CategoryUpdatedEvent – dogodek o posodobitvi kategoriji.
• ProductRemovedEvent – dogodek o odstranitvi produkta.
• CategoryRemovedEvent – dogodek o odstranitvi kategorije.
Bralni del je poleg dogodkov iz pisalnega dela naročen še na dogodke mi-
krostoritev za upravljanje cen in zaloge. Ti mikrostoritvi shranjujeta podatke
cen in zaloge v ločenih relacijskih podatkovnih bazah PostgreSQL in pri vsaki
posodobitvi objavita dogodke sprememb na strežnik Axon. V mikrostoritvah
smo implementirali naslednje dogodke:
• StockCreatedEvent – dogodek o kreaciji zaloge produkta.
• StockUpdatedEvent – dogodek o posodobitvi zaloge produkta.
• PriceCreatedEvent – dogodek o kreiranju cene produkta.
• PriceUpdatedEvent – dogodek o posodobitvi cene produkta.
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V bralnem delu smo naročeni na vse dogodke o spremembah podatkov
o produktih, kategorijah, cenah in zalogi iz strežnika Axon in posodabljanja
bralnega modela podatkov. Bralni del skrbi tudi za prejemanje poizvedb
in vračanje podatkov preko vmesnika REST. Za procesiranje dogodkov na
bralnem delu smo izbrali sledilni procesor, saj omogoča paralelno obdelavo.
Pri skaliranju smo vsaki instanci dodelili po dve niti za obdelavo dogodkov.
5.2 Testi skalabilnosti
Skalabilnost je lastnost porazdeljenega sistema ali procesa, ki opisuje sposob-
nosti prilagajanja sistema povǐsanju števila uporabnikov ali objektov, obde-
lavi povečane količine bremena ter dovzetnosti do razširitve oz. rasti. Slaba
skalabilnost sistema ima negativne učinke na kakovost storitve in tudi stroške
izvajanja [53]. Obstajajo različni pristopi in tehnike za ocenjevanje skalabil-
nosti. Po [54] je sistem paralelnih procesorjev definiran kot skalabilen, če
so meritve učinkovitosti v primeru povečanja števila paralelnih procesorjev
ter povečavi obsega dela konstantne . V okolju mikrostoritev se velikokrat
omenja pojem linearnega skaliranja [55], ki opisuje paralelni sistem, ki lahko
popolnoma izkoristi dodatne vire pri skaliranju. Torej se s povečevanjem
virov zmogljivost sistema povečuje linearno.
Za testiranje skalabilnosti naše rešitve za implementacijo vzorca CQRS v
okolju mikrostoritev smo na vzorčni aplikaciji, opisani v podpoglavju 5.1, za-
snovali in izvedli teste skalabilnosti. Cilj testiranja je bil preveriti zmožnosti
neodvisnega skaliranja ločenih delov za branje in pisanje v vzorčni aplikaciji.
Za izvajanje testov in beleženje meritev smo uporabili orodje Gatling3, ki je
bilo nameščeno na štirijedrnem računalniku z 16 GB pomnilnika. Vzorčno
aplikacijo smo izvajali v javnem oblaku Google Cloud Platform preko sto-
ritve IaaS Google Cloud Engine4. Za podatkovni center smo izbrali cono
europe-west1-b v kraju St. Ghislain v Belgiji. Uporabljali smo virtualne
3https://gatling.io
4https://cloud.google.com/compute/
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naprave tipa n1-standard-2 (2 vCPU, 7,5 GB pomnilnika RAM). Vsako
mikrostoritev smo namestili na ločeno virtualno napravo, prav tako smo na
ločenih virtualkah namestili strežnike podatkovnih baz Postgres in Mongodb
ter strežnik Axon. Vse mikrostoritve vzdržujejo povezavo s strežnikom Axon,
kar je razvidno na sliki 5.2 nadzorne plošče strežnika. Za potrebe skaliranja
bralnega in pisalnega dela smo uporabili tudi izenačevalec bremena (angl.
Load balancer) strežnika Nginx5, ki smo ga prav tako namestili na ločeno
virtualno napravo. Za algoritem za razvrščanje smo izbrali t.i. razvrščanje
s krožnim dodeljevanjem (angl. round robin). Med vsakim poskusom smo
ponastavili virtualne naprave in ponovno zagnali vse vsebnike Docker s kom-
ponentami ter počakali na njihovo inicializacijo, preden smo pognali testira-
nje. Ločeno smo testirali del za branje in pisanje, saj smo želeli ovrednotiti
sposobnost neodvisnega skaliranja obeh delov kot posledice vpeljave vzorca
CQRS. Pri vsakem poskusu smo beležili 75., 90., 99. in 100. (maksimalni)
percentil odzivnih časov in na virtualkah beležili obremenjenost procesorskih
jeder.
5.2.1 Testiranje dela za branje
Testiranje dela za branje smo opravili v dveh korakih. Najprej smo poskušali
ugotoviti maksimalno zmogljivost ene instance mikrostoritve za branje, ki
jo lahko uspešno prenese brez prekomernega povečanja odzivnega časa. Po-
skus smo zastavili tako, da smo na mikrostoritev za branje pošiljali zahteve
po branju podatkov. Ob tem smo izvajali konstantno obremenitev na osta-
lih mikrostoritvah za pisanje, beleženje cen in zaloge. Te mikrostoritve so
na strežnik Axon objavljale dogodke o spremembi podatkov, na katere je
bila naročena mikrostoritev za branje. Vsak posamezen poskus smo ponovili
petkrat, da smo dosegli obnovljivost rezultatov. Nato smo obremenitev na
instanci za branje povečali in ponovili poskus. Obremenitev smo izvajali z
orodjem Gatling, tako da smo jo v prvi minuti postopoma povečevali ter jo
nato naslednjih pet minut ohranjali na istem nivoju.
5https://www.nginx.com/
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Slika 5.2: Prikaz aplikacije produktnega kataloga v nadzorni plošči strežnika
Axon
Drugi korak je bil testiranje linearne skalabilnosti dela za branje. Iz
prvega poskusa smo ugotovili maksimalno zmogljivost posamezne instance
dela za branje. V drugem poskusu smo testirali odzivni čas nad podvojenim
številom instanc mikrostoritve za branje in podvojene obremenjenosti. Vsako
konfiguracijo poskusa smo petkrat ponovili ter nato poskus ponovili na pod-
vojenih vrednostih, vse do osmih paralelnih instanc. V primeru učinkovitega
linearnega skaliranja se ob podvojitvi obremenitve in števila instanc odzivni
čas ter obremenitev procesorja ne bosta bistveno povečala.
5.2.2 Testiranje dela za pisanje
Testiranje skalabilnosti dela za pisanje smo prav tako opravili v dveh ko-
rakih. V prvem smo poskušali ugotoviti maksimalno zmogljivost ene in-
stance dela za pisanje, ob kateri se še uspešno ohranjajo nizki odzivni časi. Z
orodjem Gatling smo na instanco za pisanje pošiljali zahteve za vnos novih
produktov, kategorij in posodobitve podatkov o njih. Vsak poskus smo za
doseganje obnovljivosti rezultatov ponovili petkrat. V drugem delu poskusa
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smo stopnjevali število instanc dela za pisanje, tako da smo nad podvojenim
številom instanc izvajali podvojeno maksimalno obremenitev posamezne in-
stance. Število instanc smo podvajali do osem paralelnih instanc mikrosto-
ritve za pisanje. S tem poskusom smo skušali oceniti linearno skaliranje dela
za pisanje.
5.3 Rezultati
V tem poglavju bomo predstavili rezultate meritev in poskusov, opisanih v
poglavju 5.2. Cilj poskusov je bil ovrednotenje skalabilnosti naše rešitve za
aplikacijo vzorca CQRS v okolju mikrostoritev. Vsi poskusi so bili izvedeni
na vzorčni aplikaciji, opisano v podpoglavju 5.1.
5.3.1 Testiranje dela za branje
Zmogljivost ene instance dela za branje
Skupno smo pognali 30 testov zmogljivosti ene instance dela za branje z obre-
menitvami od 150 do 275 zahtev na sekundo. Maksimalna obremenjenost,
ki jo je ena instanca uspešno prenesla brez povečanja odzivnih časov, je 200
zahtev na sekundo. V tem primeru je znašala obremenjenost procesorskih
jeder 82 odstotkov. Povprečni rezultati poskusa so navedeni v tabeli 5.1 in
grafično prikazani na grafu 5.3, kjer je jasno razvidno, da se po obremenitvi
200 zahtev na sekundo odzivni časi bistveno povečajo.
Testiranje linearne skalabilnosti dela za branje
Po določitvi maksimalne zmogljivosti ene instance za branje smo nadaljevali
s testiranjem skalabilnosti dela za branje. Izvajali smo teste zmogljivosti na
nastavitvah z 1-o, 2-ma, 4-mi in 8-mi paralelnimi instancami za branje, na
katere smo preko izenačevalca bremena strežnika Nginx pošiljali zahteve iz
orodja Gatling. Na vsaki zaporedni nastavitvi števila instanc smo izvajali
podvojeno maksimalno obremenitev, vse do 1600 zahtev na sekundo na 8-ih
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99. percentil 100. percentil
Slika 5.3: Grafični prikaz rezultatov testiranja zmogljivosti ene instance za
branje. Kot vidimo so odzivni časi za obremenitve od 150 do 200 zahtev na
sekundo zadovoljivo nizki, pri večjih obremenitvah pa se bistveno povečajo.
instancah dela za branje. Povprečni rezultati so navedeni v tabeli 5.2. Če
zanemarimo rezultate 100. precentila, na katere vpliva vsakršna napaka v
komunikaciji, kot je izguba paketa, so odzivni časi konstantno nizki vse do 8-
ih paralelnih instanc, kjer je opaziti povečanje odzivnega časa. Možen vzrok
povečanja odzivnih časov je obremenjenost podatkovne shrambe MongoDB,
možne rešitvi pa bi bili optimizacija in porazdelitev podatkovne shrambe.
Na rezultatih 75., 90. in 99. precentila smo izvedli linearno regresijo,
ki je prikazana v grafu 5.4 s polnimi črtami. Koeficient linearne regresije je
pri 99. percentilu znašal 0.06, pri rezultatih 90. percentila 0.02 in 0,01 pri
rezultatih 75. percentila. Pri vseh treh izračunih linearne regresije so stopnje
značilnosti (p-vrednosti) nižje od 0.01, kar kaže na statistično pomembnost
rezultatov.
Rezultati kažejo na dobro sposobnost neodvisnega skaliranja dela za pi-
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sanje, saj so kljub podvojeni obremenjenosti odzivni časi konstantno nizki.
Za doseganje bolǰse linearne skalabilnosti bi bila potrebna večja optimizacija


















Linearna reg. 75. percentil 75. percentil
Linearna reg. 90. percentil 90. percentil
Linearna reg. 99. percentil 99. percentil
Slika 5.4: Grafični prikaz rezultatov testov skalabilnosti dela za branje.
Rezultati kažejo na linearno skaliranje pri 90. in 75. percentilu poslanih



































Odzivni čas [ms] Obremenitev
procesorja [%]75. percentil 90. percentil 99. percentil 100. percentil Stan. odklon
150 41 44.2 70.8 1233.4 9.2 71.1
175 43 47.4 71 1230 9.8 77.6
200 45.8 53.8 85.2 1372.8 13.8 82.0
225 79 116.6 210.4 1350 37.4 90.9
250 125.2 205.8 343.2 1417.6 73.2 92.2
275 165 525.8 796.6 2187.8 204.6 92.5
Tabela 5.1: Povprečni rezultati testiranja zmogljivosti ene instance dela za branje. Nad vrednostjo 200 zahtev na





Odzivni čas [ms] Obremenitev
procesorja [%]75. percentil 90. percentil 99. percentil 100. percentil Stan. odklon
200 1 45.8 53.8 85.2 1372.8 13.8 82.0
400 2 45.4 54.2 81.2 2828.0 21.4 89.6
800 4 46.0 54.6 89.4 2931.6 22.6 82.1
1600 8 63.6 83.2 170.4 2883.0 36.4 85.2
Tabela 5.2: Povprečni rezultati testov skalabilnosti dela za branje. Do vključno 4-ih instanc so s povečanjem
obremenitve odzivni časi konstantni. Povečanje odzivnega časa je zaznati pri 8-ih instancah in obremenitvi 1600
zahtev/sek. Obremenitev procesorja se pri vseh nastavitvah bistveno ne povečuje.
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5.3.2 Testiranje dela za pisanje
Zmogljivost ene instance dela za pisanje
V prvem delu poskusa smo testirali zmogljivost ene instance za pisanje. Na-
njo smo izvajali obremenitve od 100 do 200 zahtev na sekundo. Maksimalna
obremenjenost, ki jo ena instanca za pisanje uspešno prenese, je 150 zahtev
na sekundo, pri kateri znaša povprečna obremenjenost procesorja okoli 65
odstotkov. V tabeli 5.3 so navedeni povprečni rezultati prvega poskusa. Re-
zultati so prikazani tudi na grafu 5.5, kjer je jasno razvidno, da so odzivni
časi konstantno nizki do 150-ih zahtev na sekundo, po tej vrednosti pa strmo
naraščajo.
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Slika 5.5: Grafični prikaz rezultatov testiranja zmogljivosti ene instance dela
za pisanje. Barvni krogci predstavljajo odzivni čas posameznega poskusa.
Odzivni časi so konstantno nizki pri obremenitvi od 100 do 150 zahtev/sek.
Pri vǐsjih obremenitvah odzivni časi strmo naraščajo in pri obremenitvi 200
zahtev/sek znašajo tudi več sekund.
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Testiranje linearne skalabilnosti dela za pisanje
V drugem koraku testiranja dela za pisanje smo podvajali število instanc
in maksimalno obremenitev, vse do 8-ih paralelnih instanc in obremenitve
1200 zahtev na sekundo. V tabeli 5.4 so zbrani povprečni rezultati drugega
poskusa. Podobno kot pri delu za branje so tudi tu rezultati, z razliko 100.
percentila, konstantni. Povečanje odzivnih časov je zaznati le pri osmih in-
stancah in obremenitvi 1200 zahtev na sekundo.
Na rezultatih smo izvedli linearno regresijo, ki je na grafu 5.6 prikazana
s polno črto. Največje naraščanje odzivnega časa je zaznano pri 100. per-
centilu, kjer koeficient linearne regresije znaša 0,45. Pri 99. percentilu znaša
koeficient 0,15, pri 90. percentilu 0,07 in pri 75. percentilu 0,04. Pri vseh
izračunih linearne regresije so stopnje značilnosti (p-vrednosti) nižje od 0.01
kar kaže na statistično pomembnost rezultatov.
Iz rezultatov je razvidno, da je del za pisanje podatkov sposoben uspešnega
skaliranja, saj pri povečanju obremenitve in števila instanc ohranja nizke od-
zivne čase. Tudi obremenjenost procesorja se pri povečanju obremenitev na
posameznih mikrostoritvah ohranja na enakem nivoju. Povečanje odzivnih
časov je zaznati pri osmih instancah in obremenitvi 1200 zahtev na sekundo,
kar je morebitna posledica nasičenja povezav na podatkovno bazo. To bi
lahko preprečili z bolǰso optimizacijo in porazdelitvijo podatkovne baze.
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Linearna reg. 75. percentil
Linearna reg. 90. percentil
Linearna reg. 99. percentil
Linearna reg. 100. percentil
Slika 5.6: Grafični prikaz rezultatov testiranja skalabilnosti dela za pisanje.
Barvni krogci predstavljajo odzivne čase posameznih poskusov, s polno črto


































Odzivni čas [ms] Obremenitev
procesorja [%]75. percentil 90. percentil 99. percentil 100. percentil Stan. odklon
100 36.6 38.8 50.8 239 3.8 47.73
125 38.6 41.2 54.4 256.2 4.8 57.94
150 39.4 45 65 237.8 6 64.61
175 68 150.8 838.2 2973.2 159.6 72.83
200 4854.8 6903 10925.6 27259.2 2729.8 85.54
Tabela 5.3: Povprečni rezultati testiranja zmogljivosti ene instance dela za pisanje. Nad obremenitevjo 150-ih





Odzivni čas [ms] Obremenitev
procesorja [%]75. percentil 90. percentil 99. percentil 100. percentil Stan. odklon
150 1 39.4 45 65 237.8 6 64.61
300 2 41.2 45.4 69.2 285 7.2 59.70
600 4 43 50.4 82 511.4 9.6 67.50
1200 8 84.6 116.2 222 703.2 38.6 65.35
Tabela 5.4: Povprečni rezultati testiranja skalabilnosti dela za pisanje. Rezultati kažejo na uspešno skaliranje
dela za pisanje, le pri 8-ih instancah in obremenitvi 1200 zahtev/sek je zaznati povečanje odzivnih časov. Meritve
obremenjenosti procesorjev se s skaliranjem in povečevanjem obremenjenosti ne povečujejo.
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5.4 Diskusija
Za izvedbo testov obremenjenosti na vzorčni aplikaciji produktnega kataloga
smo izmerili maksimalni obremenjenosti, ki jo uspešno preneseta ena instanca
dela za pisanje in ena za branje. Pri testih skalabilnosti smo s stopnjevanjem
obremenjenosti in hkratnim povečevanjem števila instanc preverjali zmožnost
neodvisnega skaliranje obeh delov. Rezultati kažejo na uspešno neodvisno
skaliranje ločenega dela za pisanje in branje. Dalǰsi odzivni časi se pojavijo
le pri osmih paralelnih instancah, kar je morebitna posledica preobremenje-
nosti podatkovne shrambe. Možna rešitev bi bila optimizacija in skaliranje
podatkovnih shramb. Rezultati potrjujejo doprinos uporabe vzorca CQRS
za doseganje neodvisnega skaliranja ločenega bralnega in pisalnega dela, kar
omogoča bolǰso prilagajanje na neuravnoteženo obremenitev sistema glede
na število pisanj in branj.
Vzorec CQRS omogoča uporabo različnih tehnologij za shrambo podat-
kov na strani za pisanje in strani za branje, kar smo potrdili v naši vzorčni
aplikaciji. Tako lahko dodatno prilagodimo in optimiziramo upravljanje s po-
datki glede na namen in način uporabe. Na pisalnem delu lahko uporabimo
relacijsko shrambo z normaliziranimi podatki, optimiziranimi za pisanje, na
bralnem delu pa nerelacijsko shrambo z denormaliziranimi podatki za hitro
branje. V vzorčni aplikaciji je vpeljana zakasnela konsistentnost, saj se bralni
del posodablja preko asinhronih sporočil – dogodkov, objavljenih na strežnik
Axon. To zagotavlja visoko razpoložljivost sistema in odpornost na napake,
saj so v primeru, da je bralni del nedosegljiv, dogodki shranjeni na strežniku
Axon. Slabost, ki jo prinaša zakasnela konsistentnost, so postani podatki,
ki zahtevajo dodatne mehanizme za detekcijo in preprečevanje napak. Vzo-
rec CQRS prinaša nadgradnjo skalabilnosti, prilagodljivosti in zmogljivosti v
okolju mikrostoritev, vendar je potrebna natančna presoja pri njegovi upo-
rabi. Vzorec ni primeren kot glavna arhitektura celotnega sistema, ampak
samo za tisti del oziroma mikrostoritev, kjer ocenimo, da bo dodatna kom-
pleksnost implementacije vzorca doprinesla bistvene izbolǰsave skaliranja in
zmogljivosti.
60 POGLAVJE 5. TESTIRANJE SKALABILNOSTI
Preko testiranja vzorčne aplikacije smo tudi preverili našo razširitev za
integracijo ogrodja Axon in KumuluzEE. Razširitev omogoča hitro in eno-
stavno uporabo preverjenih komponent ogrodja Axon za grajenje aplikacij
preko vzorcev CQRS in ES v okolju mikrostoritev. Razširitev je zelo eno-
stavna za uporabo, saj nudi samodejno osnovno konfiguracijo glavnih gra-
dnikov Axon in omogoča enostavno dodatno ročno konfiguracijo preko pro-
izvajalnih metod. Pri integraciji z ogrodjem Axon razvijalcem pomagajo
anotacije in vmesniki, ki smo jih razvili. Preko funkcionalnosti ogrodja Ku-




V magistrskem delu smo analizirali arhitekturo mikrostoritev in arhitekturni
vzorec CQRS, ki omogoča doseganje vǐsje skalabilnosti, prilagodljivosti in
zmogljivosti sistema. Za implementacijo vzorca CQRS so na voljo številna
ogrodja, ki podpirajo in usmerjajo razvoj. Med temi je najbolj izstopalo
odprtokodno ogrodje Axon, ki omogoča razvoj aplikacij po arhitekturnih
vzorcih CQRS in ES ter po principih načrtno vodene zasnove. Za podporo
in poenostavitev vpeljave vzorca CQRS v okolje mikrostoritev smo zasnovali
in razvili razširitev ogrodja KumuluzEE za razvoj mikrostoritev, ki omogoča
integracijo z ogrodjem Axon. Rešitev omogoča hitro in enostavno soupo-
rabo obeh ogrodij in nudi samodejno konfiguracijo osnovnih komponent in
anotacije za podporo vzorca CQRS.
Za ovrednotenje naše rešitve in testiranje skalabilnosti implementacije
vzorca CQRS v okolju mikrostoritev smo z uporabo razširitve KumuluzEE
in ogrodja Axon zasnovali in razvili vzorčno aplikacijo produktnega kataloga,
ki temelji na arhitekturi mikrostoritev in vzorcu CQRS. Na vzorčni aplikaciji
smo izvajali teste skalabilnosti z uporabo orodja Gatlin, da bi tako ovredno-
tili vpliv vpeljave vzorca CQRS na zmožnosti skaliranja sistema. Rezultati
testov kažejo na učinkovito neodvisno skaliranje ločenega dela za branje in
pisanje. Preko vzorčne aplikacije smo tudi potrdili uporabnost naše rešitve
za podporo pri implementaciji vzorca CQRS v okolju mikrostoritev.
61
62 POGLAVJE 6. ZAKLJUČEK
Možnost nadaljnjega razvoja vidimo v nadaljnjem razvoju razširitve in
podporo dodatnih funkcionalnosti ogrodja Axon ter uporabo dodatnih razširitev
za uporabo drugih sporočilnih sistemov za podporo sporočanja v ogrodju
Axon. Z več sredstvi bi lahko dodatno testirali skalabilnosti pri uporabi
večjega števila paralelnih instanc. Potrebno bi bilo tudi preveriti omejitve
podatkovnih shramb ter možnosti skaliranja ali dodatne optimizacije le teh.
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