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Abstract
Sofic entropy is an invariant for probability-preserving actions of sofic
groups. It was introduced a few years ago by Lewis Bowen, and shown to
extend the classical Kolmogorov-Sinai entropy from the setting of amenable
groups. Some parts of Kolmogorov-Sinai entropy theory generalize to sofic
entropy, but in other respects this new invariant behaves less regularly.
This paper explores conditions under which sofic entropy is additive for
Cartesian products of systems. It is always subadditive, but the reverse in-
equality can fail. We define a new entropy-notion in terms of probability
distributions on the spaces of good models of an action. Using this, we
prove a general lower bound for the sofic entropy of a Cartesian product in
terms of separate quantities for the two factor systems involved. We also
prove that this lower bound is optimal in a certain sense, and use it to de-
rive some sufficient conditions for the strict additivity of sofic entropy itself.
Various other properties of this new entropy notion are also developed.
MSC(2010): 37A35 (primary); 37A50, 60K35, 82B20 (secondary)
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1 Introduction
LetG be a discrete sofic group, pX, µq a standard probability space and T : G ñ X
a measurable action which preserves µ. The triple pX, µ, T q is called a G-system
or just a system.
Fix a sofic approximation Σ “ pσnqně1 to the groupG. For a system pX, µ, T q
which has a finite generating partition, Lewis Bowen defined the ‘sofic entropy
relative to Σ’, denoted by hΣpµ, T q ([4]). An alternative definition which does
not require a finite generating partition, and so generalizes Bowen’s, was given by
Kerr and Li in [15]. That definition was in terms of operator algebras, but they
later gave a more elementary construction of the same invariant: [16, Section 3].
If G is amenable, then sofic entropy agrees with the classical Kolmogorov-
Sinai entropy hKS for any choice of sofic approximation (see [7, 16]). If G is
not amenable, then sofic entropy can serve as a substitute for Kolmogorov-Sinai
entropy for some purposes. Bowen’s original motivation was to show that isomor-
phic Bernoulli shifts over a sofic groupGmust have one-dimensional distributions
of equal Shannon entropy: this was accomplished for shifts with finite alphabet
in [4] and then completed in [14]. (The sufficiency of that condition is also known
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in many cases, including for any G that contains an infinite amenable subgroup.)
However, it is still uncertain how much of classical entropy theory generalizes to
sofic groups, or what modifications are necessary.
This paper considers how hΣ behaves under forming Cartesian products of sys-
tems. If G is amenable, then Kolmogorov-Sinai entropy is additive under Carte-
sian products:
hKSpµˆ ν, T ˆ Sq “ hKSpµ, T q ` hKSpν, Sq.
Sofic entropy is subadditive for Cartesian products, and indeed for arbitrary join-
ings; the easy proof of this is given in Subsection 3.3. However, strict additivity
can fail: examples showing this will also be given in that subsection.
Suppose that pX, µ, T q is a G-system. The main innovation of this paper is a
new quantity, denoted by hdqΣ pµ, T q, with the property that
hΣpµˆ ν, T ˆ Sq ě hdqΣ pµ, T q ` hΣpν, Sq
whenever pY, ν, Sq is anotherG-system for which hΣpν, Sq has a certain regularity
(it is equal to the ‘lower’ sofic entropy hΣpν, Sq, which is recalled below).
The sofic entropy of pX, µ, T q is obtained from a certain family of metric
spaces consisting of ‘finitary models’ for pX, µ, T q. The new quantity hdqΣ pµ, T q
is also defined in terms of these spaces, but together with another kind of structure:
sequences of probability measures µn on those model spaces.
Model spaces and sofic entropy
In order to formulate our main results precisely, we first recall the construction of
model spaces and the definition of sofic entropy.
Our definition is very close to that in [16, Section 3] but it is adapted slightly
better to the purposes of this paper. The following is only a sketch; full details
are given in Section 3. The equivalence with the Kerr-Li definition is shown in
Subsection 3.2.
First, a G-process is a G-system in which X “ XG for some other standard
measurable space X and S is the right-shift action of G on X:
SgppxhqhPGq :“ pxhgqhPG.
This is close to the probabilistic notion of a ‘G-stationary process’: formally, that
would be the collection of coordinate projections XG ÝÑ X , regarded as a G-
indexed family of X -valued random variables on the probability space pXG, µq.
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When we deal with isomorphism-invariant properties of systems, no generality
is lost by confining our attention toG-processes. Indeed, for any system pX, µ, T q,
the map
Φ : X ÝÑ XG : x ÞÑ pT hxqhPG (1)
intertwines T with the right-shift action S on XG, and converts µ into the shift-
invariant measure Φ˚µ. This map is clearly injective, so it defines a measure-
theoretic isomorphism from pX, µ, T q to the G-process pXG,Φ˚µ, Sq.
If pXG, µ, Sq is a G-process and F Ď G, then µF denotes the marginal of µ
on X F . Also, whenever F Ď F 1 Ď G, we let πF 1F denote the coordinate projection
X F
1 ÝÑ X F . Thus,
µF “ pπF 1F q˚µF 1 “ pπGF q˚µ.
If x P X F 1 then we often write x|F as a shorthand for πF 1F pxq.
Next, since X is standard, its σ-algebra may be generated as the Borel sets for
some compact metric d. We refer to such a d as a compact generating metric
for X . Although this metric is far from unique, it is a key auxiliary object in
the constructions that follow. A metric G-process is a quadruple pXG, µ, S, dq
in which pXG, µ, Sq is a G-process and d is such a metric on X . Sofic entropy
is initially defined for metric G-processes, and then one shows that it does not
depend on the choice of metric. One can extend this fact to allow more general
Polish generating metrics onX [12], but we do not do so here. Once a metric d has
been chosen, it is always implicit that XG has the resulting compact metrizable
product topology, and similarly for other products of standard spaces for which
we have chosen compact generating metrics.
Now let V be a nonempty finite set. The spaceX V carries an associated metric
defined by
dpV qpx,x1q “ 1|V |
ÿ
vPV
dpxv, x1vq for x “ pxvqvPV , x1 “ px1vqvPV .
We call this the Hamming average of d over V . It generalizes the classical nor-
malized Hamming metrics, which arise in this way when pX , dq is a finite set with
the discrete metric.
Now consider again a sofic approximation Σ “ pσnqně1 to G, where each σn
is a map from G to SympVnq for some finite set Vn (see Section 3 for a complete
definition). Given pXG, µ, S, dq and Σ, we define a sequence of subsets
ΩpO, σnq Ď X Vn , n P N,
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for each choice of a weak˚-neighbourhood O of µ in ProbpXGq. Note that the
weak˚ topology invoked here depends on the topology of XG, which in turns de-
pends on the choice of d. The elements of ΩpO, σnq are the ‘O-good models of
µ over σn’: the elements of X Vn whose empirical distributions lie in O, hence
‘close’ to µ. Empirical distributions are defined in Section 3. The ‘quality’ re-
quired of these models improves as O is reduced, and it is clear that
O1 Ď O ùñ ΩpO1, σq Ď ΩpO, σq
for any finite V and map σ : G ÝÑ SympV q.
For any compact metric space pY, dY q, subset Z Ď Y , and δ ą 0, we let
covδpZ, dY q be the minimum cardinality among δ-dense subsets of Z. The sofic
entropy hΣpµq is defined to be
sup
δą0
inf
O
lim sup
nÝÑ8
1
|Vn| log covδ
`
ΩpO, σnq, dpVnq
˘
,
where O ranges over all weak˚-neighbourhoods of µ. Heuristically, this is ap-
proximately the exponential growth rate of the covering numbers
covδ
`
ΩpO, σnq, dpVnq
˘
as n ÝÑ 8, for sufficiently small δ and then for sufficiently small O depending
on δ.
In general, this sequence of covering numbers need not grow at a well-defined
exponential rate, so one takes the supremum of those rates over subsequences. It
can be important to know when the covering numbers have different asymptotics
along other subsequences. To capture this possibility, one also defines the lower
sofic entropy
hΣpµq :“ sup
δą0
inf
O
lim inf
nÝÑ8
1
|Vn| log covδ
`
ΩpO, σnq, dpVnq
˘
.
It can happen that hΣpµq ă hΣpµq: see the end of Subsection 3.1. If hΣpµq “
hΣpµq, then this asserts the following: for every ε ą 0 there is a δ0 ą 0 such
that for every δ P p0, δ0q there is a weak˚-neighbourhood Oδ such that for every
weak˚-neighbourhood O Ď Oδ we haveˇˇˇ
1
|Vn| log covδ
`
ΩpO, σnq, dpVnq
˘´ hΣpµqˇˇˇ ă ε
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for all sufficiently large n. More heuristically: if δ is sufficiently small and thenO
is sufficiently small depending on δ, the covering numbers do grow at an approx-
imately well-defined exponential rate. Since it suffices to check this for rational δ
and for a countable basis of neighbourhoods O, a simple diagonal argument can
always provide a subsequence of pσnqně1 for which this is the case.
The quantity hΣpµq generally depends on the choice of sofic approximation Σ.
But, crucially, it does not depend on the compact metric d that one uses to generate
the σ-algebra of X . In fact, hΣpµq and likewise hΣpµq are invariants of the system
pXG, µ, Sq up to measure-theoretic isomorphism, for a fixed choice of the sofic
approximation Σ. One may therefore define hΣpµ, T q and similarly hΣpµ, T q for
an arbitrary G-system pX, µ, T q, for instance by using the isomorphism (1).
Measures on model spaces
Our new invariant is defined in terms of sequences of measures µn on X Vn which
are asymptotically supported on these model spaces and which locally resemble
µ at most points of Vn, which we refer to as ‘vertices’.
Section 5 will consider three senses in which a sequence of probability mea-
sures µn on X
Vn can converge to a measure µ on XG: local weak˚ convergence,
quenched convergence, and doubly-quenched convergence. All three senses are
relative to a particular choice of sofic approximation Σ; we refer to convergence
‘over Σ’ if we need to make that choice explicit. They are also relative to a par-
ticular choice of compact generating metric d for X .
Local weak˚ convergence asserts that, once n is large, the marginals of µn
around most points of Vn resemble the corresponding marginal of µ in the weak˚
topology. Here we use that the sofic approximation σn gives a way to copy a fixed
finite subset of G to a corresponding ‘patch’ around any vertex of Vn, perhaps with
errors for a few vertices. This convergence is denoted by µn lw˚ÝÑ µ. This notion
already has an important role in the study of various statistical physics models on
random graphs.
Quenched convergence strengthens local weak˚ convergence by imposing a
second condition: that µn be mostly supported on individual good models of µ.
The term ‘quenched’ is also taken from statistical physics, where it indicates a
property that holds among most instances in an ensemble, not just on average.
This convergence is denoted by µn
qÝÑ µ. Quenched convergence is strictly
stronger than local weak˚ convergence in general, and the difference between
them has a simple characterization in terms of certain random measures con-
structed from the µn (Lemma 5.5). However, using this characterization, it follows
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that the two notions are equivalent if µ is ergodic (Corollary 5.7).
A closely related notion of convergence for a sequence of measures on model
spaces already appears in [6]. Using this notion, that paper gives a new formula
for sofic entropy for certain special examples of probability-preserving systems
and sofic approximations.
For any compact metric space pY, dY q, Borel probability measure ν on Y , and
ε, δ ą 0, we write
covε,δpν, dY q :“ min
 |F | : F Ď Y, νpBδpF qq ą 1´ ε(,
where BδpF q is the δ-neighbourhood of F according to the metric dY . Using this
quantity in place of the covering numbers of spaces themselves, we define the
following analog of hΣ:
h
q
Σpµq :“ sup
!
sup
δ,εą0
lim sup
iÝÑ8
1
|Vni|
log covε,δ
`
µi, d
pVniq
˘
:
ni Ò 8 and µi qÝÑ µ over pσniqiě1
)
.
The outer supremum here is over all subsequences pσniqiě1 of the sofic approxi-
mation Σ, and over all sequences of measures µi on X Vni that quenched-converge
to µ over that subsequence. We must allow this supremum over subsequences,
because it may be that there is no sequence of measures µn such that µn
qÝÑ µ
over the original sofic approximation at all. This will be explained more carefully
at the beginning of Section 6.
We call hqΣpµq the model-measure sofic entropy of µ rel Σ. Like sofic en-
tropy, it is an isomorphism-invariant of the G-process (Theorem 6.4), and so in
fact it does not depend on the choice of the generating metric d. As a result, its def-
inition can be extended unambiguously to arbitrary G-systems. Since quenched
convergence µn
qÝÑ µ requires that µn be mostly supported on good models for
µ once n is large, it follows easily that hΣ ě hqΣ (see Lemma 6.1). This inequality
can be strict.
Like sofic entropy, hqΣ is always subadditive under Cartesian products, but may
not be strictly additive. However, this defect can be repaired by further restricting
the sequences of measures on model spaces that we allow.
If µn
lw˚ÝÑ µ, then it follows easily that µn ˆ µn lw˚ÝÑ µ ˆ µ. However, the
same implication may fail for quenched convergence: even if µn is asymptotically
mostly supported on good models for µ, the product µn ˆ µn may not be mostly
supported on good models for µ ˆ µ. This phenomenon is responsible for cases
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in which hqΣpµˆ2q ă 2hqΣpµq. However, if we simply require the convergence of
Cartesian squares
µn ˆ µn qÝÑ µˆ µ,
then it turns out that this implies good behaviour for all other Cartesian products
with the measures µn.
Theorem A. Suppose that µn
qÝÑ µ over Σ. The following are equivalent:
i) µn ˆ µn qÝÑ µˆ µ;
ii) if pYG, ν, S, dYq is another metric G-process and N is a weak˚ neighbour-
hood of µˆ ν, then there is a weak˚ neighbourhoodO of ν such that
inf
yPΩpO,σni q
µni
 
x P X Vni : px,yq P ΩpN , σniq
( ÝÑ 1 as i ÝÑ 8
for any subsequence ni Ò 8 such that ΩpO, σniq ‰ H for all i (we regard
this as vacuously true if there is no such subsequence ni);
iii) if pYG, ν, S, dYq is another metric G-process, ni Ò 8, and νi P ProbpYVni q
is a sequence such that νi
qÝÑ ν over pσniqiě1, then µniˆνi qÝÑ µˆν over
pσniqiě1.
Under any of the above equivalent conditions, we say that pµnqně1 doubly-
quenched converges to µ, and denote this by µn
dqÝÑ µ.
Theorem A is analogous to the equivalence among various standard charac-
terizations of weak mixing. Furthermore, since local weak˚ convergence im-
plies quenched convergence when µ is ergodic, one can deduce that quenched
convergence implies doubly-quenched convergence when µ is weakly mixing
(Lemma 5.15).
Doubly-quenched convergence finally leads to the new invariant we need:
h
dq
Σ pµq :“ sup
!
sup
δ,εą0
lim sup
iÝÑ8
1
|Vni|
log covε,δ
`
µi, d
pVni q
˘
:
ni Ò 8 and µi dqÝÑ µ over pσniqiě1
)
.
This is called the doubly-quenched model-measure sofic entropy of µ rel Σ.
One sees easily that hdqΣ ď hqΣ (Lemma 6.1). The proof that hqΣ is isomorphism-
invariant (and hence independent of the choice of d) gives the same result for hdqΣ ,
and so the definition of hdqΣ can be extended unambiguously to any G-system.
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We can now state our main result for Cartesian products.
Theorem B. Suppose that pX, µ, T q and pY, ν, Sq are G-systems such that
hΣpν, Sq “ hΣpν, Sq. (2)
Then
hΣpµˆ ν, T ˆ Sq ě hdqΣ pµ, T q ` hΣpν, Sq. (3)
This follows fairly easily from conclusion (ii) of Theorem A.
Of course, by symmetry, one also has the analogous conclusion with the roles
of pX, µ, T q and pY, ν, Sq reversed.
One cannot hope for anything like (3) without some assumption such as (2),
since in general the relevant entropies hdqΣ pµ, T q and hΣpν, Sq could be obtained
as limit suprema along disjoint subsequences.
Since hdqΣ ď hΣ and hΣ is always subadditive, the following is an immediate
corollary.
Corollary B1. If pX, µ, T q and pY, ν, Sq satisfy
h
dq
Σ pµ, T q “ hΣpµ, T q and hΣpν, Sq “ hΣpν, Sq,
or vice-versa, then
hΣpµˆ ν, T ˆ Sq “ hΣpµ, T q ` hΣpν, Sq.
For instance, this condition on pX, µ, T q is satisfied by Bernoulli systems, so
we recover the known result [4, Section 8] that forming products with Bernoulli
systems always makes the obvious additive contribution to sofic entropy.
It can happen that hqΣ ą hdqΣ , and there are cases in which one cannot replace
h
dq
Σ pµ, T q with hqΣpµ, T q in Theorem B: see Example 6.3. However, this cannot
occur if pX, µ, T q is weakly mixing, simply because quenched convergence itself
implies doubly-quenched convergence for weakly mixing systems.
Unlike the other notions, doubly-quenched model-measure sofic entropy does
enjoy a general additivity result for Cartesian products. The only caveat is that we
must still assume some analog of condition (2) in Theorem B. This is conveniently
expressed in terms of a ‘lower’ version of doubly-quenched model-measure sofic
entropy, denoted hdqΣ .
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The additivity result for hdqΣ has an analog for h
q
Σ under an additional ergodic-
ity assumption.
Theorem C. For any G-systems pX, µ, T q and pY, ν, Sq, it holds that
h
dq
Σ pµˆ ν, T ˆ Sq ď hdqΣ pµ, T q ` hdqΣ pν, Sq,
and similarly with hdqΣ replaced by h
q
Σ.
If hdqΣ pν, Sq “ hdqΣ pν, Sq, then in fact
h
dq
Σ pµˆ ν, T ˆ Sq “ hdqΣ pµ, T q ` hdqΣ pν, Sq, (4)
where we interpret the right-hand side as ´8 if either of its terms is ´8.
If µˆ ν is ergodic, then the analogous result holds with hdqΣ and hdqΣ replaced
by hqΣ and h
q
Σ throughout. In particular, this is the case if both µ and ν are ergodic
and one of them is weakly mixing.
Theorems B and C will be proved in Section 7. The first conclusion of Theo-
rem C (subadditivity) actually holds for arbitrary joinings: see Proposition 7.1.
By applying Theorem C to copies of a single system pX, µ, T q, we can show
that hdqΣ is stable under Cartesian powers:
h
dq
Σ pµˆkq “ k ¨ hdqΣ pµq @k ě 1
(see Corollary 7.3). In this case we can do without the assumption that hdqΣ pµ, T q “
h
dq
Σ pµ, T q.
Processes with finite state spaces
In case X is a finite set and pXG, µ, Sq is a G-process, we are able to prove
another relation between the new invariant hdqΣ and sofic entropies. In view of
isomorphism-invariance, this will actually apply to any system pX, µ, T q which
has a finite generating partition. For an ergodic system, this, in turn, is equivalent
to finiteness of the Rokhlin entropy hRokpµ, T q, by the results of [23].
For a general system pX, µ, T q, consider the sequence of values
1
k
hΣpµˆk, Tˆkq, k ě 1.
Since hΣ is subadditive, the sequence phΣpµˆk, Tˆkqqkě1 is subadditive. There-
fore the limit
h
ps
Σ pµ, T q :“ lim
kÝÑ8
1
k
hΣpµˆk, Tˆkq
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exists and satisfies hpsΣ pµ, T q ď hΣpµ, T q, by Fekete’s Lemma. We call it the
power-stabilized sofic entropy rel Σ. It is clearly an isomorphism-invariant. If
h
ps
Σ pµ, T q ă hΣpµ, T q, then this gap quantifies the failure of additivity of sofic
entropy among the Cartesian powers of pX, µ, T q itself.
Theorem D. It is always the case that
h
ps
Σ pµ, T q ě hdqΣ pµ, T q,
and this is an equality if pX, µ, T q has a finite generating partition.
It is fairly easy to prove that hpsΣ ě hdqΣ , so most of the work goes into proving
the reverse inequality. This will be done by showing that individual good models
for large Cartesian powers pµˆk, Tˆkq can be converted into measures that doubly-
quenched converge to µ.
Theorem D leads to the following sense in which Theorem B is optimal for
systems that have finite generating partitions.
Corollary D1. If pX, µ, T q has a finite generating partition and hΣpµˆk, Tˆkq “
hΣpµˆk, Tˆkq for all k, then
h
dq
Σ pµ, T q “ inf
 
hΣpµˆ ν, T ˆ Sq ´ hΣpν, Sq :
pY, ν, Sq another G-system with hΣpν, Sq “ hΣpν, Sq
(
.
Thus, if pX, µ, T q has a finite generating partition and hΣpµˆk, Tˆkq “ hΣpµˆk, Tˆkq
for all k, then no other quantity which depends only on pX, µ, T q can improve on
h
dq
Σ pµ, T q in Theorem B.
Equality in the case of co-induced systems
For an infinite sofic groupG and a Bernoulli process pXG, νˆG, Sq, it is fairly easy
to show that hΣpνˆGq, hqΣpνˆGq and hdqΣ pνˆGq are all just equal to the Shannon
entropy of ν. (In the case of hΣ, this is the calculation that gives the classification
of Bernoulli systems in [4, 14].) This supplies some examples for which the three
entropy-notions coincide.
The final topic of this paper is a generalization of this result to a class of co-
inductions. Suppose now that G and H are two sofic groups, and let
Σ “ pσn : G ÝÑ SympVnqqně1 and T “ pτn : H ÝÑ SympWnqqně1
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be respective sofic approximations for them. Then G ˆ H has a product sofic
approximation Σˆ T “ pσn ˆ τnqně1, where
pσn ˆ τnqpg,hq :“ σgn ˆ τhn P SympVn ˆWnq.
Let pX, µ, T q be a G-system. Then co-induction gives a functorial way to
construct from it a pGˆHq-system: the new probability space is pXH , µˆHq, and
the action CIndGˆHG T is defined by setting
pCIndGˆHG T qg :“ pT gqˆH for g P G
and
pCIndGˆHG T qhppxkqkPHq :“ pxkhqkPH for h P H
(so H acts simply by the right-shift on XH). Since these commute, they define
an action of G ˆ H . See [13, Subsection II.10.(G)] or [9] for a more general
discussion and some previous uses of co-induction in ergodic theory.
If G is the trivial group, then this just produces an H-Bernoulli shift. The
following result therefore generalizes our observation about Bernoulli shifts.
Theorem E. Let G, H , Σ, T, and pX, µ, T q be as above. Assume that H is
infinite. Then
hΣˆT
`
µˆH,CIndGˆHG T
˘ “ hqΣˆT`µˆH,CIndGˆHG T ˘ “ hdqΣˆT`µˆH,CIndGˆHG T ˘.
For aG-system pX, µ, T q, a different condition which is sufficient for hΣpµ, T q “
h
q
Σpµ, T q has appeared previously as [6, Theorem 4.1].
Combining Theorem E with Theorems B and D immediately yields the fol-
lowing.
Corollary E1. Consider again the setting of Theorem E.
1. If pY, ν, Sq is another pGˆHq-system such that
hΣˆTpν, Sq “ hΣˆTpν, Sq,
then
hΣˆT
`
µˆHˆν,CIndGˆHG T ˆS
˘ “ hΣˆT`µˆH ,CIndGˆHG T ˘`hΣˆTpν, Sq.
2. If pX, µ, T q has a finite generating partition, then
hΣˆT
`pµˆHqˆk, pCIndGˆHG T qˆk˘ “ k ¨ hΣˆTpµˆH ,CIndGˆHG T q
for all k ě 1.
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Overview of the paper
The rest of this paper is divided into two parts.
Part I concerns the spaces of good models for a G-process. After collecting
some background material in Section 2, model spaces and sofic entropy are de-
fined carefully and studied in Section 3.
The most substantial results of this part are in Section 4, which describes how a
factor map between G-processes can be converted into ‘approximately Lipschitz’
maps between their model spaces, endowed with suitable Hamming-like metrics.
This is delicate, because an arbitrary measurable factor map must first be approx-
imated by ‘almost continuous’ maps, and then these can be modified to act on the
model-spaces.
Part II introduces measures on the spaces of models of a G-process. Section 5
defines locally weak˚, quenched and doubly-quenched convergence, and estab-
lishes some basic properties, including Theorem A. Then Section 6 uses such
convergent sequences of measures to define the associated entropy-notions and
prove some preparatory results for them. These then lead to proofs of all the main
theorems stated above: Theorems B and C in Section 7; Theorem D in Section 8;
and Theorem E in Section 9.
When a factor map between G-processes is converted into maps between the
model spaces, those can then be used to convert a convergent sequence of mea-
sures for the domain process into a convergent sequence of measures for the target
process. This construction is crucial for many of the proofs in Part II, but, as might
be expected from Part I, it requires careful control of several different approxima-
tions. This is the most technical aspect the paper.
Section 10 collects some open questions about this new notion of entropy.
Many of the ideas in Part I are just small variations on [4, 14, 15, 16]. Certainly
none of Section 3 is really original. The principal difference from those works is
our explicit development of maps between model spaces corresponding to factor
maps between systems. This gives us some very versatile tools for passing be-
tween model spaces, as illustrated by their use in the proofs of the main theorems.
We develop the somewhat new formalism for sofic entropy in Section 3 in order
to make this analysis of maps simpler and more natural, and to have the same
effect on our definitions of model-measure sofic entropies in Part II. This is why
we include this new formalism, rather than just using the definitions from [16],
for example.
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Part I
Model spaces and maps
2 Some notation and preliminaries
2.1 Elementary analysis
We use Landau (‘big-O’ and ‘little-o’) notation without further comment. Among
real numbers, we sometimes write ‘a «ε b’ in place of ‘|a´ b| ă ε’. The notation
‘εn Ó 0’ means that pεnqně1 is a non-increasing sequence of strictly positive real
numbers which tends to 0.
Now let P be a property that holds for some non-decreasing sequences of non-
negative integers (that is, a subset of the set of non-decreasing members of NN).
We will say that P holds whenever m1 ď m2 ď . . . grows sufficiently slowly if
there is a fixed non-decreasing sequence pm˝nqně1 with m˝n Ò 8 such that, for any
other non-decreasing sequence pmnqně1 P NN, we have
rmn ÝÑ 8 and mn ď m˝n @n s ùñ pmnqně1 has P.
The following nomenclature from probabilistic combinatorics will be very
convenient. If pΩn,Pnqně1 is a sequence of probability spaces, and P is a property
that holds for some elements of Ωn for each n, thenP holds with high probability
(‘w.h.p.’) if
Pntω P Ωn : P holds for ωu ÝÑ 1 as n ÝÑ 8.
If P is written out explicitly in terms of ω, then we may also write that P holds
w.h.p. in ω. If each Ωn is finite and Pn is not specified, then this is to be under-
stood with Pn equal to the uniform measure on Ωn.
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2.2 Metric spaces and almost Lipschitz maps
Let pX, dXq and pY, dY q be metric spaces, let ε ą 0, and let L ă 8. A map
ϕ : X ÝÑ Y is ε-almost L-Lipschitz if it is Borel measurable and satisfies
dY pϕpxq, ϕpx1qq ď ε` LdXpx, x1q @x, x1 P X.
A map is ε-almost Lipschitz if it is so for some L.
The following requires only an immediate check.
Lemma 2.1. If ϕ : X ÝÑ Y is ε-almost L-Lipschitz and f : Y ÝÑ R is K-
Lipschitz, then f ˝ ϕ is pKεq-almost pKLq-Lipschitz.
Maps that are η-almost Lipschitz for arbitrarily small η have the following
simple characterization.
Lemma 2.2. If pX, dXq and pY, dY q are compact and f : X ÝÑ Y , then f is
continuous if and only if it is η-almost Lipschitz for every η ą 0.
Proof. The reverse implication is simple, so we focus on the forward implication.
Suppose for simplicity that dY has diameter at most 1. Given η ą 0, let δ ą 0
be so small that if x, x1 P X then
dXpx, x1q ă δ ùñ dY pfpxq, fpx1qq ă η.
Now define L :“ 1{δ. For any x, x1 P X , we obtain
dY pfpxq, fpx1qq ď
"
η if dXpx, x1q ă δ
1 ă η ` Lδ if dXpx, x1q ě δ
*
ď η ` LdXpx, x1q.
For a general target space, an ε-almost Lipschitz map need not be close to
a truly Lipschitz map, even if ε is very small. However, this does hold among
R-valued maps.
Lemma 2.3. If pX, dq is a metric space, U Ď X is nonempty, and f : X ÝÑ R is
a function such that f |U is ε-almost L-Lipschitz, then there is an L-Lipschitz map
g : X ÝÑ R such that |fpxq ´ gpxq| ď ε for all x P U .
Proof. The following standard construction gives a suitable approximant:
gpxq :“ inf
x1PU
pfpx1q ` Ldpx, x1qq.
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As in the Introduction, if V is a nonempty finite set and pX, dq is a metric
space, then dpV q denotes the Hamming average metric on XV defined by
dpV qpx, x1q :“ 1|V |
ÿ
vPV
dpxv, x1vq.
If V Ď U with V nonempty and finite, then dpV qpx, x1q is still well-defined for
pairs x, x1 P XU . It defines a pseudometric on XU . In particular, if G is a group,
then this gives a pseudometric dpF q on XG for every nonempty finite F Ď G.
Probability measures on metric spaces will always be defined on their Borel
σ-algebras. The set of Borel probability measures on a metric space X is denoted
by ProbpXq. If X is compact then ProbpXq is given the weak˚ topology.
2.3 Approximating Borel maps by almost Lipschitz maps
In order to study factor maps between systems, we will need to approximate Borel
maps by maps that have a fairly explicit kind of ‘approximate continuity’. For our
purposes, the best-adapted approximants seem to be almost Lipschitz maps. In
this subsection we prove the existence of such approximants using Lusin’s Theo-
rem.
The following definition is not standard, but will be very convenient. It is a
prelude to Definition 4.2, which is a dynamical version.
Definition 2.4. Let pX, dXq and pY, dY q be compact metric spaces, let µ P ProbpXq,
let ϕ : X ÝÑ Y be Borel, and let η ą 0. Then an η-almost Lipschitz (or η-AL)
approximation to ϕ rel µ is a Borel map ψ : X ÝÑ Y with the following proper-
ties:
i) the map ψ approximates ϕ in the sense thatż
dY pϕpxq, ψpxqqµpdxq ă η;
ii) there is an open subset U Ď X such that µpUq ą 1´ η, and such that ψ|U
is η-almost Lipschitz from dX to dY .
Lemma 2.5. Let pX, dXq and pY, dY q be compact metric spaces, let µ P ProbpXq,
and let ϕ : X ÝÑ Y be Borel. Then ϕ has η-AL approximations rel µ for all
η ą 0.
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Proof. We may assume for simplicity that dY has diameter at most 1.
Lusin’s Theorem gives a compact subset K Ď X such that µpKq ą 1´ η and
ϕ|K is continuous. Then Lemma 2.2 gives L ă 8 such that ϕ|K is pη{3q-almost
L-Lipschitz.
Now choose ε so small that Lε ă η{3, and let U :“ BεpKq. Certainly µpUq ą
1´η. Let ξ : X ÝÑ K be a Borel map such that ξ|K “ idK and dXpx, ξpxqq ă ε
for all x P U , and define ψ :“ ϕ ˝ ξ. This gives ϕpxq “ ψpxq for all x P K, and
hence ż
dY pϕpxq, ψpxqqµpdxq ď µpXzKq ă η.
Finally, for any x, x1 P U , we have ξpxq, ξpx1q P K, and therefore
dY pψpxq, ψpx1qq “ dY
`
ϕpξpxqq, ϕpξpx1qq˘ ď η{3` LdXpξpxq, ξpx1qq
ď η{3` 2Lε` LdXpx, x1q ă η ` LdXpx, x1q.
So ψ|U is η-almost L-Lipschitz.
Remark. The key difference between Lusin’s Theorem itself and Lemma 2.5 is
that ψ is almost Lipschitz on an open set of large measure. This tweak will be
important for some applications of the Portmanteau Theorem later. ⊳
2.4 Covering and packing numbers
If pX, dq is a metric space and δ ą 0, then a subset F Ď X is δ-separated if any
distinct x, y P F satisfy dpx, yq ě δ. The δ-covering and δ-packing numbers of
the space are defined by
covδpX, dq :“ mint|F | : BδpF q “ Xu
and
packδpX, dq :“ max
 |F | : F is δ-separated in pX, dq(,
where either value may be `8. More generally, if Y Ď X then we abbreviate
covδ
`
Y, d|Y ˆ Y ˘ “: covδpY, dq and packδ`Y, d|Y ˆ Y ˘ “: packδpY, dq.
These definitions lead quickly to the standard inequalities
covδ{2pY, dq ě packδpY, dq ě covδpY, dq @δ ą 0. (5)
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Now suppose in addition that µ P ProbpXq. For ε, δ ą 0, the pε, δq-covering
number of µ according to d is
covε,δpµ, dq :“ min
 
covδpV, dq : V Ď X such that µpV q ą 1´ ε
(
.
Similarly, the pε, δq-packing number of µ according to d is
packε,δpµ, dq :“ min
 
packδpV, dq : V Ď X such that µpV q ą 1´ ε
(
.
From these definitions, the inequalities (5) translate immediately into
covε,δ{2pµ, dq ě packε,δpµ, dq ě covε,δpµ, dq @ε, δ ą 0. (6)
Now let pX, dXq and pY, dY q be metric spaces and let µ and ν be Borel prob-
abilities on X and Y respectively. Assume that X and Y are separable, so that
the Borel σ-algebra of X ˆ Y agrees with the product of their separate Borel
σ-algebras. Let d be the Hamming average on X ˆ Y of the metrics dX and dY :
d
`px, yq, px1, y1q˘ :“ 1
2
dXpx, x1q ` 1
2
dY py, y1q.
The following is quite close to standard results for covering and packing numbers,
but the switch to the setting of probability measures requires a little extra work.
Lemma 2.6. The following hold for all ε, δ ą 0:
i) any coupling λ of µ and ν satisfies
covε,δpλ, dq ď covε{2,δpµ, dXq ¨ covε{2,δpν, dY q;
ii) the product measure satisfies
packε,δ{2pµˆ ν, dq ě pack?ε,δpµ, dXq ¨ pack?ε,δpν, dY q.
Proof. (i). If E Ď X and F Ď Y are such that µpBδpEqq ą 1 ´ ε{2 and
νpBδpF qq ą 1 ´ ε{2 (where these neighbourhoods are taken according to the
metrics dX and dY , respectively), then BδpE ˆ F q Ě BδpEq ˆBδpF q, and so
λ
`pX ˆ Y qzBδpE ˆ F q˘ ď λ`pX ˆ Y qzpBδpEq ˆBδpF qq˘
ď λ`pXzBδpEqq ˆ Y ˘` λ`X ˆ pY zBδpF qq˘
“ µpXzBδpEqq ` νpY zBδpF qq
ă 2pε{2q “ ε.
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(ii). Let m :“ pack?ε,δpµ, dXq and n :“ pack?ε,δpν, dY q.
Suppose that V Ď X ˆ Y has pµˆ νqpV q ą 1´ ε. For each x P X let
Vx :“ ty P Y : px, yq P V u.
Fubini’s Theorem and Chebyshev’s Inequality imply that the set
U :“ tx : νpVxq ą 1´
?
εu
has µpUq ą 1 ´?ε. The latter inequality implies that there is some F Ď U with
cardinality m and which is δ-separated according to dX . On the other hand, for
each x P F , the inequality νpVxq ą 1 ´
?
ε implies that there is some Ex Ď Vx
with cardinality n and which is δ-separated according to dY . Now the set of pairs
tpx, yq : x P F and y P Exu
is contained in V , has cardinality nm, and is pδ{2q-separated according to d.
Combining Lemma 2.6 with the inequalities in (6) gives the following.
Corollary 2.7. For all ε, δ ą 0 one has
covε,δ{4pµˆ ν, dq ě cov?ε,δpµ, dXq ¨ cov?ε,δpν, dY q.
The next lemma gives some control over the covering numbers of the pushfor-
ward of a measure under an almost Lipschitz map. After that, Lemma 2.9 shows
that the covering numbers of pushforward measures are somewhat stable under
small changes to the maps. These results will be used for the proofs that our new
entropy-notions are isomorphism-invariant in Subsection 6.1.
Lemma 2.8. Let pX, dXq and pY, dY q be metric spaces, let µ P ProbpXq, and let
ϕ : X ÝÑ Y be η-almost L-Lipschitz. Then
covε,η`Lδpϕ˚µ, dY q ď covε,δpµ, dXq.
Proof. Choose F Ď X such that µpBδpF qq ą 1 ´ ε. Since ϕ is η-almost L-
Lipchitz, we have
Bη`LδpϕpF qq Ě ϕpBδpF qq,
and hence
ϕ´1
`
Bη`LδpϕpF qq
˘ Ě BδpF q.
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Therefore
pϕ˚µq
`
Bη`LδpϕpF qq
˘ “ µ`ϕ´1`Bη`LδpϕpF qq˘˘ ě µpBδpF qq ą 1´ ε.
Lemma 2.9. Let pX, µq be a probability space, let pY, dq be a separable metric
space, and let ϕ, ψ : X ÝÑ Y be measurable functions. Also let ε, ε1, δ ą 0. If
µtdpϕp¨q, ψp¨qq ą δ{2u ă ε1
then
covε`ε1,δpϕ˚µ, dq ď covε,δ{2pψ˚µ, dq.
As before, the separability of Y ensures that the Borel σ-algebra of Y ˆ Y
agrees with the product σ-algebra, and hence that d is measurable with respect to
the latter. This is needed for the first displayed inequality above to make sense.
Proof. Let U :“ tdpϕp¨q, ψp¨qq ď δ{2u, and let F Ď Y be such that
µtx : ψpxq P Bδ{2pF qu “ ψ˚µpBδ{2pF qq ą 1´ ε.
Then
ϕ˚µpBδpF qq ě µtx : x P U and ϕpxq P BδpF qu
ě µtx : x P U and ψpxq P Bδ{2pF qu ą 1´ ε´ ε1.
3 Empirical distributions, good models, and sofic entropy
3.1 Definitions
Suppose that G is a countable discrete group. Suppose further that V is a finite
set and that σ : G ÝÑ SympV q is any map. Think of this σ as an ‘attempt’ at a
representation of G by permutations of V . Given g, h P G and v P V , it may not
be the case that
σgpσhpvqq “ σghpvq. (7)
The ‘quality’ of σ as an attempt at a representation can be quantified by the number
of v at which (7) holds, say for some finite list of groups elements g, h of interest.
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A sofic approximation to G is a sequence of finite sets Vn and maps
σn : G ÝÑ SympVnq, n ě 1,
such that “
σgnpσhnpvqq “ σghn pvq w.h.p. in v
‰ @g, h P G (8)
and “
σgnpvq ‰ v w.h.p. in v
‰ @g P GzteGu, (9)
both as n ÝÑ 8. Note the order of the quantifiers: we certainly do not ask that
r σgnpσhnpvqq “ σghn pvq @g, h P G s w.h.p. in v.
The group itself is sofic if it has a sofic approximation. This definition essentially
follows Weiss [24] and (with a different nomenclature) Gromov [11].
Now consider also a compact metric space pX , dq, and let V and σ be as above.
Elements of X V will be denoted by boldface letters, to distinguish them from
elements of shift-spaces such as XG. For x “ pxvqvPV P X V and v P V , the
pullback name of x at v is defined by
Πσv pxq :“ pxσgpvqqgPG P XG.
This defines a map Πσv : X V ÝÑ XG for each v. Let S be the right-shift ac-
tion of G on XG. Properties (8) and (9) have the following simple but important
consequence.
Lemma 3.1. If pσnqně1 is a sofic approximation to G, F Ď G is finite, and g P G,
then the following holds w.h.p. in v P Vn:
Πσn
σ
g
npvqp¨q|F “ pS
gpΠσnv p¨qqq|F .
More fully, this conclusion asserts that
r Πσn
σ
g
npvqpxq|F “ Π
σn
v pxq|Fg @x P X Vn s w.h.p. in v,
where we identify elements of X Fg with elements of X F in the obvious way.
Proof. It suffices to prove this when F is an arbitrary singleton, say thu. Then it
holds w.h.p. in v that
σhnpσgnpvqq “ σhgn pvq.
If v satisfies this, and x P X Vn , then`
Πσn
σ
g
npvqpxq
˘
h
“ xσhnpσgnpvqq “ xσhgn pvq “
`
Πσnv pxq
˘
hg
.
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Remark. The map σ also gives rise to an ‘adjoint’ map ρ : G ÝÑ SympX V q:
ρgppxvqvPV q :“ pxσg´1 pvqqvPV .
Similarly to the proof above, one can show that, if pσnqně1 is a sofic approxima-
tion, then for most v the pullback-name map Πσnv approximately intertwines ρgn
with the left-shift action rS of G on XG, defined by
rSgppxhqhPGq :“ pxg´1hqhPG.
This observation does not seem to be useful unless our measure µ on XG is in-
variant under rS as well as S. In that case, each rSg defines an isomorphism from
the system pXG, µ, Sq to itself, and the above relationship to ρgn becomes a special
case of a result for general factor maps: see Lemma 4.8 below. ⊳
Each x P X Vn has an associated probability measure on XG called its empir-
ical distribution:
P σ
x
:“ 1|V |
ÿ
vPV
δΠσv pxq. (10)
Lemma 3.1 will mostly be used through the following consequence, which
asserts an approximate invariance for empirical distributions.
Lemma 3.2. Let F Ď G be finite and g P G. Then
sup
xPXVn
}pP σn
x
qF ´ pSg˚P σnx qF }TV ÝÑ 0 as n ÝÑ 8.
Proof. Lemma 3.1 gives that
pSgΠσnv p¨qq|F “ Πσnσgnvp¨q|F w.h.p. in v,
and therefore
pP σn
x
qF ´ pSg˚P σnx qF “
1
|Vn|
ÿ
vPVn
pδΠσnv pxq|F ´ δpSgΠσnv pxqq|F q
“ 1|Vn|
ÿ
vPVn
pδΠσnv pxq|F ´ δΠσn
σ
g
nv
pxq|F q ` op1q.
But the sum on this last line vanishes, because σgn is a permutation of Vn.
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Now suppose that µ is a right-shift-invariant probability measure on XG. For
any F Ď G, let µF denote the marginal of µ on XF , as previously.
For G and σ as above, and for any O Ď ProbpXGq, let
ΩpO, σq :“  x P X V : P σ
x
P O(. (11)
In case O is a w˚-neighbourhood of µ, elements of ΩpO, σq are called O-good
models for µ over σ.
This definition is easiest to visualize in case O is of the form tν : νF P O1u
for some finite F Ď G and some w˚-neighbourhood O1 of µF . Neighbourhoods
O of this form are a basis of neighbourhoods around µ, so this assumption does
not lose much generality. For this O we can write
ΩpO, σnq “
!
x P X Vn : 1|Vn|
ÿ
vPVn
δΠσnv pxq|F P O1
)
.
Given the finite set F , it follows from conditions (8) and (9) that the mapping
g ÞÑ σgnpvq
defines a map from F to a corresponding ‘window’ σFn pvq around v in Vn, and
this map is a bijection w.h.p. in v. Consequently, one may regard the map x ÞÑ
Πσnv pxq|F as restricting x to x|σFn pvq, and then making a copy of this restriction
indexed by F itself. The good models ΩpO, σnq are those x such that, on average
over v, the frequency with which one sees a particular restriction through this
window is close to the F -marginal of µ itself. This is the sense in which x is
‘modeling’ µ.
In many examplesX is a finite alphabet. In that case one can instead work with
total-variation neighbourhoods of finite-dimensional marginals of µ. Specifically,
if X is finite then the pF, εq-good models for µ over σ are the elements of
ΩµpF, ε, σq :“
!
x P X V :
››› 1|V | ÿ
vPV
δΠσv pxq|F ´ µF
›››
TV
ă ε
)
.
Finally, as in the Introduction, we define the sofic entropy of a metric G-
process pXG, µ, S, dq to be
hΣpµq :“ sup
δą0
inf
O
lim sup
nÝÑ8
1
|Vn| log covδ
`
ΩpO, σnq, dpVnq
˘
,
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where O ranges over w˚-neighbourhoods of µ. Similarly, the lower sofic entropy
is
hΣpµq :“ sup
δą0
inf
O
lim inf
nÝÑ8
1
|Vn| log covδ
`
ΩpO, σnq, dpVnq
˘
.
We do not record d in the notation for these quantities because it turns out that
they depend only on the measure-theoretic structure of the process pXG, µ, Sq, as
will be shown in the next subsection.
Examples in which hΣpµq ă hΣpµq can be obtained from examples in which
hΣpµq ‰ hΣ1pµq for two different sofic approximations Σ and Σ1 to G. Interleav-
ing Σ and Σ1 into a single sofic approximation then gives the former inequality.
For instance, [5, Subsection 8.3] includes examples of free-group Markov chains
whose f-invariant is finite and negative. Since (i) sofic entropies can take values
only in t´8uY r0,`8s, and (ii) the f-invariant can be expressed as a kind of av-
erage of sofic entropies over randomly-chosen sofic approximations [3], it follows
that these systems must have some sofic approximations which give non-negative
real values for the sofic entropy, and others which give ´8.
However, it is an important open problem whether one can obtain two different
finite real values for hΣpµq and hΣ1pµq using two different sofic approximations.
3.2 Agreement with the Kerr-Li definition
Bowen defined sofic entropy for systems with finite generating partitions in [4].
Kerr and Li give a new definition in [15] in terms of approximate homomorphism
between commutative von Neumann algebras, and showed that it gives the same
values as Bowen’s if there is a finite generating partition. Then, in [16, Section
3], Kerr and Li gave another, more elementary definition of general sofic entropy,
and proved its equivalence to their previous definition.
In this subsection we show that our definition gives the same values as the
entropy of [16, Definition 3.3]. We refer to that paper for a careful introduction to
their definition. If pX, µ, T q is a G-system, let us write rhΣpµ, T q for the entropy
defined there.
It suffices to show that any metric G-process pXG, µ, S, dq satisfies
hΣpµq “ rhΣpµ, Sq.
That is, rather than analyze aG-action on an arbitrary probability space pX, µq, we
may restrict our attention to the case of processes, so X “ XG for another stan-
dard measurable space X which is equipped with a particular compact generating
metric d. We may also assume that d has diameter at most 1.
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On X “ XG, define the pseudometric
ρpx, yq “ dpxe, yeq for x “ pxgqg, y “ pygqg P XG.
Let Σ “ pσn : G ÝÑ SympVnqqně1 be the sofic approximation. If F is a finite
subset ofG, L is a finite subset ofCpXq, and ε ą 0, then defineMapµpρ, F, L, ε, σnq
to be the set of those x P XVn such that
i) we have d
1
|Vn|
ÿ
vPVn
ρpxσgnpvq, Sgpxvqq2 ă ε @g P F
ii) and
1
Vn
ÿ
vPVn
fpxvq «ε
ż
f dµ @f P L.
The pseudometric ρ is clearly dynamically generating (see [16, Section 2]
or [17, Section 4]). Therefore [16, Proposition 3.4] gives that
rhΣpµ, Sq “ sup
δą0
inf
F,L,ε
lim sup
nÝÑ8
1
|Vn| log packδ
`
Mapµpρ, F, L, ε, σnq, ρ2,pVnq
˘
, (12)
where F , L and ε are as above, and ρ2,pVnq is the ℓ2-analog of the Hamming-
average metric on XVn:
ρ2,pVnqpx, yq :“
d
1
|Vn|
ÿ
vPVn
ρpxv, yvq2 for pxvqv, pyvqv P XVn .
(I have adjusted some of the notation from [16] to match the present paper.)
Proposition 3.3. In the setting above we have hΣpµq “ rhΣpµ, Sq.
Proof. Step 1. Let
ρ1,pVnqpx, yq :“ 1|Vn|
ÿ
vPVn
ρpxv, yvq for pxvqv, pyvqv P XVn.
Since ρ is bounded by 1, we have
ρ1,pVnq ď ρ2,pVnq ď
a
ρ1,pVnq.
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Since the right-hand side of (12) takes a supremum over δ ą 0, we may therefore
replace ρ2,pVnq with ρ1,pVnq in that equation. Also, recalling the inequalities (5), the
same reasoning lets us replace packδ with covδ in (12).
Step 2. For each n, define
Φn : X
Vn ÝÑ X Vn : `pxv,gqgPG˘vPVn ÞÑ pxv,eqvPVn .
This is an isometry from the pseudometric ρ1,pVnq to the true metric dpVnq.
Now suppose that O is a w˚-neighbourhood of µ. Then there are a finite
L Ď CpXq, say consisting of r0, 1s-valued functions, and ε1 ą 0 such that
O Ě O1 :“
!
ν P ProbpXq :
ż
f dν «3ε1
ż
f dµ @f P L
)
.
Since L is finite, there are a finite set F Ď G and an ε2 ą 0 such that, for any
x, y P X , we have“
dpxg, ygq ă ε2 @g P F
‰ ùñ “ fpxq «ε1 fpyq @f P L ‰.
Given ε2, we may now choose ε P p0, ε1q so small that the following holds. If
x “ `pxv,gqgPG˘vPVn P Mapµpρ, F, L, ε, σnq,
then condition (i) implies thatˇˇ 
v P Vn : dpxσgnpvq,e, xv,gq ă ε2 @g P F
(ˇˇ ą p1´ ε1q|Vn|.
It follows thatż
f dP σn
Φnpxq “
1
|Vn|
ÿ
vPVn
f
`pxσgnpvq,eqgPG˘ «2ε1 1|Vn| ÿvPVn f
`pxv,gqgPG˘,
and now condition (ii) gives that this is within ε1 of
ş
f dµ. This shows that
Φn
`
Mapµpρ, F, L, ε, σnq
˘ Ď ΩpO1, σnq Ď ΩpO, σnq.
Since Φn is an isometry, it preserves covering numbers. Taking infima overO (on
the right-hand side) or F , L and ε (on the left-hand side), this shows that
rhΣpµ, Sq ď hΣpµq.
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Step 3. The proof of the reverse inequality is very similar. Now we define
Ψn : X
Vn ÝÑ XVn : x ÞÑ `Πσnv pxq˘vPVn ,
which is an isometry from dpVnq to ρ1,pVnq. For any F , L, and ε ą 0, there is a
w˚-neighbourhoodO of µ such that
Ψn
`
ΩpO, σnq
˘ Ď Mapµpρ, F, L, ε, σnq.
This O can be obtained by reversing the construction in Step 2. The only point
worth remarking is that condition (ii) in the definition of Mapµpρ, F, L, ε, σnq is
obtained as a consequence of Lemma 3.1.
Taking infima, this leads to
hΣpµq ď rhΣpµ, Sq.
Since Kerr and Li have already proved isomorphism-invariance of sofic en-
tropy using their definitions (see [15]), that property follows for ours. This justi-
fies the omission of d from the notation hΣpµq. A proof of this invariance using
our definition would be similar to the proof that model-measure sofic entropy is
isomorphism-invariant, which is given in Subsection 6.1 below.
Remark. The proof of Proposition 3.3 uses a particular generating pseudometric
on X “ XG, obtained from a metric on the single coordinate-space X . However,
it turns out that for any abstract G-system pX, µ, T q, any totally bounded and
Borel measurable pseudometric ρ on X arises in this way, up to isomorphism.
Indeed, letting pX0, d0q be the quotient of X by the relation tρ “ 0u, and letting
pX , dq be the completion of pX0, d0q, it is easy to check that the quotient map q :
X ÝÑ X is Borel, and now this can be extended to a factor map qG : X ÝÑ XG
similarly to (1). If ρ is dynamically generating, then qG is an isomorphism, and
ρ is now obtained by pulling back the identity-coordinate metric d through this
isomorphism. ⊳
3.3 Subadditivity and failure of additivity
Proposition 3.4. Let pXG, µ, Sq and pYG, ν, Sq be two G-processes, and let λ be
a joining of them. Then
hΣpλq ď hΣpµq ` hΣpνq.
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Proof. Let dX and dY be compact generating metrics on X and Y respectively,
and let d be their Hamming average on X ˆ Y . All subsequent topologies are
those determined by these metrics.
For any w˚-neighbourhoodO1 of µ and O2 of ν, there is a w˚-neighbourhood
N of λ such that every θ P N has first marginal inO1 and second marginal inO2.
This implies that
ΩpN , σnq Ď ΩpO1, σnq ˆ ΩpO2, σnq @n ě 1,
and now the inequality
covδ
`
ΩpN , σnq, dpVnq
˘ ď covδ`ΩpO1, σnq, dpVnqX ˘ ¨ covδ`ΩpO2, σnq, dpVnqY ˘
completes the proof.
In particular,
hΣpµˆ νq ď hΣpµq ` hΣpνq.
We now describe examples in which this inequality is strict.
Example 3.5. Some standard probabilistic estimates are required to justify this
example carefully, but we omit these for brevity.
Let H “ xa, by be the free group on two generators, let H 1 “ xa1, b1y be a copy
of H , and let G “ H ˚H 1. Then G is a free group on four generators, and we may
regard H as a subgroup of G.
Let T0 be the trivial H-action on the set X “ t0, 1u, and endow this set with
its discrete metric. Let
µ0 :“ 3
4
δ0 ` 1
4
δ1 P ProbpX q.
(It will be clear in what follows that ‘3
4
’ could be replaced with any value in
p1{2, 1q.)
Now co-induce T0 to the G-action CIndGHT0 on the space
pX, µq :“ pXHzG, µˆHzG0 q.
This co-induced system is isomorphic to a G-process pXG, ν, Sq where ν is de-
fined by the following three properties:
• every one-dimensional marginal of ν equals µ0;
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• if Hg “ Hg1 for some g, g1 P G, then xg “ xg1 for ν-a.e. x;
• if the cosets Hg1, . . . , Hgk are distinct, and x is drawn at random from ν,
then the coordinates xg1 , . . . , xgk are independent.
See [13, Subsection II.10.(G)] or [9] for the definition and basic properties of
co-induction.
Now for each n let Un :“ t1, . . . , 3nu, Wn :“ t3n ` 1, . . . , 4nu and Vn :“
Un YWn. Choose four elements of SympVnq in the following randomized way:
• Let σa1n and σb
1
n be independent, uniformly random elements of SympVnq.
• Let τan,0 and τ bn,0 be uniformly random elements of SympUnq and let τan,1
and τ bn,1 be uniformly random elements of SympWnq, all independent. Let
σan :“ τan,0Yτan,1 and σbn :“ τ bn,0Yτ bn,1. Thus, σan and σbn are chosen uniformly
and independently from among those elements of SympVnq that preserve the
partition tUn,Wnu.
For each n, the four permutations σan, σbn, σa
1
n and σb
1
n generate a random homo-
morphisms σn : G ÝÑ SympVnq. Standard arguments show that the resulting
sequence Σ “ pσnqně1 is a sofic approximation to G with high probability.
For each n, let xn P X Vn be the indicator function 1Wn . It is now easily
checked that P σn
xn
weak˚ÝÑ ν, and so for every w˚-neighbourhood O of ν we have
ΩpO, σnq ‰ H for all sufficiently large n. Therefore hΣpν, Sq ě 0.
The random Schreier graph on Vn generated by the random permutations σan
and σbn is an expander within each ofUn andWn with high probability; this follows
by the usual counting argument (see, for instance, [18, Proposition 1.2.1]). In this
case, any other partition of Vn with small edge boundary in this Schreier graph
must be very close to the partition tUn,Wnu. This implies that any other good
model y P X Vn of ν must be very close to xn in normalized Hamming distance as
n ÝÑ 8. It follows that in fact hΣpν, Sq “ 0.
(Note that at this point, we are using the fact that the atom-sizes of the measure
µ0 correspond to the ratios |Un|{|Vn| and |Wn|{|Vn|. If these were all equal to 1{2,
instead of 3{4 and 1{4, then both xn and 1Un would be good models of ν, and all
other good models would lie close to one of these two in normalized Hamming
distance. In this case, the rest of the argument below can still be completed, but
there would be slightly more work to do.)
However, we can now show that hΣpν ˆ ν, S ˆ Sq “ ´8. If py,y1q P pX ˆ
X qVn were a good model for ν ˆ ν, then both y and y1 would be good models for
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ν, hence close to xn in Hamming distance. But this would imply that
P σnpy,y1qtp1, 0qu “
1
4n
|tv P Vn : yv “ 1 and y1v “ 0u|
is close to 0, whereas a good model for ν ˆ ν should have this probability close to
1
4
¨ 3
4
. So Σ does not provide arbitrarily good models for ν ˆ ν as n ÝÑ 8.
Note that this argument is really only about the H-subaction of S. The only
reason to co-induce to G is to make an example which is ergodic overall and free.
It would be interesting to know whether one can produce such an example which
is totally ergodic by starting with a more subtle choice of H-system.
If one replaces each Σ with Σ1 :“ pσˆkn : G ÝÑ V ˆkn qně1 for some fixed
k ě 1, then similar reasoning shows that
hΣpµˆℓ, Sˆℓq “
"
0 for ℓ ď k
´8 for ℓ ą k.
⊳
Example 3.6. Let us speculate about a second example. The details required for
its analysis are not available in full, but it would arguably be more natural than
Example 3.5.
Let H “ xa, by be the free group and let X “ t0, 1u, as above. We start
by constructing some finite quotients of H as a variant of the ‘planted bisection
model’. This classical model has a long history in statistical physics and computer
science: see [21] for its definition and some references.
Let α P p0, 1q be a small parameter. Let Vn “ Un YWn be as in Example 3.5,
but now construct σan, σbn P SympVnq as follows.
First let Γn be a random 4-regular graph on Vn drawn uniformly from those
graphs that have roughly 6np1´αq edges within Un, 2np1´αq edges within Wn,
and 8nα edges between Un and Wn.
Using this random graph Γn, one can construct the pair of permutations σan and
σbn as follows. First, a simple greedy algorithm finds a disjoint union of cycles in
Γn that contains all vertices in Vn. Choose an orientation for each of these cycles,
and let those directed edges define the permutation σan. After removing these edges
from Γn, the remaining 2-regular graph decomposes into another disjoint union of
cycles; orienting those gives the permutation σbn. Let σn : G ÝÑ SympVnq be
the homomorphism generated by σan and σbn. Now Γn is the Schreier graph of the
homomorphism σn and generating set ta˘1, b˘1u.
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As with other simple random-graph models, it should hold that Γn looks like
a tree in a large neighbourhood around most points of Vn, and this would imply
that Σ “ pσnqně1 is a sofic approximation to H .
Finally, let xn “ 1Wn as in Example 3.5, and now use w˚-compactness to
choose a subsequence n1 ă n2 ă . . . such that P σnixni
weak˚ÝÑ µ for some µ P
ProbpXHq. Of course, this guarantees that for any w˚-neighbourhood O of µ we
have xni P ΩpO, σniq for all sufficiently large i, and so hΣpµq ě 0.
On the other hand, our intuition is that, if α is extremely small, so the graph Γn
has sufficiently few of its edges crossing from Un to Wn, then any other partition
of Vn into subsets of sizes roughly 3n and n and with so few edges between must
be very close to tUn,Wnu (up to an error depending on α). Some hope for a
proof of this is offered by the recent work [21] on the original planted bisection
model, which shows that if the two edge-densities in the model are sufficiently
well-separated, then one can reconstruct the values of those edge-densities with
high probability if one is given only the output graph Γn.
If this prediction is correct, then the same argument as for Example 3.5 will
show that hΣpµˆ µq “ ´8. ⊳
4 Factor maps and maps between model spaces
Before introducing measures on model spaces, we need to consider how a factor
map between systems can be approximated by a sequence of somewhat ‘regular’
maps between their model spaces.
This section is rather technical, but it lays essential foundations for many of
the arguments that follow. In particular, it is the basis for the proof that hqΣ and
h
dq
Σ are isomorphism-invariant.
4.1 Approximating factor maps
Suppose that ϕ : XG ÝÑ Y is measurable, so it gives rise to the measurable
equivariant map
Φ :“ pϕ ˝ SgqgPG : XG ÝÑ YG.
More generally, suppose that E, F Ď G and that ϕ : XE ÝÑ Y . Then one defines
ϕF : XEF ÝÑ YF : pxgqgPEF ÞÑ
`
ϕppxhgqhPEq
˘
gPF ;
in this notation, Φ “ ϕG.
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In order to study such equivariant maps, we need the ability to approximate ϕ
by a map which is ‘roughly continuous’. This can be done in two steps. The first
is to replace ϕ with a map depending on only finitely many coordinates.
Definition 4.1. If ϕ : XG ÝÑ Y and D Ď G is finite, then ϕ is D-local if it is
measurable with respect to πD. A function is local if it is D-local for some D.
Similarly, a subset U Ď XG is D-local if it equals π´1D pV q for some V Ď XD.
If a function is described as ‘D-local’, then it is always implied thatD is finite.
We now introduce a choice of metrics on X and Y . The next definition is a
simple adaptation of Definition 2.4.
Definition 4.2. Let pX , dX q and pY , dYq be compact metric spaces, let µ P ProbSpXGq,
let ϕ : XG ÝÑ Y be a measurable function, and let η ą 0. An η-almost Lipschitz
(or η-AL) approximation to ϕ rel pµ, dX , dYq is a measurable map ψ : XG ÝÑ Y
with the following properties.
i) The map ψ approximates ϕ in the sense thatż
dYpϕpxq, ψpxqqµpdxq ă η. (13)
ii) There is a finite D Ď G such that ψ is D-local.
iii) There is a D-local open subset U Ď XG such that µpUq ą 1 ´ η and such
that ψ|U is η-almost Lipschitz from dpDqX to dY .
In this definition, since ψ and U are both D local, we may regard ψ|U as a
function on XD. Part (iii) of the definition can be understood this way, or by
considering almost Lipschitz functions with respect to the pseudometric dpDqX on
XG.
Definition 4.2 really does depend on the measure µ and on the specific metrics
dX and dY . However, we may sometimes drop the qualifier ‘rel pµ, dX , dYq’ when
these data are clear from the context.
Formally, the ψ in this definition is a D-local function on the whole space XG.
We sometimes commit the abuse of writing ψpx|Dq in place of ψpxq when the
local nature of the function is important.
Lemma 4.3. There exist η-AL approximations to ϕ for all η ą 0.
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Proof. Let η ą 0. Standard measure theory gives some finite D Ď G and a
measurable function ϕ1 : XD ÝÑ Y such thatż
dYpϕpxq, ϕ1px|Dqqµpdxq ă η.
Since η is arbitrary, it now suffices to approximateϕ1 instead of ϕ; or, equivalently,
to assume that ϕ itself is a function on XD. Having done so, we apply Lemma 2.5
to this map and the metric spaces pXD, dpDqX q and pY , dYq.
In caseX is a finite set, all finite-dimensional Cartesian powers ofX are finite,
and so one can use a simplified form of Definition 4.2. In that case, an η-AL
approximation to ϕ : XG ÝÑ Y is simply a local map ψ : XG ÝÑ Y such that
µtϕ “ ψu ą 1´ η.
It will be helpful to know that Definition 4.2 behaves well in relation to Ham-
ming averages. The next lemma describes this.
Lemma 4.4. Suppose that dY has diameter at most 1. If ψ is an η-AL approxima-
tion to ϕ rel pµ, dX , dYq for some η P p0, 1q, then ψF is a p3?ηq-AL approximation
to ϕF : XG ÝÑ YF rel pµ, dX , dpF qY q for every finite F Ď G.
Proof. Let ψ be D-local, and in this proof let us regard ψ as a function on XD
itself. Let U Ď XD be an open subset with µDpUq ą 1 ´ η and such that ψ|U is
η-almost L-Lipschitz from dpDqX to dY .
Firstly, the shift-invariance of µ and inequality (13) imply thatż
d
pF q
Y
`
ϕF pxq, ψF pxq˘µpdxq “ 1|F | ÿ
gPF
ż
dYpϕpSgxq, ψpSgxqqµpdxq ă η.
(14)
Next, it is clear that ψF is pDF q-local. Let
UF :“
 
x P XDF : |tg P F : x|Dg R Uu| ă ?η|F |
(
.
This set is open, andż
|tg P F : x|Dg R Uu|µpdxq “
ÿ
gPF
µtx : x|Dg R Uu “ |F |¨µDpXDzUq ă η|F |,
so Chebyshev’s Inequality proves that µDF pUF q ą 1´?η.
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Finally, if x, x1 P UF , then
d
pF q
Y
`
ψF pxq, ψF px1q˘ “ 1|F | ÿ
gPF
dY
`
ψpx|Dgq, ψpx1|Dgq
˘
ď |tg P F : x|Dg R U or x
1|Dg R Uu|
|F |
` 1|F |
ÿ
g P F,
x|Dg, x1|Dg P U
`
η ` LdpDqX px|Dg, x1|Dgq
˘
ď 3?η ` L 1|D||F |
ÿ
gPF, hPD
dX pxhg, x1hgq.
Any point of DF can be represented as a product hg with h P D and g P G in no
more than |D| ways, and so the last line above is at most
3
?
η ` L|D|dpDF qX px, x1q.
This shows that ψF |UF is p3?ηq-almost pL|D|q-Lipschitz.
Sometimes it is preferable to use the approximation (14) through its conse-
quence that
µ
 
x : d
pF q
Y
`
ϕF pxq, ψF pxq˘ ă ?η( ą 1´?η, (15)
which follows by Chebyshev’s inequality.
Now suppose that Φ “ ϕG : pXG, µ, Sq ÝÑ pYG, ν, Sq is a factor map,
and that dX and dY are generating compact metrics on X and Y with diameter
at most 1. If ϕ is not continuous for the resulting topologies on XG and Y , then
Φ˚ : ProbpXGq ÝÑ ProbpYGq cannot be w˚-continuous. However, the next
lemma shows that, if η is sufficiently small, then an η-AL approximation to ϕ rel
pµ, dX , dYq acts approximately continuously on measures which are w˚-close to
µ. This fact will be used several times later.
Lemma 4.5. For every w˚-neighbourhood N of ν there is an η ą 0 with the fol-
lowing property. For any η-AL approximationψ to ϕ, there is a w˚-neighbourhood
O of µ such that
pψGq˚pOq Ď N .
Remark. It is very important that η can be chosen depending only on N . ⊳
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Proof. It suffices to prove this for any sub-basis of w˚-neighbourhoods of ν, so
we may assume that
N “
!
θ P ProbpYGq :
ż
h dθ «κ
ż
h dν
)
,
where h : YG ÝÑ r0, 1s is F -local for some finite F Ď G and is 1-Lipschitz
according to dpF qY , and κ ą 0.
In this case we will show that any η ă pκ{18q2 has the required property.
Let ψ be an η-AL approximation to ϕ, and let D Ď G and U Ď XG be as in
Definition 4.2 for this ψ. Let UF be the pDF q-local open subset ofXG constructed
in the proof of Lemma 4.4, so ψF |UF is p3?ηq-almost Lipschitz according to
d
pDF q
X . Let us abbreviate 3
?
η “: α.
The composition h ˝ ψG is pDF q-local. We may regard h as a map YF ÝÑ R
and ψF as a map XDF ÝÑ YF . Applying Lemma 2.1, it follows that the restric-
tion ph ˝ ψF q|UF is α-almost Lipschitz according to dpDF qX . Therefore Lemma 2.3
gives a pDF q-local function f : XG ÝÑ r0, 1s which is truly Lipschitz according
to dpDF qX and satisfies
}ph ˝ ψF ´ fq|UF }8 ď α.
Let
O :“
!
γ P ProbpXGq : γpUF q ą 1´ α and
ż
f dγ «α
ż
f dµ
)
.
Suppose that γ P O. Thenˇˇˇ ż
h dpψG˚ γq ´
ż
h dν
ˇˇˇ
“
ˇˇˇ ż
h ˝ ψG dγ ´
ż
h ˝ ϕG dµ
ˇˇˇ
ď
ˇˇˇ ż
h ˝ ψG dγ ´
ż
h ˝ ψG dµ
ˇˇˇ
`
ż
|hpψGpxqq ´ hpϕGpxqq|µpdxq
We now bound these two terms separately. The first is at mostˇˇˇ ż
f dγ ´
ż
f dµ
ˇˇˇ
`
ˇˇˇ ż
h ˝ ψG dγ ´
ż
f dγ
ˇˇˇ
`
ˇˇˇ ż
f dµ´
ż
h ˝ ψG dµ
ˇˇˇ
ă α ` pα ` γpXGzUF qq ` pα` µpXGzUF qq ă 5α,
using the definition of O. Since h is 1-Lipschitz according to dpF qY , the second
term is at mostż
d
pF q
Y pψF pxq, ϕF pxqqµpdxq “
ż
dYpψpxq, ϕpxqqµpdxq,
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and this is at most α according to Definition 2.4. Adding these estimates givesˇˇˇ ż
h dpψG˚ γq ´
ż
h dν
ˇˇˇ
ă 6α ă κ.
Remark. The importance of AL approximations to Φ “ ϕG is that we can control
their interactions with the w˚-neighbourhoods that appear in the definition of good
models. Almost Lipschitz maps are not the only way to do this, but they are very
convenient. On the one hand, we cannot use truly continuous maps in general,
since there are choices of X and Y for which there are not enough continuous
maps XG ÝÑ Y . This is why we use maps ψ for which continuity can fail,
but only up to an additive error that we control. On the other hand, in the next
subsection we will use such approximants ψ to construct a family of maps acting
between model-spaces, and it will be important to exert some uniform control over
the ‘approximate continuity’ of all these other maps. A simple way is to show that
they are all η1-almost L1-Lipschitz for some common η1 and L1: see Lemma 4.9
below. ⊳
The following lemma and corollary give some simple ways of combining AL
approximations.
Lemma 4.6. Let η ą 0. Suppose that
• pXGi , µi, S, diq for i “ 1, 2 are metric G-process,
• pYi, d1iq for i “ 1, 2 are compact metric spaces,
• ϕi : X
G
i ÝÑ Yi for i “ 1, 2 are measurable functions,
• and ψi : XGi ÝÑ Yi is an η-AL approximation to ϕi rel pµ, di, d1iq for each
i “ 1, 2.
Let d be the Hamming average metric of d1 and d2 on X1 ˆ X2, and similarly let
d1 be the Hamming averagee of d11 and d12. Finally, let λ be any joining of µ1 and
µ2. Then the map
ψ1 ˆ ψ2 : pX1 ˆ X2qG ÝÑ Y1 ˆ Y2
is a p2ηq-AL approximation to ϕ1 ˆ ϕ2 rel pλ, d, d1q.
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Proof. For i “ 1, 2, let Di Ď G be the finite subsets and Ui Ď XGi the open
subsets promised by Definition 4.2 for the maps ψi. Then (13) and the definition
of d giveż
d1
`pϕ1px1q, ϕ2px2qq, pψ1px1q, ψ2px2qq˘λpdx1, dx2q
“ 1
2
´ ż
d11pϕ1px1q, ψ1px1qqµ1pdx1q `
ż
d12pϕ2px2q, ψ2px2qqµ2pdx2q
¯
ă η.
The map ψ1 ˆ ψ2 is pD1 YD2q-local, and so is the open set U :“ U1 ˆ U2. This
set U has
λpUq ě 1´ µ1pXG1 zU1q ´ µ2pXG2 zU2q ą 1´ 2η,
and the definition of d implies that pψ1 ˆ ψ2q|U is η-almost Lipschitz.
Corollary 4.7. Let η ą 0. Suppose that
• pXG, µ, S, dq is a metric G-process,
• pYi, d1iq for i “ 1, 2 are compact metric spaces,
• ϕi : X
G ÝÑ Yi for i “ 1, 2 are measurable functions,
• and ψi : XG ÝÑ Yi is an η-AL approximation to ϕi rel pµ, d, d1iq for each
i “ 1, 2.
Let d1 be the Hamming average metric of d11 and d12 on Y1 ˆ Y2. Then the map
pψ1, ψ2q : XG ÝÑ Y1 ˆ Y2
is a p2ηq-AL approximation to pϕ1, ϕ2q rel pµ, d, d1q.
Proof. This is the special case of Lemma 4.6 in which both processes pXGi , µi, S, diq
are equal to pXG, µ, S, dq and λ is the diagonal joining.
4.2 Action of approximations on good models
Now suppose that ψ : XG ÝÑ Y , that V is a finite set and that σ : G ÝÑ
SympV q. We define a new mapping ψσ : X V ÝÑ YV by
ψσpxq :“ `ψpΠσv pxqq˘vPV .
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This is easily visualized if ψ is F -local for some finite F Ď G, and if v is
such that the map F ÝÑ V : g ÞÑ σgpvq is injective. In this case the tuple
Πσv pxq|F may be regarded as a copy of the restriction x|σF pvq, ‘pulled back’ so that
it is labeled by F itself. Then ψσpxq is simply the result of applying ψ to this
restriction around each v P V . For a fixed finite F , sofic approximations give that
most points v P Vn satisfy that injectivity requirement once n is large. A general
measurable function XG ÝÑ Y may not be local, but it can be approximated by
local functions. As a result, the general definition of ψσ still resembles that special
case, up to some errors that we have to control from time to time.
The following lemma gives a useful compatibility between ψσ and Πσv .
Lemma 4.8. Let Σ be a sofic approximation, let F Ď G be finite, and suppose
that ψ : XG ÝÑ Y is local. Then the following holds w.h.p. in v:
Πσnv pψσnp¨qq|F “ ψF pΠσnv p¨qq.
More fully, this conclusion asserts that
r Πσnv pψσnpxqq|F “ ψF pΠσnv pxqq @x P X Vn s w.h.p. in v.
Proof. This is similar to the proof of Lemma 3.1. It suffices to prove it when F is
an arbitrary singleton, say thu. If ψ is D-local, then it holds w.h.p. in v that
σgnpσhnpvqq “ σghn pvq @g P D.
For such v we have`
Πσnv pψσnpxqq
˘
h
“ pψσnpxqqσhnpvq “ ψpΠσnσhnpvqpxqq “ ψ
`pxσgnpσhnpvqqqgPG˘
“ ψ`px
σ
gh
n pvqqgPD
˘ “ ψppΠσnv pxqq|Dhq “ ψthupΠσnv pxqq.
Now fix compact generating metrics dX and dY . The next result shows that
the maps ψσ inherit some regularity from ψ.
Lemma 4.9. Suppose that D Ď G is finite, that ψ : XG ÝÑ Y is D-local, and
that U Ď XG is a D-local open set such that µpUq ą 1 ´ η and such that ψ|U is
η-almost L-Lipschitz from dpDqX to dY . Then there is a w˚-neighbourhood O of µ
such that
ψσn |ΩpO, σnq
is 3η-almost pL|D|q-Lipschitz from dpVnqX to dpVnqY for all sufficiently large n.
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Proof. This is similar to the almost-Lipschitz estimate in the proof of Lemma 4.4.
Assume that dY has diamater at most 1 for simplicity. Let
O “ tθ P ProbpXGq : θpUq ą 1´ ηu,
which is w˚-open by the Portmanteau Theorem. Suppose that x,x1 P ΩpO, σnq
for some n. Then the definition of O implies that
|tv P V : Πσnv pxq R Uu| “ P σnx pXGzUq ă η,
and similarly for x1. It follows that
d
pVnq
Y pψσnpxq, ψσnpx1qq
ď 1|Vn|
ÿ
v P Vn,
Π
σn
v pxq,Πσnv px1q P U
dY
`
ψpΠσnv pxqq, ψpΠσnv px1qq
˘` 2η
ď 1|Vn|
ÿ
v P Vn,
Π
σn
v pxq,Πσnv px1q P U
Ld
pDq
X pΠσnv pxq,Πσnv px1qq ` 3η
ď L|D|dpVnqX px,x1q ` 3η.
Now suppose that Φ “ ϕG : pXG, µ, Sq ÝÑ pYG, ν, Sq is a factor map, and
that dX and dY are compact generating metrics on X and Y with diameter at most
1. The next proposition shows that AL approximations to ϕ approximately pre-
serve good models. Related facts can be found within the proofs of [15, Theorem
2.6] and [16, Proposition 3.4], which show that the Kerr-Li definition of sofic
entropy is independent of an underlying choice of a ‘dynamically generating’ se-
quence of bounded functions or of a ‘dynamically generating’ pseudometric.
Proposition 4.10. For every w˚-neighbourhoodN of ν there is an η ą 0 with the
following property. If ψ is an η-AL approximation to ϕ rel pµ, dX , dYq, then there
is a w˚-neighbourhoodO of µ such that
ψσn
`
ΩpO, σnq
˘ Ď ΩpN , σnq
for all sufficiently large n.
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Proof. It suffices to prove this for a sub-basis of w˚-neighbourhoods N of ν, so
we may assume that
N “  θ P ProbpYGq : θE P N1(
for some finite E Ď G and w˚-neighbourhoodN1 of νE .
Now let N 11 Ď N1 be another w˚-neighbourhood of νE with the property that
any measure which lies sufficiently close to N 11 in total variation must lie inside
N1. This is possible because the total variation norm is stronger than the w˚-
topology. Let
N 1 :“  θ P ProbpYGq : θE P N 11(.
Let η ą 0 be given by Lemma 4.5 so that, for any η-AL approximation ψ to
ϕ, there is a w˚-neighbourhood O of µ such that
pψGq˚pOq Ď N 1.
We will show that this η also has the property required for the present proposition,
and that we can use the same O for the function ψ.
Indeed, since ψ is a local function, Lemma 4.8 gives that
Πσnv pψσnp¨qq|E “ ψEpΠσnv p¨qq w.h.p. in v.
Using this, for any x P X Vn the definition of empirical measures gives
pP σn
ψσnpxqqE “
1
|Vn|
ÿ
vPVn
δΠσnv pψσn pxqq|E “
1
|Vn|
ÿ
vPVn
δψEpΠσnv pxqq`op1q “ pψEq˚P σnx `op1q
as n ÝÑ 8, where this approximation is in total variation and is uniform in x.
Therefore, if x P ΩpO, σnq, then P σnx P O, and so
pψGq˚P σnx P N 1, i.e. pψEq˚P σnx P N 11.
Once pP σn
ψσn pxqqE lies close enough to pψEq˚P σnx in total variation, it lies inside
N1. Since the total variation estimate above was uniform in x, this gives that
P σn
ψσn pxq P N for all x P ΩpO, σnq, for all sufficiently large n.
We will sometimes need to compare different approximations to the same fac-
tor map.
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Lemma 4.11. Fix η ą 0, and let ψ and ψ1 be two η-AL approximations to ϕ rel
pµ, dX , dYq. Then there is a w˚-neighbourhoodO of µ such that
d
pV q
Y
`
ψσpxq, pψ1qσpxq˘ ă 10η @x P ΩpO, σq
for any map σ : G ÝÑ SympV q.
Proof. Recall that we assume dY has diameter at most 1.
Let D and U (respectively D1 and U 1) be as in Definition 4.2 for the map ψ
(respectively ψ1). By replacing each of D andD1 with their union, we may assume
they are equal. Having done so, both U and U 1 are D-local. Consider the function
h : XD ÝÑ R defined by
hpxq :“ dYpψpxq, ψ1pxqq.
This is D-local, and an easy check shows that h|U X U 1 is p2ηq-almost Lipschitz
according to dpDqX .
Invoking Lemma 2.3, let f : XG ÝÑ r0, 1s be a D-local function which is
truly Lipschitz according to dpDqX and has the property that
}ph´ fq|U X U 1}8 ď 2η.
It follows thatż
f dµ ď µpXGzpU X U 1qq ` 2η `
ż
UXU 1
h dµ
ă 4η `
ż
dYpϕpxq, ψpxqqµpdxq `
ż
dYpϕpxq, ψ1pxqqµpdxq ă 6η,
using (13), the definition of h and the triangle inequality for dY .
Now let
O :“
!
θ P ProbpXGq : θpU X U 1q ą 1´ 2η and
ż
f dθ ă 6η
)
.
This is a w˚-open set which contains µ by construction. The function f was
introduced for the sake of definingO, since h itself may not be strictly continuous
and so cannot be used to define a w˚-open set in the same way. For x P ΩpO, σq,
it follows that
d
pV q
Y
`
ψσpxq, pψ1qσpxq˘ “ ż h dP σ
x
ď
ż
f dP σ
x
` 2η ` P σ
x
pXGzpU XU 1qq ă 10η.
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4.3 Formulations in terms of sequences
In many of the arguments in Part 2, instead of working with a single AL-approximation
to a factor map, it will be more convenient to work with a sequence of increasingly
good approximations. We therefore make the following relative of Definition 4.2.
Definition 4.12. An almost Lipschitz (or AL) approximating sequence for ϕ rel
pµ, dX , dYq is a sequence pψmqmě1 such that each ψm is an ηm-AL approximation
to ϕ rel pµ, dX , dYq for some sequence ηm Ó 0. This situation is denoted by
ψm
aLÝÑ ϕ rel pµ, dX , dYq.
As before, we sometimes drop the qualifier ‘rel pµ, dX , dYq’ when these data
are clear.
We now reformulate a few of the results above in terms of AL approximating
sequences. This will assist in their application later in the paper. We will rely on
the standard fact that the w˚-topology on ProbpXGq is first countable, since it is
metrizable. This will be used again later without further explanation.
We start with the reformulation of Lemma 4.5.
Corollary 4.13. Let µ, ν and ϕ be as above, let pψkqkě1 be an AL approximating
sequence to ϕ rel pµ, dX , dYq, and let O1 Ě O2 Ě . . . and N1 Ě N2 Ě . . . be
bases for the w˚ topologies at µ and ν respectively. Then whenever the sequence
pknqně1 grows sufficiently slowly, it holds that whenever the sequence pmnqně1
grows sufficiently slowly, we have
pψGknq˚pOnq Ď Nmn
for all sufficiently large n.
Remark. The conclusion here needs to be parsed carefully: both sequences pknqně1
and pmnqně1 must be chosen to grow sufficiently slowly, but the bound on the
growth of the second sequence may depend on the choice of the first sequence. ⊳
Proof. The desired conclusion is not disrupted if we change N1, so let us assume
that N1 “ ProbpYGq.
Each ψk is an ηk-AL approximation to ϕ for some parameters ηk Ó 0. There-
fore, for each m, Lemma 4.5 gives some Kpmq such that for every k ě Kpmq
there is an Npk,mq for which
pψGk q˚pOnq Ď Nm @n ě Npk,mq.
42
Since N1 “ ProbpYGq, we may take Kp1q “ 1 and Npk, 1q “ 1 for all k.
By replacing each Npk,mq with the value
maxtNpk1, m1q : 1 ď k1 ď k, 1 ď m1 ď mu,
we may also assume that
Npk1, m1q ď Npk2, m2q whenever k1 ď k2 and m1 ď m2.
Now for each n define
sn :“ maxts : Nps, sq ď nu.
This is well-defined for all n ě 1 because we have assumed that Np1, 1q “ 1.
Clearly s1 ď s2 ď . . . and these values tend to 8.
Finally, assume that pknqně1 is a sequence tending to 8 for which kn ď sn
for all n. Having done so, assume that pmnqně1 is a sequence tending to 8 which
grows slowly enough that
mn ď sn and Kpmnq ď kn @n.
Then for any n we have kn ě Kpmnq and also
kn, mn ď sn ùñ Npkn, mnq ď Npsn, snq ď n.
Therefore
pψGknq˚pOnq Ď pψGknq˚pONpkn,mnqq Ď Nmn .
Proposition 4.10 has an analogous reformulation in terms of AL approximat-
ing sequences.
Corollary 4.14. Let µ, ν and ϕ be as above, let pψkqkě1 be an AL approximating
sequence to ϕ rel pµ, dX , dYq, and let O1 Ě O2 Ě . . . and N1 Ě N2 Ě . . . be
bases for the w˚ topologies at µ and ν respectively. Then whenever the sequence
pknqně1 grows sufficiently slowly, it holds that whenever the sequence pmnqně1
grows sufficiently slowly, we have
ψσnkn
`
ΩpOn, σnq
˘ Ď ΩpNmn , σnq
for all sufficiently large n.
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Proof. This follows from Proposition 4.10 just as Corollary 4.13 follows from
Lemma 4.5.
It will also be convenient to have a version of Lemma 4.8 in terms of se-
quences.
Corollary 4.15. Let Σ be a sofic approximation, let F1 Ď F2 Ď ¨ ¨ ¨ be finite
subsets of G, and let ψ1, ψ2, . . . be a sequence of local functions from XG to Y .
Then it holds that
Πσnv pψσnkn p¨qq|Fmn “ ψ
Fmn
kn
pΠσnv p¨qq w.h.p. in v as n ÝÑ 8
for any two sequences k1 ď k2 ď . . . and m1 ď m2 ď . . . which both grow
sufficiently slowly.
Proof. For each integer ℓ ě 1, Lemma 4.8 gives some Npℓq P N such thatˇˇˇ!
v P Vn : Πσnv pψσnk p¨qq|Fm “ ψFmk pΠσnv p¨qq @k,m P t1, 2, . . . , ℓu
)ˇˇˇ
ě p1´ 2´ℓq|Vn| @n ě Npℓq.
Clearly we may assume that Np1q ď Np2q ď . . . . Now the desired conclusion
holds provided
kn, mn ď maxpt1u Y tℓ : Npℓq ď nuq @n.
4.4 A categorial point of view
Section 3 has shown how a metric G-process pXG, µ, S, dq may be converted into
the sequences of good-model-spaces ΩpO, σnq for n ě 1 and w˚-neighbourhoods
O of µ. Then, Section 4 has shown how a factor map
Φ “ ϕG : pXG, µ, S, dX q ÝÑ pYG, ν, S, dYq
may be converted into the maps
ψσn : X Vn ÝÑ YVn,
where ψ is an η-AL approximation to ϕ for some small η. These maps respect the
subsets of good models in the sense of Proposition 4.10.
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One can describe all this work as setting up a functor from the category of
metric G-processes to another category. The target category here should have ob-
jects that are families of sequences of subsets X Vn , such as our sets ΩpO, σnq, or
possibly equivalence classes of such families under a kind of ‘asymptotic equiv-
alence’. The morphisms should be (equivalence classes of) families of sequences
of mapsX Vn ÝÑ YVn which respect those sequences of subsets, such as the maps
ψσn for the possible choices of η-AL approximation ψ to ϕ as η ÝÑ 0.
Part II
Measures on model spaces and associated entropies
5 Convergence of measures on model spaces
5.1 Local weak˚ convergence and distributions on measures
Let Σ “ pσnqně1 be a sofic approximation to G, and let pXG, µ, S, dq be a metric
G-process. It will be clear that all the notions and results of this subsection depend
on d, as well as on the process pXG, µ, Sq.
Suppose also that µn P ProbpX Vnq for each n ě 1.
Definition 5.1. The sequence pµnqně1 locally weak˚ converges to µ if for every
w˚-neighbourhoodO of µ it is the case that
pΠσnv q˚µn P O w.h.p. in v as n ÝÑ 8.
This is denoted by µn lw˚ÝÑ µ.
That is, once n is large, the local marginals of µn resemble those of µ around
most vertices of Vn. This kind of convergence depends on d through the resulting
w˚ topology on ProbpXGq.
Bernoulli shifts give the obvious examples.
Lemma 5.2. If pXG, νˆG, Sq is a Bernoulli process over G and d is any choice of
compact generating metric on X , then νˆVn lw˚ÝÑ νˆG.
Definition 5.1 and some relatives have an established role in statistical physics.
They appear naturally in analyses of the asymptotic behaviour of some classi-
cal statistical physics models, such as the Ising model, over sequences of sparse
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graphs. In case those underlying graphs converge to a limiting infinite graph in a
suitable sense, one can ask whether the Gibbs measures constructed over them
converge to a Gibbs measure over that infinite graph. See, for instance, [20,
Subsection 2.2], where local weak˚ convergence is called ‘[weak] local conver-
gence in probability’. Such convergence for sequences of measures is in much the
same spirit as Benjamini-Schramm convergence for sparse random graphs them-
selves [2].
The next definition connects local weak˚ convergence and model spaces.
Definition 5.3. The sequence pµnqně1 quenched converges to µ if
i) µn lw˚ÝÑ µ, and
ii) µnpΩpO, σnqq ÝÑ 1 as n ÝÑ 8 for any w˚-neighbourhoodO of µ.
This is denoted by µn
qÝÑ µ.
One can strengthen Lemma 5.2 to show that νˆVn qÝÑ νˆG. This can be
proved directly using the Law of Large Numbers, but we will deduce it after de-
veloping some more general theory: see Corollary 5.8 below.
It is sometimes more convenient to replace Definition 5.1 or 5.3 with the fol-
lowing variants. The proofs are immediate, and are omitted.
Lemma 5.4. Let O1 Ě O2 Ě . . . be a fixed basis of w˚-neighbourhoods of µ.
Then µn
lw˚ÝÑ µ if and only if it holds that
pΠσnv q˚µn P Okn w.h.p. in v as n ÝÑ 8 (16)
whenever the seqeuence k1 ď k2 ď . . . grows sufficiently slowly. Similarly,
µn
qÝÑ µ if and only if we have both (16) and
µnpΩpOkn , σnqq ÝÑ 1 as n ÝÑ 8
whenever the seqeuence k1 ď k2 ď . . . grows sufficiently slowly.
In general, it may happen that µn
lw˚ÝÑ µ as in Definition 5.1, but condition (ii)
of Definition 5.3 is not satisfied. In this case, consider the empirical-distribution
maps
P σn : X Vn ÝÑ ProbpXGq : x ÞÑ P σn
x
.
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Pushing forward through these maps gives a sequence of distributions on measures
P σn˚ µn P ProbpProbpXGqq.
Since the weak˚ topology on ProbpXGq is compact and metrizable, this space
of distributions on measures carries a weak˚ topology of its own, which is also
compact and metrizable. In the sequel it should always be clear which of these
weak˚ topologies is being referred to.
The distributions on measures P σn˚ µn give the following useful characteriza-
tion of the difference between Definitions 5.1 and 5.3.
Lemma 5.5. If µn lw˚ÝÑ µ, then µn qÝÑ µ if and only if
P σn˚ µn
weak˚ÝÑ δµ.
Proof. For any w˚-neighbourhood O of µ, we have
µnpΩpO, σnqq “ µn
 
x P X Vn : P σn
x
P O( “ pP σn˚ µnqpOq.
By the Portmanteau Theorem, the w˚-convergence of P σn˚ µn to δµ is equivalent to
the convergence pP σn˚ µnqpOq ÝÑ 1 for every such O.
Given only that µn
lw˚ÝÑ µ, the distributions on measures P σn˚ µn converge to a
decomposition of µ into other invariant measures. The next lemma describes this.
Lemma 5.6. If θ P ProbpProbpXGqq is a subsequential w˚-limit of the sequence
of distributions on measures pP σn˚ µnqně1, then θpProbSpXGqq “ 1, and the
barycentre of θ is equal to µ, meaning thatż
ν θpdνq “ µ.
Proof. By passing to a subsequence we may simply assume that
P σn˚ µn
weak˚ÝÑ θ. (17)
Support. For each local function f P CpXGq and each g P G, Lemma 3.2
gives that
sup
xPXVn
ˇˇˇ ż
f dP σn
x
´
ż
f ˝ Sg dP σn
x
ˇˇˇ
ÝÑ 0.
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Since local functions are uniformly dense in CpXGq, this implies that
pP σn˚ µnq
!
ν P ProbpXGq :
ż
f dν «ε
ż
f ˝ Sg dν
)
ÝÑ 1
for all f P CpXGq and ε ą 0. By the Portmeanteau Theorem, it follows that θ is
supported on ProbSpXGq.
Barycentre. For any f P CpXGq, the weak˚ convergence in (17) givesĳ
fpxq νpdxq θpdνq “ lim
nÝÑ8
ĳ
fpxq νpdxq pP σn˚ µnqpdνq
“ lim
nÝÑ8
ĳ
fpxqP σn
x
pdxqµnpdxq
“ lim
nÝÑ8
1
|Vn|
ÿ
vPVn
ż
fpΠσnv pxqqµnpdxq
“ lim
nÝÑ8
1
|Vn|
ÿ
vPVn
ż
f dppΠσnv q˚µnq,
and this converges to
ş
f dµ because µn lw˚ÝÑ µ.
The two previous lemmas have the following immediate consequence.
Corollary 5.7. If pXG, µ, S, dq is ergodic then
µn
lw˚ÝÑ µ ùñ µn qÝÑ µ.
Proof. Since µ is ergodic, it has no nontrivial representation as a barycentre of
other invariant measures. In view of Lemma 5.6, it follows that the only possible
subsequential limit of pP σn˚ µnqně1 is the Dirac mass at µ itself. Now Lemma 5.5
completes the proof.
In light of Lemma 5.2, we can immediately deduce the following.
Corollary 5.8. If pXG, νˆG, Sq is a Bernoulli process over G and d is any choice
of compact generating metric on X , then νˆVn qÝÑ νˆG.
This result is already implicit in the proofs of [4, Theorem 8] and [14, Lemma
2.2], which calculate the sofic entropies of Bernoulli processes.
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Remark. Another notion of convergence, also introduced in [20], is ‘local-on-
average weak˚ convergence’. It requires only that
1
|Vn|
ÿ
vPVn
pΠσnv q˚µn weak
˚ÝÑ µ.
This is clearly weaker than local weak˚ convergence. Indeed, any sequence of
measures which satisfy only condition (ii) in Definition 5.3 must have this prop-
erty, and a variation of the proof of Corollary 5.7 shows that these are equivalent
if µ is ergodic. We do not use this kind of convergence in this paper. ⊳
5.2 Doubly-quenched convergence
For any µn P ProbpX Vnq we have
pΠσnv q˚pµn ˆ µnq “ pΠσnv q˚µn ˆ pΠσnv q˚µn @v P Vn.
Therefore
µn
lw˚ÝÑ µ ùñ µn ˆ µn lw˚ÝÑ µˆ µ.
However, the analogous implication can fail for quenched convergence.
Example 5.9. Let G be a residually finite group and let G ą G1 ą G2 ą . . . be
finite-index normal subgroups whose intersection is teu. Let X be the compact
inverse limit of the tower of finite groups
. . .։ G{G2 ։ G{G1.
This X is a compact group. Let m be its Haar measure, and let T be the action
of G on X by left rotations. Let d be a left-invariant compact group metric on X .
The map (1) gives a metric G-process pXG, µ, S, dq isomorphic to the Kronecker
system pX,m, T q.
For each n, let µpnq be the pushforward of the measure µ under the coordinate-
wise factor map XG ÝÑ pG{GnqG. Then µpnq is supported on the Gn-periodic
elements of pG{GnqG.
Let Vn :“ G{Gn and let σn : G ÝÑ SympVnq be the left-rotation action of G
for each n. These together give a sofic approximation Σ to G.
For each n we now construct a measure µn P ProbpXVnq as follows. Let
Sn Ď G be a cross-section of Gn in G. The identity mapping Vn ÝÑ G{Gn may
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be regarded as an element zn P pG{GnqVn . Let µ˝n P ProbppG{GnqVnq be the law
of a random rotate of zn: that is,
µ˝n :“
1
|Sn|
ÿ
gPSn
δzn˝σgn .
Finally, let µn be any lift of µ˝n to a measure on XVn .
For each n, the measure µ˝n is the Haar measure on the G-orbit of zn. That
orbit is a free and transitive pG{Gnq-space. Therefore the G-action on the finitely-
supported measure µ˝n is isomorphic to the left-rotation action on G{Gn with Haar
measure. Composing with the map (1), this isomorphism converts the elements
zn ˝ σgn P pG{GnqVn into the Gn-periodic elements of pG{GnqG. Therefore the
points in the support of µ˝n have empirical distribution that actually equals µpnq,
and now the local marginals of µ˝n are also all equal to µpnq. It follows that µn
qÝÑ
µ as n ÝÑ 8.
However, we also have
µ˝n ˆ µ˝n “
1
|Sn|2
ÿ
g,hPSn
δzn˝σgn ˆ δzn˝σhn “
1
|Sn|2
ÿ
g,hPSn
δpzn˝σgn,zn˝σgnq˝pidVnˆσhnq.
From this we can calculate that the distribution
P σn˚ pµ˝n ˆ µ˝nq P Prob
`
Prob
`pG{Gn ˆG{GnqG˘˘
is the law of the random measureż
δpx,Shxq µpnqpdxq,
where h is a uniform random element of Sn. This shows that P σn˚ pµn ˆ µnq does
not converge weakly˚ to δµˆµ, but rather to the disintegration of µ ˆ µ into the
ergodic components supported on the cosets of the diagonal subgroup in X ˆX .
Therefore, by Lemma 5.5, µn ˆ µn does not quenched-converge to µˆ µ.
This example is particularly striking if G has Kazhdan’s property (T). In that
case, the Schreier graphs of the quotients σn are expanders (see [18, Section 3.3]
or [1, Section 6.1]). Therefore the sofic approximation Σ cannot support arbitrar-
ily good models for any non-ergodic G-system: in particular, hΣpµ ˆ µq “ ´8.
In this case there can be no sequence of measures νn P ProbpXVnq such that
νn ˆ νn qÝÑ µˆ µ. ⊳
To rule out examples like these, we make the following definition.
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Definition 5.10. The sequence pµnqně1 doubly-quenched converges to µ if
µn ˆ µn qÝÑ µˆ µ.
This is denoted by µn
dqÝÑ µ.
Once again, the obvious positive examples are Bernoulli processes. Indeed,
if pXG, νˆG, Sq is a Bernoulli process, then νˆG ˆ νˆG may be identified with
pνˆνqˆG and νˆVnˆνˆVn may be identified with pνˆνqˆVn . Therefore applying
Corollary 5.8 directly to pν ˆ νqˆG gives the following.
Lemma 5.11. If pXG, νˆG, Sq is a Bernoulli process over G and d is any choice
of compact generating metric on X , then νˆVn dqÝÑ νˆG.
The ‘quenched’ condition in Definition 5.1 asserts that, once n is large, µn is
mostly supported on individual models x whose empirical distribution is close to
µ. This is a kind of ‘equidistribution’ of the points that support µ, and is an analog
of ergodicity in the setting of a locally weak˚ convergent sequence of probability
measures. With this in mind, doubly-quenched convergence is the analog of weak
mixing.
The main result of this subsection is Theorem A, which gives two other condi-
tions that are equivalent to µn
dqÝÑ µ. It shows that doubly-quenched convergence
is preserved by other Cartesian products as well. This is analogous to some of
the classical equivalent conditions for weak mixing of a probability-preserving
transformation: see, for instance, [22, Theorem 2.6.1]
The proof of Theorem A requires little more than a few applications of the
Cauchy–Bunyakowski–Schwartz Inequality, via the following easy consequence.
Lemma 5.12. Let pX, µq be a probability space, let H be a real Hilbert space
with inner product x¨, ¨y, let a : X ÝÑ H be strongly measurable, and let b P H
have norm at most 1. Thenż
|xapxq, by|µpdxq ď
dĳ
|xapxq, apx1qy|µpdxqµpdx1q.
Proof of Theorem A. (i) ùñ (ii). It suffices to prove (ii) for a sub-basis of w˚-
neighbourhoods of µˆ ν, so suppose that
N “
!
λ P ProbpXG ˆ YGq :
ż
f b h dλ «ε
ż
f dµ
ż
h dν
)
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for some f P CpXGq and h P CpYGq with }f}8, }h}8 ď 1 and some ε ą 0.
Let
O :“
!
θ P ProbpYGq :
ż
h dθ «ε{2
ż
h dν
)
.
We will show that this O suffices. Suppose that ni Ò 8 and ΩpO, σniq ‰ H for
all i. By relabeling the subsequence, we may assume that ni “ i for all i, and so
ignore the indexing by i. Now conclusion (ii) will follow if we prove that
µn
!
x P X Vn : 1|Vn|
ÿ
vPVn
fpΠσnv xqhpΠσnv ynq «ε
ż
f dµ
ż
h dν
)
ÝÑ 1
for any sequence of models yn P ΩpO, σnq.
Since }f}8 ď 1, we haveˇˇˇ
1
|Vn|
ÿ
vPVn
fpΠσnv xqhpΠσnv ynq ´
ż
f dµ
ż
h dν
ˇˇˇ
ď
ˇˇˇ
1
|Vn|
ÿ
vPVn
´
fpΠσnv xq´
ż
f dµ
¯
hpΠσnv ynq
ˇˇˇ
`
ˇˇˇ
1
|Vn|
ÿ
vPVn
hpΠσnv ynq´
ż
h dν
ˇˇˇ
.
The last term here is less than ε{2 by the definition of O. It therefore remains to
prove that
µn
!
x P X Vn :
ˇˇˇ
1
|Vn|
ÿ
vPVn
fpΠσnv xqhpΠσnv ynq
ˇˇˇ
ă ε{2
)
ÝÑ 1
under the extra assumption that
ş
f dµ “ 0. By Chebyshev’s Inequality, this will
follow if we prove thatż ˇˇˇ
1
|Vn|
ÿ
vPVn
fpΠσnv xqhpΠσnv ynq
ˇˇˇ
µnpdxq ÝÑ 0
under that extra assumption.
To do this, consider the Hilbert spaces Hn :“ ℓ2pVnq with the inner products
xa, byn :“ 1|Vn|
ÿ
vPVn
avbv.
Let
b :“ phpΠσnv ynqqvPVn
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and define
a : X Vn ÝÑ Hn : x ÞÑ pfpΠσnv xqqvPVn .
Now Lemma 5.12 givesż ˇˇˇ
1
|Vn|
ÿ
vPVn
fpΠσnv xqhpΠσnv ynq
ˇˇˇ
µnpdxq “
ż
|xapxq, byn|µnpdxq
ď
dĳ
|xapxq, apx1qyn|µnpdxqµnpdx1q.
However,ĳ
|xapxq, apx1qyn|µnpdxqµnpdx1q “
ĳ ˇˇˇ ż
f b f dP σnpx,x1q
ˇˇˇ
µnpdxqµnpdx1q,
and this converges to ż
f b f dpµˆ µq “
´ ż
f dµ
¯2
“ 0
as n ÝÑ 8, by assumption (i).
(ii) ùñ (iii). We have seen that µni ˆ νi lw˚ÝÑ µ ˆ ν; the only issue is to
show that µni ˆ νi is asymptotically supported on good models for µ ˆ ν. This
now follows from conclusion (ii) and Fubini’s Theorem, since νi is asymptotically
supported on good models for ν.
(iii) ùñ (i). Clearly (i) is a special case of (iii).
Conclusion (ii) of Theorem A has a corollary whose conclusion does not in-
volve measures on model spaces. It asserts that, asymptotically as n ÝÑ 8, every
sufficiently good model for ν in YVn can be lifted to a good model for µ ˆ ν in
pX ˆ YqVn .
Corollary 5.13. Let pXG, µ, S, dX q and pYG, µ, S, dYq be metric G-processes,
and suppose that µn
dqÝÑ µ over Σ. Let π : pX ˆ YqG ÝÑ Y be the projection
onto the Y-component of the identity coordinate, so that πσn : pXˆYqVn ÝÑ YVn
is the coordinate-projection for each n. Then for every w˚-neighbourhood N of
µˆ ν there is a w˚-neighbourhoodO of ν such that
πσn
`
ΩpN , σnq
˘ Ě ΩpO, σnq
for all sufficiently large n.
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The next theorem gives another equivalent characterization of the convergence
µn
dqÝÑ µ. We separate it from Theorem A because it is not involved in the rest of
this paper.
Theorem 5.14. Assume that µn
qÝÑ µ. Then µn dqÝÑ µ if and only if
pΠσnv ,Πσnv1 q˚µn weak
˚ÝÑ µˆ µ w.h.p. in pv, v1q P Vn ˆ Vn as n ÝÑ 8.
Proof. (ùñ). Let f1, f2 P CpXGq, and suppose that
ş
f1 dµ “ 0. Then
1
|Vn|2
ÿ
v,v1PVn
´ ż
f1pΠσnv xqf2pΠσnv1 xqµnpdxq
¯2
“ 1|Vn|2
ÿ
v,v1PVn
ĳ
f1pΠσnv xqf1pΠσnv x1qf2pΠσnv1 xqf2pΠσnv1 x1qµnpdxqµnpdx1q
“ 1|Vn|
ÿ
vPVn
ĳ
f1pΠσnv xqf1pΠσnv x1qµnpdxqµnpdx1q
¨ 1|Vn|
ÿ
v1PVn
ĳ
f2pΠσnv1 xqf2pΠσnv1 x1qµnpdxqµnpdx1q
“
ĳ ´ż
f1 b f1 dP σnpx,x1q
¯
µnpdxqµnpdx1q
¨
ĳ ´ż
f2 b f2 dP σnpx,x1q
¯
µnpdxqµnpdx1q.
Doubly-quenched convergence implies that the first integral in this product tends
to ż
f1 b f1 dpµˆ µq “
´ ż
f1 dµ
¯2
“ 0.
Therefore Chebyshev’s Inequality gives thatż
f1pΠσnv xqf2pΠσnv1 xqµnpdxq ÝÑ 0 w.h.p. in pv, v1q.
Finally, adjusting by constants as in the proof of (i) ùñ (ii) in Theorem A, it
follows thatż
f1pΠσnv xqf2pΠσnv1 xqµnpdxq ÝÑ
ż
f1 b f2 dpµˆ µq w.h.p. in pv, v1q
for arbitrary f1, f2 P CpXGq.
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(ðù). Let f1 :“ f2 :“ f P CpXGq have mean zero according to µ. Revers-
ing the chain of equalities in the previous step, we see that the assumed weak˚
convergence implies thatĳ ´ż
f b f dP σnpx,x1q
¯
µnpdxqµnpdx1q ÝÑ 0 as n ÝÑ 8.
Also, it is clear thatĳ ´ż
f1 b f2 dP σnpx,x1q
¯
µnpdxqµnpdx1q
“
ĳ ´ż
f2 b f1 dP σnpx,x1q
¯
µnpdxqµnpdx1q
for any other f1, f2 P CpXGq, and so the Polarization Identity gives that these
integrals also tend to 0 if
ş
f1 dµ “
ş
f2 dµ “ 0.
Finally, this convergence generalizes toĳ ´ż
f1 b f2 dP σnpx,x1q
¯
µnpdxqµnpdx1q ÝÑ
ż
f1 dµ
ż
f2 dµ
for arbitrary f1, f2 P CpXGq, because the assumption that µn qÝÑ µ handles the
case when either f1 or f2 is constant.
Theorem 5.14 continues the analogy between doubly-quenched convergence
and weak mixing: it corresponds to the classical fact that an ergodic probability-
preserving transformation pX, µ, T q is weakly mixing if and only if
1
n
nÿ
m“1
ˇˇˇ ż
fpxqgpTmxqµpdxq ´
ż
f dµ
ż
g dµ
ˇˇˇ
ÝÑ 0 @f, g P L2pµq
as n ÝÑ 8 (see again [22, Theorem 2.6.1]).
Doubly-quenched convergence is not only analogous to weak mixing, but also
logically related to it.
Lemma 5.15. If pXG, µ, Sq is weakly mixing, then
µn
qÝÑ µ ùñ µn dqÝÑ µ.
Proof. This follows from Corollary 5.7, since if µ is weakly mixing then µˆ µ is
ergodic.
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Remark. Another property which seems related to doubly-quenched convergence
is ‘replica symmetry’. In the study of spin glasses and other disorded systems in
statistical physics, the term ‘replica symmetry’ (or its negation, ‘replica symmetry
breaking’) is used for a variety of phenomena that are expected to occur or fail
together in most models of interest.
Often such a model consists of a special sequence of probability measures µn
on t˘1uVn for some finite sets Vn, for instance given by a particular Hamilto-
nian. In spin glasses, the measures (and the Hamiltonians) are usually random
themselves. For such a sequence of measures, one popular meaning of ‘replica
symmetry’ is that the sequence of ‘overlaps’
Rpσ, σ1q :“ 1
n
nÿ
i“1
σiσ
1
i, pσ, σ1q P t˘1un ˆ t˘1un,
regarded as a sequence of random variables for the probabilities µn ˆ µn, should
concentrate as n ÝÑ 8.
Clearly this holds in case the sets Vn are associated to some sofic approxima-
tion of a group G and µn ˆ µn qÝÑ µ ˆ µ for some shift-invariant measure µ
on t˘1uG. But doubly-quenched convergence could be stronger in general. We
should be careful about bringing the term ‘replica symmetry’ into ergodic the-
ory, since it does have several meanings for the physicists and it is not yet clear
under what conditions they coincide. However, it would be very interesting to
know whether such ideas or models can shed further light on doubly-quenched
convergence.
An introduction to replica symmetry and replica symmetry breaking from a
physical point of view can be found in Chapters 8, 12 and 19 of [19]. ⊳
5.3 Behaviour under factor maps
This subsection considers how local weak˚ and quenched convergence behave
under applying AL approximants to factor maps.
Proposition 5.16. Let Φ “ ϕG : pXG, µ, S, dX q ÝÑ pYG, ν, S, dYq be a fac-
tor map of metric G-processes. Suppose that µn lw˚ÝÑ µ, and let ψk aLÝÑ ϕ rel
pµ, dX , dYq. Then
pψσnkn q˚µn
lw˚ÝÑ ν
whenever the sequence k1 ď k2 ď . . . grows sufficiently slowly. The same holds
if both instances of ‘ lw˚ÝÑ ’ are replaced with ‘ qÝÑ’ or if both are replaced with
‘
dqÝÑ’.
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Proof. First consider the case of quenched convergence. Suppose µn qÝÑ µ.
Let N1 Ě N2 Ě . . . be a basis of w˚-neighbourhoods at ν. By shrinking each
Nm if necessary, we may assume that each of them has the form
Nm “
 
θ P ProbpYGq : θFm P N 1m
(
for some finite set Fm Ď G and w˚-neighbourhoodN 1m of νFm .
Using Lemma 5.4, we can choose a basisO1 Ě O2 Ě . . . of w˚-neighbourhoods
at µ for which
pΠσnv q˚µn P On w.h.p. in v as n ÝÑ 8 (18)
and
µnpΩpOn, σnqq ÝÑ 1 as n ÝÑ 8. (19)
By the combination of Corollaries 4.13 and 4.14, if we now choose pknqně1
growing sufficiently slowly, then any choice of pmnqně1 which grows sufficiently
slowly (depending on pknqně1) gives
pψGknq˚pOnq Ď Nmn and ψσnkn
`
ΩpOn, σnq
˘ Ď ΩpNmn , σnq (20)
for all sufficiently large n. In addition, by Corollary 4.15, if we choose pknqně1
and pmnqně1 both growing slowly enough, then`pΠσnv q˚pψσnkn q˚µn˘Fmn “ pψFmnkn q˚pΠσnv q˚µn w.h.p. in v as n ÝÑ 8.
Having chosen such sequences pknqně1 and pmnqně1, we obtain from (18)
and (20) that the following all hold w.h.p. in v as n ÝÑ 8:`pΠσnv q˚pψσnkn q˚µn˘Fmn “ `pψGknq˚pΠσnv q˚µn˘Fmn P `pψGknq˚pOnq˘Fmn
Ď tθFmn : θ P NFmnu “ N 1Fmn ,
and hence pψσnkn q˚µn
lw˚ÝÑ ν. Similarly, from (19) and (20) we obtain that
ppψσnkn q˚µnq
`
ΩpNmn , σnq
˘ ě ppψσnkn q˚µnq`ψσnkn `ΩpOn, σnq˘˘ ě µnpΩpOn, σnqq ÝÑ 1
as n ÝÑ 8, so in fact pψσnkn q˚µn
qÝÑ ν, by Lemma 5.4.
For the case of local weak˚ convergence, we argue in the same way, except
ignoring the lower bounds on ppψσnkn q˚µnqpΩpNmn , σnqq and omitting the appeal
to Corollary 4.14.
Finally, Lemma 4.6 gives that ψk ˆ ψk aLÝÑ ϕ ˆ ϕ rel µ ˆ µ. Therefore, if
µn
dqÝÑ µ, then we may apply the argument for the quenched case to µnˆµn.
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If ϕ : XG ÝÑ Y is itself local and continuous, then by Lemma 2.2 we may
regard ϕ as an η-AL approximation to itself for every η ą 0. Therefore Proposi-
tion 5.16 has the following special case.
Corollary 5.17. If Φ “ ϕG is as in Proposition 5.16 with ϕ local and continuous,
and µn lw˚ÝÑ µ, then
ϕσn˚ µn
lw˚ÝÑ ν,
and similarly for quenched and doubly-quenched convergence.
In particular, suppose that λ is a joining of the metricG-processes pXG, µ, S, dX q
and pYG, ν, S, dYq, and that λn P ProbppX ˆ YqVnq satisfies
λn
lw˚ÝÑ λ.
If µn and νn are the marginals of λn on X Vn and YVn respectively, then
µn
lw˚ÝÑ µ and νn lw˚ÝÑ ν.
The same conclusions hold if locally weak˚ convergence is replaced with
quenched or doubly-quenched convergence throughout.
The mere existence of a convergent sequence of measures on model spaces
is a feature of a process that can be useful. Proposition 5.16 has the following
important consequence for this feature.
Corollary 5.18. For a given metric G-process pXG, µ, S, dX q and sofic approxi-
mation Σ, the property that there exists a sequence µn P ProbpX Vnq which locally
weak˚ (respectively, quenched or doubly-quenched) converges to µ is preserved
by all factor maps, including all isomorphisms. In particular, it is a property of
the process pXG, µ, Sq, not depending on the choice of the metric dX .
Therefore the definitions of these properties may be extended unambiguously
to abstract G-systems.
Beware of the following distinction: this corollary tells us that the existence
of a sequence µn
lw˚ÝÑ µ is independent of dX , but whether a given sequence µn
satisfies this certainly does depend on dX .
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6 Model-measure sofic entropies
Let pXG, µ, Sq be a G-process and d a compact generating metric on X . As in the
Introduction, we define the quenched model-measure sofic entropy to be
h
q
Σpµq :“ sup
!
sup
δ,εą0
lim sup
iÝÑ8
1
|Vni|
log covε,δ
`
µi, d
pVniq
˘
:
ni Ò 8 and µi qÝÑ µ over pσniqiě1
)
,
and the doubly-quenched model-measure sofic entropy to be
h
dq
Σ pµq :“ sup
!
sup
δ,εą0
lim sup
iÝÑ8
1
|Vni|
log covε,δ
`
µi, d
pVni q
˘
:
ni Ò 8 and µi dqÝÑ µ over pσniqiě1
)
.
As for sofic entropy, it turns out that these do not depend on the choice of
compact generating metric, and so it is omitted from the notation.
In general, it could happen that there are
n1 ă m1 ă n2 ă m2 ă . . . ,
a w˚-neighbourhood O of µ, and a sequence of measure µi P ProbpX Vni q such
that
µni
qÝÑ µ over pσniqiě1,
but on the other hand
ΩpO, σmj q “ H @j ě 1. (21)
The first of these conditions implies that ΩpO, σniq ‰ H for all sufficiently
large i, and hence hΣpµq ě 0. Thus, the presence of any sofic sub-approximation
along which one can find good models gives a lower bound on the sofic entropy.
We wish to define the model-measure sofic entropies so that they have the analo-
gous property.
However, if (21) holds then there is no way to insert pµiqiě1 into a sequence
of measures which quenched-converges to µ over the whole of the original sofic
approximation. This is why we must explicitly allow a supremum over arbitrary
sub-sequences pniqiě1 in the definitions of hqΣ and hdqΣ , in addition to taking a limit
supremum along those sub-approximations.
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Just as for sofic entropy, it is sometimes important to know whether a restric-
tion to sofic sub-approximations is really necessary in computing hdqΣ . This can be
expressed by comparing with the lower doubly-quenched model-measure sofic
entropy:
h
dq
Σ pµq :“ sup
!
sup
δ,εą0
lim inf
nÝÑ8
1
|Vn| log covε,δ
`
µn, d
pVnq˘ : µn dqÝÑ µ over Σ).
This time we do insist that µn
dqÝÑ µ over the whole of the original sofic ap-
proximation Σ, and then we take a limit infimum as n ÝÑ 8, rather than a limit
supremum.
The simplest relationship between sofic entropy and its model-measure vari-
ants is as follows.
Lemma 6.1. For any G-system pXG, µ, S, dq we have
hΣpµq ě hqΣpµq ě hdqΣ pµq.
Proof. Firstly, suppose that ni Ò 8 and that µi qÝÑ µ over pσniqiě1. For any
ε, δ ą 0 and any w˚-neighbourhood O of µ, condition (ii) in Definition 5.3 gives
that
µipΩpO, σniqq ą 1´ ε and hence covε,δpµi, dpVni qq ď covδ
`
ΩpO, σniq, dpVni q
˘
for all sufficiently large i. This shows that hqΣpµq ď hΣpµq.
Second, since doubly-quenched convergence implies quenched convergence,
the supremum defining hdqΣ pµq is over a subset of that defining hqΣpµq, so hdqΣ pµq ď
h
q
Σpµq.
Example 6.2. Let X “ t0, 1u, let G be the free group on four generators, and let
pXG, µ, Sq be the G-process constructed in Example 3.5. We saw in that example
that hΣpµq “ 0, but also that, once n is large, any sufficiently good model for
µ in X Vn must be very close to the particular model xn “ 1Wn . Therefore, if
the measures µn P ProbpX Vnq are asymptotically supported on good models of
µ, then they must be mostly supported on smaller and smaller Hamming balls
around xn. Once n is large this has the following consequence: for most vertices
v P Vn, the marginal of µn around v is close to either the Dirac mass at 0 or the
Dirac mass at 1. This violates the definition of local weak˚ convergence, and so
there are no subsequence n1 ă n2 ă . . . and measures satisfying µi qÝÑ µ over
pσniqiě1. Thus hqΣpµq “ ´8. ⊳
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Of course, Lemma 5.15 gives immediately that hqΣpµq “ hdqΣ pµq if pXG, µ, Sq
is weakly mixing. Kronecker systems can be examples in which hqΣpµq ą hdqΣ pµq.
Example 6.3. If G is a group with Kazhdan’s property (T) in Example 5.9, then
we produced a sequence µn
qÝÑ µ over the given sofic approximation Σ, but also
showed that there can be no sequence νn
dqÝÑ µ. The latter argument still holds
over any sofic sub-approximation. Therefore hqΣpµq ě 0 (indeed, simple estimates
show that it equals 0) but hdqΣ pµq “ ´8 in that example.
We also saw that hΣpµ ˆ µq “ ´8 for this system. Therefore this is an
example in which one cannot replace hdqΣ with h
q
Σ in the conclusion of Theorem
B. ⊳
6.1 Invariance under isomorphism
Theorem 6.4. For a fixed sofic approximation Σ, the quantities hqΣpµq and hdqΣ pµq
are isomorphism-invariants of the metric G-process pXG, µ, S, dq. In particular,
they do not depend on the choice of d.
Proposition 5.16 is the key to this result, together with the following.
Proposition 6.5. Suppose that Φ “ ϕG : pXG, µ, Sq ÝÑ pYG, ν, Sq is a factor
map, that dX and dY are compact generating metrics of diameter at most 1, that
µn
qÝÑ µ, and that ψm aLÝÑ ϕ rel pµ, dX , dYq. For any ε, δ P p0, 1q there is a
δ1 ą 0 for which the following holds. Provided m1 ď m2 ď . . . grows sufficiently
slowly, we have
covε,δ
`pψσnmnq˚µn, dpVnqY ˘ ď covε{4,δ1pµn, dpVnqX q
for all sufficiently large n.
Proof. Suppose that ψm is an ηm-AL approximation to ϕ for each m, where ηm Ó
0. We may assume that pηmqmě1 is non-increasing. Then there are finite sets
Dm Ď G, Dm-local open sets Um Ď XG, and constants Lm ă 8 such that each
ψm : X
G ÝÑ Y is ηm-almost Lm-Lipschitz from dpDmqX to dY .
For each m, Lemma 4.9 gives w˚-neighbourhoodsNm of µ such that
ψσnm |ΩpNm, σnq
is p3ηmq-almost pLm|Dm|q-Lipschitz for all sufficiently large n. Choose m1 large
enough that 3ηm1 ă δ{1000. Now choose δ1 small enough that
3ηm1 ` Lm1 |Dm1 |δ1 ă δ{2. (22)
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Once n is sufficiently large, we have
µnpΩpNm1 , σnqq ą 1´ ε{4 ą 3{4.
This implies that
cov3ε{4,δ{2
`pψσnm1 q˚µn, dpVnqY ˘ ď covε{2,δ{2´pψσnm1 q˚`µn|ΩpNm1 ,σnq˘, dpVnqY ¯, (23)
where µn|ΩpNm1 ,σnq is the measure µn conditioned on the subset ΩpNm1 , σnq. It
also implies that
covε{2,δ1pµn|ΩpNm1 ,σnq, dpVnqX q ď covε{4,δ1pµn, dpVnqX q, (24)
because if µnpF q ă ε{4 then
µn|ΩpNm1 ,σnqpF q ď
µnpF q
µnpΩpNm1 , σnqq ă
ε{4
1´ ε{4 ă ε{2.
For sufficiently large n, the fact that ψσnm1 |ΩpNm1 , σnq is p3ηm1q-almost pLm1 |Dm1 |q-
Lipschitz may be combined with Lemma 2.8 to conclude that
covε{2,3ηm1`Lm1 |Dm1 |δ1
´
pψσnm1 q˚ν, dpVnqY
¯
ď covε{2,δ1pν, dpVnqX q
for any Borel probability measure ν supported on ΩpNm1 , σnq. Applying this with
ν “ µn|ΩpNm1 ,σnq and using (22) and (24), we obtain
covε{2,δ{2
´
pψσnm1 q˚
`
µn|ΩpNm1 ,σnq
˘
, d
pVnq
Y
¯
ď covε{4,δ1pµn, dpVnqX q (25)
for all sufficiently large n.
Finally, since ηm decreases asm ÝÑ 8, Lemma 4.11 gives w˚-neighbourhoods
Om of µ such that
d
pVnq
Y
`
ψσnm pxq, ψσnm1 pxq
˘ ă 10ηm1 ă δ{2 @x P Om @m ě m1.
By forming running intersections, we may assume that O1 Ě O2 Ě . . . . Since
µnpΩpOm, σnqq tends to 1 for every m, it follows that, if m1 ď m2 ď . . . grows
sufficiently slowly, then
µn
 
x : d
pVnq
Y
`
ψσnmnpxq, ψσnm1 pxq
˘ ą δ{2( ÝÑ 0 as n ÝÑ 8.
Therefore, for such a slowly-growing sequence, Lemma 2.9 gives
covε,δ
`pψσnmnq˚µn, dpVnqY ˘ ď cov3ε{4,δ{2`pψσnm1 q˚µn, dpVnqY ˘
for all sufficiently large n. This completes the proof in combination with inequal-
ities (23) and (25).
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Proof of Theorem 6.4. Let Φ “ ϕG : pXG, µ, Sq ÝÑ pYG, ν, Sq be an isomor-
phism, choose compact generating metrics dX for X and dY for Y of diameter at
most 1, and suppose that Φ´1 “ rϕG. Let d be the Hamming average of dX and
dY , and let dp2qX be the Hamming average of two copies of dX .
We will show that hqΣpµq ď hqΣpνq; the reverse must also hold by symmetry.
An exactly analogous argument gives the proof for hdqΣ .
If the left-hand side is ´8 then there is nothing to prove. So let ni Ò 8 be a
subsequence, suppose that µni
qÝÑ µ over pσniqiě1, and let ε ą 0 and δ ą 0. We
will produce measures νni
qÝÑ ν over pσniqiě1 and a δ1 ą 0 such that
covε,δ
`
µni, d
pVni q
X
˘ ď covε{8,δ1`νni , dpVniqY ˘
for all sufficiently large i. To this end, it suffices to consider only the sofic sub-
approximation pσniqiě1, so we may relabel this sub-approximation and simply
assume that it equals pσnqně1.
Now let ψk
aLÝÑ ϕ rel pµ, dX , dYq and rψm aLÝÑ rϕ rel pν, dY , dX q. In addition,
let ξ : XG ÝÑ X be the projection onto the e-indexed coordinate, so ξG “ idXG .
Finally, let
λ :“
ż
XG
δpx,Φpxqq µpdxq and pλ :“ ż
XG
δpx,xq µpdxq.
These are the graphical joining of µ and ν corresponding to the factor map Φ, and
the diagonal joining of µ with itself, respectively.
Since ξ may be regarded as a constant AL approximating sequence to itself,
Lemma 4.6 and Corollary 4.7 give that
pξ, ψkq aLÝÑ pξ, ϕq rel pµ, dX , dq (26)
and
ξ ˆ rψm aLÝÑ ξ ˆ rϕ rel pλ, d, dp2qX q. (27)
By Proposition 5.16 and (26), if we choose k1 ď k2 ď . . . growing sufficiently
slowly, then
λn :“
`pξ, ψknqσn˘˚µn qÝÑ λ. (28)
Fix such a sequence pknqně1, and define νn :“ pψσnkn q˚µn, so this is the marginal
of λn on the space YVn . By Corollary 5.17 we also have νn
qÝÑ ν.
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We now apply Proposition 5.16 with (27) and (28), and also Proposition 6.5.
According to those propositions, if we choose m1 ď m2 ď . . . growing suffi-
ciently slowly, then we have
ppξ ˆ rψmnqσnq˚λn qÝÑ pξG ˆ rΦq˚λ “ pλ, (29)
and also there is a δ1 ą 0 such that
covε{2,δ{2
`p rψσnmnq˚νn, dpVnqX ˘ ď covε{8,δ1pνn, dpVnqY q (30)
for all sufficiently large n.
We finish the proof by comparing µn with its image measure
prψσnmnq˚νn “ p rψσnmnq˚pψσnkn q˚µn.
This is where we need the joining pλ. On XG ˆ XG, let F be the continuous
function
F
`pxgqgPG, px1gqgPG˘ :“ dX pxe, x1eq.
Then by (29) and a simple calculation we haveż
d
pVnq
X
`
x, rψσnmnpψσnkn pxqq˘µnpdxq “ĳ F dP σnpx, rψσnmnpψσnkn pxqqq µnpdxq
“
ĳ
F dP σnpx, rψσnmnpyqq λnpdx, dyq ÝÑ
ż
F dpλ “ 0.
Therefore Lemma 2.9 gives
covε,δ
`
µn, d
pVnq
X
˘ ď covε{2,δ{2`p rψσnmnq˚νn, dpVnqX ˘
for all sufficiently large n. Combining with (30) completes the proof.
7 Entropy of Cartesian products
7.1 Proof of Theorem B
Proof of Theorem B. Let pXG, µ, S, dX q and pYG, ν, S, dYq be metricG-processes,
and suppose that η ą 0. Let d be the Hamming average of dX and dY on X ˆ Y .
Let h1 :“ hdqΣ pµq and h2 “ hΣpνq. We assume the latter is equal to hΣpνq, so
there is a δ ą 0 such that for any w˚-neighbourhoodO of ν we have
covδpΩpO, σnq, dpVnqY q ě eph2´ηq|Vn| (31)
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for all sufficiently large n.
By shrinking δ further if necessary, and choosing ε ą 0 sufficiently small, we
may also assume that there are a sequence ni Ò 8 and a sequence of measures
µi P ProbpX Vni q such that µni dqÝÑ µ over pσniqiě1 and
covε,δpµi, dpVni qX q ě eph1´ηq|Vni |
for all sufficiently large i.
Let N be any w˚-neighbourhood of µˆ ν. We will prove that
lim sup
nÝÑ8
1
|Vn| log packδ{2
`
ΩpN , σnq, dpVnq
˘ ě h1 ` h2 ´ 2η.
Since η ą 0 is arbitrary, and recalling the inequalities (5), this will complete the
proof.
By conclusion (ii) of Theorem A, there is a w˚-neighbourhood O of ν such
that
inf
yPΩpO,σni q
µi
 
x : px,yq P ΩpN , σniq
( ą 1´ ε (32)
for all sufficiently large i (note that (31) guarantees that ΩpO, σniq is nonempty
for all sufficiently large i).
Having chosen O, the inequalities (5) and the lower bound (31) let us choose
subsets Fn Ď ΩpO, σnq which are δ-separated according to the metrics dpVnqY and
such that
|Fn| ě eph2´ηq|Vn|
for all sufficiently large n.
For each y P Fn, let
Gn,y :“
 
x P X Vn : px,yq P ΩpN , σnq
(
,
so (32) implies that once i is sufficiently large we have µipGni,yq ą 1 ´ ε for all
y P Fni . This requires that
covδpGni,y, dpVni qX q ě covε,δpµi, dpVni qX q @y P Fni
once i is sufficiently large.
Using the inequalities (5) again, we may therefore find further subsets Hn,y Ď
Gn,y for each y P Fn which are δ-separated according to the metrics dpVnqX and
such that
|Hni,y| ě eph1´ηq|Vni | @y P Fni
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for all sufficiently large i.
Finally, defining
Kn :“ tpx,yq : y P Fn, x P Hn,yu
for each n, it follows that these sets are pδ{2q-separated according to dpVnq; that
they are contained in ΩpN , σnq; and that
lim sup
nÝÑ8
1
|Vn| log |Kn| ě lim supiÝÑ8
1
|Vni |
log |Kni| ě h1 ` h2 ´ 2η.
Remark. The above proof really shows that any G-systems pX, µ, T q and pY, ν, Sq
satisfy
hΣpµˆ ν, T ˆ Sq ě hdqΣ pµ, T q ` hΣpν, Sq.
This conclusion may also be deduced formally from the statement of Theorem B,
by first restricting to a sofic sub-approximation which nearly realizes the value
h
dq
Σ pµ, T q, and then restricting to a further sub-approximation along which the
sofic entropy and lower sofic entropy of pY, ν, Sq agree. ⊳
7.2 Proof of Theorem C
The first assertion of Theorem C, that model-measure sofic entropy is subadditive,
holds for arbitrary joinings, similarly to sofic entropy itself (see Proposition 3.4).
Proposition 7.1. Let pX, µ, T q and pY, ν, Sq be G-systems and let λ be a joining
of them. Then
h
q
Σpλ, T ˆ Sq ď hqΣpµ, T q ` hqΣpν, Sq,
and similarly if hqΣ is replaced with hdqΣ throughout.
Proof. It suffices to consider two metricG-processes pXG, µ, S, dX q and pYG, ν, S, dYq.
Let d be the Hamming average of dX and dY on X ˆ Y .
Suppose pσniqiě1 is a sofic sub-approximation, that ε, δ ą 0, and that λi qÝÑ λ
over pσniqiě1. By relabeling the sub-approximation, we may simply assume that
it equals pσnqně1, and write λn qÝÑ λ.
Let µn and νn be the marginals of λn on X Vn and YVn , so Corollary 5.17 gives
that µn
qÝÑ µ and νn qÝÑ ν. Part (i) of Lemma 2.6 gives
covε,δpλn, dpVnqq ď covε{2,δpµn, dpVnqX q ¨ covε{2,δpνn, dpVnqY q.
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Taking logarithms and normalizing by |Vn|, this completes the proof, since ε, δ
and λn were arbitrary.
The argument is the same if quenched convergence is replaced with doubly-
quenched convergence.
The reverse inequality required for Theorem C relies on the following lemma,
which is another manifestation of the difference between quenched and doubly-
quenched convergence.
Lemma 7.2. If µn P ProbpX Vnq and νn P ProbpYVnq satisfy
both µn
dqÝÑ µ and νn dqÝÑ ν over Σ,
then
µn ˆ νn dqÝÑ µˆ ν over Σ.
Proof. Repeatedly applying the implication (i ùñ iii) in Theorem A gives
νn ˆ νn qÝÑ ν ˆ ν ùñ µn ˆ νn ˆ νn qÝÑ µˆ ν ˆ ν
ùñ µn ˆ µn ˆ νn ˆ νn qÝÑ µˆ µˆ ν ˆ ν,
and hence µn ˆ νn dqÝÑ µˆ ν.
Proof of Theorem C. Let pXG, µ, S, dX q, pYG, ν, S, dYq and d be as in the proof
of Proposition 7.1. That proposition has given subadditivity, so it remains to prove
the reverse inequality.
We need only consider the case in which hdqΣ pµq, hdqΣ pνq ě 0, for otherwise
subadditivity gives also that hdqΣ pµˆ νq “ ´8.
Since we assume that hdqΣ pνq “ hdqΣ pνq, for any η ą 0 there are ε, δ ą 0 and a
sequence νn P ProbpYVnq such that νn dqÝÑ ν over Σ and
cov?ε,δpνn, dpVnqY q ě eph
dq
Σ
pνq´ηq|Vn |
for all sufficiently large n. Of course, this remains true if we pass to any sofic
sub-approximation.
After shrinking ε and δ if necessary, now let pσniqiě1 be a sofic sub-approximation
and let µi P ProbpX pVni qq be a sequence such that µi dqÝÑ µ over pσniqiě1 and
cov?ε,δpµi, dpVni qY q ě eph
dq
Σ
pµq´ηq|Vni |
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for all sufficiently large i.
Lemma 7.2 gives that µi ˆ νni dqÝÑ µ ˆ ν over pσniqiě1, and Corollary 2.7
gives
covε,δ{4pµi ˆ νni, dpVni qq ě cov?ε,δpµi, dpVniqX q ¨ cov?ε,δpνni , dpVniqY q.
Taking logarithms and normalizing by |Vni |, this completes the proof.
If µˆν is ergodic then we may argue in just the same way using only quenched
convergence, because in that case
µi
qÝÑ µ and νni qÝÑ ν imply µi ˆ νni qÝÑ µˆ ν.
Example 6.3 shows that the assumption that µˆν is ergodic cannot be dropped.
The proof of Theorem C gives the following important special case.
Corollary 7.3. For any G-system pX, µ, T q we have
h
dq
Σ pµˆk, Tˆkq “ k ¨ hdqΣ pµ, T q @k ě 1.
Here we do not need the assumption that hdqΣ “ hdqΣ . This is because we are
now combining pX, µ, T q with itself, so there is no risk that two different sofic
sub-approximations are needed to obtain the entropies of the ingredient systems.
Proof. If hdqΣ pµ, T q “ ´8 then the result is trivial, so suppose otherwise.
Let pXG, µ, S, dq be a metric G-process. For any η ą 0, there are ε, δ ą 0,
a sofic sub-approximation Σ1 “ pσniqiě1, and a sequence of measures µni dqÝÑ µ
over Σ1 such that
covε,δpµi, dpVni qq ě eph
dq
Σ
pµq´ηq|Vni |
for all sufficiently large i. It follows that
h
dq
Σ pµq ě hdqΣ1 pµq ě hdqΣ1 pµq ě hdqΣ pµq ´ η.
Since η was arbitrary, a simple diagonal argument now gives a sofic sub-
approximation Σ2 such that in fact
h
dq
Σ2pµq “ hdqΣ2pµq ě hdqΣ pµq ´ η.
A k-fold application of Theorem C with this sofic sub-approximation gives that
h
dq
Σ pµˆkq ě hdqΣ2pµˆkq “ k ¨ hdqΣ2pµq ě k ¨ phdqΣ pµq ´ ηq.
Since η was arbitrary, this completes the proof.
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8 Processes with finite state spaces
8.1 Alternative formulae for the entropies
Now let pXG, µ, Sq be a G-process with finite state space X . Let d be the discrete
metric on X (all distances are zero or one). For this process there are alternative,
simpler formulae for the sofic entropy and model-measure sofic entropy. These
will be essential in the proof of Theorem D.
Proposition 8.1. For a G-process pXG, µ, Sq with |X | ă 8, we have
hΣpµq “ inf
O
lim sup
nÝÑ8
1
|Vn| log |ΩpO, σnq|,
where O ranges over w˚-neighbourhoods of µ, and
h
dq
Σ pµq :“ sup
!
sup
εą0
lim sup
iÝÑ8
1
|Vni |
log covεpµiq : ni Ò 8 and µi dqÝÑ µ over pσniqiě1
)
,
where
covεpµiq “ mint|F | : F Ď X Vni with µipF q ą 1´ εu.
This proposition is a consequence of the following bound on the volumes of
Hamming balls, which is implied by standard estimates in Information Theory:
see, for instance, [10, Section 5.4].
Lemma 8.2. If pX , dq is a nonempty finite set with its discrete metric, then for
every η ą 0 there is a δ ą 0 such that the following holds. If V is a nonempty
finite set and x P X V , then
|Bδpxq| ď eη|V |,
where Bδpxq is the δ-ball around x for the metric dpV q.
Proof of Proposition 8.1. The formula for hΣpµq is easily seen to be equivalent
to Bowen’s original definition of sofic entropy for systems with finite generating
partitions ([4]). Its agreement with hΣpµq is therefore contained in [14].
The reasoning for model-measure sofic entropy is very similar. Clearly we
always have
covε,δpµi, dpVniqq ď covεpµiq,
and so hdqΣ pµq is bounded from above by the right-hand side of the desired formula.
On the other hand, for any η ą 0, Lemma 8.2 gives a δ ą 0 such that all δ-balls
in the metric dpVni q have size at most eη|Vni |. This implies that
|BδpF q| ď eη|Vni ||F | @F Ď X Vni ,
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and hence that
1
|Vni|
log covε,δpµi, dpVniqq ě 1|Vni|
log covεpµiq ´ η @i ě 1.
Since η can be made arbitrarily small, hdqΣ pµq is also bounded from below by the
right-hand side of the desired formula.
8.2 Proof of Theorem D
One half of Theorem D is true for general systems.
Lemma 8.3. Any G-system pX, µ, T q satisfies
h
dq
Σ pµ, T q ď hpsΣ pµ, T q.
Proof. Combining Lemma 6.1 and Corollary 7.3 gives
h
dq
Σ pµ, T q “
1
k
h
dq
Σ pµˆk, Tˆkq ď
1
k
hΣpµˆk, Tˆkq @k ě 1,
and hence hdqΣ pµq ď hpsΣ pµq.
We prove the reverse half of Theorem D using the assumption that |X | is finite.
In this case we always endow X with the discrete metric d. As remarked in the
Introduction, this gives the result for any G-system that has a finite generating
partition, including any ergodic G-system for which hRokpµ, T q ă 8 (see [23]).
The proof relies on producing model-measures for µ out of good models for
µˆk for large values of k. This is done using the following proposition.
Proposition 8.4. Let V be any finite set and σ : G ÝÑ SympV q any map.
For any ε ą 0 and w˚-neighbourhoodO of µˆ µ, the following holds for any
sufficiently large k ě 1: there is a w˚-neighbourhoodN of µˆk such that, if
x “ px1, . . . ,xkq P ΩpN , σq,
then the measure
̺ :“ 1
k
kÿ
i“1
δxi P ProbpX Vnq
satisfies
|tv : pΠσv q˚p̺ˆ ̺q P Ou| ą p1´ εq|V | and p̺ˆ ̺qpΩpO, σqq ą 1´ ε.
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We consider a neighbourhood O of µ ˆ µ, rather than µ, to ensure that the
resulting model measures not only quenched converge but doubly-quenched con-
verge.
Proof. It suffices to prove this for a sub-basic family of neighbourhoodsO, so we
may assume that
O “
!
θ P ProbpXG ˆ XGq :
ż
f b h dθ «2κ
ż
f dµ
ż
h dµ
)
for some h, f P CpXGq with }f}8, }h}8 ď 1 and some κ ą 0.
Part 1. For each k, define two continuous functions pXGqk ÝÑ R by
Fkpx1, . . . , xkq “ 1
k
kÿ
i“1
fpxiq and Hkpx1, . . . , xkq “ 1
k
kÿ
i“1
hpxiq,
and let
Uk :“
!
px1, . . . , xkq P pXGqk : Fkpx1, . . . , xkq «κ
ż
f dµ
and Hkpx1, . . . , xkq «κ
ż
h dµ
)
.
This Uk is open, and the Law of Large Numbers gives that µˆkpUkq ÝÑ 1 as
k ÝÑ 8. Letting
N1,k :“
 
ν P ProbppXGqkq : νpUkq ą 1´ ε
(
,
it follows that this is a w˚-neighbourhood of µˆk for all sufficiently large k.
If px1, . . . ,xkq P ΩpN1,k, σq, then this asserts that
P σpx1,...,xkqpUkq ą 1´ ε,
and hence that the set
V
good
k :“
!
v P V : FkpΠσv px1q, . . . ,Πσv pxkqq «κ
ż
f dµ
and HkpΠσv px1q, . . . ,Πσv pxkqq «κ
ż
h dµ
)
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has |V goodk | ą p1´ εq|V |.
Now let ̺ be as in the statement of the proposition, and observe thatż
f b h dppΠσv q˚p̺ˆ ̺qq “
ż
pf ˝ Πσv q d̺ ¨
ż
ph ˝ Πσv q d̺.
The first of these right-hand factors is equal toż
pf ˝ Πσv q d̺ “
1
k
kÿ
i“1
fpΠσv pxiqq “ FkpΠσv px1q, . . . ,Πσv pxkqq,
and similarly the second is equal to HkpΠσv px1q, . . . ,Πσv pxkqq. Therefore any v P
V
good
k satisfiesż
f b h dppΠσv q˚p̺ˆ ̺qq
“ FkpΠσv px1q, . . . ,Πσv pxkqq ¨HkpΠσv px1q, . . . ,Πσv pxkqq «2κ
ż
f dµ
ż
h dµ
where the last estimate by 2κ uses the fact that both of the factors here lie in
r´1, 1s.
Hence
|tv : pΠσv q˚p̺ˆ ̺q P Ou| ě |V goodk | ą p1´ εq|V |
once k is sufficiently large.
Part 2. The second part is simpler. The set
N2,k :“
!
ν P ProbppXGqkq :
ż
fpxiqhpxjq νpdx1, . . . , dxkq «2κ
ż
f dµ
ż
h dµ
whenever i, j P t1, . . . , ku are distinct
)
is another a w˚-neighbourhood of µˆk for every k. If px1, . . . ,xkq P ΩpN2,k, σq
and i ‰ j, thenż
f b h dP σpxi,xjq “
ż
fpxiqhpxjqP σpx1,...,xkqpdx1, . . . , dxkq «2κ
ż
f dµ
ż
h dµ :
that is, P σpxi,xjq P O. Therefore
pρˆ ρqpΩpO, σqq “
|tpi, jq P t1, . . . , ku2 : P σpxi,xjq P Ou|
k2
ě kpk ´ 1q
k2
,
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and this is greater than 1´ ε once k is large enough.
Completion. Choose k large enough to satisfy both parts above, and set
N :“ N1,k XN2,k.
Proof of Theorem D. One inequality is already given by Lemma 8.3, so we focus
on the other.
Let ε ą 0. Let O1 Ě O2 Ě . . . be a basis of w˚-neighbourhoods of µ. By
Proposition 8.4, there are integers 1 ď k1 ď k2 ď . . . tending to 8 and w˚-
neighbourhoodsNj of µˆkj for every j such that the following holds. If
~x :“ px1, . . . ,xkjq P ΩpNj, σnq for some j and n,
then the measure
̺
n,j
~x :“
1
kj
kjÿ
i“1
δxi
satisfies
|tv P Vn : pΠσnv q˚p̺n,j~x ˆ ̺n,j~x q P Oju| ą p1´ 2´jq|Vn|
and p̺n,j~x ˆ ̺n,j~x qpΩpOj , σnqq ą 1´ 2´j . (33)
Next, by the definition of hpsΣ , we may also choose a subsequence n1 ă n2 ă
. . . such that
|ΩpNj , σnj q| ě exp
`
kjphpsΣ pµq ´ εq|Vnj |
˘ ě 1 (34)
for all j. Now set
µj :“ 1|ΩpNj , σnjq|
ÿ
~xPΩpNj ,σnj q
̺
nj ,j
~x for j ě 1.
Since the setsOj form a basis of neighbourhoods around µˆµ, the bounds (33)
imply that for any sequence of single kj-tuples ~xj P ΩpNj, σnj q, we have
ρ
nj ,j
~xj
dqÝÑ µ along pσnj qjě1.
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We can quickly strengthen this conclusion as follows: if ~yj P ΩpNj , σnjq is any
other sequence of kj-tuples, then the implication (i ùñ iii) of Theorem A gives
that
ρ
nj ,j
~xj
ˆ ρnj ,j~yj
qÝÑ µˆ µ.
By simply averaging this last assertion, it follows that
µj ˆ µj “ 1|ΩpNj , σnjq|2
ÿ
~x,~yPΩpNj ,σnj q
̺
nj ,j
~x ˆ ̺nj ,j~y
qÝÑ µˆ µ,
and hence µj
dqÝÑ µ.
Finally, let
Hp2ε1, 1´ 2ε1q :“ ´2ε1 logp2ε1q ´ p1´ 2ε1q logp1´ 2ε1q for ε1 P p0, 1{2q,
and choose ε1 so small that
2ε1 log |X | ` Hp2ε1, 1´ 2ε1q ă ε.
Consider the covering numbers covε1pµjq. For each j, letFj Ď X Vnj be a minimum-
size subset for which µjpFjq ą 1 ´ ε1. By the definition of µj and Chebyshev’s
Inequality, this implies that at least half of the tuples px1, . . . ,xkjq P ΩpNnj , σnj q
satisfy
̺
nj ,j
px1,...,xkj q
pFjq “ |ti P t1, . . . , kju : xi P Fju|
kj
ą 1´ 2ε1.
On the other hand, a simple estimate using volumes of Hamming-balls (c.f. [10,
Section 5.4]) givesˇˇˇ!
px1, . . . ,xkjq P pX Vnj qkj :
|ti P t1, . . . , kju : xi P Fju|
kj
ą 1´ 2ε1
)ˇˇˇ
ď |Fj |kj ¨ |X |2ε1¨kj¨|Vnj | ¨ 2Hp2ε1,1´2ε1qkj ,
where the last factor estimates the number of ways of choosing at most 2ε1kj
coordinates i P t1, . . . , kju at which to allow xi R Fj .
Therefore
1
2
|ΩpNnj , σnj q| ď |Fj |kj ¨ |X |2ε
1¨kj¨|Vnj | ¨ 2Hp2ε1,1´2ε1qkj
“ pcovε1pµjqqkj ¨ |X |2ε1¨kj¨|Vnj | ¨ 2Hp2ε1,1´2ε1qkj .
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Combining this with (34) and re-arranging, we obtain
1
|Vnj |
log covε1pµjq ě hpsΣ pµq´ε´2ε1 log |X |´
Hp2ε1, 1´ 2ε1q ¨ log 2
|Vnj |
´O
´ 1
|kj|
¯
,
and this lower bound is greater than hpsΣ pµq ´ 2ε for all sufficiently large j. Since
ε was arbitrary, this shows that hdqΣ pµq ě hpsΣ pµq.
Proof of Corollary D1. Theorem B has already proved that
h
dq
Σ pµ, T q ď hΣpµˆ ν, T ˆ Sq ´ hΣpν, Sq
for any other G-system pY, ν, Sq satisfying hΣpν, Sq “ hΣpν, Sq.
On the other hand, if pX, µ, T q has a finite generating partition, then Theorem
D shows that
1
k
hΣpµˆk, Tˆkq ÝÑ hdqΣ pµ, T q.
In particular, for any ε ą 0, there must be infinitely many k for which
hΣpµˆpk`1q, Tˆpk`1qq ď hΣpµˆk, Tˆkq ` hdqΣ pµ, T q ` ε.
Letting pY, ν, Sq :“ pXk, µˆk, Tˆkq and re-arranging, this becomes
hΣpµˆ ν, T ˆ Sq ´ hΣpν, Sq ď hdqΣ pµ, T q ` ε.
Since we also have hΣpν, Sq “ hΣpν, Sq for this system pY, ν, Sq by assumption,
these examples complete the proof.
Another corollary seems worth including at this point. For any G-system
pX, µ, T q, the definition of hpsΣ gives that
h
ps
Σ pµˆk, Tˆkq “ lim
nÝÑ8
1
n
hΣpµˆkn, Tˆknq “ k ¨ hpsΣ pµ, T q @k ě 1.
If pY, ν, Sq is another system with the property that
hΣpνˆk, Sˆkq “ hΣpνˆk, Sˆkq @k ě 1, (35)
then we may take kth Cartesian powers of both systems in Theorem B to obtain
1
k
hΣppµˆ νqˆk, pT ˆ Sqˆkq ě hpsΣ pµ, T q `
1
k
hΣpνˆk, Sˆkq @k ě 1.
Letting k ÝÑ 8, we conclude that hpsΣ is strictly additive.
Corollary 8.5. If pX, µ, T q has a finite generating partition and (35) is satisfied
then
h
ps
Σ pµˆ ν, T ˆ Sq “ hpsΣ pµ, T q ` hpsΣ pν, Sq.
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8.3 Some remarks on systems without finite generating partitions
I do not know whether hpsΣ “ hdqΣ for arbitrary systems. If this is so, then Corollary
D1 and Corollary 8.5 can be extended to them. Also, Theorem B could be re-
written with hdqΣ replaced by h
ps
Σ , so that model measures are not needed to give a
meaningful lower bound on the sofic entropy of a Cartesian product.
The difficulty in the general case seems to be the following. Written out in
full, the power-stabilized entropy for a metric G-process pXG, µ, S, dq is
h
ps
Σ pµq :“ lim sup
kÝÑ8
1
k
sup
δą0
inf
IntpOqQµˆk
lim sup
nÝÑ8
1
|Vn| log covδ
´
ΩpO, σnq, pdpkqqpVnq
¯
.
If this is non-negative, then for every k ě 1 and ε ą 0 there is a δk ą 0 such that
inf
IntpOqQµˆk
lim sup
nÝÑ8
1
|Vn| log covδk
´
ΩpO, σnq, pdpkqqpVnq
¯
ě kphpsΣ pµq ´ εq.
However, as far as I know, it could happen that we must choose smaller and
smaller values of δk as k ÝÑ 8. On the other hand, in order to make contact
with hdqΣ , we must find fixed ε, δ ą 0 and measures satisfying µi dqÝÑ µ along
pσniqiě1 such that covε,δpµi, dpVni qq grows fast enough as i ÝÑ 8. If the choice of
δk tends to 0 as k ÝÑ 8, and then we construct the measures µj as in the proof of
Theorem D, we do not obtain control over covε,δpµj, dpVnj qq for any fixed δ ą 0.
To get around this problem, one could simply re-define hpsΣ so that the supre-
mum over δ appears on the outside: let us set
rhpsΣ pµq :“ sup
δą0
”
lim sup
kÝÑ8
1
k
inf
IntpOqQµˆk
lim sup
nÝÑ8
1
|Vn| log covδ
´
ΩpO, σnq, pdpkqqpVnq
¯ı
.
Using this quantity, the construction used to prove Theorem D does generalize
quite easily, leading to the inequalityrhpsΣ pµq ď hdqΣ pµq.
However, now the argument of Lemma 8.3 seems to run into difficulty, and I
cannot show that rhpsΣ pµq ě hdqΣ pµq.
Thus, Theorem D will hold for arbitrary systems if the supremum over δ may
be exchanged with the limit supremum over k in the formula for hpsΣ pµq. If X is
finite and d is the discrete metric, then Proposition 8.1 lets one switch to counting
individual models, so that δ disappears altogether from hpsΣ pµq and hdqΣ pµq. This is
why the proofs above could be completed when X is finite.
76
9 Co-induced systems
Consider the setting of Theorem E. In view of Lemma 6.1, that theorem will
follow if we show that
hΣˆT
`
µˆH,CIndGˆHG T
˘ ď hdqΣˆT`µˆH,CIndGˆHG T ˘. (36)
As usual, we can assume that we start with a metric G-process pXG, µ, S, dq.
After co-induction this simply becomes pXGˆH , µˆH, rS, dq, where rS is the right-
shift action of GˆH .
To prove Theorem E, we also need to use the left-action rT of H on XGˆH :rT h`pxg,kqpg,kqPGˆH˘ “ pxg,h´1kqpg,kqPGˆH .
The product measure µˆH is invariant under this action, as well as under rS: this
special feature of the measure is crucial for the proof. Since H is infinite, the
H-system pXGˆH , µˆH, rT q is weakly mixing.
The action rT commutes with rS, and so each transformation rT h is an automor-
phism of pXH , µˆH , rSq. Therefore the results of Section 4 apply to each of these
transformations. Each rT h is already defined coordinate-wise by the tpeG, h´1qu-
local map
XGˆH ÝÑ X : pxg,kqg,k ÞÑ xeG,h´1,
which is 1-Lipschitz from dptpeG,h´1quq to d. Therefore there is no need to introduce
other AL approximations to these maps.
For each σn, τn and h P H , the map
idVn ˆ τhn : Vn ˆWn ÝÑ Vn ˆWn
has an ‘approximate adjoint’ defined by setting
ρhn : X
VnˆWn ÝÑ X VnˆWn : pxv,wqvPVn, wPWn ÞÑ pxv,σh´1n pwqqvPVn, wPWn.
Such maps were already discussed in the remark following Lemma 3.1: as ex-
plained there, they become useful only now that our measure µˆH is also left-
shift-invariant. In terms of these, a special case of Lemma 4.8 translates as fol-
lows.
Lemma 9.1. If F Ď GˆH and E Ď H are finite, then the following holds w.h.p
in pv, wq P Vn ˆWn:
Πσnˆτnpv,wq pρhnp¨qq|F “
` rT hpΠσnˆτnpv,wq p¨qq˘ˇˇF @h P E.
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Lemma 9.2. Let E1, E2, . . . be any sequence of finite subsets of H satisfying
|Em| ÝÑ 8. Also, suppose that θn P ProbpX VnˆWnq is any sequence of measures
satisfying
θnpΩpO, σn ˆ τnqq ÝÑ 1 as n ÝÑ 8 (37)
for any w˚-neighbourhoodO of µˆH .
Provided the sequence m1 ď m2 ď . . . grows sufficiently slowly, the sequence
of measures
µn :“ 1|Emn |
ÿ
hPEmn
pρhnq˚θn
doubly-quenched converges to µˆH over Σˆ T.
Proof. It suffices to show that µn lw˚ÝÑ µˆH ; since the co-induced system is weakly
mixing, this implies doubly-quenched convergence.
Also, it suffices to consider a sub-basic w˚-neighbourhood of µˆH , so let
O :“
!
ν P ProbpXGˆHq :
ż
f dν «κ
ż
f dµˆH
)
for some local function f P CpXGˆHq and κ ą 0.
Now for each m let
Um “
!
x P XGˆH : 1|Em|
ÿ
hPEm
fprT hxq «κ ż f dµ).
Since |Em| ÝÑ 8, the Law of Large Numbers gives that µˆHpUmq ÝÑ 1 as
m ÝÑ 8 (note that this works even if there is no ergodic theorem over the sets
Em for general H-systems). Choose real values αm ă µˆHpUmq which still tend
to 1, and for each m let
Nm :“
 
ν P ProbpXGˆHq : νpUmq ą αm
(
.
Each Nm is a w˚-neighbourhood of µˆH , and so (37) implies that
θnpΩpNmn , σn ˆ τnqq ÝÑ 1 as n ÝÑ 8
provided m1 ď m2 ď . . . grows sufficiently slowly. In terms of empirical distri-
butions, this implies thatż ˇˇ pv, wq P Vn ˆWn : Πσnˆτnpv,wq pxq P Umn(ˇˇ
|Vn ˆWn| θnpdxq
“ 1|Vn ˆWn|
ÿ
pv,wqPWnˆWn
θn
 
x : Πσnˆτnpv,wq pxq P Umn
( ÝÑ 1 (38)
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as n ÝÑ 8.
Finally, we haveż
f dppΠσnˆτnpv,wq q˚µnq “
ż
XVnˆWn
´ 1
|Emn |
ÿ
hPEmn
f
`
Πσnˆτnpv,wq pρhnpxqq
˘¯
θnpdxq.
Since f is a local function, another appeal to Lemma 9.1 gives that, w.h.p. in
pv, wq, this is equal toż
XVnˆWn
´ 1
|Emn |
ÿ
hPEmn
f
` rT hpΠσnˆτnpv,wq pxqq˘¯ θnpdxq.
Recalling the definition of Umn and the inequality (38), this, in turn, lies within κ
of
ş
f dµ w.h.p. in pv, wq. That is,
pΠσnˆτnpv,wq q˚µn P O w.h.p. in pv, wq,
as required.
Proof of Theorem E. We need only prove the inequality (36) for the co-induced
process. If hΣˆTpµˆHq “ ´8 then the result is trivial, so suppose otherwise, let
h1 ă hΣˆTpµˆHq be arbitrary, and let h2 lie strictly between these two values.
Let d be a compact generating metric onX , and let E1, E2, . . . be finite subsets
of H with |Em| ÝÑ 8.
From the definition of hΣˆTpµˆHq, it follows that there are δ ą 0 and a se-
quence of subsets An Ď X VnˆWn such that
i) each An is δ-separated according to dpVnˆWnq,
ii) for every w˚-neighbourhoodO of µˆH we have
An Ď ΩpO, σn ˆ τnq
for all sufficiently large n, and
iii) |An| ě expph2|Vn||Wn|q for infinitely many n.
By passing to a subsequence n1 ă n2 ă . . . , we may now assume that (iii) holds
for all sufficiently large n, and in particular that An ‰ H for every n.
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Let θn be the uniform measure on An for each n. Then condition (ii) above
shows that these satisfy the hypotheses of Lemma 9.2, and so
µn :“ 1|Emn |
ÿ
hPEmn
pρhnq˚θn dqÝÑ µˆH
for some m1 ď m2 ď . . . tending slowly to 8.
Finally, for each n let Bn Ď X VnˆWn be a subset of minimal cardinality such
that
µnpBδ{2pBnqq ą 1{2.
From the definition of µn, this requires that
θn
`pρhnq´1pBnq˘ “ |An X pρhnq´1pBnq||An| ą 12 for some h P Fmn .
Since each ρhn is an isometry of the metric dpVnˆWnq, this and property (i) require
that
|Bn| ě |An|{2.
Therefore, since property (iii) now holds for all sufficiently large n, we have
cov1{2,δ{2pµn, dpVnˆWnqq “ |Bn| ą expph1|Vn||Wn|q
for all sufficiently large n, and thus
h
dq
ΣˆTpµˆHq ě h1.
Since h1 ă hΣˆTpµˆHq was arbitrary, this completes the proof.
In case G is trivial, Theorem E just asserts that all our sofic entropy-notions
coincide for Bernoulli H-systems. However, in that case one could give a much
simpler proof: if pXH , νˆH , Sq is a Bernoulli H-process and d a compact gener-
ating metric on X , then Lemma 5.11 gives that νˆWn dqÝÑ νˆH , and this sequence
of measures achieves the full sofic entropy of the process, which just equals the
Shannon entropy of ν.
It is worth comparing Theorem E with [6, Theorem 4.1], which gives other
sufficient conditions for a G-system pX, µ, T q to satisfy hΣpµ, T q “ hqΣpµ, T q.
Bowen’s assumptions are thatG is residually finite and that Σ consists of quotients
by finite-index normal subgroups of G. This looks quite different from Theorem
E: in the first place, Theorem E assumes that the system is of a special kind,
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whereas Bowen’s condition is mostly about the sofic approximation. However,
the proofs do have a similar flavour. A key point in the proof of Theorem E
is that the left-shift action of H on XH commutes with the co-induced pG ˆ
Hq-action and is weakly mixing. Bowen’s proof also requires that there be a
‘sufficiently large’ group commuting with a given action: in his case, that the
G-actions on the sofic approximations Vn commute with some transitive actions
from the other side. In both cases, the proof uses this large centralizer for some
auxiliary averaging, which converts single good models into measures. It would
be interesting to find some way of unifying these two sufficient conditions. It
would also worth knowing whether Bowen’s condition can be generalized in such
a way that every sofic group has some sofic approximation which satisfies it.
In light of the role played by the left-shift H-action in the proof of Theorem
E, I suspect it might have a far-reaching generalization as follows. Let pX, µ, T q
be a G-system. Let AutpX, µq denote the group of all measure-preserving auto-
morphisms of the probability space pX, µq, up to agreement µ-almost everywhere.
This is a Polish group in its coarse topology. The G-action T defines a homomor-
phism G ÝÑ AutpX, µq, and we define the centralizer of T to be the subgroup
of elements of AutpX, µq which commute with the image of that homomorphism.
Conjecture 9.3. If the centralizer of T is ergodic, then hΣpµ, T q “ hqΣpµ, T q. If
the centralizer is weakly mixing, then hΣpµ, T q “ hdqΣ pµ, T q.
For example, the centralizer of the co-induced pGˆHq-system pXH , µˆH ,CIndGˆHG T q
includes the left-shift action of H , which is Bernoulli and therefore weakly mix-
ing.
On the other hand, I do not believe that the conditions in Conjecture 9.3 are
necessary. On the contrary, if G is amenable, then one should always have
hΣpµ, T q “ hqΣpµ, T q “ hdqΣ pµ, T q “ hKSpµ, T q
for any sofic approximation Σ. The equality of the first and last values here is
shown in [7], and I think similar methods are able to prove the others.
10 Some directions for further study
Just as for sofic entropy itself, the following basic fact is not known for the model-
measure sofic entropies. It suggests a major gap in our present understanding.
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Question 10.1. Are there a sofic groupG, a G-system pX, µ, T q, and two different
sofic approximations Σ and Σ1 to G such that
0 ď hqΣpµ, T q ă hqΣ1pµ, T q,
or similarly with hq replaced by hdq? What if G is a free group?
There are cases in which some sofic approximations give a non-negative value,
while others give ´8, just as there are for sofic entropy itself.
The following related questions are also open.
Question 10.2. Are there a sofic group G, a G-system pX, µ, T q, and a sofic ap-
proximation Σ such that at least two of the quantities
hΣpµ, T q, hqΣpµ, T q and hdqΣ pµ, T q
are non-negative, but are not equal? What if G is a free group?
Question 10.3. Are there a sofic group G, a G-system pX, µ, T q, and a sofic ap-
proximation Σ such that the sequence
1
k
hΣpµˆk, Tˆkq, k ě 1,
contains at least two distinct non-negative values? How about for hqΣ? Are there
examples in which
0 ď hpsΣ pµ, T q ă hΣpµ, T q?
What if G is a free group?
Another possibility that might be worth pursuing is that certain choices of sofic
approximation give some simplification of the entropy theories.
Question 10.4. Let G be a sofic group. Is there a sofic approximationΣ to G such
that
hΣpµ, T q “ hdqΣ pµ, T q
for all G-systems pX, µ, T q?
In this case, I think an obvious candidate is to start with an arbitrary sofic
approximation Σ0 “ pσn : G ÝÑ SympVnqqně1, and then let Σ be the sequence
σˆmnn : G ÝÑ SympV mnn q
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for some slowly-growing sequence m1 ď m2 ď . . . . It might be that for this Σ,
some variation of the averaging argument used to prove Theorem E would answer
the above question positively. I have not pursued this idea very far.
In case G is a free group, Bowen introduced another entropy-like invariant
called the ‘f-invariant’ in [8], and denoted it by fpµ, T q. In [3], he then showed
that fpµ, T q may be expressed as a kind of average of sofic entropies over random
sofic approximations. As a result, the f-invariant may have better behaviour than
the sofic entropy along any give sofic approximation. It would be interesting to
study its additivity properties using the method of the present paper.
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