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ABSTRACT 
We answer a question of Q. Stout about the role of the triangular truncation 
in constructing O-l matrices that are not Schur multipliers. We also demonstrate 
that the triangular truncation on M2 has the third smallest norm (after 0 and 
1) that any map induced by a O-l Schur multiplier can have. 
INTRODUCTION 
Let Mm,, stand for the set of m x n complex matrices, and let M, 
be short for Mnx,. The Schur product of two matrices A = ( aij),Xn and 
B = (bzj),,, is the matrix (a,jb$j),,,, denoted by AU B. Here m and n 
are positive integers or countable infinity 00. Let BM,,, stand for the 
set of bounded operator matrices in M,,, (acting from 1: to 1;). We 
say that a matrix A E Mmx, is a Schur multiplier if A ??B E BM,,, 
whenever B E BM,,,. Each Schur multiplier A induces a bounded linear 
transformation Aa : BM,,, + BM,,, satisfying Au(B) = AU B VB E 
BM TlXX7L’ The set of all Schur multipliers in M,,, will henceforth be 
denoted by SM,,,. 
I. Schur [S] proved that ~IAcIBII < i[Alj . /[B/J VA,B E BM,,,, so 
that BM,,, c SM,,, and /]Ao~I 5 IlAjl whenever A E BM,,,. (This 
result has been greatly refined in the last decade: see [4] for further infor- 
mation.) The matrix 1 [= (l)mxn ] of all ones is always a Schur multiplier, 
and 113 is the identity map on BM,,,. Thus BM,,, = SM,,, if 
and only if both m and n are finite (and even in that case the equality 
I(AcI(I = /IAll holds only for a “small” class of matrices: see [3] or [S]). 
In this paper we shall be concerned with matrices of O’s and l’s that 
are Schur multipliers. The famous result of S. Kwapien and A. Pelczynski 
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[5] states that the compression to the upper triangle is not a bounded 
transformation on BM,. This can be rephrased to say that the matrix 
T = (tij)oox,, tij = 
1 if i <j, 
0 otherwise 
is not a Schur multiplier. (The author of (21 demonstrated that the norm of 
triangular truncation on M, grows like (log n)/n with n.) Apparent lack 
of other, substantially different examples of O-l matrices in M, that are 
not Schur multipliers has led Q. Stout [9, 101 to ask whether every such 
matrix contains arbitrarily large upper left corners of the above matrix T, 
perhaps permuted. 
Part I. Here we demonstrate that the answer to the question of Q. Stout’ 
is negative. 
THEOREM A (G. Bennett [2]). If a Toeplitz matrix M = (C’_-j)~x~ 
is a Schur multiplier and Z. C, = 0 for n < 0, then C,, -+ 0 as n -+ 00. 
OBSERVATION 1. If a, b, c, d E (2” 1 n E N}, then a - b = c - d if 
and only if(a, b) = (c, d) or (a, c) = (b, d). 
PROOF. Suppose a - b = c - d. If a > b, then c > d, so that the 
highest power of 2 dividing a - b is 6, while the highest power of 2 dividing 
c - d is d. So b = d, and consequently a = c. 
If a < b, then c < d, and the same argument shows that a = c and 
b = d. 
So if a # b then (a, b) = (c, d) [if a = b then c = d, so that (a, c) = 
(by 41. ??
THEOREMS. There exists an analytic Toeplitz matrix A of O’s and l’s 
in M, which is not a Schur multiplier and such that no matrix obtained by 
permuting rows and columns of A can have its 2-by-2 northwest corner be 
1 1 cl 11' 
PROOF. Let A = (aij) be the analytic Toeplitz matrix in M, speci- 
fied by 
1 if i is a natural power of 2, 
ai1 = 
0 otherwise. 
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Suppose PI and P2 are permutation matrices in M, such that the 2-by-2 
northwest corner of PI A P2 is 
1 1 cl 11’ 
Let {ei}zo=, be the standard basis of I&, and let ~1 and 7rs be the permuta- 
tions of the natural numbers such that PI(G) = e,,(,) and Pz(ei) = e,,(,) 
for all i. So 
(P1AP2)ij = a,,(z)m(,) = 
%1(z)-m(,)+l 1 if 7rr(i) > 7rz(j), 
a1 7T2(3)-“1(~)+1 if no L n2(j) 
1 if 7rr(i) - 7rs(j) + 1 = 2n,some 71 E N, 
= 
0 otherwise 
for all i,j 
Thus nr(i) - 7rs(j) + 1 E {an 1 n E N} for 1 5 i, j 5 2. 
Let cr(i, j) stand for xl(i) - 7rs(j) + 1, 1 < i, j < 2. Then o(i,j) E 
{2n}r=,, 1 5 i, j 5 2, and a(l,l) - cr(l,2) = a(2,l) - (~(2,2). By Obser- 
vation 1 either 
o(l,l) = 41,2), 
42,l) = 42,2) or 
4,1> = 42,1), 
c&2) = 42,2); 
that is, either 7rs(l) = 7r2(2) or rr(l) = 7rr(2). This is a contradiction, since 
both 7rr and 77-z are permutations. Therefore no such permutation matrices 
PI and P2 exist. 
That A is not Schur multiplier follows immediately from Theorem A. ??
Note that the matrix constructed above cannot be permuted to have 
an upper left corner equal to 
1 1 1 L---l 0 11. 0 0 1 
This clearly answers the question of Stout, as claimed. 
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Part II. Here we indicate that the norm of the triangular truncation on 
Mz is the third smallest norm (after 0 and 1) that any map An, with A a 
O-l Schur multiplier in M,,,, can possibly have. 
Two observations are useful: the first is that /(g011 > suptj 11 b, I( for 
every B = (bij)mxn E SM,,, (therefore, if A is a O-l multiplier, A # 0, 
then (I,Jo[( 1 1); the second is that if A’ is obtained from A E SM,,, by 
a permutation of rows and columns, then [IA~o[[ = [[Ao[[. 
LEMMA 3. ‘) 
PROOF. The map 
is concave upward, and consequently it achieves its norm at an extreme 
point of the unit ball of Mz, that is, at a unitary matrix. All unitary 
matrices in M2 are of the form 
mu1 cy,mp2 
Q2 dT37?, I where -CY2@2 IQ11 = b2l = IPll = lP2l = 1 
(see Lemma 3.8 of [7]). Now 
and simple calculus shows that the latter is maximized when t = fi/& 
and the maximum is 214. a 
THEOREM 4. Suppose M is a O-l Schur multiplier on BM, such that 
0 < IlMq < -$ = II 1 1 011. 
[ 1 0 1 
Then \\McI~~ = 1. 
PROOF. Since l\~IJjl < 2/a, no 2-by-2 compression of PMQ has 
exactly three l’s and one 0, no matter what permutation matrices P and 
A NOTE ON O-l SCHUR MULTIPLIERS 19 
Q are taken. In other words, if (M)ilJl = (M)i,j, = (M)iZJ1 = 1 then 
(M)i2j, = 1 also. 
Step 1. Suppose %? satisfies the hyEthesis of the theorem and has no 
zero rows. Then rows and cokmns of M can be permuted in such a way 
that as a partitioned matrix M becomes 
for some F and c, 1 5 r, c < a, and some z with no zero rows. 
Justification. Let C be the number of l’s in the first row of %? (so 
1 < c 5 co). Permute the columns of z to obtain (after partitioning) 
Observe that if the first c entries of any row of %?’ are not all zero, then they 
must all be l’s by the observation at the start of the proof, and moreover 
these are the only l’s in that row. Let r be the number of rows of zi’ 
the first c entries of which are all 1’s. Permute the rows of %’ to obtain 
(after partitioning) 
” 
1 1 1 ..’ 
1 1 1 ... 
ill... 0 -7-L . . . . . . . . . . . Z=Z 0 M 
for some G, as required. 
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Step 2. If A4 satisfies the hypothesis of the theorem, then rows and 
columns of M can be permuted in such a way that (as a partitioned matrix) 
M becomes 
(possibly with finitely many blocks), where 0 5 ro, co < co, 1 5 r,, c, 5 CC 
ifi>l. 
Justification. First permute rows and columns of M to obtain 
cc, 
A 
Go = lir 
{ O O H--l 0 Ml ’ 
where 0 < ro, CO 5 03 and Ml has no zero rows. Apply the procedure of 
step 1 to Ml to 
where 1 < ~1, cl < ocj and_Mz has no zero rows. Apply the procedure 
of step 1 to Mz to obtain Mz, etc. It still remains to be shown that this 
process defines (inductively) the permutation of rows and columns of M 
that results in a claimed form of a matrix. To this end it is enough to 
demonstrate that the inductive procedure prescribes a final place for every 
row and column of M. Zero rows and columns are taken care of trivially. 
Let [fi( il), il] be the position of the leading 1 in the ilth column of Ml. 
If fi(Z,) = 1, then the position of the column of M containing the ilst 
column of Ml is set within the step leading to %I. If ji(il) > 1, then let 
[f2(%), &I be th e coordinates within Mz of the spot which the entry 1 we are 
keeping track of moves to as we go from %& to ??I. Observe that i2 < il 
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and fi( iz) < fi (il). If f2( i2) = 1, then the column of M containing the ilst - 
column of A41 is in the prescribed position within the step leading to Mz. 
If not, our 1 migrates to a position [ f3 (is), is] within Ma, with is 5 iz and 
Mi3) < f2(%), etc. N o matter what, there will be an n in N such that 
fn(in) = 1, th a is, our 1 ends up being the entry in the first row and i,th t 
column of i!4,, and the position_of the co&mn of M we have been looking 
at is prescribed as we go from M,_, to M,. Thus, clearly, all columns are 
prescribed a legitimate final position. A symmetric argument demonstrates 
the same for the rows. The proof is complete. ??
Part III. We conclude with a note about the spectrum of Schur multi- 
plication maps. Q. Stout [9] has demonstrated that if A = (av) E BM,,, 
then I is the closure of {aij ( 1 5 i < m + 1, 1 5 j < n + 1). Whether 
the same holds for all A in SM,,, is still an open question. In the case 
that A has only finitely many distinct entries (for example, A is a O-l Schur 
multiplier) the answer is affirmative: 
THEOREM 5. Suppose A is Schur multiplier on BM, with finitely 
many distinct entries al, a2, . . , a,. Then 
PROOF. It is clear that {a~, al,. . , a,} is a subset of the point spec- 
trum of Au. If x # al,, k = 1,2, . . , n, consider the matrix B = ( bt3) in 
M, defined by b, = l/(a%j-X) f or all i, j. Demonstrating that B E SM, 
will complete the proof [with (A-_X10)-’ = BEI]. B has finitely many dis- 
tinct entries, and B[i,j] = B[k, !] if and only if aij = ake. Therefore there 
exists a polynomial P of degree n such that P(aij) = b, for all i, j. Yet 
SM, is a Banach algebra under Schur multiplication, and consequently 
BE SM,. ??
REFERENCES 
1 J. R. Angeles, C. C. Cowen, and S. K. Narayan, Triangular truncation and 
finding the norm of a Hadamard multiplier, reprint. 
2 G. Bennett, Schur multipliers, Duke Math. J. 44(3):603-639 (1977). 
3 C. K. Fong, H. Radjavi, and P. Rosenthal, Norms of matrices and operators, 
J. Operator Theory 18:99-113 (1987). 
4 R. A. Horn, The Hadamard product, Proc. Sympos. Appl. Math. 40237-169 
(1990). 
22 LEO LIVSHITS 
5 S. Kwapien and A. Pelczynski, The main triangle projection in matrix spaces 
and its application, Studia Math. 34:43-68 (1970). 
6 S.-C. Ong, On the Schur multiplier norm of matrices, Linear Algebra Appl. 
56:45-55 (1984). 
7 V. I. Paulsen, S. C. Power, and R. R. Smith, Schur products and matrix 
completions, J. Funct. Anal. 85:151-178 (1989). 
8 I. Schur, Bemerkurgen zur Theorie der heschrankten Bilinearformen mit 
unendlich vielen Veranderlichen, J. Reine Anger. Math. 140:1-28 (1911). 
9 Q. F. Stout, Schur multiplication on B(W), Ph.D. Thesis, Indiana Univ., 
1977. 
10 Q. F. Stout, Schur multiplication on B(&, !,), J. Operator Theory 5:231-243 
(1981). 
Received 26 July 1993; final manuscript accepted 21 September 1993 
