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XIIIKapitel 1
Historische EinfÄ uhrung
1.1 Vorwort
In dieser Arbeit beschÄ aftigen wir uns mit der Anzahlfunktion ¼(x), die als
die Anzahl aller Primzahlen · x de¯niert ist. Im ersten Teil dieser Arbeit
betrachten wir einige bekannte Beweise des Primzahlsatzes. In dieser (histo-
rischen) EinfÄ uhrung stellen wir einige Ideen zum Beweis des Primzahlsatzes
in chronologischer Reihenfolge zusammen. Dies vermittelt gleichzeitig einen
groben Ä Uberblick Ä uber die verschiedenen Methoden und Hilfsmittel, die
im Laufe der Zeit entwickelt wurden. FÄ ur die benÄ otigten Begri®e und
Tatsachen aus der Zahlentheorie verweisen wir auf die Literatur wie etwa
[9]. Von entscheidender Bedeutung ist die Verwendung der Landau1schen
Symbole o, O und s, welche wie folgt de¯niert werden kÄ onnen:
f(x) = O(g(x)) :, lim
x!1
¯
¯ ¯ ¯
f(x)
g(x)
¯
¯ ¯ ¯ < 1 (1.1)
f(x) = o(g(x)) :, lim
x!1
¯ ¯
¯ ¯
f(x)
g(x)
¯ ¯
¯ ¯ = 0 (1.2)
f(x) s g(x) :, lim
x!1
¯ ¯
¯ ¯
f(x)
g(x)
¯ ¯
¯ ¯ = 1 (1.3)
1Die Lebensdaten von Landau und viele andere in dieser Arbeit erwÄ ahnten Mathema-
tiker ¯ndet man am Ende der Arbeit.
1Historische EinfÄ uhrung 2
Es ist durchaus Ä ublich, auch andere GrenzÄ ubergÄ ange mit Landauschen Sym-
bolen zu beschreiben, dies wird jedoch in der vorliegenden Arbeit nicht der
Fall sein. Alle anderen betrachteten Symbole werden an entsprechender Stel-
le erklÄ art. Ferner verweisen wir auf das Symbolverzeichnis im Anhang A ab
Seite 113.
Eine natÄ urliche Zahl hei¼t Primzahl (hier meistens mit p bezeichnet),
wenn sie genau zwei verschiedene2 positive Teiler hat.
1.2 Der Primzahlsatz im Laufe der Geschichte
Schon Euklid [20, Seite 388{392] (vgl. auch [34, Seite 3]) hat bewiesen,
dass es unendlich viele Primzahlen gibt. Unter der Annahme, dass die
Menge der Primzahlen P = fp1;p2;:::;pkg mit p1 = 2 < p2 = 3 < ¢¢¢ < pk
endlich sei, zeigte Euklid, dass fÄ ur den kleinsten Primteiler p(n) der
natÄ urlichen Zahl3
n := 1 +
k Y
j=1
pj
| {z }
:=pk$
(1.4)
gilt p(n) = 2 fp1;p2;:::;pkg, im Widerspruch zu p(n) 2 P. Damit scheint
es so, als ob weitere Anzahlfragen zu den Primzahlen sich erÄ ubrigen.
TatsÄ achlich wurde fast 2000 Jahre nichts mehr Ä uber die Verteilung der
Primzahlen gefunden, ja noch nicht einmal vermutet. Das Ä andert sich erst,
als im Jahre 1737 Euler einen vÄ ollig neuen4 Beweis fÄ ur die Unendlichkeit
der Menge der Primzahlen verÄ o®entlichte. Eine Generation vor ihm wurde
2Nach dieser De¯nition ist 1 keine Primzahl.
324029$+1 ist prim; dies wurde von Caldwell [10] entdeckt und galt (wahrscheinlich
heute noch) als die grÄ o¼te bekannte Primzahl von der Form p$+1. [57, Seite 16]
4Heute kennt man zahlreiche Beweise fÄ ur die Unendlichkeit der Menge der Primzahlen
[56, Chapter 1].Historische EinfÄ uhrung 3
bewiesen, dass die harmonische Reihe, das ist die Summe aller reziproken
natÄ urlichen Zahlen
P
n2N
1
n, Ä uber alle Grenzen wÄ achst, das hei¼t diver-
giert. Der Eulersche Beweis verlÄ auft folgenderma¼en: Angenommen, es
gÄ abe nur die endlich vielen Primzahlen p1, p2, ..., pk. Man bilde das Produkt
k Y
j=1
1
1 ¡ 1
pj
=
k Y
j=1
µ
1 +
1
pj
+
³ 1
pj
´2
+
µ
1
pj
¶3
+ :::
¶
(1.5)
und multipliziere die Klammern aus. Aufgrund der Eindeutigkeit der
Primfaktorzerlegung der natÄ urlichen Zahlen ergibt sich dann fÄ ur jedes
n 2 N der Summand 1
n genau einmal. Es ist also
k Y
j=1
1
1 ¡ 1
pj
=
1 X
n=1
1
n
(1.6)
Dies ist aber nicht mÄ oglich, da die harmonische Reihe divergiert. Daraus
folgerte Euler: Es gibt unendlich viele Primzahlen. Er hatte damit zwei
auf den ersten Blick vÄ ollig verschiedene Gebiete zusammengefÄ uhrt, die
Analysis und die Zahlentheorie. Der Eulersche Beweis hat gegenÄ uber
dem einfacheren Euklidschen den Vorteil, dass er quantitative Aussagen
erlaubt. Dies liest sich bei Euler [21] (vgl. [62]) so:
1
2
+
1
3
+
1
5
+
1
7
+
1
11
+ ¢¢¢ = loglog1 (1.7)
In heutiger Schreibweise
X
p·x
1
p
s log
³
log(x)
´
(1.8)
Mit einem Mal schien es wieder sinnvoll, nach der genaueren Verteilung der
Primzahlen zu fragen, worÄ uber Euler noch verzweifelte: "Die Mathemati-Historische EinfÄ uhrung 4
ker haben sich bis jetzt vergeblich bemÄ uht, irgendeine Ordnung in der Folge
der Primzahlen zu entdecken, und man ist geneigt zu glauben, dies sei ein
Geheimnis, das der menschliche Geist niemals durchdringen wird. Um sich
davon zu Ä uberzeugen, braucht man nur einen Blick auf die Primzahltabellen
zu werfen, wobei sich einige die MÄ uhe gemacht haben, diese bis Ä uber
10000 hinaus fortzusetzen, und man wird zunÄ achst bemerken, dass dort we-
der eine Ordnung herrscht noch eine Regel zu beobachten ist.\[17, Seite 279]
Es gab aber Forscher, die sich von dem vermeintlichen Chaos nicht
schrecken lie¼en. Zu diesen tapferen Wahrheitssuchern gehÄ orten Legendre
und Gauss. Legendre de¯nierte als erster die Anzahlfunktion folgender-
ma¼en:
¼(x) := Anzahl aller Primzahlen · x;(x 2 R) (1.9)
Erst das gewissenhafte AuszÄ ahlen immer umfangreicherer Primzahltafeln5
fÄ uhrte unabhÄ angig voneinander Legendre und Gauss zu Vermutungen,
die beide nach geeigneter Interpretation6 zur asymptotischen Gleichheit
(Primzahlsatz):
¼(x) s
x
log(x)
(1.10)
Ä aquivalent7 sind.
5Lambert verÄ o®entlichte im Jahre 1770 eine Primzahltafel fÄ ur p<102 000; Vega (1797)
fÄ ur p < 400031; Chernac (1811) fÄ ur p < 1020000; und Burckhardt (1816/7) fÄ ur p <
3036000 [56, Seite 175] und [57, Seite 233].
6Dazu spÄ ater mehr.
7Dabei ist zu beachten, dass fÄ ur L > 3 auf dem beliebig gro¼en Intervall IL:=[L!+2,
L!+L] die Funktion ¼(x) konstant ist, aber
x
log(x) monoton wachsend ist. Ein solchesHistorische EinfÄ uhrung 5
Legendre verglich die aus den Tafeln von Vega, Chernac und
Burckhardt ermittelten Werte von ¼(x) fÄ ur x · 106 mit der Funktion
¸(x) :=
x
log(x) ¡ B
;wobei lim
x!1B(x) = 1;083 66::: (1.11)
und fand im betrachteten Bereich eine sehr gute Ä Ubereinstimmung8. Im
Jahre 1808 Ä au¼erte er sich folgenderma¼en: "`Quoique la suite des nombres
premiers soit extr^ emement irr¶ eguliµ ere, on peut cependant trouver avec une
pr¶ ecision trµ es satisfaisante, combien il y a a de ces nombres depuis 1 jusqu'µ a
une limite donn¶ ee x. La formule qui r¶ esout la question est y = x
log(x)¡1;08366,
log(x) ¶ etant un logarithme hyperbolique."' [35, Band 2, Seite 65]
Legendre vermutete also, dass die Funktion B(x), welche man durch
die Gleichung
¼(x) :=
x
log(x) ¡ B
(1.12)
de¯nieren kann, fÄ ur x ! 1 gegen einen Grenzwert konvergiert, dessen er-
ste Dezimalen mit 1,083 66 Ä ubereinstimmen. Das besagt insbesondere wegen
¼(x)
x
log(x)
=
¼(x)log(x)
x
=
1
1 ¡
B(x)
log(x)
(1.13)
dass
¼(x) s
x
log(x)
: (1.14)
Intervall IL der GrÄ o¼e 778 ist erst fÄ ur L=778, d. h. L! + 2 > 10
1900 zu bekommen. Doch
haben Young und Potler [50] gezeigt, dass bereits die Primzahl 42842283925351 von
778 zusammengesetzten Zahlen gefolgt wird.
8Dabei ist zu beachten, dass Tschebyschew (vgl. [34, Seite 17]) zeigte, dass die
Legendre's Approximation falsch ist. Tschebyschew 's Beweis war allerdings relativ
kompliziert. Einen anderen einfacheren Beweis lieferte Pintz [49].Historische EinfÄ uhrung 6
Auf Gauss geht der folgender Gedanke zurÄ uck: Wenn der Primzahlsatz
(1.10) gilt, dann ist die "`Wachstumsrate"' der Primzahlen ziemlich genau
1
log(x) , denn
d
dx
µ
x
log(x)
¶
=
log(x) ¡ 1
log2(x)
s
1
log(x)
(1.15)
folglich ist dann
li(x) := lim
"!0
">0
0
@
u=1¡" Z
u=0
du
log(u)
+
u=x Z
u=1+"
du
log(u)
1
A (1.16)
Dabei steht "`li"' fÄ ur den Integrallogarithmus. (Beachte, dass
u=x R
u=0
du
log(u) sinn-
los ist [34, Seite 27]). Diese Approximation ist fÄ ur x < 107 fast so gut wie
die von Legendre, fÄ ur grÄ o¼ere x ist sie unvergleichlich besser.
Mit partieller Integration ergibt sich fÄ ur x > 1
li(x) ¡ li(2) =
x Z
2
1 ¢
1
log(u)
du (1.17)
=
x
log(x)
¡
2
log(2)
+
x Z
2
du
log2(u)
(1.18)
und daraus
li(x)
x
log(x)
= 1 +
µ
li(2) ¡
2
log(2)
¶
log(x)
x
+
log(x)
x
x Z
2
du
log2(u)
(1.19)
was zu9
li(x) s
x
log(x)
(1.20)
9Dies werden wir ausfÄ uhrlich am Ende von Kapitel 4 beweisen.Historische EinfÄ uhrung 7
fÄ uhrt.
Wenn (1.10) bewiesen ist, ist ¼(x) s ¸(x) bzw. ¼(x) s li(x) gezeigt;
in dem hier prÄ azisierten Sinne sind dann die Vermutungen von Legendre
bzw. Gauss bestÄ atigt, dass ¸(x) bzw. li(x) die Funktion ¼(x) gut annÄ ahern.
Wenn man eine Tafel der Primzahlen bis N hat, kann man ¼(x) fÄ ur al-
le x · N unmittelbar durch AuszÄ ahlen ermitteln. TatsÄ achlich hat Gauss
genau auf diesem Wege aus den Tafeln von Lambert und Vega seine obi-
ge (richtige) Vermutung (1.16) veri¯ziert. In seiner Besprechung der neu
erschienenen Primzahltafeln von Chernac Ä au¼erte Gauss sich dann auch
begeistert: "`...Wie schÄ atzbar ein solches der Arithmetik gemachtes Ge-
schenk sei, beurtheilt ein Jeder leicht, der viel mit grÄ ossern Zahlenrech-
nungen zu thun hat. Der Verf. verdient doppelten Dank, sowohl fÄ ur seine
hÄ ochst mÄ uhsame Arbeit selbst,..., als fÄ ur den gewiss sehr erheblichen auf
den Druck gemachten Aufwand, wofÄ ur sich sonst schwerlich ein Verleger ge-
funden haben mÄ ochte. ...Die erste Million ist nun fÄ ur Jedermanns Gebrauch
da; und wer Gelegenheit und Eifer fÄ ur diesen Gegenstand hat, mÄ oge daher
seine MÄ uhe auf das Weitere richten."' [9, Seiten 287{288]
Die Gausssche Vermutung (1.16) hat den Vorzug, dass der Primzahlsatz
die folgende heuristisch{anschauliche Interpretation bekommt: 1
log(n) gibt die
Wahrscheinlichkeit an, dass n eine Primzahl ist. Aber weder Gauss noch
Legendre konnte seine Vermutung beweisen.
Erst Tschebyschew [11] gelang um 1850 ein erstes Ergebnis in diese
Richtung. Er konnte mit elementaren Methoden (d. h. die bis dahin nur
wenig entwickelte Theorie der analytischen Funktionen nicht benÄ utzenden)
zeigen10, dass fÄ ur genÄ ugend gro¼e x 2 R gilt:
10Tschebyschew hat erstmals das Bertrandsches Postulat bewiesen: Bertrand
stellte anhand einer Primzahltafel bis 6000000 fest, dass sich zwischen n und 2n stets eine
Primzahl befand. Seine Vermutung, dass dies allgemein gelte, nannte man Bertrandsches
Postulat.Historische EinfÄ uhrung 8
A
x
log(x)
· ¼(x) · B
x
log(x)
(1.21)
wobei A =
2
1
23
1
35
1
5
30
1
30
= 0;921 29::: (1.22)
und B =
6
5
A = 1;105 55::: (1.23)
Au¼erdem bewies er: Wenn der Grenzwert lim
x!1
¼(x)
x
log(x)
existiert, so muss
dieser gleich 1 sein. Mit Tschebyschew s Originalmethoden, aber viel
grÄ o¼erem numerischen Aufwand konnte Sylvester [75] die Faktoren
0;921 29...bzw. 1;105 55...auf 0;956 95...bzw. 1;044 23...verschÄ arfen.
Interessant ist was Sylvester einmal Ä uber den (vermuteten) Primzahlsatz
sagte: "`...But to pronounce with certainty upon the existence of such
possibility, we shall probably have to wait until some one is born11 into
the world as far surpassing Tschebyschew in insight and penetration
as Tschebyschew has proved himself superior in these qualities to the
ordinary run of mankind."' [75, Seite 247]Ein Beweis des Primzahlsatzes
kam auf diesem Wege nicht zustande. Riemann [59] zeigte, dass man die
Zetafunktion:
³(s) :=
1 X
n=1
n¡s (1.24)
wobei s = ¾ + it 2 C mit Re(s) > 1 (1.25)
und n¡s := exp
³
s ¢ log(n)
´
(1.26)
auf die ganze komplexe Ebene analytisch fortsetzen kann zu einer Funktion,
11Als Sylvester diese Zeilen schrieb, waren Hadamard und De La Vall¶ ee Poussin
schon geboren. Diesen gelang es, das Ziel zu erreichen, und zwar auf dem Wege, welchen
schon lange zuvor zu verwandten, aber anderen Zwecken Riemann betreten hatten.Historische EinfÄ uhrung 9
die fÄ ur s 6= 1 holomorph ist und in s=1 einen einfachen Pol mit Residuum
1 hat. Dabei gilt nach Riemann die Funktionalgleichung:
³(1 ¡ s) = (2¼)¡s cos
³¼
2
s
´
¡(s)³(s) (1.27)
wobei
¡(s) =
1 Z
0
us¡1 exp(u)du (1.28)
die Gammafunktion bezeichnet. Der Gleichung (1.27) entnimmt man auf
Grund der bekannten Pole der Gamma{Funktion, dass ³(s) im Gebiet
Re(s)<0 einfache Nullstellen fÄ ur s=-2, -4,...hat. Riemann vermutete, dass
³(s) im "`kritischen Streifen"' 0 · Re(s) · 1 unendlich viele Nullstellen
hat und dass diese Nullstellen alle auf der Geraden Re(s) = 1
2 liegen. Diese
berÄ uhmte Riemannsche Vermutung12 konnte bis heute nicht bewiesen
werden. Ferner schlug Riemann 1859 in seiner berÄ uhmt gewordenen Arbeit
[59] vor, das genaue Verhalten der Funktion ¼(x) fÄ ur gro¼e x durch analyti-
sche Eigenschaften der komplexen Zeta{Funktion zu studieren13. Riemann
12Heute vermutet man zusÄ atzlich, dass diese Nullstellen sÄ amtlich einfach sind. Die-
se Vermutung wird durch immer weiter gehende Computer{gestÄ utzte Rechnungen na-
hegelegt. Van de Lune, Te Riele und Winter [85] haben gezeigt, dass die ersten
1500000001 nichttrivialen Nullstellen der Zetafunktion alle einfach sind. Nach deren Be-
rechnungen mit einem Superrechener liegen alle Nullstellen ¾ + it der Zetafunktion mit
0 < t < 545 439 823;215 auf der Geraden Re(s) =
1
2 und sind einfach. [56, Seite 182]
und [57, Seite 241]. Dabei ist zu beachten, dass die Mertenssche Vermutung, die stÄ arker
als die Riemannsche Vermutung (d.h. sie impliziert die Riemannsche Vermutung, ohne
selbst aus dieser hergeleitet werden zu kÄ onnen), erst 1985 von Odlyzko und Te Riele
[58] widerlegt wurde. ErwÄ ahnenswert, dass schon Jurkat und Peyerimhoff [47] einer
Widerlegung der Mertensschen Vermutung sehr nahe kamen.
13Es ist nicht sehr erstaunlich, dass man von den Eigenschaften der Zeta{Funktion auf
Eigenschaften der Primzahlen schlie¼en kann. Denn es stecken grob gesprochen in ³(s) alle
Primzahlen drinnen, und die Werte von ³(s) in irgendeinem der unendlich vielen Punkte
der s{Ebene liefern eine Aussage Ä uber die (unendlich vielen) Primzahlen.Historische EinfÄ uhrung 10
zu Ehren trÄ agt die Zetafunktion seinen Namen. Doch die Geschichte der
Zetafunktion begann rund 125 Jahre vor Riemann: Sowohl Mengoli
(Novea quadraturea arithmeticae, Bologna, 1650) als auch Wallis (Arith-
metica in¯nitorum, Oxford, 1655) hatten das Problem gestellt, den Wert
der Reihe
P
n¸1
n¡2 (also ³(2)) zu berechnen. Leibniz ebenso wie die Ä alteren
Bernoulli{BrÄ uder konnten ab 1670 nur NÄ aherungswerte angeben, die
spÄ ater von Bernoulli14 und Goldbach (1728), Stirling (1730) und
Euler (1731) sukzessive verbessert wurden. 1734 gelang dann Euler der
Nachweis von
³(2) =
¼2
6
; (1.29)
allgemeiner von
³(2j) = (¡1)j¡122j¡1
(2j)!
B2j¼2j (1.30)
fÄ ur alle j 2 N mit den (rationalen) Bernoulli15{Zahlen Bk (vgl. [9, Seite
52]).
Wichtiger als die Primzahlformel selbst, fÄ ur deren Richtigkeit Riemann
nur heuristiche GrÄ unde angegeben hatte, war seine Idee, durch Anwendung
der Theorie der analytischen Funktionen einer komplexen Variablen auf
das Studium einer ganz bestimmten Funktion, hier der Zetafunktion, zah-
lentheoretische SÄ atze zu gewinnen. Riemanns Vorschlag erwies sich in der
Folgezeit als durchaus fruchtbar und fÄ uhrte zum Beweis des Primzahlsatzes:
1896 (also erst 100 Jahre nach den Rechnungen von Legendre und Gauss)
gelang Hadamard [23] (und unabhÄ angig davon und nahezu zeitgleich De
La Vall¶ ee Poussin [14]) der Beweis des Primzahlsatzes. Es ging die MÄ ar,
14Hier ist Daniel Bernoulli gemeint
15Hier ist Jakob Bernoulli gemeint.Historische EinfÄ uhrung 11
dass die Bezwinger des Primzahlsatzes unsterblich wÄ urden, und in der Tat,
beide wurden fast 100 Jahre alt. Diese ersten Beweise des Primzahlsatzes
verwendeten entscheidend die Tatsache, dass die Zetafunktion in der Halb-
ebene Re(s) ¸ 1 nicht verschwindet, und verliefen im Wesentlichen so: Man
stellt zunÄ achst die Summe
P
n·x
¤(n) der Koe±zienten der in ¾ := Re(s) > 1
konvergenten Dirichlet{Reihe
P
¤(n)n¡s von ¡
³0(s)
³(s) durch ein komplexes
Integral lÄ angs der vertikalen Geraden Re(s) = ¾0 mit ¾0 > 1 dar, in dessen
Integrand der Quotient
³0(s)
³(s) eingeht. Da ³ in ¾ ¸ 1, ja sogar noch in
einem gewissen Bereich ¾ > 1 ¡ ´(jtj) nullstellenfrei16 ist, dann kann der
Integrationsweg so weit nach links verlagert werden, dass man den Pol
der Zetafunktion an s=1 zur asymptotischen Auswertung der Koe±zien-
tensumme
P
n·x
¤(n) via Residuensatz ausnutzen kann. Diese Auswertung
von
P
n·x
¤(n) liefert den Primzahlsatz in der Form ¼(x) s li(x). Klar ist,
dass man fÄ ur die Verlagerung des Integrationsweg nach links genÄ ugend
gute obere AbschÄ atzungen fÄ ur den Integraden, insbesondere fÄ ur
¯ ¯ ¯
³0
³ (¾ + it)
¯ ¯ ¯
in 1 ¡ ´(jtj) < ¾ < ¾0 bei jtj ! 1 benÄ otigt. Sowohl die Sicherung der
Nullstellenfreiheit von ³ in 1 ¡ ´(jtj) < ¾ < 1 bei genÄ ugt gro¼em jtj als
auch die Gewinnung der erwÄ ahnten guten Schranken fÄ ur
¯
¯ ¯
³0
³
¯
¯ ¯ in diesem
Bereich ist zwar mÄ uhevoll, dafÄ ur hat dieser Ä alteste Weg zum Primzahlsatz
den Vorteil, sofort zu einer quantitativen Verfeinerung des Typs
16Man kann bisher nicht die Existenz einer noch so kleinen reellen Konstanten ´ 2]0;
1
2]
garantieren, so dass ³ in der Halbebene ¾ > 1 ¡ ´ nullstellenfrei ist. Man kennt lediglich
bei jtj ! 1 gegen Null konvergente positive Funktionen ´(jtj), so dass ³(¾ + it) 6= 0
ist fÄ ur ¾ > 1 ¡ ´(jtj) und jtj genÄ ugend gro¼. De Le Vall¶ ee Poussin [15] hat dies 1899
fÄ ur ´(¿) =
c
log(¿) bewiesen; das beste Resultat in dieser Richtung wurde 1958 unabhÄ angig
voneinander (im wesentlichen) von Korobov [32] und Vinogradov [82] (vgl. [84, Kapitel
V, Seite 188, ab Zeile 18], insbesondere den Hinweis auf Richerts brie°iche Korrektur
des Ergebnisses [84, Seite 226]) gefunden und lautet ´(¿) = c
³
log(¿)
´ ¡2
3 ³
log
¡
log(¿)
¢´ ¡1
3 ,
dabei bedeutet c jeweils absolute positive Konstanten.Historische EinfÄ uhrung 12
¼(x) = li(x) + O
Ã
xexp
³
¡clog®(x)
´
!
bei x ! 1 (1.31)
mit einer positiven Konstanten c zu fÄ uhren. Auf mÄ ogliche Werte von ® kom-
men wir spÄ ater zurÄ uck.
Neue Wege zum Primzahlsatz haben um 1930 herum die Taubersche17
SÄ atze von Ikehara und Wiener erÄ o®net. GrundsÄ atzlich gestalten Tauber-
sche SÄ atze asymptotische Aussagen Ä uber
P
n·x
an , wenn man das asymptoti-
sche verhalten bei ¾ ! 1 der in ¾ > 1 durch die Reihe
P
ann¡s de¯nierten
Funktion genÄ ugend gut kennt und wenn die Reihe{Koe±zienten an geeignete
Zusatzbedingungen erfÄ ullen. FÄ ur die Beweise und Anwendungen der ange-
sprochenen Tauberschen SÄ atze in der Primzahltheorie wurde die aufwendige
AbschÄ atzung von
¯ ¯
¯
³0
³
¯ ¯
¯ an 1 ebenso Ä uber°Ä ussig wie der Nachweis des Nicht-
verschwindens von ³ etwas links von ¾ = 1. DafÄ ur hÄ angen die Beweise dieser
Tauberschen SÄ atze von gewissen Resultaten Ä uber Fourier{Transformation
ab, die ihrerseits keineswegs auf der Hand liegen.
Vor wenigen Jahren hat Newman [44] einen dritten analytischen Weg
zum Primzahlsatz gefunden. Wir werden auf den Newmanschen Beweis in
Kapitel 4 ausfÄ uhrlich eingehen. Der Newmansche Ansatz kommt einerseits
mit Integration lÄ angs endlicher Wege (und der Tatsache ³(s) 6= 0 in ¾ ¸ 1)
aus, umgeht also AbschÄ atzungen bei 1; andererseits ist er frei von SÄ atzen
der Fourier{Analysis.
Im Jahre 1948 fanden (etwa) gleichzeitig Selberg [71] und ErdÄ os [19]
elementare18 Beweise des Primzahlsatzes. Dies wirkte wie eine Sensation:
Seit Tschebyschew hatte man sich ein Jahrhundert lang immer wieder
17Taubersche SÄ atze sind SÄ atze, die aus dem asymptotischen Verhalten der erzeugenden
Funktion
P
ann
¡s fÄ ur s ! 1+ unter gewissen Zusatzbedingungen auf das asymptotische
Verhalten der summatorischen Funktion
P
n·x
an der Koe±zienten schlie¼en lassen.
18Elementar ist nicht zu verwechseln mit einfach. Elementarer Beweis des Primzahlsatzes
ist ein Beweis, der ohne Kenntnis der komplexen Funktionentheorie auskommt.Historische EinfÄ uhrung 13
vergeblich um einen derartigen Weg bemÄ uht. "`Dies zeigt"' um mit Siegel
zu sprechen "`dass man Ä uber die wirklichen Schwierigkeit eines Problem
nichts sagen kann, bevor man es gelÄ ost hat"' . Die ErdÄ os{Selbergsche
Entdeckung verhalf in der Folgezeit den elementaren Methoden in der Zah-
lentheorie zu neuem Ansehen und gab ihnen den gebÄ uhrenden Platz neben
den analytischen zurÄ uck. Auch die elementaren Beweise sind alles andere
als einfach und erbringen bis heute kein so gutes Restglied wie die Ver-
wendung der Riemannschen Zetafunktion. Uns schienen die analytischen
Beweise durchsichtiger zu sein. Daher geben wir in dieser Arbeit nur analy-
tische Beweise des Primzahlsatzes wieder.
1.3 GrÄ o¼enordnung des Fehlergliedes ¼(x) ¡ li(x)
Hinsichtlich der GÄ ute des Fehlerterms r(x) := ¼(x) ¡ li(x) in AbhÄ angigkeit
von nullstellenfreien Gebieten der Zetafunktion gilt genauer folgendes: Ist
³(¾ + it) 6= 0 fÄ ur alle ¾ > 1 ¡ ´, so ist
¼(x) = li(x) + O
³
x1¡´ log(x)
´
: (1.32)
De La Vall¶ ee Poussin erhielt
¼(x) = li(x) + O
Ã
xexp
³
¡c
p
log(x)
´!
: (1.33)
Erst 1922 konnte (1.33) verschÄ arft werden. Littlewood [40] zeigte
¼(x) = li(x) + O
Ã
xexp
³
¡c
p
log(x)log(log(x))
´!
: (1.34)
Tschudakov [12] hat bewiesen:Historische EinfÄ uhrung 14
¼(x) = li(x)+O
Ã
xexp
µ
¡c
¡
log(x)
¢®
¶!
fÄ ur jedes ® <
4
7
und c > 0: (1.35)
Weitere Verbesserungen erzielten Titchmarsh [79] und Tatuzawa [76].
Die beste heute beweisbare Version des Primzahlsatzes stammt von Vino-
gradov [82] und unabhÄ angig davon Korobov [32], wobei das Ergebnis19
durch Richert (geringfÄ ugig) korrigiert wurde: Mit einer geeigneten Kon-
stante c > 0 ist fÄ ur jtj ¸ 2
³(s) 6= 0 fÄ ur 1 ¡ c
³
log(t)
´ ¡2
3
Ã
log
µ
log(t)
¶! ¡1
3
(1.36)
hieraus folgt
¼(x) = li(x) + O
Ã
xexp
µ
¡c
¡
log(x)
¢3
5¡
log(log(x))
¢¡1
5
¶!
: (1.37)
Man vermutet, dass ¼(x) weit nÄ aher an li(x) verlÄ auft, dass nÄ amlich die
Aussage:
¼(x) = li(x) + O
³p
xlog(x)
´
(1.38)
richtig ist. Diese Version des Primzahlsatzes wÄ urde20 aus der Riemannschen
Vermutung folgen, man setze in (1.32) ´ = 1
2 (vgl. [62]; [25, Seite 57]; [51,
VII, x5]).
Die elementaren Beweis{Methoden erlauben, fÄ ur eine geeignete Kon-
stanten c > 0
19Siehe die Bemerkung 3.3 auf Seite 37
20Dies hat Von Koch zum ersten Mal bewiesen [83].Historische EinfÄ uhrung 15
¼(x) = li(x) ¢
Ã
1 + O
³
(log(x))c
´
!
: (1.39)
zu beweisen21. dass (1.39) mit jedem beliebigen c > 0 gilt, zeigten un-
abhÄ angig voneinander Bombieri [6, 7] und Wirsing [86, 87]. Im Jahre
1973 haben Lavrik und Sobirov [1], die die Methoden von Diamond und
Steinig [74] etwas verbesserten, mit elementaren Methoden das Restglied
O
Ã
xexp
³
¡c(log(x))
1
6(log(log(x)))¡3
´
!
: (1.40)
angegeben. Das beste bisher erzielte Restglied mit elementaren Methoden
stammt von Diamond [16] und lautet
O
Ã
xexp
³
¡ c(log(x))
1
6¡"
´!
; (1.41)
nachdem fÄ ur lange Zeit als o®en galt, ob mit der elementaren Methode eine
AbschÄ atzung
¼(x) = li(x) + O
Ã
xexp
Ã
¡
³
log(x)
´c
!!
;c > 0: (1.42)
erzielt werden kann. [66, Seite 49]
21Dabei ist c =
1
200 nach Corput [81], c =
1
10 nach Kuhn [33], c =
1
6 ¡" nach Breusch
[8], c =
3
4 nach Wirsing [86, 87], c = 1 ¡ " nach Dusumbetov [18].Historische EinfÄ uhrung 16
1.4 Vorzeichen (Signum) des Fehlergliedes ¼(x) ¡
li(x)
Das Fehlerglied r(x) := ¼(x) ¡ li(x) ist im bisher (x · 1018) stets negativ,
d.h. dort gilt ¼(x) < li(x). Nachdem zunÄ achst vermutet22 worden war, dass
die Werte von li(x) stets Ä uber demjenigen von ¼(x) liegen, bewies Hardy
[24] bereits 1914, dass es ein n0 gibt mit li(n0) < ¼(n0). Littlewood [39]
hat au¼erdem bewiesen, dass r(x) unendlich oft das Vorzeichen wechselt.
Unter Annahme der Riemannschen Vermutung zeigte Skewes [72] im Jah-
re 1933, dass dies mindestens einmal unterhalb 10101034
geschieht. Mehr als
20 Jahre spÄ ater (und ohne die Riemannschen Vermutung vorauszusetzen)
zeigte Skewes [73], dass der Vorzeichenwechsel von r(x) erst unterhalb
x < S := eeee7;705
= exp(exp(exp(exp(7;705)))) (1.43)
geschieht. Die Skewessche Zahl S ist wohl die grÄ o¼te Zahl, die je in der Ma-
thematik eine Wohlde¯nierten Zwecke hatte. Sie hat zu viele Dezimalstellen,
dass die vorhandene Materie nicht ausreichen wÄ urde, sie zi®ernmÄ a¼ig aufzu-
schreiben (vgl. [63]). Lehman [36] erniedrigt diese Zahl auf 1;65¢101165 aber
auch diese Schranke liegt noch weit au¼erhalb der Reichweite jeden Rechners
(vgl. [69, Seiten 92{93]). Te Riele [77] zeigte, dass es zwischen 6;62¢10370
und 6;69 ¢ 10370 mindestens 10180 Zahlen x gibt, so dass ¼(x) > li(x) gilt.
Bays und Hudson [3, 4] haben in einem an die Fachzeitschrift Mathematics
of Computation gesendeten, aber noch nicht verÄ o®entlichten Artikel gezeigt,
dass es einen frÄ uheren Vorzeichenwechsel von ¼(x) ¡ li(x) in der NÄ ahe von
1;39822 ¢ 10316 gibt. Siehe das Website23:
http://www.ams.org/jourcgi/jour-pbprocess?fn=110&arg1=
22Dies hat Riemann [59] ohne Beweis vermutet. (vgl. [48])
23Stand: MÄ arz 1999Historische EinfÄ uhrung 17
S0025-5718-99-01105-9&u=/mcom/0000-000-00
bzw.
http://www.ams.org/mcom/2000-69-231/
S0025-5718-99-01104-7/home.html
Pintz [48] zeigte, dass (mit e®ektiv angegebaren Konstanten c1, c2) die
Anzahl der Vorzeichenwechsel der Funktion ¼(x) ¡ li(x) im Intervall [1, Y]
grÄ o¼er als c1
p
log(Y ), wenn nur Y > c2 ist. Kaczorowski gab im Jahre
1985 eine untere Schranke fÄ ur den Vorzeichenwechsel der Funktion ¼(x) ¡
li(x) im [1, Y] mit c ¢ log(Y ) an, ohne die Konstante c explizit anzugeben
(vgl. [70, Seite 22]).
1.5 Sonstiges
² Wir weisen darauf hin, dass die Approximation ¼(x) s R(x) := li(x)¡
1 P
k=2
1
kli(
k p
x) fÄ ur den bis heute betrachteten Bereich x · 1018 besser
ist (vgl. Kapitel 8 dieser Arbeit), wobei der Buchstabe R zu Ehren
Riemanns gewÄ ahlt worden ist.
² Aus [70, Seite 3] entnahmen wir folgende chronologische Tabelle (siehe
Abbildung 1.1 auf die Seite 18)
² Die ersten Beweise des Primzahlsatzes waren allerdings sehr lang und
kompliziert. Es dauerte weitere 84 Jahre, bis der Beweis so vereinfacht
werden konnte, dass er nur wenige Seiten in Anspruch nimmt. Ein
wichtiger Verdienst gebÄ uhrt hierbei der Arbeit [44] von Newman aus
dem Jahre 1980.
1.6 Gliederung der Arbeit
Die vorliegende Arbeit ist wie folgt aufgebaut:Historische EinfÄ uhrung 18
1800 1850 1900 1950 2000
C. F. Gauss
L. Dirichlet
P. L. Tchebycheff
B. Riemann
J. Hadamard
C. de la Vall¶ ee{Poussin
E. Landau
G. H. Hardy
J. E. Littlewood
V. Brun
I. M. Vinogradov
C. L. Siegel
P. Tur¶ an
N. Levinson
P. ErdÄ os
Y. V. Linnik
A. Selberg
E. Bombieri
Abbildung 1.1: Chronologische TabelleNach dieser historischen EinfÄ uhrung listen wir im Kapitel 2 einige Grund-
lagen auf, die wir in der Arbeit brauchen werden.
Im Kapitel 3 behandeln wir einige Eigenschaften der Zetafunktion, denn
die Zetafunktion hat mit den Primzahlen engstes zu tun.
Im Kapitel 4 dieser Arbeit skizzieren wir einen analytischen Beweis des
Primzahlsatzes.
Im Kapitel 5 stellen wir eine Idee zum Beweis des Primzahlsatzes nach
D. Wolke vor.
Kapitel 6 ist einem Beweis des Primzahlsatzes nach Newman gewidmet.
Im Kapitel 7 geben wir einen Ä Uberblick Ä uber einige Verfahren zur Be-
rechnung von ¼(x) fÄ ur gegebene x. Wir stellen dort u. a. das Verfahren von
Legendre, Meissel sowie Lehmer vor.
Im Kapitel 8 listen wir einige ausgedehnte Tabellen fÄ ur ¼(x), li(x), R(x)
und x
log(x) zur numerischen Ä UberprÄ ufung des Primzahlsatzes auf. Au¼erdem
zeichnen wir Diagramme fÄ ur ¼(x) ¡ li(x), ¼(x) ¡ R(x), sowie ¼(x) ¡ x
log(x)
und kommentieren diese.
Schlie¼lich, fassen wir die wichtigsten Teile der Arbeit zusammen, und
listen Lebensdaten einiger in dieser Arbeit erwÄ ahnten Mathematiker auf.Kapitel 2
Grundlagen
In diesem Kapitel listen wir einige De¯nitionen, Begri®e sowie HilfssÄ atze aus
der Zahlentheorie sowie aus der komplexen Funktionentheorie auf, die man
u. a. in [9, 78, 29, 55, 38] ¯nden kann
De¯nition 2.1 ² Ist (aº)º¸k eine Folge komplexer Zahlen, so hei¼t die
Folge (zn)n¸k, zn :=
n P
º=k
aº der Partialsummen eine (unendliche) Rei-
he mit den Gliedern aº. Man schreibt
P
º¸k
aº,
1 P
k
aº,
1 P
º=k
aº oder ganz
einfach
P
aº
² Eine Reihe
P
aº hei¼t konvergent, wenn die Partialsummenfolge zn
konvergiert, andernfalls hei¼t sie divergent.
² Eine Reihe
P
aº hei¼t absolut konvergent, wenn die Reihe
P
jaºj kon-
vergiert.
Bemerkung 2.1
² Das Symbol
P
aº ist zweideutig: es bezeichnet sowohl die Partialsum-
menfolge als auch (gegebenenfalls) deren Limes.
² Konvergente Reihen kÄ onnen bei Umordnung unendlich vieler Glieder
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den Limes Ä andern, aber es gilt: Ist
P
aº absolut konvergent, so kon-
vergiert jede "`Umordnung"' dieser Reihe zum selben Grenzwert.
Lemma 2.1 (Konvergenzkriterium von Cauchy fÄ ur Reihen) Eine
Reihe
P
aº konvergiert genau dann, wenn zu jedem " > 0 ein n0 2 N
existiert, so dass gilt:
¯
¯ ¯
¯
n P
º=m+1
aº
¯
¯ ¯
¯ < ", fÄ ur alle m, n mit n > m > n0.
Beweis Der Beweis wird in [55] geliefert. ¥
De¯nition 2.2 Seien D ½ C ein Bereich, f : D ¡! C eine Funktion und
c := a + ib 2 D.
² lim
s!cf(s) = L:, wenn es zu jedem reellen " > 0 ein reelles ± = ±(") > 0
gibt, so dass jf(s) ¡ Lj < " fÄ ur alle s 2 D mit js ¡ cj < ±.
² f ist stetig in c, wenn lim
s!cf(s) = f(c).
² f hei¼t komplex di®erenzierbar in c, wenn der Grenzwert lim
s!c
f(s)¡f(c)
s¡c
existiert.
² f hei¼t holomorph, analytisch bzw. regulÄ ar in D, wenn f in jedem Punkt
von D komplex di®erenzierbar ist.
² f ist holomorph in c, wenn es eine o®ene Umgebung U ½ D von c gibt,
so dass die auf U eingeschrÄ ankte Funktion fjU holomorph in U ist.
² Wenn eine Funktion f(s) in der Umgebung eines Punktes z analytisch
ist, nicht aber in z selbst, dann hei¼t z eine isolierte singulÄ are Stelle
der Funktion f(s).
² Hat eine sonst holomorphe Funktion f(s) fÄ ur endliche Werte von s nur
Pole als singulÄ are Stellen, dann hei¼t sie mermorph.
Bemerkung 2.2Grundlagen 22
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Abbildung 2.1: Illustration einer komplexen Funktion
² Eine in c holomorphe Funktion ist komplex di®erenzierbar in c, in-
dessen ist eine in c komplex di®erenzierbare Funktion nicht notwendig
holomorph in c.
² Jede im o®enen Gebiet D holomorphe Funktion ist beliebig oft komplex
di®erenzierbar in D.
De¯nition 2.3 ² Eine Funktionenfolge fn : D ! C hei¼t in A
gleichmÄ a¼ig konvergent in A ½ D gegen fn : A ! C , wenn zu jedem
" > 0 ein n0 = n0(") 2 N existiert, so dass gilt: jfn(s) ¡ f(s)j < " fÄ ur
alle n ¸ n0 und alle s 2 A.
² Eine Reihe
P
fn von Funktionen konvergiert gleichmÄ a¼ig in A, wenn
die Folge der Partialsummen gleichmÄ a¼ig in A konvergiert.
² Man nennt eine Folge bzw. eine Reihe kompakt konvergent in X, wenn
sie in jeder kompakten Teilmenge von X gleichmÄ a¼ig konvergiert.
Kriterium 2.1 (Majorantenkriterium von Weierstra¼) Es sei fn :
X ! C eine Funktionenfolge; es sei A 6= ; eine Teilmenge von X, und
es gebe eine Folge reeller Zahlen Mn ¸ 0 so dass jfjA · Mn, n 2 N undGrundlagen 23
P
Mn < 1. Dann konvergiert die Reihe
P
fn gleichmÄ a¼ig in A. Dabei sei
jfjA := sup
x2A
jf(x)j die Supremumnorm.
Beweis Der Beweis wird in [55, Seite 103] geliefert. ¥
De¯nition 2.4 Eine Reihe
P
fn von Funktionen fn : X ! C hei¼t normal
konvergent in X, wenn jeder Punkt x 2 X eine Umgebung U hat, so dass
gilt
P
jfnjU < 1.
Lemma 2.2 Sei f(n) eine komplexe (fÄ ur alle natÄ urlichen n de¯nierte) mul-
tiplikative Funktion, d.h. f(m¢n) = f(n)¢f(m) fÄ ur alle n;m 2 N mit ggt(m,
n)=1, so dass
1 X
n=1
jfnj < 1:
Dann ist
Y
p2P
(1 + f(p) + f(p2) + :::) =
1 X
n=1
jfnj:
Falls f streng multiplikativ, d.h. f(m ¢ n) = f(n) ¢ f(m) fÄ ur alle n;m 2 N ,
so dass
1 X
n=1
jfnj < 1:
Dann ist
Y
p2P
1
1 ¡ f(p)
=
1 X
n=1
jfnj
.
Beweis [2, Seite 230] ¥
Lemma 2.3 (Abelsche Partielle Summation) Sei (an)n2N eine Folge
komplexer Zahlen, (¸n)n2N eine streng monoton wachsende, unbeschrÄ ank-
te Folge reeller Zahlen und g eine im Intervall [¸1;x] stetig di®erenzierbare
(komplexwertge) Funktion, so gilt fÄ ur alleGrundlagen 24
X
¸n·x
ang(¸n) =
µ X
¸n·x
an
¶
¢ g(x) ¡
Z x
¸1
µ X
¸n·x
an
¶
¢ g0(u)du:
Beweis [67, Seite 193] ¥
Lemma 2.4 (Legendres IdentitÄ at) FÄ ur jede Primzahl p und fÄ ur jede
natÄ urliche Zahl n ist die Vielfachheit ºp(n!) von p in n! gleich
1 P
j=1
[ n
pj].
Bemerkung Man beachte, dass
£ n
pj
¤
Null ist genau dann, wenn pj > n.
Beweis (Lemma 2.4) O®enbar ist fÄ ur j 2 N0
Ap(n;j) := #fk 2 N : k · n;ºp(k) = jg =
£ n
pj
¤
¡
£ n
pj+1
¤
.
und damit wegen der strengen AdditivitÄ at1 von p
ºp(n!)
=
n P
k=1
ºp(k)
=
1 P
j=1
jAp(n;j)
=
1 P
j=1
j
h
n
pj
i
¡
1 P
j=2
(j ¡ 1)
h
n
pj
i
=
1 P
j=1
h
n
pj
i
(2.1)
¥
Lemma 2.5 FÄ ur alle reellen x > 1 gilt ¼(x) < 6 x
log(x).
Beweis [2, Seite 82] ¥
Lemma 2.6 (Mertens) Bei x ! 1 gilt
P
p·x
log(p)
p = log(x) + O(1).
Beweis [2, Seite 89] ¥
Bemerkung Nach [78, Seite 14, Theorem 7] liegt das Fehlerglied O(1)
im o®enen Intervall ]-1-log(4), log(4)[; beachte log(4)=1,386 294 ...
1Eine zahlentheoretische Funktion f hei¼t streng additiv, falls f(n¢m) = f(n)+f(m)
fÄ ur alle n;m 2 N gilt.Grundlagen 25
Lemma 2.7 (Mertens) Es gibt eine reelle Konstante B, so dass fÄ ur x !
1 gilt
P
p·x
1
p = log
¡
log(x)
¢
+ B + O( 1
log(x)).
Beweis [2, Seite 90] ¥
Lemma 2.8 (Residuensatz) Ist die Funktion f(s) in einem einfach
zusammenhÄ angenden Gebiet G, das von der geschlossenen Kurve K begrenzt
wird, mit Ausnahme der endlich vielen Punkten z0, z1, ..., zn eindeutig
und analytisch, dann ist der Wert des im Gegenuhrzeigersinn Ä uber den
geschlossenen Weg K genommen Integrals gleich dem Produkt aus 2¼i und
der Summe der Residuen in allen diesen singulÄ aren Punkten:
Z
K
f(s)ds = 2¼i
n X
k=0
Res f(s)
¯ ¯ ¯
s=zk
(2.2)
Beweis [55] ¥
Lemma 2.9 (Cauchysche Integralformel) ² Ist f(z) auf einer ge-
schlossenen Kurve K und in dem von ihr umschlossenen einfach zu-
sammenhÄ angenden Gebiet analytisch, dann gilt fÄ ur jeden inneren (bzw.
Ä au¼eren) Punkt z dieses Gebietes ( siehe Abbildung 2.2 auf Seite 26)
die Darstellung :
f(z) =
1
2¼i
Z
K
f(s)
s ¡ z
ds; (2.3)
wenn s die Kurve K in Gegenuhrzeigersinn durchlÄ auft.
² Wenn eine Funktion f(z) im gesamten Teil der Ebene au¼erhalb des
geschlossenen Integrationsweges K analytisch ist, dann wird der Wert
der Funktion f(z) in einem Punkt z dieses Gebietes mit Hilfe der-
6
z
Im
Re
Punkt z innerhalb K
Abbildung 2.2: Illustration der Cauchyschen Integralformel: Punkt z inner-
halb K
Cauchyschen Formel (2.3) dargestellt, aber die Kurve des geschlosse-
nen Integrationsweg K ist nunmehr im Uhrzeigersinn zu durchlaufen
( siehe Abbildung 2.3 auf Seite 27 )
Beweis [55] ¥
Bemerkung Mit Hilfe der Cauchyschen Integralformeln lassen sich die
Funktionswerte einer analytischen Funktion im Inneren (bzw. Ä Au¼eren) eines
Gebietes durch die Funktionswerte auf dem Rande des Gebietes ausdrÄ ucken.
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Abbildung 2.3: Illustration der Cauchyschen Integralformel: Punkt z au-
¼erhalb KKapitel 3
Einige Eigenschaften der
Zetafunktion
Bevor wir mit einem analytischen Beweis des Primzahlsatzes anfangen,
behandeln wir einige Eigenschaften der Zetafunktion. Die Riemannsche
Zetafunktion ³(s) ist durch die Reihe
³(s) :=
1 X
n=1
n¡s (s > 1) (3.1)
und deren analytische Fortsetzung de¯niert. Dabei ist fÄ ur komplexe s das
n¡s durch die Gleichung n¡s = e¡slog(n) gegeben, wobei log(n) den reellen
(natÄ urlichen) Logarithmus der positiven ganzen Zahl n bedeutet.
ZunÄ achst gilt
Satz 3.1 Die Reihe
1 P
n=1
n¡s ist fÄ ur Re(s) ¸ 1 + " gleichmÄ a¼ig konvergent,
und die durch sie in der Halbebene Re(s)>1 de¯nierte Zetafunktion ist dort
regulÄ ar.
Beweis Sei s = ¾ + it. Die gleichmÄ a¼ige Konvergenz ergibt sich aus
28Einige Eigenschaften der Zetafunktion 29
¯ ¯
¯ns
¯ ¯
¯
=
¯ ¯
¯eslog(n)
¯ ¯
¯
=
¯ ¯
¯eRe(s)+i¢Im(s))log(n)
¯ ¯
¯
=
¯ ¯
¯e(Re(s)log(n) ¢ ei¢Im(s)log(n)
¯ ¯
¯
=
¯ ¯
¯e(Re(s)log(n)
¯ ¯
¯
= nRe(s)
· n¡(1+") fÄ ur Re(s) ¸ 1 + "
(3.2)
und die RegularitÄ at von ³(s) in Re(s)>1 folgt aus dem bekannten Wei-
erstrassschen Kriterium1 Ä uber die RegularitÄ at der Grenzfunktion einer
gleichmÄ a¼ig konvergenten Folge analytischer Funktionen. Denn es gibt zu
jedem Punkt aus ¾ > 1 ein " so, dass dieser innerer Punkt von ¾ ¸ 1 + "
ist. ¥
Satz 3.2 (Ä uber gewisse Dirichlet{Reihen) Gilt bei beliebigem reellem
" > 0 fÄ ur die Koe±zienten an der Dirichlet{Reihe
1 P
n=1
ann¡s die Bedin-
gung an = O(n") bei n ! 1, so konvergiert diese Reihe mindestens in
¾ > 1 absolut und kompakt gleichmÄ a¼ig, de¯niert dort also eine holomorphe
Funktion.
Beweis Man ¯xiere ein reelles ¾0 > 1 beliebig; sodann wÄ ahle man " reell
mit 0 < " < ¾0 ¡ 1 beliebig und hat nach Voraussetzung janj · c(")n" fÄ ur
alle n 2 N und daher
1NÄ aheres siehe [34, Seite 151].Einige Eigenschaften der Zetafunktion 30
¯ ¯
¯
1 P
n=1
ann¡s
¯ ¯
¯
· c(")
¯ ¯
¯
1 P
n=1
n¡(¾¡")
¯ ¯
¯
· c(")
¯
¯ ¯
1 P
n=1
n¡(¾0¡")
¯
¯ ¯ fÄ ur alle komplexen s mit Re(s) = ¾ ¸ ¾0
(3.3)
Die Reihe
1 P
n=1
n¡(¾0¡") konvergiert wegen ¾0 ¡ " > 1 und das Weier-
strasssche Majoranten{Kriterium liefert die Behauptung. ¥
Das Bindeglied zwischen den Primzahlen und der Zetafunktion ist
Satz 3.3 (Eulersche Produktdarstellung von ³) FÄ ur Re(s)>1 :
³(s) =
Y
p2P
³
1 ¡
1
ps
´¡1
(3.4)
Beweis Der Beweis ergibt sich aus dem Lemma 2.2 auf Seite 23 mit der
streng multiplikativen Funktion f(n) := n¡s. ¥
Bemerkung 3.1
Eine mehr amÄ usante Beweisvariante von der Existenz unendlich vieler
Primzahlen lÄ asst sich mit Hilfe der Eulerschen Produktdarstellung von
³ (Satz 3.3 auf Seite 30) herleiten : FÄ ur jedes ganze s ¸ 2 ist jeder Fak-
tor rechts in (3.4) rational. Unter der Annahme, es gÄ abe nur endlich viele
Primzahlen, wÄ are dann das Produkt rechts in (3.4) rational, also auch ³(s).
Nun ist aber die IrrationalitÄ at (sogar Transzendenz) von ³(2j) fÄ ur alle j 2 N
wohlbekannt. ¤
Nun zeigen wir zwei SÄ atze Ä uber die Zetafunktion.
Satz 3.4 FÄ ur jedes natÄ urliche N gilt in ¾ > 1
1 X
n=N
n¡s =
1
s ¡ 1
N1¡s + s
1 Z
N
³
1¡ < u >
´
u¡s¡1du (3.5)Einige Eigenschaften der Zetafunktion 31
Dabei stellt das Integral eine in ¾ > 0 holomorphe Funktion dar.
Beweis FÄ ur reelles x ¸ N ist nach Lemma 2.3 auf Seite 23 Ä uber partielle
Summation mit an = 1; g(x) = x¡s und ¸n:=n.te natÄ urliche Zahl gilt :
X
N·n·x
n¡s
=
³ X
N·n·x
1
´
¢ g(x) ¡
x Z
N
³ X
N·n·x
1
´
¢ g0(u)du (3.6)
=
³
[x] ¡ N + 1
´
¢ x¡s ¡ s
x Z
N
³
[u] ¡ N + 1
´
¢ u¡s¡1du (3.7)
In der Halbebene ¾ > 1 folgt daraus bei x ! 1
1 P
n=N
n¡s
= s
1 R
N
³
u ¡ N + 1¡ < u >
´
u¡s¡1du
= 1
s¡1N1¡s + s
1 R
N
³
1¡ < u >
´
u¡s¡1du
(3.8)
Nun zeigen wir, dass das in ¾ > 0 absolut konvergente Integral
J(s) =
1 Z
N
³
1¡ < u >
´
u¡s¡1du (3.9)
dort eine holomorphe Funktion de¯niert.
Unter Verwendung der Tatsache
P
j¸0
1
j!
¡
¡h ¢ log(u)
´j
= e¡h¢log(u)
= u¡h
(3.10)Einige Eigenschaften der Zetafunktion 32
erhalten wir fÄ ur reelle u ¸ 1 und komplexe h 6= 0:
¯ ¯1
h
¡
u¡h ¡ 1
¢
+ log(u)
¯ ¯
=
¯ ¯ ¯
¯ ¯ ¯
¯ ¯
µ
1¡hlog(u)+
1 P
j=2
1
j!
³
¡h¢log(u)
´j¶
¡1
h + log(u)
¯ ¯ ¯
¯ ¯ ¯
¯ ¯
=
¯
¯ ¯
¯ ¯
1 P
j=2
(¡1)j
j! hj¡1 logj(u)
¯
¯ ¯
¯ ¯
= jhjlog2(u)
¯ ¯
¯ ¯
¯
P
j¸2
(¡1)j
(j+2)!
³
hlog(u)
´j
¯ ¯
¯ ¯
¯
· jhjlog2(u)
P
j¸2
1
j!
³
jhjlog(u)
´j
= jhjujhj log2(u);
(3.11)
denn
P
j¸2
1
j!
³
jhjlog(u)
´j
= ejhjlog(u)
= ujhj
(3.12)
Damit gilt fÄ ur reelle u ¸ 1 und komplexe h 6= 0 die AbschÄ atzung
¯ ¯ ¯
¯
1
h
³
u¡h ¡ 1
´
+ log(u)
¯ ¯ ¯
¯ · jhjujhj log2(u) (3.13)
FÄ uhrt man jetzt noch das ebenfalls in ¾ > 0 absolute konvergente IntegralEinige Eigenschaften der Zetafunktion 33
K(s) = ¡
1 Z
N
³
1¡ < u >
´
(log(u))u¡s¡1du (3.14)
ein, so folgt fÄ ur komplexe h 6= 0 und s mit Re(s)>0, Re(s+h)>0
¯
¯ ¯
J(s+h)¡J(s)
h ¡ K(s)
¯
¯ ¯
=
¯ ¯
¯ ¯
1 R
N
³
1¡ < u >
´³
1
h(u¡h ¡ 1) + log(u)
´
u¡s¡1du
¯ ¯
¯ ¯ wegen (3.9) und (3.14)
· jhj
1 R
N
u¡¾¡1+jhj log2(u)du, wegen (3.13)
· jhj
1 R
N
u¡1¡ ¾
2 log2(u)du
(3.15)
Denn bei festen s mit ¾ = Re(s) > 0 darf in Sinne des geplanten GrenzÄ uber-
gangs h ! 0 von vornherein jhj · 1
2 vorausgesetzt werden. Damit ist die
Holomorphie von J in ¾ > 0 gezeigt einschlie¼lich der in der Halbebene
gÄ ultigen (erwarteten) Gleichung J0 = K. ¥
Satz 3.5 Die in ¾ > 1 durch die Reihe
1 P
n=1
n¡s de¯nierte Riemannsche
Zetafunktion lÄ asst sich in die Halbebene ¾ > 0 holomorph fortsetzen. Diese
Fortsetzung ist dort holomorph bis auf einen einfachen Pol an der Stelle 1
mit Residuum 1; au¼erdem ist die Zetafunktion in ¾ ¸ 1 nullstellenfrei.
Beweis Nach Satz 3.4 gilt in >1
³(s) =
1
s ¡ 1
+ s
1 Z
1
³
1¡ < u >
´
u¡s¡1du (3.16)Einige Eigenschaften der Zetafunktion 34
wobei das Integral rechts in ¾ >0 holomorph ist. Damit lÄ asst sich die Zeta-
funktion in die Halbebene ¾ >0 holomorph fortsetzen.
Es bleibt zu zeigen, ³(1 + it) 6= 0 fÄ ur alle reellen t 6= 0.
WÄ are 1+iT mit T 6= 0 eine Nullstelle von ³ , so wÄ urde die Taylor{
Entwicklung von ³(s + iT) um s=1 beginnen mit
³(s + iT) = (s ¡ 1)³0(1 + iT) + ::: (3.17)
wÄ ahrend nach (3.16) die Laurent{Entwicklung von ³(s) um s=1 mit
³(s + iT) =
1
s ¡ 1
+ ::: (3.18)
anfÄ angt. Die durch
Z(s) := ³3(s)³4(s + iT)³(s + 2iT) (3.19)
de¯nierte Funktion Z ist in ¾ >1 holomorph, in ¾ >0 mermorph und hat
wegen (3.17) und (3.18) an der Stelle s=1 eine Nullstelle, weswegen
lim
¾!1
log(jZ(¾)j) = ¡1 (3.20)
gilt. Aus der Eulerschen Produktdarstellung (Satz 3.3 auf Seite 30) von ³
folgt durch Logarithmieren
log(³(s))
=
P
p
¡log(1 ¡ p¡s); in ¾ > 1
wobei log den Hauptwert des komplexen
Logarithmus bedeutet
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Die Potenzreihenentwicklung von -log(1-z) ist bekanntlich
1 X
j=1
1
j
zj: (3.22)
Aus (3.21) folgt damit:
log(³(s))
=
P
p
¡log(1 ¡ p¡s)
=
P
p
1 P
j=1
1
jz¡js
:=
1 P
n=1
ann¡s
(3.23)
Wegen
X
p
1 X
j=1
1
j
p¡js :=
1 X
n=1
ann¡s (3.24)
ist
an =
8
<
:
1
j ; falls n = pj und p prim
0 ; sonst
(3.25)
Da die an o®enbar nichtnegative rationale Zahlen sind, ist mit t:=Im(s)
logj³(s)j
= Re(log(³(s)))
=
1 P
n=1
ann¡¾ cos(tlog(n));
wobei log oben und in der Summe unten wieder den
reellen Logarithmus bedeutet.
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Dabei ist zu beachten, dass
Re(ann¡s)
= Re(ann¡(¾+it))
= Re(ane¡(¾+it)log(n))
= Re(ane¡¾ log(n)e¡itlog(n))
= ann¡¾ cos(tlog(n))
(3.27)
FÄ ur ¾ >1 ist wegen (3.19) und (3.26)
logjZ(¾)j
= 3 ¢ logj³(¾)j + 4 ¢ logj³(¾ + iT)j + logj³(¾ + 2iT)j
=
1 P
n=1
ann¡¾(3 + 4cos(T ¢ log(n)) + cos(2T log(n)))
(3.28)
Ferner gilt
3 + 4cos(¿) + cos(2¿)
= 2(1 + cos(¿))2
¸ 0 fÄ ur alle reellen ¿
(3.29)
Aus (3.28) und (3.29) folgt
logjZ(¾)j
=
1 P
n=1
ann¡¾(3 + 4cos(T ¢ log(n)) + cos(2T log(n)))
¸ 0 denn ann¡¾ ¸ 0
(3.30)
was (3.20) widerspricht. ¥
Bemerkung 3.2
Nach Satz 3.1 auf Seite 28 ist die Zetafunktion in die Halbebene ¾ >1 wohl-
de¯niert und holomorph. Nach Satz 3.5 auf Seite 33 lÄ asst sich die Zetafunk-Einige Eigenschaften der Zetafunktion 37
tion in die Halbebene ¾ >0 holomorph fortsetzen. Doch die Zetafunktion
lÄ asst sich in ganzen komplexen Ebene fortsetzen. (man vgl. [78, Seite 139,
Theorem 1]).¤
Wir bereiten nun einige Hilfsmittel vor, die wir vor allem im Kapitel 5
brauchen werden. ZunÄ achst geben wir ein klassisches2 nullstellenfreies Ge-
biet fÄ ur die Zetafunktion an.
Satz 3.6 Es gibt eine positive Konstante c, so dass ³(s) 6= 0 fÄ ur alle s 2 C
mit ¾ := Re(s) ¸ 1 ¡ c
log(2+jtj).
Bemerkung 3.3
² Rosser und Schoenfeld [65, 64] geben den Satz mit expliziten Kon-
stanten: ³(s) 6= 0 fÄ ur alle s 2 C mit Re(s) ¸ 1 ¡ 1
9;645908801logj
t
17j.
² De La Vall¶ ee Poussin zeigte die Gleichung (1.33) auf Seite 13 mit
Hilfe von ³(s) 6= 0 in Re(s) ¸ 1 ¡ c
log(2+jtj).
² Die beste3 bis heute bekannte nullstellenfreie Zone fÄ ur die Zetafunk-
tion stammt von Korobov [31] sowie Vinogradov [82] und lautet
³(s) 6= 0 fÄ ur alle s 2 C mit Re(s) ¸ 1¡ c
log
2
3 jtj
³
log
¡
logjtj
¢´ 1
3
, man beach-
te aber auch die von Richert (verÄ o®entlicht in [84, Seite 226]) stam-
menden Korrekturen (besser gesagt ausfÄ uhrlicher AusfÄ uhrung des Be-
weises) nicht des Resultats, sondern des Beweises. Aus diesem Grund
rechnet Walfisz den Satz sogar Richert zu: ...Wie dem auch sei,
so wird die Richertsche AbschÄ atzung (1.37)4 auf Seite 14 so lange
fÄ ur die beste gelten mÄ ussen, wie nicht eine noch schÄ arfere mit Beweis
verÄ o®entlicht ist. (vgl. [84, Seite 227, ab Zeile 12]). Richert hat au-
¼erdem die Konstante c explizit angegeben: c = 1
8757. Nach [78, Seite
2Im Satz 3.5 auf Seite 33 haben wir nur ³(s) 6= 0 fÄ ur Re(s) ¸ 1 gezeigt.
3Daraus erhÄ alt man die Gleichung (1.37) auf Seite 14.
4in der Bezeichnungsweise dieser ArbeitEinige Eigenschaften der Zetafunktion 38
161] ist der Beweis von Korobov und Vinogradov in [28, chapter
6] zu ¯nden.
Beweis (Satz 3.6 auf Seite 37) Der Beweis von Satz 3.6 ist in der
Literatur [78, Seite 157, theorem 15], [13, Seite 86], [26, Seite 58, theorem
19] sehr verbreitet. Daher werden wir den Beweis nur ganz grob skizzieren.
Man betrachtet die Gleichheit
¡
³0(s)
³(s)
=
1 X
n=1
¤(n)n¡s (3.31)
Unter BenÄ utzung von (3.29) schlie¼t man (analog zu (3.30)) leicht auf
¡3
³0(¾)
³(¾)
¡ 4Re
µ
³0(¾ + it)
³(¾ + it)
¶
¡ Re
µ
³0(¾ + 2it)
³(¾ + 2it)
¶
¸ 0 (3.32)
Nun versucht man die drei Terme der linken Seite von (3.32) nach oben
abzuschÄ atzen, was den Beweis beendet. ¥
Schlie¼lich geben wir eine paar Tatsachen Ä uber die Dirichlet{Reihen.
Sei f eine zahlentheoretische Funktion. Eine Dirichlet{Reihe D(f; s) ist
de¯niert als
D(f;s) :=
1 X
n=1
f(n)
ns (3.33)
Die Summe und das Produkt zweier Dirichlet{Reihen sind [78, Seite 25]
de¯niert als
D(f;s) + D(g;s) :=
1 X
n=1
f(n) + g(n)
ns (3.34)Einige Eigenschaften der Zetafunktion 39
D(f;s) ¢ D(g;s) :=
1 X
n=1
0
B B
@
P
(a;b)
ab=n
f(a)g(b)
ns
1
C C
A (3.35)
Man beachte, dass
h(n) :=
X
(a;b)
ab=n
f(a)g(b) = (f ¤ g)(n) (3.36)
die Faltung von f und g ist und daher eine zahlentheoretische Funktion
darstellt. h(n) ist multiplikativ, falls f und g multiplikativ sind. [9, 68, 54].
Nun kÄ onnen wir zeigen
Satz 3.7 FÄ ur die Dirichlet{Reihe
H(s) :=
1 X
n=1
f(n)
ns ; (3.37)
wobei f eine multiplikative zahlentheoretische Funktion mit
f(p) =
1
k
mit k ¸ 1 fest (3.38)
f(pº) =
1
º!
1
k
µ
1
k
+ 1
¶
:::
µ
1
k
+ (º ¡ 1)
¶
mit º ¸ 2 und k ¸ 1 fest (3.39)
gilt Hk(s) = ³(s), wobei ³(s) =
1 P
n=1
1
ns die Zetafunktion ist.
Beweis Aus (3.35) erhalten wir
Hk(s) =
1 X
n=1
0
B B
B B
@
P
(a1;a2;:::;ak)
a1a2:::ak=n
³
f(a1)f(a2):::f(ak)
´
ns
1
C C
C C
A
: (3.40)Einige Eigenschaften der Zetafunktion 40
Um Hk(s) = ³(s) zu zeigen, genÄ ugt es zu zeigen, dass
g(n) :=
X
(a1;a2;:::;ak)
a1a2:::ak=n
³
f(a1)f(a2):::f(ak)
´
= 1 fÄ ur alle n 2 N (3.41)
ist. Da g als Faltung k multiplikativer zahlentheoretischer Funktionen
multiplikativ ist, brauchen wir nur noch g(pr) = 1 fÄ ur alle Primzahlen p
und r 2 N zu zeigen, wobei
g(pr) =
X
(º1;º2;:::;ºk)
º1+º2+¢¢¢+ºk=n
³
f(pº1)f(pº2):::f(pºk)
´
;8 p 2 P;n 2 N (3.42)
Dazu seien p eine (feste) Primzahl und
A(x) = 1+f(p)x+f(p2)x2 +¢¢¢+f(pr)xr +:::; wobei x 2]¡1;1[ (3.43)
Die rechte Seite von (3.43) entspricht (wegen (3.38) und (3.39)) genau (vgl.
[80, Seite 947]) der Potenzreihenentwicklung von 1
k p
1¡x fÄ ur x 2] ¡ 1;1[.
Damit ist
A(x) =
1
k p
1 ¡ x
;x 2] ¡ 1;1[ (3.44)
Aus (3.43) und (3.42) folgt
Ak(x) = 1+g(p)x+g(p2)x2+¢¢¢+g(pr)xr +:::; wobei x 2]¡1;1[ (3.45)
Aus (3.44) ist aber
Ak(x) =
1
1 ¡ x
(3.46)Einige Eigenschaften der Zetafunktion 41
(3.45) und (3.46) ergeben
1
1 ¡ x
= 1+g(p)x+g(p2)x2 +¢¢¢+g(pr)xr +:::; wobei x 2]¡1;1[ (3.47)
Die Potenzreihenentwicklung von 1
1¡x ist aber 1+x+x2 +¢¢¢+xr +::: fÄ ur
x 2] ¡ 1;1[. Damit folgt aus (3.47) durch Koe±zientenvergleich g(pr) = 1.
¥
FÄ ur die zahlentheoretische Funktion f aus Satz 3.7 auf Seite 39 gilt
Satz 3.8
¯
¯ ¯f(n)
¯
¯ ¯ ·
³
1
k
´!(n)
, wobei !(n) =
P
pjn
1 ist.
Beweis f(1) = 1 =
¡1
k
¢0, denn !(1) = 0.
f(p) = 1
k =
¡1
k
¢!(p), denn !(p) = 1.
FÄ ur º ¸ 2 und k ¸ 1 ist
f(pº)
= 1
º!
1
k
µ
1
k + 1
¶
:::
µ
1
k + (º ¡ 1)
¶
=
µ
1
k+0
1
¶µ
1
k+1
2
¶
:::
µ
1
k+(º¡1)
º
¶
· 1
k 1 ¢ 1 ¢ ¢¢¢ ¢ 1 | {z }
(º¡1) mal
= 1
k
=
¡1
k
¢!(p)
(3.48)
FÄ ur zusammengesetztes n betrachtet man die Primfaktorzerlegung5 von
n = p
º1
1 p
º2
2 :::pºr
r ,wobei ºj > 0 fÄ ur alle j 2 f1;2;:::;rg ist. Wegen der Mul-
tiplikativitÄ at von f gilt nun f(n) = f(p
º1
1 )f(p
º2
2 ):::f(pºr
r ) ·
¡1
k
¢r =
¡1
k
¢!(n),
denn !(n) = r. ¥
5Ausnahmsweise bedeutet hier pj nicht die j{te Primzahl.Satz 3.9 j³(s)j · 1 + 1
jtj + 2jtj, fÄ ur ¾ ¸ 1
2.
Beweis Nach Satz 3.4 auf Seite 30 folgt mit N=1 in >1
³(s) =
1
s ¡ 1
+ s
1 Z
1
³
1¡ < u >
´
u¡s¡1du (3.49)
Die Gleichung (3.49) gilt zunÄ achst in ¾ > 1 und durch analytische Fortset-
zung auch fÄ ur ¾ > 0, da die rechte Seite dort wegen
1 R
1
u¡s¡1du < 1 regulÄ ar
ist bis auf die Stelle s=1. Man hat fÄ ur ¾ ¸ 1
2
¯ ¯ ¯
¯
1
s ¡ 1
¯ ¯ ¯
¯ ·
¯ ¯ ¯
¯
1
t
¯ ¯ ¯
¯ (3.50)
und
¯
¯ ¯
¯s
1 R
1
³
1¡ < u >
´
u¡s¡1du
¯
¯ ¯
¯
· jsj
1 R
1
u¡¾¡1du
·
µ
¾ + jtj
¶
1
¾
= 1 +
jtj
¾
· 1 + 2jtj
(3.51)
Aus (3.50) und (3.51) folgt die Ungleichung j³(s)j · 1+ 1
jtj +2jtj, fÄ ur ¾ ¸ 1
2
¥Kapitel 4
Ein "`klassischer"'
analytischer Beweis des
Primzahlsatzes
In diesem Kapitel geben wir eine Version nach Newman des klassischen
analytischen Beweises des Primzahlsatzes. Bei dieser Version benutzen wir
ganz entscheidend Methoden der komplexen Funktionentheorie. Man spricht
daher von einem analytischen Beweis.
ZunÄ achst zeigen wir
Satz 4.1 Sei (fn)n=1;2;::: eine beschrÄ ankte Folge komplexer Zahlen und die
in ¾ > 1 durch die Dirichlet{Reihe
1 P
n=1
fnn¡s de¯nierte Funktion F sei in
in ¾ ¸ 1 holomorph. Dann konvergiert die Reihe
1 P
n=1
fnn¡s in ¾ ¸ 1 gegen
F(s).
Beweis ([44, Proof of the convergence theorem]1) Man ¯xiere s0 2 C mit
¾0 := Re(s0) ¸ 1. Dann ist F(s + s0) jedenfalls in ¾0 := Re(s0) ¸ 1 nach
1Der Satz geht auf Ingham [27] zurÄ uck, der allerdings Fourier{Theorie zum Beweis
benÄ utzte, was komplizierter als die hier angewendete Methode der komplexen Integration
ist.
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Voraussetzung holomorph. Ist R>0 beliebig gewÄ ahlt, so kann man ein ± >0
mit ± · min
³
1; R p
2
´
¯nden derart, dass das Kreissegment
DR;± := fs 2 C : jsj · R;Re(s) ¸ ¡±g (4.1)
ganz dem Holomorphiegebiet von F(s + s0) angehÄ ort. Bezeichnet K den
einmal in positiven Sinne durchlaufenen Rand von DR;± und Kr (bzw. Kl)
den in der rechten (bzw. linken) Halbebene ¾ >0 (bzw. ¾ · 0) gelegenen
Teil von K (siehe Abbildung 4.1 auf Seite 44), so gilt nach der Cauchyschen
Integralformel (Lemma 2.9 auf Seite 25)
-
6
'
0
DR;±
¡±
Kl
R
Kr
Abbildung 4.1: Illustration des Integrationsweges
2¼iF(s0) =
Z
K
F(s + s0)Ns(
1
s
+
s
R2)ds (4.2)
Dabei bedeutet N hier und in folgenden eine beliebige natÄ urliche Zahl. FÄ urEin "`klassischer"' analytischer Beweis des Primzahlsatzes 45
s 2 Kr ist Re(s + s0) > 1, also hat man dort
F(s + s0) =
X
n·N
fnn¡s¡s0
| {z }
QN(s+s0)
+
X
n>N
fnn¡s¡s0
| {z }
RN(s+s0)
(4.3)
Da QN(s + s0) in der ganzen s{Ebene holomorph (weil n · N) ist, gilt
2¼iF(s0)
=
R
jsj=R
QN(s + s0)Ns(1
s + s
R2)ds
=
R
Kr
QN(s + s0)Ns(1
s + s
R2)ds
+
R
Kr
QN(s + s0)N¡s(1
s + s
R2)ds
(4.4)
Subtrahiert man (4.4) von (4.2), so entsteht unter BerÄ ucksichtigung von (4.3)
2¼i(F(s0) ¡ QN(s0)
=
R
Kr
(RN(s + s0)Ns ¡ QN(s0 ¡ s)N¡s)(1
s + s
R2)ds
=
R
jsj=R
QN(s + s0)Ns(1
s + s
R2)ds
+
R
Kl
F(s + s0)Ns(1
s + s
R2)ds
(4.5)
Kann man jetzt zeigen, dass hier die rechte Seite fÄ ur genÄ ugend gro¼e N
beliebig klein wird, so bedeutet dies die Konvergenz der Partialsummen
QN(s0) =
P
n·N
fnn¡s0 der Reihe
P
n
fnn¡s0 gegen F(s0), womit dann der
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Um die Kleinheit der rechte Seite in (4.5) einzusehen, werden einige
AbschÄ atzungen benÄ otigt. ZunÄ achst ist
1
s + s
R2
·
¯
¯1
s
¯
¯ +
¯
¯ s
R2
¯
¯
= 2
R cos(arg(s))
=
2Re(s)
R2
auf jsj = R:
(4.6)
Auf der in Kl enthaltenen Strecke s = ¡± + it, t 2 R , jtj ·
p
R2 ¡ ±2 ist
¯
¯1
s + s
R2
¯
¯
·
¯ ¯1
s
¯ ¯ +
¯ ¯ s
R2
¯ ¯
= 1 p
±2+t2 +
p
±2+t2
R2
= R2+±2+t2
R2p
±2+t2
· R2+±2+R2¡±2
R2p
±2+t2
= 2 p
±2+t2
· 2
±
(4.7)
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¯ ¯
¯ ¯
1
s
+
s
R2
¯ ¯
¯ ¯ ·
2
±
(4.8)
. Bezeichnet c>0 eine obere Schranke fÄ ur alle jfnj, n=1, 2, ..., so gilt fÄ ur
s 2 Kr erstens
1
c jRN(s + s0)j
·
P
n>N
n¡¾¡1
<
1 R
N
t¡¾¡1dt
= 1
¾N¾;
(4.9)
und zweitens
1
c jQN(s + s0)j
·
P
n·N
n¡¾¡1
· N¾ ¡ 1
N + 1
¾
¢
(4.10)
Dabei ist beachtet, dass man fÄ ur ¾ ¸ 1 die AbschÄ atzungEin "`klassischer"' analytischer Beweis des Primzahlsatzes 48
P
n·N
n¾¡1
= N¾¡1 +
N¡1 P
n=1
n¾¡1
< N¾¡1 +
N R
0
t¾¡1dt
· N¾ ¡ 1
N + 1
¾
¢
(4.11)
hat, wÄ ahrend man in 0 < ¾ < 1 sogar mit
P
n·N
n¾¡1
<
N R
0
t¾¡1dt
· N¾
¾
(4.12)
auskommt.
Wegen (4.6), (4.9), (4.10) ist fÄ ur s 2 Kr
¯
¯(RN(s + s0)Ns ¡ QN(s0 + s)N¡s)
¡1
s + s
R2
¢¯
¯
· c
¡ 1
N + 2
¾
¢
= c
¡
4 + 2¾
N
¢ 1
R2
(4.13)
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¯ ¯
¯ ¯ ¯
R
Kr
(RN(s + s0)Ns ¡ QN(s0 ¡ s)N¡s)(1
s + s
R2)ds
¯ ¯
¯ ¯ ¯
· 2¼c
¡ 2
R + 1
N
¢
(4.14)
Das zweite Integral rechts in (4.5) muss man sehr genau untersuchen.
ZunÄ achst werde
M := maxfjF(s + s0)j : s 2 DR;±g (4.15)
gesetzt; o®enbar hÄ angt M alleine von R und ± ab. Auf dem Teil von Kl
mit Re(s) = ¡± berÄ ucksichtigt man jNsj = N¡± im Integranden; die LÄ ange
dieses Teils des Integrationswegs ist 2
p
R2 ¡ ±2 < 2R, und so liefert dieser
wegen (4.8) hÄ ochstens den Beitrag
MN¡±2
±
2R =
4MR
±N± (4.16)
zum Absolutbetrag des zweiten Integrals in (4.5). Der Beitrag des in
¡± < Re(s) · 0 verlaufenden Teils des Integrationswegs ist wegen (4.6),
wenn den in der Abbildung 4.1 auf Seite 44 de¯nierten Winkel bedeutet,
0
B
@
3¼
2 +' Z
¼
2
+
3¼
2 Z
3¼
2 ¡'
1
C
AF(Rei¿ + s0)NRcos(¿)+iRsin(¿)2cos(¿)
R
iRei¿d¿ (4.17)
Der Absolutbetrag hiervon ist hÄ ochstens
2M
0
B
@
3¼
2 +' Z
¼
2
+
3¼
2 Z
3¼
2 ¡'
1
C
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denn
M := maxfjF(s + s0)j : s 2 DR;±g (4.19)
Durch die Substitution y = 2¼ ¡ ¿ erhalten wir
3¼
2 R
3¼
2 ¡'
(¡cos(¿))NRcos(¿)d¿
=
¼
2 R
¼
2 +'
(¡cos(¡y))NRcos(y)(¡dy)
= ¡
¼
2 R
¼
2 +'
(¡cos(y))NRcos(y)dy
=
¼
2 +' R
¼
2
(¡cos(y))NRcos(y)(¡dy)
(4.20)
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2M
0
@
3¼
2 +' R
¼
2
+
3¼
2 R
3¼
2 ¡'
1
A(cos(¿))NRcos(¿)d¿
=
¼
2 +' R
¼
2
(¡cos(¿))NRcos(¿)d¿
· 4M
sin(') R
0
x p
1¡x2N¡Rxdx; mit x = cos(¿)
· 4M
sin(') R
0
NRxdx
< 4M
Rlog(N)
(4.21)
falls nur N>1 ist. Hierbei hat man die vorletzte Ungleichung, da
sin(') = ±
R · 1 p
2 nach der Wahl von ± gilt und daher x p
1¡x2 · 1 fÄ ur alle
reellen x 2 [0;sin(')] zutri®t. Aus (4.16) und (4.21) entnimmt man die
AbschÄ atzung
¯ ¯
¯ ¯ ¯
R
Kl
(F(s + s0)Ns(1
s + s
R2)ds
¯ ¯
¯ ¯ ¯
· 4MR
±N± + 4M
Rlog(N)
(4.22)
Dies mit (4.14) kombiniert ergibt wegen (4.5)
jF(s0) + QN(s0)j ·
2c
R
+
c
N
+
2MR
¼±N± +
2M
¼Rlog(N)
(4.23)
Ist nun " >0 beliebig vorgegeben, so ¯xiert man etwa R := 1
" undEin "`klassischer"' analytischer Beweis des Primzahlsatzes 52
wÄ ahlt anschlie¼end ± (alleine abhÄ angig von " ), so dass es alle von ihm
zu Anfang des Beweises verlangten Eigenschaften hat. Wie nach (4.14) fest-
gestellt, hÄ angt dann M lediglich von " ab. Wegen (4.23) hat man fÄ ur al-
le ganzen N > N0(") := max
µ
1; 1
";
³
2M
¼±(")2
´ 1
± ;exp(2M
¼ )
¶
die Ungleichung
jF(s0)¡QN(s0)j < 3c"+"+" = (3c+2)", was den Konvergenzsatz beweist.
¥
Satz 4.2 Die Folge
Ã
P
p·n
log(p)
p ¡ log(n)
!
n=1;2;:::
konvergiert.
Beweis Setzen wir an :=
P
p·n
log(p)
p , dann erhalten wir (wegen Lemma 2.6
auf Seite 24) an = log(n) + O(1), d.h. fÄ ur jedes " >0 gilt an = O(n").
Wegen Satz 3.2 auf Seite 29 de¯niert die in ¾ >1 absolut konvergente
Reihe dort eine holomorphe Funktion f(s). FÄ ur diese gilt in >1, wenn
man die Summationsreihenfolge mit RÄ ucksicht auf die vorliegende absolute
Konvergenz vertauscht,
f(s)
=
1 P
n=1
Ã
P
p·n
log(p)
p n¡s
!
=
P
p
Ã
log(p)
p
P
p·n
n¡s
!
(4.24)
Die letzte innere Summe wird mittels Satz 3.4 auf Seite 30 weiter bearbeitet :
1 P
n=p
n¡s
= 1
s¡1p1¡s + s
1 R
p
³
1¡ < u >
´
u¡s¡1du
=
p
s¡1( 1
ps¡1 + g(s))
(4.25)Ein "`klassischer"' analytischer Beweis des Primzahlsatzes 53
wobei
g(s) =
1
ps(1 ¡ ps)
+
s(s ¡ 1)
p
1 Z
p
³
1¡ < u >
´
u¡s¡1du (4.26)
FÄ ur jede Primzahl p ist die Funktion g(s) in der Halbebene ¾ >0 holomorph;
ferner gilt dort die AbschÄ atzung
jg(s)j =
1
p¾(1 ¡ p¾)
+
jsj(jsj + 1)
¾p¾+1 (4.27)
Nach (4.24), (4.25), (4.26) ist in ¾ >1
f(s)
= 1
s¡1
Ã
P
p
log(p)
ps¡1 +
P
p
g(s)log(p)
!
= 1
s¡1
Ã
P
p
log(p)
ps¡1 + h(s)
!
(4.28)
wobei h(s) =
P
p
g(s)log(p) eine in ¾ > 1
2 holomorphe Funktion ist (wegen
4.27).
Aus Satz 3.4 auf Seite 30 haben wir
Q
p2P
³
1 ¡ 1
ps
´¡1
= ³(s). Durch
logarithmische Di®erentiation erhalten wir
³0(s)
³(s) = ¡
P
p
log(p)
ps¡1 ; dies in (4.28)
eingetragen fÄ uhrt zu der in ¾ >1 gÄ ultigen Formel
f(s) =
1
s ¡ 1
µ
¡
³0(s)
³(s)
+ h(s)
¶
(4.29)
deren rechte Seite nach Satz 3.5 auf Seite 33 und wegen der Holomorphie
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1. Der Hauptteil der Laurent{Entwicklung von f um 1 ist wegen (4.29)
und Satz 3.5 auf Seite 33 gleich (s ¡ 1)¡2 + C(s ¡ 1)¡1 mit einer gewissen
reellen Konstanten C. Mit diesem C de¯niert man die nun jedenfalls in
¾ >1 holomorphe Funktion
F(s)
:= f(s) + ³0(s) ¡ C³(s)
=
1 P
n=1
(an ¡ log(n) ¡ C)
=
1 P
n=1
fnn¡s
(4.30)
Dabei ist
f(s)
= an ¡ log(n) ¡ C
=
P
p·n
log(p)
p ¡ log(n) ¡ C
(4.31)
beschrÄ ankt (Lemma 2.6 auf Seite 24).
In Lemma 4.1 auf Seite 54 werden wir zeigen, dass (fn) eine Nullfolge
ist.
Damit ist lim
n!1
P
p·n
log(p)
p ¡ log(n) = C. ¥
Lemma 4.1 Die Folge (fn) aus Satz 4.2 auf Seite 52 ist eine Nullfolge.
Beweis Aus Satz 4.1 auf Seite 43 folgt, dass
1 P
n=1
fnn¡1 konvergiert.
Wegen dem Cauchyschem Konvergenzkriterium fÄ ur Reihen (Lemma 2.1 aufEin "`klassischer"' analytischer Beweis des Primzahlsatzes 55
Seite 21) gibt es zu beliebigem " 2]0; 1
2[ eine N0 = N0(") > 0, so dass fÄ ur al-
le ganzen N mit (1¡")N > N0 die beiden Ungleichungen < 2 und < 2 gelten.
¯ ¯ ¯
¯ ¯ ¯
X
N·n·(1+")N
fnn¡1
¯ ¯ ¯
¯ ¯ ¯
< "2 (4.32)
und
¯ ¯
¯ ¯ ¯
¯
X
(1¡")N·n·N
fnn¡1
¯ ¯
¯ ¯ ¯
¯
< "2 (4.33)
Daraus folgt
X
N·n·(1+")N
fnn¡1 < "2 (4.34)
und
X
(1¡")N·n·N
fnn¡1 > ¡"2 (4.35)
FÄ ur ganzen n mit N · n · (1 + ")N gilt wegen (4.31)
fn =
X
p·N
log(p)
p
¡ log(N) ¡ C (4.36)
und
fN =
X
p·n
log(p)
p
¡ log(n) ¡ C (4.37)
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fn ¡ fN
=
P
N<p·n
log(p)
p ¡ log(n) + log(N)
=
P
N<p·n
log(p)
p + log(N
n )
¸ log(N
n )
¸ log( 1
1+")
¸ ¡log(1 + ")
> "
(4.38)
Damit ist fn > fN ¡ ".
Dies in der Ungleichung (4.34) einsetzen, ergibt
(fN ¡ ")
X
N·n·(1+")N
n¡1 < "2 (4.39)
Das hei¼t
fN ¡ " <
"2
P
N·n·(1+")N
n¡1 (4.40)
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P
N·n·(1+")N
n¡1
= 1
N + 1
N+1 + ¢¢¢ + 1
(1+")N
¸ 1
(1+")N + 1
(1+")N + ¢¢¢ + 1
(1+")N
=
1+[(1+")N]+N
(1+")N
>
(1+")N¡N
(1+")N denn (1 + ")N < [(1 + ")N] + 1
= "
1+"
(4.41)
Damit ist
X
N·n·(1+")N
n¡1 >
"
1 + "
(4.42)
und daraus
1
P
N·n·(1+")N
n¡1 <
1 + "
"
(4.43)
(4.43) in (4.40) einsetzen ergibt
fN ¡ ² <
1 + "
"
"2 (4.44)
und daraus fN ¡ " < (1 + ")" < 1;5", weil " < 1
2. Also
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Andererseits gilt fÄ ur die ganzen n mit (1 ¡ ")N · n < N wegen (4.31)
fn =
P
p·n
log(p)
p ¡ log(n) ¡ C
und fN =
P
p·N
log(p)
p ¡ log(N) ¡ C
Daraus folgt
fn ¡ fN
=
P
n<p·N
log(p)
p ¡ log(n) + log(N)
= ¡
P
n<p·N
log(p)
p + log(N
n )
· log(N
n )
· log( 1
1¡")
= ¡log(1 ¡ ")
< 2" weil " < 1
2
(4.46)
Damit ist fn < fN + 2" .
Dies in der Ungleichung (4.35) eingesetzt, ergibt (fN +
2")
P
(1¡")N<n·N
1
n > ¡"2. Das hei¼t
fN + 2" > ¡
"2
P
(1¡")N<n·N
1
n
(4.47)
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P
(1¡")N<n·N
1
n
>
N¡[(1¡")N]
N
·
N¡(1¡")N
N
= "
(4.48)
Damit ist ¡"2
P
(1¡")N<n·N
1
n
> ¡"2
" = ¡"
und daraus 1 P
(1¡")N<n·N
1
n
< 1
"
Dies in (4.47) eintragen ergibt fN + 2" > ¡", also
fN > ¡3 ¡ " falls nur N > N0 gilt: (4.49)
Wegen (4.45) und (4.49) hat man jfNj < 3" fÄ ur N > N0 und so ist (fN) als
Nullfolge erkannt.
¥
Schlie¼lich beweisen wir
Satz 4.3 Die Konvergenz der Folge
Ã
P
p·n
log(p)
p ¡ log(n)
!
n=1;2;:::
impliziert
den Primzahlsatz.
Beweis Setzt man A(x) :=
P
p·x
log(p)
p fÄ ur reelles positives x und
konvergiert
Ã
P
p·n
log(p)
p ¡ log(n)
!
n=1;2;:::
gegen c, so folgt wegen
log
³
[x]
x
´
= log
¡
1 ¡ <x>
x
¢
= O
¡1
x
¢
fÄ ur x ! 1
A(x) ¡ log(x) ¡ c = A([x]) ¡ log([x]) ¡ c + O
µ
1
x
¶
= o(1): (4.50)
Daher strebt die Funktion A(x)-log(x) der reellen Variablen x bei x ! 1Ein "`klassischer"' analytischer Beweis des Primzahlsatzes 60
gegen c. Mit einer geeigneten Funktion " :]0;1[! R, die lim
x!1
"(x) = 0
erfÄ ullt, erhalten wir
A(x) = log(x) + c + "(x); fÄ ur x > 0: (4.51)
Nach Lemma 2.3 auf Seite 23 Ä uber partielle Summation ist dann
¼(x)
=
P
p·x
log(p)
p
p
log(p)
= A(x) x
log(x)
x R
2
A(u)
1¡log(u)
log2(u) du
(4.52)
Mit Hilfe von (4.51) erhalten wir
A(x) x
log(x)
= (log(x) + c + "(x)) x
log(x)
= x + cx
log(x) +
x¢"(x)
log(x)
(4.53)
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x R
2
A(u)
1¡log(u)
log2(u) du
=
x R
2
(log(u) + c + "(u))
1¡log(u)
log2(u) du
=
x R
2
1¡log(u)
log(u) du + c
x R
2
1¡log(u)
log2(u) du +
x R
2
"(u)
1¡log(u)
log2(u) du
=
x R
2
1
log(u)du ¡
x R
2
du + c
x R
2
1¡log(u)
log2(u) du +
x R
2
"(u)
1¡log(u)
log2(u) du
=
x R
2
1
log(u)du ¡ (x ¡ 2) + c
³
2
log(2) ¡ x
log(x)
´
+
x R
2
"(u)
1¡log(u)
log2(u) du
(4.54)
Damit ist
x R
2
A(u)
1¡log(u)
log2(u) du
=
x R
2
1
log(u)du ¡ (x ¡ 2) + c
³
2
log(2) ¡ x
log(x)
´
+
x R
2
"(u)
1¡log(u)
log2(u) du
(4.55)
Wegen (4.53) und (4.55) folgt aus (4.52)
¼(x)
=
x R
2
du
log(u) + 2 + 2c
log(2) +
x"(x)
log(x) +
x R
2
"(u)
1¡log(u)
log2(u) du
(4.56)
Wird nun " >0 beliebig vorgegeben, so ist j"(u)j · " fÄ ur alle u oberhalb
eines x0("), das o. B. d. A. schon grÄ o¼er als e sein2 mÄ oge; Das letzte Integral
in (4.56) ist absolut beschrÄ ankt durch
2e=2,718 281 828 ...sei die Eulersche Zahl.Ein "`klassischer"' analytischer Beweis des Primzahlsatzes 62
¯ ¯
¯ ¯ ¯
¯
x Z
2
"(u)
1 ¡ log(u)
log2(u)
du
¯ ¯
¯ ¯ ¯
¯
+ "
µ
x
log(x)
¡
2
log(2)
¶
(4.57)
Aus (4.56) folgt damit
¼(x) = li(x) + o
µ
x
log(x)
¶
(4.58)
Au¼erdem folgt mittels partiellen Integration fÄ ur x>1
li(x) ¡ li(2) =
x Z
2
1 ¢
1
log(u)
du (4.59)
(4.60)
=
x
log(x)
¡
2
log(2)
+
x Z
2
du
log2(u)
(4.61)
und daraus
li(x)
x
log(x)
= 1 +
µ
li(2) ¡
2
log(2)
¶
log(x)
x
+
log(x)
x
x Z
2
du
log2(u)
(4.62)
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0 <
x R
2
du
log2(u)
=
p
x R
2
du
log2(u) +
x R
p
x
du
log2(u)
<
p
x R
2
du
log2(2) +
x R
p
x
du
log2(
p
x)
=
p
x¡2
log2(2) +
x¡
p
x
1
4 log2(x)
<
p
x
log2(2) + 4x
log2(x)
(4.63)
folglich
0 < x
log(x)
x R
2
du
log2(u)
<
log(x) p
xlog2(2) + x
log(x)
(4.64)
Damit ist der Grenzwert von x
log(x)
x R
2
du
log2(u) gleich 0 bei x ! 1, so dass
sich aus (4.62)
lim
x!1
li(x)
x
log(x)
= 1 (4.65)
ergibt, was zu
li(x) s
x
log(x)
(4.66)
fÄ uhrt.Kombiniert man (4.62) und (4.66), so erhÄ alt man
¼(x) s
x
log(x)
(4.67)
¥Kapitel 5
Eine Idee von Wolke zum
Beweis des Primzahlsatzes
Bei einigen Variante des analytischen Beweis des Primzahlsatzes versucht
man u. a.,
¯
¯ ¯
³0(s)
³(s)
¯
¯ ¯ fÄ ur Re(s) := ¾ > 1 abzuschÄ atzen, um das Integral Ä uber
¡
³0(s)
³(s) zu berechnen. Anstelle von
³0(s)
³(s) kann man aber auch die Funktion
k p
³ mit "`gro¼en"' k betrachten. Diese Idee geht auf Wolke [88] zurÄ uck.
Wir stellen diese Idee kurz vor.
Unser Ziel ist zu zeigen, dass
¼(x) = li(x) + O
µ
xexp
³
¡c1
p
log(x)
´¶
(5.1)
gilt, unter der Voraussetzung eines Nullstellenfreien Gebietes:
³(¾ + it) 6= 0
fÄ ur ¾ ¸ max
³
1 ¡ c2;1 ¡ c3
log(2+jtj)
´
(siehe Satz 3.6 auf Seite 37):
(5.2)
Dazu setzen wir fÄ ur hinreichend gro¼es x
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k = exp
³
c4
p
log(x)
´
; (5.3)
wobei c4 > 0 spÄ ater geeignet festgelegt wird.
Aus Satz 3.7 auf Seite 39 kÄ onnen1 wir fÄ ur ¾ > 1
k p
³(s) :
P
n
f(n)
ns de¯nie-
ren, wobei f multiplikativ mit
f(p) = 1
k
f(pº) = 1
º!
1
k
µ
1
k + 1
¶
:::
µ
1
k + (º ¡ 1)
¶
Das hei¼t, es ist
¯ ¯
¯f(n)
¯ ¯
¯ ·
³
1
k
´!(n)
, wobei !(n) =
P
pjn
1 (siehe Satz 3.8 auf
Seite 41).
Damit erhÄ alt man:
¼(x) = k
X
n·x
f(n) + O
³x
k
´
: (5.4)
Aus der Perronschen Umkehrformel (siehe Lemma 5.1 auf Seite 69 am
Ende dieses Kapitels) und mit hinreichend gro¼em T 2 [2;x] sowie " = 1
log(x)
erhalten wir
X
n·x
f(n) =
1
2¼i
1+"+iT Z
1+"¡iT
k p
³(s)
xs
s
ds + O
³x
T
log(x)
´
: (5.5)
Wir setzen
± =
c3
2log(2 + T)
(5.6)
und erhalten mit (5.2)
1 k p
³(s) ist die eindeutige analytische Fortsetzung beginnend mit der reellwertigen
Funktion
k p
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-
6
-iT
iT
1-± 1
r
Wr
1+"
H1
H2
V1
V2
Abbildung 5.1: Illustration des IntegrationswegesEine Idee von Wolke zum Beweis des Primzahlsatzes 68
X
n·x
f(n) =
1
2¼i
0
@
Z
Wr
+
Z
H1+H2
+
Z
V1+V2
1
A k p
³(s)
xs
s
ds + O
³x
T
log(x)
´
: (5.7)
Dabei ist: (siehe Abbildung 5.1 auf Seite 67)
² H1 die Horizontale von 1 + " ¡ iT nach 1 ¡ ± ¡ iT,
² H2 die Horizontale von 1 ¡ ± + iT nach 1 + " + iT
² V1 die Vertikale von 1 ¡ ± ¡ iT nach 1 ¡ ± ¡ i ¢ 0
² V2 die Vertikale von 1 ¡ ± ¡ i ¢ 0 nach 1 ¡ ± + iT
² Wr der folgende Weg: Man laufe horizontal von ¾ = 1 ¡ ± nach 1-r (r
hinreichend klein), umrunde s=1 auf einem Kreis vom Radius r und
laufe auf den oberen Ufer des Schnittes von 1-r nach 1 ¡ ±.
Wegen der AbschÄ atzung
j³(s)j · 1 + 1
jtj + 2jtj fÄ ur ¾ ¸ 1
2 (siehe Satz 3.9 auf Seite 42)
ist der Beitrag dieser Wege zu (5.7) < x1¡± log(x) + x
T .
Auf Wr gilt
k p
³(s)
k p
s ¡ 1 =
X
º¸1
µ1
k
º
¶³
(s ¡ 1)log(s)
´º
(5.8)
wobei g auf Wr holomorph und durch ein c5 beschrÄ ankt ist. Wir berechnen
den Beitrag des konstanten Terms in (5.8). Da das Integral Ä uber den Kreis
fÄ ur r ! 0 verschwindet, ergibt sich
J0
= 1
2¼i
R
Wr
xs
s k p
s¡1ds
= 2i
2¼i sin ¼
k
± R
0
x1¡tt
¡1
k
1¡t dt
(5.9)Eine Idee von Wolke zum Beweis des Primzahlsatzes 69
Durch Aufspalten des Integrals bei 1
x sieht man, dass der Faktor t
1
k
vernachlÄ assigt werden kann, und man erhÄ alt
J0
= 1
k
µ
1 + O
³
log(x)
T
´¶ ± R
0
x1¡t
1¡t dt
= 1
k
µ
1 + O
³
log(x)
T
´¶ x R
x1¡±
1
log(t)dt
=
li(x)
k + O
³
x
k2 + x1¡±
k
´
(5.10)
Analog Ä uberzeugt man sich, dass der Beitrag der Ä ubrigen Terme in (5.8) im
obigen Fehlerglied O
³
x
k2 + x1¡±
k
´
aufgeht.
Zusammenfassend erhalten wir
¼(x) = li(x) + O
³x
k
+ x1¡±klog(x) +
x
T
klog(x)
´
(5.11)
Setzen wir schlie¼lich T + 2 = kc6 mit hinreichend gro¼em c6 > 0, so
lÄ asst sich bei richtiger Wahl von c4 und c6 der Fehler in (5.11) durch
O
µ
xexp
³
¡c1
p
log(x)
´¶
mit c1 = c1(c3) > 0 abschÄ atzen. Damit haben
wir (5.1) aus (5.2) hergeleitet, was zu zeigen war. ¥
Lemma 5.1 [Perronschen Umkehrformel] Sei f(s) =
P
n
ann¡s. Die
Reihe sei fÄ ur ¾ > 1 absolut konvergent und janj < c©(n) mit c>0 und fÄ ur
gro¼e x monoton wachsendem positivem ©(x).
X
n
janjn¡¾ = (¾ ¡ 1)®; ® > 0 fÄ ur ¾ ! 1 + 0 (5.12)
Sei weiter w=u+iv beliebig, b>0, u+b>1, T>0. FÄ ur nicht ganzes x>1 giltP
n
ann¡w = 1
2¼i
b+iT R
b¡iT
f(w + s)xs
s ds + O
³
xb
T(u+b¡1)®
´
+O
³
©(2x)x1¡u log(2x)
T
´
+ O
³
©(2x)x1¡u
Tjx¡Nj
´
(5.13)
wobei N die an x nÄ achstgelegene natÄ urliche Zahl ist.
Beweis [51, Seite 376, Satz 3.1 Anhang] ¥Kapitel 6
Ein Beweis des
Primzahlsatzes nach
Newman
In [44] gab Newman zwei kÄ urzere Beweise fÄ ur den Primzahlsatz. Der eine
Beweis [44, Second Proof of the Prime Number Theorem] entspricht (im
wesentlich) unserem Beweis aus Kapitel 4, wobei unser Beweis ausfÄ uhrli-
cher war. Der andere Beweis ist ziemlich kurz. DafÄ ur ist der gewonnene Satz
"`nur"' von der Form ¼(x) s x
log(x) , also ohne Restglied. Bei diesem Beweis
geht Newman von der elementaren Ä Aquivalenz1 zwischen dem Primzahl-
satz und der Konvergenz von
1 P
n=1
¹(n)
n aus. Wir brauchen also nur noch die
Konvergenz von
1 P
n=1
¹(n)
n zu zeigen.
Lemma 6.1 In der Halbebene ¾ ¸ 1 gilt
1 P
n=1
¹(n)
ns = 1
³(s) , wobei ¹ die
MÄ obius{Funktion ist.
1Im Jahre 1899 entdeckte Landau, dass
P ¹(n)
n mittels elementarer Methoden aus
dem Primzahlsatz ableitbar ist. 1911 zeigte Landau ergÄ anzend, dass auch umgekehrt der
Primzahlsatz aus
P ¹(n)
n mit elementaren Methoden folgt. (vgl. [9, Seite 315]).
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Beweis Die MÄ obius{Funktion ¹ : N ! f¡1;0;1g ist
¹(n) :=
8
> > > > > > <
> > > > > > :
1; falls n=1,
(¡1)k; falls n Produkt von
k verschiedenen Primzahlen ist,
0; falls p2jn mit p prim
(6.1)
Daraus folgt
1 P
n=1
¯ ¯ ¯
¹(n)
ns
¯ ¯ ¯
·
1 P
n=1
¯ ¯ ¯
1
ns
¯ ¯ ¯
< 1 fÄ ur Re(s) > 1:
(6.2)
Aus Lemma 2.2 auf Seite 23 (angewandt auf die multiplikative zahlen-
theoretische Funktion f(n) =
¹(n)
ns ) folgt
1 P
n=1
¹(n)
ns
=
Q
p
1 P
r=0
¹(pr)
prs fÄ ur Re(s) > 1:
(6.3)
Da
1 X
r=0
¹(pr)
prs = 1 ¡ p¡s; (6.4)
weil
¹(pr) = 0 fÄ ur r > 1; (6.5)
gilt
Q
p
1 P
r=0
¹(pr)
prs
=
Q
p
(1 ¡ p¡s) fÄ ur Re(s) > 1:
(6.6)
Aus (6.3) und (6.6) erhalten wir1 X
n=1
¹(n)
ns =
Y
p
(1 ¡ p¡s) fÄ ur Re(s) > 1: (6.7)
Das hei¼t
1 X
n=1
¹(n)
ns =
1
³(s)
fÄ ur Re(s) > 1: (6.8)
Die Funktion 1
³(s) ist nach Satz 3.5 auf Seite 33 in Re(s) = ¾ ¸ 1
holomoph; nach Satz 4.1 auf Seite 43 konvergiert also
1 P
n=1
¹(n)
ns in ¾ ¸ 1
gegen 1
³(s) .¥
Korollar
1 P
n=1
¹(n)
n = 0.Kapitel 7
Numerische Berechnung von
¼(x)
Die praktische Bestimmung von ¼(x) fÄ ur grÄ o¼ere x ist nur mÄ uhsam zu
bekommen. Die Min¶ a· csche Formel
¼(x) =
n X
j=2
·
(j ¡ 1)! + 1
j
¡
·
(j ¡ 1)!
j
¸¸
; n 2 N (7.1)
ist zwar (fast) o®ensichtlich1, aber (leider) praktisch wertlos, denn sie ist
nur fÄ ur nicht allzu gro¼e Zahlen nÄ utzlich, fÄ ur sehr gro¼e Zahlen ist sie
weniger (bzw. Ä uberhaupt nicht) geeignet. In diesem Kapitel stellen wir
einige praktikable Rechenverfahren vor, um ¼(x) fÄ ur gro¼e x zu berechnen.
Die meisten dieser Verfahren basieren auf dem Sieb2 des Eratosthenes.
Es beruht auf der Tatsache, dass eine natÄ urliche zahl n>1, die keinen
Primteiler p ·
p
n besitzt, prim ist; ist nÄ amlich n = d1d2, so ist d1 ·
p
n
oder d2 ·
p
n. Das Sieb des Eratosthenes arbeitet folgenderma¼en: Man
1Die Min¶ acsche Formel kann mit Hilfe von Wilson{Satz leicht bewiesen werden (einen
ausfÄ uhrlichen Beweis ¯ndet man in [57, Seite 181]).
2Das bekannte Sieb des Eratosthenes wurde durch die Introductio Arithmetica des
Nikomachos von Gerasa (um 100 n. Chr.) Ä uberliefert.
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schreibt alle Zahlen zwischen 2 und x auf, streiche die Vielfache der ersten
Primzahl 2, au¼er 2, dann die Vielfachen der nÄ achsten (nicht gestrichenen)
Primzahl (diese ist 3) au¼er dieser, usw. bis zur grÄ o¼ten Primzahl ·
p
x.
Die Ä ubrigbleibenden Zahlen sind genau die Primzahlen, die kleiner als x
sind. Man erhÄ alt somit bei einem Speicherbedarf von x Zellen und einem
Rechenaufwand von
X
p·
p
n
x
p
= xlog(log(x)) + O(x) (7.2)
Rechenschritten alle Primzahlen bis x. Man vgl. auch die von P. Pritchard
[52, 53] stammenden Verbesserungen dieser Methode.
7.1 Legendre{Methode
Nach dem Sieb des Eratosthenes sind die [x] Zahlen aus [1, x] genau die
folgenden Zahlen:
² Die Zahl 1, das ist eine Zahl.
² Die Primzahlen p·
p
x, das sind ¼(
p
x) Primzahlen.
² Die Vielfachen dieser ersten ¼(
p
x) Primzahlen, au¼er dieser. Das
sind nach dem Legendreschen Inklusions{Exklusions{Prinzip genauNumerische Berechnung von ¼(x) 76
µ
P
p®·
p
x
h
x
p®
i
(7.3)
(7.4)
¡
P
p®<p¯·
p
x
h
x
p®p¯
i
(7.5)
(7.6)
+
P
p®<p¯<p¸·
p
x
h
x
p®p¯p¸
i
(7.7)
(7.8)
§:::
¶
¡ ¼(
p
x) (7.9)
zusammengesetzte Zahlen mit mindestens einem Primteiler p·
p
x
² Die Primzahlen>
p
x, das sind genau ¼(x) ¡ ¼(
p
x) Zahlen.
Daraus erhalten wir
[x] = 1 + ¼(
p
x) +
µ
P
p®·
p
x
h
x
p®
i
¡
P
p®<p¯·
p
x
h
x
p®p¯
i
+
P
p®<p¯<p¸·
p
x
h
x
p®p¯p¸
i
§:::
¶
¡ ¼(
p
x) + ¼(x) ¡ ¼(
p
x)
(7.10)
Aus (7.10) folgt unmittelbar die Legendre{Formel
¼(x) = ¼(
p
x) ¡ 1 +
µ
[x] ¡
P
p®·
p
x
h
x
p®
i
+
P
p®<p¯·
p
x
h
x
p®p¯
i
¡
P
p®<p¯<p¸·
p
x
h
x
p®p¯p¸
i
¨:::
¶
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Wir benutzen nun Formal (7.11), um ¼(100) zu bestimmen:
¼(100)
= ¼(10) ¡ 1 + 100
¡
µh
100
2
i
+
h
100
3
i
+
h
100
5
i
+
h
100
7
i¶
+
µh
100
2¢3
i
+
h
100
2¢5
i
+
h
100
2¢7
i
+
h
100
3¢5
i
+
h
100
3¢7
i
+
h
100
5¢7
i¶
¡
µh
100
2¢3¢5
i
+
h
100
2¢3¢7
i
+
h
100
2¢5¢7
i
+
h
100
3¢5¢7
i¶
+
h
100
2¢3¢5¢7
i
= 4 ¡ 1 + 100 ¡ (50 + 33 + 20 + 14)
+(16 + 10 + 7 + 6 + 4 + 2) ¡ (3 + 2 + 1 + 0) + 0
= 4 ¡ 1 + 100 ¡ 117 + 45 ¡ 6 + 0
= 25:
Legendre [35] gab 78 526 als Wert von ¼(106) an. Allerdings ist der rich-
tige Wert 78 498. Zu Legendres Verteidigung erwÄ ahnen wir aber, dass zu
seiner Zeit die umfangreichste Primzahltafel 78 492 Primzahlen gehabt hat
[60, Seite 11]. Um mit der Formel (7.11) etwa ¼(x) fÄ ur x > 108 zu berech-
nen, mÄ u¼te man mehr als 2¼(104) = 21229 > 10369 Summanden in der SummeNumerische Berechnung von ¼(x) 78
Á(x;¼(
p
x))
:=
µ
[x] ¡
P
p®·
p
x
h
x
p®
i
+
P
p®<p¯·
p
x
h
x
p®p¯
i
¡
P
p®<p¯<p¸·
p
x
h
x
p®p¯p¸
i
¨:::
¶
(7.12)
auf der rechten Seite von (7.11) berÄ ucksichtigen - der Rechenaufwand hierfÄ ur
wÄ are auch auf schnellsten Maschinen nicht zu bewÄ altigen. Die Schwachstelle
der Formel (7.11) ist o®ensichtlich die enorm gro¼e Anzahl der Summanden
der Summe Á(x;¼(
p
x)) auf die rechte Seite. LÄ asst sich diese Summe anders
schreiben und e±zient berechnen? Als nÄ achstens stellen wir Verfahren vor,
die versuchen, diese Schwachstelle zu verbessern.
7.2 Meissel{Methode
Der Astronom Meissel [42, 43] konnte auf der Grundlage des Siebes des
Eratosthenes ein praktikables Rechenverfahren ausarbeiten, um ¼(x) fÄ ur
gro¼e x zu berechnen. Meissel gab 1871 den Wert ¼(108) und 1885 [43]
den Wert fÄ ur ¼(109). Allerdings war der Wert von ¼(109) fehlerhaft, genau-
er gesagt um 56 niedriger als der richtige Wert 50 847 534. Diese Fehler
blieb langer3 Zeit (Ä uber 70 Jahren) in der Literatur unbemerkt, erst 1958
konnte Lehmer [37] den Fehler entdecken und korrigieren. Wir behandeln
nun die Meissel{Methode. Meissel hat die Legendre{Formel (7.11) so
modi¯ziert, dass er e±zient ¼(x) fÄ ur grÄ o¼ere x berechnen konnte. Meissel
betrachtete die ersten a Primzahlen (die Zahl a wird spÄ ater geeignet festge-
3In [60, Seite 11] ist dieser Fehler folgenderma¼en beschrieben : "...this is probably
the most often quoted faulty value in the literature on primes."Numerische Berechnung von ¼(x) 79
legt) und nutzte die Tatsache aus, dass die [x] natÄ urlichen Zahlen in [1, x]
genau die folgenden sind:
² Die Zahl 1, das ist eine Zahl.
² Die ersten a Primzahlen, p1 = 2, p2 = 3,...,pa.
² Die
µ
P
p®·pa
h
x
p®
i
¡
P
p®<p¯·pa
h
x
p®p¯
i
+
P
p®<p¯<p¸·pa
h
x
p®p¯p¸
i
§¢¢¢ ¡ a
¶
(7.13)
zusammengesetzten Zahlen mit mindestens einem Primteiler · pa.
² Die P1(x;a) = (¼(x) ¡ a) Primzahlen p mit pa < p · x.
² Die P2(x;a) Zahlen n = p®p¯ · x mit a + 1 · ® · ¯.
² Die P3(x;a) Zahlen n = p®p¯p¸ · x mit a + 1 · ® · ¯ · ¸.
² ...
² ...
² Pk(x;a) Zahlen · x, deren Primfaktorzerlegung genau aus k Primzah-
len (nicht notwendigerweise verschieden) p ¸ pa+1 besteht.
² ...
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Daraus folgt
1 + a +
µ
P
1·®·a
h
x
p®
i
¡
P
1·®<¯·a
h
x
p®p¯
i
+
P
1·®<¯<¸·a
h
x
p®p¯p¸
i
§¢¢¢ ¡ a
¶
+ ¼(x) ¡ a + P2(x;a) + P3(x;a) + ¢¢¢ = [x]
(7.14)
Das hei¼t
¼(x) = [x] ¡
µ
P
1·®·a
h
x
p®
i
¡
P
1·®<¯·a
h
x
p®p¯
i
+
P
1·®<¯<¸·a
h
x
p®p¯p¸
i
§:::
¶
+ a ¡ 1 ¡
³
P2(x;a) + P3(x;a) + :::
´
(7.15)
Um P1(x;a), P2(x;a), P3(x;a), ...besser verstehen zu kÄ onnen, geben wir
ein numerisches Beispiel an. Mit a=2 sind die 900 Zahlen in [1, 900] genau
die Zahlen:
² Die Zahl 1, das ist eine Zahl.
² Die ersten a=2 Primzahlen, p1=2, p2=3. Das sind 2 Zahlen.
² Die
µ
900
2 + 900
3
¶
¡ 900
2¢3 = (450+300)¡150 = 600 zusammengesetzten
Zahlen mit mindestens einem Primteiler p® , wobei ® · a.
² Die P1(900;2) = (¼(900) ¡ 2) Primzahlen p mit 3 < p · 900.
² Die P2(900, 2) Zahlen n = p®p¯ · 900 mit 3 · ® · ¯. Das sind genau
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? 5¢5=25;...,5¢179=895; 5 ¢ 181 = 905 > 900; von dieser Gestalt
gibt es genau ¼
³
900
5
´
¡2 Zahlen, denn jedes Mal wird die Primzahl
5 mit einer Primzahl p ¸ 5 multipliziert, bis 900 Ä uberschritten ist.
(Die 2 ersten Primzahlen 2, 3 werden nicht mit 5 multipliziert.)
? 7¢7=49; ...; 7¢127=889; 7 ¢ 131 = 917 > 900; von dieser Gestalt
gibt es genau ¼
³
900
7
´
¡3 Zahlen, denn jedes Mal wird die Primzahl
7 mit einer Primzahl p ¸ 7 multipliziert, bis 900 Ä uberschritten ist.
(Die 3 ersten Primzahlen 2, 3, 5 werden nicht mit 7 multipliziert.)
? 11¢11=121; ...; 11¢79=869; 11 ¢ 83 = 913 > 900; von dieser Ge-
stalt gibt es genau ¼
³
900
11
´
¡ 4 Zahlen, denn jedes Mal wird die
Primzahl 11 mit einer Primzahl p ¸ 11 multipliziert, bis 900 Ä uber-
schritten ist. (Die 4 ersten Primzahlen 2, 3, 5, 7 werden nicht mit
11 multipliziert.)
? 13¢13=169; ...; 13¢67=871; 13 ¢ 71 = 923 > 900; von dieser Ge-
stalt gibt es genau ¼
³
900
13
´
¡ 5 Zahlen, denn jedes Mal wird die
Primzahl 13 mit einer Primzahl p ¸ 13 multipliziert, bis 900
Ä uberschritten ist. (Die 5 ersten Primzahlen werden nicht mit 13
multipliziert.)
? 17¢17=289; ...; 17¢47=799; 17 ¢ 53 = 901 > 900; von dieser Ge-
stalt gibt es genau ¼
³
900
17
´
¡ 6 Zahlen, denn jedes Mal wird die
Primzahl 17 mit einer Primzahl p ¸ 17 multipliziert, bis 900
Ä uberschritten ist. (Die 6 ersten Primzahlen werden nicht mit 17
multipliziert.)
? 19¢19=361; ...; 19¢47=893; 19 ¢ 53 = 1007 > 900; von dieser Ge-
stalt gibt es genau ¼
³
900
19
´
¡ 7 Zahlen, denn jedes Mal wird die
Primzahl 19 mit einer Primzahl p ¸ 19 multipliziert, bis 900
Ä uberschritten ist. (Die 7 ersten Primzahlen werden nicht mit 19
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? 23¢23=529; ...; 23¢37=851; 23 ¢ 41 = 943 > 900; von dieser Ge-
stalt gibt es genau ¼
³
900
23
´
¡ 8 Zahlen, denn jedes Mal wird die
Primzahl 23 mit einer Primzahl p ¸ 23 multipliziert, bis 900
Ä uberschritten ist. (Die 8 ersten Primzahlen werden nicht mit 23
multipliziert.)
? 29¢29=841; 29¢31=899; 29 ¢ 37 = 1073 > 900; von dieser Gestalt
gibt es genau ¼
³
900
29
´
¡9 Zahlen, denn jedes Mal wird die Primzahl
29 mit einer Primzahl p ¸ 29 multipliziert, bis 900 Ä uberschritten
ist. (Die 9 ersten Primzahlen werden nicht mit 29 multipliziert.)
? 31 ¢ 31 = 961 > 900; von dieser Gestalt gibt es genau ¼
³
900
31
´
¡
10 = 0 Zahlen, denn jedes Mal wird die Primzahl 31 mit einer
Primzahl p ¸ 31 multipliziert, bis 900 Ä uberschritten ist. (Die 10
ersten Primzahlen werden nicht mit 31 multipliziert.)
Das hei¼t P2(900;2) =
10 P
j=3
µ
¼
³
900
pj
´
¡ (j ¡ 1)
¶
.
² P3(900;2) Zahlen n = p®p¯p¸ · 900 mit 3 · ® · ¯ · ¸. Das sind
genau die Zahlen folgender Gestalten:
? 5¢5¢5=125; ...; 5¢5¢31=775; 5 ¢ 5 ¢ 37 = 925 > 900; 5¢7¢7=245;
...; 5¢7¢23=805; 5 ¢ 7 ¢ 29 = 1015 > 900; 5¢11¢11=605;
...5¢11¢13=715; 5 ¢ 11 ¢ 17 = 935 > 900; 5.13.13=845;
5:13:17 = 1105 > 900; von dieser Gestalt gibt es genau P2
³
900
5 ;2
´
Zahlen, denn jedes Mal wird die Primzahl 5 mit zwei Primzahlen
p®;p¯ ¸ 5 multipliziert, bis 900 Ä uberschritten ist.
? 7¢7¢7=343; ...; 7¢7¢17=833; 7 ¢ 7 ¢ 19 = 931 > 900; 7¢11¢11=847;
7 ¢ 11 ¢ 13 = 1001 > 900; von dieser Gestalt gibt es genau
P2
³
900
7 ;3
´
Zahlen, denn jedes Mal wird die Primzahl 7 mit zwei
Primzahlen p®;p¯ ¸ 7 multipliziert, bis 900 Ä uberschritten ist.
? 11 ¢ 11 ¢ 11 = 1331 > 900; von dieser Gestalt gibt es genauNumerische Berechnung von ¼(x) 83
P2
³
900
11 ;4
´
= 0 Zahlen, denn jedes Mal wird die Primzahl 11 mit
zwei Primzahlen p®;p¯ ¸ 11 multipliziert, bis 900 Ä uberschritten
ist.
Das hei¼t P3(900;2) =
5 P
j=3
P2
³
900
pj ;j ¡ 1
´
.
² P4(900;2) Zahlen n = p®p¯p¸p° · 900 mit 3 · ® · ¯ · ¸ · °. Das
sind genau die Zahlen folgender Gestalten:
? 5¢5¢5¢5=625; 5¢5¢5¢7=875; 5 ¢ 5 ¢ 5 ¢ 11 = 1375 > 900;
5 ¢ 5 ¢ 7 ¢ 7 = 1225 > 900; von dieser Gestalt gibt es genau
P3
³
900
5 ;2
´
Zahlen, denn jedes Mal wird die Primzahl 5 mit drei
Primzahlen p®;p¯;p¸ ¸ 5 multipliziert, bis 900 Ä uberschritten ist.
? 7 ¢ 7 ¢ 7 ¢ 7 = 2401 > 900; von dieser Gestalt gibt es genau
P3
³
900
7 ;3
´
= 0 Zahlen, denn jedes Mal wird die Primzahl 7 mit
drei Primzahlen p®;p¯;p¸ ¸ 7 multipliziert, bis 900 Ä uberschritten
ist.
Das hei¼t P4(900;2) =
4 P
j=3
P3
³
900
pj ;j ¡ 1
´
.
² P5(900;2) Zahlen n = p®p¯p¸p°p± · 900 mit 3 · ® · ¯ · ¸ · ° · ±.
Das sind genau die Zahlen folgender Gestalten:
? 5 ¢ 5 ¢ 5 ¢ 5 ¢ 5 = 2525 > 900; von dieser Gestalt gibt es genau
P4
³
900
5 ;2
´
= 0 Zahlen, denn jedes Mal wird die Primzahl 5
mit vier Primzahlen p®;p¯;p¸;p± ¸ 5 multipliziert, bis 900 Ä uber-
schritten ist.
Das hei¼t P5(900;2) = 0 Damit ist P5(900;2) = P6(900;2) = ¢¢¢ = 0 .
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1. Wieviel Terme der Form P2(x;a), P2(x;a),...werden in (7.15) vorkom-
men?
2. Wie lÄ asst sich Pk(x;a) im allgemeinen berechnen?
Zur zweiten Frage werden wir sehen, dass wir nur die FÄ alle k=2, 3
brauchen werden. Die Berechnung von P2(x;a) und P3(x;a) werden wir
an den entsprechenden Stellen erklÄ aren. Die Anzahl der Terme der Form
P2(x;a), P2(x;a),..., die in (7.15) vorkommen, hÄ angt o®ensichtlich von a
ab. Falls wir a so wÄ ahlen, dass pa · x
1
2 < pa+1, dann wird P2(x;a) = 0
sein, denn p®p¯ ¸ pa+1pa+1 > x
1
2x
1
2 = x fÄ ur alle ®;¯ ¸ a + 1. In diesem
Falle erhalten wir
¼(x) = a ¡ 1 +
µ
[x] ¡
P
1·®·a
h
x
p®
i
+
P
1·®<¯·a
h
x
p®p¯
i
¡
P
1·®<¯<¸·a
h
x
p®p¯p¸
i
§:::
¶
; mit
p
x · pa+1 · x; d:h: a = ¼(x
1
2)
(7.16)
also die Legendre{Formel (7.11) wieder. Im allgemeinen wÄ ahlen wir a, so
dass pa · x
1
r < pa+1, dann wird Pt(x;a) = 0 fÄ ur alle t ¸ r gelten. Es bietet
sich also an, a := ¼(x
1
r) zu setzen. Meissel hat r=3 gewÄ ahlt. Damit ist
a := ¼(x
1
3) und aus (7.15) erhalten wir
¼(x) =
µ
[x] ¡
P
1·®·a
h
x
p®
i
+
P
1·®<¯·a
h
x
p®p¯
i
¡
P
1·®<¯<¸·a
h
x
p®p¯p¸
i
§:::
¶
+ a ¡ 1 ¡ P2(x;a); wobei a = ¼(x
1
3)
(7.17)
Wir berechnen nun P2(x;a):Numerische Berechnung von ¼(x) 85
P2(x;a) := #
½
p®p¯j®;¯ ¸ a + 1 und p®p¯ · x
¾
Aus p®p¯ · x folgt p® · x
1
2 oder p¯ · x
1
2, das hei¼t ® · ¼(x
1
2) oder
¯ · ¼(x
1
2). Damit ist
½
p®p¯j®;¯ ¸ a + 1 und p®p¯ · x
¾
=
½
pa+1p¯j¯ ¸ a + 1 und pa+1p¯ · x
¾
¹ [
½
pa+2p¯j¯ ¸ a + 2 und pa+2p¯ · x
¾
¹ [
:::
¹ [
¹ [
½
pbp¯j¯ ¸ b;pbp¯ · x und b = ¼(x
1
2)
¾
(7.18)
Das hei¼t
½
p®p¯j®;¯ ¸ a + 1 und p®p¯ · x
¾
=
½
pa+1
¾½
p¯j¯ ¸ a + 1 und p¯ · x
pa+1
¾
¹ [
½
pa+2
¾½
p¯j¯ ¸ a + 2 und p¯ · x
pa+2
¾
¹ [
:::
¹ [
¹ [
½
pb
¾½
p¯j¯ ¸ b;p¯ · x
pb und b = ¼(x
1
2)
¾
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Daraus erhalten wir :
#
½
p®p¯j®;¯ ¸ a + 1 und p®p¯ · x
¾
= #
½
p¯j¯ ¸ a + 1 und p¯ · x
pa+1
¾
+ #
½
p¯j¯ ¸ a + 2 und p¯ · x
pa+2
¾
+
:::
+
+ #
½
p¯j¯ ¸ b;p¯ · x
pb und b = ¼(x
1
2)
¾
(7.20)
Damit ist
P2(x;a)
= ¼
³
x
pa+1
´
¡ a
+ ¼
³
x
pa+2
´
¡ (a + 1)
+
:::
+
+ ¼
³
x
pb
´
¡ (b ¡ 1) wobei b = ¼(x
1
2)
=
b P
j=a+1
µ
¼
µ
x
pj
¶
¡ (j ¡ 1)
¶
wobei b = ¼(x
1
2)
= ¡
(b¡a)(b+a¡1)
2 +
b P
j=a+1
¼
³
x
pj
´
wobei b = ¼(x
1
2)
(7.21)
Daraus folgt
P2(x;a) = ¡
(b ¡ a)(b + a ¡ 1)
2
+
b X
j=a+1
¼
µ
x
pj
¶
wobei b = ¼(x
1
2) (7.22)Numerische Berechnung von ¼(x) 87
P2(x;a) =
b X
j=a+1
µ
¼
µ
x
pj
¶
¡ (j ¡ 1)
¶
wobei b = ¼(x
1
2) (7.23)
Sei au¼erdem
Á(x;a)
:=
µ
[x] ¡
P
1·®·a
h
x
p®
i
+
P
1·®<¯·a
h
x
p®p¯
i
¡
P
1·®<¯<¸·a
h
x
p®p¯p¸
i
¨:::
¶
(7.24)
Á(x;a) ist also die Anzahl aller Zahlen · x, die weder durch p1, noch durch
p2, ..., noch durch pa teilbar sind.
Wegen (7.22) und (7.24) lÄ asst sich aus (7.17) die Meissel{Formel
herleiten
¼(x)
= Á(x;a) + a ¡ 1 +
(b¡a)(b+a¡1)
2 +
b P
j=a+1
¼
³
x
pj
´
wobei a = ¼(x
1
3)
= Á(x;a) +
(b+a¡2)(b¡a+1)
2 +
b P
j=a+1
¼
³
x
pj
´
wobei a = ¼(x
1
3)
(7.25)
Aus der Formal (7.25) lÄ asst sich die erho®te Verbesserung gegenÄ uber (7.11)
leicht erkennen: Die Summe
b P
j=a+1
¼
³
x
pj
´
enthÄ alt "`nur noch"' b ¡ a =
¼(x
1
2) ¡ ¼(x
1
3) Terme. Au¼erdem hat Á(x;a) aus (7.25) viel weniger Ter-
me als Á(x;¼(x
1
2)) aus (7.11) und lÄ asst sich e±zient berechnen: Als nÄ achstes
stellen wir eine Methode vor, wie man Á(x;a) "`e±zient"' berechnen kann.Numerische Berechnung von ¼(x) 88
Die Zahlen · x, die durch keine Primzahl aus
½
p1;p2;:::;pa
¾
teil-
bar sind, sind genau die Zahlen · x, die durch keine Primzahl aus ½
p1;p2;:::;pa¡1
¾
teilbar sind, mit Ausnahme alle denjenigen Zahlen · x,
die nicht durch pa teilbar sind. Aus (7.24) kann man also die Rekursions-
gleichung:
Á(x;a) = Á(x;a ¡ 1) ¡ Á
µ
x
pa
;a ¡ 1
¶
(7.26)
erhalten. Durch wiederholte Anwendung von (7.26) erreichen wir irgend-
wann Á(x;1), das ist genau die Anzahl alle ungeraden Zahlen · x, denn
p1 = 2. Es geht aber noch e±zienter. Dazu betrachten wir die ersten k
Primzahlen p1;p2;:::;pk und pk$ := p1p2 :::pk. Aus (7.24) folgtNumerische Berechnung von ¼(x) 89
Á(pk$;k)
:=
µ
[pk$] ¡
P
1·®·k
h
pk$
p®
i
+
P
1·®<¯·k
h
pk$
p®p¯
i
¡
P
1·®<¯<¸·k
h
pk$
p®p¯p¸
i
¨:::
¶
= pk$
µ
1 ¡
P
p®·k
h
1
p®
i
+
P
p®<p¯·k
h
1
p®p¯
i
¡
P
p®<p¯<p¸·k
h
1
p®p¯p¸
i
¨:::
¶
= pk$
µ
1 ¡ 1
p1
¶µ
1 ¡ 1
p2
¶
:::
µ
1 ¡ 1
pa
¶
=
k Q
j=1
(pj ¡ 1)
= '(pk$)
wobei ' die Eulersche Phifunktion ist.
(7.27)
Also ist
Á(pk$;k) = '(pk$) =
k Y
j=1
(pj ¡ 1) (7.28)
FÄ ur s ¸ 0 und 0 · t < pk$ giltNumerische Berechnung von ¼(x) 90
Á(s ¢ pk$ + t;k)
:=
µ
[s ¢ pk$ + t] ¡
P
1·®·k
h
s¢pk$+t
p®
i
+
P
1·®·¯·k
h
pk$
p®p¯
i
¡
P
1·®·p¯·p¸·k
h
pk$
p®p¯p¸
i
¨:::
¶
= s ¢
µ
[pk$] ¡
P
1·®·k
h
pk$
p®
i
+
P
1·®·¯·k
h
s¢pk$+t
p®p¯
i
¡
P
1·®·p¯·p¸·k
h
s¢pk$+t
p®p¯p¸
i
¨:::
¶
+
µ
[t] ¡
P
1·®·k
h
t
p®
i
+
P
1·®·¯·k
h
t
p®p¯
i
¡
P
1·®·p¯·p¸·k
h
t
p®p¯p¸
i
¨:::
¶
= s ¢ '(pk$) + Á(t;k)
(7.29)
Das hei¼t
Á(s ¢ pk$ + t;k) = s ¢ '(pk$) + Á(t;k) mit s ¸ 0 und 0 · t < pk$ (7.30)
Analog und aus Symmetrie GrÄ unden gilt
Á(t;k) = '(pk$) ¡ Á(pk$ ¡ t ¡ 1;k) mit
pk$
2
< t · pk$ (7.31)Numerische Berechnung von ¼(x) 91
Wegen (7.16) gilt au¼erdem
Á(x;a) = ¼(x) ¡ a + 1 mit x
1
2 < pa+1 < x (7.32)
Mit Hilfe der (7.26) sowie (7.28), (7.30), (7.31) und (7.32) lÄ asst sich nun
Á(x;a) berechnen. Dies werden wir im folgenden Beispiel erlÄ autern.
Mit Hilfe der Meissel{Formel (7.25) berechnen wir nun ¼(10000).
¼(10000)
= Á(10000;8) + 31¢18
2
+
25 P
j=9
¼
³
10000
pj
´
wobei a = ¼(10000
1
3) = 8 und b = ¼(10000
1
2) = 25
(7.33)
ZunÄ achst berechnen wir Á(10000;8)
Á(10000;8) = Á(10000;7) ¡ Á
¡10000
19 ;7
¢
= Á(10000;7) ¡ Á(526;7) wegen (7.26)
Á(10000;7) = Á(10000;6) ¡ Á
¡10000
17 ;6
¢
= Á(10000;6) ¡ Á(588;6) wegen (7.26)
Á(10000;6) = Á(10000;5) ¡ Á
¡10000
13 ;5
¢
= Á(10000;5) ¡ Á(769;5) wegen (7.26)Numerische Berechnung von ¼(x) 92
Á(10000;5)
= Á(10000;4) ¡ Á
¡10000
11 ;4
¢
wegen (7.26)
= Á(10000;4) ¡ Á(909;4)
= Á(47 ¢ 210 + 130;4) ¡ Á(4 ¢ 210 + 69;4)
beachte p1 ¢ p2 ¢ p3 ¢ p4 = 2 ¢ 3 ¢ 5 ¢ 7 = 210
= 47 ¢ '(210) + Á(130;4) ¡ (4 ¢ '(210) + Á(69;4))
wegen (7.30)
= 47 ¢ 48 + Á(130;4) ¡ (4 ¢ 48 + Á(69;4))
denn '(210) = 1 ¢ 2 ¢ 4 ¢ 6 = 48
= 47 ¢ 48 + Á(130;4) ¡ (4 ¢ 48 + ¼(69) ¡ 4 + 1)
wegen (7.32)
= 47 ¢ 48 + Á(130;4) ¡ (4 ¢ 48 + 19 ¡ 4 + 1)
denn ¼(69) = 19
= 47 ¢ 48 + Á(130;4) ¡ 208
= 47 ¢ 48 + Á(130;3) ¡ Á(18;3) ¡ 208
wegen (7.26)
= 47 ¢ 48 + Á(4 ¢ 30 + 10;3) ¡ Á(18;3) ¡ 208
beachte p1 ¢ p2 ¢ p3 = 2 ¢ 3 ¢ 5 = 30
= 47 ¢ 48 + 4 ¢ '(30) + (10;3) ¡ Á(18;3) ¡ 208
wegen (7.28)
= 47 ¢ 48 + 4 ¢ 8 + Á(10;3) ¡ Á(18;3) ¡ 208
denn '(30) = 1 ¢ 2 ¢ 4 = 8
= 47 ¢ 48 + 4 ¢ 8 + ¼(10) ¡ 3 + 1 ¡ (¼(18) ¡ 3 + 1) ¡ 208
wegen (7.32)
= 47 ¢ 48 + 4 ¢ 8 + 4 ¡ 3 + 1 ¡ (7 ¡ 3 + 1) ¡ 208
denn ¼(10) = 4 und ¼(18) = 7
= 2077:Numerische Berechnung von ¼(x) 93
Analog erhalten wir
Á(526;7)
= Á(526;6) ¡ Á
¡526
17 ;6
¢
= Á(526;6) ¡ Á(30;6)
= Á(526;5) ¡ Á
¡526
13 ;5
¢
¡ 5
= Á(526;4) ¡ Á
¡526
11 ;4
¢
¡ Á(40;5) ¡ 5
= Á(2 ¢ 210 + 106;4) ¡ Á(47;4) ¡ 8 ¡ 5
= 2 ¢ 48 + Á(106;4) ¡ 12 ¡ 13
= 95:
Á(588;6)
= Á(588;5) ¡ Á
¡588
13 ;5
¢
= Á(588;4) ¡ Á
¡588
13 ;5
¢
¡ Á(45;5)
= Á(2 ¢ 210 + 168;4) ¡ Á(53;4) ¡ 10
= 2 ¢ 48 + (168;4) ¡ 13 ¡ 10
= 111:
Á(769;5)
= Á(769;4) ¡ Á
¡769
11 ;4
¢
= Á(3 ¢ 210 + 139;4) ¡ Á(69;4)
= 3 ¢ 48 + Á(139;4) ¡ 16
= 160:
Daraus folgt
Á(10000;8) = 2077 ¡ 95 ¡ 111 ¡ 160 = 1711: (7.34)Numerische Berechnung von ¼(x) 94
Ferner gilt
25 P
j=9
¼
³
10000
pj
´
= ¼
¡10000
23
¢
+ ¼
¡10000
29
¢
+ ¢¢¢ + ¼
¡10000
97
¢
= ¼(434) + ¼(344) + ¼(322) + ¢¢¢ + ¼(103)
= 84 + 68 + 66 + ¢¢¢ + 27
= 761:
(7.35)
(7.35) und (7.34) in (7.33) eingesetzt, ergibt ¼(10000) = 1711+9¢31¡761 =
1229.
7.3 Lehmer{Methode
WÄ ahlen wir in (7.14) a=¼(x
1
4) und berÄ ucksichtigen (7.24), dann erhalten wir
¼(x) = Á(x;a) + a ¡ 1 ¡ (P2(x;a) + P3(x;a)); wobei a = ¼(x
1
4): (7.36)
Analog zur Gleichung (7.22) erhÄ alt man
P2(x;a)
= ¡
(b¡a)(b+a¡1)
2
+
b P
j=a+1
¼
³
x
pj
´
; wobei b = ¼(x
1
2) und a = ¼(x
1
4):
(7.37)
Wir berechnen nun P3(x;a):
P3(x;a) := #
½
p®p¯p¸j®;¯;¸ ¸ a + 1 und p®p¯p¸ · x
¾
Aus p®p¯p¸ · x folgt p® · x
1
3 oder p¯ · x
1
3 oder p¸ · x
1
3 , das hei¼t
® · ¼(x
1
3) oder ¯ · ¼(x
1
3) oder ¸ · ¼(x
1
3). Damit istNumerische Berechnung von ¼(x) 95
½
p®p¯p¸j®;¯;¸ ¸ a + 1 und p®p¯p¸ · x
¾
=
½
pa+1p¯j¯ ¸ a + 1 und pa+1p¯ · x
¾
¹ [
½
pa+2p¯p¸j¯;¸ ¸ a + 2 und pa+2p¯p¸ · x
¾
¹ [
:::
¹ [
¹ [
½
pcp¯p¸j¯ ¸ c;pcp¯p¸ · x und c = ¼(x
1
3)
¾
(7.38)
Das hei¼t
½
p®p¯p¸j®;¯;¸ ¸ a + 1 und p®p¯p¸ · x
¾
=
½
pa+1
¾½
p¯j¯p¸ ¸ a + 1 und p¯p¸ · x
pa+1
¾
¹ [
½
pa+2
¾½
p¯p¸j¯;¸ ¸ a + 2 und p¯p¸ · x
pa+2
¾
¹ [
:::
¹ [
¹ [
½
pc
¾½
p¯p¸j¯ ¸ b;p¯;p¸ · x
pc und c = ¼(x
1
3)
¾
(7.39)
Daraus erhalten wir :Numerische Berechnung von ¼(x) 96
#
½
p®p¯p¸j®;¯;¸ ¸ a + 1 und p®p¯p¸ · x
¾
= #
½
p¯p¸j¯;¸ ¸ a + 1 und p¯p¸ · x
pa+1
¾
+ #
½
p¯p¸j¯;¸ ¸ a + 2 und p¯p¸ · x
pa+2
¾
+
:::
+
+ #
½
p¯p¸j¯¸ ¸ c;p¯p¸ · x
pc und c = ¼(x
1
3)
¾
(7.40)
Damit ist
P3(x;a)
= P2
³
x
pa+1;a
´
+ P2
³
x
pa+2;a + 1
´
+
:::
+
+ P2
³
x
pc;c ¡ 1
´
wobei c = ¼(x
1
3)
=
b P
j=a+1
µ
¼
µ
x
pj
¶
¡ (j ¡ 1)
¶
wobei b = ¼(x
1
2)
=
c P
j=a+1
bj P
k=j
³
¼
³
x
pjpk
´
¡ (k ¡ 1)
´
wobei bj = ¼(
q
x
pj) wegen (7.23).
(7.41)
Also ist
P3(x;a) =
c X
j=a+1
bj X
k=j
µ
¼
µ
x
pjpk
¶
¡ (k ¡ 1)
¶
; wobei c := ¼(x
1
3): (7.42)Numerische Berechnung von ¼(x) 97
Damit lautet die Lehmer{Formel
¼(x)
= Á(x;a) +
(b+a¡2)(b¡a+1)
2
¡
b P
j=a+1
¼
³
x
pj
´
¡
c P
j=a+1
bj P
k=j
³
¼
³
x
pjpk
´
¡ (k ¡ 1)
´
mit a = ¼(x
1
4);c = ¼(x
1
3);b = ¼(x
1
2);bj = ¼(
q
x
pj)
(7.43)
Man sieht leicht die Verbesserungen bezÄ uglich der Anzahl der Terme der
vorkommenden Teilsummen in der Formel (7.43). Mit Hilfe der Lehmer{
Formel (7.43) berechnen wir nun ¼(100000):
a
= ¼(10000)
= ¼(17)
= 7;
b
= ¼(100000
1
2)
= ¼(316)
= 65;
c
= ¼(100000
1
3)
= ¼(46)
= 14
Aus bj = ¼(
q
100000
29 ) fÄ ur 8 · j · 14 folgtNumerische Berechnung von ¼(x) 98
b8
= ¼(
q
100000
19 )
= ¼(72)
= 20;
b9
= ¼(
q
100000
23 )
= ¼(65)
= 18;
b10
= ¼(
q
100000
29 )
= ¼(58)
= 16;
b11
= ¼(
q
100000
31 )
= ¼(56)
= 16;
b12 = b13 = b14 = 15:
FÄ ur x = 105 lautet die Lehmer{Formel
¼(100000)
= Á(100000;7) + 70¢59
2
¡
65 P
j=8
¼
³
100000
pj
´
¡
14 P
j=8
bj P
k=j
³
¼
³
100000
pjpk
´
¡ (k ¡ 1)
´
(7.44)Numerische Berechnung von ¼(x) 99
ZunÄ achst berechnen wir Á(105;7):
Á(105;7)
= Á(105;6) ¡ Á(105
17 ;6)
= Á(105;6) ¡ Á(5882;6):
Á(105;6)
= Á(105;5) ¡ Á(105
13 ;5)
= Á(105;5) ¡ Á(7692;5):
Á(105;5)
= Á(105;4) ¡ Á(105
11 ;4)
= Á(476 ¢ 210 + 40;4) ¡ Á(9090;4)
= 476 ¢ 48 + Á(40;4) ¡ Á(43 ¢ 210 + 60;4)
= 20779:
Á(5882;6)
= Á(5882;5) ¡ Á(5882
13 ;5)
= Á(5882;4) ¡ Á(5882
11 ;4) ¡ Á(452;5)
= 28 ¢ 48 + Á(2;4) ¡ Á(534;4) ¡ Á(452;4) + Á(452
11 ;4)
= 1128:
Á(7692;5)
= Á(7692;4) ¡ Á(7692
11 ;4)
= 1598:
Aus diesen Berechnungen erhalten wir Á(105;7) = 18053. FÄ ur die einfache
Summe
65 P
j=8
¼
³
100000
pj
´
in (7.44) giltNumerische Berechnung von ¼(x) 100
65 P
j=8
¼
³
100000
pj
´
= ¼(5263) + ¼(4347) + ¼(3448) + ¢¢¢ + ¼(321) + ¼(319)
= 698 + 593 + 481 + ¢¢¢ + 66 + 66
= 9940:
Wir spalten die Doppelsumme
14 P
j=8
bj P
k=j
³
¼
³
100000
pjpk
´
¡ (k ¡ 1)
´
in 7 einfache
Summen auf:
14 P
j=8
bj P
k=j
³
¼
³
100000
pjpk
´
¡ (k ¡ 1)
´
=
20 P
k=8
³
¼
³
100000
19pk
´
¡ (k ¡ 1)
´
+
18 P
k=9
³
¼
³
100000
23pk
´
¡ (k ¡ 1)
´
+
. . .
+
15 P
k=13
³
¼
³
100000
41pk
´
¡ (k ¡ 1)
´
+
15 P
k=14
³
¼
³
100000
43pk
´
¡ (k ¡ 1)
´
= ¼
¡100000
19¢19
¢
+ ¼
¡100000
19¢23
¢
+ ¢¢¢ + ¼
¡100000
43¢47
¢
¡ (169 + 125 + ¢¢¢ + 27)
= ¼(277) + ¼(228) + ¢¢¢ + ¼(49) ¡ 569
= 586:
Damit lautet das endgÄ ultige Resultat ¼(105) = 18053+35¢59¡9940¡586 =
9592.
Mittels einem IBM 701{Rechner und mit Hilfe von (7.43) berechnete
Lehmer andere Werte fÄ ur ¼(x), wobei x = y ¢ 106 und y=20, 25, 33, 37,
40, 90, 100, 999, 1 000 und 10 000. Durch solche Berechnungen entdeckte
Lehmer, dass der von Meissel berechnete Wert fÄ ur ¼(109) um 56 zu niedrig
war. Lehmers Berechnung von ¼(1010) mu¼te um 1 nach unten korrigiert
werden. FÄ ur j=11, 12, 13 wurde ¼(10j) von Bohman [5] (Mittels Lehmers
Methode) im Jahre 1972 angegeben [9, Seite 289].7.4 Anmerkungen
Sowohl die Meissel{ als auch die Lehmer{Methode fÄ ur die Berechnung von
¼(x) basiert auf der Legendre{Formel, allerdings versucht jede Methode,
die Summanden "`intelligent"' zu gruppieren und zu arrangieren, dass man
mit wenig Summationstermen auskommt. Diese Verfahren konnten im Laufe
der Zeit immer wieder verbessert worden. Mapes [41] hat im Jahre 1963 ei-
ne e±zientere aber ein "`bi¼chen"' kompliziertere Methode zur Berechnung
von ¼(x) entwickelt. Weitere Verbesserung erzielten Lagarias, Miller und
Odlyzko [46]; sie haben eine neue Variante der Meissel{Lehmer Methode
zur Berechnung von ¼(x) verÄ o®entlicht, bei der eine Laufzeit von O
³
x
2
3
log(x)
´
und ein Speicherplatzbedarf von O
³
x
1
3 log2(x)log
¡
log(x)
¢´
benÄ otigt wird.
Lagarias, Miller und Odlyzko berechneten ¼(x) bis 4 ¢ 1016 und ent-
deckten, dass der berechnete Wert fÄ ur 4 ¢ 1013 bei Bohman [5] um 941 zu
niedrig war.
In [45] beschrieben Lagarias und Odlyzko eine vÄ ollig neue analy-
tische Methode zur Berechnung von ¼(x), basierend auf numerischer In-
tegration. Die Laufzeit betrug dabei O
³
x0;5+"
´
und der Speicherplatz-
bedarf O
³
x0;25+"
´
fÄ ur jede " > 0. Im Jahre 1996 haben Del¶ eglise
und Rivat [61] einen Algorithmus zur Berechnung von ¼(x) vorge-
stellt, der eine Laufzeit von O
³
x
2
3
log2(x)
´
und einen Speicherplatzbedarf von
O
³
x
1
3 log3(x)log
¡
log(x)
¢´
braucht. Del¶ eglise und Rivat haben die Werte
bis (1018) berechnet. FÄ ur den einen Wert ¼(1018) hat der von ihnen benutz-
ten HP{PPA{Rechner fast 10 Tage (!!) gebraucht.
Ferner weisen wir darauf hin, dass man in der Literatur [60] lau®Ä ahige
(wir ho®en !!) Computerprogramme zur Berechnung von ¼(x) ¯nden kann,
die auf einigen der o. g. Verfahren basiert sind.
Schlie¼lich geben wir folgende Ä Ubersichtstabelle (siehe Tabelle 7.1 auf
Seite 102) einiger Verfahren zur Berechnung von ¼(x) im Vergleich.Numerische Ä UberprÄ ufung des Primzahlsatzes 102
Methode Jahr Laufzeit Speicherplatzbedarf
Legendre 1830 O(x) O(
p
x)
Meissel 1870 O
³
x
log3(x)
´
O
³ p
x
log(x)
´
Lehmer 1958 O
³
x
log4(x)
´
O
³ p
x
log(x)
´
Mapes 1963 O
³
x0;7
´
O
³
x0;7
´
Lagarias{Miller{Odlyzko 1958 O
³
x
2
3
log(x)
´
O
³
x
1
3 log2(x)log
¡
log(x)
¢´
Lagarias{Odlyzko 1987 O
³
x0;5+"
´
O
³
x0;25+"
´
Del¶ eglise{Rivat 1996 O
³
x
2
3
log2(x)
´
O
³
x
1
3 log3(x)log
¡
log(x)
¢´
Tabelle 7.1: Einige Verfahren zur Berechnung von ¼(x) im VergleichKapitel 8
Numerische Ä UberprÄ ufung des
Primzahlsatzes
In diesem Kapitel beschÄ aftigen wir uns mit der numerischen Ä UberprÄ ufung
des Primzahlsatzes, indem wir die Funktionen R(x)-¼(x); li(x)-¼(x)) sowie
x
log(x) ¡ ¼(x) fÄ ur x · 1018 untersuchen. Wir haben schon im Kapitel 7 ei-
nige Verfahren zur numerischen Berechnung von (x) vorgestellt. In diesem
Kapitel erklÄ aren wir zunÄ achst, wie man li(x) und R(x) in der Praxis am
einfachsten berechnen kann.
li(x) lÄ asst sich in der Praxis am einfachsten aus der fÄ ur x>1 gÄ ultigen
Reihendarstellung
li(x) = ° + log(log(x)) +
1 X
n=1
(log(x))n
n ¢ n!
(8.1)
berechnen, wobei
°
:= lim
n!1
µ³
1 + 1
2 + 1
3 + ¢¢¢ + 1
n
´
¡ log(n)
¶
= 0;577 215 664 901 532:::
(8.2)
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die Euler{Mascheronische Konstante1 bezeichnet.
Die Gleichung (8.1) lÄ asst sich aus der De¯nition von li(x) herleiten,
denn
R dt
log(t)
=
R exp(z)dz
z Substitution z=log(t)
=
R 1 P
n=0
zn¡1dz
n!
= log(z) +
1 P
n=1
zn
n¢n! + C
= log(log(t)) +
1 P
n=1
(log(t))n
n¢n! + C
; wobei C eine Konstante ist.
(8.3)
FÄ ur li(x) sind die Grenzen des Integrals 0 und x, damit lÄ asst sich zeigen
li(x) = ° + log(log(x)) +
1 X
n=1
(log(x))n
n ¢ n!
: (8.4)
De¯nitionsgemÄ a¼ ist
R(x) =
1 X
n=1
¹(n)
n
li(
n p
x); (8.5)
wobei ¹ die im Kapitel 6 de¯nierte MÄ obius{Funktion ist. Daraus folgt
R(x) = 1 +
1 X
n=1
(log(x))k
k! ¢ k³(k + 1)
(8.6)
denn durch die Substitution t=log(x) folgt
R(x) =
1 X
n=1
¹(n)
n
li
µ
exp
³ t
n
´¶
(8.7)
1Bis heute wei¼ man nicht, ob die Euler{Mascheronische Konstante rational oder
irrational ist. [63, Seite 298] sowie [9, Seite 214]Numerische Ä UberprÄ ufung des Primzahlsatzes 105
Benutzen wir nun (8.1), so gilt
1 P
n=1
¹(n)
n li
µ
exp
³
t
n
´¶
=
1 P
n=1
¹(n)
n
µ
° + log
³
t
n
´
+
1 P
k=1
1
k¢k!
³
t
n
´k¶
=
µ
° + log(t)
¶
1 P
n=1
¹(n)
n ¡
1 P
n=1
¹(n)log(n)
n +
1 P
n=1
1 P
k=1
¹(n)tk
nk+1¢k¢k!
(8.8)
Aus
1 P
n=1
¹(n)
n
= lim
s!1
P
n=1
¹(n)
ns
= lim
s!1
1
³(s)
= 0
(8.9)
und
1 P
n=1
¹(n)log(n)
n
= lim
s!1
1 P
n=1
¹(n)log(n)
ns
= lim
s!1
1 P
n=1
¹(n) d
ds
µ
¡1
ns
¶
= lim
s!1
µ
¡ d
ds
³ 1 P
n=1
¹(n)
ns
´¶
= lim
s!1
µ
¡d³(s)
ds
¶
= lim
s!1
³0(s)
³2(s)
= ¡1
(8.10)
folgtNumerische Ä UberprÄ ufung des Primzahlsatzes 106
µ
° + log(t)
¶
1 P
n=1
¹(n)
n ¡
1 P
n=1
¹(n)log(n)
n +
1 P
n=1
1 P
k=1
¹(n)tk
nk+1¢k¢k!
= 1 +
1 P
n=1
µ
tk
k¢k!
1 P
k=1
¹(n)
nk+1
¶
= 1 +
1 P
k=1
tk
k¢k!¢³(k+1)
= 1 +
1 P
k=1
(log(x))k
k¢k!¢³(k+1)
(8.11)
¥
In dieser Arbeit berechnen wir praktisch keine Werte ¼(x), li(x) bzw.
R(x). Wir ergÄ anzen lediglich einige Tabellen aus der Literatur wie etwa [61],
[60, Seiten 380{383] und [57, Seite 238]2 . Daraus zeichnen wir Graphen fÄ ur
R(x)-¼(x); li(x)-¼(x) sowie x
log(x) ¡¼(x) als Funktion in x, die wir schlie¼lich
kommentieren werden.
Aus den Tabellen (siehe Anhang B ab Seite 117) und den Diagrammen
(siehe Anhang D ab Seite 190; Anhang E ab Seite 209; Anhang F ab Sei-
te 228 ) fÄ allt auf, dass fÄ ur x · 1000 alle drei Graphen R(x)-¼(x); li(x)-¼(x)
und x
log(x) ¡¼(x) ziemlich parallel und nahe zur x{Achse verlaufen. Je mehr
(x-1000) sich vergrÄ o¼ert, um so weiter entfernt sich der Graph x
log(x) ¡ ¼(x)
von den beiden Graphen R(x)-¼(x) und li(x)-¼(x) sowie von der x{Achse
(nach unten). Daher haben wir jedes Mal au¼erdem die Graphen R(x)-¼(x);
li(x)-¼(x) gemeinsam auf ein separates Diagramm gezeichnet, um diese bei-
de Graphen besser vergleichen zu kÄ onnen. Dabei haben wir festgestellt, dass
zwar diese beide Graphen immerhin parallel verlaufen, aber der Graph R(x)-
¼(x) um die x{Achse schwingt und nÄ aher zur x{Achse als der Graph li(x)-
¼(x) ist. Diese Beobachtungen bestÄ atigen nicht nur die grobe Tatsache, dass
fÄ ur den betrachteten Bereich x · 1018 R(x); li(x) sowie x
log(x) die Anzahl-
2Wir konnten Ä Ubereinstimmung in den drei Quellen bis auf x = 3¢10
17 feststellen. FÄ ur
x = 3 ¢ 10
17 haben wir festgestellt, dass die Werte fÄ ur ¼(x), li(x)-¼(x) und R(x)-¼(x) aus
[60] sowie [57] zwar Ä ubereinstimmen, unterscheiden sie sich aber von den Werten aus [61].
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funktion ¼(x) annÄ ahern, sondern auch, dass R(x) die bessere Approximation
fÄ ur ¼(x) von allen drei ist.Zusammenfassung
Bereits Euklid wusste, dass es unendlich viele Primzahlen gibt. Euler
zeigte die qualitative Aussage
¼(x)
x ! 0 bei x ! 1. Legendre de¯nierte
als erster die Anzahlfunktion ¼(x) als die Anzahl aller Primzahlen · x,
(x 2 R) und vermutete irrtÄ umlicherweise, dass ¼(x) = x
log(x)¡B; wobei
lim
x!1
B(x) = 1;083 66::: ist. Gauss vermutete, dass die Funktionen ¼(x)
und
li(x) := lim
"!0
">0
0
@
u=1¡" Z
u=0
du
log(u)
+
u=x Z
u=1+"
du
log(u)
1
A
asymptotisch Ä aquivalent sind. Tschebyschew konnte die Legendresche
Vermutung widerlegen; au¼erdem bewies er: Wenn der Grenzwert lim
x!1
¼(x)
x
log(x)
existiert, so muss dieser gleich 1 sein. Dank wegweisender Vorarbeiten von
Riemann, gelang es im Jahr 1896 unabhÄ angig voneinander und nahezu
zeitgleich Hadamard und De La Vall¶ ee Poussin, den Primzahlsatz
analytisch zu beweisen. Beide verwendeten entscheidend die Tatsache, dass
die Zetafunktion ³ in der Halbebene Re(s) ¸ 1 nicht verschwindet. Die
Beweise waren zuerst so lang und kompliziert, dass sie heutzutage nur
noch einen historischen Wert besitzen. Es dauerte weitere 84 Jahre bis der
Beweis so vereinfacht werden konnte, dass er nur wenige Seiten in Anspruch
nimmt. Ein wichtiger Verdienst kommt hierbei der Arbeit von Newman aus
dem Jahre 1980 zu. Lange Zeit wurde es fÄ ur kaum mÄ oglich gehalten, einen
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Beweis des Primzahlsatzes zu ¯nden, der ohne eine gewisse Kenntnis der
komplexen Nullstellen der Zetafunktion auskommt. Und doch glÄ uckte 1948
ein solcher Beweis durch Selberg und ErdÄ os mit elementaren Mitteln.
ErwÄ ahnenswert dabei, dass der Beweis noch lange nicht einfach ist. Uns
schienen die analytischen Beweise durchsichtiger zu sein. Daher haben wir
in dieser Arbeit auf einen elementaren Beweis verzichtet.
Der analytischen Weg zum Primzahlsatz von Newman kommt einerseits
mit Integration lÄ angs endlicher Wege (und der Tatsache ³(s) 6= 0 in ¾ ¸ 1)
aus, umgeht also AbschÄ atzungen bei 1; andererseits ist er frei von SÄ atzen
der Fourier{Analysis.
Beim Beweis des Primzahlsatzes von Wolke benutzt man anstelle
von
³0(s)
³(s) die Funktion ³
1
k mit gro¼en k. Wegen des Pols bei s=1 bringt
dies bei der Integration leichte Komplikationen, hat aber den Vorteil, dass
au¼er der Nullstellen{Freiheit keine nichttriviale AbschÄ atzung fÄ ur ³ oder ³0
erforderlich ist.
Dank der elementaren Ä Aquivalenz zwischen dem Primzahlsatz und
der Konvergenz von
1 P
n=1
¹(n)
n brauchte Newman nur die Konvergenz von
1 P
n=1
¹(n)
n zu zeigen. Dies erreichte er mit Hilfe seines Konvergenzsatzes.
Die Legendresche Formel, die auf dem Sieb des Eratosthenes
basiert, erlaubt die exakte Berechnung von ¼(x), wenn alle
p
x nicht
Ä ubersteigenden Primzahlen bekannt sind. Diese prinzipielle MÄ oglichkeit zur
Ermittlung von ¼(x) ist in der Praxis natÄ urlich stark limitiert durch die
mit x rasch anwachsende Anzahl der rechts in der Legendresche Formel
zu berÄ ucksichtigenden Summanden. Mit verfeinerten Siebtechniken haben
verschiedene Autoren zur Legendresche Formel analoge Formeln ¼(x)Zusammenfassung 110
ersonnen, bei denen der genannte Nachteil von Legendresche Formel
sukzessive reduziert wurde. Zu erwÄ ahnen sind hier vor allem Meissel,
Lehmer, sowie Lagarias, Miller und Odlyzko.
Aus den Graphen von R(x)¡¼(x); li(x)¡¼(x) und x
log(x) ¡¼(x) fÄ ur den
betrachteten Bereich x · 1018 konnten wir feststellen, dass R(x); li(x) sowie
x
log(x) die Anzahlfunktion ¼(x) annÄ ahern, wobei R(x) die beste Approxima-
tion fÄ ur ¼(x) von allen drei ist.Schlusswort
Erst 1896 gelang dem Franzosen Jacques{Solomon Hadamard und dem
Belgier Charles De La Vall¶ ee{Poussin der Beweis des Primzahlsatzes
{ einer Formel, nach der sich nÄ aherungsweise die Anzahl der Primzahlen
unterhalb eines bestimmten Wertes angeben lÄ asst. So bedeutende Mathe-
matiker wie Leonhard Euler, Carl Friedrich Gauss und Bernhard
Riemann hatten sich zuvor mehr als ein Jahrhundert lang vergeblich Ä uber
dieses Problem den Kopf zerbrochen.
Der Beweis des Primzahlsatzes setzte eine Flut von Erkenntnissen frei,
warf aber zugleich auch eine FÄ ulle neuer mathematischer Probleme auf, die
zum Teil bis heute nicht gelÄ ost werden konnten. O®en zum Beispiel ist nach
wie vor die Frage, ob es endlich viele Paare von Primzahlen gibt, die sich,
wie (3, 5), (17, 19) oder (21, 23) aber auch 570918348 ¢ 105120 § 1y sowie
242206083 ¢ 238880 § 1z und 697053813 ¢ 216352 § 1yy nur um den Wert zwei
unterscheiden.
WÄ ahrend sich fÄ ur den Primzahlsatz selbst und seine Implikationen
Ä uberwiegend die Spezialisten, Zahlentheoretiker etwa, begeistern, haben
yDiese Primzahlzwilinge sind von Dubner im Jahre 1995 entdeckt. [57, Seite 264], [22]
zDiese Primzahlzwilinge sind von Indlekofer und J¶ arai in November 1995 entdeckt
siehe [22]
yyDiese Primzahlzwilinge sind von Indlekofer und J¶ arai im Jahre 1996 entdeckt [30]
und gelten (wahrscheinlich heute noch) als die grÄ o¼te bekannten Primzahlzwillingen.
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die Primzahlen insgesamt in jÄ ungster Zeit auch praktische Bedeutung
erlangt, zum Beispiel in der Kodierung und im Datenschutz. Ideen und
Methoden, die im Zusammenhang mit dem Primzahlsatz entwickelt wurden,
haben au¼erdem weite Gebiete der Mathematik entscheidend beein°usst
{ zu denken wÄ are hier beispielsweise an die Funktionentheorie, die auf
zahlreichen Wissenschaftsfeldern eine gro¼e Rolle spielt.
Diese Arbeit sollte andeuten, dass Untersuchungen Ä uber die Verteilung
der Primzahlen auch heute, noch grob eineinhalb Jahrhunderte nach Di-
richlets uns Riemanns AnsÄ atzen, faszinierend sein kÄ onnen, weil einerseits
die Primzahlen im kleinen au¼erordentlich zufÄ allig verteilt zu sein scheinen,
andererseits ihre Verteilung im gro¼en von erstaunlicher RegelmÄ a¼igkeit ist.
Dem Gebiet mangelt es nicht an tiefen Problemen, die zum Teil schon vor
langer Zeit aufgeworfen worden sind, aber trotz der vielen in der Zwischen-
zeit entwickelten scharfsinnigen Methoden noch immer ungelÄ ost sind. Dies
lÄ asst ho®en, dass das Gebiet noch lange aktuell bleiben wird.Anhang A
Symbolverzeichnis
In diesem Abschnitt stellen wir Symbolen und Notationen zusammen. Die
meistens entsprechen denen aus der Literatur wie [9], aber hier fÄ ur die
BedÄ urfnisse dieser Arbeit angepa¼t sind.
P Menge der Primzahlen
N Menge der natÄ urlichen Zahlen (ohne Null)
N0 Menge der natÄ urlichen Zahlen (mit Null)
R Menge der reellen Zahlen
C Menge der Komplexen Zahlen
¥ Ende eines Beweises
¤ Ende einer De¯nition, einer Bemerkung, eines Beispieles
2 Ist Element
= 2 Ist nicht Element
½ Ist enthalten in
\ Durchschnitt von Mengen
[ Vereinigung von Mengen
¹ [
Disjunkte Vereinigung von Mengen; d.h.
A¹ [B := A [ B, falls A \ B = Â
; Leere Menge
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#M Anzahl der Elemente der (endlichen) Menge M
]a;b[ O®ene Intervalle
[a,b[, ]a,b] Halbo®ene Intervalle
[a,b] Abgeschlossene Intervalle
XY fx ¢ yjx 2 X und y 2 Y g
O;o;s Landauschen Notationen
lim Limes
lim Limes superior
lim Limes inferior
n! n FakultÄ at
ggt(m;n) GrÄ o¼ter gemeinsamer Teiler
(a1;a2;:::;ak) k{tupel
pjn p teilt n
p$ Das Produkt aller Primzahlen · p
p(n) Der kleinste Primteiler von n.
'(x) Eulersche Phifunktion
Á(x;a)
Legendre{Summe; das ist die Anzahl aller
Zahlen · x, die weder durch p1, noch
durch p2, ..., noch durch pa teilbar sind.
Pk(x;a)
Anzahl der Zahlen · x, deren Primfaktorzerlegung
genau aus k Primzahlen (nicht notwendigerweise
verschieden) p ¸ pa+1 besteht.
pj Die j.te Primzahl: p1 = 2; p2 = 3; p3 = 5; p4 = 7; p5 = 11;...
ºp(n) Die Vielfachheit von p in (der Primfaktorzerlegung von) n
µ
x
k
¶
Binomialkoe±zient x Ä uber k (x 2 R; k 2 N )
:=
k Q
j=1
x¡j+1
j ;
¡x
0
¢
= 1
f ¤ g Faltung zweier zahlentheoretischer Funktionen f und gSymbolverzeichnis 115
a :, b a ist de¯niert als durch b
a:=b a ist de¯niert als durch b
a ) b aus a folgt b
a , b a und b sind gleichwertig
P
Summenzeichen
Q
Produktzeichen
[x] entier(x) d.h. [x] · x < [x] + 1 und [x] 2 N
< x > x-[x]
s := ¾ + it
Komplexe Zahl mit Realteil Re(s)=¾
und ImaginÄ arteil Im(s)= t
Re(s) Realteil einer komplexen Zahl s.
Im(s) ImaginÄ arteil einer komplexen Zahl s.
s := jsjeiµ Komplexe Zahl mit Betrag jsj und Argument µ
arg(s) Argument einer komplexen Zahl s
jsj Absolutbetrag einer reellen oder komplexen Zahl s
Res f(s) Residuen
jjX Supremum Norm auf X, d. h. jfjX := sup
x2X
jf(x)j
fr(x) (f(x))r, r 2 R
f(s)
¯
¯ ¯
s=z
Der Wert von f(s) an der Stelle s=z
f0(x); d
dxf(x) Ableitung der Funktion f(x) bezÄ uglich x
R
K
f(s)ds Kurvenintegral von f lÄ angs der Kurve K
x=b R
x=a
f(x)dx Riemannsche Integral
³R
+
R
+¢¢¢ +
R´
f(x)dx
R
f(x)dx +
R
f(x)dx +...+
R
f(x)dx
³(x) Riemannsche Zetafunktion
¡(x) Die Gammafunktion
¤(x) Mangoldt{FunktionSymbolverzeichnis 116
ª(x) Tschebyschew {Funktion:=
P
n·x
¤(n)
µ(x) Tschebyschew {Funktion:=
P
p·x
log(p)
¹(x) MÄ obius{Funktion
!(n) Die Anzahl der Primteiler von n
¼(x) Anzahl der Primzahlen x
li(x) Integrallogarithmus
R(x) Die Funktion R(x)
k p
s k{te Wurzel von s
s
1
k k{te Wurzel von s
sin Sinus
cos Kosinus
exp(x) Exponentialfunkion
ex Exponentialfunkion
log NatÄ urlicher Logarithmus
2;3 2 komma 3
2 ¢ 3 2 mal 3
° = 0;577 215 66::: die Euler{Masheronische Konstante
e=2,718 281 828... die Eulersche Zahl
B0;B1;B2;::: Bernoulli{Zahlen
Tabelle A.1: NotationenAnhang B
datenMatLab: R(x); li(x);
x
log(x) und ¼(x)
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Listing der MatLab M-Files
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes01 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab01.mat;
6 x=1.0000e+1 :1.0000e+1: 1.0000e+2;
7 hl1 = line (x,datenMatLab01(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab01(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab01(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f1g nleq x n
leq 10^f2g ' ) ;
135136
25 grid on;
Listing C.1: TwoAxes01.m137
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes02 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab02.mat;
6 x=1.0000e+2 :1.0000e+2: 1.0000e+3;
7 hl1 = line (x,datenMatLab02(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab02(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab02(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f2g nleq x n
leq 10^f3g ' ) ;
25 grid on;
Listing C.2: TwoAxes02.m138
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes03 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab03.mat;
6 x=1.0000e+3 :1.0000e+3: 1.0000e+4;
7 hl1 = line (x,datenMatLab03(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab03(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab03(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f3g nleq x n
leq 10^f4g ' ) ;
25 grid on;
Listing C.3: TwoAxes03.m139
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes04 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab04.mat;
6 x=1.0000e+4 :1.0000e+4: 1.0000e+5;
7 hl1 = line (x,datenMatLab04(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab04(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab04(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f4g nleq x n
leq 10^f5g ' ) ;
25 grid on;
Listing C.4: TwoAxes04.m140
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes05 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab05.mat;
6 x=1.0000e+5 :1.0000e+5: 1.0000e+6;
7 hl1 = line (x,datenMatLab05(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab05(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab05(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f5g nleq x n
leq 10^f6g ' ) ;
25 grid on;
Listing C.5: TwoAxes05.m141
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes06 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab06.mat;
6 x=1.0000e+6 :1.0000e+6: 1.0000e+7;
7 hl1 = line (x,datenMatLab06(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab06(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab06(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f6g nleq x n
leq 10^f7g ' ) ;
25 grid on;
Listing C.6: TwoAxes06.m142
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes07 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab07.mat;
6 x=1.0000e+7 :1.0000e+7: 1.0000e+8;
7 hl1 = line (x,datenMatLab07(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab07(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab07(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f7g nleq x n
leq 10^f8g ' ) ;
25 grid on;
Listing C.7: TwoAxes07.m143
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes08 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab08.mat;
6 x=1.0000e+8 :1.0000e+8: 1.0000e+9;
7 hl1 = line (x,datenMatLab08(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab08(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab08(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f8g nleq x n
leq 10^f9g ' ) ;
25 grid on;
Listing C.8: TwoAxes08.m144
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes09 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab09.mat;
6 x=1.0000e+9 :1.0000e+9: 1.0000e+10;
7 hl1 = line (x,datenMatLab09(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab09(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab09(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f9g nleq x n
leq 10^f10g ' ) ;
25 grid on;
Listing C.9: TwoAxes09.m145
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes10 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab10.mat;
6 x=1.0000e+10 :1.0000e+10: 1.0000e+11;
7 hl1 = line (x,datenMatLab10(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab10(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab10(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f10g nleq x n
leq 10^f11g ' ) ;
25 grid on;
Listing C.10: TwoAxes10.m146
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes11 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab11.mat;
6 x=1.0000e+11 :1.0000e+11: 1.0000e+12;
7 hl1 = line (x,datenMatLab11(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab11(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab11(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f11g nleq x n
leq 10^f12g ' ) ;
25 grid on;
Listing C.11: TwoAxes11.m147
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes12 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab12.mat;
6 x=1.0000e+12 :1.0000e+12: 1.0000e+13;
7 hl1 = line (x,datenMatLab12(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab12(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab12(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f12g nleq x n
leq 10^f13g ' ) ;
25 grid on;
Listing C.12: TwoAxes12.m148
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes13 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab13.mat;
6 x=1.0000e+13 :1.0000e+13: 1.0000e+14;
7 hl1 = line (x,datenMatLab13(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab13(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab13(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f13g nleq x n
leq 10^f13g ' ) ;
25 grid on;
Listing C.13: TwoAxes13.m149
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes14 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab14.mat;
6 x=1.0000e+14 :1.0000e+14: 1.0000e+15;
7 hl1 = line (x,datenMatLab14(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab14(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab14(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f14g nleq x n
leq 10^f15g ' ) ;
25 grid on;
Listing C.14: TwoAxes14.m150
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes15 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab15.mat;
6 x=1.0000e+15 :1.0000e+15: 1.0000e+16;
7 hl1 = line (x,datenMatLab15(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab15(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab15(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f15g nleq x n
leq 10^f16g ' ) ;
25 grid on;
Listing C.15: TwoAxes15.m151
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes16 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab16.mat;
6 x=1.0000e+16 :1.0000e+16: 1.0000e+17;
7 hl1 = line (x,datenMatLab16(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab16(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab16(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f16g nleq x n
leq 10^f17g ' ) ;
25 grid on;
Listing C.16: TwoAxes16.m152
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes17 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab17.mat;
6 x=1.0000e+17 :1.0000e+17: 1.0000e+18;
7 hl1 = line (x,datenMatLab17(: ,8) , ' Color ' , . . .
8 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
9 legend ( ' log (x)/x¡npi (x) ' ,0) ;
10 ylabel ( ' log (x)/x¡npi (x) ' ) ;
11 ax1 = gca ;
12 set (ax1, 'YColor ' , 'k ' ) ;
13 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
14 ' YAxisLocation ' , ' right ' , . . .
15 ' Color ' , 'none ' , . . .
16 'YColor ' , 'b ' ) ;
17 hl2 = line (x,datenMatLab17(: ,7) , ' Color ' , ' r ' , . . .
18 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
19 hl3 = line (x,datenMatLab17(: ,6) , ' Color ' , 'b ' , . . .
20 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
21 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
22 xlabel ( 'x ' ) ;
23 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
24 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f17g nleq x n
leq 10^f18g ' ) ;
25 grid on;
Listing C.17: TwoAxes17.m153
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %TwoAxes00 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab00.mat;
6 hl1 = line (datenMatLab00(: ,1) ,datenMatLab00(: ,8) , ' Color ' , . . .
7 'k ' , 'LineWidth ' ,2.5 , ' LineStyle ' , ' : ' ) ;
8 legend ( ' log (x)/x¡npi (x) ' ,0) ;
9 ylabel ( ' log (x)/x¡npi (x) ' ) ;
10 ax1 = gca ;
11 set (ax1, 'YColor ' , 'k ' ) ;
12 ax2 = axes ( ' Position ' , get (ax1, ' Position ' ) , . . .
13 ' YAxisLocation ' , ' right ' , . . .
14 ' Color ' , 'none ' , . . .
15 'YColor ' , 'b ' ) ;
16 hl2 = line (datenMatLab00(: ,1) ,datenMatLab00(: ,7) , ' Color ' , ' r '
, . . .
17 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡' ) ;
18 hl3 = line (datenMatLab00(: ,1) ,datenMatLab00(: ,6) , ' Color ' , 'b '
, . . .
19 ' Parent ' ,ax2, 'LineWidth ' ,2.5 , ' LineStyle ' , '¡¡' ) ;
20 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
21 xlabel ( 'x ' ) ;
22 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
23 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f1g nleq x n
leq 10^f18g ' ) ;
24 grid on;
Listing C.18: TwoAxes00.m154
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm01 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab01.mat;
6 x=1.0000e+1 :1.0000e+1: 1.0000e+2;
7 plot (x,datenMatLab01(: ,6) , 'r¡' , . . .
8 x,datenMatLab01(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f1g nleq x nleq 10^f2g ' ) ;
13 grid on;
Listing C.19: Twodiagramm01.m155
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm02 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab02.mat;
6 x=1.0000e+2 :1.0000e+2: 1.0000e+3;
7 plot (x,datenMatLab02(: ,6) , 'r¡' , . . .
8 x,datenMatLab02(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f2g nleq x nleq 10^f3g ' ) ;
13 grid on;
Listing C.20: Twodiagramm02.m156
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm03 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab03.mat;
6 x=1.0000e+3 :1.0000e+3: 1.0000e+4;
7 plot (x,datenMatLab03(: ,6) , 'r¡' , . . .
8 x,datenMatLab03(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f3g nleq x nleq 10^f4g ' ) ;
13 grid on;
Listing C.21: Twodiagramm03.m157
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm04 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab04.mat;
6 x=1.0000e+4 :1.0000e+4: 1.0000e+5;
7 plot (x,datenMatLab04(: ,6) , 'r¡' , . . .
8 x,datenMatLab04(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f4g nleq x nleq 10^f5g ' ) ;
13 grid on;
Listing C.22: Twodiagramm04.m158
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm05 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab05.mat;
6 x=1.0000e+5 :1.0000e+5: 1.0000e+6;
7 plot (x,datenMatLab05(: ,6) , 'r¡' , . . .
8 x,datenMatLab05(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f5g nleq x nleq 10^f6g ' ) ;
13 grid on;
Listing C.23: Twodiagramm05.m159
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm06 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab06.mat;
6 x=1.0000e+6 :1.0000e+6: 1.0000e+7;
7 plot (x,datenMatLab06(: ,6) , 'r¡' , . . .
8 x,datenMatLab06(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f6g nleq x nleq 10^f7g ' ) ;
13 grid on;
Listing C.24: Twodiagramm06.m160
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm07 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab07.mat;
6 x=1.0000e+7 :1.0000e+7: 1.0000e+8;
7 plot (x,datenMatLab07(: ,6) , 'r¡' , . . .
8 x,datenMatLab07(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f7g nleq x nleq 10^f8g ' ) ;
13 grid on;
Listing C.25: Twodiagramm07.m161
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm08 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab08.mat;
6 x=1.0000e+8 :1.0000e+8: 1.0000e+9;
7 plot (x,datenMatLab08(: ,6) , 'r¡' , . . .
8 x,datenMatLab08(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f8g nleq x nleq 10^f9g ' ) ;
13 grid on;
Listing C.26: Twodiagramm08.m162
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm09 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab09.mat;
6 x=1.0000e+9 :1.0000e+9: 1.0000e+10;
7 plot (x,datenMatLab09(: ,6) , 'r¡' , . . .
8 x,datenMatLab09(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f9g nleq x nleq 10^f10g ' ) ;
13 grid on;
Listing C.27: Twodiagramm09.m163
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm10 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab10.mat;
6 x=1.0000e+10 :1.0000e+10: 1.0000e+11;
7 plot (x,datenMatLab10(: ,6) , 'r¡' , . . .
8 x,datenMatLab10(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f10g nleq x nleq 10^f11g ' ) ;
13 grid on;
Listing C.28: Twodiagramm10.m164
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm11 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab11.mat;
6 x=1.0000e+11 :1.0000e+11: 1.0000e+12;
7 plot (x,datenMatLab11(: ,6) , 'r¡' , . . .
8 x,datenMatLab11(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f11g nleq x nleq 10^f12g ' ) ;
13 grid on;
Listing C.29: Twodiagramm11.m165
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm12 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab12.mat;
6 x=1.0000e+12 :1.0000e+12: 1.0000e+13;
7 plot (x,datenMatLab12(: ,6) , 'r¡' , . . .
8 x,datenMatLab12(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f12g nleq x nleq 10^f13g ' ) ;
13 grid on;
Listing C.30: Twodiagramm12.m166
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm13 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab13.mat;
6 x=1.0000e+13 :1.0000e+13: 1.0000e+14;
7 plot (x,datenMatLab13(: ,6) , 'r¡' , . . .
8 x,datenMatLab13(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f13g nleq x nleq 10^f14g ' ) ;
13 grid on;
Listing C.31: Twodiagramm13.m167
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm14 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab14.mat;
6 x=1.0000e+14:1.0000e+14: 1.0000e+15;
7 plot (x,datenMatLab14(: ,6) , 'r¡' , . . .
8 x,datenMatLab14(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f14g nleq x nleq 10^f15g ' ) ;
13 grid on;
Listing C.32: Twodiagramm14.m168
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm15 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab15.mat;
6 x=1.0000e+15:1.0000e+15: 1.0000e+16;
7 plot (x,datenMatLab15(: ,6) , 'r¡' , . . .
8 x,datenMatLab15(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f15g nleq x nleq 10^f16g ' ) ;
13 grid on;
Listing C.33: Twodiagramm15.m169
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm16 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab16.mat;
6 x=1.0000e+16:1.0000e+16: 1.0000e+17;
7 plot (x,datenMatLab16(: ,6) , 'r¡' , . . .
8 x,datenMatLab16(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f16g nleq x nleq 10^f17g ' ) ;
13 grid on;
Listing C.34: Twodiagramm16.m170
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm17 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab17.mat;
6 x=1.0000e+17:1.0000e+17: 1.0000e+18;
7 plot (x,datenMatLab17(: ,6) , 'r¡' , . . .
8 x,datenMatLab17(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f17g nleq x nleq 10^f18g ' ) ;
13 grid on;
Listing C.35: Twodiagramm17.m171
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Twodiagramm00 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab00.mat;
6 plot (datenMatLab00(: ,1) ,datenMatLab00(: ,6) , . . .
7 'r¡' ,datenMatLab00(: ,1) , . . .
8 datenMatLab00(: ,7) , 'b¡¡' , 'LineWidth ' ,2.5) ,
9 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' ,0) ;
10 xlabel ( 'x ' ) ;
11 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ' ) ;
12 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) mit 10^f1g nleq x nleq 10^f18g ' ) ;
13 grid on;
Listing C.36: Twodiagramm00.m172
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm01 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab01.mat;
6 x=1.0000e+1 :1.0000e+1: 1.0000e+2;
7 plot (x,datenMatLab01(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab01(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab01(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f1g nleq x n
leq 10^f2g ' ) ;
14 grid on;
Listing C.37: Threediagramm01.m173
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm02 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab02.mat;
6 x=1.0000e+2 :1.0000e+2: 1.0000e+3;
7 plot (x,datenMatLab02(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab02(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab02(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f2g nleq x n
leq 10^f3g ' ) ;
14 grid on;
Listing C.38: Threediagramm02.m174
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm03 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab03.mat;
6 x=1.0000e+3 :1.0000e+3: 1.0000e+4;
7 plot (x,datenMatLab03(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab03(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab03(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f3g nleq x n
leq 10^f4g ' ) ;
14 grid on;
Listing C.39: Threediagramm03.m175
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm04 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab04.mat;
6 x=1.0000e+4 :1.0000e+4: 1.0000e+5;
7 plot (x,datenMatLab04(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab04(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab04(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f4g nleq x n
leq 10^f5g ' ) ;
14 grid on;
Listing C.40: Threediagramm04.m176
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm05 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab05.mat;
6 x=1.0000e+5 :1.0000e+5: 1.0000e+6;
7 plot (x,datenMatLab05(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab05(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab05(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f5g nleq x n
leq 10^f6g ' ) ;
14 grid on;
Listing C.41: Threediagramm05.m177
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm06 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab06.mat;
6 x=1.0000e+6 :1.0000e+6: 1.0000e+7;
7 plot (x,datenMatLab06(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab06(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab06(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f6g nleq x n
leq 10^f7g ' ) ;
14 grid on;
Listing C.42: Threediagramm06.m178
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm07 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab07.mat;
6 x=1.0000e+7 :1.0000e+7: 1.0000e+8;
7 plot (x,datenMatLab07(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab07(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab07(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f7gn leq x n
leq 10^f8g ' ) ;
14 grid on;
Listing C.43: Threediagramm07.m179
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm08 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab08.mat;
6 x=1.0000e+8 :1.0000e+8: 1.0000e+9;
7 plot (x,datenMatLab08(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab08(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab08(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f8gn leq x n
leq 10^f9g ' ) ;
14 grid on;
Listing C.44: Threediagramm08.m180
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm09 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab09.mat;
6 x=1.0000e+9 :1.0000e+9: 1.0000e+10;
7 plot (x,datenMatLab09(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab09(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab09(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f9gn leq x n
leq 10^f10g ' ) ;
14 grid on;
Listing C.45: Threediagramm09.m181
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm10 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab10.mat;
6 x=1.0000e+10 :1.0000e+10: 1.0000e+11;
7 plot (x,datenMatLab10(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab10(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab10(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f10gn leq x n
leq 10^f11g ' ) ;
14 grid on;
Listing C.46: Threediagramm10.m182
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm11 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab11.mat;
6 x=1.0000e+11 :1.0000e+11: 1.0000e+12;
7 plot (x,datenMatLab11(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab11(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab11(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f11gn leq x n
leq 10^f12g ' ) ;
14 grid on;
Listing C.47: Threediagramm11.m183
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm12 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab12.mat;
6 x=1.0000e+12 :1.0000e+12: 1.0000e+13;
7 plot (x,datenMatLab12(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab12(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab12(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f12gn leq x n
leq 10^f13g ' ) ;
14 grid on;
Listing C.48: Threediagramm12.m184
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm13 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab13.mat;
6 x=1.0000e+13 :1.0000e+13: 1.0000e+14;
7 plot (x,datenMatLab13(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab13(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab13(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f13gn leq x n
leq 10^f14g ' ) ;
14 grid on;
Listing C.49: Threediagramm13.m185
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm14 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab14.mat;
6 x=1.0000e+14 :1.0000e+14: 1.0000e+15;
7 plot (x,datenMatLab14(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab14(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab14(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f14gn leq x n
leq 10^f15g ' ) ;
14 grid on;
Listing C.50: Threediagramm14.m186
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm15 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab15.mat;
6 x=1.0000e+15 :1.0000e+15: 1.0000e+16;
7 plot (x,datenMatLab15(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab15(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab15(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f15gn leq x n
leq 10^f16g ' ) ;
14 grid on;
Listing C.51: Threediagramm15.m187
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm16 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab16.mat;
6 x=1.0000e+16 :1.0000e+16: 1.0000e+17;
7 plot (x,datenMatLab16(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab16(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab16(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f16gn leq x n
leq 10^f17g ' ) ;
14 grid on;
Listing C.52: Threediagramm16.m188
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm17 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab17.mat;
6 x=1.0000e+17 :1.0000e+17: 1.0000e+18;
7 plot (x,datenMatLab17(: ,6) , 'b¡o ' , . . .
8 x,datenMatLab17(: ,7) , 'r¡¡' , . . .
9 x,datenMatLab17(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f17gn leq x n
leq 10^f18g ' ) ;
14 grid on;
Listing C.53: Threediagramm17.m189
1 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
2 %Mohamed NAJI
3 %Threediagramm00 .m
4 %¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤¤
5 load datenMatLab00.mat;
6 plot (datenMatLab00(: ,1) ,datenMatLab00(: ,6) , . . .
7 'b¡o ' ,datenMatLab00(: ,1) ,datenMatLab00(: ,7) , . . .
8 'r¡¡' ,datenMatLab00(: ,1) , . . .
9 datenMatLab00(: ,8) , 'k¡' , 'LineWidth ' ,2.5) ,
10 legend ( 'R(x)¡npi (x) ' , ' l i (x)¡npi (x) ' , ' log (x)/x¡npi (x) ' ,0) ;
11 xlabel ( 'x ' ) ;
12 ylabel ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) ' ) ;
13 t i t l e ( 'R(x)¡npi (x) ; l i (x)¡npi (x) ; log (x)/x¡npi (x) mit 10^f1gn leq x n
leq 10^f18g ' ) ;
14 grid on;
Listing C.54: Threediagramm00.mAnhang D
Diagramme: R(x) ¡ ¼(x);
li(x) ¡ ¼(x) und x
log(x) ¡ ¼(x)
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