Abstract-In recent years, classical discrete event fault diagnosis techniques have been extended to Petri Net system models under partial order semantics [4]-[6]. We propose here to take further advantage of the partial order representation of concurrent processes; we explore the relational structure of occurrence nets to derive a covering relation. It indicates that occurrence of some event a inevitable leads to occurrence of some event b, before a, after a, or concurrently. Covering defines a decomposition of occurrence nets into facets; we introduce the facet-based concept of q-diagnosability -for qualitative diagnosability as opposed to quantitative criteria like in [6], [15] -, which is specific to partial order semantics. All objects considered can be computed from a finite unfolding prefix of bounded length.
I. INTRODUCTION
Petri nets (see e.g. [9] , [14] ) and their partial order unfoldings [2] , [10] , [12] have been increasingly used in recent years for both fault diagnosis [4] - [6] and control (see e.g. [8] ) of asynchronous discrete event systems. The advantage of this semantics lies in the space reduction for representing nonsequential processes that have a high degree of parallelism. In unfoldings, sets of concurrent events are not ordered, which means they have to be represented only once (by one partial order) rather than by giving all their interleavings, whose number is exponential in the size of the concurrent set. The gain in space therefore depends heavily on the degree of parallelism; the motivation is thus very strong in highly distributed systems such as telecommunication networks, see [5] . See also the discussion in the reference [3] , entirely dedicated to the necessity of true concurrency in the study of distributed discrete event systems. In [4] - [6] , fault diagnosis for a Petri net model N is performed by unfolding the labeled product of N and an observed alarm pattern A , also in Petri net form. A recursive procedure filters out, on-the-fly, those runs that explain exactly A . In [6] , we have presented a characterization of diagnosability adapted to partial order semantics of 1-safe Petri nets; it extends the well-known characterization of diagnosability developed in [15] for FSM models, adapting them to the specificities of nonsequential systems. As in all fault diagnosis, observability and diagnosability of the model must be ensured in order for the diagnosis algorithm to work. In the context of partial order semantics, we introduced and characterized weak and strong diagnosability [6] : a system is strongly diagnosable if faults are detected a bounded number of events after their occurrence, regardless of the interleaving of events; this generalizes diagnosability in the sense of [11] , [15] . Here, we introduce a non-quantitative concept of q-diagnosability, or qualitative diagnosability as opposed to quantitative criteria like those in [6] , [15] ; it is specific to partial order semantics, and uses a decomposition of occurrence nets into facets. The key observation concerns the relational structure of occurrence nets, consisting of a partial order < and a conflict relation #; pairs that are neither ordered, nor in conflict, are collected in the complement relation co that indicates concurrency. Within this structure, we identify pairs (x, y) of nodes such that x logically covers y in the sense that whenever x occurs, y must eventually occur as well. The reader familiar with occurrence nets may jump ahead to Figure 2 for an illustration: e.g. the pair (a, g) exhibits this covering, i.e. observing a implies that g inevitably has to occur, if it has not already. Facets are subnets of the unfolding in which any two events cover one another. As a consequence, if some event in a facet occurs, eventually all other events of the facet have to occur in any fair execution (i.e. assuming progress: no enabled event remains enabled forever without occurring). We will define logical covering and facets, prove their key properties and show their link with diagnosability.
Overview
The paper is organized as follows: We start in Section II by recalling definitions for Petri net models and partial order diagnosis techniques. In Section III, we introduce the covering relation and facets, and study their properties. Section IV discusses q-diagnosability, and Section V concludes.
II. PETRI NETS, UNFOLDINGS, AND DIAGNOSIS

A. Nets and homomorphisms
Definition 1 A net is a triple N = (P, T , F), where P and T are disjoint sets of places and transitions, respectively, and F ⊂ (P ×T )∪(T ×P) is the flow relation. WePI24. 16 1-4244-1498-9/07/$25.00 ©2007 IEEE.
configuration (see below) or cone of x. A net homomorphism from N to N is a map π : 
Here, we add w.l.o.g. restriction 5.) for convenience; it is not required, e.g., in [1] . Note that, as a consequence of property 3), B ∪ E is well-ordered by , i.e. there exist no infinite strictly decreasing sequences. Occurrence nets are useful to represent executions of Petri nets, see below: essential dynamical properties are visible via the topological structure of the acyclic graph. Nodes x and x are concurrent, written x co x , if neither x x , nor x x, nor x#x hold. A co-set is a set X of pairwise concurrent conditions; a maximal co-set X w.r.t. set inclusion is called a cut, and generically denoted by the symbol c; in particular, c 0 is a cut, called the initial cut of ON. To highlight the importance of c 0 , we will henceforth note occurrence nets as ON = (B, E , F, c 0 ).
We note for future reference that occurrence nets are a special case of event structures [13] : Definition 3 A tuple (E,<,#) is an event structure iff: 1) (E,<) is a countable partially ordered set, 2) e is finite for all e ∈ E, 3) # ⊆ E × E is symmetric and irreflexive, and such that ∀ x, y, z ∈ E: x#y and y < z together imply x#z.
B. Petri Nets
where symbol 1 denotes the set indicator function; write in
nets are simply called safe. Only safe nets are considered in this article; we will represent reachable markings of nets simply as sets M ⊆ P.
C. Branching Processes and Unfoldings
The branching process semantics reflects the partial order behavior of Petri nets in occurrence nets, thus allowing for structural analysis. By theorem 23 of [1] , there exists a unique (up to an isomorphism) -maximal branching process, called the unfolding of N and denoted U (N ); by abuse of notation, we will also use U (N ) for the occurrence net obtained by the unfolding. The principle for effectively constructing the unfolding (see [1] , [4] , [8] ) is as follows: a copy of initial marking M 0 yields the initial conditions; events are appended to concurrent conditions that enable them, and are followed by the post-conditions they create. An illustration is given in Figure 1 , taking up the running example from [4] , [6] . Petri net N is shown on the left, and a branching process π = (ON, π) of N on the right hand side. Conditions are labeled by places, events by transitions. A configuration is shown in gray. The mechanism for constructing the unfolding of N is illustrated in the middle.
D. Configurations
The nonsequential executions of safe Petri net N are in one-to-one correspondence with the configurations of U (N ). in every configuration; further, every finite configuration κ terminates at a cut, which we denote c κ . The mapping κ → c κ is bijective; for each cut c, the union of the cones of all conditions in c yield the unique configuration κ such that c = κ c . Moreover, one has the following correspondence: for every reachable marking M ⊆ P of N , there exists at least one cut c of U (N ) such that π(c) = M 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WePI24.16 
E. Finite Complete Prefix
If U (N ) is infinite, we are naturally interested in finite prefixes of U (N ) that are complete in the sense that their analysis allows to derive results for all of U (N ). The definition and size of such prefixes varies with the intended purpose; see [10] for a systematic treatment. We use here the following Definition, similar to that in [8] : Note that the initial definition from [12] used as cutoff criterion cardinality, i.e. | e | < | e | instead of e ⊆ e . With this choice, the prefix obtain is in general shorter; however, it may not be complete w.r.t. computing the covering relation below.
F. Observability and Diagnosability
The asynchronous diagnosis of [4] - [6] proceeds as follows: Take the Petri net model N of the system, with transition labeling taking values in an alphabet A of alarms, and the Petri net representation A of the observed alarm pattern; that is, the events of A are labeled by the observed alarms in A, and in the order they were observed. Then form the product net N × A by fusing transitions carrying the same label. All executions of N × A correspond to executions of N ; the converse is obviously not true. Moreover, not all executions of N × A cover all of A ; in general, only a proper prefix of the observation is explained by a given run of N × A . In the unfolding U (N × A ), take all those branches that fully explain A ; the corresponding executions of N form the diagnosis set of all possible explanations of A in the model N . Without going into the details of the diagnosis method, it emerges immediately that the algorithm can only converge if N cannot perform invisible cycles; that is, sufficiently many transitions of N must carry a nonempty label and thus be visible, such that the net cannot leave a marking M and then return to M without having produced a visible alarm on the record. That is (compare [6] ), for any two configurations κ, κ such that κ is a proper prefix of κ and κ ∼ M κ , there must be at least one visible event in κ\κ for observability of the net. This property will be assumed throughout. Diagnosability in the sense of [15] is the capacity of detecting that a fault has occurred, a bounded number of steps after the fault. In [6] , the metric criteria of [15] are lifted to partial orders via quantitative criteria using height of configurations. In contrast, our proposal here will 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WePI24.16
yield a definition of diagnosability in qualitative terms, and can be checked directly on a bounded prefix.
G. Definitions and Conventions
For the remainder of the paper, fix an observable Petri net N = (N, M 0 ) with N = (P, T , F), a set A of alarm labels, ε ∈ A the empty symbol and λ : T → A a labeling function . Denote as I λ −1 ({ε}) the set of invisible transitions; dually, let T A T \I be the set of visible transitions. Let U (N ) = (B, E , G, c 0 ) be the unfolding of N with homomorphism π, and denote as O π −1 (T A ) the set of observable events. Further, let ξ ∈ I be a fault to be observed; let E ξ π −1 ({ξ }). For configurations κ, κ of N , write κ ∼ A κ iff the sets κ A , κ A of observable events of κ and κ , respectively, are isomorphic partially ordered sets (with the order relation induced by ). Let ξ ∈ I be a fault 1 to be diagnosed. Configurations κ, κ are ξ -equivalent iff either both contain a ξ -event, or neither of them does:
III. COVERING AND FACETS
Before turning to diagnosability below, we prepare the ground with structural analysis of occurrence nets.
A. Covering Relation
Consider the occurrence net in Figure 2 : for any run ω,
etc. Property (2) reflects the inheritance of # under <; the reader is invited to check that (3) and (4) follow from the maximality of runs. One might suspect that, to derive (3, 4) from the relational structure, one would have to explore the entire set of configurations. We will show here that it suffices to derive a binary covering relation, computable from a finite bounded prefix ρ of the unfolding.We begin with the notion of root conflict sets :
The root conflict set of x is given by
Node x implies or covers y, written x y, iff #[x] ⊇ #[y]; that is, iff for all z, z#y implies z#x.
One immediately checks that is a reflexive and transitive relation. Define the covering range of node x as
The covering relation mirrors run inclusion: 1 we only consider single fault types to avoid technicalities w.l.o.g.
Fig. 2. Occurrence net whose covering and facets are given in the text
Lemma 1 x y holds iff for all runs ω,
Proof: If x ∈ ω and y ∈ ω, there exists a node z ∈ #[y]∩ω; in fact, otherwise ω ∪ y would be a configuration, and ω could not be maximal. If x y, z ∈ #[x] ∩ ω, which is impossible, so ¬(x y). Conversely, suppose that (5) holds for every ω; then there exists z such that z#y and ¬(z#x).
But then there exists a run ω z such that x, z ∈ ω z , but by assumption y ∈ ω z , hence (5) is violated for ω z . 2 Relation is not a partial order: consider e f and f e in Figure 2 . This is a crucial fact behind the definition of facets below. However, the following holds:
Lemma 2 x < y implies that y x.
Proof: By inheritance of #,
2 As a consequence, we have:
thus Lemma 2 implies the result.
2 In Figure 2 , we have the following covering ranges:
The following result is crucial for the feasibility of our approach: it shows that in order to decide whether x y, it suffices to know #[x] and #[y]:
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As a consequence,
Proof: The inclusion
being obvious, it remains to show
Take any y ∈ #[x]\#[x]. Since x#y, there exist a condition b 1 and events x 1 , y 1 such that 1)
, we are done; otherwise there exist a condition b n+1 and events x n+1 , y n+1 such that 1)
3) x n+1 x and y n+1 < y n . If we find recursively infinitely many y 1 , y 2 ,..., we have a contradiction with property 3) of Definition 2, since
We conclude that there exists n ∈ IN such that y n ∈ #[x], and this proves (8) . 2
B. Facets
The occurrence net ON decomposes into facets: Denote as D(x) the unique facet that contains x.
In figure 2 , the facets are {a, d, c, g}, {b, e, f }, {h}, {k}.
Concerning the shape of facets, we obtain:
Lemma 4 Facets are convex, i.e. x, y ∈ D and x < z < y together imply z ∈ D.
However, more is true: facets behave to the outside world like their elements, i.e. ON can be represented by the quotient facet structure. To make this precise, let x i be a node of ON, let D i D(x i ), and set
Relation ≺ Δ from Definition (9) 
and finds that (Δ, ≺ Δ , # Δ ) is an event structure in the sense of Definition 3. We denote as D the set of facets
By Lemma 4, the set union of all facets in D spans a configuration of ON; we denote this configuration as κ(D). Finally, since we will be dealing with infinite unfoldings in general, two problems have to be considered: 1) Are there facets of infinite size ? 2) Are there infinitely many different facets ? Consider first the possibility of infinite facets. Since it is easily checked that the width of runs (i.e. the size of a maximal concurrent set) in the unfolding of a safe Petri net N is bounded by the number of places in N , an infinite facet is possible only if a run has a suffix without any branching conditions. This means that for all facets to be finite, it suffices to forbid marking-reproducing cycles with no conflict resolution:
Assumption A. For any two distinct configurations κ, κ of N such that κ is a prefix of κ and κ ∼ M κ , there must exist a configuration κ such that κ is a prefix of κ , and for some x ∈ κ and some x ∈ κ we have x #x .
Under assumption A, we now address the second question. Call facets D 1 and D 2 π-isomorphic iff there exists a net isomorphism ψ mapping D 1 to D 2 in such a way that the relations induced by ON's <, #, co are preserved and respected, and π |D 1 = π |D 2 • ψ. Proof: Consider first and second order unfoldings U 1 (N ) and U 2 (N ) of N . The only facets from U 1 (N ) that may not have a π-isomorphic counterpart in U 2 (N )\U 1 (N ) are those that hit the initial cut; moreover, some facets might be partly in U 1 (N ) and partly in U 2 (N )\U 1 (N ). By Assumption A, however, every facet that intersects U 1 (N ) lies entirely within U 2 . Since N = (N, M 0 ) is safe, only a finite number of markings are reachable. Combining these arguments yields the result.
2 Since U 2 (N ) is finite, Theorem 2 entails the number of π-isomorphism classes of facets in ON is finite.
Remark: Recent results ( [7] ) show that Assumption A can be dropped in the above, yet these results require too much space to be developed here.
IV. APPLICATION: q-DIAGNOSABILITY
We are now ready to introduce a concept of diagnosability that combines diagnosis of past events with prediction of inevitable ones. In Figure 2 , supposing we observe a; we are then assured that b is going to occur, but also g and a fortiori c. That is, the implications of a single observation stretch into 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WePI24.16 the future and into processes that are parallel to the observed one. Petri net unfoldings thus call for a different notion of diagnosability that uses the above relational structure, rather than the length of interleaved sequences. Let us formalize one of the notions that spring from the above analysis (a vaster exploration is in preparation [7] ) Keeping the same setting and notations, let us define the pro-cone of a node x ∈ E ∪ B as
the closure of a configuration κ is then
Configuration κ is closed iff Cl(κ) = κ. Notice that Cl(κ) coincides with the configuration obtained by intersecting all runs that extend κ; this makes closed configurations key entities for asynchronous diagnosis. We are now ready to give the definition of q-diagnosability (compare (1)):
In words, ξ is q-diagnosable iff for any two configurations κ, κ the following holds: if the inevitable common part of all runs extending κ and κ , respectively, are observationally equivalent, they have to be fault equivalent. Returning to Figure 2 , suppose events h and k are both unobservable, and that e ∪ f is fault-free; then, for q-diagnosability, h and k have to be either both faulty or both fault-free. Suppose now that f is a fault, i.e. π( f ) = ξ , and that Cl( f ) = {b, e, f } and Cl( a ) = {a, c, d, g} satisfy Cl( f ) ∼ A Cl( a ); then there must be a fault event x, π( f ) = ξ , in Cl( a ) = {a, c, d, g}, or N is not q-diagnosable. We observe that qdiagnosability includes both diagnosis of the past as 'prediction' of concurrent or future events. This notion of diagnosis is thus well adapted to asynchronous systems where the the precise interleaving of events is not available; concurrent events will occur and go unnoticed unless they change future branchings. It is therefore natural to focus diagnosis on the closed configurations. Now, the latter are obtained as the configurations of the facet event structure (Δ, ≺ Δ , # Δ ). Offline verification of q-diagnosability can therefore proceed using the truncation of Δ to U k (N ) (for suitable k, see above), which is a much smaller structure than U k (N ) itself. Effective algorithms to exploit (Δ, ≺ Δ , # Δ ) for diagnosability checks and diagnosis itself are the topic of future work.
V. CONCLUSION AND OUTLOOK
We have introduced a quantitative diagnosability criterion that can be effectively verified on a finite prefix of the unfolding. In fact,
• for determining covering relations and facets, it suffices to compute the root conflict set for each node x considered (Theorem 1), and
• U 2 (N ) contains all facets of U (N ) up to π-isomorphic repetition (Theorem 2). We have shown recently [7] that the covering relation can always be effectively computed: in fact, for any safe net N , there exists a constant K(N ) such that for all n and all nodes x, y of U n (N ) such that ¬(x y) there exists a witness z in U n+K+1 (N ), i.e. z#x and ¬(z#y) [7] .
It remains to optimize the exploration of the data structures of U (N ) and Δ for a most efficient verification of diagnosability. Computing the covering relation is polynomial in the size of U 2 (N ); on the other hand, the worst case size of U 2 (N ) is exponential in the sized of P. However, as mentioned in the introduction, the cases where the modeling with Petri nets is well suitable in the first place -namely for highly distributed and asynchronous systems -, generally also have an order 2 unfolding of reasonable size.
