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Resumen: El uso frecuente de te´rminos me´dicos motivo´ la construccio´n de gran-
des recursos terminolo´gicos para el ingle´s, como el Unified Medical Language Sys-
tem (UMLS) o las ontologies Open Biological and Biomedical Ontology (OBO). La
construccio´n exclusivamente manual de recursos terminolo´gicos es en s´ı misma muy
valiosa, pero constituye (1) un proceso laborioso que requiere mucho tiempo, (2)
no garantiza que los conceptos o te´rminos incluidos se ‘alineen’ realmente con el
lenguaje me´dico y los te´rminos que se usan en los documentos cl´ınicos escritos por
los profesionales de la salud y (3) requiere actualizacio´n constante y revisio´n debido
a los cambios y la aparicio´n de nuevos conceptos biome´dicos. En este art´ıculo pre-
sentamos una herramienta de extraccio´n de te´rminos me´dicos multilingu¨e, llamada
CUTEXT (CValue Utilizado para Extraer Te´rminos), un recurso promovido por el
Plan de Impulso de las Tecnolog´ıas del Lenguaje (Villegas et al., 2017), disponible
en: https://github.com/Med-TL/Plan-TL/tree/master/CUTEXT
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Abstract: The heavy use of medical terms motivated the construction of large ter-
minological resources for English, such as the Unified Medical Language System
(UMLS) or the Open Biological and Biomedical Ontology (OBO) ontologies. Purely
manual construction of terminological resources is by itself very valuable, but cons-
titutes (1) a highly time-consuming process, (2) it does not guarantee that included
concepts or terms do actually align with the medical language and terms as they
are being used in clinical documents by healthcare professionals and (3) requires
constant update and revision due to changes and emergence of new biomedical con-
cepts over time. In this paper we present a multilingual medical term extraction
tool, called CUTEXT (Cvalue Used To Extract Terms), a resource promoted by the
Spanish National Plan for the Advancement of Language Technology (Villegas et al.,
2017), available at: https://github.com/Med-TL/Plan-TL/tree/master/CUTEXT
Keywords: CValue, terms, automatic terms extraction
1 Introduccio´n
Una caracter´ıstica comu´n de los textos
biome´dicos y cl´ınicos es el uso excepcional-
mente frecuente de te´rminos te´cnicos espec´ıfi-
cos de dominio. Esta caracter´ıstica es com-
partida por la mayor´ıa de los documentos
me´dicos, independientemente de si esta´n es-
critos en ingle´s, espan˜ol u otros idiomas.
Adema´s, en el caso del dominio me´dico, exis-
te una considerable brecha de recursos ter-
minolo´gicos para todos los dema´s idiomas en
comparacio´n con el ingle´s. La deteccio´n y el
procesamiento eficientes de te´rminos te´cnicos
me´dicos es clave, no solo para enriquecer o in-
cluso ayudar en la construccio´n automa´tica
de recursos terminolo´gicos, sino que tambie´n
constituye un elemento clave para otras apli-
caciones de tecnolog´ıa del lenguaje me´dico,
incluyendo traduccio´n automa´tica, extrac-
cio´n de informacio´n, generacio´n de resu´me-
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nes y particularmente sistemas automa´ticos
de codificacio´n de documentos cl´ınicos.
Desde la perspectiva de la extraccio´n de
te´rminos, la tarea consiste en identificar dos
rasgos principales (Kageura y Umino, 1996):
(1) Unicidad (unithood): grado de cohesio´n o
estabilidad de las palabras de una locucio´n.
(2) Termicidad (termhood): grado de especi-
ficidad del te´rmino con respecto a una disci-
plina concreta.
Por tanto, si deseamos comunicarnos sin
confusio´n ni malentendidos, debemos poner-
nos de acuerdo sobre que´ te´rminos utilizare-
mos para representar los conceptos y co´mo
se deben traducir estos te´rminos a diferentes
idiomas (Foo, 2012).
La extraccio´n manual de te´rminos es una
tarea larga, repetitiva, y tediosa, por ello, co-
rre el riesgo de ser poco sistema´tica y sub-
jetiva. Adema´s, es muy costosa en te´rminos
econo´micos y esta´ limitada por la informa-
cio´n disponible. Por ello, la extraccio´n au-
toma´tica de te´rminos es una tarea crucial en
el procesamiento del lenguaje natural, ya que
permite que todo el proceso se lleve a cabo de
forma mucho ma´s a´gil, eficiente, y econo´mica,
tanto en tiempo como en dinero.
La extraccio´n automa´tica de te´rminos es
una tarea relevante que puede ser u´til en una
amplia gama de tareas, como el aprendizaje
ontolo´gico, la traduccio´n asistida y automa´ti-
ca, la construccio´n de tesauros, la clasifica-
cio´n, la indexacio´n, la recuperacio´n de infor-
macio´n, as´ı como en la miner´ıa de textos y
en la extraccio´n de resu´menes.
Sin embargo, el proceso de extraccio´n au-
toma´tica de te´rminos no es una tarea trivial.
El cambio constante en la terminolog´ıa hace
necesario que las herramientas sean capaces
de detectar dichos te´rminos nuevos, as´ı co-
mo sus posibles variaciones. Las tareas de ex-
traccio´n suelen ser espec´ıficas, y por tanto,
deben adaptarse a los requerimientos y par-
ticularidades propias de cada una de ellas.
Segu´n Ananiadou y Nenadic´ (2006) se pue-
den distinguir cinco variaciones terminolo´gi-
cas: ortogra´fica, morfolo´gica, le´xica, estruc-
tural, acro´nimos y abreviaturas. A las que
podemos an˜adir tambie´n las producidas por
sinonimia y homonimia. Por u´ltimo, existe
una falta de convenciones firmes en la no-
menclatura. Se han creado directrices pero
no se imponen restricciones, as´ı, junto con los
te´rminos denominados “bien formados” exis-
ten otros ad-hoc, que son problema´ticos para
los sistemas automa´ticos de identificacio´n de
te´rminos.
Para hacer frente a estos problemas, los
sistemas de extraccio´n automa´tica de te´rmi-
nos se suelen clasificar en cuatro grandes gru-
pos no excluyentes: (1) Sistemas basados en
caracter´ısticas internas: suelen atender a
la ortograf´ıa, como mayu´sculas, uso de d´ıgi-
tos, caracteres griegos, etc. (2) Sistemas que
aprovechan pistas morfolo´gicas: atienden
sobre todo a afijos espec´ıficos y formantes cul-
tos (principalmente griegos y latinos). (3) Sis-
temas que aprovechan la informacio´n proce-
dente del ana´lisis sinta´ctico: atienden a la
estructura gramatical, para extraer te´rminos
procedentes de los sintagmas nominales, ver-
bales, y preposicionales. (4) Sistemas basa-
dos enmedidas estad´ısticas para promover
candidatos a te´rminos: basados en frecuen-
cias, log-likelihood, logDice, l-value, c-value,
etc. Como veremos ma´s adelante, CUTEXT
aprovecha tanto la informacio´n lingu¨´ıstica
(3), como la estad´ıstica (4). CUTEXT permi-
te el reconocimiento automa´tico de te´rminos
te´cnicos, de una o varias palabras, a partir de
documentos me´dicos, admitiendo varios for-
matos de entrada. Este sistema permite a los
usuarios sin conocimientos te´cnicos identifi-
car fa´cilmente te´rminos me´dicos detectados
en grandes corpus cl´ınicos, y as´ı facilitar la
construccio´n de diccionarios cl´ınicos, ı´ndices
o glosarios me´dicos, con un e´nfasis particular
en aplicaciones de reconocimiento de concep-
tos cl´ınicos. Este art´ıculo resume las princi-
pales caracter´ısticas de CUTEXT, as´ı como
los resultados que se obtienen al aplicarlo a
diferentes corpus, incluidos textos biome´dicos
en ingle´s, literatura me´dica espan˜ola y textos
cl´ınicos en espan˜ol.
En el apartado 2, se revisa el estado del
arte, en el 3 se describen las caracter´ısticas
principales de CUTEXT, en el 4 se muestran
los corpus, la coleccio´n que se ha utilizado du-
rante el uso real con CUTEXT, y, por u´ltimo,
en el apartado 5 se resumen las conclusiones
obtenidas as´ı como las l´ıneas de trabajo fu-
turo.
2 Trabajo Relacionado
Las aproximaciones utilizadas en el estado del
arte para la extraccio´n automa´tica de te´rmi-
nos se pueden dividir, siguiendo a Krautham-
mer y Nenadic (2004), en cuatro tipos:
1. Basadas en diccionario: utilizan lis-
tas de palabras, de stop-words (sin con-
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tenido sema´ntico), ontolog´ıas, glosarios,
y tesauros del dominio. Se utilizan como
“filtro lingu¨´ıstico” para eliminar pala-
bras y reconocer te´rminos. Tiene la ven-
taja de ser simple y eficiente, pero suele
ser incompleta, adema´s de no estar dis-
ponible en todos los dominios e idiomas.
2. Basadas en reglas: En este enfoque se
emplean patrones y conocimiento gra-
matical para la deteccio´n de te´rminos.
Es uno de los me´todos ma´s empleados
desde los an˜os 90, sin embargo, posee el
mismo inconveniente que el anterior, a
saber, no esta´ extendido igualmente en
todos los dominios e idiomas.
3. Basadas en estad´ıstica y aprendiza-
je automa´tico: Las te´cnicas estad´ısti-
cas tratan de determinar lo caracter´ısti-
co de una palabra (o lema) en un corpus
espec´ıfico con respecto a su frecuencia en
un corpus general. Es decir, intentan sa-
ber que´ te´rminos son sobreutilizados o
infrautilizados en el corpus utilizado en
comparacio´n con su frecuencia en un cor-
pus de referencia.
4. Hı´bridas: Combinan dos o ma´s de las
aproximaciones anteriores. CUTEXT,
como veremos, es un enfoque h´ıbrido que
combina la aproximacio´n lingu¨´ıstica con
la estad´ıstica.
En los u´ltimos an˜os se han desarrollado
varias herramientas de extraccio´n automa´tica
de te´rminos, sin embargo, la mayor´ıa de ellas
son dependientes del idioma: en portugue´s -
ExATOlp (Lopes et al., 2009), en espan˜ol-
vasco - Elexbi (Gurrutxaga et al., 2006), en
espan˜ol-alema´n - Autoterm (Haller, 2008), en
a´rabe (Boulaknadel, Daille, y Aboutajdine,
2008), en esloveno e ingle´s - Luiz (Vintar,
2010), en ingle´s e italiano - KX (Pianta y
Tonelli, 2010), o en ingle´s y alema´n (Ramm
et al., 2018).
Otros trabajos relacionados se pueden en-
contrar en (Koza Orellana, 2015), as´ı como
en (Barro´n-Cedeno et al., 2009).
Algunas herramientas se han adaptado a
dominios especificos como por ejemplo, Ter-
mExtractor (Sclano y Velardi, 2007), TerMi-
ne (Frantzi, Ananiadou, y Mima, 2000) o Bio-
YaTeA (Golik et al., 2013). La herramienta
TermSuite, se desarrollo´ durante el proyec-
to europeo Terminology Extraction, Transla-
tion Tools and Comparable Corpora (TTC).
Este proyecto se centro´ en la adquisicio´n au-
toma´tica o semiautoma´tica de terminolog´ıas
alineadas bilingues para la traduccio´n asisti-
da y automa´tica.
Por u´ltimo, citamos algunas aplicaciones,
en espan˜ol, en las que se ha utilizado la ex-
traccio´n automa´tica de te´rminos: En Castro
et al. (2010) utilizan la extraccio´n automa´ti-
ca de te´rminos para la deteccio´n de concep-
tos en notas cl´ınicas y su posterior asocia-
cio´n, o mapeo, a la ontolog´ıa Systematized
Nomenclature of Medicine — Clinical Terms
(SNOMED–CT). Vivaldi y Rodr´ıguez (2010)
utilizan un sistema de extraccio´n de te´rminos
en un corpus biome´dico, de tal forma que,
una vez encontrado un candidato a te´rmino,
se intenta encontrar una pa´gina en la Wiki-
pedia que se corresponda con dicho candida-
to, despue´s se encuentran todas las categor´ıas
de la Wikipedia asociadas a dicha pa´gina, y
por u´ltimo, se explora la Wikipedia siguien-
do recursivamente todos los enlaces de ca-
tegor´ıas encontrados, para expandir y enri-
quecer la frontera del dominio. Por u´ltimo,
Moreno-Sandoval y Campillos-Llanos (2013)
utilizan un sistema de extraccio´n de te´rminos
para elaborar un corpus compuesto por tex-
tos biome´dicos en espan˜ol, a´rabe, y japone´s.
3 Descripcio´n de CUTEXT
Las caracter´ısticas principales de CUTEXT
son las siguientes:
Esta´ implementado en java, por lo que
es multiplataforma. Se ha probado bajo
Windows y Linux.
Es multilingu¨e: Se ha probado en ingle´s,
castellano, catala´n, y gallego. Se puede
adaptar fa´cilmente a otros idiomas con
tan solo cambiar el fichero de texto de
configuracio´n de etiquetas le´xicas.
Puede utilizar como etiquetador a Tree-
Tagger1 o a GeniaTagger2.
Los documentos que admite pueden ser
en texto plano, o en pdf.
Permite tanto interfaz gra´fica como por
consola (modo texto).
1http://www.cis.uni-muenchen.de/~schmid/
tools/TreeTagger/. Permite etiquetar textos en
ma´s de 23 idiomas.
2http://www.nactem.ac.uk/GENIA/tagger/. A
diferencia de Treetagger, so´lo etiqueta textos en
ingle´s, pero a cambio tiene la ventaja de haber sido
adaptado espec´ıficamente para textos biome´dicos
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Permite seleccionar el idioma, el etique-
tador, los umbrales de frecuencia y de
c-value, y la entrada del documento o
documentos.
La salida se proporciona en texto plano,
en formato JSON, y en BioC3 (Comeau
et al., 2013). Se incluyen los tiempos par-
ciales y el tiempo total.
CUTEXT tomo´ como punto de partida un
extractor de alto impacto denominado Ter-
Mine (Frantzi, Ananiadou, y Mima, 2000),
que permite extraer te´rminos en textos escri-
tos en ingle´s. Como se ha mencionado ante-
riormente, y siguiendo a TerMine, contiene
dos filtros: uno lingu¨´ıstico y otro estad´ıstico.
El filtro lingu¨´ıstico se compone de expresiones
regulares, y una lista de stop–words, y es de-
pendiente del idioma. Por tanto, para an˜adir
un nuevo idioma a CUTEXT, tambie´n habr´ıa
que proporcionarle las expresiones regulares,
(el filtro lingu¨´ıstico), para dicho idioma. Pa-
ra el ingle´s el filtro esta´ dividido en tres: El
primero tiene en cuenta so´lo nombres, el se-
gundo nombres y adjetivos, y el tercero nom-
bres, adjetivos y preposiciones. Por otro la-
do, para castellano, catala´n, y gallego es un
poco ma´s sofisticado. Esta´ dividido en dos
subfiltros, denominados cerrado y abierto: El
filtro cerrado detecta tres patrones: (1) nom-
bre seguido de adjetivo, (2) nombre seguido
de de seguido de adjetivo, y (3) nombre. El
filtro abierto esta´ basado en cinco expresio-
nes regulares que contienen nombres, palabras
extranjeras, preposicio´n de, acro´nimos, y ad-
jetivos. Al ser dependiente del idioma y del
a´mbito, se puede cambiar. Hemos visto, que
los verbos no esta´n incluidos. Sin embargo,
para ciertas tareas ser´ıa deseable incluirlos.
Por ejemplo, en un corpus en el que es ma´s
frecuente la expresio´n “se descarta ca´ncer”
que “ca´ncer descartado”, los filtros actuales
dejar´ıan pasar el segundo pero no el primero,
y ser´ıa deseable que ambos pasasen el filtro,
por lo que se podr´ıa incluir una nueva expre-
sio´n regular que tuviese en cuenta este tipo
de verbos. Por otra parte, el filtro estad´ıstico
es independiente del idioma, y combina las
siguientes tres me´tricas:
1. La frecuencia y longitud del te´rmino can-
didato.
3Es un formato interoperable para textos biome´di-
cos, basado en XML. Utilizado principalmente para
el intercambio y el almacenamiento de datos de forma
sencilla.
2. La frecuencia del te´rmino candidato como
parte de otros te´rminos candidatos ma´s lar-
gos.
3. El nu´mero de estos te´rminos candidatos
ma´s largos.
En concreto, el C − value que se asigna a
un te´rmino candidato a, viene dado por la
siguiente expresio´n:
C−value(a) = log2|a|(f(a)−
1
#(Ta)
∑
b∈Ta
f(b))
Donde,
a es el te´rmino candidato
f(a) es la frecuencia del te´rmino candidato
Ta es el conjunto de te´rminos candidatos que
contienen a a (candidatos mayores)
#(Ta) es el nu´mero de te´rminos de los candi-
datos mayores∑
b∈Ta
f(b) es la frecuencia total en la que a
aparece en el conjunto de los candidatos ma-
yores
El diagrama de CUTEXT se muestra en
la figura 1.
Figura 1: Diagrama de CUTEXT
El proceso denominado Normalizer se en-
carga de normalizar el texto procedente de los
diversos documentos, y esta´ separado de CU-
TEXT, es decir, no esta´ incluido como parte
ı´ntegra en e´l. Ba´sicamente lo que hace este
proceso es: (1) convierte todo el documento
(o documentos) a minu´sculas, (2) separa el
texto en tokens4, (3) asigna un espacio entre
4Cada signo de puntuacio´n lo considera un token,
que se separa del resto. As´ı si, como es habitual, hay
una palabra seguida de una coma – “por tanto,” – la
palabra y la coma se separan en dos tokens – “por
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los tokens, y, por u´ltimo, (4) elimina las tildes
(si existen). Los documentos, ahora normali-
zados, se entregan a CUTEXT. El etiqueta-
dor (Tagger), se encarga de asignar a cada
palabra su etiqueta le´xica y su lema. Esta in-
formacio´n es utilizada por el filtro lingu¨´ıstico
(Linguistic Filter) para obtener los te´rminos
candidatos, a partir de las reglas asignadas
a priori. Los te´rminos candidatos, sin ningu´n
tipo de estad´ıstica salvo su frecuencia, se al-
macenan (Terms), y se entregan al filtro es-
tad´ıstico (Statistical Filter) que asigna el de-
nominado C-Value. Estos te´rminos, son al-
macenados de nuevo internamente (Terms),
y tambie´n se muestran en los diferentes for-
matos (Terms) al usuario final.
3.1 Modo Texto – Opciones
En modo texto (por l´ınea de comandos),
CUTEXT ofrece ma´s opciones que en mo-
do gra´fico. En concreto, en la tabla 1, se
muestran las diferentes opciones que permite,
as´ı como el tipo para cada opcio´n, y su valor
por defecto.
Nombre Tipo Por defecto
-help no aplica no aplica
-displayon boolean true
-postagger string TreeTagger
-language string Spanish
-frecT integer 0
-cvalueT double 0.0
-bioc boolean false
-convert boolean true
-withoutcvalue boolean false
-incremental boolean false
Tabla 1: Opciones de CUTEXT en modo tex-
to.
Todas las opciones son autoexplicati-
vas, salvo, quiza´, -displayon, -convert, -
withoutcvalue, e -incremental.
-displayon: Se utiliza para mostrar por la
salida esta´ndar el proceso de ejecucio´n, as´ı co-
mo el tiempo que tarda en cada una de las
fases. Por defecto, es true, es decir que s´ı se
mostrara´. Si se pone a false no presentara´ na-
da por la salida esta´ndar.
-convert: Convierte a minu´sculas el texto
tanto , ” –. Esto evita que el etiquetador considere
como token palabras seguidas por comas, como “tan-
to,”.
de entrada. Conviene tener en cuenta que en
general, TreeTagger etiqueta las palabras es-
critas en mayu´sculas, como nombres propios,
por lo que si se selecciona este etiquetador
(con la opcio´n -postagger), conviene tambie´n
poner este para´metro a true (que es su valor
por defecto, al igual que el valor por defecto
de -postagger es TreeTagger).
-withoutcvalue: Si se pone a true enton-
ces CUTEXT ejecutara´ solamente el filtro
lingu¨´ıstico. Esto es u´til en las aplicaciones
donde es importante la rapidez, y no tanto el
valor de c-value, (so´lo con la frecuencia nos
es suficiente), ya que CUTEXT, lo´gicamente,
tardara´ menos en obtener los te´rminos.
-incremental: Si se pone a true entonces
CUTEXT ejecuta cada l´ınea del fichero de
entrada por separado. Es decir, para cada
l´ınea del fichero de entrada se ejecutan to-
das y cada una de las fases, trata´ndose, por
tanto, cada l´ınea como si fuese el corpus com-
pleto.
La versio´n ma´s ra´pida de CUTEXT se
da cuando los para´metros -incremental y -
withoutcvalue esta´n ambos a true.
4 Corpus Generados
CUTEXT se ha probado en diversos corpus,
tanto de juguete como reales. Ha sido, como
es lo´gico, con los corpus reales donde nos he-
mos dado cuenta de que para hacerlo pra´ctico
ten´ıamos que hacerlo ma´s eficiente, aceleran-
do su ejecucio´n. A partir de la salida gene-
rada por CUTEXT, se han obtenido diferen-
tes corpus terminolo´gicos. En las siguientes
subsecciones explicaremos los corpus utiliza-
dos as´ı como los obtenidos por CUTEXT. En
concreto: (1) corpus Genia, (2) corpus de la
tarea Biomedical Abbreviation Recognition
and Resolution (BARR), (3) corpus de la Ba-
se de datos para la Investigacio´n Farmacoepi-
demiolo´gica en Atencio´n Primaria (BIFAP).
4.1 Corpus Genia
El corpus Genia5, esta´ formado por resu´me-
nes en ingle´s anotados, tomados de la base de
datos MEDLINE de la Biblioteca Nacional de
Medicina. Esta´n anotadas un subconjunto de
las sustancias y de las estructuras subcelu-
lares de prote´ınas, basadas en un modelo de
datos (denominada ontolog´ıa GENIA) del do-
minio biolo´gico, en formato XML (GPML).
La version 3.0x consta de 2000 resu´menes.
Los resu´menes ba´sicos se seleccionan de los
5http://www.geniaproject.org/
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resultados de bu´squeda con las palabras cla-
ve (te´rminos MeSH) Human, Blood Cells and
Transcription Factors. El corpus esta´ anota-
do con seis niveles de informacio´n lingu¨´ıstica
y sema´ntica: (1) Anotacio´n le´xica, (2) Cons-
tituyentes (anotacio´n sinta´ctica), (3) Anota-
cio´n de conceptos Genia, (4) Anotacio´n de
eventos, (5) Anotacio´n de relaciones, (6) Ano-
tacio´n de correferencia.
En concreto, la anotacio´n de te´rminos cu-
bre la identificacio´n de entidades biolo´gicas
f´ısicas, as´ı como otros te´rminos importantes.
Para este corpus, CUTEXT genero´ un re-
curso terminolo´gico de 38.903 te´rminos. Los
te´rminos con los valores ma´s altos de c-value
se corresponden con te´rminos biolo´gicos, por
lo que el recurso obtenido por CUTEXT pue-
de valer en aquellas tareas en las que se nece-
siten dichos te´rminos, como validacio´n, ma-
peo, etc. Como se ha explicado anteriormen-
te, el corpus Genia contiene anotacio´n de con-
ceptos Genia, por lo que se utilizo´ esta pa-
ra su ana´lisis comparativo. La medida F1,
obtenida por CUTEXT utilizando a Tree-
Tagger como etiquetador le´xico fue de un
F1 = 52, 6%, mientras que al utilizar como
etiquetador a GeniaTagger obtuvo una me-
dida ligeramente superior F1 = 53, 8%. Esto
es lo´gico, ya que GeniaTagger es un etique-
tador de dominio biome´dico. Esta medida es
bastante superior a la obtenida por la ver-
sio´n web de TerMine6, que fue de tan so´lo de
F1 = 39, 7%.
4.2 Corpus BARR
BARR (Villegas et al., 2018) fue una tarea
que se propuso dentro de IBEREVAL 20177.
Se trataba de reconocer abreviaturas y su
expansio´n, as´ı como relacionar ambas. Fue
particularmente interesante, ya que algunos
resu´menes se transcribieron manualmente, al-
go que se asemeja a las caracter´ısticas de
preprocesamiento que se encuentran en docu-
mentos cl´ınicos. Para llevarla a cabo, se libe-
raron el corpus BARR anotado manualmen-
te (Gold Standard), y una coleccio´n de do-
cumentos de resu´menes de art´ıculos me´dicos
escritos en espan˜ol (la mayor coleccio´n uni-
ficada existente de la que tenemos noticia),
distribuida a trave´s de un acuerdo especial
con el editor Elsevier. En concreto, el nu´mero
total de tokens en los resu´menes (abstracts)
6http://www.nactem.ac.uk/software/termine/
7http://cabrillo.lsi.uned.es/nlp/
IberEval-2017/index.php
es de 36.981.968, y el nu´mero total de tokens
en los t´ıtulos de los abstracts es de 2.359.516.
Para este corpus, CUTEXT obtuvo
975.963 te´rminos, cubriendo la mayor´ıa de las
abreviaturas y de sus formas largas8. Por tan-
to, el corpus terminolo´gico obtenido, que se
corresponde con te´rminos biome´dicos que in-
cluyen abreviaturas, puede ser u´til en tareas
no so´lo biome´dicas sino propias de reconoci-
miento y extraccio´n de abreviaturas.
4.3 Corpus BIFAP
La base de datos de BIFAP9 esta´ infor-
matizada con registros me´dicos de Atencio´n
Primaria (AP) para la realizacio´n de es-
tudios farmacoepidemiolo´gicos, pertenecien-
te a la Agencia Espan˜ola de Medicamentos
y Productos Sanitarios10 (AEMPS), y cuenta
con la colaboracio´n de Comunidades Auto´no-
mas y el apoyo de las principales sociedades
cient´ıficas implicadas. BIFAP incluye la in-
formacio´n registrada por 5.752 me´dicos de
familia y pediatras de AP del Sistema Na-
cional de Salud, integrando informacio´n de
7.890.485 historias cl´ınicas anonimizadas. El
27 de marzo de 2015, la AEMPS pone a dis-
posicio´n de investigadores del a´mbito pu´blico
la base de datos BIFAP11, para la investiga-
cio´n con medicamentos. Es en este a´mbito en
el que se ha elaborado un acuerdo de cola-
boracio´n entre BIFAP y el Centro Nacional
de Investigaciones Oncolo´gicas (CNIO) den-
tro del marco del Plan de Impulso de las Tec-
nolog´ıas del Lenguaje (PlanTL).
Para este corpus, CUTEXT ha obtenido
1.440.306 te´rminos. El corpus generado, no
so´lo es va´lido para la tarea en la que hemos
colaborado12, sino tambie´n en aquellas otras
relacionadas con casos cl´ınicos, ya que los
te´rminos extra´ıdos pertenecen a este a´mbi-
to. Los te´rminos extra´ıdos, no se han podi-
do evaluar, ya que BIFAP no tiene ningu´n
gold-standard a este respecto. Sin embargo,
s´ı los hemos examinado manualmente, encon-
8No incluimos aqu´ı la medida F , ya que no tiene
sentido, porque CUTEXT extrae todo tipo de te´rmi-
nos, no solamente abreviaturas y formas largas, y sin
embargo el gold-standard esta´ compuesto so´lo por
aque´llas.
9http://www.bifap.org/
10https://www.aemps.gob.es/
11https://www.aemps.gob.es/informa/
notasInformativas/laAEMPS/2015/docs/NI-AEMPS_
03-2015-jornada-BIFAP-marzo-2015.pdf
12Ba´sicamente, consiste en una tarea de mapeo de
un literal nuevo, introducido por un me´dico, frente a
los literales almacenados en su base de datos.
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trando que los te´rminos con un alto valor
de c-value (en general por encima de 50.0)
son te´rminos espec´ıficos del dominio (como
por ejemplo, adenocarcinoma de pulmo´n, con
un c-value de 405.839), mientras que aquellos
con un c-value bajo, suelen ser ma´s gene´ricos
o suelen estar mal escritos (como por ejem-
plo, ansiedad gerneralizada).
5 Conclusiones y Trabajo Futuro
En este art´ıculo se ha mostrado que la ex-
traccio´n automa´tica de te´rminos es una ta-
rea crucial en el a´mbito del procesamiento
del lenguaje natural. Se ha puesto de relie-
ve que, actualmente, los principales extracto-
res automa´ticos de te´rminos son dependien-
tes del idioma y de la plataforma. Por to-
do ello, hemos presentado una herramienta
multilingu¨e y multiplataforma, denominada
CUTEXT, que permite extraer automa´tica-
mente los te´rminos de un corpus, y asignarle
un valor (denominado c-value) a cada uno de
ellos, que determina su fiabilidad.
Hemos mostrado tres corpus de distinto
a´mbito generados por CUTEXT, que se pue-
den utilizar en tareas muy diversas: (a) Cor-
pus compuesto por te´rminos biolo´gicos, (b)
corpus compuesto por te´rminos biome´dicos
que incluyen abreviaturas y sus formas lar-
gas, (c) corpus terminolo´gico de casos cl´ıni-
cos.
Resumimos, a continuacio´n, los puntos
principales, y ma´s relevantes de CUTEXT,
no vistos en otros extractores automa´ticos:
1. Es multiplataforma, se ha testeado bajo
diferentes sistemas operativos (Windows
y Linux), y dispone de una interfaz gra´fi-
ca y textual altamente configurable.
2. Es un sistema abiertocapaz de generar
recursos para medicina, a partir de gran-
des corpus heteroge´neos.
3. Es multilingu¨e: procesa textos biome´di-
cos en castellano, ingle´s, catala´n, y ga-
llego, pero se pueden an˜adir idiomas de
una forma sencilla.
4. Se ha comprobado su utilidad en aplica-
ciones reales, como la desarrollada para
BIFAP.
5. Admite textos en diferentes formatos, y
es capaz de generar una salida en tres ti-
pos de formatos diferentes: plano, JSON,
y BioC.
Debido a que la principal utilidad de un
extractor de te´rminos es el mapeo13, como
primera l´ınea de trabajo futuro seguiremos a
Krauthammer y Nenadic (2004), que deter-
minan 3 etapas secuenciales para su realiza-
cio´n:
(1) Reconocimiento del te´rmino: Permi-
te diferenciar entre te´rminos y no te´rminos.
Esta es la salida que proporciona CUTEXT.
(2) Clasificacio´n del te´rmino: Consiste en
asignar los te´rminos al dominio espec´ıfico. Es
decir, quedarse so´lo con los te´rminos perte-
necientes al dominio. El objetivo consiste en
medir el grado de distintividad de un te´rmino
en un corpus especializado en contraste con
su frecuencia en un corpus general. Las me´tri-
cas ma´s empleadas son log-likelihood ratio
test, y logDice.
(3) Emparejamiento del te´rmino: Vincu-
la los te´rminos con conceptos bien definidos
de fuentes de datos referentes, como vocabu-
larios controlados o bases de datos.
Tambie´n tenemos pensado utilizar CU-
TEXT para procesar nuevos corpus de textos
me´dicos bilingu¨es (por ejemplo, el recurso de-
nominado MeSpEN (Villegas et al., 2018)).
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