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Introduction
A BEC (acronym for Bose-Einstein Condensate) is a degenerate state of matter that
forms in extreme conditions, at a temperature close to the absolute zero, and in ex-
tremely dilute samples (with density of order 1014 or 1015 atoms/cm3, while ordinary
matter has a typical density of 1022 atoms/cm3). The main feature of a BEC is that a
macroscopic number of particles condensates into the state of lower energy available, as
consequence of quantum statistical effects.
The existance of the BEC phase was proposed by S. Bose (1924) and A. Einstein (1925),
but its occurrence in a real system was recognized only much later, with the discovery
of superfluidity in liquid helium [1, 2], and the intuition by F. London (1938) that this
new phase of matter could be a manifestation of Bose-Einstein condensation [3].
The physics of superfluid helium and its connections with Bose-Einstein condensation
was then extensively studied in the subsequent years from both a theoretical (we mention
the pioneering works of L. Tisza (1938) [4] and L. Landau (1941)[5], with the developed
of the two-fluid model, and N. Bogoliubov (1947)[6], who instead developed the micro-
scopic theory of weakly interacting bosons) and experimental point of view. For long
time, the study of superfluidity and Bose-Einstein condensation was limited to the study
of the properties of liquid helium, as helium is the only element that remains liquid as the
temperature gets closer to the absolute zero, while all other elements becomes solids. In
order to extend the study of Bose Einstein condensation and superfluidity also to other
elements, it became clear the necessity of using very dilute samples, in order to prevent
solidification. Moreover, most of the theories in Bose-Einstein condensation requires the
hypothesis of weak interactions, that cannot be satisfied in a liquid sample. For these
reasons, during the 1970s and 1980s, great experimental efforts were devoted to the re-
alization of the BEC phase in weakly interacting, ultradilute gases. Several techniques
based on the use of laser beams were developed to trap and cool gases of alkali atoms,
until finally, in 1995, the first BECs were obtained in alkali gases by the experimental
groups led by J. Coleman and C. Wieman [7] at Boulder and W. Ketterle [8] at MIT.
The realization of BECs in atomic trapped gases introduced several novel features due
to the fact that, in these systems, the coupling of the atoms with the trapping electric
and magnetic fields allows to tune the strength and even the sign of the interatomic in-
teraction (using techniques based on the knowledge of the so-called Feshbach resonances
[9] of the atomic species). Moreover, while most theories developed before 1995 consid-
ered only homogeneous, infinite systems, this new kind of BECs are inhomogeneous and
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strongly confined.
From a theoretical point of view, the fact that BECs of trapped gases are ultracold
and extremely dilute simplifies the general many body problem, as in these conditions
only s-wave scattering between atoms usually takes place, and so the actual, complex
interatomic potential can be replaced by a simpler pseudo-potential, usually of the form
of a hard-sphere repulsion, and described by a single parameter, the s-wave scattering
length. However, this simple, short-range interaction sufficies to explain the phenomenon
of superfluidity. This led, over the last years, to the research of different possible types
of interactions, that can eventually lead to the formation of new and exotic phases of
matter.
In this research, the dipole-dipole interaction attracted great attention for different rea-
sons. First, there are several experimental techniques to efficiently trap and cool atoms
(or molecules) possessing a strong dipole moment. This led, for example, to the exper-
imental realization of BECs made of 52Cr in 2006 [10] or, more recently, of the more
magnetic lanthanides 164Dy and 166Er[11, 12]. Moreover, the dipole-dipole interaction,
being anisotropic and long-ranged, is the only possible interaction between ultracold
(neutral) atoms that cannot be simplified with an effective short-range pseudo-potential.
This leads to unique observable properties of dipolar BECs.
One peculiarity of dipolar BECs is their geometry-dependent stability. In fact, due to
the partially attractive nature of the dipole-dipole interaction, to obtain a stable dipolar
BEC one needs to confine the atoms in reduced dimensions, in particular in quasi-2D
strongly oblate traps, or in quasi-1D strongly prolate traps, always orthogonally to the
polarization direction. In these conditions, the attractive part of the dipole-dipole in-
teraction can be balanced by the repulsive nature of short-range interactions, leading
finally to a stable BEC. Recent experiments [13] studied the stability diagram of 52Cr
as function of the scattering length and trap geometry, and found that in an extremely
anisotropic trap, if the BEC is very tightly confined along the polarization direction, it
is possible even to tune the scattering length to zero, and so to realize a purely dipolar
BEC. If instead the dipoles are not confined enough, if the scattering length is reduced
below a certain threshold, the attractive part of the dipolar interaction prevails, and the
BEC phase is destroyed (in the sense that no BEC can be revealed anymore) by the
interaction induced collapse.
Similar experiments [14, 15] has been performed also using a BEC of 164Dy, whose mag-
netic moment is higher then that of 52Cr. Due to its strongly magnetic nature, even
in very anisotropic traps, the attractive part of dipole-dipole interaction plays a funda-
mental role. The experiments showed in fact a surprising feature. Starting with a stable
dipolar BEC of 164Dy in a disk-shaped trap and reducing its scattering length below a
certain threshold does not result in the destruction of the condensate, but rather to the
formation of an ordered array of denser atomic clusters. Other experiments [16] shows
that these clusters are actually self-bound quantum droplets. Several theoretical studies
[17, 18] have demonstrated that the collapse of the dipolar BEC is arrested by quantum
fluctuations, through a mechanism that will be exstensively discussed in this thesis.
The transition from the stable BEC to an ordered array of self-bound droplets is trig-
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gered by a ”roton-instability”, that is a particular kind of excitation that forms a local
minimum at finite momentum. The energy of the minimum is called ”roton-gap”, and
is usually reduced if the mechanism that leads to the formation of the roton minimum
is enhanced. When the roton-gap becomes null, a modulation of the density with the
roton wavelength costs no energy, and thus the ground state of the system can host a
periodic structure.
The ordered state that is formed is often called in literature ”crystal cluster”, indicat-
ing a structure that possesses the typical symmetry for discrete translations of a solid,
but in which the points of the Bravais lattice are occupied by clusters containing also
several thousands of atoms. However, it must always be clear that we are dealing with
extremely dilute systems: even if the droplets have a density which is around one order
of magnitude higher then that of the initial BEC, it is still several orders of magnitude
lower then that of ordinary matter.
In this crystal cluster, it is possible that a fraction of the atoms is detached from the
droplets, and so can form a ”halo” of dilute superfluid in which the system is immersed.
For this reason, this system is ideal for the reaserch of the exotic phase of supersolidity,
that is a phase that shares features typical of solids (and in particular the symmetry for
discrete translations) and superfluids (such as the frictionless transport of matter and
global phase coherence).
The present thesis is inspired by a recent experimental work [19], in which it has been
shown that a dipolar BEC of 166Er in a strongly prolate (”cygar-shaped”) trap can
show the features described above. In particular, the experiment shows that, reduc-
ing the scattering length of the initially stable BEC leads to the formation of a ”roton
population”, signalled by the presence, in the measured momentum distribution, of two
symmetric peaks at finite momenta.
We thus explore, through numerical simulations based on a Density Functional approach,
the equilibrium structure and elementary excitations of a dipolar BEC confined in a
quasi-1D ”ring” geometry, in order to study the conditions for the formation of a crystal
cluster of the type described above, and to understand if this state shows supersolid
behaviour. We simulate a ring geometry by confining the dipoles inside a ”tube”, or-
thogonal to the polarization direction, and enforcing periodic boundary conditions to
”match” the two extrema of the tube. We choose this geometry because in the ring it is
possible to accomodate a perfectly periodical structure, and moreover it is accessible to
experiments. Thus, this model is ideal for the possible detection of a supersolid state.
This thesis is structured as follows.
In chapter 1, we review the main theoretical results that allow to describe a dipolar
BEC. The fundamental instruments for the description of the ground state and elemen-
tary excitations are presented.
In chapter 2, we present the numerical tools used to explore both the ground state and
the elementary excitations. Moreover, we show some test of the codes used against re-
sults described in the recent literature on the subject.
In chapter 3, we present a preliminar variational study, in which a simple model allows
to understand the fundamental, qualitative features of the system under study.
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In chapters 4, 5 and 6 we show the results of the numerical simulations, that allows to
characterize a phase transition from a homogeneous superfluid to a crystal cluster, that
shows supersolid behaviour.
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Chapter 1
Theory of dipolar BECs
In this chapter we review the main properties and features of dipolar BECs. We present
the definition and main properties of dipole-dipole interaction, and briefly describe the
typical atomic or molecular systems in which it can be found. Then, we give a brief review
of Density Functional Theory, and show how it can be applied to study the mean-field
ground state and elementary excitations. Finally, we show how mean-field theory must
be modified in order to partially take into account the effects of quantum fluctuations,
that will be introduced using an approach known as ”Local Density Approximation”.
1.1 Dipole-Dipole interaction
Let us consider the typical case in which the dipoles are aligned by an external field, and
fix the z-axis of a reference frame along this direction. Then the dipole-dipole interaction
for two identical dipoles reads
Vdd(r− r′) = Cdd
4pi
1− 3cos2θ
|r− r′|3 (1.1)
where Cdd = µ0µ
2 for two magnetic dipoles of magnetic moment µ (and µ0 is the
permeability of the vacuum) and Cdd = d
2/0 for two identical electric dipoles with
electric dipole moment d (and 0 is the vacuum permittivity). Moreover, r − r′ is the
relative position of the dipoles and θ is the angle between this and the polarization
direction.
The relative strength of electric and magnetic dipolar interaction between polar atoms
(or molecules) can be estimated using a simple argument [20, 21]. The typical size of an
atomic or molecular electric dipole moment is of order d ' ea0, where e is the electron
charge and a0 is the Bohr radius (the order of magnitude is that of one Debye). Instead,
a typical atomic magnetic moment is of order of the Bohr magneton µB. The relative
strength can be thus estimated as
µ0µ
2
d2/0
= 0µ0
µ2B
e2a20
(1.2)
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Using the definitions a0 =
~
mecα
, µB =
e~
2mec
and 0µ0 = c
−2, where me is the electron
mass, c is the speed of light, and α is the fine structure constant, one finds
µ0µ
2
d2
0
' α−2 ' 10−4 (1.3)
Thus, at the atomic and molecular scale, the interaction between electric dipoles is
typically much stronger than that between magnetic dipoles.
A very usefull quantity that allows to quantify the strength of dipolar interaction is the
dipolar length add, defined as
add =
Cddm
12pi~2
(1.4)
The dipolar length allows to give a more quantitative comparison between the typical
strength of electric and magnetic dipolar interaction. Consider in fact the data reported
in table 1.1 and taken from [20, 21]. We notice again that the dipolar length for electric
dipoles is much higher than that of magnetic dipoles. Moreover, an electric dipole is
usually found in a heteronuclear molecule, while a strong permanent magnetic dipole
moment can be found in some atomic species. An electric dipole can also be induced in
an atom by an external magnetic field, but, at the moment of writing, no electric dipolar
effect has been observed in atomic BECs.
From the data of table 1.1, it is clear that the ideal candidates for the study of dipolar
effects are heteronuclear molecules. However, experimental difficulties have, until now,
prevented the achievement of the quantum degeneracy in polar molecules, while, as
stated in the introduction, dipolar BECs have been realized with magnetic atoms. For
this reason, the rest of the present thesis will be dedicated just to the magnetic case.
Even if for magnetic species the interaction is much weaker then the electric case, this
interaction still affects crucially the observable properties of the BEC.
Species Dipole moment add
52Cr 6µB 15a0
164Dy 9.9µB 130a0
166Er 7µB 65.5a0
KRb 0.6D 2× 103a0
HCN 3D 2.4× 104a0
Table 1.1: Magnetic and electric dipole moments for different atomic and molecular
species
Consider now the form of the dipole-dipole interaction defined in 1.1. We notice
that the interaction is long-ranged in 3D, decaying at large distances as r−3, while the
typical van der Waals interaction between the atoms of a gas decays as r−6. Moreover,
the interaction is anisotropic, having the symmetry of the second Legendre polynomial
P2(cosθ). It is thus null at the angle θm = arccos(1/
√
3) (the so called ”magic angle”), it
is positive and thus repulsive for 0 < θ < θm and attractive otherwise. This implies that
dipoles sitting ”side-by-side” tend to repel each other, while dipoles in ”head-to-tail”
configuration attract each other.
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Figure 1.1: Anisotropy of the dipole-dipole interaction
This anisotropy implies that in a 3D dipolar gas, the dipole-dipole interaction is
partially attractive. The gas thus tend to elongate along the polarization direction, in
order to reduce its energy, and, in absence of any stabilization mechanism, to collapse.
The collapse of a dipolar BEC has been experimentally studied in [22], in which it is
shown that dipolar interaction crucially affects the post-collapse dinamics. In BECs
with only short range interactions, the possibility of tuning the scattering length even
to a negative value allows to change the sign of the interparticle interaction, that can
thus be modified from repulsive to attractive. This modification of the sign of the
interparticle interaction leads to an isotropic collapse of the BEC, followed by a sudden,
still isotropic, expansion that finally destroys the condensate [23, 24]. This phenomenon
is often called ”Bose-Nova”, for its qualitative similarity to the contraction and sudden
expansion of a dying star that results in the famous, catastrophic astronomic events of
”Supernovae”. Instead, the post-collapse dynamics of a dipolar BEC is influenced by the
dipolar interaction, as the expansion is not isotropic, but follows the d-wave symmetry
of the dipolar potential.
To stabilize an ultracold gas of dipolar atoms, it is thus necessary to provide some
stabilization mechanism. As mentioned previously, a crucial factor is the confinement
geometry of the BEC, that allows to partially hide the attractive part of the interaction
if the BEC is confined in the polarization direction. However, even if the confinement is
very strong, some additional stabilization mechanism must be at work in order to obtain
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a stable BEC. This additional mechanism is provided by short-range interactions, whose
strength is quantified by the s-wave scattering length a. This can be tuned in experiment,
and a sufficiently high, positive value of a, together with the geometrical confinement,
can allow the achievement of a stable BEC in presence of dipolar interaction. It is thus
crucial to quantify the relative strength of dipolar and contact interaction. For this
reason, we can define the dipolar parameter dd as
dd =
add
a
(1.5)
If dd < 1, the particles tend, in average, to repel each other, and so the dipolar collapse
is prevented. Instead, if dd > 1, the attractive part of the dipolar interaction tends to
prevail, and so the system is expected to be unstable against collapse.
We are now ready to present the theoretical framework in which we study dipolar BECs.
We start with a brief review of Density Functional Theory, and then explain how to use
the theory for the study of a dipolar BEC.
1.2 Density Functional Theory
The calculations presented in this thesis are all based on a Density Functional approach,
adapted to the description of a BEC of dipolar atoms.
In a real system of ultracold atoms in which the BEC phase is realized, only a finite
fraction of atoms actually occupy the ground state, even at T = 0. In fact, a pure BEC,
in which all the atoms are in the ground state, can be obtained in principle only for a
non-interacting system, as the interparticle interactions force a finite fraction of atoms
into the first excited states. This phenomenon is known as quantum depletion, and can
be limited only in very dilute samples. Nevertheless, we suppose to be in a condition in
which quantum depletion can be neglected, so that, at T = 0, all the atoms are in the
BEC phase.
In Density Functional Theory, instead of solving the Schro¨dinger equation of the N
particle system in order to determine the ground state wave function, we determine the
ground state density of the system using a variational principle.
The theory is based on the two famous theorems by Hohenberg and Kohn (1964) [25].
The first theorem can be formulated as follows [26]:
Theorem 1. Let Ψgs(r1, r2, ......, rN ) be the many-body wave function of the ground state
of N interacting particles, and define the ground state density of the system as
ngs(r) =
∫
dr2...drNΨgs(r, r2, ......, rN ) (1.6)
Then, there is a one-to-one correspondence between the external potential Vext acting on
the system and the ground state density ngs.
We omit the proof here, as it can be found in the cited references, and limit ourselves
to discuss its implications.
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The theorem implies that once we fix the external potential, the ground state density is
determined uniquely. A corollary of the first theorem is that
Corollary 1.1. We can define a universal functional of the density
F [ngs] = 〈Ψgs|(T + U)|Ψgs〉 (1.7)
where T and U are respectively the kinetic and the interparticle interaction energy, so
that the total ground-state energy is given by
E[ngs] = F [ngs] +
∫
drVext(r)ngs(r) (1.8)
The corollary implies that, once the ground state density is fixed, so is the total
energy.
The second theorem of Hohenberg and Kohn allows to find the ground state density
from a variational principle. It states that
Theorem 2. For any trial density n, we have E[n] ≥ E[ngs], and the equality holds if
and only if n = ngs.
So, the ground state energy of the system is in one-to-one correspondence with the
ground state density, which in turn can be determined through a variational approach,
minimizing the energy functional itself. However, to have reliable results, the main
issue is to find a good model for F [n]. For what concern the expression of the kinetic
energy as functional of the density, the typical approach is to use the Kohn-Sham [27]
approximation, that is an independent particle approximation in which the actual kinetic
energy is approximated by the kinetic energy of a fictitious non-interacting system, but
with the same density as the real one. We thus introudce the so called Kohn-Sham
orbitals φi, requiring them to satisfy
n(r) =
N∑
i=1
|φi(r)|2 (1.9)
and suppose that the wave function of the system can be approximated as
Ψ(r1, r2, ..., rN ) = φ1(r1)......φN (rN ) (1.10)
Notice that this expression can be used only for a system of bosons, as Ψ is unchanged
under the exchange of two particles. Instead, for describing a system of fermions, one
needs to use a Slater determinant of Kohn-Sham orbitals in order to ensure the correct
symmetry of Ψ. However, in our case, in which all the particles occupy the ground state
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φ0, the Kohn-Sham expression of the kinetic energy is given by
T0[n] =
∫
dr1...drNΨ
∗(r1, r2, ..., rN )
(
N∑
i=1
−~
2∇2i
2m
)
Ψ(r1, r2, ..., rN )
=
N∑
i=1
φ∗i (r)
(
−~
2∇2i
2m
)
φi(r)
= N
∫
drφ∗0
(
−~
2∇2
2m
)
φ0(r) (1.11)
For what concern the interparticle interaction energy U , a first, typical approach is
that of approximating it with a mean field expression. In particular, we can use the
Kohn-Sham form of Ψ to evaluate this energy term as
UH =
∫
dr1...drNφ
∗
0(r1)...φ
∗
0(rN )
1
2
∑
i 6=j
V (ri − rj)
φ0(r1)...φ0(rN )
=
1
2
N(N − 1)
∫
drdr′|φ0(r)|2V (r− r′)|φ0(r′)|2 (1.12)
Notice that this is nothing but the classical Hartree [28] approximation of the energy of
N interacting particles.
If we sum the Kohn-Sham expressions of T0 and UH , we obtain an approximate expres-
sion for the ground-state energy of the system
E[φ0] =N
∫
drφ∗0(r)
(
−~
2∇2
2m
+ Vext(r)
)
φ0(r)
+
1
2
N(N − 1)
∫
drdr′|φ0(r)|2V (r− r′)|φ0(r′)|2 (1.13)
We now define the condensate wave-function φ as
φ =
√
Nφ0 (1.14)
whose squared modulus equals the local density n(r), and rewrite the energy 1.13, in
the limit of large N , as
E[φ] =
∫
drφ∗(r)
(
−~
2∇2
2m
+ Vext(r)
)
φ(r)
+
1
2
∫
drdr′|φ(r)|2V (r− r′)|φ(r′)|2 (1.15)
Notice that, if φ0 is normalized to 1, then φ is normalized to the total number of particles
N .
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We insert these approximations into the energy functional 1.8 as
E[n] = T0 + UH +
∫
drVext(r)n(r) + (T − T0 + U − UH)
= T0 + UH +
∫
drVext(r)n(r) + Ecorr (1.16)
where we have defined the correlation energy Ecorr as the term that takes into account the
corrections to the mean-field approximation. Good models clearly require the evaluation
of at least some approximation of the correlation energy Ecorr. A typical approach is
the Local Density Approximation [29], in which one approximate
Ecorr =
∫
drcorr(r) (1.17)
where corr is the correlation energy per unit volume of the homogeneous system, and
can usually be calculated, at least perturbatively, using the methods of quantum field
theory.
We are now ready to apply the machinery of Density Functional Theory to the study of
a dipolar BEC.
1.3 Mean Field Theory of dipolar BECs
1.3.1 Ground state
Following the results of the previous section, we consider a system of interacting bosons
at zero temperature and introduce the condensate wave function φ, defined in such a
way that its square modulus equals the local density n
|φ(r)|2 = n(r) (1.18)
We then define a mean-field energy functional for the condensate as
E[φ] =
∫
drφ∗(r)
(
− ~
2
2m
∇2 + Vext(r)
)
φ(r) +
1
2
∫
drdr′|φ(r)|2V (r− r′)|φ(r′)|2 (1.19)
where V is the two-body interaction potential. So, we determine the mean field equation
for the description of the condensate wave function by functional minimization of the
energy. Moreover, we fix the total number of particles, so that the variational approach
corresponds to the solution of the functional equation
δ
δφ∗
[
E − µ
(
N −
∫
drn(r)
)]
= 0 (1.20)
This way, we obtain a mean field equation for φ as
µφ(r) =
(
− ~
2
2m
∇2 + Vext(r) + Vmf (r)
)
φ(r) (1.21)
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where the mean field potential Vmf is defined as
Vmf (r) =
∫
dr′V (r− r′)|φ(r′)|2 (1.22)
The time dependent version of 1.21 can be defined as
i~
∂
∂t
Φ(r, t) =
(
− ~
2
2m
∇2 + Vext(r) + Vmf (r)
)
Φ(r, t) (1.23)
so that a trial solution of the form
Φ(r, t) = φ(r)e−i
µ
~ t (1.24)
implies that φ is the solution of 1.21. The Lagrange multiplier µ is the chemical poten-
tial, that fixes the total number of particles.
A key point is to find a good model for the two-body potential. The typical interac-
tion potential between neutral, non-dipolar atoms is a van der Waals potential, which
is strongly repulsive at short distances, then becomes attractive at ”intermediate” dis-
tances, and finally decays as r−6 at long distances. The exact shape can also be quite
complicated, and it is calculated via semi-empirical models or ab-initio. However, in the
case of a very dilute, ultracold gas, we have important simplifications to this problem.
Usually, the interatomic potential possesses two-particles bound states, that form when
the distance between the two atoms is of order of a few Angstroms and the temperature
is low enough. Because of the fact that a BEC is formed at a temperature close to the
absolute zero, the ground state of any system (with the only exception of 4He) at that
temperature would be a solid. Thus, the BEC is a metastable phase, that is created
under conditions of extreme diluteness. The typical density is 1014 or 1015atoms/cm3.
Moreover, even in this conditions, there are three-body recombination mechanisms that
gradually leads to the formation of bound states and destroy the condensate.
Recalling the fundamental results of scattering theory [30], we have that, for a central
potential decaying like r−n, the phase shifts δl(k), for k → 0, behave as k2l+1 for n > 3,
and as kn−2 otherwise. This means that, at low temperatures and in absence of dipo-
lar interaction, only s-wave scattering (l = 0) is important, and the entire scattering
process is described by a single parameter, the s-wave scattering length a. This al-
lows to substitute the actual, complicated, but short-ranged, two-body potential, with a
pseudo-potential that reproduces the same scattering properties, namely the same scat-
tering length. In the case of hard-sphere interaction, if a is the radius of the sphere, as
shown in [31], a good pseudo-potential is given by
Vpseudo(r) =
4pi~2a
m
δ(r)
∂
∂r
r = gδ(r)
∂
∂r
r (1.25)
Crucially, this result is still valid for interactions that, in three dimensions, decay faster
then r−3 at long distances. Inserting 1.25 in 1.21, we obtain the Gross-Pitajevskii
equation [32]
µφ(r) =
(
− ~
2
2m
∇2 + Vext(r) + g|φ(r)|2
)
φ(r) (1.26)
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which has been very successfull in explaining the experimentally observed properties of
non dipolar BECs [32].
The case of dipolar interaction is clearly peculiar because, as it decays as r−3 at large
distances and being anisotropic, it cannot be replaced by the isotropic pseudo-potential
1.25. This happens because all the partial waves contributes to the scattering amplitude.
However, it would clearly be usefull to generalize 1.26 to describe also the dipolar case.
In [33, 34], it has been shown that a pseudo-potential of the form
Vpseudo(r) = gδ(r)
∂
∂r
r + Vdd(r) (1.27)
successfully reproduces, at the level of the Born approximation, the scattering amplitude
given by a general short range potential plus the dipole-dipole potential 1.1. Even if this
result is only perturbative, it can be used to generalize 1.26, inserting 1.27 into 1.23,
obtaining a non-linear, non local Schro¨dinger equation
i~
∂
∂t
Φ(r, t) =
(
− ~
2
2m
∇2 + Vext(r) + g|Φ(r, t)|2 +
∫
dr′Vdd(r− r′)|Φ(r′, t)|2
)
Φ(r, t)
(1.28)
and its time independent version
µφ(r) =
(
− ~
2
2m
∇2 + Vext(r) + g|φ(r)|2 +
∫
dr′Vdd(r− r′)|φ(r′)|2
)
φ(r) (1.29)
This Non-Local Gross-Pitajevskii Equation (NLGPE) will be used in this work as a
starting point for the description of the mean field ground state of a dipolar BEC.
1.3.2 Elementary excitations
To describe the elementary excitations of a dipolar BEC, we can use a standard Bogoliubov-
de Gennes approach and search for a solution of 1.28 of the form
Φ(r, t) = e−i
µ
~ t[φ(r) + δφ(r, t)] (1.30)
where φ is the solution of 1.29, while the fluctuation δφ is expanded as
δφ(r, t) = u(r)e−iωt − v∗(r)eiωt (1.31)
Keeping only terms linear in the quasi-particle amplitudes u and v, we obtain the
Bogoliubov-de Gennes (BdG) equations
~ωu(r) =
[
− ~
2
2m
∇2 − µ+ Vext(r) +
∫
dr′V (r− r′)|φ(r′)|2
]
u(r)
+φ(r)
∫
dr′V (r− r′)[φ∗(r′)u(r′)− φ(r′)v(r′)]
−~ωv(r) =
[
− ~
2
2m
∇2 − µ+ Vext(r) +
∫
dr′V (r− r′)|φ(r′)|2
]
v(r)
+φ∗(r)
∫
dr′V (r− r)[φ(r′)v(r′)− φ∗(r′)u(r′)] (1.32)
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This is a set of coupled integro-differential equations, very difficult to solve even numer-
ically. In general, it is convenient to cast it in a matrix form(
H0 + Xˆ −Xˆ†
Xˆ −H0 + Xˆ†
)(
u
v
)
= ~ω
(
u
v
)
(1.33)
with
H0 = − ~
2
2m
∇2 − µ+ Vext(r) +
∫
dr′V (r− r′)|φ(r′)|2 (1.34)
and the operator Xˆ acts on a general function f as
Xˆf(r) = φ(r)
∫
dr′V (r− r′)φ∗(r′)f(r′) (1.35)
A particular case is that of a 3D homogeneous system (for which one needs clearly to put
Vext = 0). Even if this system is not realistic, it serves as a prototype of more realistic
conditions. In [35], the authors shows that, for this case, the BdG equations 1.32 become
algebraic in Fourier space, and can be solved for the excitation spectrum, as well as for
the amplitudes u and v. A complete calculation is given in the appendix, while here we
just say that the excitation spectrum is given by
~ωk =
√
~2k2
2m
[
~2k2
2m
+ 2n0V˜k
]
(1.36)
where V˜k is the Fourier transform of the pseudo-potential 1.27, defined as
V˜k =
∫
drV (r)e−ik·r (1.37)
The complete calculation is again reported in the appendix, while here we just report
that the final result is
V˜k = g
[
1 + dd(3cos
2α− 1)] (1.38)
where α is the angle between k and the polarization direction, the dipolar parameter dd
is defined as
dd =
µ0µ
2
3g
=
add
a
(1.39)
and add is again the dipolar length, that quantify the strength of the dipolar interaction
add =
µ0µ
2m
12pi~2
(1.40)
For clearness, we rewrite the excitation spectrum explicitly as
~ωk =
√
~2k2
2m
[
~2k2
2m
+ g [1 + dd(3cos2α− 1)]
]
(1.41)
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Some important properties come out from the form of 1.41. It is clear that the dispersion
relation is anisotropic, as a consequence of the anisotropy of the dipole-dipole interaction.
Moreover, for dd < 1 all the modes are stable, meaning that all the excitation energies
are real and positive. Instead, for dd > 1 the argument under the square root of 1.41 can
become negative in the k → 0 limit, meaning that phonon modes of long wavelength can
acquire imaginary frequencies, expecially for a propagation direction orthogonal to the
polarization axis. Thus, a stable 3D uniform dipolar BEC can in principle be created,
provided that add < a. Instead, for add > a, a 3D uniform dipolar BEC is destabilized
by long wavelength modes propagating orthogonally to the polarization axis.
For a confined, inhomogeneous dipolar BEC, this is not necessarily true anymore. In
fact, by confining the dipoles for example in a very oblate trap, perpendicular to the
polarization direction, it is possible to create a quasi-2D dipolar BEC, that remains
stable even for dd > 1. In fact, in a quasi-2D geometry orthogonal to the polariza-
tion direction, the dipoles mainly repel each other, and so the attractive part of the
interaction, responsible for the instability, can be ”hidden”. The stability of a dipolar
BEC as function of the scattering length and the trapping geometry has been explored
experimentally in [13] with a BEC made of 52Cr in a cylindrically symmetric oblate
trap, finding results which are in good agreement with mean-field estimates based on
the solution of 1.29[20].
However, the validity of a mean-field description of a dipolar BEC has been challanged
by the experimental results reported in [14]. In the cited work, the authors study the
stability of a BEC of 164Dy, which is the atom with the strongest permanent magnetic
dipole moment in the periodic table, equal to µ ' 9.98µB. They prepared a stable BEC
in the quasi-2D geometry of the type discussed, with dd ' 1, and then performed a
rapid quench in the scattering length to a certain low value (as compared with the value
of add of
164Dy) using the knowledge of the Feshbach resonances of Dysprosium. This
way, they observed an initial collapse of the BEC, followed not by the destruction of
the condensate, but rather by the formation of clusters of atoms, with a density which
is much higher than that of an ordinary BEC, although still several orders of magni-
tude lower than that of ordinary matter. Moreover, in subsequent experiments [36], the
authors managed to isolate single clusters by magnetic levitation, and found that these
systems are self-bound. Thus, these experiments shows that the collapse of a dipolar
BEC can lead to the formation of structures that can be defined as quantum droplets,
that is self-bound, relatively dense clusters of atoms.
An accurate theoretical study of droplet formation has proved to be a difficult task. As
reported in [17], simulations based on 1.29 leads to the prediction of the collapse of the
initial BEC once the scattering length is reduced below a certain value. This implies that
the formation of self-bound quantum droplets in a dipolar BEC is a beyond-mean-field
phenomenon.
To gain an insight on droplet formation, we now present the beyond-mean-field the-
ory for dipolar BECs, that allows to partially take into account the effects of quantum
fluctuations.
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1.4 Beyond mean field: the Lee-Huang-Yang correction
The beyond-mean-field mechanism that leads to the formation of self-bound quantum
droplets in dipolar BECs has been first proposed in [17], and it is based on a similar
mechanism as that proposed in [37] to explain droplet formation in Bose-Bose mixtures.
The mechanism is based on the fact that the first beyond-mean-field correction to the
ground state energy of a system of N bosons interacting through the pseudopotential
1.27 at T colse to zero is positive and increases with the density. Thus, as the initial
condensate collapses, its energy is reduced, but at the same time, the beyond-mean-field
correction to the ground state energy increases, until an equilibrium condition is reached
in which a further collapse is no more energetically convenient. So, quantum droplets are
stabilized by the interplay between a mean-field attraction, that is triggered when the
attractive part of the dipole-dipole interaction prevails on the repulsive nature of short
range interactions, and beyond-mean-field repulsion, that gets stronger and stronger as
the density increases, until an equilibrium condition is reached.
The theoretical background is that of the Lee-Huang-Yang (LHY) correction to the
ground state energy of a system of ”hard spheres” bosons, first proposed in [31]. A
detailed calculation of the correction is given in the appendices, in which it is also shown
how to generalize the calculation to include general interactions. In particular, we can
show that, in the case of a homogeneous system of dipolar bosons, the ground state
energy of the system up to first order quantum corrections is given by
E0
V
=
1
2
gn2
[
1 +
128
15
√
pi
√
na3F (dd)
]
(1.42)
with
F (dd) =
1
2
∫ pi
0
dθsinθ[1 + dd(3cos
2θ − 1)] 52 (1.43)
To calculate the effect of this energy shift in the non-homogeneous case, following [17]
we use here an approach based on Local Density Approximation, that is consider a LHY
contribution to the total energy given by
ELHY =
2
5
γ(dd)
∫
drn(r)
5
2 (1.44)
with
γ(dd) =
32
3
√
pi
ga
3
2F (dd) (1.45)
Adding this to the energy functional 1.19 and minimizing with respect to φ∗, we finally
obtain an extended NLGPE, which incorporates beyond-mean-field effects
µφ(r) =
(
− ~
2
2m
∇2 + Vext(r) + g|φ(r)|2+∫
dr′|φ(r′)|2Vdd(r− r′) + γ(dd)|φ(r)|3
)
φ(r) (1.46)
20
As shown in [17], simulations based on the solution of this equation leads to the descrip-
tion of droplet formation, in good agreement with the experimental results reported in
[14].
The introduction of the LHY correction in the NLGPE makes necessary to recalculate
also the BdG equations, in order to take into account the effects of quantum fluctua-
tions on the excitation spectrum. Using the same approach as in the previous section,
we arrive at an extended matrix form of 1.33, with the replacements
H0 → H0 + γ(dd)|φ|3
Xˆ → Xˆ + 3
2
γ(dd)|φ|3 (1.47)
The extended version of NLGPE 1.46 and of the BdG equations 1.47 will be solved
numerically in this thesis in order to study the ground state and elementary excitations
of a dipolar BEC. However, before presenting the numerical methods used, we show that
a roton instability, namely an elementary excitation that forms a local minimum in the
excitation spectrum at a finite momentum, is closely related to the formation of quantum
droplets in a dipolar BEC. Moreover, we show that this two related phenomena (roton
instability and quantum droplets) are at the basis of a phase transition from an ordinary
BEC to a possible exotic phase of matter known as supersolid, which is a hypothesized
phase of matter that shares features of solids and superfluids, and that, at the moment
of writing, has not yet been detected unambiguously.
1.5 Roton mode and supersolid behaviour
A ”roton” is an elementary excitation of a homogeneous BEC that forms a local minimum
at a finite momentum. The existence of this kind of excitation was first proposed by
L. Landau [5] in his theory of superfluid helium, and initially related to the possible
formation of vortices. The predictions of Landau were experimentally tested [38], and
the excitation spectrum of liquid helium was measured in 1961. Its qualitative behaviour
is reported in figure 1.2.
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Figure 1.2: Qualitative reproduction of the measured excitation spectrum of superfluid
helium. Arbitrary units are used
From the form of 1.36, we can see that, a necessary condition for the excitation spec-
trum to develop a minimum at finite momentum, is that the Fourier transform of the
interaction potential is negative in some range of the interaction parameters. So, by
tuning the interaction parameters in a BEC, a roton minimum can be formed in the
excitation spectrum, and if one enhance the mechanism that leads to the formation of
the roton minimum, the energy of the roton, called roton gap, can be reduced, until it
becomes null. In this condition, the excitation of the roton mode costs no energy. Thus,
the ground state of the system can show a modulation of the density, with a wavelength
determined by the critical value of the momentum at which the roton gap disappears.
So, the ”softening” of the roton mode, that is the reduction of the roton gap, can cause a
phase transition from a homogeneous superfluid to a periodic structure, whose symmetry
for discrete translations resemble that of a crystal. In this ”crystal” structure, what we
find [39, 40] is an ordered array of clusters of atoms, each one occupying one site of a
periodic lattice. Moreover, in this ordered structure, a partial superfluid flow between
different clusters is possible.
At this point, it is important to make a fundamental remark. Very often in literature one
encounters the term ”crystal” to describe the ordered lattice of atomic clusters described
above. However, one must always keep in mind that we are dealing with extremely dilute
systems, with densities which are orders of magnitude lower than that of ordinary mat-
ter. Moreover, this ordered structures have the peculiar feature that a partial superfluid
flow is possible between different lattice sites, so that global phase coherence is possible
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throughout the entire lattice. This mechanism can be at the base of the formation of a
possible phase of matter known as supersolid.
A supersolid can be defined as a system in which the symmetry of crystals for discrete
translations coexists with the global phase coherence of a superfluid [40]. The existance
of this phase and its unambiguous detection has been a matter of debate for long time.
In fact, a seminal paper of Penrose and Onsager (1956) [41] showed that the localization
of particles of a crystalline phase and the delocalization of particles in a superfluid phase
are incompatible. However, this work is not a demonstration that no supersolid phase
can exist at all, and in fact the possibility of a density modulation in a superfluid, with
the discrete symmetry of crystals, was pointed out soon after by Gross (1957)[42]. Suc-
cessive works of Yang (1962) [43] and Leggett (1970) [44] suggested that in solid helium
the ”hopping” of atoms between adjacent lattice sites can in fact be significant, and the
superfluid response of solid helium could be measured.
The coexistance of a crystal and a superfluid phase was later invoked to explain the
observation of non-classical rotational inertia (NCRI) in solid helium [45]. However, the
same authors of [45] later challenged their own experimental results[46].
Nonetheless, in recent years, a great theoretical and experimental effort has been dedi-
cated to the search for a supersolid phase in other systems, in particular in the field of
ultracold atoms. Several works, as for example [47, 48], show that good candidates for
the reaserch of a supersolid phase are systems of soft-core bosons, that are systems of
bosons interacting through a pseduo-potential of the form
V (r) = V0Θ(r −Rc) (1.48)
where Rc is the range of the interaction, V0 is its finite strength, and Θ is the Heaviside
step function. In a BEC of soft-core bosons, the softening of the roton mode leads to
the formation of a periodic structure in which denser atomic clusters are immersed in a
dilute superfluid background.
To characterize a supersolid phase, we can define some computable and measurable quan-
tity associated to supersolid behaviour. One of such quantities, that represents the fun-
damental hallmark of supersolid behaviour, is the Non-Classical Intertia (NCI).
The NCI is due to the fact that the superfluid fraction of the system does not share the
translational or rotational motion of the crystal structure, as it flows without friction
through the crystal. To check, in a simulation or a theoretical calculation, if a system can
show NCI, we can solve the problem of the system translating with velocity v, starting
from the energy functional 1.15 and miniziming it by requiring the system to have a fixed
average momentum
〈
P
〉
, by introducing an additional constraint on the minimization
δ
δφ∗
[
E − µ
(
N −
∫
dr|φ(r)|2
)
− v ·
(〈
P
〉− ∫ drφ∗(r)(−i~∇)φ(r))] = 0 (1.49)
obtaining the NLGPE equation of the system in a comoving reference frame with velocity
v
µφ = (Hˆ + i~v · ∇)φ (1.50)
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where Hˆ contains both the mean-field and beyond-mean-field terms. Then, following
[49], we define the superfluid fraction, analogous to NCI, as
fs = 1−
〈
Pˆ
〉
Nmv
(1.51)
where
〈
Pˆ
〉
is the expectation value of the momentum calculated in the state φ solution
of 1.50, N is the total number of particles and m is their mass. So, this definition cor-
responds to the fraction of the particles that does not participate to the translational
motion of the system. If this fraction is finite, it means that if we move the ”container”
of the system, only a finite fraction of the atoms will be dragged by this motion. This
can be considered as a signature of the presence of NCI.
Another signature of supersolidity is associated with the appearance of a gapless Gold-
stone mode in the excitation spectrum [47, 48] in addition to the usual phonon modes.
The idea is that, according to Goldstone theorem [50], at each spontaneous breaking of
a continuous symmetry corresponds the formation of a massless boson, whose disper-
sion relation is gapless. So, the spontaneous breaking of the continuous translational
symmetry of the initial BEC leads to the appearance of the usual phonon modes, while
the spontaneous breaking of global gauge symmetry responsible for superfluidity corre-
sponds to the formation of an additional gapless mode, that manifest itself at a lower
energy and can be thought of as a phonon propagating in the phase.
So, a supersolid phase can be found in a system of ultracold atoms in which the roton
mode is softened and the roton gap reduced. In this thesis, we will show that such
physics can be found in a BEC of dipolar atoms, but with a fundamental difference
as compared with the cited references. In the cited works, in fact, the only types of
interactions taken into account are repulsive. Instead, we will show that, in a dipolar
BEC confined in the appropriate geometry, the roton mode is softened by the attractive
part of the dipolar interaction. This has a fundamental consequence. While in a re-
pulsive BEC, the phase transition from the homogeneous superfluid to a supersolid can
be studied in a mean-field approach, in the dipolar case no stable ground state with a
modulation of the density can be found in mean-field theory. As for the previously dis-
cussed case of quantum droplets, in mean-field theory the clusters of atomic dipoles are
expected to collapse, while beyond-mean-field corrections allow to study the formation
of a supersolid also in the dipolar case.
We now present the numerical methods used to solve the extended NLGPE 1.46 and
BdG 1.33 with the addition of the beyond-mean-field term 1.47, and applied to study
respectively the ground state and elementary excitations of a dipolar BEC.
We will then show that confining a dipolar BEC in a quasi-1D ring geometry and rising
the dipolar parameter dd defined in 1.39 over a certain threshold triggers the softening of
the roton mode and the formation of a density modulation in the ground state. We will
also show that this modulated structure shows the hallmarks of supersolid behaviour.
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Chapter 2
Numerical methods
The simulations presented in this thesis are based on the numerical solution of the
extended NLGPE 1.46 for ground state calculations, obtained by a technique known as
imaginary time evolution, and of the BdG equations 1.33 with the addition of the beyond-
mean-field term 1.47 for the calculation of the elementary excitations, obtained instead
through diagonalization in Fourier space. In this chapter we explain the algorithms used
and how they have been tested against results found in the literature.
2.1 Imaginary time evolution
The tecnique of imaginary time evolution of the Schro¨dinger equation allows for the
calculation of the ground state wave function of a system.
Consider the general form of the Schro¨dinger equation, and let us perfom a Wick rotation
to imaginary time t→ −iτ , obtaining
− ~ ∂
∂τ
|Ψ〉 = Hˆ|Ψ〉 (2.1)
Formally, this equation can be solved as
|Ψ〉 = e− Hˆ~ τ |Ψ0〉 (2.2)
where |Ψ0〉 is some initial state. Then, if {|φi〉} is an orthonormal set of eigenstates of
Hˆ, we can expand the initial state as
|Ψ0〉 =
∑
i
ci|φi〉 (2.3)
where the ci are complex coefficients. Thus, inserting 2.3 in 2.2, we obtain
|Ψ〉 =
∑
i
cie
−Ei~ τ |φi〉 (2.4)
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where we label with Ei the eigenvalues of the hamiltonian. If τ is large enough, only
the ground state, namely the eigenstate with the lowest eigenvalue E0, will contribute
appreciably to 2.4, so that we find
|Ψ〉 ' c0e−
E0
~ τ |φ0〉 for τ →∞ (2.5)
Finally, in order to keep the final |Ψ〉 finite also in the limit τ → ∞, we introduce an
energy offset equal to E0, that is we consider an alternative version of 2.1 given by
− ~ ∂
∂τ
|Ψ〉 = (Hˆ − E0)|Ψ〉 (2.6)
In the τ →∞ limit, this equation will then give us
|Ψ〉 = lim
τ→∞ e
− Hˆ−E0~ τ |Ψ0〉 = c0|φ0〉 (2.7)
that is, exactly the ground state.
In the present work, this technique has been used to solve the equation 1.46 iteratively.
In this case, the offset is not given by the ground state energy, but by the chemical
potential µ.
In the numerical simulation the solution is calculated iteratively, starting from a trial
wave function φ0(r), and defining
φn+1(r) = e
− Hˆ−µ~ τφn(r) '
(
1− Hˆ − µ
~
τ
)
φn(r) (2.8)
Clearly, when starting the iterations, we do not know the correct chemical potential.
For this reason, at each iteration, the best possible estimate of the chemical potential is
calculated as
µn =
〈φn|Hˆ|φn〉
〈φn|φn〉 (2.9)
Iterations then goes on until some convergence criterion is met, for example in the total
energy, as explained in the following.
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2.1.1 Details of the algorithm
The algorithm used is structured as follows:
Choose φ0
Fix the external potential and
the interaction parameters
Fix the mesh
Evaluate Hˆφ0
Evaluate µ = 〈φ0|Hˆ|φ0〉〈φ0|φ0〉
Evolve φ1 =
(
1− Hˆ−µ~ τ
)
φ0
Normalize to the total number
of particles 〈φ1|φ1〉 = NSet φ0 = φ1
Restart
The first step is simple but fundamental. Before starting any calculation, we need to
define the domain in which the calculation itself is performed. Thus, we need to choose
an appropriate mesh in real space, that is find a domain of <3 and discretize it. So, at
the beginning of the simulations, a mesh in real space is created defining the points
x(i) = −xmax + (i− 1)dx
y(i) = −ymax + (i− 1)dy
z(i) = −zmax + (i− 1)dz (2.10)
where xmax, ymax, zmax are the boundaries of the domain of simulation, i is an integer
index running from 1 to the number n of mesh points along a certain direction, and the
step size is given along each direction by dx = 2xmaxnx , dy =
2ymax
ny
, dz = 2zmaxnz .
As it will be clear later, even if we will often simulate a system which is not actually
periodic, it is convenient to fix periodic boundary conditions (PBC), so that a mesh
in Fourier space can also be used. Usually, PBC are used to describe a system which
is actually periodic. However, if we consider an isolated system, we can still fix PBC,
provided that the periodic images of the system do not interact among themselves.
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In this conditions, one can define, even for a non periodic system, a mesh in Fourier
space as
kx(i) = −kmaxx + (i− 1)dkx
ky(i) = −kmaxy + (i− 1)dky
kz(i) = −kmaxz + (i− 1)dkz (2.11)
where the maximum wave numbers are given, along each direction, by kmax = h−1,
where h is the step size in real space, and the step size in Fourier space is given by
dk = kmax/N , where N is the number of points in real space.
The second step is to define an appropriate external potential. This is needed, in ex-
periments, to confine the condensate and thus avoid its destruction (remember that this
systems are extremely dilute). The atoms in a BEC are generally confined using an ex-
ternal inhomogeneous magnetic field [51]. The typical magnetic field used to trap atomic
gases for realizing a BEC is called ”Time-Averaged Optical Potential” (TOP) [52] and
is given by the sum of a linearly varying term
BL = B
′ (x, y,−2z) (2.12)
and a homogeneous field rotating with angular frequency ω in the x-y plane
BR = B0 (cosωt, sinωt, 0) (2.13)
The total magnetic field near the center of the trap has thus a magnitude given by
BT =
√
B20 + 2B
′B0(x cosωt+ y sinωt) + (B′)2(x2 + y2 + 4z2) (2.14)
We can then expand the total magnetic field around the center of the trap (x = y = z =
0) obtaining
BT ' B0 +
√
2B′B0(x cosωt+ y sinωt) + (B′)2(x2 + y2 + 4z2) (2.15)
If the frequency of the rotating field is high compared to typical frequency of the atomic
motion, then one can take the time average of the magnetic field over a period of one
rotation, and obtain finally
B¯ ' B0 + (B′)2(x2 + y2 + 4z2) (2.16)
This approximation is valid for a frequency ω of a few kHz. This magnetic field then
couples to the magnetic moment of the atoms (which is non-null also for alkali atoms,
even if of the order of only 1µB and so not sufficient to alter the observable properties
of the BEC), which then feels a harmonic external potential that trap them near the
center of the trap, where the potential has a minimum.
By varying the details of BL and BR it is possible modify the exact shape of the harmonic
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potential, which is then usually given by specifying the trapping frequencies along the
three spatial directions
Vext(r) =
1
2
m(ω2xx
2 + ω2yy
2 + ω2zz
2) (2.17)
where m is the mass of the atomic species considered. Because of the fact that this kind
of trapping potential is extremely common in experiment, in the simulations presented in
this thesis the external potential has usually the form 2.17, for a suitable (and reasonable)
choice of the trapping frequencies.
After fixing the external potential, one needs to fix the interaction paramenters. Actually,
we need only to fix the scattering length a and the dipolar length add. While the first
can be tuned in experiment using the knowledge of Feshbach resonances, and so it is
varied in the various simulations, the second is fixed by the permanent magnetic dipole
moment of the atomic species considered, according to 1.40. For example, for 164Dy we
have add = 132a0, where a0 is the Bohr radius, while for
166Er we have add = 65.5a0.
Then, the choice of the inital trial wave function φ0 is driven by physical intuition. In
fact, starting from an initial wave function which is close to a possible solution can lead
to a considerable reduction of the number of iterations needed to reach convergence.
Because of the fact that ususally the external potential is harmonic, a good choice for
the initial wave function is a gaussian, choosen so that its square modulus is normalized
to the total number of particles N
φ0(r) =
√
N√
2piaxayaz
e
− 1
4
[(
x
ax
)2
+
(
y
ay
)2
+
(
z
az
)2]
(2.18)
where the harmonic lengths are given by ai =
√
~
mωi
.
The next step, that is the evaluation of Hˆφ0, is the most difficult one. In fact, at this
step, we need to calculate, for every point of the mesh,
Hˆφ0(r) =
−~2
2m
∇2φ0(r) + Veff (r)φ0(r) (2.19)
where
Veff = Vext(r) + g|φ0(r)|2 +
∫
dr′Vdd(r− r′)|φ0(r′)|2 (2.20)
The calculation of the action of the laplacian ∇2 is performed using a finite-difference
n-point formula, with n typically set equal to 11 in order to have a good precision. The
evaluation of the effective potential is instead complicated by the presence of the inte-
gral term, which is computationally expensive in a 3D mesh. However, having choosen
PBC, we can evaluate this integral in Fourier space, where, according to the convolution
theorem, it is simply given by∫
dr′Vdd(r− r′)|φ0(r′)|2 =
∫
dr′Vdd(r− r′)n0(r′)
= F−1(V˜ddn˜) (2.21)
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where F−1 is the inverse Fourier transform. Using the FFT algorithm for the evaluation
of the Fourier transform then leads to an enormous saving in computational cost.
Having computed Hˆφ0, the evaluation of the current estimate for the chemical potential
is straightforward, and simply given by
µ =
〈φ0|Hˆ|φ0〉
〈φ0|φ0〉 (2.22)
Finally, the imaginary time evolution must be performed choosing appropriately the
time step τ . This can be fixed using a physical argument, noting that, if a is the step
size in real space, the Heisenberg uncertainty relation fixes a zero point energy of ~
2
2ma2
,
and thus a typical time of order τ ' 2ma2~ , so that a reasonable order of magnitude for
the time step can fixed according to this definition. We then evolve iteratively according
to 2.8 and normalize at each step the current estimate of the wave function to the total
number of particles.
Iterations are stopped only when a convergence criterion is met. To fix a convergence
criterion, we look at the total energy, which can be calculated, at each iteration, as
Etot = Ekin + Eext + Econt + Edd + ELHY (2.23)
with
Ekin =
∫
dr
~2
2m
|∇n(r)|2
Eext =
∫
drVext(r)n(r)
Econt =
1
2
∫
drgn2(r)
Edd =
1
2
∫
drdr′Vdd(r− r′)n(r)n(r′)
ELHY =
2
5
γ(dd)
∫
drn(r)
5
2
(2.24)
and n(r) = |φ(r)|2. The convergence criterion is then fixed as
|En − En−1|
En
<  (2.25)
where  is of order of machine precision.
2.1.2 Code testing
The algorithm described in the previous section has been implemented in the Fortran
language, and then it has been tested against results found in literature.
The first results against which the code has been tested are those presented in [53].
30
0 1 2 3
x, z
0.0
0.2
0.4
0.6
0.8
1.0
n x
,n
z
nx PIMC
nz PIMC
nx NLGPE
nz NLGPE
(a) Weak radial confinement
0 1 2 3
x, z
0.0
0.5
1.0
1.5
2.0
2.5
3.0
n x
,n
z
nx PIMC
nz PIMC
nx NLGPE
nz NLGPE
(b) Strong radial confinement
Figure 2.1: Comparison between PIMC and NLGPE 1.46 results, for a = 70a0 and
different radial confinements. Lengths are expressed in units of the harmonic length
ax =
√
~
mωx
, the integrated densities are in units of a−1x
In this work, the author uses Path Integral Monte Carlo to study the ground state of
a BEC made of 1024 atoms of 164Dy, in a harmonic trap of frequencies ωx, ωy, ωz =
2pi(46, 44, 133)Hz. He computes the integrated density profiles, defined as
nx(x) =
∫
dydzn(x, y, z)
nz(z) =
∫
dxdyn(x, y, z) (2.26)
for a fixed value of the scattering length a = 70a0 and two different radial confinements.
He finds that, for a weak radial confinement, the system is in a metastable state, from
which it collapses to a droplet structure if the radial confinement is increased.
Using the codes described before and the same parameters of [53], we obtain the results
shown in figure 2.1.
We can see that simulations based on NLGPE plus the LHY correction gives good re-
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sults when compared with PIMC results. The only appreciable difference between the
density profiles calculated with the two methods is given by the integrated density along
the z-axis reported on the right panel of figure 2.1, but this difference remains inside the
statistical errors that limits the accuracy of PIMC results. This means that mean field
theory plus LHY correction is sufficient to describe quite accurately the systems we are
interested in, without the need to use the computationally expensive Quantum Monte
Carlo methods.
The second test of the codes has been performed against the results found in [18], in
which the authors study the stability of self bound droplets of 164Dy using the extended
NLGPE 1.46. In their work, they fix the number of particles N and the value of the
scattering length, compute the ground state energy, and obtain a phase diagram in which
the energy of the solutions is reported as a function of N and −1dd . In particular, in this
N − −1dd phase diagram, they find a stability line that separates positive and negative
energy solutions, which represent, respectively, unstable and stable droplets.
We thus performed the second test against these results. In particular, we perform two
”cuts” of the phase diagram: first, we perform different simulations for the fixed value
of N = 1000 and different scattering lengths, and then we fix the scattering length to
the value a = 70a0 and change the number of particles. We separeted the positive from
the negative energy solutions, and found that our negative energy solutions lie below the
stability line, as shown in figure 2.2.
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Figure 2.2: Comparison between obtained negative energy solutions of 1.46 and the
phase diagram presented in [18]
Once again, our tests are in good agreement with results accepted in literature.
2.2 Bogoliubov-de Gennes equations
As stated previously, the elementary excitations of the condensate can be studied using
the Bogoliubov-de Gennes equations, for example in the form 1.33 with the beyond-
mean-field correction 1.47. The numerical solution of these equations is complicated by
the presence of the various integral terms, that becomes computationally heavy in 3D.
For this reason, it is convenient to try to exploit some symmetry of the system in order
to simplify the solution.
In the case of the elementary excitations of dipolar self-bound droplets, it is possible
to exploit the cylindrical symmetry of the problem around the polarization axis, as
explained in [54]. In particular, in this case, each elementary excitation can be labelled by
an integer number m, which corresponds to the z-projection of the angular momentum.
This approach has been used in [55], but it is not applicable to the kind of systems
studied in the present thesis, where, as will be explained in the following, we consider
a system which is free along a direction orthogonal to the polarization direction, and
tightly confined in the other two directions.
As stated in the introduction, this work focuses on the possible roton instability of a
dipolar BEC in a ring geometry, that can eventually lead to the formation of a supersolid
structure. We will then look for periodic structures made of stable, self-bound droplets,
and so the oscillations can be expanded in the Bloch form appropriate for a periodical
system, and which are labelled by a wave vector k and a band index n. This implies
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that, when we expand the fluctuation δφ in the Bogoliubov-de Gennes form, we can
label the quasi-particle amplitudes by k and n
δφ(r, t) = un,k(r)e
−iωt − v∗n,k(r)eiωt (2.27)
Moreover, having assumed periodic boundary conditions and defined a mesh in real
space, we can take the discrete Fourier transform of the quasi-particle amplitudes, namely
uk(r) =
∑
G
uk+Ge
i(k+G)·r
vk(r) =
∑
G
vk+Ge
i(k+G)·r (2.28)
where the vectors G are the reciprocal lattice vectors associated with the mesh in real
space.
The same expansion can clearly be done also for the condensate wave function
φ(r) =
∑
G
φGe
iG·r (2.29)
Inserting these expressions in equations 1.32, we obtain the system of linear equations[
~2
2M
(k + G)2 − µ− ~ω
]
uk+G +
∑
G′
U˜G−G′uk+G′
+
∑
G′,G′′
φG′′−G′φG−G′′iV˜k+G′′uk+G′
−
∑
G′,G′′
φG′′−G′φG−G′′ V˜k+G′′vk+G′ = 0
−
[
~2
2m
(k + G)2 − µ+ ~ω
]
vk+G −
∑
G′
U˜G−G′vk+G′
−
∑
G′,G′′
φG′′−G′φG−G′′ V˜k+G′′vk+G′
+
∑
G′,G′′
φG′′−G′φG−G′′ V˜k+G′′uk+G′ = 0
(2.30)
where the coefficients U˜G are defined from the relation∫
dr′V (r− r′)|φ(r′)|2 =
∑
G
U˜Ge
iG·r (2.31)
and the V˜k are the Fourier components of the interparticle interaction.
The linear system 2.30 can be cast in a matrix form as[
A B
−B −A
] [
uk
vk
]
= ~ωk
[
uk
vk
]
(2.32)
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where the matrices A and B are defined as
AG,G′ ≡ δG,G′
[
~2
2m
(k + G)2 − µ
]
+ U˜G−G′
+
∑
G′′
φG′′−G′φG−G′′ V˜k+G′′
BG,G′ ≡ −
∑
G′′
φG′′−G′φG−G′′ V˜k+G′′ (2.33)
Because of the fact that the G vectors are those defining the mesh in Fourier space,
if we sample the simulation domain with nr points along each direction in real space,
the matrices A and B have dimensions n3r × n3r , which implies that the system 2.32 has
dimensions 2(n3r × n3r), which makes it computationally exprensive for fine meshes. For
instance, a typical 3D mesh of 483 points, would imply the diagonalization of a matrix
of dimension (221184 × 221184). In double precision, to store one number, that is one
entrance of the matrix, one needs 8 bytes, so that to store such a matrix we would need
more than 300GB of RAM, and so cannot even be built in a commercial computer.
Moreover, even if the two matrices A and B are separately hermitian, the complessive
system 2.32 is not, so that one cannot use efficient algorithms for the diagonalization,
that for example exists for Hermitian matrices (like, for example, the Lanczos method).
The only possible simplification comes from the possibility of defining a system with the
same eigenvalues, but of half size, namely
(A−B)(A + B)(u + v) = (~ω)2(u + v) (2.34)
which simplify the computation of the excitation spectrum.
Finally, adding the LHY correction in the form 1.47, in this formalism results in the
following modification of the matrices A and B
AG,G′ → AG,G′ + 3
2
γ(dd)L˜G−G′
BG,G′ → BG,G′ − 3
2
γ(dd)L˜G−G′ (2.35)
where the matrix elements of L˜G−G′ are defined through
n
3
2 (r) =
∑
G
L˜Ge
iG·r (2.36)
So, when we consider the reduced system 2.34, we only need to add to the matrix (A−B)
the term 3γ(dd)L˜.
To sum up, to study the elementary excitations of the condensate by solving the Bogoliubov-
de Gennes equations in conditions in which quantum fluctuations are important, we need
to construct the matrices A, B and L, correct the matrix A-B by adding 3γ(dd)L˜, and
diagonalize the system 2.34. Notice that, to construct these matrices, we need the ground
state wave function, so that we need, in advance, to perform also a propagation in imag-
inary time to find it. Moreover, the system is hard to diagonalize not only because of its
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dimensions, but also because it does not possesses any particular symmetry. Thus, we
need always to use minimal meshes, using the smallest number of points which is enough
for an accurate solution of the problem (note that, if the system is homogeneous along
a certain direction, then the density is described by only one Fourier component along
that direction, and so we can sample that direction using only one point. This will be
extremely usefull in the following).
Before studying the system we are interested in by using the numerical methods pre-
sented in this chapter, we present a simplified variational approach to the problem,
based on a gaussian ansatz for the density along the confinement directions, set as the
z (polarization) and y direction, and uniform along x.
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Chapter 3
Variational study of a dipolar
BEC confined in a ring geometry
As stated in the introduction, the present thesis is mainly concerned with the study a
dipolar BEC confined in a ring geometry. We have been inspired by a recent experiment
[19], in which the authors show that a roton mode is detected in a dipolar BEC of 166Er
confined in a prolate, cygar-shaped trap, after the scattering length of the initially stable
BEC is quenched to a certain small value (as compared with the dipolar length add of
erbium, which is 65.5a0). The roton mode manifest itself in the measured momentum
distribution along the main axis of the trap, with the appearance of two symmetrical
peaks at finite momentum. This experiment implies that, for a quasi-1D dipolar BEC,
it is possible to soften the roton mode, as explained in chapter 1, and thus the system
can substain a modulation of the density in its ground state.
In order to simulate a perfectly periodical structure along one dimension, we confine
the dipoles, aligned along the z-axis, inside a ring geometry, in which a finite periodic
system can be accomodated. Moreover, we use an approximation of this geometry, in
the form of a straight ”tube” along the x-axis, and ”match” the two extrema of the tube
by enforcing periodic boundary conditions
Figure 3.1: Schematic representation of the geometry considered
We thus perform a simplified variational study of the problem, based on a gaussian
ansatz for the density along the confinement directions, and uniform along the tube.
This way, we gain an insight on the qualitative behaviour of the system as the interaction
parameters are modified.
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3.1 Energy functional
We consider the energy functional described in chapter 1, obtained in our Density Func-
tional description
E[n] =
∫
dr
~2
2m
|∇
√
n(r)|2
+
∫
drVext(r)n(r)
+
1
2
∫
drdr′n(r)V (r− r′)n(r′)
+
2
5
γ(dd)
∫
drn(r)
5
2
(3.1)
where V is the pseudo-potential 1.27. Then, we make the following gaussian ansatz for
the density profile
n(r) =
n0
2piσyσz
e
− 1
2
[(
y
σy
)2
+
(
z
σz
)2]
(3.2)
where n0 = N/L is the linear density along the x-axis, N is the total number of particles
and L is the length of the tube. Moreover, we use, as variational parameters, the
harmonic lengths σy and σz. Inserting this in the energy functional 3.1 leads to the
following expression for the energy per particle as function of the two harmonic lengths
σy and σz
E[σy, σz]
N
=
~2
8m
(
1
σ2y
+
1
σ2z
)
+
m
2
(
ω2yσ
2
y + ω
2
zσ
2
z
)
+
~2
2m
n0a(1− dd)
σyσz
+
~2
2m
6ddn0a
piL
∫
dk
sin2
(
kxL
2
)
k2x
k2z
k2x + k
2
y + k
2
z
e−(σ
2
yk
2
y+σ
2
zk
2
z)
+
4
25
γ(dd)
(
n0
piσyσz
) 3
2
(3.3)
where the integral term comes from the evaluation of the dipole-dipole interaction energy
in Fourier space, and cannot be evaluated analitically.
To extract usefull informations from this energy functional, we need to fix the trapping
parameters. In particular, we can choose the trapping frequencies in the typical range
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of the experiments [19, 14, 36], and a reasonable length of the tube. In particular, we fix
ωy = 2pi(600)Hz
ωz = 2pi(600)Hz
L = 10µm (3.4)
and minimize the energy functional 3.3 with respect to σy and σz, for a fixed choice of
n0 and dd. We stress that this particular choice does not compromise the generality
of the results. With a different choice of the trap geometry, one finds qualitatively the
same physics, but just in a different range of the free parameters n0 and dd.
Thus, the energy functional 3.3 is numerically minimized with respect to σy and σz,
using a steepest descent algorithm, for different values of n0 and dd. The minima of the
energy are then reported in the plane n0-dd, as shown in the following figure
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Figure 3.2: Minima of the energy as a function of n0 and dd. Lines of equal energy are
also reported. Energies are expressed in atomic units
It is clear that, for a fixed linear density, increasing the dipolar parameter leads to a
reduction in the energy, until the line of zero energy per particle is crossed. When this
happens, the energy per particle becomes negative, and we expect to find stable self-
bound states in that part of the diagram. However, this aspect cannot be studied in
the present variational approach, as it is too much simplified. Nonetheless, in case of
positive energy, some other interesting qualitative features can be derived.
For a fixed value of n0, as the system gets closer to the zero-energy line by increasing dd
(by reducing the scattering length, since add is fixed), one expects that dipolar effects
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becomes more and more important. In this variational model, this aspect can be studied
by looking at the aspect ratio of the condensate, that can be defined as
λ =
σz
σy
(3.5)
Because of the fact that the dipoles are polarized along the z axis, we expect that the
aspect ratio increases with increasing dd, as the system tends to become elongated along
the polarization direction. At the same time, it is reasonable to expect that the peak
density, defined as the density at the center of the trap
ρmax =
n0
2piσyσz
(3.6)
increases as one gets close to the instability line. So, we calculate the aspect ratio of the
condensate and the peak density from the values of σy and σz that minimize the energy,
for a fixed value of n0 and increasing dd. The results are shown in figure 3.3, from which
it is clear that the numerical results are compatible with what is expected.
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Moreover, from figure 3.3, we can see that λ and ρmax increase exponentially with dd,
meaning that, as we get close to the instability line the system becomes more and more
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dense at the center of the trap and elongated along the polarization axis.
3.2 Effective interaction between dipolar atoms confined
in a ring
From this variational model we can extract another interesting information. Following
the procedure shown in [56], we can calculate an effective interaction potential for the
dipoles in 1D by starting with a gaussian ansatz of the form
n(r) =
n(x)
2piσyσz
e
− 1
2
[(
y
σy
)2
+
(
z
σz
)2]
(3.7)
that is, we allow the density to be also non uniform along the x-axis, and writing the
energy functional as
E[n] =
∫
dxVeff (x)n
2(x) (3.8)
where Veff (x) comes from the integration along y and z, and can be interpreted as
an effective one dimensional interaction potential. So, inserting 3.7 into the energy
functional 3.3, we find that the effective potential in Fourier space can be written as
V˜eff (kx) =
g
4piσyσz
{1− dd [1− 3I(kx, σy, σz)]} (3.9)
whith
I(kx, σy, σz) =
∫
dkydkz
(2pi)2
k2x
k2x + k
2
y + k
2
z
e−(k
2
yσ
2
y+k
2
zσ
2
z) (3.10)
For a homogeneous 1D system interacting through the potential 3.9, the excitation
spectrum is given by 1.36, that is
kx =
√
~2k2x
2m
[
~2k2x
2m
+ 2n0V˜eff (kx)
]
(3.11)
Thus, we can again fix the trap geometry as before, fix the values of n0 and dd, calculate
the values of σy and σz that minimize the energy, and insert them into the dispersion
relation 3.11, finding and estimate for the qualitative behavior of the excitation spectrum
as the various parameters are changed. In particular, this procedure has been followed
for the fixed choice of n0 = 0.5a
−1
0 and increasing dd, finding the results shown in the
following figure
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It is clear that, as we get close to the zero-energy line, the excitation spectrum softens,
meaning that possibly a roton minimum can form after the line is crossed. However, in
this simple model it is not possible to actually check if the roton minimum forms or not,
as beyond the zero-energy line this model is not affordable anymore. For this reason,
in the following sections, these aspects will be explored using the proper instruments
presented in chapter 2.
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Chapter 4
Formation of the roton minimum
As shown at the end of the previuos chapter, it is possible that the system under study
develops a roton minimum in the excitation spectrum in a condition in which dipolar
effects becomes predominant. This aspect cannot be studied in the variational model
presented previously, but can be explored by solving the Bogoliubov-de Gennes equations
1.32. We expect that the roton mode will manifest itself in the excitation spectrum, and
that the roton gap can be reduced by further enhancing dipolar effects. The possibility
of tuning the roton gap to zero opens up the possibility of the formation of a modulation
of the ground state density profile along the x-axis, and thus to the formation of a system
that shows hallmarks of supersolid behaviour, as explained in chapter 1.
4.1 Excitation spectrum of the homogeneous system
To recall the main results, the fundamental point is to construct the matrices A, B
and L using 2.33 and 2.36, and diagonalize the system 2.34 after adding to A−B the
term 3γ(dd)L that takes into account beyond-mean-field effects. As stated before, this
procedure is computationally very expansive for a 3D mesh, as the dimensions of the
matrices are of n3r × n3r , where nr is the number of points used to sample each direction
in real space. However, we can simplify the problem in a quasi-1D geometry, using
the fact that the system is homogeneous along x, and so its Fourier component can be
represented by just a single point. Thus, we can, at the same time, use a fine mesh in
the y-z plane.
As shown in the variational study, once we fix the trap geometry, the energy depends
only on n0 and dd. So, we fix a certain value of n0 and dd, calculate the ground state
wave function φ(r), construct the matrices A, B and L, and diagonalize the system
2.34, as explained in chapter 2. The typical results are shown in figure 4.1 for modes
propagating along the x-axis
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Figure 4.1: Excitation spectrum for the case n0 = 0.1a
−1
0 (left panel) and n0 = 0.2a
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(right panel), for different values of dd. Energies are in atomic units
It is clear that, for a fixed n0, as we increase dd, the excitation spectrum develops a roton
minimum, that softens as we further increase the dipolar interaction. For a certain value
of dd, the roton minimum touches the kx axis, so that, in this condition, a modulation
of the density profile along the x-axis with wavelength λ = 2pikx costs no energy, and thus
can spontaneously develop even in the ground state. The value of dd at which this
happens decrease with n0, meaning that as we increase the initial density, it is easier to
destabilize the initial homogeneous system.
In figure 4.2 we report the same results for higher values of n0.
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Comparing these results with those of figure 4.1, we notice that the critical value kcx of kx
at which the roton gap disappears weakly increases with n0. This aspect is in qualitative
agreement with what is found in [19], in which the authors, using a variational ansatz
based on Thomas-Fermi approximation (that is, using a parabolic ansatz for the density
profile along the confinement directions), find that kcx scales as the inverse of lz, where lz
is the extension of the BEC along the polarization direction, and which in turn decreases
if n0 is increased.
If we further increase dd we obtain the results shown in figure 4.3
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We can see that, as dd is increased beyond the value at which the roton gap disappears,
the roton minimum becomes imaginary, meaning that the frequencies of the oscillations
acquire an imaginary part and thus can destabilize the system. In this condition, we
expect the density to be strongly modulated along the x-axis.
Finally, increasing dd even further, we see that also the phonon part of the spectrum
becomes imaginary, and so long-wavelength modes makes the system unstable. In this
conditions, even in presence of the LHY correction, the system collapse and no stable
ground-state can be found.
The results presented in this chapter suggests that, as we increase dd, a density modu-
lation will spontaneously develop in the ground state of the system, as consequence of
the softening of the roton mode. The detailed study of such modulated structure will
be the subject of the following chapter.
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Chapter 5
Supersolid behaviour
From the results of the previous chapter, we now expect that a calculation of the ground
state in a condition in which the roton gap disappears will give a density profile mod-
ulated along the x-axis. We will then study the properties of this modulated structure,
in order to find if it hosts a supersolid phase.
5.1 Modulated superfluid
We now perform ground calculations of the system, for different values of dd, in the
geometry defined in 3.4, that is a tube geometry along the x-axis, with periodic boundary
conditions enforced, and with a tight confinement in the y-z plan. In order to do so,
we evolve the extended NLGPE 1.46, that includes also beyond-mean-field effects, in
imaginary time to find the ground state of the system. The initial wave function is
chosen in the form of a gaussian profile along the directions of confinement, and a
constant plus some random noise in the x-direction.
Consider the case of n0 = 0.2a
−1
0 , for which the excitation spectrum at different values
of dd is reported in figure 4.1. The roton gap becomes zero for dd = 1.42, and the
roton minimum touches the kx-axis for kx ' 3.612piL , corresponding to a wavelength of
λ ' 5.2× 104a0. This period is relative to the modulation of the wave function, so that
the density, which is given by its square modulus, will oscillate with a wavelength of
λ ' 2.6 × 104a0 (or about 7 oscillations of the density in the geometry defined in 3.4).
We thus calculate the ground state of the system for different values of dd, and the
results are shown in figure 5.1.
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Figure 5.1: Density profile along the x-axis for n0 = 0.2 and different values of dd
We can see that the x-profile of the density is homogeneous for dd < 1.42, when the roton
gap is still different from zero. However, exactly as dd = 1.42, the density along the x-
axis becomes modulated with the expected wavelength (we report that in some systems,
as shown for example in [47], a modulation of the density appears even before the roton
gap disappears). Moreover, as we further increase dd, the peaks of the density becomes
more and more localized and higher, i.e. the peak density increase as dipolar effects
are enhanced. The inclusion of the LHY correction in the simulations is fundamental in
these conditions, as, without the inclusion of quantum fluctuations, the density profiles
collapse even for much smaller values of dd. Notice also that the peaks of the density
are not well separated, meaning that, between one peak and the adjacent one, there is
still a non-zero fraction of the condensate. This aspect appears more clear if we look at
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the contour plot of the integrated density along the z-axis, defined as
nz(x, y) =
∫
dzn(x, y, z) (5.1)
and which is an observable quantity in experiments. It is reported in figure 5.2 for
different values of dd
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Figure 5.2: Integrated density nz(x, y) for different values of dd
It is now clear that, as the roton gap becomes zero, the system spontaneously breaks
the continuous translatioanl symmetry along the x-axis. The ground state of the system
is then formed by an ordered array of denser clusters of atoms immersed in a dilute
superfluid background. We notice also that, if we further enhance the dipolar interaction
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by increasing dd, the superfluid background tends to disappear, while the peaks of the
density becomes higher and higher. So, even if this system is extremely dilute, it is
possible that it shows the hallmarks of supersolid behaviour, and in particular: (i) a
finite Non Classical Inertia (NCI), as described in chapter 1, and (ii) a gapless Goldstone
mode in addition to the usual phonon mode.
5.2 Non Classical Inertia
We first calculate the superfluid fraction, analogous to NCI, according to 1.51. To recall
the main result, we consider the extended NLGPE 1.46 for a system that translates with
velocity vx along the x-axis, that is
µφ =
(
Hˆ + i~vx
∂
∂x
)
φ (5.2)
where Hˆ contains both mean-field and beyond-mean-field terms. We then solve the equa-
tion using imaginary time propagation, and calculate the superfluid fraction according
to 1.51, that is
fs = 1−
〈
Pˆ
〉
Nmv
(5.3)
where
〈
Pˆ
〉
is the expectation value of the momentum, and N is the total number of
particles. We repeat the calculation for different values of dd, and the results are shown
in figure 5.3
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Figure 5.3: Superfluid fraction for n0 = 0.2a
−1
0 as function of dd
We see that that the superfluid fraction is equal to 1 for dd < 1.42, when the system
is homogeneous, while it begins to decrease quickly for dd > 1.42 and becomes null at
dd ' 1.6. This means that, for 1.42 < dd < 1.6, not all the particles participate to
the translational motion of the system. This can be interpreted as a proof of the fact
that a finite superfluid fraction is detached from the ”crystal” structure, and so it is not
dragged by its motion. The inertia of the system under study is thus non-classical, as
only a finite fraction of the system is influenced by the motion of the container. We now
study the final signature of supersolid behaviour in the system under study, namely the
appearance of an additional gapless mode beside the usual phonon mode.
5.3 Additional Goldstone mode
Following the results of the previous section, we fix dd = 1.45, value at which the
superfluid fraction is about 0.6, and compute the full excitation spectrum of the excited
system in 3D solving the BdG equations. In order to reduce the computational effort for
this operation, we isolate one period along the x-direction, corresponding to one atomic
cluster. A single cluster can be simulated using a mesh of about 283 points, so that the
system 2.34 can be solved in a reasonable amount of time for each kx. This way, we
compute the excitation spectrum of the crystal cluster plus the superfluid fraction, and
the results are shown in figure 5.4, where the first four modes are plotted into the first
Brillouin zone, that is from kx = 0 to kx = pi/L.
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Figure 5.4: Excitation spectrum of the supersolid structure. Energies are in atomic units
Figure 5.4 shows the final proof of the presence of supersolidity in the system considered.
In fact, we find two gapless modes for excitations alogn the x-axis, one corresponding to
a standard phonon mode, and the other, at lower energy, corresponding to the Goldstone
mode associated to the global phase coherence of the system. Moreover, we notice that
there are also two higher energy, almost ”flat” modes, in which the excitation energy is
almost constant with kx. This oscillation modes are called ”breathing modes”, and are
associated to radial oscillations of the atomic clusters.
It is also interesting to look directly at the density and phase fluctuations for all the four
modes. According to [48], they can be calculated as
∆ρ(r) =
〈
δρ†(r)δρ(r)
〉
/|φ(r)|2 =
∑
n,k
|un,k − vn,k|2
∆θ(r) =
〈
δφ†(r)δφ(r)
〉× 4|φ(r)|2 = ∑
n,k
|un,k + vn,k|2
where un,k and vn,k are the Bogoliubov amplitudes associated to a certain mode. It is
then possible to isolate the contribution to ∆ρ and ∆θ by computing the eigenvectors
associated to a certain mode. The problem is that the system used to compute the
eigenvalues 2.34 does not allow to compute directly the eigenvectors u and v. However,
in the same way in which one can define the system 2.34, one can also define another
system, with the same eigenvalues, as
(A + B)(A−B)(u− v) = (~ω)2(u− v) (5.4)
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so that, combining the two systems, we can calculate the individual u and v. It is clear
however that in this case the computational cost is two times the one required for the
calculation of the eigenvalues. We did this for four selected values of k, two correspond-
ing to the gapless modes at the boundary of the Brillouin zone, and two corresponding
to the two breathing modes at kx = 0. The results are shown in figure 5.5 for the two
gapless modes. We can see that the lowest gapless mode contributes mainly to the phase
fluctuation, while the second gapless mode contributes mainly to the density fluctuation.
Thus, we are finally led to identify the first gapless mode to the Goldstone mode associ-
ated with the superfluid response of the system, or a phonon propagating in the phase.
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Figure 5.5: Density and phase fluctuations for the two gapless modes at kx = 0.5.
Figures (a)-(c) show the density fluctuation for the first and second gapless mode, while
figures (b)-(d) shows the corresponding phase fluctuations
If we look instead at the two breathing modes, we find that both modes contributes
heavily to both density and phase fluctuations, as shown in figure 5.6
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Figure 5.6: Density and phase fluctuations for the two optical modes at kx = 0. Figures
(a)-(c) show the density fluctuation for the first and second optical mode, while figures
(b)-(d) shows the corresponding phase fluctuations
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5.4 Destruction of the supersolid phase
It is interesting to study also what happens for higher values of dd, when the superfluid
fraction goes to zero. For this reason, we perform other similar simulations as those
presented in the previous section, but for higher values of dd. The results are shown in
figure 5.7
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Figure 5.7: Density profile along the x-axis for n0 = 0.2 and higher values of dd. Units
are the same as those used in figure 5.1
We see that, as we increase dd beyond 1.62, the atomic clusters begin to merge, and
their number is quickly reduced from 8 to 4 as dd is increased from 1.64 to 1.82. Again,
it is also usefull to look at the integrated density, reported in figure 5.8
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Figure 5.8: Integrated density nz(x, y) for higher values of dd
This tendency of the atomic clusters to merge continues if we further increase dd, until
we reach a point in which the LHY correction is too high and the system collapses, with
the density that becomes null everywhere except for the center of the trap, in which it
shows a pronounced peak formed by only one point.
To have an insight on what is going on, it is usefull to look at the behaviour of the energy
per particle of the system as function of dd, which is shown in figure 5.9
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Figure 5.9: Energy per particle as function of dd. Energy is in atomic units
We notice that, as the clusters begin to merge, the energy per particle becomes negative,
and the value of dd at which the energy changes sign corresponds to that at which the
superfluid fraction becomes zero. The fact that the energy per particle becomes negative
implies that the atomic clusters becomes self-bound, while the fact that the superfluid
fraction becomes zero signals that the supersolid behaviour is suppressed.
A further proof of the suppression of the supersolid behaviour is given by the excitation
spectrum of the system, which is reported in figure 5.10
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Figure 5.10: Excitation spectrum of the crystal cluster. Energies are in atomic units
We can see that now we have only one gapless mode, and the supersolid nature of the
system is destroyed.
To gain a final insight on the nature of the self-bound clusters described above, it is
usefull to look at the inverse compressibility of the system, defined as
k−1 = −V ∂P
∂V
= −V ∂E
∂V
(5.5)
where V is the volume of the system, P is the pressure and E the total energy. This
quantity is reported in figure 5.11 as function of dd.
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Figure 5.11: Inverse compressibility as function of dd, expressed in atomic units
We see that, as the clusters become self-bound, the inverse compressibility increases
quickly, meaning that the clusters behave as incompressible, liquid-like droplets, even if
still extremely dilute if compared with an ordinary liquid.
We thus find that the suppression of the supersolid behaviour in our system, signaled
by the disappearance of any superfluid background and of the gapless mode associated
to the superfluid response of the system, is accompanied by the degeneration of atomic
clusters into self-bound, liquid-like quantum droplets.
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Chapter 6
Conclusions
In this thesis, we demonstrated, by means of numerical simulations based on Density
Functional Theory, that in a dipolar BEC confined in a quasi-1D ring geometry, the
softening of the roton mode leads to the formation of a modulated structure in the ground
state of the system. The competition between mean-field attraction, due the partially
attractive part of the dipolar interaction, and the beyond-mean-field repulsion given by
the Lee-Huang-Yang correction, leads to the formation of a periodic structure of denser
clusters of atoms, immersed in a dilute superfluid background. In these conditions, the
system shows hallmarks of supersolidity, and in particular
• A finite, Non-Classical Translational Inertia, and
• An additional Goldstone gapless mode in the excitation spectrum.
Moreover, enhancing dipolar effects leads to the degeneracy of the atomic clusters into
self-bound, liquid-like quantum droplets. When this happens, the supersolid behaviour
is suppressed.
We remark that, even if we used the terms supersolid or liquid, we are still referring
to systems of ultracold atoms, which are extremely dilute. To give some order of mag-
nitude, ordinary matter has a typical density of 1022atoms/cm3, while a BEC realized
with atomic gases has a typical density of 1014atoms/cm3. Nonetheless, a modulated
structure made of denser atomic clusters immersed in a dilute superfluid shows features
that allow to define these systems as supersolids.
Finally, the self-bound droplets that are formed when global phase coherence is de-
stroyed, show liquid-like properties, such as very low compressibility (as compared with
the initial gas). Their density is around one order of magnitude higher then that of the
initial BEC, but once again it is orders of magnitudes lower then that of an ordinary
liquid.
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Appendix A
Derivation of the Bogoliubov
dispersion relation
We stated in some previous chapter that the Bogoliubov dispersion relation for a homo-
geneous system of bosons interacting through the potential V (r) is given by
~ωk =
√
~2k2
2m
(
~2k2
2m
+ 2n0V˜k
)
(A.1)
Recall the form of the BdG equations 1.32
~ωu(r) =
[
− ~
2
2m
∇2 − µ+ Vext(r) +
∫
dr′V (r− r′)|φ(r′)|2
]
u(r)
+φ(r)
∫
dr′V (r− r′)[φ∗(r′)u(r′)− φ(r′)v(r′)]
−~ωv(r) =
[
− ~
2
2m
∇2 − µ+
∫
dr′V (r− r′)|φ(r′)|2
]
v(r)
+φ∗(r)
∫
dr′V (r− r)[φ(r′)v(r′)− φ∗(r′)u(r′)] (A.2)
For a homogeneous condensate, from the NLGPE equation 1.29 we find
µ = n0
∫
drV (r− r′) (A.3)
which simplifies the BdG equations into
~ωu(r) = −~
2∇2
2m
u(r) +
∫
dr′V (r− r′)n0[u(r′)− v(r′)]
− ~ωv(r) = −~
2∇2
2m
u(r)
∫
dr′V (r− r′)n0[v(r′)− u(r′)] (A.4)
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We can now take the Fourier transform of both sides, and using the convolution theorem
of Fourier transforms [57], we obtain
~ωuk =
~2k2
2m
u(k) + V˜k[uk − uk]
− ~ωvk = ~
2k2
2m
v(k) + V˜k[vk − uk] (A.5)
It is now easy to solve for both the excitation spectrum and the amplitudes. In particular,
by adding and subtracting both equations side by side, we find
~ω(uk − vk) = ~
2k2
2m
(uk + vk)
~ω(uk + vk) = (uk − vk)
[
~2k2
2m
+ 2n0V˜k
]
(A.6)
Substituting the first equation into the second, one then easily finds
~ω =
√
~2k2
2m
[
~2k2
2m
+ 2n0V˜k
]
(A.7)
that is exactly the Bogoliubov dispersion relation 1.36.
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Appendix B
Fourier transform of the dipolar
potential
In chapter bo we stated that the Fourier transform of the pseudo-potential 1.27 is given
by
V˜k = g
[
1 + dd(3cos
2θ − 1)] (B.1)
While it is very simple to calculate the Fourier transform of the contact pseudo-potential
1.25 ∫
drgδ(r)e−ik·r = g (B.2)
the Fourier transform of the dipole-dipole potential is instead harder to compute.
Consider the form of the dipole-dipole potential
Vdd(r) =
Cdd
4pi
1− 3cos2β
r3
(B.3)
where β is the angle between r and the z-axis. Let us define the Fourier transform as
V˜dd(k) =
∫
drVdd(r)e
−ik·r (B.4)
and use spherical coordinates, with the z-axis axis this time along k, the dipole moment
d in the y = 0 plane, and let α be the angle between k and the polarization direction
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We clearly have
d = d(sinα, cosα) (B.5)
so that
V˜dd(k) =
∫
drVdd(r)e
−ik·r∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
∫ ∞
b
drr2
Cdd
4pi
1− cos2β
r3
e−ikrcosθ (B.6)
where b is a small radius cut-off, introduced momentaneously to avoid any divergence.
We can also write
cosβ =
d · r
dr
=
x sinα+ z cosα
r
= sin θ cosφ sinα+ cosα cos θ (B.7)
so that the integral over φ gives∫ 2pi
0
dφ
[
1− 3(sin θ cosφ sinα+ cosα cos θ)2] = 2pi − 3pi sin2 θ sin2 α− 6pi cos2 α cos2 θ
(B.8)
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We plug this expression into B.6 and integrate over θ, and fixing x = cos θ and u = kr
we obtain ∫ pi
0
dθ sin θe−ikr cos θ
[
2pi − 3pi sin2 θ sin2 α− 6pi cos2 α cos2 θ] =∫ 1
−1
dxe−iux[2pi − 3pi(1− x2) sin2 α− 6pi cos2 αx2]
pi(3 cos2 α− 1)
∫ 1
−1
dxe−iux(1− 3x2)
4pi(1− 3 cos2 θ)
[
sinu
u
+ 3
cosu
u2
− 3sinu
u3
]
(B.9)
Final integration over u = kr then gives
V˜dd(k) = Cdd(1− 3 cos2 α)
[
cos(kb)
(kb)2
− sin(kb)
(kb)3
]
(B.10)
and taking the final limit kb→ 0 we obtain
V˜dd(k) =
Cdd
3
(3 cos2 α− 1) (B.11)
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Appendix C
Calculation of the LHY correctin
We now show how the LHY correction can be computed, following [58, 32, 35].
Consider a homogeneous system of bosons described by the second quantization hamil-
tonian
Hˆ =
∑
k
~2k2
2m
aˆ†kaˆk +
1
2V
∑
k,p,q
Vqaˆ
†
k+qaˆ
†
p−qaˆpaˆk (C.1)
For a weakly interacting system, at zero temperature, we can follow Bogoliubov pre-
scription and substitute the ground state (zero momentum) creation and destruction
operators by c-numbers, according to
aˆ0 →
√
N0 (C.2)
aˆ†0 →
√
N0 (C.3)
where N0 is the number of particles in the condensate, supposed to be macroscopic.
Then, one can separate, in the hamiltonian, the various terms that contains powers of
N0 and, having supposed that it is macroscopic, keep only terms which are, at least,
linear in N0, obtaining
Hˆ =
∑
k
(
~2k2
2m
+
N0(V0 + Vk)
V
)
aˆ†kaˆk +
1
2
N20V0 +
N0
2V
∑′
k
Vk(aˆ
†
kaˆ
†
−k + aˆkaˆ−k) (C.4)
where the prime symbol means that the term with k = 0 is excluded from the sum. In
hypothesis of small depletion, we can substitute N0 with N , the total number of bosons,
in the last term, while in the second term one must be more carefull and make the
appopriate substitution
N0 = N −
∑′
k
aˆ†kaˆk (C.5)
obtaining finally
Hˆ =
∑
k
(
~2k2
2m
+
NVk
V
)
aˆ†kaˆk +
1
2
N2V0 +
N
2V
∑′
k
Vk(aˆ
†
kaˆ
†
−k + aˆkaˆ−k) (C.6)
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This hamiltonian can be readily diagonalized through a Bogoliubov transformation,
namely
aˆk = ukαˆk − vkαˆ†−k (C.7)
where uk and vk satisfy
u2k − v2k = 1 (C.8)
in order for the transformation to be canonical. The operators αˆk are required to be
bosonic operators, and the ”quasi-particles” they act on are interpreted as elementary
excitations of the condensate. The resulting hamiltonian is diagonalized by requiring
uk, vk =
1
2
[
~2k2
2m +
NVk
V
Ek
± 1
]
(C.9)
with
Ek =
√
~2k2
2m
[
~2k2
2m
+ V˜ (k)
]
(C.10)
that is exactly 1.36, and finding finally
Hˆ =
1
2
N2V0 +
1
2
∑′
k
(
Ek − ~
2k2
2m
− NVk
V
)
+
∑′
k
Ekαˆ
†
kαˆk (C.11)
The quasi-particles generated by αˆk are interpreted as elementary excitations of the
condensate, and so Ek is their excitation spectrum. This is clearly equal to 1.36, and its
properties have been discussed previously. What is new now is that the first two terms
of C.11 represents, respectively, the mean field ground state energy of the homogeneous
system of bosons, and the first order quantum correction. Thus, we find that the first
order quantum correction to the mean field ground state energy is given by
∆E =
1
2
∑′
k
(
Ek − ~
2k2
2m
− nVk
)
(C.12)
where n is the density of the system. To evaluate the correction C.12, one needs a good
model for the interaction potential Vk. Once again, because of the fact that this result is
valid only for weak coupling, one cannot use the real interatomic potential, because it is
very strongly repulsive at short distances. Thus, we need to use the previously discussed
pseudo-potentials 1.25 or 1.27. In both cases, however, the correction diverges, which
is due to the fact that perturbation theory does not describe properly the problem. To
regularize this divergence, one can consider the second order expansion of the scattering
length in the interaction potential, which reads [58, 35]
4pia~2
m
= V0 − m~2
∫
dq
(2pi)3
V (q)V (−q)
q2
(C.13)
or
V0 =
4pia~2
m
+
m
~2
∫
dq
(2pi)3
V (q)V (−q)
q2
(C.14)
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Plugging this into C.12 and evaluating the sum as an integral, we find, for the case of
only short-range potentials
E0
V
=
1
2
gn2
[
1 +
128
15
√
pi
√
na3
]
(C.15)
that is the classical LHY result, while for the dipolar case, with the pseudo-potential
given by 1.27, we find
E0
V
=
1
2
gn2
[
1 +
128
15
√
pi
√
na3F (dd)
]
(C.16)
with
F (dd) =
1
2
∫ pi
0
dθsinθ[1 + dd(3cos
2θ − 1)] 52 (C.17)
This approach is valid only in the limit of small depletion. The condensate depletion in
presence of quantum fluctuations can be estimated as
N −N0
N
=
1
N
〈0|
∑′
k
aˆ†kaˆk|0〉 (C.18)
where |0〉 is the vacuum of the quasi-particle operators αˆk, that is the condensate. Thus,
we find
N −N0
N
=
1
N
〈0|
∑′
k
v2k|0〉 (C.19)
or, using the form of vk previously calculated and tranforming the sum into an integral,
we find, for purely contact interaction,
N −N0
N
=
8
3
√
pi
√
na3 (C.20)
or, for the case of contact plus dipolar interaction
N −N0
N
=
8
3
√
pi
√
na3FD(dd) (C.21)
with
FD(dd) =
1
2
∫ pi
0
dθsinθ
(
1− dd(3cos2θ − 1)
) 3
2 (C.22)
The condensate depletion C.21 must be small in order for this theory to be valid. Thus,
in all the simulations performed in this thesis, it is always kept to be of order 10−3 or
smaller.
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Appendix D
Alternative derivation of the
NLGPE
In chapter 2, the NLGPE used to calculate the ground state of the system has been
derived using a variational approach. However, as mentioned, in literature the equation
is usually derived from a more rigorous approach based on second quantization. In par-
ticular, following [32, 35] we can start with a hamiltonian written in second quantization
as
Hˆ =
∫
drΦˆ†(r)
(
−~
2∇2
2m
+ Vext(r)
)
Φˆ(r)
+
1
2
∫
drdr′Φˆ†(r)Φˆ†(r′)V (r− r′)Φˆ(r′)Φˆ(r) (D.1)
where Φˆ†(r) and Φˆ(r) are bosonic creation and destruction fields, satisfying the usual
bosonic commutation relations[
Φˆ(r), Φˆ†(r′)
]
= δ(r− r′)[
Φˆ(r), Φˆ(r′)
]
=
[
Φˆ†(r), Φˆ†(r′)
]
= 0 (D.2)
and V (r−r′) is the two-body interatomic potential. The field Φˆ evolve in time according
to the Heisenberg equation of motion
i~
∂
∂t
Φˆ(r) =
[
Φˆ(r), Hˆ
]
= −
(
~2∇2
2m
+ Vext(r) +
∫
dr′Φˆ†(r′)V (r− r′)Φˆ(r′)
)
Φˆ(r) (D.3)
In the case of small depletion, that is in conditions in which the number of particles in
the condensate is macroscopic, we can use Bogoliubov prescription and substitute the
microscopic quantum field Φˆ with a macroscopic classical field Φ. At the same time,
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we can substitute the real interatomic potential with the proper pseudopotential 1.25 or
1.27, obtaining respectively the time dependent version of the GPE 1.26 and the NLGPE
1.28.
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