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Abstract
System of a D-brane in bosonic string theory on a constant B field background is
studied in order to obtain further insight into the bulk-boundary duality. Boundary
states which describe arbitrary numbers of open-string tachyons and gluons are given. UV
behaviors of field theories on the non-commutative world-volume are investigated by using
these states. We take zero-slope limits of generating functions of one-loop amplitudes of
gluons (and open-string tachyons) in which the region of the small open-string proper time
is magnified. Existence of B field allows the limits to be slightly different from the standard
field theory limits of closed-string. They enable us to capture world-volume theories at
a trans-string scale. In this limit the generating functions are shown to be factorized by
two curved open Wilson lines (and their analogues) and become integrals on the space
of paths with a Gaussian distribution around straight lines. These indicate a possibility
that field theories on the non-commutative world-volume are topological at such a trans-
string scale. We also give a proof of the Dhar-Kitazawa conjecture by making an explicit
correspondence between the closed-string states and the paths. Momentum eigenstates of
closed-string or momentum loops also play an important role in these analyses.
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1 Introduction
Systems of interacting open- and closed-strings play important roles in several aspects of string
theory. It has been found out that theories even formulated as pure closed-strings have open-
string sectors when they are accompanied by D-branes [1]. One of the most important features
of such open-closed mixed systems is a duality between open- and closed-strings. This duality
becomes manifest, for instance, by seeing one-loop diagrams of open-string as tree propagations
of closed-string through modular transformations on the string world-sheets. In the systems
of D-branes, this duality should be a rationale for correspondence between gauge theory on
the world-volumes (open-string sector) and gravity theory in the bulk space-time (closed-string
sector). AdS/CFT correspondence [2][3][4] may be regarded as one of the most remarkable
examples of such bulk-boundary correspondence. This viewpoint was emphasized also in [5].
Nevertheless it becomes very difficult to establish the correspondence between the two. This
is essentially because light particles (IR effects) in the one sector are realized by summing up
whole massive towers (UV effects) in the other sector. When a constant B field background of
closed-string is turned on, however, we expect that the situation could be drastically changed.
On this background, the world-volumes of D-branes become non-commutative [6][7][8][9][10].
Low-energy effective theories of the open-string sector, therefore, become field theories on the
non-commutative world-volumes. It was pointed out [11] that in such theories there happens a
mixing of the UV and the IR. This UV/IR mixing gives [11] us a chance to capture some effects of
light particles in the bulk gravity theories, e.g. gravitons, by investigating non-commutative field
theories on the world-volumes. To pursue such possibility, non-planar one-loop amplitudes of
open-string were studied on this background [12][13][14][15][16]. Higher loops were investigated
as well in [17].
Coupling of non-commutative D-branes to closed-string in the bulk has attracted much in-
terest particularly from the viewpoint of bulk-boundary correspondence [18][19]. It was pointed
out in [20][21] that the generalized star-products arise in disk amplitudes consisting of a closed-
string vertex operator and open-string vertex ones on a constant B field background. The
generalized star products are also found to appear in straight open Wilson lines by the expan-
sions in powers of non-commutative gauge fields [22]. These observations were combined in [23]
and it was shown there that in the zero-slope limit of [10] disk amplitudes of a closed-string
tachyon and arbitrary numbers of gauge fields on this background give rise to a straight open
Wilson line. Thus it has been clarified that open Wilson lines play a role in the correspondence
between the bulk gravity and the non-commutative gauge theories.
Open Wilson lines found in [24] are remarkable gauge invariant objects in non-commutative
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gauge theories. Gauge invariant operators in non-commutative gauge theories can be con-
structed in the forms of local operators smeared along straight Wilson lines [24][25][26]. It was
also shown in [23] that coupling of closed-string graviton to non-commutative gauge theories
actually is an operator of this form.
Open Wilson lines need not be straight in order to be gauge invariant. Taking account of
the above role played by straight open Wilson lines in the bulk-boundary duality, Dhar and
Kitazawa [27] conjectured that curved open Wilson lines fluctuating around a straight path
should be brought about by higher level (stringy) states of closed-string. They showed that the
coupling of graviton state is in fact the gauge invariant operator which appears in the leading
coefficients in harmonic expansions of curved open Wilson lines around a straight path.
It is well-known that the so-called boundary states [28][29][30] provide a description of D-
branes in closed-string theory. Open- and closed-strings interact on the branes in space-time.
Therefore it is further expected that boundary states admit to describe these interactions. In
this article, receiving the above development and understanding, we study the system of a
D-brane in bosonic string theory on a constant B field background. In order to obtain further
insight into the bulk-boundary duality, we first exploit the boundary state formalism to include
states which describe arbitrary numbers of open-string tachyons and gluons. Open-string legs
of these boundary states, that is, tachyons and gluons, need not to be on-shell. Thereby it
becomes possible to study the duality.
On a constant B field background, boundary state without open-string legs has been con-
structed in [28][29][30]. It is briefly reviewed in the next section. Let us denote the state by
|B〉. This state does not lead any couplings of a closed-string to open-string excitations on
the world-volume. We may regard |B〉 as a perturbative vacuum of closed-string in the pres-
ence of the brane. It is also possible to interpret the state as a Bogolubov transform of the
SL2(C)-invariant vacuum of closed-string : |B〉 = g|0〉, where g is a suitable generator of the
transformation.
In Section 3 we construct boundary states of open-string tachyons. Basic idea of the con-
struction may be explained as follows. We first examine an insertion of a closed-string tachyon
into the brane. Let us suppose that the closed-string world-sheet is an infinite semi-cylinder
(σ, τ) with τ ≥ 0 and that the brane or the state |B〉 is located at τ = 0. We may describe the
insertion by limτ→0+ VT (σ, τ)|B〉, where VT is a closed-string tachyon vertex operator. However,
there occurs a singularity within VT at the world-sheet boundary. This originates in correla-
tions between the chiral and the anti-chiral sectors which are caused by the brane. We then
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regularize such a singularity and define a renormalized tachyon vertex operator V renT . It turns
out surprisingly that the renormalized operator becomes an open-string tachyon vertex at the
boundary. In our prescription of the renormalization, disk Green’s function and the trans-
form g−1VTg play essential roles. Boundary state of a single open-string tachyon is given by
limτ→0+ V renT (σ, τ)|B〉. Boundary states of arbitrary numbers of open-string tachyons turn out
to be realized by the successive insertions of the above renormalized operators. As for boundary
states of gluons, they can be obtained by taking the same steps as illustrated above, except that
we need to introduce a suitable local operator of closed-string in place of VT and renormalize
it in a suitable fashion. These are presented in Section 7. Consistency of the constructions
is examined from several aspects at some length. In particular, we compute closed-string tree
propagations between these boundary states and make sure that they reproduce the corre-
sponding open-string one-loop amplitudes. These are presented separately in Section 3 for the
tachyons and in Section 7 for the gluons. It is also worth noting that the present constructions
are relevant on a vanishing B field background.
Low-energy description of world-volume theories of D-branes is obtained by taking a zero-
slope limit α′ → 0 so that it makes all perturbative stringy states (mass2 ∼ 1/α′) of open-
string infinitely heavy and decouple from the light states. As regards one-loop amplitudes
of open-string, this can be achieved by taking the limit with α′τ (o) fixed. Here τ (o) is the
proper time on the world-sheet of open-string. The fixed parameter s(o) ≡ α′τ (o) becomes the
Schwinger parameter of one-loop amplitudes of low-energy effective world-volume theories. It
is shown [12][13][14][15][16][32] that one-loop amplitudes of open-string tachyons on a constant
B field background reduce to those of a non-commutative (tachyonic) scalar field theory on
the world-volume. The above zero-slope limit can be interpreted as magnification of the string
amplitudes in the vicinity of τ (o) = +∞. In Section 4 we investigate a possible UV behavior
of this non-commutative field theory. In order to know the UV behavior one needs to focus on
the region s(o) ≈ 0. For the description we take the following route. We introduce a parameter
s(c) ≡ α′|τ (c)|, where τ (c) is the closed-string proper time. s(o) and s(c) are related to each other
through the modular transformation of the world-sheet by s(c) = 2α′2/s(o). Then we take a
zero-slope limit with s(c) fixed. Existence of B field allows us to make the limit slightly different
from the standard field theory limit of closed-string (gravity limit). This enables us to capture
the world-volume theories. This zero-slope limit is magnification of the string amplitudes in
the vicinity of τ (o) = 0 and hence the region s(o) ≈ 0. Strictly speaking, this is a trans-string
scale of the world-volume theories. Generating function of one-loop amplitudes of open-string
tachyons is found out to be factorized at the limit into two (analogues of) straight open Wilson
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lines exchanging closed-string tachyons. In general, one-loop amplitudes of open-string are
factorized by a tower of closed-string states. In gravity limit the propagations of closed-string
tachyons become dominant. Although the present limit is slightly different from gravity limit,
these zero-slope limits share the common property. UV behavior of the non-commutative gauge
theory is explored in Section 8 by following the same route. Generating function of one-loop
amplitudes of gluons is also found out to be factorized at this limit into two straight open
Wilson lines exchanging closed-string tachyons. These analyses indicate a possibility that field
theories on the non-commutative world-volume become topological at such a trans-string scale
of the world-volume.
The conjecture [27] leads us to expect that curved open Wilson lines somehow factorize
generating functions of one-loop amplitudes of gluons or open-string tachyons. The standard
factorization made by particle states of closed-string seems to be little use. Instead, momentum
eigenstates of closed-string are used for the factorization. Closed-string momentum P (σ) is a
momentum loop (a loop in the momentum space) while closed-string coordinate X(σ) is a
space-time loop. Section 5 is devoted to introduction of coordinate and momentum eigenstates
of closed-string. We also provide some observations on their relations with boundary states.
Factorizations made by the momentum eigenstates are examined in Section 6 for the tachyons
and in Section 9 for the gluons. It turns out that in the zero-slope limit (the previous UV
limit of the world-volume theories) momentum loops become curves in the non-commutative
world-volume and that open Wilson lines along these curves appear in the factorizations. The
generating functions are factorized by two curved open Wilson lines. More precisely, they
become integrals on the space of curves with a Gaussian distribution around straight lines. As
regards fluctuations from the straight lines, width of the distribution becomes so sharp that
the integrals reduce to the previous factorizations by straight open Wilson lines.
We start Section 9 by giving a proof of the conjecture made by Dhar and Kitazawa. We
introduce the closed-string state |Ω(P )〉 =: exp
(
i
∫ 2π
0
dσPµ(σ)Xˆ
µ(σ)
)
: |0〉, where P (σ) is a
momentum loop. This state is not an eigenstate of closed-string momentum but serves as a
generating function of (generally off-shell) closed-string states. Overlap between |Ω(P )〉 and
boundary states with open-string legs is a generating function of couplings of all the closed-
string states to the non-commutative D-brane. The overlap with the boundary states of gluons
is shown to become a curved open Wilson line in the zero-slope limit. We make an explicit
correspondence between the closed-string states and the coefficients of harmonic expansions of
the curve. These provide the proof. We also show that in the zero-slope limit the momentum
eigenstate is identified with the state |Ω(P )〉 after some manipulation. This accounts for the
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previous factorizations by curved open Wilson lines.
Wilson line is invariant under reparametrizations of the path. The corresponding transfor-
mations on the string world-sheet are reparametrizations of the boundary. The reparametriza-
tion invariance of boundary states is fulfilled by imposing the Ishibashi condition [31] or equiv-
alently the BRST invariance on these states. As regards the boundary states of open-string
tachyon and gluon it is shown in Sections 3 and 7 that their reparametrization invariance is
equivalent to the on-shell conditions. On the other hand we do not require any condition on
gluons to obtain open Wilson lines. This puzzle is solved by seeing that the Ishibashi condition
or the BRST invariance becomes null in the present zero-slope limit.
It is observed in Section 10 that all the boundary states constructed so far in this article
are eigenstates of the closed-string momentum operators. The eigenvalues are essentially delta
functions on the world-sheet boundary. Their boundary actions are computed by following
the prescription given in [30]. It turns out that they are the standard boundary actions used
in the path-integral formalism of the world-sheet theory. After a speculation based on these
observations we finally make a conjecture on the duality between open- and closed- strings.
In Appendix A world-volume and space-time tensors used in the text are summarized in-
cluding their relations. In Appendix B some formulae of creation and annihilation modes are
described. These are necessary for our computations of several string amplitudes in the text.
Oscillator realizations of coordinate and momentum eigenstates are presented in Appendix C.
2 A Short Course on Boundary States
Let us consider the system of Dp-brane in bosonic string theory. We take the following closed-
string background :
ds2 = gMNdx
MdxN = gµνdx
µdxν + gijdx
idxj ,
B =
1
2
Bµνdx
µ ∧ dxν . (2.1)
Here gMN is a flat space-time metric, which we refer to as closed-string metric. Two-form gauge
field Bµν is constant. We divide the space-time directions into two pieces, x
M = (xµ, xi), where
µ = 0, 1, · · · , p and i = p + 1, · · · , D − 1. The directions xµ are supposed to be parallel to the
Dp-brane. The directions xi are perpendicular to the brane.
Closed-string may capture the brane. Relevant action of a closed-string takes the form :
S[X ] =
1
4πα′
∫
Σ
dτdσ
{
∂aX
M∂aXNgMN − i2πα′ǫab∂aXµ∂bXνBµν
}
, (2.2)
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where ǫab is the antisymmetric tensor on the world-sheet with ǫτσ ≡ 1. The world-sheet Σ
is a disk or an infinite semi-cylinder, and we use the cylinder coordinates (τ, σ) (τ ≥ 0 and
0 ≤ σ < 2π). Closed-string interacts with the brane at the boundary of the world-sheet, that
is, at τ = 0. The second term of the action is an integration of the two-form (its pull-back)
on Σ. Since it is an exact two-form, by applying the Stokes theorem we can recast it into a
boundary integral :
S[X ] =
1
4πα′
∫
Σ
dτdσ∂aX
M∂aXNgMN − i
2
∫
∂Σ
dσBµνX
µ∂σX
ν . (2.3)
Energy-momentum tensor Tab(σ, τ) is obtained from the action. Since the integration of the
two-form is independent of the world-sheet metric, Tab acquires the standard form without the
B-field.
Closed-string coordinates XM(σ, τ) have mode expansions of the form,
XM(σ, τ) = xˆM0 − iα′pˆM0 τ + i
√
α′
2
∑
n 6=0
(
αMn
n
e−n(τ+iσ) +
α˜Mn
n
e−n(τ−iσ)
)
, (2.4)
and the standard first quantization requires the following commutation relations :
[xˆM0 , pˆ
N
0 ] = ig
MN , [xˆM0 , xˆ
N
0 ] = [pˆ
M
0 , pˆ
N
0 ] = 0 ,
[αMm , α
N
n ] = mg
MNδm+n , [α˜
M
m , α˜
N
n ] = mg
MNδm+n , [α
M
m , α˜
N
n ] = 0 . (2.5)
The energy-momentum tensor generates reparametrizations of the world-sheet. Their infinitesi-
mal forms turn out to be the Virasoro algebras with the central charges equal toD. The Virasoro
generators are given by the expansions, Tzz(z) =
∑
m∈Z Lmz
−m−2 and Tzz(z) =
∑
m∈Z L˜mz¯
−m−2.
Here we use the complex coordinates (z, z¯) instead of the cylinder coordinates. They are related
by (z, z¯) = (eτ+iσ, eτ−iσ). Lm and L˜m are generators of the chiral and the anti-chiral sectors
respectively. These have the following representations in terms of the oscillator modes :
Lm =
1
2
:
∑
n∈Z
gMNα
M
n α
N
m−n : , L˜m =
1
2
:
∑
n∈Z
gMN α˜
M
n α˜
N
m−n : , (2.6)
where αM0 = α˜
M
0 =
√
α′
2
pM0 . : : denotes the standard normal ordering with respect to the
SL2(C)-invariant vacuum of closed-string |0〉:
: xˆM0 pˆ
N
0 : = : pˆ
N
0 xˆ
M
0 : = xˆ
M
0 pˆ
N
0 , : α
M
−nα
N
n : = : α
N
n α
M
−n : = α
M
−nα
N
n , (2.7)
for n ≥ 1 and the similar prescription for the anti-chiral modes.
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Closed-string can find the brane through the boundary conditions imposed at τ = 0. We
take a variation of the action :
δS[X ] = − 1
2πα′
∫
Σ
dτdσδXMgMN
(
∂τ∂τ + ∂σ∂σ
)
XN
+
1
2πα′
∫
∂Σ
dσ
[
δXµ
(
gµν∂τX
ν − 2πiα′Bµν∂σXν
)
+ δX igij∂τX
j
]
. (2.8)
Vanishing of the first term (bulk term) for an arbitrary δXM(σ, τ) gives the equation of motions
of the string-coordinates. Vanishing of the second term (boundary term) needs to be considered
separately for δXµ(σ, 0) and δX i(σ, 0). The interaction with the brane is possible everywhere
on its world-volume. Thus δXµ(σ, τ) are arbitrary at the boundary. We need to impose the
Neumann boundary condition on Xµ 1. On the other hand δX i(σ, τ) need to vanish at the
boundary. For the vanishing we impose the Dirichlet boundary condition on X i :[
gµν∂τX
ν − 2πiα′Bµν∂σXν
]
(σ, 0) = 0 , X i(σ, 0) = xi0 . (2.9)
Here xi0 is a position of the brane in the space-time. Owing to these boundary conditions we
refer the directions xµ and xi respectively as the Neumann and the Dirichlet directions.
The above conditions are used to introduce a boundary state in the first quantized picture
of closed-string. Let us denote it by |B〉. It is a state which satisfies the following conditions :[
gµν∂τX
ν − 2πiαBµν∂σXν
]
(σ, 0)|B〉 = 0 , X i(σ, 0)|B〉 = xi0|B〉 . (2.10)
These are linear constraints on |B〉 and determine the state modulo its normalization. It turns
out that the state satisfies the Ishibashi condition [31] as follows :(
Ln − L˜−n
)
|B〉 = 0 for ∀n . (2.11)
The above state can be interpreted as a perturbative vacuum of closed-string in the presence
of the brane. Since there are no correlations between string-coordinates of the Neumann and
the Dirichlet directions, we can factorize the state into a product :
|B〉 = |BN〉 ⊗ |BD〉, (2.12)
where the subscripts N and D denote the corresponding boundary conditions. We may refer
to these two states respectively as the Neumann and the Dirichlet boundary states for short.
They satisfy the following constraints :[
gµν∂τX
ν − 2πiα′Bµν∂σXν
]
(σ, 0)|BN〉 = 0 , X i(σ, 0)|BD〉 = xi0|BD〉 . (2.13)
1Precisely speaking, this is a mixed boundary condition. We refer to this boundary condition as the Neumann
boundary condition because it reduces to the Neumann boundary condition in the absence of B field. In this
paper we use this terminology otherwise stated.
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These constraints may be handled in the oscillator representations. For the Neumann boundary
state it can be read as follows :
pˆ0µ|BN〉 = 0 ,
(
Eµνα
ν
n + E
T
µν α˜
ν
−n
)
|BN〉 = 0 for ∀n 6= 0, (2.14)
where Eµν and its transpose E
T
µν are tensors defined as
Eµν = gµν + 2πα
′Bµν , ETµν = gµν − 2πα′Bµν . (2.15)
As regards the Dirichlet boundary state the constraint can be read as follows :
xˆi0|BD〉 = xi0|BD〉 ,
(
αin − α˜i−n
) |BD〉 = 0 for ∀n 6= 0 . (2.16)
Boundary state |BD〉
Let us describe these boundary states including their normalizations. The above constraints
can be solved without any difficulty in the oscillator representations. Determinations of their
normalization factors need to be cared. We start with the Dirichlet boundary state.
The Dirichlet boundary state turns out to be given by
|BD〉 ≡
(
(2π2α′)d
detgij
) 1
4
∞∏
n=1
exp
{
1
n
gijα
i
−nα˜
j
−n
}
|x0D〉, (2.17)
where we put d = D− p− 1. The state |x0D〉 = |x0D = (xi0)〉 is an eigenstate of the zero modes
xˆi0 with eigenvalues x
i
0. Momentum representation of |x0D〉 is given by
|x0D〉 = 1
(2π)d/2
∫
ddk |kD〉e−ikixi0 , (2.18)
where |kD〉 = |kD = (ki)〉 denotes an eigenstate of the momentum zero modes pˆ0i with eigen-
values ki defined as
|kD〉 = eikixˆi0|0〉 . (2.19)
The dual state can be obtained by taking the BPZ conjugation :
〈BD| =
(
(2π2α′)d
detgij
) 1
4
〈x0D|
∞∏
n=1
exp
{
1
n
gijα
i
−nα˜
j
−n
}
. (2.20)
It is easy to see that the state (2.17) satisfies the conditions (2.16). Since they are linear
conditions, normalization factor of the state should be determined by other means. We fixed
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Figure 1: Evolution of closed-string by an imaginary time π|τ (c)|.
it to be
(
(2π2α′)d
detgij
) 1
4
in the above. It is determined by claiming that closed-string propagations
along the Dirichlet directions reproduce the vacuum one-loop amplitude of open-string which
satisfies the Dirichlet-Dirichlet (D-D) boundary conditions.
We parametrize propagations of closed-string by τ (c) ∈ iR≥0. Closed-string evolves by an
imaginary time π|τ (c)| with the Hamiltonian L0+ L˜0. See Figure 1. Closed-string propagations
along the Dirichlet directions are measured by 〈BD|q
L0+L˜0
2
c |BD〉, where we put qc = e2πiτ (c). This
amplitude can be easily calculated by using the formula in Appendix B. It turns out to be
〈BD|q
L0+L˜0
2
c |BD〉 =
(
α′
2
) d
2
∫
dk√
detgij
q
α′
4
kig
ijkj
c
∞∏
n=1
(1− qnc )−d,
= e
πiτ(c)d
12
(−iτ (c))− d2 η (τ (c))−d , (2.21)
where η(τ) ≡ q1/24∏∞n=1(1−qn) with q = e2πiτ . Contribution of the world-sheet reparametriza-
tion ghosts is excluded in Eq.(2.21). It will be included in string propagations along the
Neumann directions. The corresponding amplitude of open-string is given by TrD−De−τ
(o)L0.
Open-string propagates by an imaginary time τ (o) (∈ R≥0) with the Hamiltonian L0. See Figure
2. The trace is taken over the sector of open-string which satisfies the D-D boundary conditions.
The amplitude becomes as follows :
TrD−De−τ
(o)L0 = e−
τ(o)d
24 η
(
−τ
(o)
2πi
)−d
. (2.22)
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Figure 2: Evolution of open-string by an imaginary time τ (o). Two bold horizontal lines are identified.
The standard argument allows us to interpret these open-string amplitudes as the free
propagations of closed-string. Two imaginary times are related with each other by τ (o) =
2πi/τ (c). This leads us to write Eq.(2.22) as
TrD−De−τ
(o)L0 = e
− πid
12τ(c)
(−iτ (c))− d2 η (τ (c))−d ∣∣∣∣
τ (c)= 2πi
τ(o)
, (2.23)
where the modular transformation η
(− 1
τ (c)
)3
= (−iτ (c))3/2η (τ (c))3 is used. A comparison
between Eqs.(2.21) and (2.23) gives the identity :
〈BD|q
L0+L˜0
2
c |BD〉 = e
πid
12
(
τ (c)+ 1
τ(c)
)
TrD−De
−τ (o)L0
∣∣∣
τ (o)= 2πi
τ(c)
. (2.24)
Therefore the propagations of closed-string reproduce correctly the corresponding one-loop
amplitude of open-string except the factor e
πid
12
(τ (c)+1/τ (c)). This factor turns out to be canceled
by a similar one appearing in closed-string propagations along the Neumann directions.
Boundary state |BN〉
The Neumann boundary state is given [28] by
|BN〉 ≡
(
det2Eµν
(2α′)p+1(−detgµν)
) 1
4 ∞∏
n=1
exp
{
−1
n
Nµνα
µ
−nα˜
ν
−n
}
|0〉 , (2.25)
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where Nµν is a tensor defined by
Nµν =
(
g
1
E
ET
)
µν
. (2.26)
The dual state is obtained by the BPZ conjugation. Its explicit form is as follows :
〈BN | =
(
det2Eµν
(2α′)p+1(−detgµν)
) 1
4
〈0|
∞∏
n=1
exp
{
−1
n
Nµνα
µ
nα˜
ν
n
}
. (2.27)
The above normalization factor of the state is chosen to reproduce the related one-loop ampli-
tudes of open-string. This will be shown in the next section.
3 Open-String Tachyons in Closed-String Theory
As can be seen in Eqs.(2.17) and (2.25) these boundary states are the Bogolubov transforms
of perturbative vacua. Generators of the transformations are
∏∞
n=1 exp
{
1
n
gijα
i
−nα˜
j
−n
}
for the
Dirichlet boundary and
∏∞
n=1 exp
{− 1
n
Nµνα
µ
−nα˜
ν
−n
}
for the Neumann boundary. We can expect
that information on the boundary conditions are all encoded in these generators.
Let O(σ, τ) be a local operator of closed-string. Action of this operator on a boundary state
g|0〉, where g is a generator, can be written as follows :
O(σ, τ)g|0〉 = g × g−1O(σ, τ)g|0〉. (3.1)
One may expect that g−1O(σ, τ)g describes the Bogolubov transform of this local operator
and ask the physical implication particularly from the viewpoint of boundary conformal field
theories. However, story is not so simple. In general, g−1O(σ, τ)g turns out to be singular. More
precisely it becomes singular at τ = 0, where the boundary state resides. This reflects the fact
that the system under consideration is actually a system of closed- and open-strings. We wish
to make an idea of the Bogolubov transformations of these local operators rigorous. For this
purpose, we have to perform a regularization by which the above singularity becomes tractable.
This leads us to define adg−1O(σ, τ), which becomes regular at the world-sheet boundary. It is
a local operator and interpreted as the adjoint transform of O(σ, τ) by g−1. We will find out
their physical interpretation. In this section we concentrate on tachyon vertex operators. Since
we are mainly interested in the world-volume theory of p-brane, we restrict ourselves to the
Bogolubov transform associated with the Neumann boundary state. We denote the generator
by gN ,
gN ≡
∞∏
n=1
exp
{
−1
n
Nµνα
µ
−nα˜
ν
−n
}
. (3.2)
11
3.1 Bogolubov transformation and renormalization
Let VT (σ, τ ; k) be closed-string tachyon vertex operator of momentum k. Momentum k is
supposed to have only components along the Neumann directions. An explicit form is given by
VT (σ, τ ; k) = : e
ikµXµ(σ,τ) :,
= exp(ikµxˆ
µ
0 )× |z|α
′kµpˆ
µ
0 ×
∞∏
n=1
exp
[√
α′
2
1
n
kµ(α
µ
−nz
n + α˜µ−nz¯
n)
]
×
∞∏
n=1
exp
[
−
√
α′
2
1
n
kµ(α
µ
nz
−n + α˜µnz¯
−n)
]
. (3.3)
To discuss the Bogolubov transform it is convenient to write down the transforms of oscil-
lator modes of the string coordinates. These can be read as :
g−1N α
µ
ngN = α
µ
n − (g−1N)µνα˜ν−n, g−1N α˜µngN = α˜µn − (g−1NT )µναν−n, (3.4)
for n ≥ 1. The modes αµn and α˜µn for n ≤ 0 are kept intact. (We put αµ0 = α˜µ0 ≡
√
α′/2pˆµ0 .) The
above mixture of the creation- and annihilation-modes makes the transform g−1N VT (σ, τ ; k)gN
singular at τ = 0 or equivalently, since we put z = eτ+iσ, at |z| = 1. It can be written in the
following form for |z| > 1 :
g−1N VT (σ, τ ; k)gN =
( |z|2
|z|2 − 1
)−α′
2
kµ(g−1Ng−1)µνkν
× adg−1
N
VT (σ, τ ; k). (3.5)
Here we introduce a local operator adg−1N
VT which we interpret as the Bogolubov transform of
VT . It takes the form of
adg−1N
VT (σ, τ ; k) = N (z¯; k)N˜ (z; k)VT (σ, τ ; k), (3.6)
where N (z¯; k) and N˜ (z; k) are operators consisting only of the creation modes :
N (z¯; k) =
∞∏
n=1
exp
{√
α′
2
1
n
kµ(g
−1NT )µνα
ν
−nz¯
−n
}
,
N˜ (z; k) =
∞∏
n=1
exp
{√
α′
2
1
n
kµ(g
−1N)µν α˜
ν
−nz
−n
}
. (3.7)
Singularity of g−1N VT (σ, τ ; k)gN comes from the factor
(
|z|2
|z|2−1
)−α′
2
kµ(g−1Ng−1)µνkν
in Eq.(3.5).
Because of this factor, the transform (3.5) becomes singular at τ = 0 where the boundary state
|BN 〉 is located. As will be seen soon, this factor should be subtracted in our construction
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of open-string tachyon vertex operator from a closed-string local operator. This factor can
therefore be regarded as a renormalization factor of open-string tachyon vertex operator under
its interpretation in terms of closed-string. Putting this factor aside for a while, let us examine
the operators adg−1N
VT . We first discuss their operator product expansion (OPE). It is convenient
to recall the OPE between closed-string tachyon vertex operators. It can be read from the
expansion (3.3) as follows :
VT (σ1, τ1; k
(1))VT (σ2, τ2; k
(2)) = |z1 − z2|α′k
(1)
µ g
µνk
(2)
ν × : VT (σ1, τ1; k(1))VT (σ2, τ2; k(2)) : , (3.8)
for |z1| ≥ |z2| and z1 6= z2. The OPE under consideration changes from Eq.(3.8). The modifi-
cation comes from operator products between N , N˜ and VT . It can be calculated by using the
expansions (3.7). We finally obtain :
adg−1N
VT (σ1, τ1; k
(1))adg−1N
VT (σ2, τ2; k
(2))
= exp
{
−k(1)µ Gµν(z1, z¯1|z2, z¯2)k(2)ν
}
× : adg−1N VT (σ1, τ1; k
(1))adg−1N
VT (σ2, τ2; k
(2)) : ,
(3.9)
for |z1| ≥ |z2|, |z1z2| ≥ 1 and z1 6= z2. Here Gµν(z1, z¯1|z2, z¯2) is Green’s function on the unit
disk |z| ≥ 1 in the presence of a constant B field. It is defined by
G
µν(z1, z¯1|z2, z¯2) ≡ 〈0|X
µ(σ1, τ1)X
ν(σ2, τ2)|BN〉
〈0|BN〉 −
〈0|xˆµ0 xˆν0|0〉
〈0|0〉 . (3.10)
The RHS can be evaluated by using the Bogolubov transforms (3.4) and written down explicitly
as follows :
G
µν(z1, z¯1|z2, z¯2) = −α
′
2
gµν ln |z1 − z2|2 − α
′
2
(g−1Ng−1)µν ln
(
1− 1
z1z¯2
)
−α
′
2
(g−1NTg−1)µν ln
(
1− 1
z¯1z2
)
. (3.11)
Let us recall that a system only of closed-strings admits a holomorphic factorization. Partic-
ularly there is no correlation between chiral and anti-chiral pieces, Xµ(z) and X˜µ(z¯), of string
coordinates Xµ(σ, τ) = Xµ(z) + X˜µ(z¯). The factorized term of Gµν(z1, z¯1|z2, z¯2) in Eq.(3.11) is
a sum of the correlations 〈Xµ(z1)Xν(z2)〉 and 〈X˜µ(z¯1)X˜ν(z¯2)〉. The second and third terms are
not factorized and they are respectively the correlations 〈Xµ(z1)X˜ν(z¯2)〉 and 〈X˜µ(z¯1)Xν(z2)〉.
These correlations are characteristic of open-string theory. Green’s function provides a nice
description of the singular factor in Eq.(3.5). Using this terminology we can write it as follows:
( |z|2
|z|2 − 1
)−α′
2
kµ(g−1Ng−1)µνkν
=
〈k| VT (σ, τ ; k) |BN 〉
〈0 |BN〉 = exp
{
ikµikν〈Xµ(z)X˜ν(z¯)〉
}
, (3.12)
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where the first equality follows from Eq.(3.5) and 〈k|adg−1N VT (σ, τ ; k)|0〉/ 〈0 |BN〉 = 1. Taking
account of this expression, the transform (3.5) indicates that boundary states give rise to extra
correlations, i.e. correlations between the chiral and the anti-chiral sectors, by the amount of
〈Xµ(z1)X˜ν(z¯2)〉. In the presence of the world-sheet boundary, or equivalently in the open-closed
mixed system, correlations between the chiral and anti-chiral sectors exist even in the closed
string sector, and we need to take care of them. As pointed out in [29], this is a direct result of
the fact that boundary states on the unit circle reflect a vertex operator at z making its mirror
image at 1/z¯ : eikµX
µ(z)|BN〉 = eikµ(g−1N)µνX˜ν( 1z )|B〉 (see also [14]). This brings about a short
distance singularity at the boundary z = 1/z¯. Since we intend to construct open-string vertex
operators in terms of closed-string, we need to carry out a renormalization to manage this type
of singularity.
The OPE (3.9) itself strongly suggests an interpretation of adg−1N
VT from the open-string
viewpoint. To pursue such a possibility we introduce a renormalized tachyon vertex operator
V renT by subtracting the above singular factor :
V renT (σ, τ ; k) ≡
( |z|2
|z|2 − 1
)α′
2
kµ(g−1Ng−1)µνkν
× VT (σ, τ ; k). (3.13)
In other words we have
g−1N V
ren
T (σ, τ ; k)gN = adg−1N
VT (σ, τ ; k). (3.14)
We call V renT (σ, τ ; k) renormalized open-string tachyon vertex operator with momentum k.
We need to explain why we call it open-string tachyon vertex operator. Let us consider an
action of diffS1, the group of diffeomorphisms of a circle, on V renT . We take Ln − L˜−n (n ∈ Z)
as the generators. It is convenient to recall that Ln act on VT in the following manner :[
Ln, VT (σ, τ ; k)
]
=
{
zn+1∂z +
α′
4
kµg
µνkν(n+ 1)z
n
}
VT (σ, τ ; k). (3.15)
As regards L˜n their actions are the same as above except replacing z by z¯. The action of diffS
1
on V renT becomes slightly different from a sum of the above Virasoro actions. The modification
comes from an existence of the renormalization factor in Eq.(3.13). It can be read as follows :[
Ln − L˜−n, V renT (σ, τ ; k)
]
=
{
zn+1∂z − z¯−(n−1)∂z¯ + α
′
4
kµg
µνkν
(
(n+ 1)zn + (n− 1)z¯−n)
+
α′
2
kµ(g
−1Ng−1)µνkν
zn − z¯−n
|z|2 − 1
}
V renT (σ, τ ; k). (3.16)
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An implication may be seen by taking the limit τ → 0+ in the equation. By using the cylinder
coordinates instead of (z, z¯) the limit turns out to be as follows :[
Ln − L˜−n, lim
τ→0+
V renT (σ, τ ; k)
]
=
{
−ieinσ d
dσ
+ nα′kµGµνkνeinσ
}
lim
τ→0+
V renT (σ, τ ; k), (3.17)
where we translate the closed-string background tensors gµν and Bµν into the open-string back-
ground tensors Gµν and θ
µν . We may call these two kinds of background tensors respectively
closed- and open-string tensors for short. They are related [10] with each other by
(
E−1
)µν
= Gµν +
1
2πα′
θµν . (3.18)
In an actual derivation of Eq.(3.17) we use the following identities :
gµν = Gµν − 1
(2πα′)2
θµρGρρ′θ
ρ′ν ,
gµρNρρ′g
ρ′ν =
(
Gµν +
1
(2πα′)2
θµρGρρ′θ
ρ′ν
)
+
1
πα′
θµν . (3.19)
These can be obtained from Eq.(3.18). Related formulas are summarized in Appendix A.
The action (3.17) is completely the same as the action of the Virasoro algebra on open-string
tachyon vertex operator with the same momentum. In addition to the OPE (3.9) this is the
reason why we identify V renT with renormalized open-string tachyon vertex operators.
We can also make the above consideration in terms of boundary states. Let us con-
sider the state V renT (σ, τ ; k)|BN〉. By using the relation (3.14) we can write it in a form,
gN adg−1N
VT (σ, τ ; k)|0〉. An explicit form of adg−1N VT has been given in Eq.(3.6). Thereby we
can express the state in the oscillator representation and then take the limit τ → 0+ without
ambiguity. We call thus obtained state |BN ; (σ, k)〉. It turns out to have the following form :
|BN ; (σ, k)〉 ≡ lim
τ→0+
V renT (σ, τ ; k)|BN〉
=
(
det2Eµν
(2α′)(p+1)(−detgµν)
)1/4
gN × lim
τ→0+
adg−1N
V renT (σ, τ ; k)|0〉
=
(−detGµν
(2α′)(p+1)
)1/4 ∞∏
n=1
exp
[√
2α′
1
n
kµ
{(
1
ET
g
)µ
ν
αν−ne
inσ +
(
1
E
g
)µ
ν
α˜ν−ne
−inσ
}]
gN |k〉.
(3.20)
Here we express the normalization factor of |BN 〉 in terms of the open-string tensors. This
translation is done by using the identity, Gµν = E
T
µρg
ρρ′Eρ′ν , which also follows from Eq.(3.18).
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Action of diffS1 on this state can be obtained from Eq.(3.17). It can be read as(
Ln − L˜−n
)
|BN ; (σ, k)〉 = (−i)
{
einσ
d
dσ
+ inα′kµG
µνkνe
inσ
}
|BN ; (σ, k)〉 , (3.21)
for n ∈ Z. The Ishibashi condition imposed on |BN ; (σ, k)〉, i.e. vanishing of the RHS of the
above equation for an arbitrary n, (strictly speaking, modulo a total derivative with respect to
σ), requires α′kµGµνkν = 1. It is the on-shell condition of open-string tachyon.
3.2 String field theory viewpoint
The action of diffS1 on the boundary state has an interpretation in terms of string field theory.
Fundamental ingredient in string field theory is a BRST charge Q. It is a grassmann-odd
operator obeying the usual relations, Q2 = 0 and Tab(σ, τ) = {Q, bab(σ, τ)}, where Tab and bab
are respectively total energy-momentum tensor and anti-ghost field of a world-sheet theory. In
the case of bosonic closed-string field theory [33] world-sheet theory consists of closed-string
coordinates XI (a matter system) and the world-sheet reparametrization ghosts. The ghost
system is described by (b, c) for the chiral part and (b˜, c˜) for the anti-chiral part. Closed-string
BRST charge Qc is decomposed into Qc = q + q˜. The chiral part q has the following form :
q =
∑
n
cnL
X
−n + c0L
(b,c)
0 +
∑
m,n 6=0
ncncmb−n−m, (3.22)
where L
X,(b,c)
n are the Virasoro generators of the matter and the ghost systems. cn and bn
are the Fourier modes of ghost and anti-ghost fields : c(σ, τ) =
∑
n cne
−n(τ+iσ) and b(σ, τ) =∑
n bne
−n(τ+iσ). The anti-chiral part q˜ has the same form as the above except replacing the
chiral quantities with the anti-chiral ones. These q and q˜ are nilpotent independently and satisfy
the relations, {q, bn} = Ln and
{
q˜, b˜n
}
= L˜n. Here Ln = L
X
n + L
(b,c)
n and L˜n = L˜
X
n + L˜
(b,c)
n are
the Virasoro generators of the total system.
Let HXc and Hghostc be respectively the Hilbert spaces of matter and ghost systems. We put
Haux = HXc ⊗Hghostc . Closed-string Hilbert space Hc consists of vectors ψ of Haux which satisfy
the conditions,
(b0 − b˜0)ψ = 0, (L0 − L˜0)ψ = 0. (3.23)
Necessity of the two conditions is explained in [33] from the perspective of two-dimensional
conformal field theories.
Now we want to interpret the state |BN ; (σ, k)〉 as a state of the closed-string Hilbert space.
Since it is a boundary state of the Neumann directions we first extend it to a vector of HXc
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by tensoring the boundary state (2.17) of the Dirichlet directions. As for the ghost sector an
appropriate state is known. It is given [29] by
|B〉ghost =
∞∏
n=1
exp
{
c−nb˜−n + c˜−nb−n
}
(c0 + c˜0)c1c˜1|0〉, (3.24)
and satisfies the following boundary conditions :
(cn + c˜−n)|B〉ghost = 0, (bn − b˜−n)|B〉ghost = 0, (3.25)
for n ∈ Z. It can be seen from these conditions that |B〉ghost satisfies the Ishibashi condition.
Further tensoring the ghost boundary state we obtain (|BN ; (σ, k)〉 ⊗ |BD〉)⊗ |B〉ghost of Haux.
We call it |B; (σ, k)〉tot. This state satisfies the first condition in Eq.(3.23) because of Eq.(3.25).
As for the second, the n = 0 case of Eq.(3.21) gives (L0− L˜0)|B; (σ, k)〉tot = (−i)∂σ|B; (σ, k)〉tot.
This means that we need to integrate over σ to regard the state as a vector of Hc.
Physical states of closed-string are identified with the BRST invariant states of Hc. In
order to describe how Qc acts on the boundary state we note a formula related with the ghost
boundary state : Let |O〉X be a state of HXc . Action of Qc on |O〉X ⊗ |B〉ghost is expressed as
Qc|O〉X ⊗ |B〉ghost =
∑
n
c−n(LXn − L˜X−n)|O〉X ⊗ |B〉ghost (3.26)
This can be derived by the standard calculation. The action on the boundary state can be read
as follows :
Qc
[∫ 2π
0
dσ|B; (σ, k)〉tot
]
=
∫ 2π
0
dσ
∑
n
c−n(LXn − L˜X−n)|B; (σ, k)〉tot
= (−i)
∫ 2π
0
dσ
∑
n
einσ
(
d
dσ
+ inα′kmuGµνkν
)
c−n|B; (σ, k)〉tot, (3.27)
where Eq.(3.21) is used in the second equality. The BRST invariance requires, as we stated
previously, the on-shell condition of open-string tachyon.
The above action can be identified with the BRST transformation of open-string tachyon
vertex operator. cn in Eq.(3.27) correspond to the same modes of ghost field appearing in
open-string field theory. Actually Eq.(3.27) is an example of the formula given in [34]. It states
that the closed-string BRST charge Qc acts on boundary states as the generator of the BRST
transformation of open-string field. It is used there to show a macroscopic description of the
cubic open-string field theory is given by a boundary open-string field theory.
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3.3 Boundary states with M open-string tachyons
The previous construction can be generalized to those of boundary states relevant to the de-
scription of M open-string tachyons. Let V renT (σr, τr; k
(r)) (1 ≤ r ≤ M) be the renormalized
open-string tachyon vertex operators. Also let zr ≡ eτr+iσr be distinct points on the infinite
semi-cylinder satisfying the condition, |z1| ≥ |z2| ≥ · · · |zM | ≥ 1. We start with the following
state :
V renT (σ1, τ1; k
(1)) · · ·V renT (σM , τM ; k(M))|BN 〉. (3.28)
We translate the state into a form, gN
∏
r adg−1N
V renT (σr, τr; k
(r)) |0〉 by the relation (3.14). We
use the OPE (3.9) for a further evaluation. Finally we arrive at the following representation :
V renT (σ1, τ1; k
(1))V renT (σ2, τ2; k
(2)) · · ·V renT (σM , τM ; k(M))|BN 〉
=
(
det2Eµν
(2α′)p+1(−detgµν)
)1/4 M∏
r<s
exp
{
−k(r)µ Gµν(zr, z¯r|zs, z¯s)k(s)ν
}
× gN : adg−1N VT (σ1, τ1; k
(1))adg−1N
VT (σ2, τ2; k
(2)) · · ·adg−1N VT (σM , τM ; k
(M)) : |0〉
=
(
det2Eµν
(2α′)p+1(−detgµν)
)1/4 M∏
r<s
exp
{
−k(r)µ Gµν(zr, z¯r|zs, z¯s)k(s)ν
}
×
∞∏
n=1
exp
[√
α′
2
1
n
M∑
r=1
k(r)µ
(
znr δ
µ
ν + z¯
−n
r (g
−1NT )µν
)
αν−n
]
×
∞∏
n=1
exp
[√
α′
2
1
n
M∑
r=1
k(r)µ
(
z¯nr δ
µ
ν + z
−n
r (g
−1N)µν
)
α˜ν−n
]
gN
∣∣∣∣∣
M∑
r=1
k(r)
〉
. (3.29)
Boundary state relevant to the description of M off-shell open-string tachyons may be
obtained from the above state by taking the same steps as for M = 1. This state will be called
|BN ; (σ1, k(1)), · · · , (σM , k(M))〉. It is defined by the limit ∀τr → 0+ of Eq.(3.29). In the course
of taking the limit we do not meet any difficulty for the oscillator part. What we need to take
care are the products
∏M
r<s exp
{
−k(r)µ Gµν(zr, z¯r|zs, z¯s)k(s)ν
}
. Behavior of Green’s function at
the boundary turns out to be as follows :
lim
τr,s→0+
G
µν(zr, z¯r|zs, z¯s)
= −2α′Gµν ln |eiσr − eiσs |+ i
2π
θµν {σr − σs − πǫ(σr − σs)} , (3.30)
where ǫ(x) is the sign function defined as ǫ(x) = 1 for x > 0 and = −1 for x < 0. Taking
account of this behavior of Green’s function, the limit ∀τr → 0+ becomes as follows :∣∣BN ; (σ1, k(1)), (σ2, k(2)), · · · , (σM , k(M))〉
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≡ lim
∀τr→0+
V renT (σ1, τ1; k
(1))V renT (σ2, τ1; k
(2)) · · ·V renT (σM , τM ; k(M))|BN〉
=
(−detGµν
(2α′)p+1
)1/4 M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M∏
r<s
e−
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs) ×
M∏
r<s
|eiσr − eiσs |2α′k(r)µ Gµνk(s)ν
×
∞∏
n=1
exp
[√
2α′
n
M∑
r=1
k(r)µ
{(
1
ET
g
)µ
ν
αν−ne
inσr +
(
1
E
g
)µ
ν
α˜ν−ne
−inσr
}]
× gN
∣∣∣∣∣
M∑
r=1
k(r)
〉
. (3.31)
We wish to interpret these states as boundary states with off-shell open-string tachyons.
This is verified by comparing closed-string tree propagations between these states with the
corresponding open-string one-loop amplitudes and testing their coincidence. These will be
done in the next subsection.
It is worth mentioning that the present construction is also applicable in a vanishing B
field background and in particular the boundary states (3.31) become available just by putting
Bµν = 0.
3.3.1 Construction of dual boundary state
To describe the closed-string propagations we need the dual boundary states. Although they
are given by the BPZ conjugation, we apply the previous formalism to their construction as
well in order to gain some insight into them. Instead of gN we use the BPZ dual :
g†N =
∞∏
n=1
exp
{
−1
n
Nµνα
µ
nα˜
ν
n
}
. (3.32)
The transform of tachyon vertex operator is given by g†NVT (σ, τ ; k)
(
g†N
)−1
. It can be written
in the following form for |z| < 1 :
g†NVT (σ, τ ; k)
(
g†N
)−1
=
(
1− |z|2)α′2 kµ(g−1Ng−1)µνkν × adg†
N
VT (σ, τ ; k). (3.33)
Here we introduce a local operator adg†N
VT , which we interpret as the (dual) Bogolubov trans-
form of VT (σ, τ ; k). It takes the form of
adg†N
VT (σ, τ ; k) = VT (σ, τ ; k)N∞(z¯; k)N˜∞(z; k), (3.34)
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where N∞(z¯; k) and N˜∞(z; k) are operators consisting only of the annihilation modes :
N∞(z¯; k) =
∞∏
n=1
exp
{
−
√
α′
2
1
n
kµ(g
−1NT )µνα
ν
nz¯
n
}
,
N˜∞(z; k) =
∞∏
n=1
exp
{
−
√
α′
2
1
n
kµ(g
−1N)µνα˜
ν
nz
n
}
. (3.35)
Singularity of g†NVT (σ, τ ; k)
(
g†N
)−1
comes from (1− |z|2)α
′
2
kµ(g−1Ng−1)µνkν in Eq.( 3.33). It be-
comes the same as the singular factor appearing in Eq.(3.5) after changing the coordinate z to
1/z.
Similar calculation to what is made to obtain Eq.(3.9) leads to the OPE :
adg†N
VT (σ1, τ1; k
(1))adg†N
VT (σ2, τ2; k
(2))
= exp
{
−k(1)µ Gµν∞ (z1, z¯1|z2, z¯2)k(2)ν
}
× : adg†NVT (σ1, τ1; k
(1))adg†N
VT (σ2, τ2; k
(2)) : ,
(3.36)
for |z1| ≥ |z2|, |z1z2| ≤ 1 and z1 6= z2. Here Gµν∞ (z1, z¯1|z2, z¯2) is Green’s function on the unit
disk |z| ≤ 1. It is defined by
G
µν
∞ (z1, z¯1|z2, z¯2) ≡
〈BN |Xµ(σ1, τ1)Xν(σ2, τ2)|0〉
〈BN |0〉 −
〈0|xˆµ0 xˆν0|0〉
〈0|0〉 , (3.37)
and written down explicitly as follows :
G
µν
∞ (z1, z¯1|z2, z¯2) = −
α′
2
gµν ln |z1 − z2|2 − α
′
2
(g−1Ng−1)µν ln (1− z1z¯2)
−α
′
2
(g−1NT g−1)µν ln (1− z¯1z2) . (3.38)
Similarly to Eq.(3.12), the singular factor appearing in Eq.(3.33) is expressed as the self-
contraction of VT (σ, τ ; k) between its chiral and anti-chiral parts. This may be seen as follows.
Let 〈Xµ(z1)X˜ν(z¯2)〉∞ be the chiral–anti-chiral correlation of Green’s function Gµν∞ (z1, z¯1|z2, z¯2) :
〈Xµ(z1)X˜ν(z¯2)〉∞ ≡ −α′2 (g−1Ng−1)
µν
ln (1− z1z¯2). Using this quantity, we can write the sin-
gular factor as
(
1− |z|2)α′2 kµ(g−1Ng−1)µνkν = 〈BN |VT (σ, τ ; k) |−k〉〈BN |0〉 = exp
{
ikµikν
〈
Xµ(z)X¯ν(z¯)
〉
∞
}
. (3.39)
Dual of the renormalized open-string tachyon operator, which we call V renT∞ , is given by
subtracting the singular factor appearing in Eq.(3.33) as follows:
V renT∞ (σ, τ ; k) =
(
1− |z|2)−α′2 kµ(g−1Ng−1)µνkν × VT (σ, τ ; k). (3.40)
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We remark that the diffS1 action on the dual vertex operator reduces to Eq.(3.17) after we
take the limit τ → 0−.
Let us describe the dual boundary state. It is obtained by following the same route as
taken for Eq.(3.31). Let V renT∞ (σr, τr; k
(r)) (1 ≤ r ≤ M) be the dual vertex operators. Let
zr = e
τr+iσr be distinct points on the infinite semi-cylinder satisfying the condition, 1 ≥ |z1| ≥
|z2| ≥ · · · ≥ |zM |. We consider the state 〈BN |V renT∞ (σ1, τ1; k(1)) · · ·V renT∞ (σM , τM ; k(M)) and take
the limit ∀τr → 0−. Thus obtained state, which we call
〈
BN ; (σ1, k
(1)), · · · , (σM , k(M))
∣∣, is the
dual. Explicitly it is given by
〈
BN ; (σ1, k
(1)), (σ2, k
(2)), · · · , (σM , k(M))
∣∣
≡ lim
∀τr→0−
〈BN |V renT∞
(
σ1, τ1; k
(1)
)
V renT∞
(
σ2, τ2; k
(2)
) · · ·V renT∞ (σM , τM ; k(M))
=
(−detGµν
(2α′)p+1
)1/4 M∏
r<s
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M∏
r<s
e
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs) ×
M∏
r<s
|eiσr − eiσs |2α′k(r)µ Gµνk(s)ν
×
〈
−
M∑
r=1
k(r)
∣∣∣∣∣ g†N
∞∏
n=1
exp
[
−
√
2α′
n
M∑
r=1
k(r)µ
{(
1
ET
g
)µ
ν
ανne
−inσr +
(
1
E
g
)µ
ν
α˜νne
inσr
}]
.
(3.41)
3.3.2 Closed-string propagation
The hamiltonian operator of closed-string is L0 + L˜0 − 2. We can conveniently parametrize
propagations of closed-string by τ (c) ∈ iR≥0. The evolution by an imaginary time π|τ (c)| is given
by the operator q
1
2
(L0+L˜0−2)
c , where we put qc = e
2πiτ (c). In this subsection we only consider
the propagations along the Neumann directions. Propagations of closed-string between the
boundary states (3.31) are measured by the following amplitudes :
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 12 (L0+L˜0−2)c ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉 . (3.42)
We calculate these amplitudes by using the oscillator representations. It is useful to recall
the following equalities :
q
− 1
2
(L0+L˜0−2)
c α
µ
nq
1
2
(L0+L˜0−2)
c = q
n
2
c α
µ
n, q
− 1
2
(L0+L˜0−2)
c α˜
µ
nq
1
2
(L0+L˜0−2)
c = q
n
2
c α˜
µ
n, (3.43)
and
〈−k|q
1
2
(L0+L˜0)
c |k′〉 = q
α′
4
gµνkµkν
c δ
(p+1)(k + k′), (3.44)
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where we put δ(p+1)(k) ≡ ∏µ δ(kµ). First we plug the representations (3.31) and (3.41) into
Eq.(3.42). We then evaluate the amplitudes by taking account of the above equalities. They
turn out to have the following factorized form :〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 12 (L0+L˜0−2)c ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉
=
(−detGµν
(2α′)(p+1)
)1/2
δ(p+1)
(
M+N∑
r=1
k(r)
)
× q−1−
α′
4
∑M
r=1
∑M+N
s=M+1 k
(r)
µ g
µνk
(s)
ν
c
×
∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs) ×
∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
∏
1≤r<s≤M
e−
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs) ×
∏
M+1≤r<s≤M+N
e
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs)
×
∏
1≤r<s≤M
|eiσr − eiσs |2α′k(r)µ Gµνk(s)ν ×
∏
M+1≤r<s≤M+N
|eiσr − eiσs |2α′k(r)µ Gµνk(s)ν
× F (qc, {σr} ,{k(r)}) , (3.45)
where F denotes contributions from the massive modes of closed-string. It is given by the
infinite products :
F
(
qc, {σr} ,
{
k(r)
})
≡
∞∏
n=1
〈0| exp
[
−q
n
c
n
αµnNµν α˜
ν
n
−
√
2α′qn/2c
n
M+N∑
r=M+1
k(r)µ
{(
1
ET
g
)µ
ν
ανne
−inσr +
(
1
E
g
)µ
ν
α˜νne
inσr
}]
× exp
[
−1
n
αµ−nNµν α˜
ν
−n
+
√
2α′
n
M∑
r=1
k(r)µ
{(
1
ET
g
)µ
ν
αν−ne
inσr +
(
1
E
g
)µ
ν
α˜ν−ne
−inσr
}]
|0〉 .
(3.46)
Further evaluations of the infinite products are carried out in Appendix B. We just quote
the result obtained there. The contributions from the massive modes turn out to be as follows:
F
(
qc, {σr} ,
{
k(r)
})
=
∞∏
n=1
(1− qnc )−p−1
×
∏
1≤r<s≤M
[∏∞
n=1
(
1− ei(σr−σs)qnc
) (
1− e−i(σr−σs)qnc
)
∏∞
n=1 (1− qnc )2
]2α′k(r)µ Gµνk(s)ν
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×
∏
M+1≤r<s≤M+N
[∏∞
n=1
(
1− ei(σr−σs)qnc
) (
1− e−i(σr−σs)qnc
)
∏∞
n=1 (1− qnc )2
]2α′k(r)µ Gµνk(s)ν
×
M∏
r=1
M+N∏
s=M+1


∏∞
n=0
(
1− ei(σr−σs)qn+1/2c
)(
1− e−i(σr−σs)qn+1/2c
)
∏∞
n=1 (1− qnc )2


2α′k
(r)
µ Gµνk
(s)
ν
.
(3.47)
For the comparison with open-string one-loop calculation it is convenient to write down the
amplitudes (3.45) by using the elliptic θ-functions. Appropriate θ-functions are θ1,4(ν|τ). They
have the following representations :
θ1(ν|τ) = 2q 18 sin πν
∞∏
n=1
(1− qn)(1− e2πiνqn)(1− e−2πiνqn),
θ4(ν|τ) =
∞∏
n=1
(1− qn)
∞∏
n=0
(1− e2πiνqn+ 12 )(1− e−2πiνqn+ 12 ), (3.48)
where we put q = e2πiτ .
We first pay attention to |eiσr−eiσs |2α′k(r)µ Gµνk(s)ν in Eq.(3.45). It can be combined with infinite
products in Eq.(3.47) and gives rise to
[
η(τ (c))−3θ1
(
|σr−σs|
2π
∣∣τ (c))]2α′k(r)µ Gµνk(s)ν . Here we have
taken into account that σr,s run only from 0 to 2π. We next consider q
−α′
4
∑M
r=1
∑M+N
s=M+1 k
(r)
µ g
µνk
(s)
ν
c
in Eq.(3.45). Using the first relation of (3.19) it can be written in terms of the open-string
tensors as follows :
q
−α′
4
∑M
r=1
∑M+N
s=M+1 k
(r)
µ g
µνk
(s)
ν
c
= q
1
16π2α′
∑M
r=1
∑M+N
s=M+1 k
(r)
µ (θGθ)
µνk
(s)
ν
c × q−
α′
4
∑M
r=1
∑M+N
s=M+1 k
(r)
µ G
µνk
(s)
ν
c . (3.49)
Let us introduce Kµ as the total momentum of the in-state : K ≡
∑M
r=1 k
(r). The first
factor can be written as q
− 1
16π2α′
Kµ(θGθ)µνKν
c due to the momentum conservation. We then
manage q
−α′
4
k
(r)
µ G
µνk
(s)
ν
c in the second factor. It can be combined with another infinite products in
Eq.(3.47) and gives rise to
[
η(τ (c))−3θ4
(
(σr−σs)
2π
∣∣τ (c))]2α′k(r)µ Gµνk(s)ν . Gathering these expressions
we finally find out :
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 12 (L0+L˜0−2)c ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉
=
(−detGµν
(2α′)(p+1)
)1/2
δp+1
(
M+N∑
r=1
k(r)
)
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×
∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs) ×
∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
× q
p−25
24
c η(τ
(c))−p+1
× q−
1
16π2α′
Kµ(θGθ)µνKν
c ×
M∏
r=1
M+N∏
s=M+1
[
η(τ (c))−3θ4
(
σr − σs
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
×
M∏
r=1
e
σr
2πi
k
(r)
µ θ
µνKν ×
∏
1≤r<s≤M
[
η(τ (c))−3θ1
( |σr − σs|
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
×
M+N∏
r=M+1
e
σr
2πi
k
(r)
µ θ
µνKν ×
∏
M+1≤r<s≤M+N
[
η(τ (c))−3θ1
( |σr − σs|
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
,
(3.50)
where the products of e
σr
2πi
k
(r)
µ θ
µνKν come from the following translations of the corresponding
terms in Eq.(3.45) :
∏
1≤r<s≤M
e−
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs) =
M∏
r=1
e
σr
2πi
k
(r)
µ θ
µν
(∑M
s=1 k
(s)
ν
)
,
∏
M+1≤r<s≤M+N
e
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs) =
M+N∏
r=M+1
e
σr
2πi
k
(r)
µ θ
µν
(
−∑M+Ns=M+1 k(s)ν ). (3.51)
We also note that contribution of the world-sheet reparametrization ghosts, which turns out to
be
∏∞
n=1(1 − qnc )2, has been included in Eq.(3.50). Together with the ghost contribution, q−1c
in Eq.(3.45) and
∏∞
n=1(1− qnc )−p−1 in F give rise to q
p−25
24
c η(τ (c))−p+1 in Eq.(3.50).
3.4 Comparison with open-string one-loop calculation
The amplitudes (3.50), combined with closed-string propagations along the Dirichlet directions,
should be compared with open-string tachyon one-loop amplitudes. We begin this subsection
with a brief exposition on the open-string calculation in a constant B field background of
closed-string.
3.4.1 Open-string one-loop calculation
Calculation of open-string one-loop amplitudes in a constant B field background is a direct
extension of that in the case of B = 0 (see e.g. [35]) except a quantization of open-string. Let
us first describe the quantization. Action of a bosonic open-string in this background is given
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by
S =
1
πα′
∫
dρ¯ ∧ dρ
2i
{
gMN ∂¯ρX
M(ρ, ρ¯)∂ρX
N(ρ, ρ¯) + 2πα′Bµν ∂¯ρXµ(ρ, ρ¯)∂ρXν(ρ, ρ¯)
}
, (3.52)
where the upper half-plane, Imρ ≥ 0, is taken as the world-sheet. An infinite strip (τ, σ)
(0 ≤ σ ≤ π) can be mapped to the upper half-plane by ρ = eτ+iσ. Taking variation of the
action, one can find that the Neumann and the Dirichlet boundary conditions are imposed on
open-string coordinates Xµ and X i respectively:
gµν(∂¯ρ − ∂ρ)Xν + 2πα′Bµν(∂¯ρ + ∂ρ)Xν
∣∣∣
ρ=ρ¯
= 0, X i
∣∣
ρ=ρ¯
= xi0. (3.53)
These boundary conditions can be managed in the mode expansions of XM . They turn out to
be as follows :
Xµ(ρ, ρ¯) = xˆµ0 − iα′pˆµ0 ln |ρ|2 + i
√
α′
2
∑
n 6=0
αµn
n
(ρ−n + ρ¯−n)
− i
2π
(θG)µν
{
pˆν0 ln
(
ρ
ρ¯
)
− 1√
2α′
∑
n 6=0
ανn
n
(ρ−n − ρ¯−n)
}
,
X i(ρ, ρ¯) = xi0 + i
√
α′
2
∑
n 6=0
αin
n
(ρ−n − ρ¯−n), (3.54)
where we translate the closed-string tensors into the open-string ones. The quantization is
prescribed in [8][9]. It turns out to be realized by the following commutation relations2 :
[xˆµ0 , xˆ
ν
0] = iθ
µν , [pˆµ0 , pˆ
ν
0] = 0, [xˆ
µ
0 , pˆ
ν
0] = iG
µν ,
[αµm, α
ν
n] = mG
µνδm+n, [α
i
m, α
j
n] = mg
ijδm+n. (3.55)
The commutation relation of xˆµ0 indicates the non-commutativity of the world-volume [6][7].
Related with a prescription of normal orderings relative to the SL2(R)-invariant vacuum of
open-string, it is convenient to introduce [36] commutative zero-modes x˜µ0 ≡ xˆµ0 + 12(θG)µν pˆν0
instead of the non-commutative ones. They satisfy the standard canonical relations ; [x˜µ0 , x˜
ν
0] =
[pˆµ0 , pˆ
ν
0] = 0 and [x˜
µ
0 , pˆ
ν
0] = iG
µν . In what follows we adopt the standard normal ordering of
(x˜µ0 , pˆ
µ
0 , α
µ
n, α
i
n). It is also denoted by : : .
The Virasoro generators Ln can be obtained from the energy-momentum tensor T (ρ) =
− 1
α′
gMN∂ρX
M∂ρX
N by T (ρ) =
∑
m Lmρ
−m−2. They turn out to have the following forms :
L0 = α
′Gµν pˆµ0 pˆ
ν
0 +
( ∞∑
m=1
Gµνα
µ
−mα
ν
m + gijα
i
−mα
j
m
)
,
2 Notations used for open-string are similar to those for closed-string as far as they do not cause any confusion.
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Ln =
1
2
∑
m∈Z
(
Gµνα
µ
n−mα
ν
m + gijα
i
n−mα
j
m
)
for n 6= 0, (3.56)
where we put αµ0 ≡
√
2α′pˆµ0 . Among these generators open-string propagator is given by
∆ ≡ 1
L0−1 . Evolution of open-string on the upper half-plane is described by ξ
L0−2 due to an
integral representation ∆ =
∫ 1
0
dξ ξL0−2.
It is useful to observe the open-string coordinates, particularly Xµ(ρ, ρ¯), at the boundary of
the world-sheet. We may use the radial coordinates (ξ, σ), where ξ ≡ |ρ|, as a parametrization
of the upper half-plane. They can be read as follows :
Xµ(ρ, ρ¯)|σ=0 = x˜µ0 −
1
2
(θG)µν pˆ
ν
0 − 2iα′pˆµ0 ln ξ + i
√
2α′
∑
n 6=0
αµn
n
ξ−n,
Xµ(ρ, ρ¯)|σ=π = x˜µ0 +
1
2
(θG)µν pˆ
ν
0 − 2iα′pˆµ0 ln ξ + i
√
2α′
∑
n 6=0
αµn
n
(−ξ)−n. (3.57)
At both boundaries σ = 0 and σ = π, effect of the non-commutativity of the world-volume (the
θ-dependence) is encoded only in the zero modes while the massive part acquires the standard
mode expansion. Open-string amplitudes are correlation functions between local operators
inserted at the boundaries. It follows from Eq.(3.57) that θ-dependence of local operators such
as tachyon- and gluon-vertices are encoded only in their zero modes. One-loop amplitudes
can be obtained in the operator formalism simply by taking a trace of these operators with
the propagators inserting among them. The integral representation of the propagator may be
used. The zero mode dependent part decouples from the others in ξL0−2. Therefore, for the
particular cases of tachyons and gluons, only the zero-modes of open-string are influenced by
the non-commutativity of the world-volume.
Let us consider one-loop amplitudes of tachyon vertex operators. We introduce open-string
tachyon vertex operator of momentum k by
V openT (ξ, σ; k) ≡ : eikµX
µ(ρ,ρ¯) :
∣∣
ρ=ξeiσ
. (3.58)
We consider the scattering process of M +N tachyons with momenta k(r). It is worth noting
that the momenta k(r) have only components along the Neumann directions. It is because the
propagation of open-string is restricted along the D-brane world-volume. Diagram describing
the one-loop scattering process can be drawn on the upper half-plane as depicted in Figure 3.
An open-string evolves along the radial direction from the outer semi-circle to the inner one
and interacts with the tachyon vertices at its ends. Two semi-circles are identified with each
other and thereby the diagrams is interpreted as an open-string one-loop. The corresponding
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 PSfrag replacements
ρ
0 1−1
k(1)k(M)k(M+1) k(M+N)
ξ1ξM−ξM+1 −ξM+N
Figure 3: Open-string one-loop diagram drawn on the upper half-plane. Two semi-circles are
identified with each other.
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tachyon amplitude, which we call IT
(
(k(1), · · · , k(M)); (k(M+1), · · · , k(M+N))), is given by a sum
of traces of their products arranged in cyclically distinct orders with keeping their partial cyclic
orderings at the both ends :
IT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
≡ Tr{∆V openT (1, 0; k(1)) · · ·∆V openT (1, 0; k(M))
× ∆V openT
(
1, π; k(M+1)
) · · ·∆V openT (1, π; k(M+N))}
+ · · · · · · . (3.59)
We can evaluate the amplitude in the standard manner. Let us recall that the tachyon vertex
operator enjoys the properties :
ξL0V openT (1, 0; k)ξ
−L0 = ξα
′kµGµνkνV openT (ξ, 0; k),
ξL0V openT (1, π; k)ξ
−L0 = ξα
′kµGµνkνV openT (ξ, π; k). (3.60)
Combined with the integral form of ∆, this enables us to write the amplitude as follows :
IT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
=
∫
0≤ξM+N≤ξM+N−1≤···≤ξ1≤1
M+N∏
r=1
dξr
ξr
×
M+N∏
r=1
ξα
′k
(r)
µ Gµνk
(r)
ν
r
× Tr{V openT (ξ1, 0; k(1)) · · ·V openT (ξM , 0; k(M))
×V openT
(
ξM+1, π; k
(M+1)
) · · ·V openT (ξM+N , π; k(M+N)) ξL0−1M+N}
+ · · · · · · . (3.61)
The coordinates ξr, which appear in the RHS as insertion points of the tachyon vertices, can
be thought to provide a parametrization of the diagram. Another parametrization may be
obtained by mapping the diagram to a cylinder with width π. See Figure 4. Correspondingly
ξr are mapped to νr by νr = − ln ξr. We put τ (o) ≡ − ln ξM+N . We may use τ (o) instead of
νM+N . The evolution of open-string becomes manifest in this parameterization. In the figure
an open-string with width π evolves along the real axis from the origin to τ (0), interacting with
the tachyon vertices inserted at νr or νr + iπ.
After a little calculation of the traces in the RHS of Eq.(3.61) we can obtain the amplitude
in an integral form. In terms of τ (o) and νr this integral can be written as follows :
IT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
=
√−detGµνδ(p+1)
(
M+N∑
r=1
k(r)
)
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u
0
iπ
k(1) k(M)
k(M+1) k
(M+N)
ν1 νM
νM+1 + iπ νM+N + iπ
τ (o)
Figure 4: Open-string one-loop diagram drawn on the u-plane. Two bold vertical lines are identified
with each other.
29
×
∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ×
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
×
∫
dτ (o)
M+N−1∏
r=1
dνr
( π
α′τ (o)
)p+1
2
e
26−D
24
τ (o)η
(
−τ
(o)
2πi
)−D+2
× e 14α′τ(o)Kµ(θGθ)µνKν ×
M+N∏
r=1
e
−i νr
τ(o)
k
(r)
µ θ
µνKν
×
M∏
r=1
M+N∏
s=M+1
[
e
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
(νs + iπ)− νr
2πi
∣∣∣∣ −τ (o)2πi
)]2α′k(r)µ Gµνk(s)ν
×
∏
1≤r<s≤M
[
ie
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
νs − νr
2πi
∣∣∣∣ −τ (o)2πi
)]2α′k(r)µ Gµνk(s)ν
×
∏
M+1≤r<s≤M+N
[
ie
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
νs − νr
2πi
∣∣∣∣ −τ (o)2πi
)]2α′k(r)µ Gµνk(s)ν
,
(3.62)
where the integral is performed over the region :
τ (o) ∈ R≥0,
0 ≤ ν1 ≤ · · · ≤ νM ≤ τ (0),
0 ≤ νM+1 ≤ · · · ≤ νM+N−1 ≤ τ (0). (3.63)
Contribution of the world-sheet reparametrization ghosts, which is equal to
∏∞
n=1(1− e−nτ
(o)
)2,
has been included. We note that Kµ used in the above is given by Kµ =
∑M
r=1 k
(r)
µ .
3.4.2 Comparison with one-loop amplitudes of open-string
To compare the open-string one-loop amplitude (3.62) with Eq.(3.50) we map the cylinder
drawn on the u-plane (Figure 4) to a cylinder with width 2π2/τ (o) on the v-plane by the
conformal transformation v = 2πu/τ (o). See Figure 5. νr are mapped to σr by σr = 2πνr/τ
(o).
We put τ (c) ≡ 2πi/τ (o). These provide a new parametrization of the diagram, which makes
an evolution of closed-string manifest. A closed-string with circumference 2π evolves along the
imaginary axis, starting from the real axis where it interacts with M open-string tachyons and
ending on Imv = π|τ (c)| where it interacts with N open-string tachyons. We note that the
insertion point of the (M +N)-th open-string tachyon is fixed at σM+N = 2π.
Let us describe the one-loop scattering amplitude of M+N tachyons as an integral with re-
spect to τ (c) and σr. By making use of the modular transform, θ1(ν/τ |−1/τ) = −i
√−iτeπiν2/τθ1(ν|τ),
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 PSfrag replacements
v
0 2π
k(1) k(M)
k(M+1) k(M+N)
σ1 σM
σM+1 + πτ
(c) σM+N + πτ
(c)
πτ (c)
Figure 5: Open-string one-loop diagram drawn on the v-plane. Two bold vertical lines are identified
with each other.
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we can express several correlations appearing in Eq.(3.62) by means of τ (c) and σr :
e
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
(νs + iπ)− νr
2πi
∣∣∣∣ −τ (o)2πi
)
= (−iτ (c))−1η(τ (c))−3θ4
(
σs − σr
2π
∣∣∣∣ τ (c)
)
,
ie
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
νs − νr
2πi
∣∣∣∣ −τ (o)2πi
)
= (−iτ (c))−1η(τ (c))−3θ1
(
σs − σr
2π
∣∣∣∣ τ (c)
)
.
(3.64)
Other ingredients can be also expressed in terms of these parameters. The integral turns out
to be as follows :
IT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
=
(−detGµν
(2α′)p+1
)1/2
δ(p+1)
(
M+N∑
r=1
k(r)
)
×
∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ×
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
× (−2πi)
∫ i∞
i0
dτ (c)
∫ M+N−1∏
r=1
dσr e
26−D
24
2πi
τ(c)
(−iτ (c))− d2 η(τ (c))−D+2
×
M+N∏
r=1
(−iτ (c))α′k(r)µ Gµνk(r)ν −1
× e τ
(c)
8πiα′
Kµ(θGθ)µνKν ×
M∏
r=1
M+N∏
s=M+1
[
η(τ (c))−3θ4
(
σs − σr
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
×
M∏
r=1
e
σr
2πi
k
(r)
µ θ
µνKν ×
∏
1≤r<s≤M
[
η(τ (c))−3θ1
(
σs − σr
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
×
M+N∏
r=M+1
e
σr
2πi
k
(r)
µ θ
µνKν ×
∏
M+1≤r<s≤M+N
[
η(τ (c))−3θ4
(
σs − σr
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
,
(3.65)
where the integration region becomes as follows :
τ (c) ∈ iR≥0,
0 ≤ σ1 ≤ · · · ≤ σM ≤ 2π,
0 ≤ σM+1 ≤ · · · ≤ σM+N−1 ≤ 2π. (3.66)
The above integral form allows us to express the one-loop amplitude of M +N open-string
tachyons by using the closed-string amplitude given in Eq.(3.50). We need to include the
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contribution of closed-string propagations along the Dirichlet directions. This is carried out by
multiplying Eq.(3.50) by 〈BD|q
L0+L˜0
2
c |BD〉 = qd/24c (−iτ (c))−d/2η(τ (c))−d. Thus we finally obtain
the following equality :
IT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
= (−2πi)
∫ i∞
i0
dτ (c) e
2πi
(
τ (c)+ 1
τ(c)
)
26−D
24
M+N∏
r=1
(−iτ (c))α′k(r)µ Gµνk(r)ν −1
[∫ M+N−1∏
r=M+1
dσr 〈BD| ⊗
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣]
× q
L0+L˜0−2
2
c
[∫ M∏
r=1
dσr
∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉⊗ |BD〉
]
,
(3.67)
where the integration is performed on the region (3.66). Additional two factors appearing in the
RHS vanish when we impose the on-shell conditions on k(r) at the critical dimensions (D = 26).
Thus we showed that our boundary states (3.31) correctly reproduce the corresponding open-
string one-loop amplitudes. We note that this computation implies as well that normalization
factor used in Eq.(2.25) is properly chosen to reproduce the corresponding amplitudes.
4 UV limit of Non-Commutative Scalar Field Theory
Low-energy description of world-volume theories of p-brane can be obtained by taking a zero-
slope limit α′ → 0 so that it makes all perturbative stringy states (mass2 ∼ 1/α′) of open-
string infinitely heavy and decouple from the light states. Low-energy effective theory relevant
to open-string tachyons in the presence of a constant B field is a scalar field theory on the
non-commutative world-volume. In general, quantum field theories on a non-commutative
space suffer the UV-IR mixing [11] which originates in the non-commutativity. It causes [37] a
serious problem on the renormalization prescription of these theories. In this section, based on
the results obtained so far, we investigate the UV behavior of the non-commutative scalar field
theory. For this sake it is convenient to start with a brief description of the above zero-slope
limit of the one-loop amplitudes of M +N tachyons. Our study in this section is restricted to
the case of 25-brane in the critical dimensions.
The amplitude is described in (3.62) as an integral, where τ (o) and νr are used as the integral
variables. Since these parameters make an evolution of open-string manifest in the scattering
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process, we call them open-string parameters. For the same reason we call τ (c) and σr closed-
string parameters. The zero-slope limit of the amplitude (3.62) will be a field theory one-loop
amplitude, particularly written in the Schwinger representation [12][13][14][15][16][32]. Open-
string parameters are translated to the Schwinger parameters in the low-energy world-volume
theory. For the dimensional reasons we put
s(o) ≡ α′τ (o), Tr ≡ α′νr. (4.1)
In order to obtain a proper field theory limit of open-string the field theory parameters s(o) and
Tr need to be fixed under the zero-slope limit. Simultaneously we also need to fix open-string
tensors Gµν and θ
µν since they describe a classical geometry of the world-volume. In an actual
derivation of the zero-slope limit we first rewrite the integral in terms of these field theory
parameters and then pick up the dominant contribution of the α′-expansion. Let us take a
look at correlations appearing in Eq.(3.62). Terms which become dominant after the above
translations can be read as follows :[
e
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
(νs + iπ)− νr
2πi
∣∣∣∣ −τ (o)2πi
)]2α′k(r)µ Gµνk(s)ν
≈
[
e
− (Ts−Tr)2
s(o)
+|Ts−Tr |
]k(r)µ Gµνk(s)ν
,
[
ie
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
νs − νr
2πi
∣∣∣∣ −τ (o)2πi
)]2α′k(r)µ Gµνk(s)ν
≈
[
e
− (Ts−Tr)2
s(o)
+|Ts−Tr |
]k(r)µ Gµνk(s)ν
. (4.2)
We also note that the dominant contribution of η(−τ (o)/2πi)−24 in Eq.(3.62) is es(o)/α′ . Gather-
ing these estimations the following integral [12][13][14][15][16][32] turns out to be the zero-slope
limit :
IT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
≈ π
13
α′M+N
√−detGµνδ26
(
M+N∑
r=1
k(r)
) ∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ×
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
×
∫
ds(o)(s(o))−13 exp
{
s(o)
α′
+
Kµ(θGθ)
µνKν
4s(o)
}∫ M+N−1∏
r=1
dTr
×
M+N∏
r=1
e
−i Tr
s(0)
k
(r)
µ θ
µνKν ×
M+N∏
r<s
[
e
− (Tr−Ts)2
s(o)
+|Tr−Ts|
]k(r)µ Gµνk(s)ν
, (4.3)
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where the integral is performed over the region :
s(o) ∈ R≥0,
0 ≤ T1 ≤ · · · ≤ TM ≤ s(o),
0 ≤ TM+1 ≤ · · ·TM+N−1 ≤ s(o). (4.4)
Eq.(4.3) can be identified with one-loop amplitude of open-string tachyon φ (a scalar particle
of mass2 = −1/α′) living on the non-commutative world-volume. It is the amplitude obtained
from the corresponding one-loop Feynman diagram consisting ofM+N trivalent vertices. Each
of the vertices represents the following cubic interaction :
Lint = 1
3
φ ⋆ φ ⋆ φ(x). (4.5)
Here we introduce the Moyal product (an associative non-commutative product) by
f ⋆ g(x) ≡ lim
y→x
exp
{
i
2
θµν
∂
∂xµ
∂
∂yν
}
f(x)g(y). (4.6)
The Feynman rule becomes a little complicated due to the above Moyal products. But the
Feynman integral can be evaluated by using the standard technique [39] and translated to
Eq.(4.3).
We can find exp
{
s(o)
α′
+ Kµ(θGθ)
µνKν
4s(o)
}
= exp
{
s(o)
α′
}
× exp
{
Kµ(θGθ)µνKν
4s(o)
}
in the integral of
Eq.(4.3). The first term comes from the Schwinger representation of the tachyon propagator,
exp
{−s(0)(p2 − 1
α′
)
}
. This is the standard term which appears in ordinary field theory one-loop
amplitudes. The second term can be understood [11] as a UV regularization (a regularization
of the integration near s(o) = 0). It is a curious regularization since it depends on the external
momentum, K =
∑M
r=1 k
(r). This feature can be thought of as a characteristic of quantum
field theories on a non-commutative space and makes field theoretical description of physics at
high energy scale difficult. It should be also noted that integrations in Eq.(4.3) have potential
singularities at Tr = Ts (r 6= s). These singularities can be already seen in the integral (3.62).
Although we do not describe their regularization here, prescription used [34] for the cubic
open-string field theory will be effective.
4.1 UV limit of non-commutative scalar field theory
Both parameters (τ (o), νr) and (τ
(c), σr) are regarded as coordinates of the moduli space of
conformal classes of cylinder with M +N punctures at the boundaries. For each values of the
closed-string parameters we obtain a graph as depicted in Figure 5. Set of these graphs is the
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above moduli space. Strictly speaking, these graphs are representatives of the conformal classes
and thus it is possible to make different choices. For each values of the open-string parameters
we obtain a graph as depicted in Figure 4. It can be identified in the standard manner with
a metrized trivalent one-loop ribbon graph. Metric of the graph is given by the open-string
parameters. These metrized ribbon graphs can be chosen as the representatives. Therefore the
open-string parameters give another set of coordinates of the moduli space.
The above moduli space has several ends. Typically we have two ends at τ (o) = 0 and
τ (o) = +∞. The previous zero-slope limit of open-string is related with the end at the infinity
as can be seen from Eq.(4.1). Actual procedure to obtain the zero-slope limit (4.3) shows that
the field theory amplitude is a suitable magnification of the integral (3.62) on an infinitesimal
neighbourhood around this end. We want to know the UV behavior of the world-volume theory.
For such a purpose we need to focus on the region s(o) ≈ 0. One possible resolution may be
obtained by taking a zero-slope limit such that it magnifies an infinitesimal neighbourhood
around another end located at τ (o) = 0. Near this end use of the closed-string parameters will
be effective as the open-string parameters near the infinity. Let us examine a zero-slope limit
which will be taken by fixing the following parameters :
s(c) ≡ α′|τ (c)|, σr. (4.7)
In the course of taking the limit we also fix open-string tensors Gµν and θ
µν in order to capture
the world-volume theory. It follows from Eq.(3.19) that this makes the limit different from
the standard field theory limit of closed-string. Transformation between the open- and the
closed-string parameters leads s(c) = 2πα′ · α′
s(o)
and σr = 2π
Tr
s(o)
. For s(c) and σr to remain finite
the original field theory parameters need to satisfy s(o) ≪ α′ and Tr ≈ s(o). We cannot neglect
effects of all the perturbative stringy states of open-string at such a trans-string scale. Hence
the limit in question includes their effects.
Relevant integral form of one-loop amplitude of M + N open-string tachyons is given by
Eq.(3.65) using the closed-string parameters or equivalently by Eq.(3.67) using the boundary
states. We generalize the amplitude by dropping out the factor
∏M+N
r=1 (−iτ (c))α
′k
(r)
µ G
µνk
(r)
ν −1 in
the integral and introduce the following quantity 3 :
JT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
≡ (−2πi)
∫ i∞
i0
dτ (c)
[∫ M+N−1∏
r=M+1
dσr
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣]
3We put p = 25 and D = 26.
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× q
L0+L˜0−2
2
c
[∫ M∏
r=1
dσr
∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉
]
, (4.8)
where the integral is performed over the region (3.66). σM+N is fixed to 2π. When k
(r) satisfy
the on-shell conditions the above JT coincides with the original amplitude. It is an off-shell
generalization slightly different from the original one.
Let us take the zero-slope limit. We first look at correlations which appear in Eq.(4.8).
They can be read from Eq.(3.65). Terms which become dominant after the translations (4.7)
are as follows : [
η
(
τ (c)
)−3
θ4
(
σs − σr
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
≈ eπ2 s(c)k(r)µ Gµνk(s)ν ,
[
η
(
τ (c)
)−3
θ1
(
σs − σr
2π
∣∣∣∣ τ (c)
)]2α′k(r)µ Gµνk(s)ν
≈ 1. (4.9)
We also note that the dominant contribution of η(τ (c))−24 in Eq.(3.65) is e
2π
α′
s(c). Gathering
these estimations the following integral turns out to be the zero-slope limit :
JT
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
≈ 2π
α′
δ26
(
M+N∑
r=1
k(r)
)[∫
ds(c) exp
{
−πs
(c)
2
(
Kµg
µνKν − 4
α′
)}]
×
(−detGµν
(2α′)26
)1/4 ∫ M∏
r=1
dσr
∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν
M∏
r=1
e−ik
(r)
µ θ
µνKν
σr
2π
×
(−detGµν
(2α′)26
)1/4 ∫ M+N−1∏
r=M+1
dσr
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
M+N∏
r=M+1
e−ik
(r)
µ θ
µνKν
σr
2π ,
(4.10)
where the integral is performed over the region : (σM+N is fixed to 2π.)
s(c) ∈ R≥0,
0 ≤ σ1 ≤ · · · ≤ σM ≤ 2π,
0 ≤ σM+1 ≤ · · · ≤ σM+N−1 ≤ 2π. (4.11)
Here the closed-string metric gµν should be understood as gµν ≈ − (θGθ)µν
(2πα′)2
by using Eq.(3.19).
It is important to compare the above zero-slope limit with the previous one. In Eq.(4.10) the
Schwinger propagator exp
{
−πs(c)
2
(
Kµg
µνKν − 4α′
)}
is integrated and gives rise to the propa-
gator of closed-string tachyon of momentum K, while the counterpart in Eq.(4.3) consists of
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two parts one of which is standard in field theories and the other is a curious regularization
factor originated in the non-commutativity. The factors
[
exp
{
− (Tr−Ts)2
s(o)
+ |Tr − Ts|
}]k(r)µ Gµνk(s)ν
found in Eq.(4.3) describe correlations between two open-string tachyons inserted at Tr and Ts
in the Schwinger time. These correlations are made by propagations of open-string tachyon
between them and particularly have their origin in kinetic energy p2 of the propagating open-
string tachyon. These correlations are lost in Eq.(4.10). This indicates that open-string tachyon
becomes topological at the trans-string scale and that it is described by a one-dimensional topo-
logical field theory. Vanishing of the correlations originates in the modular transforms (3.64).
So this is a stringy effect.
4.2 Factorization by straight open Wilson lines
We now consider generating function of amplitudes (4.8) and examine the zero-slope limit. Let
ϕ(k) be the Fourier modes of open-string tachyon field : φ(x) =
∫
dk
(2π)13
ϕ(k)eikµx
µ
. Since it is a
real scalar field, the Fourier modes satisfy ϕ(k) = ϕ(−k), where the overline denotes complex
conjugation. We examine the zero-slope limit of the following generating function :
∞∑
M=0
∞∑
N=1
∫ M+N∏
r=1
dk(r)
(2π)13
JT
((
k(1), · · · , k(M)) ; (−k(M+1), · · · ,−k(M+N)))
×
M∏
r=1
ϕ(k(r))
M+N∏
r=M+1
ϕ(−k(r)). (4.12)
Let us start with taking the zero-slope limit term by term in the sum. The total momentum
is conserved in each term. It can be translated to the following integral :
δ26
(
M∑
r=1
k(r) −
M+N∑
r=M+1
k(r)
)
=
∫
dp δ26
(
p +
M∑
r=1
k(r)
)
δ26
(
p+
M+N∑
r=M+1
k(r)
)
=
∫
dp δ26
(
p+
M∑
r=1
k(r)
)
e−
i
2
pµθµν
∑M
r=1 k
(r)
ν δ26
(
p+
M+N∑
r=M+1
k(r)
)
e
i
2
pµθµν
∑M+N
r=M+1 k
(r)
ν
=
∫
dp
(∫
dx
(2π)26
eipµx
µ
eik
(r)
µ x
µ
)
e−
i
2
pµθµν
∑M
r=1 k
(r)
ν
×
(∫
dy
(2π)26
e−ipµy
µ
e−ik
(r)
µ y
µ
)
e
i
2
pµθµν
∑M+N
r=M+1 k
(r)
ν . (4.13)
The zero-slope limit can be obtained by using Eq.(4.10). It turns out to be expressed in terms
of the Moyal products. The above rearrangement of the momentum conservation is used in this
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course. It yields the following products :∫ M∏
r=1
dk(r)
(2π)13
eipµx
µ
e−
i
2
pµθµν
∑M
r=1 k
(r)
ν
∏
1≤r<s≤M
e−i
i
2
k
(r)
µ θ
µνk
(s)
ν
M∏
r=1
ϕ(k(r))eik
(r)
µ (xµ+θµνpν σr2π )
= eipµx
µ
⋆ φ(x0(σ1)) ⋆ φ(x0(σ2)) ⋆ · · · ⋆ φ(x0(σM)). (4.14)
Here we introduce straight line x0(σ) in the world-volume by x
µ
0 (σ) ≡ xµ + θµνpν σ2π with
0 ≤ σ ≤ 2π, and the Moyal products are taken with respect to x. After these replacements the
zero-slope limit turns out to be :∫ M+N∏
r=1
dk(r)
(2π)13
JT
((
k(1), · · · , k(M)) ; (−k(M+1), · · · ,−k(M+N)))
×
M∏
r=1
ϕ(k(r))
M+N∏
r=M+1
ϕ(−k(r))
≈ 2π
α′
∫
dp
[∫ ∞
0
ds(c) exp
{
−πs
(c)
2
(
pµg
µνpν − 4
α′
)}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eipµx
µ
⋆
[∫ M∏
r=1
dσrφ(x0(σ1)) ⋆ · · · ⋆ φ(x0(σM))
]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eipµxµ ⋆
[∫ M+N−1∏
r=M+1
dσrφ(x0(σM+1)) ⋆ · · · ⋆ φ(x0(σM+N ))
]
,
(4.15)
where the integrations on σr are performed over the region (4.11).
The zero-slope limit of the generating function (4.12) can be obtained by summing up
Eq.(4.15) with respect to M and N . Let us introduce path-ordered exponential along a line
xµ(σ). It is defined by
P⋆
[
exp
{∫ 2π
0
dσφ(x(σ))
}]
≡
∞∑
M=0
∫
0≤σ1≤···≤σM≤2π
M∏
r=1
dσrφ(x(σ1)) ⋆ · · · ⋆ φ(x(σM )) . (4.16)
This is an analogue of the Wilson line in gauge theories. Each summation of the Moyal products
of Eq.(4.15) gives the path-ordered exponential along the straight line. The zero-slope limit
can be written as follows :
∞∑
M=0
∞∑
N=1
∫ M+N∏
r=1
dk(r)
(2π)13
JT
((
k(1), · · · , k(M)) ; (−k(M+1), · · · ,−k(M+N)))
×
M∏
r=1
ϕ(k(r))
M+N∏
r=M+1
ϕ(−k(r))
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≈ 2π
α′
∫
dp
[∫ ∞
0
ds(c) exp
{
−πs
(c)
2
(
pµg
µνpν − 4
α′
)}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eipµx
µ
⋆ P⋆
[
exp
{∫ 2π
0
dσφ(x0(σ))
}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eipµxµ ⋆ P⋆
[
exp
{∫ 2π
0
dσφ(x0(σ))
}]
⋆ φ(x0(2π)) .
(4.17)
Insertion of φ(x0(2π)) makes the above equation asymmetric. This term has its origin in one-
loop calculation of open-string or tachyon field on the world-volume. The one-loop diagram has
a U(1) symmetry which generates a constant simultaneous shift of the Schwinger parameters.
This U(1) symmetry is fixed in the previous discussion by putting τ (o) = − ln ξM+N . It becomes
equivalent to σM+N = 2π. Modulo fixing the U(1) symmetry, Eq.(4.17) shows that the gener-
ating function is factorized at the zero-slope limit into a sum of products of P⋆
[
e
∫ 2π
0 dσφ(x0(σ))
]
and that open Wilson lines with the same velocity
dxµ0 (σ)
dσ
= θ
µνpν
2π
interact with each other by
exchanging closed-string tachyon with momentum pµ.
A factorization of one-loop amplitudes of non-commutative scalar field theory is considered
in [32][38] and claimed there to be realized at the low-energy of this field theory by using the
path-ordered exponentials. The procedure of the zero-slope limit adopted in those papers are
quite different form that of the present paper. Our limiting procedure is not the conventional
one to obtain the field theory limit of open-string. In fact the present limit would reduce to
the field theory limit of closed-string if the B field were vanishing. We would like to emphasize
that the existence of the B field makes the limit different from the conventional field theory
limit of closed-string.
5 Coordinate and Momentum Eigenstates of Closed-String
We make a digression from the previous discussion on the world-volume theory. In this section
we introduce coordinate and momentum eigenstates of closed-string and make some observation
on their relation with the boundary states. These eigenstates will play important roles in the
subsequent discussions.
We begin with a simple remark on closed-string momentum currents. These currents are
introduced by taking functional derivatives of the action : PM(σ, τ) = i
δS[X]
δ∂τXM (σ,τ)
. We have two
expressions of the action, (2.2) and (2.3). They provide two momentum currents, which coincide
for the Dirichlet directions but become slightly different from each other for the Neumann
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directions. When the action (2.3) is used one obtains
Pµ(σ, τ) ≡ i
2πα′
gµν∂τX
ν(σ, τ) , (5.1)
while the action (2.2) leads to
P (B)µ (σ, τ) ≡
i
2πα′
(
gµν∂τX
ν(σ, τ)− i2πα′Bµν∂σXν(σ, τ)
)
. (5.2)
Their conserved charges become the same, that is, momentum pµ, since these are integrals of
the currents over the circle. Whichever momentum current one adopts as the conjugate variable
of Xµ(σ, τ), canonical quantization of closed-string leads to the same commutation relations
(2.5).
Let XˆM(σ) be closed-string coordinate operators. They are simply given by XˆM(σ) ≡
XM(σ, 0). The conjugate momentum operators PˆM(σ) are those operators satisfying
[
XˆM(σ),
PˆN(σ
′)
]
= iδMN δ(σ − σ′) 4. These are given by the above momentum currents. Due to the
existence of two different currents we have two operators, PˆM(σ) ≡ PM(σ, 0) and Pˆ (B)M (σ) ≡
P
(B)
M (σ, 0). All these operators are periodic with respect to σ. We may provide their mode
expansions similar to Eq.(2.4). For the later discussion these turn out to be inconvenient.
Instead we use the following mode expansions :
XˆM(σ) = xˆM0 +
1√
2
∞∑
n=1
(
χˆMn e
−inσ + χˆ†Mn e
inσ
)
,
PˆM(σ) =
1
2π
[
pˆ0M +
1√
2
∞∑
n=1
(
ψˆnMe
−inσ + ψˆ†nMe
inσ
)]
,
Pˆ
(B)
M (σ) =
1
2π
[
pˆ0M +
1√
2
∞∑
n=1
(
ˆ̺nMe
−inσ + ˆ̺†nMe
inσ
)]
, (5.3)
where χˆ†Mn , ψˆ
†
nM and ˆ̺
†
nM are the hermitian conjugates of the corresponding ones. Their
commutation relations can be read as follows :
[xˆM0 , pˆ0N ] = iδ
M
N , [χˆ
M
m , ψˆ
†
nN ] = [χˆ
†M
m , ψˆnN ] = 2iδ
M
N δm,n ,
[χˆMm , ˆ̺
†
nN ] = [χˆ
†M
m , ˆ̺nN ] = 2iδ
M
N δm,n , otherwise= 0 . (5.4)
4 The delta function on the circle is given by
δ(σ) =
1
2π
∑
n∈Z
einσ (0 ≤ σ < 2π) .
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These oscillator modes are linear sums of the standard oscillator modes of XM(σ, τ). For
the reader’s convenience we attach below the dictionary :
χˆMn = i
√
α′
n
(
αMn − α˜M−n
)
, χˆ†Mn = −i
√
α′
n
(
αM−n − α˜Mn
)
,
ψˆnM =
1√
α′
gMN
(
αNn + α˜
N
−n
)
, ψˆ†nM =
1√
α′
gMN
(
αN−n + α˜
N
n
)
,
ˆ̺nM =
1√
α′
(
EMNα
N
n + E
T
MN α˜
N
−n
)
, ˆ̺†nM =
1√
α′
(
EMNα
N
−n + E
T
MN α˜
N
n
)
, (5.5)
where the (i, j)-components of E are understood as gij. Therefore we have ψˆni = ˆ̺ni and
ψˆ†ni = ˆ̺
†
ni.
5.1 Coordinate and momentum eigenstates
Coordinate and momentum eigenstates are respectively eigenstates of Xˆ(σ) and Pˆ (σ) or Pˆ (B)(σ).
We describe them in some detail. These are closed-string extensions of those obtained [40] for
open-string.
Coordinate eigenstates
We first describe the coordinate eigenstates. They are characterized by two conditions ; (i)
they are eigenstates of the string coordinate operators,
XˆM(σ)|X〉 = XM(σ)|X〉, (5.6)
and (ii) they satisfy the orthonormality condition,
〈X|X ′〉 =
∏
0≤σ<2π
δ(X(σ)−X ′(σ)), (5.7)
where we abbreviate the superscriptM in the RHS. Dual states 〈X| are defined by the hermitian
conjugation. It is done by simultaneous operations of the BPZ and complex conjugations.
The above conditions determine the eigenstates. We factorize them into products of the
Neumann and the Dirichlet sectors :
|X〉 = |XN〉 ⊗ |XD〉, (5.8)
where |XN,D〉 are the coordinate eigenstates of the corresponding directions. Let us provide
oscillator representations of these states. Taking account of the mode expansions (5.3) we
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parametrize the eigenvalues in terms of complex variables χMn (n ∈ Z≥1) besides the zero-
modes xM0 . We put
XM(σ) = xM0 +
1√
2
∞∑
n=1
(
χMn e
−inσ + χMn e
inσ
)
. (5.9)
The eigenstates are given by the following infinite products :
|XN〉 = |x0N 〉 ⊗
∞∏
n=1
|χn, χ¯n〉N , |XD〉 = |x0D〉 ⊗
∞∏
n=1
|χn, χ¯n〉D . (5.10)
Here |x0N〉 = |x0N = (xµ0 )〉 ( resp. |x0D〉 ) are the normalized eigenstates of the zero modes xˆµ0
(resp. xˆi0) with eigenvalues x
µ
0 ∈ Rp+1 (resp. xi0), and their normalization conditions are
〈x′0N |x0N〉 =
p∏
µ=0
δ
(
x′µ0 − xµ0
)
, 〈x′0D|x0D〉 =
D−1∏
i=p+1
δ
(
x′i0 − xi0
)
. (5.11)
|χn, χ¯n〉N (resp. |χn, χ¯n〉D ) are the normalized eigenstates of (χˆµn, χˆ†µn ) (resp. (χˆin, χˆ†in )) with
eigenvalues (χµn, χ¯
µ
n) (resp. (χ
i
n, χ¯
i
n)). Their normalization conditions are chosen as
N〈χ′n, χ¯′n| χn, χ¯n〉N =
p∏
µ=0
δ (Reχ′µn − Reχµn) δ (Imχ′µn − Imχµn) ,
D〈χ′n, χ¯′n| χn, χ¯n〉D =
D−1∏
i=p+1
δ
(
Reχ′in − Reχin
)
δ
(
Imχ′in − Imχin
)
. (5.12)
The orthonormality (5.7) follows from the above conditions imposed on each eigenstates :
〈X|X ′〉 = 〈x0|x′0〉
∞∏
n=1
〈χn, χ¯n|χ′n, χ¯′n〉
= δ(x0 − x′0)
∞∏
n=1
δ(Reχn − Reχ′n)δ(Imχn − Imχ′n)
=
∏
0≤σ<2π
δ(X(σ)−X ′(σ)), (5.13)
where we put |x0〉 ≡ |x0N 〉 ⊗ |x0D〉 and |χn, χ¯n〉 ≡ |χn, χ¯n〉N ⊗ |χn, χ¯n〉D.
The steps to obtain oscillator realizations of eigenstates |χn, χ¯n〉N and |χn, χ¯n〉D are pre-
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sented in Appendix C 5. They turn out to be as follows :
|χn, χ¯n〉N =
( n
πα′
)p+1
2 √− det gµν
× exp
[
1
n
αµ−ngµν α˜
ν
−n −
i√
α′
(
χµngµνα
ν
−n + χ¯
µ
ngµνα˜
ν
−n
)− n
2α′
χ¯µngµνχ
ν
n
]
|0〉 , (5.14)
|χn, χ¯n〉D =
( n
πα′
)d
2 √
det gij
× exp
[
1
n
αi−ngijα˜
ν
j −
i√
α′
(
χingijα
i
−n + χ¯
i
ngijα˜
j
−n
)− n
2α′
χ¯ingijχ
j
n
]
|0〉 . (5.15)
The coordinate eigenstates provide a complete basis of the Hilbert space HXc = HXcN ⊗HXcD,
where HXcN and HXcD stand for the Neumann and the Dirichlet sectors. We have the following
completeness relation :
1 =
∫
[dX ] |X〉〈X|
=
∫
dDx0
∞∏
n=1
(
D−1∏
M=0
dχ¯Mn dχ
M
n
2i
)
|χn, χ¯n〉 |x0〉〈x0| 〈χn, χ¯n| . (5.16)
Momentum eigenstates
We start with eigenstates of Pˆ (σ). They are characterized by two conditions ; (i) they are
eigenstates of Pˆ (σ),
PˆM(σ)|P 〉 = PM(σ)|P 〉, (5.17)
and (ii) they satisfy the orthonormality condition,
〈P |P ′〉 =
∏
0≤σ<2π
δ(P (σ)− P ′(σ)). (5.18)
These conditions determine the eigenstates. We factorize them into products of the Neumann
and the Dirichlet sectors.
|P 〉 = |PN〉 ⊗ |PD〉. (5.19)
5 The following dictionary might be useful for the correspondence :
χˆMn = φˆ
(I)M
n + iφˆ
(II)M
n , ψˆnM = πˆ
(I)
nM
+ iπˆ
(II)
nM
, ˆ̺nM = ˆ̟
(I)
nM
+ i ˆ̟
(II)
nM
,
χˆ†Mn = φˆ
(I)M
n − iφˆ(II)Mn , ψˆ†nM = πˆ(I)nM − iπˆ(II)nM , ˆ̺†nM = ˆ̟ (I)nM − i ˆ̟ (II)nM .
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Let us concentrate on the Neumann directions. Construction of eigenstates of the Dirichlet
sector is parallel. We parametrize the eigenvalues in terms of complex variables ψnµ (n ∈ Z≥1)
besides the zero-modes p0µ. We put
Pµ(σ) =
1
2π
[
p0µ +
1√
2
∞∑
n=1
(
ψnµe
−inσ + ψnµe
inσ
)]
. (5.20)
The eigenstates are given by the following infinite products :
|PN〉 = |p0N 〉 ⊗
∞∏
n=1
|ψn, ψn〉N , (5.21)
where |ψn, ψn〉N denote the normalized eigenstates of (ψˆnµ, ψˆ†nµ) with eigenvalues (ψnµ, ψ¯nµ),
and the normalization conditions are taken as
N〈ψ′n, ψ¯′n|ψn, ψ¯n〉N =
p∏
µ=0
δ
(
Reψ′nµ − Reψnµ
)
δ
(
Imψ′nµ − Imψnµ
)
. (5.22)
These conditions ensure the orthonormality of |PN〉. Oscillator realizations of |ψn, ψ¯n〉N are
given in appendix C. They turn out to be as follows :
∣∣ψn, ψ¯n〉N =
(
α′
πn
) p+1
2 1√− det gµν
× exp
[
−1
n
αµ−ngµνα˜
ν
−n +
√
α′
n
(
ψnµα
µ
−n + ψ¯nµα˜
µ
−n
)− α′
2n
ψ¯nµg
µνψnν
]
|0〉 . (5.23)
Similarly to |XN〉, momentum eigenstates |PN〉 provide another complete basis of HXcN . The
completeness relation is
1 =
∫
[dPN ] |PN〉〈PN |
=
∫
dp+1p0
∞∏
n=1
(
p∏
µ=0
dψ¯nµdψnµ
2i
) ∣∣ψn, ψ¯n〉N |p0N〉〈p0N |N〈ψn, ψ¯n∣∣ . (5.24)
Next we describe eigenstates of Pˆ (B)(σ). They are determined by similar conditions to those
imposed on Pˆ (σ) and are factorized into products of the Neumann and the Dirichlet sectors :
|P (B)〉 = |P (B)N 〉 ⊗ |PD〉. (5.25)
We also concentrate on the Neumann directions. Let us parametrize the eigenvalues P
(B)
µ (σ)
by complex variables ̺nµ (n ∈ Z≥1) and the zero-modes p0µ as
P (B)µ (σ) =
1
2π
[
p0µ +
1√
2
∞∑
n=1
(
̺nµe
−inσ + ̺nµe
inσ
)]
. (5.26)
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The eigenstates are given by the following infinite products :
|P (B)N 〉 = |p0N〉 ⊗
∞∏
n=1
|̺n, ¯̺n〉N , (5.27)
where |̺n, ¯̺n〉N are the normalized eigenstates of (ˆ̺nµ, ˆ̺†nµ) with eigenvalues (̺nµ, ¯̺nµ). We
normalize them by
N〈̺′n, ¯̺′n|̺n, ¯̺n〉N =
p∏
µ=0
δ(Re̺′nµ − Re̺nµ)δ(Im̺′nµ − Im̺nµ) . (5.28)
The orthonormality of |P (B)N 〉 follows from these conditions. Oscillator realizations of these
states are given in the appendix. They turn out to be as follows :
|̺n, ¯̺n〉N =
(
α′
nπ
) p+1
2
√
− det
(
1
ET
g
1
E
)µν
× exp
[
−1
n
αµ−nNµνα˜
ν
−n +
√
α′
n
{
̺nµ
(
1
ET
g
)µ
ν
αν−n + ¯̺nµ
(
1
E
g
)µ
ν
α˜ν−n
}
− α
′
2n
¯̺nµ
(
1
ET
g
1
E
)µν
̺nν
]
|0〉 . (5.29)
Momentum eigenstates |P (B)N 〉 provide a complete basis of HXcN as well. The completeness
relation reads as follows :
1 =
∫ [
dP
(B)
N
] ∣∣∣P (B)N 〉〈P (B)N ∣∣∣
=
∫
dp+1p0
∞∏
n=1
(
p∏
µ=0
d ¯̺nµd̺nµ
2i
)
|̺n, ¯̺n〉N |p0N〉〈p0N |N〈̺n, ¯̺n| . (5.30)
5.2 Some Observations
The previous constructions give all the eigenstates in terms of infinite products of the cor-
rectly normalized eigenstates of each massive modes. For instance the eigenstates |XN〉 and
|XD〉 in (5.10) are given by the infinite products of |χn, χn〉N and |χn, χn〉D. One can find
in Eqs.(5.14) and (5.15) that the normalization factors are respectively
(
n
πα′
) p+1
2
√−detgµν
and
(
n
πα′
) d
2
√
detgij. Infinite products of these constants become the normalization factors
of |XN〉 and |XD〉. Let us denote them by C(N)X ≡
∏∞
n=1
[
n
p+1
2
(
−det gµν
(πα′)p+1
) 1
2
]
and C(D)X ≡
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∏∞
n=1
[
n
d
2
(
det gij
(πα′)d
) 1
2
]
. The eigenstates can be written as follows :
|XN〉
= C(N)X
∞∏
n=1
exp
[
1
n
αµ−ngµνα˜
ν
−n −
i√
α′
(
χµngµνα
ν
−n + χ¯
µ
ngµν α˜
ν
−n
)− n
2α′
χ¯µngµνχ
ν
n
]
|x0N 〉 ,
|XD〉
= C(D)X
∞∏
n=1
exp
[
1
n
αi−ngijα˜
j
−n −
i√
α′
(
χingijα
j
−n + χ¯
i
ngijα˜
j
−n
)− n
2α′
χ¯ingijχ
j
n
]
|x0D〉 ,
(5.31)
As is performed in [30], one may evaluate C(N,D)X by using the zeta-function regularization. This
regularization scheme leads the following identities 6:
∞∏
n=1
a = aζ(0) = a−
1
2 ,
∞∏
n=1
nα = exp (−αζ ′(0)) = (2π)α2 , (5.32)
and thus we obtain
C(N)X =
(
(2π2α′)p+1
− det gµν
) 1
4
, C(D)X =
(
(2π2α′)d
det gij
) 1
4
. (5.33)
It is important to recall that the boundary state |BD〉 is an eigenstate of Xˆ i(σ) with eigen-
values X i(σ) = xi0. We have |BD〉 ∝ |XD = x0D〉. If one uses the zeta-function regularization
and adopts the above C(D)X as the normalization constant, these two states become precisely
identical :
|BD〉 = |XD = x0D〉 . (5.34)
Let us also recall that in quantum mechanics of a single particle, coordinate eigenstates |x〉
are described by |x〉 = e−ixpˆ|x = 0〉, where pˆ is the momentum operator. One may find an
analogous realization for the string coordinate eigenstates. Taking account of Eq.(5.34) one
can infer the following one :
|XD〉 =: exp
(
−i
∫ 2π
0
dσX i(σ)Pˆi(σ)
)
: |BD; x0D = 0〉 , (5.35)
where |BD; x0D = 0〉 is the state (5.34) with xi0 = 0. This turns out to be the case. Using the
previous parametrization of the eigenvalues one can find∫ 2π
0
dσX i(σ)Pˆi(σ) = x
i
0pˆ
i
0 +
gij
2
√
α′
∞∑
n=1
{(
χinα
j
−n + χ¯
i
nα˜
j
−n
)
+
(
χ¯inα
j
n + χ
i
nα˜
j
n
)}
. (5.36)
6 ζ(s) =
∑∞
n=1
1
ns
;
∑∞
n=1 1 = ζ(0) = − 12 ,
∑∞
n=1 (− lnn) = ζ′(0) = − 12 ln(2π) etc.
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It is easy to see that the normal ordered exponential in the RHS of Eq.(5.35) reproduces |XD〉.
The formula (B.1) may be useful.
The above discussion is also applicable to the string momentum eigenstates. We can write
these states as follows :
|PN〉
= CPN
∞∏
n=1
exp
[
−1
n
αµ−ngµνα˜
ν
−n +
√
α′
n
(
ψnµα
µ
−n + ψ¯nµα˜
µ
−n
)− α′
2n
ψ¯nµg
µνψnν
]
|p0N 〉 ,∣∣∣P (B)N 〉
= C
P
(B)
N
∞∏
n=1
exp
[
−1
n
αµ−nNµνα˜
ν
−n +
√
α′
n
{
̺nµ
(
1
ET
g
)µ
ν
αν−n + ¯̺nµ
(
1
E
g
)µ
ν
α˜ν−n
}
− α
′
2n
¯̺nµ
(
1
ET
g
1
E
)µν
̺nν
]
|p0N〉 , (5.37)
where the normalization factors CPN and CP (B)N are originally given by the infinite products as
follow from Eqs.(5.23) and (5.29). They are regularized to
CPN =
(− det gµν
(2α′)p+1
) 1
4
, C
P
(B)
N
=
(
det2Eµν
(2α′)p+1(− det gµν)
) 1
4
. (5.38)
Boundary state |BN 〉 is an eigenstate of Pˆ (B)µ (σ) with vanishing eigenvalue. We have |BN 〉 ∝
|P (B) = 0〉. If we use the above C
P
(B)
N
as the normalization constant, these two states become
identical including their normalizations :
|BN〉 =
∣∣∣P (B)N = 0〉 . (5.39)
Momentum eigenstates can be realized in the quantum mechanics by |p〉 = eipxˆ|p = 0〉,
where xˆ is the position operator. We can find an analogous realization of the string momentum
eigenstates. It turns out to be as follows :∣∣∣P (B)N 〉 =
∞∏
n=1
exp
[
− α
′
4n
¯̺nµ
{
g−1
(
g − 1
2
(
N −NT )) g−1}µν ̺nν
]
× : exp
(
i
∫ 2π
0
dσP (B)µ (σ)Xˆ
µ(σ)
)
: |BN〉 . (5.40)
For the later convenience we provide a similar observation for the eigenstates |PN〉 as well.
Let |BN〉B=0 be the state which is obtained from the Neumann boundary state |BN 〉 by putting
Bµν = 0:
|BN〉B=0 =
(− det gµν
(2α′)p+1
) 1
4
∞∏
n=1
exp
(
−1
n
αµ−ngµνα˜
ν
−n
)
|0〉 . (5.41)
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This is the Neumann boundary state in a vanishing B field background. One can readily
find that this is an eigenstate of Pˆµ(σ) with zero eigenvalue: Pˆµ(σ) |BN〉B=0 = 0 and hence
|BN 〉B=0 ∝ |PN = 0〉. Comparing definitions (5.37) and (5.41), we find that these states co-
incide with each other including their normalizations, if we adopt CPN in Eq.(5.38) as the
normalization of the momentum eigenstates.
Concerning the state |PN〉, a similar formula to Eq.(5.40) becomes
|PN〉 =
∞∏
n=1
exp
[
− α
′
4n
ψ¯nµg
µνψnν
]
: exp
(
i
∫ 2π
0
dσPµ(σ)Xˆ
µ(σ)
)
: |BN 〉B=0 . (5.42)
This has the same form as Eq.(5.40) with putting Bµν = 0.
6 Open Wilson Lines in Closed-String Theory (I)
At the zero-slope limit, which is introduced in Eq.(4.7) and its below in order to capture the
UV behavior of the world-volume theory, the generating function of one-loop amplitudes of
open-string tachyons is shown to exhibit the factorized form (4.17). It is expressed as a sum
of products of two Wilson lines (strictly speaking, their analogues) along the same straight
lines x0(σ), multiplying the propagators of closed-string tachyon. This shows that closed-string
tachyon T has a tadpole interaction with the open Wilson line. It can be written in a form,∫
dxT (x)P⋆
[
e
∫ 2π
0
dσφ(x0(σ))
]
. Its origin in string theory can be found in Eq.(4.8). The interaction
simply comes from the closed-string tachyon modes of boundary states,
〈
K
∣∣BN ; (σ1, k(1)), · · · ,
(σM , k
(M))
〉
.
Actually these boundary states have all the components of perturbative closed-string states.
At the level of string amplitudes all of them propagate between the boundary states and
contribute to the amplitudes. It is shown in [23] that the straight open Wilson line can couple
with the on-shell graviton and, as will be seen in the later section, it can be generalized to the
off-shell. This indicates that all the perturbative closed-string states have tadpole interactions
with the open Wilson line. Therefore we may unfasten the zero-slope limit (4.17) so that
propagations of all these states are made manifest. In this section we pursue such a possibility.
We also restrict to the case of 25-brane in the critical dimensions.
Let us provide a general perspective on this issue before we start calculations. First of
all, it can be expected [27] that closed-string propagations including gravitons fluctuate the
straight line appearing in Eq.(4.15) and transform it into curved ones. In other words we
can expect that there are correlations between their deviations from the straight line and the
propagations of closed-string states. These curves will appear as the corresponding Wilson
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lines, and we may factorize the generating function into a sum of these products at the zero-
slope limit. Analogously to the standard factorization of closed-string amplitudes the sum
must be taken originally over the perturbative closed-string states. The above correspondence
between curves and states will enable us to translate the sum as an integral over the space of
curves. This integral may be suppressed by a suitable weight as the straight line is suppressed
in Eq.(4.17) by the closed-string tachyon propagator. It is amazing that one can interpret the
tachyon propagator as a propagator of the straight open Wilson line by notifying pµg
µνpν ≈
α′−2x˙µ0Gµν x˙
ν
0. The factorization (4.17) may be obtained from the aforementioned integral by
integrating out the fluctuations. We may say that the straight open Wilson line is the average.
6.1 Factorization by closed-string momentum eigenstates
In order to justify the above perspective let us first factorize the string amplitudes by an inser-
tion of a partition of unity. Use of that constructed from closed-string momentum eigenstates
turns out to be relevant. It is given in Eq.(5.24) as 1 =
∫
[dPN ] |PN〉〈PN |, where the eigenvalue
Pµ(σ) is parametrized by Pµ(σ) =
1
2π
[
p0µ +
1√
2
∑∞
n=1
(
ψnµe
−inσ + ψnµe
inσ
)]
.
We factorize the amplitudes (3.42) by an insertion of Eq.(5.24) :
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 12 (L0+L˜0−2)c ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉
=
∫
[dPN ]
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 14 (L0+L˜0−2)c ∣∣∣PN〉
×
〈
PN
∣∣∣q 14 (L0+L˜0−2)c ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉 . (6.1)
Two factors appearing in the above can be calculated by using the oscillator representations.
These are given in Eq.(3.31) (and Eq.(3.41)) for the boundary states, and Eq.(5.37) (and its
hermitian conjugate) for the momentum eigenstates. Technical difficulties we may meet in the
calculations are evaluations of matrix elements of the following type :
〈0| exp
[
−1
n
qn/2c α
µ
ngµνα˜
ν
n +
√
α′
n
qn/4c
(
ψnµα
µ
n + ψnµα˜
µ
n
)]
× exp
[
−1
n
αµ−nNµν α˜
ν
−n +
√
2α′
n
M∑
r=1
k(r)µ
{(
1
ET
g
)µ
ν
αν−ne
inσr +
(
1
E
g
)µ
ν
α˜ν−ne
−inσr
}]
|0〉.
(6.2)
These can be computed by using Eq.(B.7) in Appendix B. To describe the result it turns out
useful to rescale complex variables ψn to 2q
n/4
c ψn. After these rescalings the factorization can
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be written as follows :∫
[dPN ]
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 14 (L0+L˜0−2)c ∣∣∣PN〉
×
〈
PN
∣∣∣q 14 (L0+L˜0−2)c ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉 .
=
(−detGµν
(2α′)26
) 1
2
∫
dp0δ
26
(
p0 +
M+N∑
r=M+1
k(r)
)
δ26
(
p0 −
M∑
r=1
k(r)
)
× q
α′
4
p0µgµνp0ν−1
c
×
∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs) ×
∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
∏
1≤r<s≤M
e−
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs) ×
∏
M+1≤r<s≤M+N
e
i
2π
k
(r)
µ θ
µνk
(s)
ν (σr−σs)
×
∏
1≤r<s≤M
|eiσr − eiσs |2α′k(r)µ Gµνk(s)ν ×
∏
M+1≤r<s≤M+N
|eiσr − eiσs |2α′k(r)µ Gµνk(s)ν
×
∞∏
n=1
exp
[
−2α
′q
n
2
c
n
(
M∑
r=1
e−inσrk(r)µ
)(
1
E
g
1
E − q
n
2
c ET
)µν ( M∑
r=1
einσrk(r)ν
)
−2α
′q
n
2
c
n
(
M+N∑
r=M+1
einσrk(r)µ
)(
1
E
g
1
E − q
n
2
c ET
)µν ( M+N∑
r=M+1
e−inσrk(r)ν
)]
×
∞∏
n=1
∫
dψndψn
(2i)26
(
α′
4nπq
n
2
c
)26 −detgµν
det2(g − q
n
2
c N)µν
× exp
[
− α
′
4n
ψnµ
(
1
q
n
2
c g
+
1
g − q
n
2
c NT
NT
1
g
+
1
g
N
1
g − q
n
2
c N
)µν
ψnν
]
× exp
[
α′
n
√
2
ψnµ
(
1
ET − q
n
2
c E
)µν ( M∑
r=1
e−inσrk(r)ν
)
+
α′
n
√
2
ψnµ
(
1
E − q
n
2
c ET
)µν ( M∑
r=1
einσrk(r)ν
)]
× exp
[
− α
′
n
√
2
ψnµ
(
1
ET − q
n
2
c E
)µν ( M+N∑
r=M+1
einσrk(r)ν
)
− α
′
n
√
2
ψnµ
(
1
E − q
n
2
c ET
)µν ( M+N∑
r=M+1
e−inσrk(r)ν
)]
. (6.3)
The above factorization may be compared with the previous expression of the amplitudes.
Terms in the first four lines can be found exactly in Eq.(3.45). The other terms describe
a factorization of F in the same equation. If we integrate out ψnµ and ψnµ they provide
Eq.(3.47). These variables describe fluctuations of Pµ(σ). Corresponding degrees of freedom of
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closed-string are given by the massive modes. The factorization of F in terms of those complex
variables are plausible since F is the sum of contributions of these massive modes.
6.2 Factorization by open Wilson lines
We examine the zero-slope limit of the factorization (6.3). The limit we discuss is same as that
investigated previously to capture the UV behavior of the world-volume theory. It is taken by
fixing parameters s(c) = α′|τ (c)| and σr besides the open-string tensors. We also keep ψn and
ψn intact. They do not scale under the limit. It should be noticed that the complex variables
used originally to parametrize Pµ(σ) do scale under the limit. This is because ψn and ψn in
(6.3) are the rescaled ones introduced by multiplying the original variables by 2q
n/4
c .
We first focus on the integral over ψn and ψn in Eq.(6.3). Let us start by considering the
first exponential in the integral. Scaling part in the exponent is expressed by means of the
closed-string tensors and qc = e
2πiτ (c) . It has the form :
α′
(
1
q
n
2
c g
+
1
g − q
n
2
c NT
NT
1
g
+
1
g
N
1
g − q
n
2
c N
)
. (6.4)
Dominant contribution at the limit clearly comes from the first term :
α′
(
1
q
n
2
c g
+
1
g − q
n
2
c NT
NT
1
g
+
1
g
N
1
g − q
n
2
c N
)
≈ q−
n
2
c α
′g−1 ≈ − θGθ
4π2q
n
2
c α′
, (6.5)
where we use equalities (3.19). We turn to the determinant factors, which is also described by
the closed-string tensors. Their contributions can be read as follows :(
α′
4nπq
n
2
c
)26
detg
det2(g − q
n
2
c N)
≈
(
1
4nπ
)26
det
[
q
−n
2
c α
′g−1
]
≈
(
1
2π
)26
det
[
− θGθ
8π2nq
n
2
c α′
]
. (6.6)
The other two exponentials in the integral have similar forms. It is enough to know the behavior
of α′(ET − q
n
2
c E)−1 in their exponents. It can be read by using Eq.(3.18) as follows :
α′
ET − q
n
2
c E
≈ α
′
ET
≈ − θ
2π
. (6.7)
As we studied previously, contributions of the first four lines in the factorization (6.3) are to give
rise to the straight open Wilson lines. The last pieces we need to estimate are the exponentials
whose exponents are bilinear of einσrk(r) with the weights, α′q
n
2
c E−1g(E−q
n
2
c ET )−1. It is enough
to know the behavior of these weights. Again using Eqs. (3.18) and (3.19) it can be read as
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α′q
n
2
c E−1g(E − q
n
2
c ET )−1 ≈ −α′q
n
2
c G−1 ≈ 0. Thus we can neglect these pieces in the zero-slope
limit.
Collecting all these estimations we can obtain the zero-slope limit of the factorization. It
turns out to be as follows :∫
[dPN ]
〈
BN ; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 14 (L0+L˜0−2)c ∣∣∣PN〉
×
〈
PN
∣∣∣q 14 (L0+L˜0−2)c ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉
≈
∫
dp0 exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}
×
∞∏
n=1
∫
dψndψn
(4πi)26
{
−det
(
− θGθ
8π2nq
n
2
c α′
)}
exp
{
ψnµ (θGθ)
µν ψnν
16π2nq
n
2
c α′
}
×
(−detGµν
(2α′)26
) 1
4
δ26
(
p0 −
M∑
r=1
k(r)
) ∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M∏
r=1
exp
[
− i
2π
k(r)µ θ
µν
{
p0νσr +
1√
2
∞∑
n=1
i
n
(
ψnνe
−inσr − ψnνeinσr
)}]
×
(−detGµν
(2α′)26
) 1
4
δ26
(
p0 +
M+N∑
r=M+1
k(r)
) ∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θµνk
(s)
ν ǫ(σr−σs)
×
M+N∏
r=M+1
exp
[
− i
2π
k(r)µ θ
µν
{
p0νσr +
1√
2
∞∑
n=1
i
n
(
ψnνe
−inσr − ψnνeinσr
)}]
.
(6.8)
In the above qc = e
− 2πs(c)
α′ and the closed-string metric is understood as gµν ≈ − (θGθ)µν
(2πα′)2
. Both
of the integrals with respect to p0 and ψn (ψ¯n) become Gaussian integrals. The Gaussian
weight of p0 is πs
(c)g−1 ≈ −s(c) θGθ
4πα′2
while the weight of ψn is − θGθ
8π2nq
n
2
c α′
, which is equal to
−s(c) θGθ
8πα′2
×
(
nπs(c)
α′
)−1
e
nπs(c)
α′ . Therefore the fluctuation of ψn is suppressed relative to that
of p0 exponentially by
√(
nπs(c)
α′
)
e−
nπs(c)
α′ . The mean value of ψn (ψn) is O(q
n
2
c α′). Since it is
negligible the integration of ψn and ψn can be accomplished by just replacing it with the unity
7.
After these replacements the above factorization leads to Eq.(4.10).
Let us describe the zero-slope limit of the generating function by using the factorization
7 The Gaussian integral gives suitable products of e
2α′q
n
2
c
n
(e±inσrk(r)µ )G
µν(e∓inσrk(r)ν ). It can be neglected at the
zero-slope limit. Actually speaking, these integrals cancel with the subdominant terms which we abandon at
the preceding paragraph.
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(6.8). We start with JT defined by (4.8). The LHS of Eq.(6.8) is the momentum eigenstate
factorization of the amplitude (3.42). Hence (6.8) leads to a factorization of JT at the zero-slope
limit. As regards the delta functions we translate them into integrals as given in (4.13). By a
straightforward calculation we obtain the following factorization of JT at the zero-slope limit :
JT
(
(k(1), · · · , k(M)); (k(M+1), · · · , k(M+N)))
≈
∫
dp0
∞∏
n=1
dψndψn
(4πi)26
×
[
2π
α′
∫ ∞
0
ds(c) exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}
×
∞∏
n=1
{
−det
(
−θGθ
8π2nq
n
2
c α′
)
exp
{
ψnµ(θGθ)
µνψnν
16π2nq
n
2
c α′
}}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eip0µx
µ
e−
i
2
p0µθµν
∑M
r=1 k
(r)
ν
×
∫ M∏
r=1
dσr
∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν
M∏
r=1
eik
(r)
µ x
µ(σr)
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
e−ip0µx
µ
e−
i
2
p0µθµν
∑M+N
r=M+1 k
(r)
ν
×
∫ M+N−1∏
r=M+1
dσr
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
M+N∏
r=M+1
eik
(r)
µ x
µ(σr). (6.9)
Here we introduce a curve x(σ) (0 ≤ σ ≤ 2π) parametrized by p0 and (ψn, ψn) as follows :
xµ(σ) ≡ xµ + θ
µν
2π
{
p0νσ +
1√
2
∞∑
n=1
i
n
(
ψnνe
−inσ − ψnνeinσ
)}
. (6.10)
The integrations of σr are performed over the region :
0 ≤ σ1 ≤ · · · ≤ σM ≤ 2π,
0 ≤ σM+1 ≤ · · · ≤ σM+N−1 ≤ 2π. (6.11)
The generating function is defined by (4.12). The zero-slope limit can be obtained from
(6.9) by multiplying
∫ ∏
r
dk(r)
(2π)13
∏
r ϕ(k
(r)) and summing up with respect to M and N . These
are the same steps as taken previously to obtain the factorization by the straight open Wilson
lines. At the present factorization they give us the following zero-slope limit :
∞∑
M=0
∞∑
N=1
∫ M+N∏
r=1
dk(r)
(2π)13
JT
((
k(1), · · · , k(M)) ; (−k(M+1), · · · ,−k(M+N)))
54
×
M∏
r=1
ϕ(k(r))
M+N∏
r=M+1
ϕ(−k(r))
≈
∫
dp0
∞∏
n=1
dψndψn
(4πi)26
×
[
2π
α′
∫ ∞
0
ds(c) exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}
×
∞∏
n=1
{
−det
(
−θGθ
8π2nq
n
2
c α′
)
exp
{
ψnµ(θGθ)
µνψnν
16π2nq
n
2
c α′
}}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eip0µx
µ
⋆ P⋆
[
exp
{∫ 2π
0
dσφ(x(σ))
}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eip0µxµ ⋆ P⋆
[
exp
{∫ 2π
0
dσφ(x(σ))
}]
⋆ φ(x(2π)). (6.12)
Modulo fixing the U(1) symmetry the generating function is factorized into a sum or an integral
of products of two open Wilson lines taken along the curves. The first term in the above
integral can be thought of as a measure for the curves. Actually we can decompose x(σ)
into x0(σ) + δx(σ). Here x0(σ) is a straight line which connects two ends of the curve. δx(σ)
describes a fluctuation from the straight line and becomes 2π-periodic. x and p0 in Eq.(6.10) are
determined by x0(σ) while ψn are determined by δx(σ). It may be also interesting to describe
the curves in terms of loops in the momentum space. Let p(σ) be a loop in the momentum
space. This gives a curve x(σ) by x˙µ(σ) = θµνpν(σ). p0 and ψn in Eq.(6.10) are determined by
p =
∫ 2π
0
dσp(σ) and ψn =
√
2
∫ 2π
0
dσeinσp(σ).
The integration of δx(σ) are suppressed exponentially compared with x0(σ). It can be
accomplished by replacing the integration variables with their mean values and becomes unity
at the zero-slope limit. Then the above factorization reduces to that by the straight open
Wilson lines.
7 Gluons in Closed-String Theory
Our study of gauge theory starts from this section. An analogue of gluon vertex operator of
open-string is introduced in closed-string theory. Investigation of its Bogolubov transformation
leads a renormalization of this operator. It will be shown that the renormalized operator
enjoys the standard properties of (open-string) gluon vertex operator, including the action of
the Virasoro algebra. These operators, acting on the Neumann boundary state, give rise to
boundary states which turn out to be identified with the boundary states of (open-string) off-
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shell gluons. In particular we will show that closed-string tree amplitudes between these states
coincide with the corresponding gluon one-loop amplitudes of open-string. Our discussion in
this section goes almost parallel to Section 3 where the boundary states of off-shell open-string
tachyons are constructed.
7.1 Bogolubov transformation and renormalization
In closed-string theory an analogue of gluon-vertex operator may be taken as
VA (σ, τ ; k) ≡ : Aµ(k)∂σXµ(σ, τ) · eikνXν(σ,τ) :
= i : Aµ(k)
(
z∂ − z¯∂¯)Xµ(z, z¯) · eikνXν(z,z¯) : , (7.1)
where (p + 1)-vectors kµ and Aµ(k) are the momentum and the polarization vectors. The
polarization vector is the Fourier transform of U(1) gauge field Aµ(x) :
Aµ(x) =
∫
dp+1k
(2π)
p+1
2
Aµ(k)e
ikνxν . (7.2)
The gauge field takes value in R. This yields Aµ(k) = Aµ(−k). While we concentrate on U(1)
gauge group in this paper, it can be straightforwardly generalized to U(N) by assigning the
Chan-Paton indices.
Let us express the above operator in an auxiliary form. This often makes subsequent
calculation facile. Let a ∈ R be an auxiliary parameter. We write the operator in an exponential
form :
VA(σ, τ ; k) = i
∂
∂a
VˆA(σ, τ ; k; a)
∣∣∣∣
a=0
, (7.3)
with
VˆA(σ, τ ; k; a) ≡ : ei{kµ−aAµ(k)∂σ}Xµ(σ,τ) :
= exp (ikµxˆ
µ
0 ) |z|α
′kµpˆ
µ
0
×
∞∏
n=1
exp
[√
α′
2
1
n
{(
kµ − inaAµ(k)
)
αµ−nz
n +
(
kµ + inaAµ(k)
)
α˜µ−nz¯
n
}]
×
∞∏
n=1
exp
[
−
√
α′
2
1
n
{(
kµ + inaAµ(k)
)
αµnz
−n +
(
kµ − inaAµ(k)
)
α˜µnz¯
−n
}]
. (7.4)
The relation (7.3) implies that the terms proportional to higher powers of a become irrelevant
to the amplitudes.
We consider the Bogolubov transformation for VˆA generated by gN given in Eq.(3.2). Using
(3.4) we can write down the transform as follows :
g−1N VˆA (σ, τ ; k; a) gN = R(τ ; a) adg−1
N
VˆA(σ, τ ; k; a) , (7.5)
where
R(τ ; a) ≡
( |z|2
|z|2 − 1
)−α′
2
kµ(g−1Ng−1)
µν
kν
× exp
[
−iaα
′
2
Aµ(k)
(
g−1
(
N −NT ) g−1)µν kν 1|z|2 − 1
−a2α
′
2
Aµ(k)
(
g−1Ng−1
)µν
Aν(k)
( |z|
|z|2 − 1
)2]
. (7.6)
The operator adg−1N
VˆA(σ, τ ; k; a) is defined to be
adg−1N
VˆA(σ, τ ; k; a) =MA(z¯; k; a)M˜A(z; k; a)VˆA(σ, τ ; k; a) , (7.7)
where MA(z¯; k; a) and M˜A(z; k; a) consist of the creation modes alone and take the forms of
MA(z¯; k; a) =
∞∏
n=1
exp
{√
α′
2
1
n
(
kµ − inaAµ(k)
)(
g−1NT
)µ
ν
αν−nz¯
−n
}
,
M˜A(z; k; a) =
∞∏
n=1
exp
{√
α′
2
1
n
(
kµ + inaAµ(k)
)(
g−1N
)µ
ν
α˜ν−nz
−n
}
. (7.8)
In the transform (7.5) we can find the same singularity structure as that of the tachyon. It
is due to the factor R(τ ; a), which is responsible for the singularity of the transform (7.5) at
the world-sheet boundary, τ = 0(⇔ |z| = 1). This factor contains an exponential in addition to
the same factor which appeared in the transform g−1N VTgN . Let us make a few comments about
this extra factor. The first term of the exponent is proportional to a. The closed-string tensor
g−1(N − NT )g−1 used there is translated into 2
πα′
θµν . The second term becomes irrelevant
since it is proportional to a2. Therefore the net effect of this extra factor is to give a term
proportional to θ. Particularly in the absence of a constant B field, R(τ ; a) reduces to that of
the tachyon.
The singular factor which appears in the transform of the tachyon vertex operator has been
expressed in Eq.(3.12) as the self-contraction between the chiral and the anti-chiral parts of
VT . In the present case as well, we can think of the singular factor as such a self-contraction
of VˆA(σ, τ ; k; a). In fact, we can express R(τ ; a) by using the chiral–anti-chiral correlation
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〈Xµ(z1)X˜ν(z¯2)〉 = −α′2 (g−1Ng−1)
µν
ln
(
1− 1
z1z¯2
)
of Green’s function Gµν(z1, z¯1|z2, z¯2) as fol-
lows :
R(τ ; a) = exp
[
− (kµ − iaAµ(k)z∂)
(
kν + iaAν(k)z¯∂¯
) 〈
Xµ(z)X˜ν(z¯)
〉]
. (7.9)
As mentioned in the analysis of tachyon, boundary states induce correlations between the chiral
and the anti-chiral sectors, and this feature is characteristic of systems of interacting closed-
and open-strings.
We wish to find out a relation between adg−1N
VˆA and open-string gluon vertex operators.
Previous discussions to establish the relation between adg−1N
VT and open-string tachyon vertex
operators consist of : i) Description of the OPE between adg−1N
VT , which turns out to be given
in (3.9) by using Green’s function Gµν(z1, z¯1|z2, z¯2) and allows us to introduce the renormal-
ized open-string tachyon vertex operators V renT , ii) description of the diffS
1 action on V renT ,
which turns out to reduce at the boundary to the standard Virasoro action on open-string
tachyon vertex operators, and iii) reproduction of open-string one-loop tachyon amplitudes by
the boundary state formalism. We repeat these analyses as for gluons in the following.
Let us examine the OPE between adg−1N
VˆA. It is convenient to start with the OPE between
the auxiliary operators. The standard calculation leads to
VˆA
(
σ1, τ1; k
(1); a1
)
VˆA
(
σ2, τ2; k
(2); a2
)
= exp
[
i
{
k(1) − ia1Aµ(k(1))
(
z1∂z1 − z¯1∂¯z¯1
)}
×i{k(2)µ − ia2Aµ(k(2)) (z2∂z2 − z¯2∂¯z¯2)}
(
−α
′
2
gµν ln |z1 − z2|2
)]
× : VˆA
(
σ1, τ1; k
(1); a1
)
VˆA
(
σ2, τ2; k
(2); a2
)
: , (7.10)
for |z1| ≥ |z2| and z1 6= z2. Since adg−1N VˆA have the form given in (7.7), we can obtain their
OPE from the above by taking account of the OPEs between MA,M˜A and VˆA. We find that
adg−1N
VˆA
(
σ1, τ1; k
(1); a1
)
adg−1N
VˆA
(
σ2, τ2; k
(2); a2
)
= exp
[
i
{
k(1)µ − ia1Aµ(k(1))
(
z1∂z1 − z¯1∂¯z¯1
) }
×i
{
k(2)µ − ia2Aµ(k(2))
(
z2∂z2 − z¯2∂¯z¯2
)}
G
µν(z1, z¯1|z2, z¯2)
]
× : adg−1N VˆA
(
σ1, τ1; k
(1); a1
)
adg−1N
VˆA
(
σ2, τ2; k
(2); a2
)
: , (7.11)
for |z1| ≥ |z2|, |z1z2| ≥ 1 and z1 6= z2. This is a direct extension of the tachyon case (3.9) and
suggests an interpretation of adg−1N
VˆA in terms of the gluon vertex operator.
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Let us introduce the renormalized operator Vˆ renA by the following subtraction :
Vˆ renA (σ, τ ; k; a) ≡ e
i
2π
aAµ(k)θµνkνR(τ ; a)−1VˆA (σ, τ ; k; a) . (7.12)
In other words,
g−1N Vˆ
ren
A (σ, τ ; k; a) gN = e
i
2π
aAµ(k)θµνkν adg−1N
VˆA(σ, τ ; k; a) . (7.13)
In addition to the subtraction of the singular factor R(τ ; a), a finite subtraction is made in the
above by the multiplication of e
i
2π
aAµ(k)θµνkν . Although it vanishes in the absence of B field,
this factor becomes surely necessary in general. Without this subtraction we cannot reproduce
even the standard Virasoro action which we present below. The renormalized operator (7.12)
gives rise to V renA by the relation (7.3). We refer to V
ren
A (σ, τ ; k) as renormalized gluon vertex
operator with momentum kµ and polarization Aµ(k). It can be written as follows :
V renA (σ, τ ; k) ≡ i
∂
∂a
Vˆ renA (σ, τ ; k; a)
∣∣∣∣
a=0
=
( |z|2
|z|2 − 1
)α′
2
kµ(g−1Ng−1)
µν
kν
×
{
VA(σ, τ ; k)− 1
π
Aµ(k)θ
µνkν
(
1
|z|2 − 1 +
1
2
)
VT (σ, τ ; k)
}
, (7.14)
where VT (σ, τ ; k)
(
= VˆA(σ, τ ; k; a = 0)
)
is the closed-string tachyon vertex operator.
Next we will examine the action of diffS1 on the above renormalized operators. As a
shortcut we use the description in terms of boundary states. Relevant states are introduced as∣∣∣BˆN [A]; a; (σ, k)〉 and ∣∣∣BN [A]; (σ, k)〉. The first states are defined by using Vˆ renA as follows :∣∣∣BˆN [A]; a; (σ, k)〉 ≡ lim
τ→0+
Vˆ renA (σ, τ ; k; a) |BN〉
=
(
(detEµν)
2
(2α′)p+1 (− det gµν)
) 1
4
lim
τ→0+
gN
(
g−1N Vˆ
ren
A (σ, τ ; k; a)gN
)
|0〉
=
(− detGµν
(2α′)p+1
) 1
4
e
i
2π
aAµ(k)θµνkν gN lim
τ→0+
adg−1
N
VˆA(σ, τ ; k; a)|0〉
=
(− detGµν
(2α′)p+1
) 1
4
e
i
2π
aAµ(k)θµνkν
×
∞∏
n=1
exp
[√
2α′
n
{
(kµ − inaAµ(k))
(
1
ET
g
)µ
ν
αν−ne
inσ
+ (kµ + inaAµ(k))
(
1
E
g
)µ
ν
α˜ν−ne
−inσ
}]
gN |kN〉 , (7.15)
59
where Eqs.(7.7) and (7.13) are utilized to obtain the oscillator representation. The second
states are defined similarly by using V renA as∣∣∣BN [A]; (σ, k)〉 ≡ lim
τ→0+
V renA (σ, τ ; k) |BN〉 = i
∂
∂a
∣∣∣BˆN [A]; a; (σ, k)〉
∣∣∣∣
a=0
. (7.16)
The oscillator representation can be obtained from (7.15). This yields
∣∣∣BN [A]; (σ, k)〉 = i ∂
∂a
∣∣∣BˆN [A]; a; (σ, k)〉
∣∣∣∣
a=0
=
[
− 1
2π
Aµ(k)θ
µνkν +
∞∑
n=1
√
2α′Aµ(k)
{(
1
ET
g
)µ
ν
αν−ne
inσ −
(
1
E
g
)µ
ν
α˜ν−ne
−inσ
}]
×|BN ; (σ, k)〉 , (7.17)
where |BN ; (σ, k)〉 is the boundary state with a single open-string tachyon given in (3.20).
Let us recall that generators of diffS1 are Lm − L˜−m (m ∈ Z). Their actions on the states∣∣∣BˆN [A]; a; (σ, k)〉 turn out to be as follows :
(
Lm − L˜−m
) ∣∣∣BˆN [A]; a; (σ, k)〉
= eimσ
[√
2α′
∞∑
n=1
{kµ − i(n +m)aAµ(k)}
(
1
ET
g
)µ
ν
αν−ne
inσ
−
√
2α′
∑
n=1
{kµ + i(n−m)aAµ(k)}
(
1
E
g
)µ
ν
α˜ν−ne
−inσ
+α′mkµGµνkν + iaAµ(k)
(m
2π
θµν − α′m2Gµν
)
kν
−a2α′1
6
m(m− 1)(m+ 1)Aµ(k)GµνAν(k)
]∣∣∣BˆN [A]; a; (σ, k)〉 , (7.18)
for ∀m ∈ Z. As regards the states
∣∣∣BN [A]; (σ, k)〉, the actions of Ln − L˜−n can be read from
the above by differentiating it with respect to a and then setting a = 0. We obtain
(
Lm − L˜−m
) ∣∣∣BN [A]; (σ, k)〉 = eimσ
{
−i ∂
∂σ
+m (α′kµGµνkν + 1)
} ∣∣∣BN [A]; (σ, k)〉
+eimσα′m2kµGµνAν(k) |BN ; (σ, k)〉 . (7.19)
The RHS can be compared with the standard Virasoro action on (open-string) gluon vertex
operators of the same momenta and polarizations. We find that they are identical with each
other.
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The Ishibashi condition imposed on
∣∣∣BN [A]; (σ, k)〉, namely the vanishing of the RHS of
Eq.(7.19), modulo total derivative with respect to σ, requires the well-known physical state
condition of the gauge field :
α′kµGµνkν = 0 , kµGµνAν(k) = 0 . (7.20)
By the same argument presented for the tachyon the above action is translated in closed-string
field theory to the action of the BRST charge Qc. The BRST invariance of these boundary
states becomes precisely the on-shell condition of the gauge field.
7.2 Boundary states with M gluons
7.2.1 Construction of boundary states with M gluons
Previous constructions (7.15) and (7.17) are generalized to the cases of M off-shell gluons. Let
us start with the states
Vˆ renA
(
σ1, τ1; k
(1); a1
) · · · Vˆ renA (σM , τM ; k(M); aM) |BN〉
=
(− detGµν
(2α′)p+1
) 1
4
gN
(
g−1N Vˆ
ren
A (σ1, τ1; k
(1); a1)gN
)
· · ·
· · ·
(
g−1N Vˆ
ren
A (σM , τM ; k
(M); aM)gN
)
|0〉 , (7.21)
where the insertion points zr = e
τr+iσr (r = 1, 2, . . . ,M) of the auxiliary renormalized operators
Vˆ renA are distinct with each other, satisfying the condition |z1| ≥ |z2| ≥ · · · |zM | ≥ 1. The
oscillator representation can be obtained by taking account of the relation (7.13) and then
using the OPE (7.11). It turns out to be
Vˆ renA
(
σ1, τ1; k
(1); a1
) · · · Vˆ renA (σM , τM ; k(M); aM) |BN〉
=
(− detGµν
(2α′)p+1
) 1
4
M∏
r=1
e
i
2π
arAµ(k(r))θµνk(r)
×
M∏
r<s
exp
[
i
{
k(r)µ − iarAµ(k(r))
(
zr∂zr − z¯r∂¯z¯r
)}
×i
{
k(s)µ − iasAµ(k(s))
(
zs∂zs − z¯s∂¯z¯s
)}
G
µν(zr, z¯r|zs, z¯s)
]
×
∞∏
n=1
exp
[√
α′
2
1
n
M∑
r=1
{(
k(r)µ − inarAµ(k(r))
) (
znr δ
µ
ν + z¯
−n
r
(
g−1NT
)µ
ν
)
αν−n
+
(
k(r)µ + inarAµ(k
(r))
) (
z¯rδ
µ
ν + z
−n
r
(
g−1N
)µ
ν
)
α˜ν−n
}]
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×gN
∣∣∣∣∣
M∑
r=1
k
(r)
N
〉
. (7.22)
Limits ∀τr → 0+ of the above states may be interpreted as auxiliary boundary states of
M off-shell gluons. They are auxiliary since the parameters ar are still included. This limiting
process corresponds to sending the operators onto the world-sheet boundary. We then obtain
the following states :∣∣∣BˆN [A]; {ar}; (σ1, k(1)), (σ2, k(2)), · · · , (σM , k(M))〉
≡ lim
∀τr→0+
Vˆ renA
(
σ1, τ1; k
(1); a1
) · · · Vˆ renA (σM , τM ; k(M); aM) |BN〉
=
(− detGµν
(2α′)p+1
) 1
4
e
i
2π
∑M
r=1
(
arAµ(k(r))−σrk(r)µ
)
θµν
∑M
s=1 k
(s)
ν
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M∏
r<s
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAν(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣]
×
∞∏
n=1
exp
[√
2α′
n
M∑
r=1
{(
k(r)µ − inarAµ(k(r))
)( 1
ET
g
)µ
ν
αν−ne
inσr
+
(
k(r)ν + inarAµ(k
(r))
)( 1
E
g
)µ
ν
α˜ν−ne
−inσr
}]
gN
∣∣∣∣∣
M∑
r=1
k
(r)
N
〉
.
(7.23)
We can repeat the above argument with Vˆ renA replaced by V
ren
A . This gives rise to the states∣∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉 ≡ lim∀τr→0+V renA (σ1, τ1; k(1)) · · ·V renA (σM , τM ; k(M))|BN〉.(7.24)
These states are expected to be identified with boundary states of M off-shell gluons. In order
to justify this identification, we should evaluate closed-string free propagations between these
boundary states and compare them with the corresponding open-string one-loop amplitudes.
Nevertheless, the oscillator representation of the states (7.24) becomes too complicated to
evaluate the amplitudes. Taking account of the relation (7.14) it becomes convenient to use
instead the following equivalent realization :∣∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
= iM
M∏
r=1
∂
∂ar
∣∣∣∣∣
ar=0
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉 , (7.25)
where the operation
∏M
r=1
∂
∂ar
∣∣∣
ar=0
means putting ar = 0 (∀r) after the differentiations.
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We note that the boundary states (7.25) become available in the absence of B field by
putting Bµν = 0.
7.2.2 Construction of dual boundary states
The dual boundary states are required in order to obtain the closed-string tree amplitudes. We
construct these states by taking the same route as the tachyon case.
We begin by considering the Bogolubov transform of VˆA generated by g
†
N which is the BPZ
dual of gN given in Eq.(3.32). We have
g†N VˆA(σ, τ ; k; a)
(
g†N
)−1
= R∞(τ, a) adg†N VˆA(σ, τ ; k; a) . (7.26)
Here we introduce a regular operator adg†N
VˆA(σ, τ ; k; a) defined as
adg†N
VˆA(σ, τ ; k; a) = VˆA(σ, τ ; k; a)MA∞(z¯; k; a)M˜A∞(z; k; a) , (7.27)
with
MA∞(z¯; k; a) =
∞∏
n=1
exp
[
−
√
α′
2
1
n
(kµ + inaAµ(k))
(
g−1NT
)µ
ν
ανnz¯
n
]
,
M˜A∞(z; k; a) =
∞∏
n=1
exp
[
−
√
α′
2
1
n
(kµ − inaAµ(k))
(
g−1N
)µ
ν
α˜νnz
n
]
. (7.28)
R∞(τ ; a) in the above denotes the singular factor. It takes the same form as R(τ ; a) with z and
θµν replaced by 1/z and −θµν respectively :
R∞(τ, a) =
(
1− |z|2)α′2 kµ(g−1Ng−1)µνkν
× exp
[
−a2α
′
2
Aµ(k)
(
g−1Ng−1
)µν
Aν(k)
( |z|
1− |z|2
)2
+ia
α′
2
Aµ(k)
(
g−1
(
N −NT ) g−1)µν kν |z|2
1− |z|2
]
. (7.29)
This factor represents the self-contraction between the chiral and the anti-chiral pieces of VˆA.
It can be written in terms of the chiral–anti-chiral correlation 〈Xµ(z1)X˜ν(z¯2)〉∞ of Green’s
function Gµν∞ (z1, z¯1|z2, z¯2) :
R∞(τ ; a) = exp
[
− (kµ − iaAµ(k)z∂)
(
kν + iaAν(k)z¯∂¯
) 〈
Xµ(z)X˜ν(z¯)
〉
∞
]
. (7.30)
Dual of the auxiliary renormalized gluon vertex operator, Vˆ renA∞ (σ, τ ; k; a) is introduced by
the following subtractions :
Vˆ renA∞ (σ, τ ; k; a) = e
− i
2π
aAµ(k)θµνkνR∞(τ ; a)−1VˆA(σ, τ ; k; a) , (7.31)
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where the finite subtraction has been made as required previously. Dual of the renormalized
gluon operator, which we call V renA∞ (σ, τ ; k), is obtained from the above by using the relation
(7.3) :
V renA∞ (σ, τ ; k; a) ≡ i
∂
∂a
Vˆ renA∞ (σ, τ ; k; a)
∣∣∣∣
a=0
=
(
1− |z|2)−α′2 kµ(g−1Ng−1)µνkν
×
{
VA(σ, τ ; k) +
1
π
(Aµ(k)θ
µνkν)
( |z|2
1− |z|2 +
1
2
)
VT (σ, τ ; k)
}
. (7.32)
Let us describe the dual boundary states. We first consider the states
〈BN |Vˆ renA∞ (σ1, τ1; k(1); a1) · · · Vˆ renA∞ (σM , τM ; k(M); aM)
where the insertion points are all distinct satisfying the condition, 1 ≥ |z1| ≥ |z2| ≥ · · · ≥ |zM |.
We then take the limit ∀τr → 0− of these states. Thus we obtain the duals. They take the
forms of〈
BˆN [A]; {ar}; (σ1, k(1)), (σ2, k(2)), · · · , (σM , k(M))
∣∣∣
≡ lim
∀τr→0−
〈BN |Vˆ renA∞ (σ1, τ1; k(1); a1) · · · Vˆ renA∞ (σM , τM ; k(M); aM)
=
(− detGµν
(2α′)p+1
) 1
4
e
− i
2π
∑M
r,s=1
(
arAµ(k(r))−σrk(r)µ
)
θµνk
(s)
ν
M∏
r<s
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M∏
r<s
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)µ − asAµ(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣]
×
〈
−
M∑
r=1
k
(r)
N
∣∣∣∣∣ g†N
×
∞∏
n=1
exp
[
−
√
2α′
n
M∑
r=1
{(
k(r)µ + inarAµ(k
(r))
)( 1
ET
g
)µ
ν
ανne
−inσr
+
(
k(r)µ − inarAµ(k(r))
)( 1
E
g
)µ
ν
α˜νne
inσr
}]
. (7.33)
The oscillator representation in the above is derived from Eq.(7.31) and the following OPE
between adg†N
VˆA :
adg†
N
VˆA(σ1, τ1; k
(1); a1) adg†
N
VˆA(σ2, τ2; k
(2); a2)
= exp
[
−
{
k(1)µ − ia1Aµ(k(1))
(
z1∂1 − z¯1∂¯1
)}
×
{
k(2)ν − ia2Aν(k(2))
(
z2∂2 − z¯2∂¯2
)}
G
µν
∞ (z1, z¯1|z2, z¯2)
]
× : adg†N VˆA(σ1, τ1; k
(1); a1) adg†N
VˆA(σ2, τ2; k
(2); a2) : , (7.34)
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for |z1| ≥ |z2|, |z1z2| ≤ 1 and z1 6= z2. Duals to the states (7.24) are obtained from (7.33) as
follows : 〈
BN [A]; (σ1, k
(1)), · · · , (σM , k(M))
∣∣∣
= iM
M∏
r=1
∂
∂ar
∣∣∣∣∣
ar=0
〈
BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))
∣∣∣ . (7.35)
7.2.3 Closed-string propagation
We now come to computations of closed-string tree amplitudes between the boundary states
(7.24). It is a straightforward generalization of what we did for the boundary states of off-shell
open-string tachyons but becomes much complicated.
To avoid an unnecessary complication and make the result transparent let us calculate the
following amplitudes :〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣
× q
1
2(L0+L˜0−2)
c
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉, (7.36)
where qc = e
2πiτ (c) . These amplitudes reduce to the amplitudes in question by using the relations
(7.25) and (7.35).
We can factorize the amplitudes into products of two kinds of contributions from the zero-
modes and the massive modes of closed-string. By using the oscillator representations (7.23)
and (7.33) these become as follows :〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣
×q
1
2(L0+L˜0−2)
c
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
=
(− detGµν
(2α′)p+1
) 1
2
δ(p+1)
(
M+N∑
r=1
k(r)
)
q
−1−α′
4
∑M
r=1
∑M+N
s=M+1 k
(r)
µ g
µνk
(s)
ν
c
×
∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
× e i2π
∑M
r,s=1
(
arAµ(k(r))−σrk(r)µ
)
θµνk
(s)
ν e
− i
2π
∑M+N
r,s=M+1
(
arAµ(k(r))−σrk(r)µ
)
θµνk
(s)
ν
×
∏
1≤r<s≤M
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)µ − asAµ(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣]
×
∏
M+1≤r<s≤M+N
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)µ − asAµ(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣]
× FA
(
qc, {σr} ,
{
k(r)
}
; {ar}
)
. (7.37)
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Here FA represents the sum of contributions from the massive modes of closed-string. It is
given by the following infinite products :
FA
(
qc, {σr} ,
{
k(r)
}
; {ar}
)
=
∞∏
n=1
〈0| exp
[
−q
n
c
n
αµnNµν α˜
ν
n
−
√
2α′q
n
2
c
n
M+N∑
r=M+1
{(
k(r)µ + inarAµ(k
(r))
)( 1
ET
g
)µ
ν
ανne
−inσr
+
(
k(r)µ − inarAµ(k(r))
)( 1
E
g
)µ
ν
α˜νne
inσr
}]
× exp
[
−1
n
αµ−nNµν α˜
ν
−n
+
√
2α′
n
M∑
r=1
{(
k(r)µ − inarAµ(k(r))
)( 1
ET
g
)µ
ν
αν−ne
inσr
+
(
k(r)µ + inarAµ(k
(r))
)( 1
E
g
)µ
ν
α˜ν−ne
−inσr
}]
|0〉 .
(7.38)
We need to evaluate the above infinite products. These are carried out in Appendix B. We
just quote the result obtained there. These turn out to be as follows :
FA
(
qc, {σr} ,
{
k(r)
}
; {ar}
)
=
∏
n=1
(1− qnc )−p−1
×
∏
1≤r<s≤M
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAµ(k(s))∂σs
)
× ln
{∏∞
n=1
(
1− ei(σr−σs)qnc
) (
1− e−i(σr−σs)qnc
)
∏∞
n=1 (1− qnc )2
}]
×
∏
M+1≤r<s≤M+N
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAµ(k(s))∂σs
)
× ln
{∏∞
n=1
(
1− ei(σr−σs)qnc
) (
1− e−i(σr−σs)qnc
)
∏∞
n=1 (1− qnc )2
}]
×
M∏
r=1
M+N∏
s=M+1
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAµ(k(s))∂σs
)
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× ln


∏∞
m=0
(
1− ei(σr−σs)qm+
1
2
c
)(
1− e−i(σr−σs)qm+
1
2
c
)
∏∞
n=1 (1− qnc )2


]
× exp
[
2α′Gµν
M+N∑
r=1
(ar)
2Aµ(k
(r))Aν(k
(r)) ln
{ ∞∏
n=1
(1− qnc )
}]
. (7.39)
We have used the total momentum conservation, δ(p+1)
(∑M+N
r=1 k
(r)
)
to obtain the above ex-
pression. The last exponential will be ignored since the exponent is proportional to (ar)
2 and
this term brings about nothing when
∏M+N
r=1
∂
∂ar
∣∣∣
ar=0
operate on the amplitudes.
The amplitudes which are obtained by plugging Eq.(7.39) into Eq.(7.37) may be written
down by using the elliptic θ-functions. With a similar manipulation which leads Eq.(3.50) we
can recast the amplitudes into the following forms :〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣
×q
1
2(L0+L˜0−2)
c
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
=
(− detGµν
(2α′)p+1
) 1
2
q
p−25
24
c η
(
τ (c)
)−p+1
δ(p+1)
(
M+N∑
r=1
k(r)
)
×
∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×q−
1
16π2α′
Kµ(θGθ)µνKν
c
M+N∏
r=1
e
i
2π
(
arAµ(k(r))−σrk(r)µ
)
θµνKν
×
∏
1≤r<s≤M
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
)
× (k(s)µ − asAµ(k(s))∂σs) ln


θ1
(
|σr−σs|
2π
∣∣∣ τ (c))
η (τ (c))
3


]
×
∏
M+1≤r<s≤M+N
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
)
× (k(s)µ − asAµ(k(s))∂σs) ln


θ1
(
|σr−σs|
2π
∣∣∣ τ (c))
η (τ (c))
3


]
×
M∏
r=1
M+N∏
s=M+1
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
)
× (k(s)µ − asAµ(k(s))∂σs) ln
{
θ4
(
σr−σs
2π
∣∣ τ (c))
η (τ (c))
3
}]
,
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(7.40)
where we put Kµ ≡
∑M
r=1 k
(r)
µ . In the above expression we have included the contribution of
the ghosts,
∏∞
n=1(1− qnc )2.
7.3 Comparison with open-string one-loop calculation
We compare the amplitudes (7.40), taking account of closed-string propagations along the
Dirichlet directions, with open-string gluon one-loop amplitudes. The discussion goes parallel
to the case of the tachyon. We first describe the open-string calculation. We use the same
conventions as in subsection 3.4.
7.3.1 Open-string one-loop calculation
Open-string gluon vertex operator of momentum k is given by
V openA (ξ, σ; k) ≡ iAµ(k) : (∂ρ + ∂ρ)Xµ(ρ, ρ¯)eikνX
ν(ρ,ρ¯) :
∣∣
ρ=ξeiσ
, (7.41)
where ρ and (ξ, σ) are respectively the complex and the radial coordinates of the upper half-
plane (open-string world sheet). Aµ(k) are the polarization vectors or the Fourier modes of
the U(1) gauge field Aµ(x). We consider the scattering process of M + N gluons with mo-
menta k(r). Diagram relevant to the one-loop scattering process can be drawn on the up-
per half-plane as depicted in Figure 3. The corresponding gluon amplitude, which we call
IA
(
(k(1), · · · , k(M)); (k(M+1), · · · , k(M+N))), is given by a sum of traces of their products ar-
ranged in cyclically distinct orders with keeping their partial orderings at the each end :
IA
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
≡ Tr{∆V openA (1, 0; k(1)) · · ·∆V openA (1, 0; k(M))
× ∆V openA (1, π; k(M+1)) · · ·∆V openA (1, π; k(M+N))
}
+ · · · · · · . (7.42)
In order to obtain the above amplitude it becomes convenient to introduce the gluon vertex
operator in an exponential form. Let a ∈ R be an auxiliary parameter. We put [41]
Vˆ openA (ξ, σ; k; a) ≡ : exp
{
ikµX
µ(ρ, ρ¯) + iaAµ(k)(∂ρ + ∂ρ)X
µ(ρ, ρ¯)
}
:
∣∣
ρ=ξeiσ
. (7.43)
This operator is related with the vertex operator (7.41) by
V openA (ξ, σ; k) =
∂
∂a
Vˆ openA (ξ, σ; k; a)
∣∣∣∣
a=0
. (7.44)
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The corresponding amplitude constructed from Vˆ openA instead of V
open
A will be called IˆA. It is
given by
IˆA
(((
k(1), a1
)
, · · · , (k(M), aM)) ; ((k(M+1), aM+1) , · · · , (k(M+N), aM+N)))
≡ Tr
{
∆Vˆ openA
(
1, 0; k(1); a1
) · · ·∆Vˆ openA (1, 0; k(M); aM)
× ∆Vˆ openA
(
1, π; k(M+1); aM+1
) · · ·∆Vˆ openA (1, π; k(M+N); aM+N)}
+ · · · · · · . (7.45)
The gluon scattering amplitude IA can be obtained from IˆA by differentiating it with respect
to ar and making them vanish:
IA
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
=
M+N∏
r=1
∂
∂ar
∣∣∣∣∣
ar=0
IˆA
(((
k(1), a1
)
, · · · , (k(M), aM)) ; ((k(M+1), aM+1) , · · · , (k(M+N), aM+N))) .
(7.46)
Due to the existence of the auxiliary parameter the Virasoro algebra acts on the auxiliary
gluon vertex operator Vˆ openA in an unfamiliar form. The generators have been given in (3.56).
Their action turns out to be as follows : For n ∈ Z
[Ln, Vˆ
open
A (ξ, 0; k; a)]
=
{
ξn+1
∂
∂ξ
+ (n+ 1)α′kµGµνkνξn + (n+ 1)ξna
∂
∂a
+ n(n+ 1)aα′kµG
µνAν(k)ξ
n−1
+
n(n2 − 1)
6
a2α′Aµ(k)GµνAν(k)ξn−2
}
Vˆ openA (ξ, 0; k; a), (7.47)
and the same form on Vˆ openA (ξ, π; k; a) except replacing ξ by −ξ in the RHS. By applying the
relation (7.44) to the above equation we obtain the standard Virasoro action on the gluon vertex
operators. The auxiliary operators become the tachyon vertex operators simply by letting a
vanish in (7.43), and the above action reduces to the standard action on the tachyon vertex
operators.
We can evaluate the amplitude IˆA in the standard manner. The open-string propagators in
(7.45) may be replaced by the integral forms. The above Virasoro action implies :
ξL0Vˆ openA (1, 0; k; a)ξ
−L0 = ξα
′kµGµνkν Vˆ openA (ξ, 0; k; ξa),
ξL0 Vˆ openA (1, π; k)ξ
−L0 = ξα
′kµGµνkν Vˆ openA (ξ, π; k; ξa). (7.48)
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Utilizing these properties we can write the amplitude in the following form :
IˆA
(((
k(1), a1
)
, · · · , (k(M), aM)) ; ((k(M+1), aM+1) , · · · , (k(M+N), aM+N)))
=
∫
0≤ξM+N≤ξM+N−1≤···≤ξ1≤1
M+N∏
r=1
dξr
ξr
×
M+N∏
r=1
ξα
′k
(r)
µ Gµνk
(r)
ν
r
× Tr
{
Vˆ openA
(
ξ1, 0; k
(1); ξ1a1
) · · · Vˆ openA (ξM , 0; k(M); ξMaM)
×Vˆ openA
(
ξM+1, π; k
(M+1); ξM+1aM+1
) · · · Vˆ openA (ξM+N , π; k(M+N); ξM+NaM+N) ξL0−1M+N}
+ · · · · · · .
(7.49)
The coordinates ξr in the RHS are insertion points of the auxiliary gluon vertices and provide
a parametrization of the diagram. Another parametrization can be obtained by mapping the
diagram to the cylinder with width π as depicted in Figure 4. Correspondingly ξr are mapped
to νr by νr = − ln ξr. We put τ (o) ≡ − ln ξM+N . These are the open-string parameters.
To evaluate the RHS of Eq.(7.49), we first normal-order the products of the auxiliary oper-
ators within the traces by taking account of their OPEs. For instance we use
Vˆ openA
(
ξ1, 0; k
(1); a1
)
Vˆ openA
(
ξ2, 0; k
(2); a2
)
= e−
i
2
k
(1)
µ θ
µνk
(2)
ν × e2α′Gµν
(
k
(1)
µ +a1Aµ(k
(1)) ∂
∂ξ1
)(
k
(2)
ν +a2Aν(k
(2)) ∂
∂ξ2
)
ln(ξ1−ξ2)
× : Vˆ openA
(
ξ1, 0; k
(1); a1
)
Vˆ openA
(
ξ2, 0; k
(2); a2
)
: ,
Vˆ openA
(
ξ1, 0; k
(1); a1
)
Vˆ openA
(
ξ2, π; k
(2); a2
)
= e−
i
2
k
(1)
µ θ
µνk
(2)
ν × e2α′Gµν
(
k
(1)
µ +a1Aµ(k
(1)) ∂
∂ξ1
)(
k
(2)
ν −a2Aν(k(2)) ∂∂ξ2
)
ln(ξ1+ξ2)
× : Vˆ openA
(
ξ1, 0; k
(1); a1
)
Vˆ openA
(
ξ2, π; k
(2); a2
)
: , (7.50)
for ξ1 > ξ2. We still need to take traces of these normal-ordered operators. After straightforward
but wearisome calculations the amplitude can be written down in terms of the open-string
parameters. It turns out to be the following integral :
IˆA
(((
k(1), a1
)
, · · · , (k(M), aM)) ; ((k(M+1), aM+1) , · · · , (k(M+N), aM+N)))
=
√−detGµνδ(p+1)
(
M+N∑
r=1
k(r)
)
×
∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
×
∫
dτ (o)
M+N−1∏
r=1
dνr
( π
α′τ (o)
) p+1
2
e
26−D
24
τ (o)η
(
−τ
(o)
2πi
)−D+2
× e
Kµ(θGθ)
µνKν
4α′τ(o)
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×
M∏
r=1
M+N∏
s=M+1
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))
∂
∂νr
)(
k(s)ν + asAν(k
(s))
∂
∂νs
)
× ln
{
e
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
(νs + iπ)− νr
2πi
∣∣∣∣ −τ (o)2πi
)}]
×
M∏
r=1
exp
{−arα′k(r)µ GµνAν(k(r))} M∏
r=1
exp
{
i
τ (o)
Kµθ
µν
(
k(r)ν νr − arAν(k(r))
)}
×
∏
1≤r<s≤M
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))
∂
∂νr
)(
k(s)ν − asAν(k(s))
∂
∂νs
)
× ln
{
ie
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
νs − νr
2πi
∣∣∣∣ −τ (o)2πi
)}]
×
M+N∏
r=M+1
exp
{
arα
′k(r)µ G
µνAν(k
(r))
} M+N∏
r=M+1
exp
{
i
τ (o)
Kµθ
µν
(
k(r)ν νr + arAν(k
(r))
)}
×
∏
M+1≤r<s≤M+N
exp
[
2α′Gµν
(
k(r)µ + arAµ(k
(r))
∂
∂νr
)(
k(s)ν + asAν(k
(s))
∂
∂νs
)
× ln
{
ie
− (νs−νr)2
2τ(0) η
(−τ (o)
2πi
)−3
θ1
(
νs − νr
2πi
∣∣∣∣ −τ (o)2πi
)}]
,
(7.51)
where the integration of the open-string parameters are performed over the region (3.63), and
Kµ is given by Kµ =
∑M
r=1 k
(r)
µ . Contribution of the world-sheet reparametrization ghosts has
been included in the above.
In order to compare the amplitude (7.51) with Eq.(7.40) we map the cylinder drawn on
the u-plane (Figure 4) to the cylinder on the v-plane (Figure 5) by conformal transformation
v = 2πu/τ (o). νr are mapped to σr by σr = 2πνr/τ
(o). We put τ (c) ≡ 2πi/τ (o). These are
the closed-string parameters. We note that an insertion point of the (M + N)-th auxiliary
gluon vertex operator is fixed at σM+N = 2π. By making use of the modular transformations
(3.64) the above one-loop amplitude can be described as an integral with respect to τ (c) and
σr. Subsequently we use the relation (7.46). An integral form of the M +N gluon scattering
amplitude is obtained in terms of the closed-string parameters. This turns out to be as follows :
IA
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
=
(−detGµν
(2α′)p+1
)1/2
δ(p+1)
(
M+N∑
r=1
k(r)
)
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×
∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
× (−2πi)
M+N∏
r=1
∂
∂ar
∣∣∣∣∣
ar=0
∫ i∞
i0
dτ (c)
∫ M+N−1∏
r=1
dσr e
26−D
24
2πi
τ(c)
(−iτ (c))− d2 η(τ (c))−D+2
× e τ
(c)
8πiα′
Kµ(θGθ)µνKν ×
M+N∏
r=1
(−iτ (c))α′k(r)µ Gµνk(r)ν
×
M∏
r=1
M+N∏
s=M+1
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))
∂
∂σr
)(
k(s)ν + asAν(k
(s))
∂
∂σs
)
× ln
{
η
(
τ (c)
)−3
θ4
(
σs − σr
2πi
∣∣∣∣ τ (c)
)}]
×
M∏
r=1
exp
{
− ar
(−iτ (c))α
′k(r)µ G
µνAν(k
(r))
} M∏
r=1
exp
{
i
2π
Kµθ
µν
(
k(r)ν σr − arAν(k(r))
)}
×
∏
1≤r<s≤M
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))
∂
∂σr
)(
k(s)ν − asAν(k(s))
∂
∂σs
)
× ln
{
η
(
τ (c)
)−3
θ1
(
σs − σr
2π
∣∣∣∣ τ (c)
)}]
×
M+N∏
r=M+1
exp
{
ar
(−iτ (c))α
′k(r)µ G
µνAν(k
(r))
} M+N∏
r=M+1
exp
{
i
2π
Kµθ
µν
(
k(r)ν σr + arAν(k
(r))
)}
×
∏
M+1≤r<s≤M+N
exp
[
2α′Gµν
(
k(r)µ + arAµ(k
(r))
∂
∂σr
)(
k(s)ν + asAν(k
(s))
∂
∂σs
)
× ln
{
η
(
τ (c)
)−3
θ1
(
σs − σr
2π
∣∣∣∣ τ (c)
)}]
,
(7.52)
where the integration of the closed-string parameters are performed over the region (3.66). And
we have rescaled the auxiliary parameters ar to (−iτ (c))ar.
The above integral form allows us to express the one-loop amplitude of M + N gluons by
using the closed-string amplitudes given in (7.40). Including the contribution of closed-string
propagations along the Dirichlet directions we finally obtain the following equality :
IA
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
= 2πi(−)N+1
M+N∏
r=1
∂
∂ar
∣∣∣∣
ar=0
∫ i∞
i0
dτ (c) e
2πi
(
τ (c)+ 1
τ(c)
)
26−D
24
M+N∏
r=1
(−iτ (c))α′k(r)µ Gµνk(r)ν
×
M∏
r=1
exp
{
− ar
(−iτ (c))α
′k(r)µ G
µνAν(k
(r))
} M+N∏
r=M+1
exp
{
ar
(−iτ (c))α
′k(r)µ G
µνAν(k
(r))
}
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×
[∫ M+N−1∏
r=M+1
dσr 〈BD| ⊗
〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣
]
× q
L0+L˜0−2
2
c
[∫ M∏
r=1
dσr
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉⊗ |BD〉
]
,
(7.53)
where the integration is performed over the region (3.66). All the additional terms appearing
in the RHS become completely vanishing when the on-shell conditions (7.20) are imposed on
the gluon vertices at the critical dimensions.
8 UV limit of Non-commutative Gauge Theory
Low-energy world-volume theory of open-string gluons in the presence of a constant B field is
a U(1) gauge theory on the non-commutative world-volume. In this section, taking the same
route as the previous study of the non-commutative scalar field theory, we investigate the UV
behavior of the non-commutative gauge theory. Our study in this section is restricted to the
case of 25-brane in the critical dimensions. We examine two zero-slope limits of the one-loop
amplitudes of gluons. One is based on the open-string parameters and the other is on the closed-
string parameters. These two limits, as we explained in the study of the non-commutative scalar
field theory, are complementary.
We first take a zero-slope limit based on the open-string parameters (τ (o), νr). Eq.(7.51)
may be used as an integral form of the amplitude. Strictly speaking, the amplitude is obtained
from this integral by using the relation (7.46). The zero-slope limit will be a gauge theory one-
loop amplitude, particularly written in terms of the Schwinger parameters, s(o) and Tr. These
parameters are related with τ (o) and νr by the relations (4.1). The auxiliary parameters ar are
also used in the amplitude (7.51). They are introduced in order to describe the gluon vertex
operators (7.41) in the auxiliary forms (7.43) and to make the loop calculation tractable. At the
zero-slope limit the gluon vertex operator become iAµ(k)
dxµ(s)
ds
eikνx
ν(s), where x(s) is a world-
line parametrized by the Schwinger parameter s. The auxiliary vertex operator is expected
to be e
i
(
kµxµ(s)+κAµ(k)
dxµ(s)
ds
)
in the world-line description. Here κ is an auxiliary parameter (a
counterpart of a in the field theory). A simple dimensional analysis shows that κ is dimensionful
and proportional to α′a. Therefore the zero-slope limit must be taken by fixing the following
field theory parameters in the amplitude :
s(o) = α′τ (o), Tr = α′νr, κr = α′ar. (8.1)
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Simultaneously we also need to fix open-string tensors Gµν and θ
µν . We rewrite the amplitude
(7.51) in terms of the above parameters and then pick up the dominant contribution of the
α′-expansion. These are parallel to what we did in the previous section to obtain the zero-slope
limit (4.3) of the tachyon amplitude. By using the relation (7.46), we find that the following
integral turns out to be the zero-slope limit :
IA
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
≈ π13√−detGµνδ26
(
M+N∑
r=1
k(r)
) ∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
×
M+N∏
r=1
∂
∂κr
∣∣∣∣
κr=0
∫
ds(o)(s(o))−13 exp
{
s(o)
α′
+
Kµ(θGθ)
µνKν
4s(o)
}∫ M+N−1∏
r=1
dTr
×
M+N∏
r=1
exp
{−ǫ(r)κrk(r)µ GµνAν(k(r))}
×
M+N∏
r=1
exp
{
− i
s(0)
(
Trk
(r)
µ − ǫ(r)κrAµ(k(r))
)
θµνKν
}
×
M+N∏
r<s
exp
[
Gµν
(
k(r)µ − ǫ(r)κrAµ(k(r))
∂
∂Tr
)(
k(s)ν − ǫ(s)κsAν(k(s))
∂
∂Ts
)
×
{
−(Tr − Ts)
2
s(o)
+ |Ts − Tr|
}]
, (8.2)
where ǫ(r) take values ±1 such that +1 for 1 ≤ r ≤ M and −1 for M + 1 ≤ r ≤ M + N , and
the integral is performed over the region (4.4). If we neglect κr besides their differentiations
the above zero-slope limit reduces to Eq.(4.3), modulo the factor α
′−M−N . This power has a
simple origin in the scaling relations, κr = α
′ar. It was discussed previously that exp
{
s(o)
α′
}
in
the integral comes from the Schwinger representation of the open-string tachyon propagator,
exp
{−s(o)(p2 − 1
α′
)
}
. Presently the same term may be interpreted as an IR regularization of
the amplitude by an analytic continuation of − 1
α′2
to a small positive m2.
The above zero-slope limit can be identified with the corresponding one-loop amplitude of
the non-commutative U(1) gauge theory. Some related calculation in the gauge theory may be
found in [42][43] 8. Similarly to the scalar field theory, exp
{
Kµ(θGθ)µνKν
4s(o)
}
in the above integral
is understood as a UV regularization [11] which depends on the external momentum K. In
the gauge theory as well, this causes the problem of UV-IR mixing and makes the field theory
description at high energy scale difficult.
8 Eq.(8.2) may be compared with Eq.(4.9) of [43]. The integration measure used in that paper is different
from ours.
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As explained in Section 4, the open- and closed-string parameters used in the descriptions of
the amplitude are two kinds of coordinates of the moduli space of conformal classes of cylinder
with M + N punctures at the boundaries. Two ends of the moduli space which are located
at τ (o) = 0 and τ (o) = +∞ play important roles in the zero-slope limits. The field theory
amplitude (8.2) is obtained by a suitable magnification of the integral (7.51) on an infinitesimal
neighbourhood around τ (o) = +∞. We need to focus on the region s(o) ≈ 0 to know the UV
behavior of the gauge theory. As is the case of the scalar field theory, a possible resolution is to
take a zero-slope limit such that an infinitesimal neighbourhood around τ (o) = 0 is magnified.
It becomes effective to use the closed-string parameters near this end. The zero-slope limit
which we examine is essentially the same as that was examined for the open-string tachyons.
Explicitly we take the limit by fixing the following parameters :
s(c) = α′|τ (c)|, σr, ar. (8.3)
In the limiting process we fix open-string tensors Gµν and θ
µν as well to capture the world-
volume theory. The auxiliary parameters in the above are the rescaled ones used in the integral
(7.52). In contrast with the previous scaling we keep them intact. This is because the present
limit is not expected to allow a naive world-line description. As can be observed in the expres-
sion (7.53) these parameters are nothing but the auxiliary parameters used for the description
of gluon vertex operators in the boundary state formalism.
Relevant integral form of the one-loop amplitude is given by Eq.(7.52) or equivalently
Eq.(7.53) using the boundary states. We slightly generalize the amplitude by dropping out
the factors
∏M+N
r=1 (−iτ (c))α
′k
(r)
µ G
µνk
(r)
ν e
− arǫ(r)
(−iτ(c))
α′k
(r)
µ G
µνAν(k(r))
and introduce the following quan-
tity :
JA
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
= 2πi(−)N+1
∫ i∞
i0
dτ (c)
M+N∏
r=1
∂
∂ar
∣∣∣∣∣
ar=0
×
[∫ M+N−1∏
r=M+1
dσr 〈BD| ⊗
〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣
]
× q
L0+L˜0−2
2
c
[∫ M∏
r=1
dσr
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉⊗ |BD〉
]
,
(8.4)
where the integration is performed on the region (3.66). The U(1) symmetry of the one-
loop diagram is fixed by putting σM+N = 2π. When the gluon vertices satisfy the on-shell
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conditions the above JA coincides with the original amplitude. It is an off-shell generalization
slightly different from the original one.
The zero-slope limit can be obtained by a calculation parallel to that of open-string tachyons.
The operations
∏M+N
r=1
∂
∂ar
∣∣∣
ar=0
are carried out on the dominant term of the α′-expansion with-
out difficulty. The following integral turns out to be the zero-slope limit :
JA
((
k(1), · · · , k(M)) ; (k(M+1), · · · , k(M+N)))
≈ 2π
α′
δ26
(
M+N∑
r=1
k(r)
)∫
ds(c) exp
{
−πs
(c)
2
(
Kµg
µνKν − 4
α′
)}
×
[(−detGµν
(2α′)26
)1/4 ∫ M∏
r=1
dσr
∏
1≤r<s≤M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν
×
M∏
r=1
{
− i
2π
Kµθ
µνAν(k
(r))e−ik
(r)
µ θ
µνKν
σr
2π
}]
×
[(−detGµν
(2α′)26
)1/4 ∫ M+N−1∏
r=M+1
dσr
∏
M+1≤r<s≤M+N
e
i
2
k
(r)
µ θ
µνk
(s)
ν
×
M+N∏
r=M+1
{
i
2π
Kµθ
µνAν(k
(r))e−ik
(r)
µ θ
µνKν
σr
2π
}]
, (8.5)
where the integral is performed over the region (4.11) and the closed-string metric is understood
as gµν ≈ − (θGθ)µν
(2πα′)2
.
As was pointed out in the previous study of the scalar field theory, the zero-slope limit
based on the closed-string parameters describes physics at the trans-string scale of the world-
volume theory. All the perturbative stringy states of open-string contribute to the limit. They
bring about a striking contrast between the two limits. We can find the propagator of closed-
string tachyon of momentum K in the limit (8.5) while the counterpart in (8.2) is the curious
regularization factor. In that limit there appear terms describing correlations between two
gluons inserted at Tr and Ts. These correlations are caused by the kinetic energies of the
propagating gluons. But they are lost in (8.5) and gluons become topological in this limit. The
disappearance originates in the modular transforms (3.64).
It is also possible to rewrite the limit (8.5) in terms of the Moyal products. The translation
can be made in the same manner as we translated the tachyon amplitude (4.10) into (4.15).
We obtain∫ M+N∏
r=1
dk(r)
(2π)13
(−)M+NJA
((
k(1), · · · , k(M)) ; (−k(M+1), · · · ,−k(M+N)))
76
≈ 2π
α′
∫
dp0
[∫ ∞
0
ds(c) exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eip0µx
µ
⋆
[∫ M∏
r=1
dσr
{
iAµ(x0(σ1))dx
µ
0(σ1)
dσ1
}
⋆ · · ·
· · · ⋆
{
iAµ(x0(σM))dx
µ
0(σM )
dσM
}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eip0µxµ ⋆
[∫ M+N−1∏
r=M+1
dσr
{
iAµ(x0(σM+1))dx
µ
0 (σM+1)
dσM+1
}
⋆ · · ·
· · · ⋆
{
iAµ(x0(σM+N))dx
µ
0 (σM+N)
dσM+N
}]
,
(8.6)
where the integrations on σr are performed over the region (4.11). And x0(σ) is the straight
line given by xµ0 (σ) = x
µ + θµνp0ν
σ
2π
. This allows us to write down the generating function of
the amplitudes in terms of open Wilson lines. By summing up the above equation with respect
to M and N the zero-slope limit becomes as follows :
∞∑
M=0
∞∑
N=1
∫ M+N∏
r=1
dk(r)
(2π)13
(−)M+NJA
((
k(1), · · · , k(M)) ; (−k(M+1), · · · ,−k(M+N)))
≈ 2π
α′
∫
dp0
[∫ ∞
0
ds(c) exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eip0µx
µ
⋆
[
P⋆ei
∫ 2π
0 dσAµ(x0(σ))
dx
µ
0
dσ
(σ)
]
×
(−detGµν
(2α′)26
) 1
4
∫
dx
(2π)26
eip0µxµ ⋆
[
P⋆ei
∫ 2π
0 dσAµ(x0(σ))
dx
µ
0
dσ
(σ)
]
⋆
{
iAµ(x0(2π))dx0
dσ
(2π)
}
.
(8.7)
The last term, which makes the equation asymmetric, appears owing to fixing the U(1) symme-
try of the open-string diagrams. Modulo this asymmetry the generating function is factorized
at the zero-slope limit into a sum of products of straight open Wilson lines. Open Wilson lines
with the same velocity θ
µνp0ν
2π
interact with each other by exchanging closed-string tachyon with
momentum p0µ.
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9 Open Wilson Lines in Closed-String Theory (II)
9.1 Straight open Wilson line and closed-string tachyon
It was shown in [23] disk amplitudes of a closed-string tachyon scattering with arbitrary number
of gluons turn out to generate a straight open Wilson line in Seiberg-Witten’s zero-slope limit.
The path is a straight line connecting xµ and xµ + θµνp0ν , where p0 is the momentum of the
tachyon. The displacement θµνp0ν is required by the gauge invariance [24]. In this section we
first reproduce the above result by using the boundary states constructed in Section 7. Com-
putations provided below become also helpful for our subsequent investigations of generically
curved open Wilson lines.
Closed-string tachyon state with momentum p0µ and its BPZ dual state are given by
|p0N〉 = lim
τ→−∞
VT (σ, τ ; p0)|0〉 = eip0µxˆ
µ
0 |0〉 , 〈−p0N | = 〈0|eip0µxˆ
µ
0 . (9.1)
Disk amplitude of the closed-string tachyon scattering with M gluons is obtained in the bound-
ary state formalism by integrating the overlap
〈−p0N ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉 on its
moduli space. To evaluate this overlap, we start by computing the overlap with the auxiliary
boundary states. This becomes〈
−p0N
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
=
(− detGµν
(2α′)p+1
) 1
4
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
×
M∏
r<s
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAν(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣]
× exp
[
− i
2π
M∑
r=1
(
arAµ(k
(r))− σrk(r)µ
)
θµνp0ν
]
. (9.2)
The zero-slope limit can be read from the RHS as follows :〈
−p0N
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
× exp
[
− i
2π
M∑
r=1
(
arAµ(k
(r))− σrk(r)µ
)
θµνp0ν
]
. (9.3)
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This gives
〈−p0N ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
=
M∏
r=1
(
i
∂
∂ar
)∣∣∣∣∣
ar=0
〈
−p0N
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
×
M∏
r=1
(
dyµ0 (σr)
dσr
Aµ(k
(r))eik
(r)
ν y
ν
0 (σr)
)
=
(− detGµν
(2α′)p+1
) 1
4
∫
dp+1x
(2π)p+1
eip0µx
µ
e−
i
2
(k
(1)
µ +···+k(M)µ )θµνp0ν
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M∏
r=1
{
dyµ0 (σr)
dσr
Aµ(k
(r))eik
(r)
ν (xν+yν0 (σr))
}
, (9.4)
where yµ0 (σ) (0 ≤ σ ≤ 2π) is a straight line defined as
yµ0 (σ) = θ
µνp0ν
σ
2π
. (9.5)
In the above we have used the following equations to obtain the last equality :
δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
= δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
e−
i
2
(k
(1)
µ +···+k(M)µ )θµνp0ν
=
∫
dp+1x
(2π)p+1
ei(k
(1)
µ +···+k(M)µ )xµeip0µx
µ
e−
i
2
(k
(1)
µ +···+k(M)µ )θµνp0ν . (9.6)
The relevant moduli parameters are σr with 0 ≤ σ1 ≤ · · · ≤ σM ≤ 2π. Their integration
will give us the amplitude. Eq.(9.4) yields
∫
0≤σ1≤σ2≤···≤σM≤2π
M∏
r=1
dσr
〈−p0N ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
∫
dp+1x
(2π)p+1
∫
0≤σ1≤σ2≤···≤σM≤2π
M∏
r=1
dσr{
dyµ0 (σ1)
dσr
Aµ(k
(1))eik
(1)
ν (xν+yν0 (σ1))
}
⋆
{
dyµ0 (σ2)
dσr
Aµ(k
(2))eik
(2)
ν (xν+yν0 (σ2))
}
⋆ · · ·
· · · ⋆
{
dyµ0 (σM)
dσr
Aµ(k
(M))eik
(M)
ν (xν+yν0 (σM ))
}
⋆ eip0µx
µ
, (9.7)
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where the Moyal products are taken with respect to x. The straight open Wilson line is obtained
from the above equation by summing up with respect to M as follows :
∞∑
M=0
iM
∫ M∏
r=1
dp+1k(r)
(2π)
p+1
2
∫
0≤σ1≤σ2≤···≤σM≤2π
M∏
r=1
dσr
〈−p0N ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
∫
dp+1x
(2π)p+1
[
P⋆ exp
(
i
∫ 2π
0
dσ
dyµ0 (σ)
dσ
Aµ (x+ y0(σ))
)]
⋆ eip0µxˆ
µ
, (9.8)
where the path is taken along the straight line xµ0 (σ) ≡ xµ + yµ0 (σ).
9.2 Curved open Wilson lines and closed-string states
Taking account of the fact that closed-string tachyons give rise to straight open Wilson lines,
Dhar and Kitazawa suggested in [27] that fluctuations of open Wilson lines should originate
in the massive states of closed-string. They conjectured a possible correspondence between
the perturbative massive states of closed-string and the gauge theory operators obtained as
the coefficients in a perturbative expansion of open Wilson line (the harmonic expansion at
the straight line). In this subsection we prove their conjecture. We show, in a self-contained
fashion, how one can obtain curved open Wilson lines and present an explicit correspondence
between their fluctuations and the closed-string states.
Let Pµ(σ) be a loop in the momentum space. The harmonic expansion is given by Pµ(σ) =
1
2π[
p0µ +
1√
2
∑∞
n=1
(
ψnµe
−inσ + ψ¯nµeinσ
)]
. We first introduce the following out-state of closed-
string : 〈
Ω(ψn, ψ¯n; p0)
∣∣ ≡ 〈0| : exp(i ∫ 2π
0
dσPµ(σ)Xˆ
µ(σ)
)
: . (9.9)
One may think of this state as a stringy extension, (or a generalization to include the massive
modes), of the closed-string tachyon state. The oscillator representation can be read as
〈
Ω(ψn, ψ¯n; p0)
∣∣ = 〈−p0N | ∞∏
n=1
exp
[
−
√
α′
2
1
n
(
ψ¯nµα
µ
n + ψnµα˜
µ
n
)]
. (9.10)
This tells us that we can write the state in terms of the coherent state given in Appendix B as
follows : 〈
Ω(ψn, ψ¯n; p0)
∣∣ = 〈−p0N | ⊗ ∞∏
n=1
(
−
√
α′
2
ψn,−
√
α′
2
ψ¯n
∣∣∣∣∣ , (9.11)
where
(
−
√
α′
2
ψn,−
√
α′
2
ψ¯n
∣∣∣ are the coherent states (λ+n , λ−n | of the n-th levels defined in Eq.(B.5)
with setting the complex variables λ+n = −
√
α′
2
ψn and λ
−
n = −
√
α′
2
ψ¯n. One can readily find that
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for n ≥ 1
〈
Ω(ψn, ψ¯n; p0)
∣∣αµ−n = −
√
α′
2
gµνψ¯nν
〈
Ω(ψn, ψ¯n; p0)
∣∣ ,
〈
Ω(ψn, ψ¯n; p0)
∣∣ α˜µ−n = −
√
α′
2
gµνψnν
〈
Ω(ψn, ψ¯n; p0)
∣∣ . (9.12)
Recalling ψn is the complex conjugate of ψn, one can think of the state
〈
Ω(ψn, ψ¯n; p0)
∣∣ as a real
section of the coherent state of closed-string. Eq.(9.10) also yields the following equalities :
∞∏
n=1
p∏
µ=0
(
− 2n√
α′
∂
∂ψ¯nµ
)m(n,µ)(
− 2n√
α′
∂
∂ψnµ
)m′(n,µ) 〈
Ω(ψn, ψ¯n; p0)
∣∣
∣∣∣∣∣
ψ,ψ¯=0
= 〈−p0N |
∞∏
n=1
p∏
µ=0
(αµn)
m(n,µ) (α˜µn)
m′(n,µ) , (9.13)
where m(n, µ) and m′(n, µ) are integers greater than or equal to zero. This implies that the
state
〈
Ω(ψn, ψ¯n; p0)
∣∣ is a generating function of the closed-string states which are off-shell in
general.
Now we wish to compute overlaps of the above state, instead of the tachyon, with the
boundary states. Since it is a generating function of the closed-string states, these overlaps
give us a generating function of amplitudes between closed-string states and gluons. We will
show in the below that the zero-slope limit of this generating function is nothing but an open
Wilson line taken along a curve parametrized by ψn and ψ¯n.
By using Eq.(9.12), we obtain〈
Ω(ψn, ψ¯n; p0)
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
=
(− detGµν
(2α′)p+1
) 1
4
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
×
M∏
r<s
exp
[
2α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAν(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣]
×
∞∏
n=1
exp
[
− α
′
4n
ψ¯nµ
(
g−1Ng−1
)µν
ψnν
]
× exp
[
−i
M∑
r=1
arAµ(k
(r))
×
{
θµν
2π
p0ν +
α′√
2
∞∑
n=1
((
1
E
)µν
ψnνe
−inσr −
(
1
ET
)µν
ψ¯nνe
inσr
)}]
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× exp
[
i
M∑
r=1
k(r)µ
{
θµν
2π
p0νσr +
α′√
2
∞∑
n=1
i
n
((
1
E
)µν
ψnνe
−inσr +
(
1
ET
)µν
ψ¯nνe
inσr
)}]
.
(9.14)
The zero-slope limit can be read from the RHS. In the present limiting procedure, we have
α′
(
1
E
)µν
≈ θ
µν
2π
, α′
(
1
ET
)µν
≈ −θ
µν
2π
, α′
(
g−1Ng−1
)µν ≈ 1
4π2α′
(θGθ)µν . (9.15)
This enables us to find out that〈
Ω(ψn, ψ¯n; p0)
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
×
∞∏
n=1
exp
[
− ψ¯nµ (θGθ)
µν ψnν
16π2nα′
]
exp
[
−i
M∑
r=1
{
ar
dyµ(σr)
dσr
Aµ(k
(r))− k(r)µ yµ(σr)
}]
.
(9.16)
Here we introduce yµ(σ) with
yµ(σ) = yµ0 (σ) + y˜
µ(σ) , (9.17)
where
y˜µ(σ) ≡ θµν 1
2π
1√
2
∞∑
n=1
i
n
(
ψnνe
−inσ − ψ¯nνeinσ
)
. (9.18)
It is a curve deviating from the straight line yµ0 (σ) and the deviation is denoted by y˜
µ(σ).
It follows from Eq.(9.16) that
〈
Ω(ψn, ψ¯n; p0)
∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
=
M∏
r=1
(
i
∂
∂ar
)∣∣∣∣∣
ar=0
〈
Ω(ψn, ψ¯n; p0)
∣∣∣BˆN [A]; {ar}(σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)δ(p+1)
(
p0 +
M∑
r=1
k(r)
)
×
∞∏
n=1
exp
[
− ψ¯nµ (θGθ)
µν ψnν
16π2nα′
] M∏
r=1
{
dyµ(σr)
dσr
Aµ(k
(r))eik
(r)
ν y
ν(σr)
}
. (9.19)
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This takes essentially the same form as Eq.(9.4) with the straight line yµ0 (σ) replaced by the
curved one yµ(σ). Therefore, performing the same rearrangement as carried out in the last
subsection, we obtain
∞∑
M=0
iM
∫ M∏
r=1
dp+1k(r)
(2π)
p+1
2
∫
0≤σ1≤···≤σM≤2π
M∏
r=1
dσr
× 〈Ω(ψn, ψ¯n; p0) ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
∞∏
n=1
exp
[
− ψ¯nµ (θGθ)
µν ψnν
16π2nα′
]
×
∫
dp+1x
(2π)p+1
[
P⋆ exp
(
i
∫ 2π
0
dσ
dyµ(σ)
dσ
Aµ(x+ y(σ)
)]
⋆ eip0µx
µ
. (9.20)
This is the open Wilson line taken along the curve xµ(σ) ≡ xµ + yµ(σ).
Thus we have shown that the zero-slope limit of the generating function of the amplitudes
between closed-string states and gluons becomes the open Wilson line multiplied by a Gaussian
weight. The path is curved by ψn and ψn. As can be seen in Eq.(9.13), these variables originally
measure condensations of the n-th massive modes of closed-string.
This completes the proof of the conjecture.
Overlap with graviton
As has been mentioned, the overlap
〈
Ω(ψn, ψ¯n; p0)
∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉 serves as
a generating function of the amplitudes between closed-string states and gluons. As an illus-
tration, let us consider the case of gravitons.
The graviton states can be written as follows :
〈−p0N |hµν(p0)αµ1 α˜ν1 =
4
α′
hµν(p0)
∂2
∂ψ¯1µ∂ψ1ν
〈
Ω
(
ψn, ψ¯n; p0
)∣∣∣∣∣∣
ψ,ψ¯=0
, (9.21)
where hµν(p0) denotes the polarization tensor of graviton which is symmetric and traceless.
Using Eq.(9.19), we obtain
〈−p0N |αµ1 α˜ν1
∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
=
4
α′
∂2
∂ψ¯1µ∂ψ1ν
〈
Ω
(
ψn, ψ¯n; p0
) ∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉
∣∣∣∣
ψ,ψ¯=0
≈
(− detGµν
(2α′)p+1
) 1
4
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r=1
eik
(r)
µ θ
µνp0ν
σr
2π
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)δ(p+1)
(
p0µ +
M∑
r=1
k(r)µ
)
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× 2
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2π
)M [
−(θGθ)
µν
8π2α′
M∏
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)
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∑
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} ∏
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)]
.
(9.22)
This reproduces the result obtained in Appendix A of [23]. In fact, combining the above
equation with Eq.(9.21), we obtain
〈−p0N |hµν(p0)αµ1 α˜ν1
∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
M∏
r=1
eik
(r)
µ θ
µνp0ν
σr
2π
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
p∏
µ=0
δ
(
p0µ +
M∑
r=1
k(r)µ
)
× 2
α′
(
− 1
2π
)M [ M∑
r=1
1
(2π)2
k(r)µ (θh(p0)θ)
µν k(r)ν
M∏
u=1
(
p0θA(k
(u))
)
+
∑
r 6=s
{((
p0θA(k
(r))
)
2π
k(r)µ − Aµ(k(r))
)
(θh(p0)θ)
µν
((
p0θA(k
(s))
)
2π
k(s)ν + Aν(k
(s))
)
×ei(σr−σs)
∏
u 6=r,s
(
p0θA(k
(u))
)}]
, (9.23)
where the properties of hµν(p0) are used in the following manner :
0 = α′gµνhµν(p0) =
(
α′Gµν − (θGθ)
µν
(2π)2α′
)
hµν(p0) ≈ −(θGθ)
µν
(2π)2α′
hµν(p0) . (9.24)
It is worth emphasizing that Eq.(9.23) is derived without using the on-shell conditions of gravi-
ton, i.e. neither gµνp0µhνλ(p0) = 0 or α
′gµνp0µp0ν = 0.
9.3 Reparametrization invariance of open Wilson lines
Wilson lines in gauge theories are invariant under reparametrizations of the paths. Transfor-
mations analogous to the reparametrizations are generated by Ln− L˜−n in closed-string theory.
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In fact, Ln− L˜−n can be identified with vector fields zn+1∂z− z¯−n+1∂z¯ on the world-sheet 9 and
at τ = 0, where the boundary states reside, these vector fields have the forms of einσ∂σ. We
have observed that the action of diffS1 on the boundary states is identified with the action of
the closed-string BRST charge. The boundary states are in general not BRST-closed. Hence
the reparametrization invariance of open Wilson lines indicates that the action of diffS1 or the
BRST charge Qc becomes null at the zero-slope limit.
Let us verify the above observation. By making use of Eqs.(2.11) and (7.19), we obtain for
∀n ∈ Z (
Ln − L˜−n
) ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
=
M∑
r=1
einσr
{
−i ∂
∂σr
+ n
(
α′k(r)µ G
µνk(r)ν + 1
)} ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
+
M∑
r=1
einσrα′k(r)µ G
µνAν(k
(r))
∣∣BN [A]rˇ; (σ1, k(1)), · · · , (σM , k(M))〉 , (9.25)
where
∣∣BN [A]rˇ; (σ1, k(1)), · · · , (σM , k(M))〉 denotes
lim
∀τr→0+
V renA (σ1, τ1; k
(1)) · · ·V renT (σr, τr; k(r)) · · ·V renA (σM , τM ; k(M)) |BN〉 . (9.26)
Combining Eq.(9.25) with Eq.(9.20), we find that in the zero-slope limit
∫ M∏
r=1
dp+1k(r)
(2π)
p+1
2
∫
0≤σ1≤···≤σM≤2π
M∏
r=1
dσr
× 〈Ω(ψn, ψ¯n; p0)∣∣ iǫn (Ln − L˜−n) ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
∫ M∏
r=1
dp+1k(r)
(2π)
p+1
2
∫
0≤σ1≤···≤σM≤2π
M∏
s=1
dσs
×
M∑
r=1
∂
∂σr
ǫne
inσr
〈
Ω(ψn, ψ¯n; p0)
∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
∞∏
n=1
exp
[
− ψ¯nµ (θGθ)
µν ψnν
16π2nα′
] ∫
dp+1x
(2π)p+1
∫
0≤σ1≤···≤σM≤2π
M∏
s=1
dσs
M∑
r=1
∂
∂σr
ǫne
inσr
{
dyµ(σ1)
dσ1
Aµ(x+ y(σ1))
}
⋆ · · · ⋆
{
dyµ(σM)
dσM
Aµ(x+ y(σM))
}
⋆ eip0µx
µ
,
(9.27)
9z = eτ+iσ.
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where ǫn denotes an infinitesimal parameter. This shows that at the zero-slope limit Ln − L˜−n
give rise to infinitesimal reparametrizations σ 7→ σ′ = σ + δ(n)ǫ σ, where δ(n)ǫ σ ≡ −ǫneinσ. This
can be checked by recalling that the pull-back A˜(σ) = dyµ(σ)
dσ
Aµ(x+y(σ)) on the path transforms
under the infinitesimal reparametrizations as A˜(σ) 7→ A˜(σ) + δ(n)ǫ A˜(σ), where
δ(n)ǫ A˜(σ) =
∂
∂σ
(
ǫne
inσ dy
µ(σ)
dσ
Aµ(x+ y(σ))
)
. (9.28)
From this, we can write the integrand in the RHS of Eq.(9.27) as follows :
M∑
r=1
∂
∂σr
ǫne
inσr
{
dyµ(σ1)
dσ1
Aµ(x+ y(σ1))
}
⋆ · · · ⋆
{
dyµ(σM)
dσM
Aµ(x+ y(σM))
}
= δ(n)ǫ
({
dyµ(σ1)
dσ1
Aµ(x+ y(σ1))
}
⋆ · · · ⋆
{
dyµ(σM )
dσM
Aµ(x+ y(σM))
})
. (9.29)
The above integrand is a total derivative with respect to each σr. The σr integrations
in (9.27) give rise to surface terms. Let us show that these surface terms actually cancel out.
Taking account of the integration region of σr being [σr−1, σr+1] for 2 ≤ r ≤ M−1, the following
equality holds for arbitrary F :∫
0≤σ1≤···≤σM≤2π
M∏
s=1
dσs
(
∂
∂σr
einσr +
∂
∂σr+1
einσr+1
)
F(σ1, · · · , σM)
=
∫
0≤σ˜1≤···≤σ˜M−1
M−1∏
s=1
dσ˜s
{
einσ˜r+1F (σ˜1, · · · , σ˜r, σ˜r+1σ˜r+1, σ˜r+2, · · · , σ˜M−1)
−einσ˜r−1F (σ˜1, · · · , σ˜r−2, σ˜r−1, σ˜r−1, σ˜r, · · · , σ˜M−1)
}
. (9.30)
This leads us to find∫
dp+1x
(2π)p+1
∫
0≤σ1≤···≤σM≤2π
M∏
s=1
dσs
M∑
r=1
∂
∂σr
ǫne
inσr
{
dyµ(σ1)
dσ1
Aµ(x+ y(σ1))
}
⋆ · · · ⋆
{
dyµ(σM )
dσM
Aµ(x+ y(σM))
}
⋆ eip0µx
µ
=
∫
dp+1x
(2π)p+1
∫
0≤σ1≤···≤σM−1≤2π
M−1∏
s=1
dσs{
dyµ(σ1)
dσ1
Aµ(x+ y(σ1))
}
⋆ · · · ⋆
{
dyµ(σM−1)
dσM−1
Aµ(x+ y(σM−1))
}
⋆ǫn
[{
dyµ(2π)
dσ
Aµ(x+ y(2π))
}
⋆ eip0µx
µ − eip0µxµ ⋆
{
dyµ(0)
dσ
Aµ(x+ y(0))
}]
.
(9.31)
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Here we have used the cyclic property of the Moyal product inside the integration:
∫
dp+1x f(x)⋆
g(x) =
∫
dp+1x g(x) ⋆ f(x). Let us recall that eip0µx
µ
plays a role of a translation generator on
the non-commutative space-time:
f(x) ⋆ eip0µx
µ
= eip0µx
µ
⋆ f(x− θp0) . (9.32)
Combined with the relations dy
µ
dσ
(2π) = dy
µ
dσ
(0) and yµ(2π)− yµ(0) = θµνp0ν , this tells us that
Eq.(9.31) is vanishing and so is Eq.(9.27).
Therefore we have shown that the action of diffS1 on the boundary states reduces to in-
finitesimal reparametrizations of paths of open Wilson lines and becomes null at the zero-slope
limit. The situation is summarized as follows :
∞∑
M=0
iM
∫ M∏
r=1
dp+1k(r)
(2π)
p+1
2
∫
0≤σ1≤···≤σM≤2π
M∏
r=1
dσr
× 〈Ω(ψn, ψ¯n; p0)∣∣ iǫn (Ln − L˜−n) ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)p+1
) 1
4
∞∏
n=1
exp
[
− ψ¯nµ (θGθ)
µν ψnν
16π2nα′
]
δ(n)ǫ
∫
dp+1x
(2π)p+1
P⋆
[
exp
(
i
∫ 2π
0
dσ
yµ(σ)
dσ
Aµ(x+ y(σ))
)]
⋆ eip0µx
µ
= 0 . (9.33)
9.4 Factorization by closed-string momentum eigenstates
We have seen in Section 6 that analogues of open Wilson line, P⋆
[
exp
{∫ 2π
0
dσφ(x(σ))
}]
,
factorize the generating function of one-loop amplitudes of open-string tachyons at the zero-
slope limit. Decompositions of the string amplitudes made by insertions of the unity, 1 =∫
[dPN ]|PN〉〈PN |, play an important role to gain the factorization (6.12). With the same ma-
nipulation one can expect that a similar factorization is also obtainable for the amplitudes of
gluons. Prior to the actual computations, let us explain briefly why the decompositions via the
momentum eigenstates give us open Wilson lines or their analogues.
To make the discussion transparent we start with the momentum eigenstate 〈−PN |. As
described in Eq.(5.42), we can write the state as
〈−PN | =
∞∏
n=1
exp
[
− α
′
4n
ψ¯nµg
µνψnν
]
× B=0〈BN | : exp
(
i
∫ 2π
0
dσPµ(σ)Xˆ
µ(σ)
)
: . (9.34)
Taking account of its use in the decompositions of the amplitudes we should consider the state
〈−PN |q
1
4
(L0+L˜0−2)
c rather than 〈−PN |. Let us also recall that the above ψn and ψn are rescaled
87
appropriately in order to obtain the factorization (6.12) and that the rescaled variables are kept
intact under taking the limit. To be explicit, we denote the rescaled ψn and ψ¯n by the following
ψ′n and ψ
′
n :
(ψnµ, ψ¯nµ) 7→ (ψ′nµ, ψ¯′nµ) = (2q
n
4
c ψnµ, 2q
n
4
c ψ¯nµ) . (9.35)
Oscillator representation of the state 〈−PN |q
1
4
(L0+L˜0−2)
c can be read as follows by using these
rescaled variables :
〈−PN | q
1
4(L0+L˜0−2)
c = q
α′
8
gµνp0µp0ν− 12
c ×
×〈−p0N |
∞∏
n=1
exp
[
−q
n
2
c
n
αµngµν α˜
ν
n −
√
α′
2n
(
ψ¯′nµα
µ
n + ψ
′
nµα˜
µ
n
)− α′
8nq
n
2
c
ψ¯′nµg
µνψ′nν
]
.(9.36)
Now it is clear that this state reduces to the state
〈
Ω(ψ′n, ψ¯
′
n; p0)
∣∣ at the zero-slop limit :
〈−PN | q
1
4(L0+L˜0−2)
c
≈ e−πs
(c)
4 (p0µgµνp0ν− 4α′ )〈−p0N |
∞∏
n=1
exp
[
−
√
α′
2n
(
ψ¯′nµα
µ
n + ψ
′
nµα˜
µ
n
)
+
ψ′nµ (θGθ)
µν ψ¯′nν
32π2nq
n
2
c α′
]
= e−
πs(c)
4 (p0µgµνp0ν− 4α′ )
∞∏
n=1
exp
{
ψ′nµ (θGθ)
µν ψ¯′nν
32π2nq
n
2
c α′
}〈
Ω(ψ′n, ψ¯
′
n; p0)
∣∣ . (9.37)
As we have seen in subsection 9.2 the above state is a generating function of the closed-string
states and its overlaps with the boundary states lead the open Wilson line taken along the
corresponding path.
We will compute the factorization of the generating function of one-loop amplitudes of
gluons. We will restrict ourselves to 25-brane in the critical dimensions. Computations become
parallel to those given in Section 6 but much complicated. The factorization at the zero-slope
limit by open Wilson lines are given in Eq.(9.44).
Let us study factorizations of the following amplitudes :
〈
BN [A]; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 12 (L0+L˜0−2)c
× ∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉 . (9.38)
Oscillator representations of the boundary states of gluons are unsuitable for computations of
the amplitudes. We instead consider the corresponding amplitudes in auxiliary forms. Let us
decompose the string amplitudes (7.36) by using the momentum eigenstates as follows :〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣
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×q
1
2(L0+L˜0−2)
c
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
=
∫
[dPN ]
〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣q 14(L0+L˜0−2)c ∣∣∣−PN〉
×
〈
−PN
∣∣∣q 14(L0+L˜0−2)c ∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉 . (9.39)
Here we have changed the integration variables from Pµ(σ) to −Pµ(σ) for the later convenience.
The amplitudes (9.38) are obtained from the above by the operation
∏M
r=1 i
∂
∂ar
∣∣∣
ar=0
.
Each factor in the above decomposition can be evaluated by using the oscillator represen-
tations. These are given in Eq.(7.23) (and Eq.(7.33)) for the boundary states, and Eq.(5.21)
(and its hermitian conjugate) for the momentum eigenstates. We then need to compute matrix
elements similar to Eq.(6.2). Eq.(B.7) enables us to calculate them. After the rescaling (9.35)
of ψn and ψn we obtain the following expressions :∫
[dPN ]
〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣q 14(L0+L˜0−2)c ∣∣∣−PN〉
×
〈
−PN
∣∣∣∣q 14(L0+L˜0−2)c
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
=
(− detGµν
(2α′)26
) 1
2
∫
d26p0 δ
26
(
p0 +
M∑
r=1
k(r)
)
δ26
(
p0 −
M+N∑
r=M+1
k(r)
)
q
α′
4
gµνp0µp0ν−1
c
×
∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
∏
M+1≤r<s≤M+M
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
∏
1≤r<s≤M
exp
[
α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAν(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣2]
×
∏
M+1≤r<s≤M+N
exp
[
α′Gµν
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAν(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣2]
×
∞∏
n=1
exp
[
−2α
′q
n
2
c
n
(
1
ET − q
n
2
c E
g
1
ET
)µν
×
{
M∑
r,s=1
(
k(r)µ − inarAµ(k(r))
) (
kν + inasAν(k
(s))
)
ein(σr−σs)
+
M+N∑
r,s=M+1
(
k(r)µ + inarAµ(k
(r))
) (
kν − inasAν(k(s))
)
e−in(σr−σs)
}]
×
∫ ∞∏
n=1

d26ψ¯nd26ψn
(2i)26
(
α′
4nπq
n
2
c
)26 − det gµν
det2
(
g − q
n
2
c N
)
µν


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× exp
[
−
∞∑
n=1
α′
4n
ψ¯nµ
(
1
q
n
2
c g
+
1
g − q
n
2
c NT
NT
1
g
+
1
g
N
1
g − q
n
2
c N
)µν
ψnν
]
× exp
[
−i
M∑
r=1
arAµ(k
(r))
[
θµν
2π
p0ν +
α′√
2
∞∑
n=1
{(
1
E − q
n
4
c ET
)µν
ψnνe
−inσr
−
(
1
ET − q
n
4
c E
)µν
ψ¯nνe
inσr
}]]
× exp
[
i
M∑
r=1
k(r)µ
[
θµν
2π
p0νσr +
α′√
2
∞∑
n=1
i
n
{(
1
E − q
n
4
c ET
)µν
ψnνe
−inσr
+
(
1
ET − q
n
4
c E
)µν
ψ¯nνe
inσr
}]]
× exp
[
−i
M+N∑
r=M+1
arAµ(k
(r))
[
θµν
2π
p0ν − α
′
√
2
∞∑
n=1
{(
1
ET − q
n
4
c E
)µν
ψnνe
−inσr
−
(
1
E − q
n
4
c ET
)µν
ψ¯nνe
inσr
}]]
× exp
[
i
M+N∑
r=M+1
k(r)µ
[
θµν
2π
p0νσr − α
′
√
2
∞∑
n=1
i
n
{(
1
ET − q
n
4
c E
)µν
ψnνe
−inσr
+
(
1
E − q
n
4
c ET
)µν
ψ¯nνe
inσr
}]]
, (9.40)
where we have newly written (ψ′nµ, ψ¯
′
nµ) as (ψnµ, ψ¯nµ).
We examine the zero-slope limit of the above expression. The limiting procedure we con-
sider is the same that was investigated in Section 8 to capture the UV behavior of the non-
commutative gauge theory. It is taken by fixing parameters s(c) = α′|τ (c)|, σr and ar besides
the open-string tensors. ψn and ψn in Eq.(9.40) are also left intact. This yields∫
[dPN ]
〈
BˆN [A]; {ar}; (σM+1, k(M+1)), · · · , (σM+N , k(M+N))
∣∣∣q 14(L0+L˜0−2)c ∣∣∣−PN〉
×
〈
−PN
∣∣∣q 14(L0+L˜0−2)c ∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)26
) 1
2
∫
d26p0 exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}
×
∫ ∞∏
n=1
[
d26ψ¯nd
26ψn
(2i)26
(
1
π
)26{
− det
(
− (θGθ)
µν
16π2nq
n
2
c α′
)}
exp
(
ψ¯nµ (θGθ)
µν ψnν
16π2nq
n
2
c α′
)]
×δ26
(
p0 +
M∑
r=1
k(r)
) ∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
× exp
[
−i
M∑
r=1
{
ar
dyµ(σr)
dσr
Aµ(k
(r))− k(r)µ yµ(σr)
}]
×δ26
(
p0 −
M+N∑
r=M+1
k(r)
) ∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
× exp
[
−i
M+N∑
r=M+1
{
ar
dyµ(σr)
dσr
Aµ(k
(r))− k(r)µ yµ(σr)
}]
, (9.41)
where yµ(σ) is the curve given by Eq.(9.17).
The zero-slope limit of the amplitudes (9.38) can be obtained from the above by the opera-
tions
∏M+N
r=1 i
∂
∂ar
∣∣∣
ar=0
, which are carried out without difficulty. The zero-slope limits turn out
to be as follows :∫
[dPN ]
〈
BN [A]; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 14(L0+L˜0−2)c |−PN〉
× 〈−PN | q
1
4(L0+L˜0−2)
c
∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)26
) 1
2
∫
d26p0 exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}
×
∫ ∞∏
n=1
[
d26ψ¯nd
26ψn
(2i)26
(
1
π
)26{
− det
(
− (θGθ)
µν
16π2nq
n
2
c α′
)}
exp
(
ψ¯nµ (θGθ)
µν ψnν
16π2nq
n
2
c α′
)]
×δ26
(
p0 +
M∑
r=1
k(r)
) ∏
1≤r<s≤M
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M∏
r=1
{
dyµ(σr)
dσr
Aµ(k
(r))eik
(r)
ν y
ν(σr)
}
×δ26
(
p0 −
M+N∑
r=M+1
k(r)
) ∏
M+1≤r<s≤M+N
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
M+N∏
r=M+1
{
dyµ(σr)
dσr
Aµ(k
(r))eik
(r)
ν y
ν(σr)
}
. (9.42)
Factorized form of the M +N gluon amplitude is obtained by integrating the above ampli-
tude over the moduli (4.11), where we set σM+N = 2π in order to fix the U(1) symmetry. This
gives rise to the asymmetric term of the factorization (8.7) at the zero-slope limit. In order to
avoid complexity of expressions we ignore this gauge fixing in the below and integrate σM+N
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over σM+N−1 ≤ σM+N ≤ 2π. The integrations over σr turn out to be written by using the
Moyal products :
∫
0≤σ1≤···≤σM≤2π
M∏
r=1
dσr
∫
0≤σM+1≤···≤σM+N≤2π
M+N∏
s=M+1
dσs
∫
[dPN ]
〈
BN [A]; (σM+1, k
(M+1)), · · · , (σM+N , k(M+N))
∣∣ q 14(L0+L˜0−2)c |−PN 〉
× 〈−PN | q
1
4(L0+L˜0−2)
c
∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
(− detGµν
(2α′)26
) 1
2
∫
d26p0 exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}
×
∫ ∞∏
n=1
[
d26ψ¯nd
26ψn
(2i)26
(
1
π
)26{
− det
(
− (θGθ)
µν
16π2nq
n
2
c α′
)}
exp
(
ψ¯nµ (θGθ)
µν ψnν
16π2nq
n
2
c α′
)]
×
∫
d26x
(2π)26
{
dyµ(σ1)
dσ1
Aµ(k
(1))eik
(1)
ν (x
ν+yν(σ1))
}
⋆ · · · ⋆
{
dyµ(σM)
dσM
Aµ(k
(M))eik
(M)
ν (x
ν+yν(σM ))
}
⋆ eip0µx
µ
×
∫
d26x˜
(2π)26
e−ip0µx˜
µ
⋆
{
dyµ(σM+N)
dσ1
Aµ(k
(M+N))eik
(M+N)
ν (x˜
ν+yν(σM+N ))
}
⋆ · · · ⋆
{
dyµ(σM+1)
dσM+1
Aµ(k
(M+1))eik
(M+1)
ν (x˜
ν+yν(σM+1))
}
. (9.43)
Factorization of the generating function of the amplitudes (9.38) at the zero-slope limit can
be obtained from the above by integrating out the gluon momenta kr and then summing up
with respect to M and N . It turns out to have the following form :
2π
∫ +∞
0
d|τ (c)|
∞∑
M=0
∞∑
N=0
iM(−i)N
∫
0≤σ1≤···≤σM≤2π
M∏
r=1
dσr
∫
0≤σM+1≤···≤σM+N≤2π
M+N∏
s=M+1
dσs
∫ M∏
r=1
d26k(r)
(2π)13
∫ M+N∏
s=M+1
d26k(s)
(2π)13
〈
BN [A]; (σM+1,−k(M+1)), · · · , (σM+N ,−k(M+N))
∣∣∣
×q
1
2(L0+L˜0−2)
c
∣∣∣BN [A]; (σ1, k(1)), · · · , (σM , k(M))〉
≈
∫
d26p0
[
2π
α′
∫ +∞
0
ds(c) exp
{
−πs
(c)
2
(
p0µg
µνp0ν − 4
α′
)}]
×
∫ ∞∏
n=1
[
d26ψ¯nd
26ψn
(2πi)26
{
− det
(
− θGθ
16π2nq
n
2
c α′
)}
exp
(
ψ¯nµ (θGθ)
µν ψnν
16π2nq
n
2
c α′
)]
×
(− detGµν
(2α′)26
) 1
4
∫
d26x
(2π)26
[
P⋆ exp
(
i
∫ 2π
0
dσ
dyµ(σ)
dσ
Aµ (x+ y(σ))
)]
⋆ eip0µx
µ
92
×
(− detGµν
(2α′)26
) 1
4
∫
d26x
(2π)26
[
P⋆ exp
(
i
∫ 2π
0
dσ
dyµ(σ)
dσ
Aµ (x+ y(σ))
)]
⋆ eip0µxµ .
(9.44)
10 Duality between Open and Closed Strings
So far, momentum eigenstates of closed-string play a crucial role in our study. Their overlaps
with the boundary states provide open Wilson lines at the zero-slope limit. The eigenvalues,
that is, loops in the momentum space become paths of open Wilson lines after suitable rescal-
ings. In this section we wish to deliver the other side of the story. The following discussions
include much speculation and therefore they are incomplete.
Let us first observe that the auxiliary boundary states of gluons are eigenstates of the
momentum operator Pˆ
(B)
µ (σ). The boundary state
∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
has the eigenvalue equal to10 P
(B)
µ (σ) =
∑M
r=1
(
k
(r)
µ − arAµ(k(r))∂σr
)
δ (σ − σr). Therefore this
state is proportional to the eigenstate
∣∣∣P (B)N 〉 of the corresponding eigenvalues. This can be
seen by a comparison between oscillator representations (7.23) and (5.37) of the boundary state
and the momentum eigenstate. In terms of the parametrization (5.26) the above eigenvalue
corresponds to
̺nµ =
√
2
M∑
r=1
(
k(r)µ − inarAµ(k(r))
)
einσr ,
¯̺nµ =
√
2
M∑
r=1
(
k(r) + inarAµ(k
(r))
)
e−inσr , p0µ =
M∑
r=1
k(r)µ . (10.1)
By using these values of ̺n and ̺n, the precise relation between the two states can be written
as follows : ∣∣∣BˆN [A]; {ar}; (σ1, k(1)), · · · , (σM , k(M))〉
=
M∏
r=1
exp
[
α′Gµν
∞∑
n=1
(
1
n
k(r)µ k
(r)
ν + (ar)
2nAµ(k
(r))Aν(k
(r))
)]
×e i2π
∑M
r=1
(
arAµ(k(r))−σrk(r)µ
)
θµν
∑M
s=1 k
(s)
ν
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
10 The eigenvalue becomes complex but this causes no trouble in the subsequent arguments at least formally.
Such subtlety does not occur in the tachyon case.
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×
∣∣∣∣∣P (B)µ (σ) =
M∑
r=1
(
k(r)µ − arAµ(k(r))∂σr
)
δ(σ − σr)
〉
, (10.2)
where we have used C
P
(B)
N
in (5.38) as the normalization constant of the momentum eigenstate
and represented it in terms of open-string tensors.
Let us comment on the multiplicative factors appearing in the above relation. As can be
seen from Eq.(3.30), the second line on the RHS comes from the terms proportional to θ of disk
Green’s functions at the world-sheet boundary (the boundary circle). As regard the exponential
in the first line on the RHS, we might think of it as being related to short distance singularities
between the gluons on the boundary circle. In fact, by recasting the exponent into the following
form,
α′Gµν
∞∑
n=1
(
1
n
k(r)µ k
(r)
ν + (ar)
2nAµ(k
(r))Aν(k
(r))
)
= −α′Gµν lim
s→r
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAν(k(s))∂σs
)
ln
∣∣eiσr − eiσs∣∣ , (10.3)
we find a singularity similar to that appearing in the OPE between auxiliary gluon vertex
operators.
In the same way, concerning the dual boundary states, we obtain the following relation as
well: 〈
BˆN ; {ar}; (σ1, k(1)), · · · , (σM , k(M))
∣∣∣
=
M∏
r=1
[
α′Gµν
∞∑
n=1
(
1
n
k(r)µ k
(r)
ν + (ar)
2nAµ(k
(r))Aν(k
(r))
)]
×e− i2
∑
r=1
(
arAµ(k(r))−σrk(r)µ
)
θµν
∑M
s=1 k
(s)
ν
M∏
r<s
e−
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
〈
P (B)µ (σ) = −
M∑
r=1
(
k(r)µ − arAµ(k(r))∂σr
)
δ(σ − σr)
∣∣∣∣∣ , (10.4)
where 〈P (B)N | denotes the hermitian conjugate of |P (B)N 〉.
Boundary states of open-string tachyons are obtained from auxiliary boundary states of
gluons by letting their auxiliary parameters vanish. Hence these boundary states are also
eigenstates of Pˆ
(B)
µ (σ). The boundary state
∣∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉 has the eigenvalue
P
(B)
µ (σ) =
∑M
r=1 k
(r)
µ δ(σ − σr) and we can write the state as follows :∣∣∣BN ; (σ1, k(1)), · · · , (σM , k(M))〉
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=M∏
r=1
exp
(
α′k(r)µ G
µνk(r)ν
∞∑
n=1
1
n
)
× e− i2π
∑M
r=1 σrk
(r)
µ θ
µν
∑M
s=1 k
(s)
ν
M∏
r<s
e
i
2
k
(r)
µ θ
µνk
(s)
ν ǫ(σr−σs)
×
∣∣∣∣∣P (B)µ (σ) =
M∑
r=1
k(r)µ δ(σ − σr)
〉
. (10.5)
We would like to discuss physical meanings of the momentum eigenstates appearing in
Eqs.(10.2) and (10.5). We henceforth concentrate on gluons. It is because analyses for the
tachyon can be carried out in a parallel way to the gluon case and the formulae for gluons
reduce to those of tachyons by setting the auxiliary parameters ar = 0. Let us regard the
momentum eigenstate
〈
P
(B)
µ (σ) = −∑r (k(r)µ − arAµ(k(r))∂σr) δ(σ−σr)∣∣∣ as a boundary state.
The associated boundary action Sb
[
X ;P (B)
]
can be obtained by following the prescription in
[30]. It is given by
e−Sb[X;P
(B)] =
〈
P (B)µ (σ) = −
M∑
r=1
(
k(r)µ − arAµ(k(r))∂σr
)
δ(σ − σr)
∣∣∣∣∣XN
〉
, (10.6)
where |XN〉 is the coordinate eigenstate in (5.31). Overlaps
〈
P
(B)
N
∣∣∣XN〉 can be computed
for arbitrary eigenvalues by using the formulae (B.7) in the oscillator representations of the
eigenstates. The overlaps take the following forms :
〈
P
(B)
N
∣∣∣XN〉 = 1
(8π)
p+1
2
C(N)X CP (B)N
detEµν
det gµν
∞∏
n=1
e−
1
4πn
¯̺nµθµν̺nν
× exp
[
i
∫ 2π
0
dσ
(
1
2
BµνX
µ(σ)∂σX
ν(σ)−Xµ(σ)P (B)µ (σ)
)]
. (10.7)
We apply the above formula to Eq.(10.6) with putting
P (B)µ (σ) = −
M∑
r=1
(
k(r)µ − arAµ(k(r))∂σr
)
δ(σ − σr) .
This enables us to find that the boundary action Sb
[
X ;P (B)
]
becomes, modulo constant terms,
Sb
[
X ;P (B)
]
= −i
∫ 2π
0
dσ
(
1
2
BµνX
µ(σ)∂σX
ν(σ) +Xµ(σ)
M∑
r=1
(
k(r)µ − arAµ(k(r))∂σr
)
δ(σ − σr)
)
.
(10.8)
The above boundary action appears naturally in the path-integral formalism of world-sheet
theory of string. Let GˆA
(
(σ1, k
(1)), · · · , (σM , k(M))
)
be the correlation function of M gluons in
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the auxiliary forms with momenta k
(r)
µ and polarization vectors Aµ(k
(r)) on the world-sheet
disk. In the path-integral approach the correlation function can be expressed as
GˆA
(
(σ1, k
(1)), · · · , (σM , k(M))
)
=
∫
[dXµ]
[
e
i
(
k
(1)
µ −a1Aµ(k(1))∂σ1
)
Xµ(σ1) · · · ei
(
k
(M)
µ −aMAµ(k(M))∂σM
)
Xµ(σM )
]
e−S[X] , (10.9)
where S[X ] is the world-sheet action (2.3). We can recast the RHS of this equation into
GˆA
(
(σ1, k
(1)), · · · , (σM , k(M))
)
=
∫
[dXµ]e−Seff [X] , (10.10)
where Seff [X ] is the sum of the bulk free action S0[X ] and the boundary action Sb[X ]: Seff [X ] =
S0[X ] + Sb[X ] with
S0[X ] =
1
4πα′
∫
Σ
dτdσ∂aX
M(σ, τ)∂aXN(σ, τ)gMN , (10.11)
Sb[X ] = −i
∫
∂Σ
dσ
[
1
2
BµνX
µ(σ)∂σX
ν(σ) +Xµ(σ)
M∑
r=1
(
k(r)µ − arAµ(k(r))∂σr
)
δ(σ − σr)
]
.
Here we have used ∂σX
µ(σ) · δ(σ − σr) = −Xµ(σ)∂σδ(σ − σr) = Xµ(σ)∂σrδ(σ − σr). We
find that the above boundary action Sb[X ] is identical with Sb
[
X ;P (B)
]
given in Eq.(10.8).
Boundary conditions ofXµ can be read from variation of Seff [X ]. It turns out to be P
(B)
µ (σ, 0) =
−∑Mr=1 (k(r)µ − arAµ(k(r))∂σr) δ(σ − σr), as expected.
These observations on the boundary states and the momentum eigenstates seem to indicate
a chance to interpret boundary states of open-string legs as momentum eigenstates of closed-
string with eigenvalues being delta functions on the boundary circle. Our expectation is, in
fact, beyond this. Let us recall that the momentum eigenstates are expressed in Eqs.(5.40) and
(5.42) by using operators of the form
: exp
(
i
∫
∂Σ
dσPµ(σ)Xˆ
µ(σ)
)
:
where Xˆ(σ) are the closed-string coordinate operators and : : denotes the standard normal-
ordering of closed-string. If we forget about Xˆ(σ) being quantum operators, we could write
down the exponential, without any hesitation, in the path-ordered form along the boundary
circle, P
[
exp
(
i
∫
∂Σ
dσPµ(σ)Xˆ
µ(σ)
)]
. Since Xˆ(σ) are quantum operators the path-ordered ex-
ponential becomes vague without a prescription. Namely we need to regularize the path-ordered
integral. Relevant regularization in place of the above normal-ordering will be discretization of
the boundary circle. In such a regularization scheme the eigenvalues P (σ) are regarded as sums
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of delta functions on the original boundary circle. This leads us to the conjecture : Momentum
eigenstates of closed-string have expansions by means of boundary states with open-string legs .
Finally we would like to mention some related issues. As we carried out to a certain
extent in this paper, our boundary states enable us to perform off-shell calculations. This
suggests that these states can be used in a covariant formulation of a field theory of interacting
open- and closed-strings. String field theory that has prediction power for the open-closed
mixed systems has been required also in our understanding of unstable D-branes and tachyon
condensations associated with them [44]. It seems probable that boundary states with open-
string legs constructed here are generalized to vertex functions between open- and closed-strings
in such a field theory. We plan to discuss these issues elsewhere.
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A Open-String and Closed-String Tensors
Let gµν and Bµν be a flat space-time metric and a constant two-form gauge field of closed-
string. These are called closed-string tensors in the text. Eµν is given by their combination as
Eµν ≡ gµν + 2πα′Bµν . In [10], open-string metric Gµν and non-commutativity parameter θµν
are obtained respectively from symmetric and anti-symmetric parts of
(
1
E
)µν
:(
1
E
)µν
= Gµν +
θµν
2πα′
, (A.1)
where Gµν = (G−1)µν . Tensors Gµν and θµν are called open-string tensors in the text. The
above relation implies :
Gµν =
1
2
(
1
E
+
1
ET
)µν
=
(
1
E
g
1
ET
)µν
=
(
1
ET
g
1
E
)µν
,
θµν
2πα′
=
1
2
(
1
E
− 1
ET
)µν
= −2πα′
(
1
E
B
1
ET
)µν
= −2πα′
(
1
ET
B
1
E
)µν
. (A.2)
It is also possible to express the closed-string tensors by means of the open-string ones :
gµν =
(
g−1
)µν
= Gµν − 1
(2πα′)2
(θGθ)µν ,
Bµν = − 1
(2πα′)2
(
1
G−1 + θ
2πα′
θ
1
G−1 − θ
2πα′
)
µν
. (A.3)
The tensor Nµν ≡
(
g 1
E
ET
)
µν
is used frequently in the text. This tensor enjoys the following
relations : (
1
ET
N
1
ET
)µν
= Gµν , (A.4)
(
g−1Ng−1
)µν
= Gµν +
1
(2πα′)2
(θGθ)µν +
θµν
πα′
, (A.5)(
Ng−1NT
)
µν
=
(
NT g−1N
)
µν
= gµν . (A.6)
Eq.(A.5) implies (
g−1
(
N −NT ) g−1)µν = 2
πα′
θµν . (A.7)
Combination of Eq.(A.5) with Eq.(A.2) gives the following equalities :
gµν +
(
g−1Ng−1
)µν
= 2
(
1
E
)µν
= 2Gµν +
θµν
πα′
,
gµν +
(
g−1NT g−1
)µν
= 2
(
1
ET
)µν
= 2Gµν − θ
µν
πα′
. (A.8)
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B Some Formulae of Creation and Annihilation Modes
We present formulae which become very useful for computations of string amplitudes in the
text. As an illustration we derive FA in Eq.(7.39) (and F in Eq.(3.47)).
B.1 The formulae
Formula B.1 Let uµ, vµ, wµ and yµ be arbitrary complex (p+1)-vectors. Let Ω
(1)
µν and Ω
(2)
µν be
any complex (p+ 1)× (p+ 1)-matrices. The following equality holds :
exp
[
1
n
αµnΩ
(1)
µν α˜
ν
n + uµα
µ
n + vµα˜
µ
n
]
exp
[
1
n
αµ−nΩ
(2)
µν α˜
ν
−n + wµα
µ
−n + yµα˜
µ
−n
]
|0〉
=
det gµν
det (g − Ω(2)T g−1Ω(1))µν
× exp
[
nuµ
(
1
g − Ω(2)g−1Ω(1)T
)µν
wν + nvµ
(
1
g − Ω(2)T g−1Ω(1)
)µν
yν
+nuµ
(
g−1Ω(2)
1
g − Ω(1)T g−1Ω(2)
)µν
vν
+nwµ
(
g−1Ω(1)
1
g − Ω(2)T g−1Ω(1)
)µν
yν
]
× exp
[
1
n
αµ−n
(
Ω(2)
1
g − Ω(1)T g−1Ω(2) g
)
µν
α˜ν−n
+
{
vλ
(
g−1Ω(2)T
)λ
µ
+ wµ
}( 1
g − Ω(1)g−1Ω(2)T g
)µ
ν
αν−n
+
{
uλ
(
g−1Ω(2)
)λ
µ
+ yµ
}( 1
g − Ω(1)T g−1Ω(2) g
)µ
ν
α˜ν−n
]
|0〉 . (B.1)
Use of coherent states becomes convenient to see the above equality. Let λ±nµ be complex
(p+ 1)-vectors (n = 1, 2, . . .). Coherent state |λ+n , λ−n ) of the n-th level oscillators is defined as
∣∣λ+n , λ−n ) = exp
[
1
n
(
λ+nµα
µ
−n + λ
−
nµα˜
µ
−n
)] |0〉 . (B.2)
λ±nµ becomes eigenvalues of the annihilation operators α
µ
n and α˜
µ
n respectively :
αµn
∣∣λ+n , λ−n ) = gµνλ+nν ∣∣λ+n , λ−n ) , α˜µn ∣∣λ+n , λ−n ) = gµνλ−nν ∣∣λ+n , λ−n ) . (B.3)
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Foe each n, the coherent states |λ+n , λ−n ) constitute a (over)complete basis of the Fock space
built by αµ−n and α˜
µ
−n. The completeness relation reads
1 =
∫
1
(det gµν)2
p∏
µ=0
(
dλ¯+nµdλ
+
nµ
2πin
dλ¯−nµdλ
−
nµ
2πin
)
× ∣∣λ+n , λ−n ) exp
[
−1
n
(
λ¯+nµg
µνλ+nν + λ¯
−
nµg
µνλ−nν
)] (
λ+n , λ
−
n
∣∣ . (B.4)
Here (λ+n , λ
−
n | denotes the hermitian conjugate of the state |λ+n , λ−n ). It takes the form of
(
λ+n , λ
−
n
∣∣ = 〈0| exp [ 1
n
(
λ¯+nµα
µ
n + λ¯
−
nµα˜
µ
n
)]
, (B.5)
where λ¯±nµ are complex conjugate to λ
±
nµ and become eigenvalues of the creation operators α
µ
−n
and α˜µ−n.
Formula B.1 can be shown by making use of the above partition of unity. We only describe
an outline of the proof. We first insert the unity given in Eq.(B.4) between the two exponentials
on the LHS of Eq.(B.1). This makes the LHS into Gaussian integrals with respect to (λ+n , λ¯
+
n )
and (λ−n , λ¯
−
n ). These Gaussian integrals are performed successively by using the relation∫ p∏
µ=0
(
dλ¯µdλµ
2i
)
exp
[− (λ¯µ + αµ)Mµν (λν + βν)] = πp+1
detMµν
, (B.6)
for ∀αµ, βµ ∈ Cp+1 and any (p+1)× (p+1) matrix Mµν . Then we obtain the RHS of Eq.(B.1).
The following formula is a corollary of Formula B.1:
Formula B.2
〈0| exp
[
1
n
αµnΩ
(1)
µν α˜
ν
n + uµα
µ
n + vµα˜
µ
n
]
exp
[
1
n
αµ−nΩ
(2)
µν α˜
ν
−n + wµα
µ
−n + yµα˜
µ
−n
]
|0〉
=
det gµν
det (g − Ω(2)T g−1Ω(1))µν
× exp
[
nuµ
(
1
g − Ω(2)g−1Ω(1)T
)µν
wν + nvµ
(
1
g − Ω(2)T g−1Ω(1)
)µν
yν
+nuµ
(
g−1Ω(2)
1
g − Ω(1)T g−1Ω(2)
)µν
vν
+nwµ
(
g−1Ω(1)
1
g − Ω(2)T g−1Ω(1)
)µν
yν
]
. (B.7)
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It is worth noting that a similar formula to Formula B.1 is used in open string field theory
(see e.g. Eq.(B.2) of [45]). In particular, when we restrict Ω
(1)
µν and Ω
(2)
µν to symmetric matrices
and change the variables from αµ±n and α˜
µ
±n to aˆ
(i)µ
n and aˆ
†(i)µ
n (i = I, II) defined in Eq.(C.8),
Formula B.1 reduces to the formula (B.2) of [45]. Formula B.1 can be regarded as a closed-string
extension of it.
B.2 Applications
In this appendix, we derive Eqs.(3.47) and (7.39). This also serves as an illustration of usage
of the formulae.
Contributions of the massive states of closed-string propagating between boundary states
of tachyons are denoted by F
(
qc, {σr}, {k(r)}
)
in Eq.(3.45). Those between boundary states of
gluons are denoted by FA
(
qc, {σr}, {k(r)}; {ar}
)
in Eq.(7.37). Their oscillator representations
(3.46) and (7.38) imply that FA reduces to F by setting ∀ar = 0. We therefore focus on
Eq.(7.39).
The representation (7.38) allows us to evaluate FA by applying Formula B.2 with the fol-
lowing substitution :
Ω(1)µν = −qncNµν , Ω(2)µν = −Nµν ,
uµ = −
√
2α′
n
q
n
2
c
M+N∑
r=M+1
(
k(r)µ + inarAν(k
(r))
)( 1
ET
g
)ν
µ
e−inσr ,
vµ = −
√
2α′
n
q
n
2
c
M+N∑
r=M+1
(
k(r)ν − inarAν(k(r))
)( 1
E
g
)ν
µ
einσr ,
wµ =
√
2α′
n
M∑
r=1
(
k(r)ν − inarAµ(k(r))
)( 1
ET
g
)ν
µ
einσr ,
yµ =
√
2α′
n
M∑
r=1
(
k(r)ν + inarAν(k
(r))
)( 1
E
g
)ν
µ
e−inσr . (B.8)
In what follows, we will calculate each term in Eq.(B.7) with the above substitution. In this
course the following relations will be used implicitly :
(
g − Ω(2)g−1Ω(1)T )
µν
=
(
g − Ω(2)T g−1Ω(1))
µν
= (1− qnc ) gµν . (B.9)
First, the determinants in the RHS of Eq.(B.7) become as follows :
det gµν
det (g − Ω(2)T g−1Ω(1))µν
=
(
1
1− qnc
)p+1
. (B.10)
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As regards the exponential in the RHS of Eq.(B.7), the first two terms of the exponent are
translated to
nuµ
(
1
g − Ω(2)g−1Ω(1)T
)µν
wν + nvµ
(
1
g − Ω(2)T g−1Ω(1)
)µν
yν
= −2α′Gµν
M∑
r=1
M+N∑
s=M+1
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)µ − asAµ(k(s))∂σs
)
× q
n
2
c
n (1− qnc )
{
ein(σr−σs) + e−in(σr−σs)
}
. (B.11)
We can recast the third term as follows :
nuµ
(
g−1Ω(2)
1
g − Ω(1)T g−1Ω(2)
)µν
vν
= −2α′Gµν
M+N∑
r,s=M+1
(
k(r)µ + inarAµ(k
(r))
) (
k(s)ν − inasAν(k(s))
) qnc e−in(σr−σs)
n (1− qnc )
= −2α′Gµν
∑
M+1≤r<s≤M+N
(
k(r)µ − arAµ(k(r))∂σr
) (
k(s)ν − asAν(k(s))∂σs
)
× q
n
c
n (1− qnc )
{
ein(σr−σs) + e−in(σr−σs)
}
−2α′Gµν
M+N∑
r=M+1
{
k(r)µ k
(r)
ν + n
2 (ar)
2Aµ(k
(r))Aν(k
(r))
} qnc
n (1− qnc )
. (B.12)
The last term of the exponent turns out to be the same as (B.12) with shifting the indices r
and s to 1 ≤ r, s ≤M .
Contribution of the n-th level oscillators is obtained by gathering all the above results.
Contributions of the massive states are given by the infinite products taken over all the levels.
These turn out to be written as follows :
FA
(
qc, {σr}
{
k(r)
}
; {ar}
)
=
(
1
1− qnc
)p+1
×
∏
1≤r<s≤M
exp
[
− 2α′Gµν (k(r)µ − arAµ(k(r))∂σr) (k(s)ν − asAν(k(s))∂σs)
×
∞∑
n=1
(
qce
i(σr−σs))n + (qce−i(σr−σs))n − 2qnc
n (1− qnc )
]
×
∏
M+1≤r<s≤M+N
exp
[
− 2α′Gµν (k(r)µ − arAµ(k(r))∂σr) (k(s)ν − asAν(k(s))∂σs)
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×
∞∑
n=1
(
qce
i(σr−σs))n + (qce−i(σr−σs))n − 2qnc
n (1− qnc )
]
×
M∏
r=1
M+N∏
s=M+1
exp
[
− 2α′Gµν (k(r)µ − arAµ(k(r))∂σr) (k(s)ν − asAν(k(s))∂σs)
×
∞∑
n=1
(
q
1
2
c ei(σr−σs)
)n
+
(
q
1
2
c e−i(σr−σs)
)n
− 2qnc
n (1− qnc )
]
× exp
[
−2α′Gµν
{(
M+N∑
r=1
k(r)µ
)(
M+N∑
s=1
k(s)ν
)
+
M+N∑
r=1
(ar)
2Aµ(k
(r))Aν(k
(r))
}
×
∞∑
n=1
qnc
n (1− qnc )
]
, (B.13)
where we have used the following rearrangement :
M+N∑
r=1
k(r)µ G
µνk(r)ν =
(
M+N∑
r=1
k(r)µ
)
Gµν
(
M+N∑
s=1
k(s)ν
)
− 2
∑
1≤r<s≤M
k(r)µ G
µνk(s)ν
−2
M∑
r=1
M+N∑
s=M+1
Gµνk(r)µ k
(s)
ν − 2
∑
M+1≤r<s≤M+N
k(r)µ G
µνk(s)ν . (B.14)
The infinite sums in Eq.(B.13) can be translated into infinite products by using the following
relation : ∞∑
n=1
xn
n (1− yn) = − ln
∞∏
m=0
(1− xym) . (B.15)
After these translations we obtain Eq.(7.39).
C Eigenstates
We provide oscillator realizations of eigenstates of the closed-string operators Xˆµ(σ), Pˆµ(σ) and
Pˆ
(B)
µ (σ). These are used in the text.
To start with, it is useful to recall coordinate and momentum eigenstates of a harmonic
oscillator in quantum mechanics. Description of this system is made by an annihilation and
a creation operators aˆ and aˆ† satisfying [aˆ, aˆ†] = 1. Let qˆ and pˆ be the coordinate and the
momentum operators satisfying [qˆ, pˆ] = 1. The operators (aˆ, aˆ†) are related with the canonical
pair (qˆ, pˆ) as
aˆ =
1√
2
(
1
Γ
qˆ + iΓ¯pˆ
)
, aˆ† =
1√
2
(
1
Γ¯
qˆ − iΓpˆ
)
,
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⇐⇒ qˆ = 1√
2
(
Γaˆ + Γ¯aˆ
)
, pˆ =
−i√
2
(
1
Γ¯
aˆ− 1
Γ
aˆ†
)
, (C.1)
where Γ ∈ C is chosen so that 1/ω|Γ|2 becomes the mass of harmonic oscillator. Here ω is the
frequency. Let |q〉 and |p〉 be the eigenstates of qˆ and pˆ. They are normalized by 〈q′|q〉 = δ(q′−q)
and 〈p′|p〉 = δ(p′− p). It is possible to realize these states on the Fock vacuum |0〉 by using aˆ†.
They are given by :
|q〉 =
(
1
π|Γ|2
) 1
4
exp
[
− Γ¯
2Γ
aˆ†aˆ† +
√
2
Γ
qaˆ† − q
2
2|Γ|2
]
|0〉 ,
|p〉 =
( |Γ|2
π
) 1
4
exp
[
Γ¯
2Γ
aˆ†aˆ† + i
√
2Γ¯paˆ† − |Γ|
2
2
p2
]
|0〉 . (C.2)
The above realizations of coordinate and momentum eigenstates are generalized to the
case of string. We first expand the coordinate and the momentum operators of closed-string
by suitable canonical pairs, typically denoted by (φˆ
(i)
n , πˆ
(i)
n ) (i = I, II; n = 1, 2, ..). For the
each pair, we introduce creation and annihilation operators, typically (aˆ
(i)
n , aˆ
(i)†
n ). We then
realize eigenstates of the canonical operators φˆ
(i)
n and πˆ
(i)
n by using the creation operators aˆ
(i)†
n .
Eigenstates of the coordinate and the momentum operators of closed-string are given by their
infinite products.
In order to obtain canonical pairs, we expand Xˆµ(σ), Pˆµ(σ) and Pˆ
(B)
µ (σ) by a real basis of
the periodic functions on a circle: {1, cosnσ, sin nσ}∞n=1,
Xˆµ(σ) = xˆµ0 +
√
2
∞∑
n=1
(
φˆ(I)µn cosnσ + φˆ
(II)µ
n sinnσ
)
,
Pˆµ(σ) =
1
2π
[
pˆ0µ +
√
2
∞∑
n=1
(
πˆ(I)nµ cosnσ + πˆ
(II)
nµ sinnσ
)]
,
Pˆ (B)µ (σ) =
1
2π
[
pˆ0µ +
√
2
∞∑
n=1
(
ˆ̟ (I)nµ cos nσ + ˆ̟
(II)
nµ sinnσ
)]
. (C.3)
The canonical commutation relations between Xˆµ(σ) and Pˆµ(σ) (Pˆ
(B)
µ (σ)) are converted into
the following relations among the hermitian operators φˆ
(i)µ
n , πˆ
(i)
nµ and ˆ̟
(i)
nµ (i = I, II; n = 1, 2, . . .):
[xˆµ0 , pˆ0ν ] = iδ
µ
ν , [φˆ
(i)µ
m , πˆ
(j)
nν ] = iδ
µνδi,jδm,n , [φˆ
(i)µ
m , ˆ̟
(j)
nν ] = iδ
µ
ν , (C.4)
and the others are vanishing. These can be derived from the following relations as well:

φˆ(I)µn =
√
α′
2n
i (αµn + α˜
µ
n − αµ−n − α˜µ−n)
φˆ(II)µn =
√
α′
2n
(αµn − α˜µn + αµ−n − α˜µ−n)
,


πˆ(I)nµ =
1
2
√
α′
gµν
(
ανn + α˜
ν
n + α
ν
−n + α˜
ν
−n
)
πˆ(II)nµ =
−i
2
√
α′
gµν
(
ανn − α˜νn − αν−n + α˜ν−n
) ,
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

ˆ̟ (I)nµ =
1
2
√
α′
(
Eµνα
ν
n + E
T
µν α˜
ν
n + Eµνα
ν
−n + E
T
µν α˜
ν
−n
)
ˆ̟ (II)nµ =
−i
2
√
α′
(
Eµνα
ν
n −ETµν α˜νn − Eµναν−n + ETµν α˜ν−n
) . (C.5)
Let us begin with the canonical pairs {φˆ(i)µn , πˆ(i)nµ}. For these pairs, we introduce annihilation
and creation modes (aˆ
(i)µ
n , aˆ
†(i)µ
n ) by
φˆ(i)µn =
√
α′
2n
i
(
aˆ(i)µn − aˆ†(i)µn
)
, πˆ(i)nµ =
√
n
2α′
gµν
(
aˆ(i)νn + aˆ
†(i)ν
n
)
. (C.6)
They satisfy
[aˆ(i)µm , aˆ
†(j)ν
n ] = g
µνδi,jδm,n . (C.7)
It follows from Eqs.(C.5) that these modes are expressed as
aˆ(I)µn =
1√
2n
(αµn + α˜
µ
n) , aˆ
†(I)µ =
1√
2n
(αµ−n + α˜
µ
−n) ,
aˆ(II)µn =
−i√
2n
(αµn − α˜µn) , aˆ†(II)µn =
i√
2n
(αµ−n − α˜µ−n) . (C.8)
Eqs.(C.6) take the same forms as Eqs.(C.1) with Γ = i
√
α′
n
. Therefore, Eqs.(C.2) enable us
to write eigenstates
∣∣∣φ(I)n , φ(II)n 〉 of φˆ(I)µn and φˆ(II)µn with eigenvalues (φ(I)µn , φ(II)µn ) ∈ Rp+1 × Rp+1
as follows :∣∣φ(I)n , φ(II)n 〉 = ( nπα′
)p+1
2 √− det gµν
×
∏
i=I,II
exp
[
1
2
aˆ†(i)µn gµν aˆ
†(i)ν
n − i
√
2n
α′
φ(i)µn gµν aˆ
†(i)ν
n −
n
2α′
φ(i)µn gµνφ
(i)ν
n
]
|0〉 . (C.9)
In the same way, eigenstates
∣∣∣π(I)n , π(II)n 〉 of πˆ(I)µn and πˆ(II)µn with eigenvalues (π(I)µn , π(II)µn ) ∈
Rp+1 × Rp+1 become :
∣∣π(I)n , π(II)n 〉 =
(
α′
πn
) p+1
2 1√− det gµν
×
∏
i=I,II
exp
[
−1
2
aˆ†(i)µn gµν aˆ
†(i)ν
n +
√
α′
2n
π(i)nµaˆ
†(i)µ
n −
α′
2n
π(i)nµg
µνπ(i)nν
]
|0〉 . (C.10)
By the construction, these states are normalized as follows :
〈
φ′(I)n , φ
′(II
n |φ(I)n , φ(IIn
〉
=
p∏
µ=0
δ
(
φ′(I)µn − φ(I)µn
)
δ
(
φ′(II)µn − φ(II)µn
)
,
〈
π′(I)n , π
′(II
n |π(I)n , π(IIn
〉
=
p∏
µ=0
δ
(
π′(I)nµ − π(I)nµ
)
δ
(
π′(II)nµ − π(II)nµ
)
. (C.11)
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Eqs.(C.8) make it possible to write these eigenstates in the forms of Eqs.(5.14) and (5.23). In
the text we use complex variables (χµn, χ¯
µ
n) = (φ
(I)µ
n + iφ
(II)µ
n , φ
(I)µ
n − iφ(II)µn ) and write the coor-
dinate eigenstates as |χn, χ¯n〉 =
∣∣∣φ(I)n , φ(II)n 〉. As for the momentum eigenstates, we use complex
variables (ψnµ, ψ¯nµ) = (π
(I)
nµ + iπ
(II)
nµ , π
(I)
nµ − iπ(II)nµ ) and write them as
∣∣ψn, ψ¯n〉 = ∣∣∣π(I)n , π(II)n 〉.
Next we consider eigenstates of Pˆ
(B)
µ (σ). Taking account of Eqs.(C.5), let us write the
expansion modes ˆ̟
(i)
nµ (i = I, II; n = 1, 2, . . .) as
ˆ̟ (i)nµ =
√
n
2α′
Gµν
(
ηˆ(i)µn + ηˆ
†(i)µ
n
)
, (C.12)
where ηˆ
(i)µ
n and ηˆ
†(i)µ
n denote
ηˆ(I)µn =
1√
2n
{(
1
ET
g
)µ
ν
ανn +
(
1
E
g
)µ
ν
α˜νn
}
,
ηˆ†(I)µn =
1√
2n
{(
1
ET
g
)µ
ν
αν−n +
(
1
E
g
)µ
ν
α˜ν−n
}
,
ηˆ(II)µn =
−i√
2n
{(
1
ET
g
)µ
ν
ανn −
(
1
E
g
)µ
ν
α˜νn
}
,
ηˆ†(II)µn =
i√
2n
{(
1
ET
g
)µ
ν
αν−n −
(
1
E
g
)µ
ν
α˜ν−n
}
. (C.13)
They turn out to satisfy
[ηˆ(i)µm , ηˆ
†(j)ν
n ] = G
µνδi,jδm,n . (C.14)
Comparing Eqs.(C.12) and (C.14) with Eqs.(C.6) and (C.7), we can find that eigenstates∣∣∣̟(I)n , ̟(II)n 〉 of ˆ̟ (I)nµ and ˆ̟ (II)nµ are obtained from ∣∣∣π(I)n , π(II)n 〉 by the following replacements :
gµν → Gµν ;
(
aˆ(i)µn , aˆ
†(i)µ
n
)→ (ηˆ(i)µn , ηˆ†(i)µn ) . (C.15)
Thus we have :
∣∣̟(I)n , ̟(II)n 〉 =
(
α′
πn
) p+1
2 1√− detGµν
×
∏
i=I,II
exp
[
−1
2
ηˆ†(i)µGµν ηˆ†(i)νn +
√
2α′
n
̟(i)nµηˆ
†(i)µ
n −
α′
2n
̟(i)nµG
µν̟(i)nν
]
|0〉 . (C.16)
Substitutions of Eqs.(C.13) into the above realizations make the states in the forms (5.29). We
use complex variables (̺nµ, ¯̺nµ) = (̟
(I)
nµ + i̟
(II)
nµ , ¯̟
(I)
nµ − i̟(II)nµ ) in the text and write |̺n, ¯̺n〉 =∣∣∣̟(I)n , ̟(II)n 〉.
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