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Abstract
A density of states (DOS) speciﬁed by a polynomial has been used to investigate ﬂat-histogram sampling for
continuous values of the energy. The squared deviation of the normalized walker histogram around the ideal value
of unity is found to give a good description of the self-consistency of the estimated DOS used for the sampling. For
converged values of the estimated DOS, the χ2 diﬀerence from the speciﬁed DOS decreases as the inverse of the
number of samples. The Gamma distribution is found to describe the range of convergence for diﬀerent speciﬁc
random walks towards convergence of the DOS.
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1. Introduction
The power of being able to generate sample conﬁgurations of a physical system from the entire range of possi-
ble energies is becoming more widely recognized in statistical physics. One example is constructing the exchange
function appropriate for classical models of magnets from ﬁrst-principles density functional theory. Using samples
that include conﬁgurations from both the ordered and disordered ends of the energy spectrum is essential in the ﬁtting
proceedure [1]. If one also has an estimate of the density of states (DOS), the number of conﬁgurations at a particular
energy, it is also possible to use the sampled conﬁgurations to rapidly evaluate the thermodynamic properties of the
system over a wide range of temperatures. Simply knowing the DOS allows direct calculation of the free energy and
speciﬁc heat as functions of temperature [2, 3, 4].
Flat-histogram [2, 3, 4] sampling is one type of importance-sampling Monte Carlo method. Importance-sampling
methods depend on the notion of detailed balance for trajectories visualized as a time sequence of speciﬁc conﬁgu-
rations. Under equilibrium conditions, the net ﬂow of walkers moving randomly along trajectories between states is
zero, and they obey the relationship
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)
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E′
)
w (E) g (E) (1)
where g(E) is the density of states with energy E, w(E) the acceptance weight assigned to E, and hw(E) the density of
walkers with energy E associated with the choice of w(E). At each step, the trajectory for a particular random walker
is extended by proposing a new conﬁguration, calculating the energy E′ of that conﬁguration, and accepting it with
some probability consistent with detailed balance. One popular choice is the Metropolis method [5] which speciﬁes
the probability p = min [1,w(E′)/w(E)].
If one chooses the Boltzmann weight at inverse temperature β for acceptance, w(E) = exp (−βE), the walker
density is equal to that in the canonical ensemble and a time-average of the walker properties are statistically equivalent
to the canonical ensemble values. On the other hand, if one chooses the multiplicative inverse of the DOS, w(E) =
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Figure 1: Entropy S (E) = ln [g(E)] for k = 2 × 106 samples. The shifted walker histogram h0(E) cooresponds to the initial estimate of the entropy
S 0(E). The exact entropy S (E) associated with speciﬁed DOS g(E) is shown along with the new estimate of the entropy S 1(E).
1/g(E), the walker density will be uniform with respect to energy [6]. Since the DOS is rarely known a priori, an
estimated DOS w(E) = gi(E) can be used to generate a nearly uniform walker density, hi(E). Since detailed balance
must be true for any E and E′ it can also be written h−1w (E)w (E) g (E) = 1, with the normalization chosen to be unity
for convenience. Replacing w(E) and taking the logarithm gives [7]
ln
[
g (E)
]
= ln
[
gi (E)
]
+ ln [hw (E)] , (2)
which can be used to improve the estimated DOS, or equivalently the entropy S = ln [g(E)]. Ideally this process can
be repeated until self-consistency is achieved and the estimated DOS is identical to the true DOS for the system.
Traditionally hi(E) is tabulated as a histogram with E divided into discrete bins. The possibility of using a polyno-
mial description of gi(E) and hi(E) is interesting both to reduce the memory requirements and to accelerate the con-
vergence of ﬂat-histogram methods. Here both functions are expanded as polynomials in energy, i. e. f (E) =
∑
akEk
with 0 ≤ k ≤ 6. In the next section we introduce an abstract model with arbitrary g(E) and present results for the
convergence of the ﬂat-histogram method applied to it using only polynomial descriptions.
2. Model and Results
The results presented here are for an artiﬁcial density of states speciﬁed by the polynomial expansion gk and limited
to −1 ≤ E ≤ +1. For the Ising model the microstate of a random walker corresponds to a speciﬁc conﬁguration of up
and down spins. Taking g(E) to be a probability density function, the microstate in the current model is a value, y, of
the cumulative probability function,
F(E) =
∫ E
−1 dE
′g(E′)
∫ +1
−1 dE
′g(E′)
, (3)
which can be quickly evaluated for polynomials. The value E = F−1(y) can also be easily found numerically. Detailed
balance is satiﬁed for jumps to a new microstate selected from the interval [y−Δy, y+Δy), with step size Δy. There is
uniform weighting of microstates, and a “periodic boundary” is implemented to restrict energies to the range [−1,+1].
The latter is essential for maintaining detailed balance.
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Figure 2: Scatter plot of (Qi,Qi+1) for k = 1× 106 samples per update for the indicated S i(E). Results are shown for 100 independent convergence
trials. The straight line Qi+1 = Qi is provided as a guide; points lying above the line indicate cases with Qi+1 > Qi. The inset shows the mean Qm
(averaged over 100 trials) vs i for k of 104, 2 × 104, 5 × 104, 105, 2 × 105, 5 × 105, 106, and 2 × 106 (from top to bottom).
Similarly a polynomial expansion can also be used to specify an estimated DOS, g0(E), diﬀerent from g(E).
Following common practice the ﬂat-histogram sampling here is implemented via S 0(E) = ln g0(E). The polynomial
g0 is calculated and its logarithm taken each Monte Carlo step. The new microscopic conﬁguration is accepted
according to the Metropolis criterion p = min [1, S 0(E′) − S 0(E)] to create a Markov chain of k samples. These
samples are used to construct a cumulative probability to which a polynomial is ﬁt by least-squares and diﬀerentiated
to generate a polynomial expansion for the histogram h0(E) for that set of k samples. The histogram is normalized
such that h0(E) is unity for a perfectly ﬂat histogram regardless of the number of samples k. Using h0(E), a new
estimated DOS g1(E) = g0(E)h0(E) is constructed. This is equivalent to Eq. (2). Repeating the process iteratively for
ﬁxed k generates a series of updated DOS gi(E). To study the statistical properties of the convergence process, at least
100 independent trials are run for each value of k.
The results for one trial with k = 2 × 106 samples are shown in Fig. 1 as entropy vs energy. The logarithm of the
speciﬁed DOS for the walker, S (E), is the blue curve (above the others for E = 1) and the initial estimated entropy
S 0(E) is the green curve (below the others for E = 1). The normalized-and-shifted histogram h0(E) − 1 is shown as
the black curve near zero for negative energies and rising as energy approaches unity. The updated entropy, S 1(E), is
the red curve lying between the other two. While S 1(E) is clearly a better estimate, it is also clear that for ﬁnite k the
update process will have to be iterated several times to achieve a self-consistent DOS, S∞(E) = ln [g∞(E)].
The convergence for a particular estimated DOS gi(E) is measured by the diﬀerence of the walker density hi(E)
from the ideal value of unity,
Qi =
∫ Emax
Emin
dE [hi (E) − 1]2
Emax − Emin . (4)
The values for Qi and the subsequent Qi + 1 are shown for the k = 106 trials in Fig. 2 on a log-log scale. For the initial
estimated DOS, the values of Q for diﬀerent trials are tightly clustered, and the clusters move down and to the left as
Q decreases with increasing iteration i. For later iterations, here i ≥ 10, there is no gain in Q on average indicating
that gi(E) is ﬂuctuating around the g∞(E) for this value of k. The inset in the upper-left corner shows the evolution
of the mean Qi, Qm(i), for values of k between 104 and 2 × 106. The resulting Q∞ is shown vs k in the inset in the
lower-right corner. The solid line is Q∞ = 425.7/k, found by a least-squares ﬁt to the data. The inset also shows the
mean χ2 diﬀerence between g∞(E) and g(E), which appears to diﬀer from Q∞ only by a multiplicative constant. From
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Figure 3: Distribution of Q∞ scaled by mean Qm for diﬀerent updates with k = 105 samples per update. Results are shown only for i ≥ 10 where
Q has saturated. The line is a ﬁt to the Gamma distribution, Eq. (5).
this, it can be inferred that Q is a good measure of convergence, and that convergence is limited by Q∞ ∼ 1/k.
As can be seen in the inset of Fig. 2, the standard deviation of Q∞ closely tracks the mean. This constrains the
probability density of Q∞ associated with a given k, and it is found that the Gamma distribution
F (x;α, β) =
βα
Γ(α)
xα−1e−βx (5)
gives a good description for x = Q1/5. The binned histograms p(Q/Qm) generated using over 5000 trials with k = 105
are shown in Fig. 3 for i ≥ 10. A non-linear ﬁt to Eq. (5), taking the power of 1/5 into account, yields α = 17.09 and
β = 23.06.
3. Summary and Future Directions
A density of states speciﬁed by a polynomial, but not corresponding to any physical system, has been used to
investigate ﬂat-histogram sampling for continuous values of the energy. The squared deviation of the normalized
walker histogram around the ideal value of unity, Q, is found to give a good description of the self-consistency, i.e.
convergence, of the estimated DOS. For converged DOS, the limiting Q∞ is found to decrease as the inverse of the
number of samples. The Gamma distribution is found to be a good description of the probability of Q for diﬀerent
speciﬁc random walks towards convergence of the DOS. Ultimately, one would like to provide a prescription for the
best value of k for the next iteration of the convergence process based on Qi, or even to provide an optimal schedule
for k. Another line of future work involves combining the sampling for diﬀerent gi(E) to enhance the eﬀectiveness of
Monte Carlo applied to methods with computationally expensive energy calculations, such as DFT.
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