Quantization of a continuous-value signal into discrete form is a standard task in all analog/digital devices commonly used to solve numerical problems in finance. In this paper, we consider quantization of the Normal distribution. We suggest an hybrid technique based on the evolutionary optimization and the Stochastic Gradient for obtaining an optimal L p -quantizer of a multidimensional random variable. First, we present the classical gradient-based approach used up to now to find a near optimal L p -quantizer which is frequently used to solve some high dimensional problems arising in finance. Then, we give an algorithm that permits to deal with the problem in the evolutionary optimization framework. Otherwise, to improve the capacity of the algorithm to fine-tune the best found solutions, we propose an hybrid method combining the two techniques. The objective of the hybrid method is to allow an powerful exploration and exploitation of the problem search space. The effectiveness of the proposed method is demonstrated throw numerical experiments.
Introduction
Quantization is a signal processing technique that consists in approximating a random variable X with values in a continuous state space by an other random variable with values in a finite state space Γ = {x 1 , ..., x N }. Several Quantization techniques have been developed in numerical probability to solve non linear filtering or optimal stochastic control problems with application in finance or signal processing [1, 2] .
A natural way to achieve this approximation is to project X on the grid Γ following the closest neighbor rule. This technique has been successfully applied to solve (via Monte carlo simulation) some highdimensional problems arising in finance such as numerical integration [3] , pricing of American options on a multi-dimensional underlying [4] , pricing European options on a multi-dimensional underlying in the Uncertain Volatility framework [5] , pricing swing options [6] ... It has been shown in [2, 4] that in order to obtain relevant results (good estimations), one has to take a grid Γ that minimizes the L p -mean error between the continuous variable and its quantized form. Up to now, this optimization problem was achieved using some gradient-based algorithms such as Lloyd's method I and Stochastic Gradient Algorithm (SGA) [7] . In high dimension (d ≥ 2), the optimization problem has not a unique solution [8] and an optimal quantizer provided by the algorithms mentioned above is in fact a local minimizer of the L p -mean error.
In this paper, we suggest to use evolutionary optimization in order to perform a global search of an optimal L p -quantizer of X . The evolutionary algorithms (EAs) are powerful stochastic zero th order optimization algorithms based on a crude imitation of natural Darwinian evolution. Given an objective function to optimize over a search space E, they perform a random search in E in the hope to reach the global optimum [9, 10] . It is based on some artificial evolution of a population of individuals (P-uple of points over E). At each generation (step), individuals undergo some variation, giving birth to a new population. The set of new individuals is created by the process of selecting individuals according to their fitness (value of the objective function in the problem domain) and breeding them together using operators borrowed from natural genetics. This process leads to the evolution of populations of individuals that are better suited to their environment (fitness) than the individuals that they were created from, just as in natural adaptation. It provides to EA a high capacity to explore the search space that maximize the chance to reach the global optimum.
Several published works [7] propose the use of some numerical procedures in order to get a local optimal quadratic (p = 2) quantizer of gaussian law to solve numerical problems in finance [7] . By comparison to these works, the approach presented in this paper has a wider scope since it permits to obtain a near global optimal L p -quantizer for any p ≥ 1 and any random variable X ∈ L p R d provided that we are able to simulate it.
In the first part of this work, we explain how to deal with the numerical quantization problem using the SGA or the EA separately. For the SGA implementation, we consider the same methodology and experimental conditions as in [7] . Otherwise, we present a detailed solution to handle the optimization problem with the evolutionary algorithm framework. EA is successfully applied to explore the problem search space and reach the region of the global optimum. The convergence rate of the EA ins initially fast. However, once the optimal region is located, the convergence rate becomes very slow and the EA might encounter some difficulties to exploit best found solutions and thus fine tune the optimal grids.
To overcome this difficulty, we propose to continue the optimization process with a local search phase using SGA. The hybrid design aim is to ensure that the two algorithms complement each other by exploring and exploiting the problem search space and thus improve the quality of the best found quantizers.
This paper is organized as follows. Section 2 describes briefly the quantization of a continuous random variable. Section 3 presents the stochastic gradient method. In Section 4, we show how to deal with the optimization problem using an evolutionary algorithm, and how to combine EA with the SGA to improve the best found quantizers. Section 6 provides a numerical comparison between the stochastic gradient algorithm, the evolutionary algorithm and the hybrid method.
Optimal L p -quantization
We consider a µ-distributed random variable X ∈ L p R d defined on a probability space (Ω, F , P). The L p -quantization (p ≥ 1) consists in L p -approximating X by a random vector X taking its values in a finite grid Γ = {x 1 , ..., x N } where ∀i ∈< 1, N >, x i ∈ R d . From signal processing we can prove that the best way for approximating or "quantizing" a random variable X using a grid Γ is to project X on Γ following the nearest neighbour rule. This leads to a Borel partition C j (Γ) 1≤ j≤N of R d called Voronoï tessellation of X satisfying:
where |.| represents the Euclidean norm on R d . The Voronoi quantizer of X is then given by:
The grid or N-tuple Γ ∈ R d N is also called the quantizer of X. We say that Γ = (x 1 , ..., x N ) is an optimal L P -quantizer of X, if Γ solves the problem of minimizing the L P -mean of the quantization error:
Instead of minimizing the L p -mean error, we usually work for simplicity with the quantity D X,p
is continuous and reaches a minimum denoted D X,p N at some N-tuple having N pairwise distinct components and lying in the convex hull of the support of the distribution of µ. Furthermore, it is easy to establish that this minimum D X,p N decreases to 0 as the size N of the optimal quantizer goes to infinity (see e.g. [3, 11] for a proof of these properties). The rate of convergence toward 0 of the distortion found in several steps by Zador [12] , Bucklew & Wise [13] and finally Graf & Luschgy [11] , is given by the following theorem: From [3, 4] , we can see that working with optimal grids (or at least grids of which the distortions are as low as possible) reduces the approximation error while estimating the results via Monte Carlo simulation. In the next three sections, we focus on how to obtain these optimal grids. The first one presents the SGA which is one of the most used algorithms in practice to deal with this problem (for a further details, one can see [4] and [7] for p=2). Whereas the second one is dedicated to the resolution of this problem with an EA. Then, a new method combining these two techniques is illustrated in the third section.
Stochastic Gradient Algorithm
Stochastic gradient methods are based on the integral representation of the criterion to be optimized. This is the case with distortion, actually the function Γ → D X,p N (Γ) is continuously differentiable for any p > 1 (see e.g., [11] when p=2 or [3] ) and the gradient can be obtained by formal differentiation:
When the dimension d is bigger than 2, the computation of ∇D µ,p N (Γ) is time-consuming and the use of a deterministic gradient descent is not feasible. Instead we use a stochastic gradient descent defined as follows: Let (w t ) t∈N * be a sequence of iid µ-distributed random variables and (γ t ) t∈N * a sequence of positive steps satisfying ∑ t γ t = +∞ and ∑ t γ 2 t < +∞. Then starting from an initial N-tuple Γ 0 with N pairwise distinct components, set:
Formula (1) can be developed as follows if one sets Γ t := x 1,t , ..., x N,t : Let i (t + 1) ∈ arg min i x i,t − w t+1 . Then, we have:
The choice of the descent step γ t is crucial, for further details about this issue one can see [7] for the optimal quadratic quantization of a gaussian law. Furthermore, it is established in [11] that, if
of random variables recursively defined by
satisfy on the event
These costless procedures yield the parameters (weights of the Voronoi cells, L p -quantization error of Γ * ) necessary to exploit the N-tuple Γ * for numerical purpose. Concerning practical implementations of the algorithm, it is to be noticed that, when p = 2, at each step, the N-tuple Γ t+1 lives in the convex hull of Γ t and w t+1 , which has a stabilizing effect on the procedure.
Optimal L p -Quantization with the EA
As described in section 3, the SGA works with a single solution and gives a local optimum close to the starting point. The aim of using EAs is to maintain a set of solutions instead of one, that are manipulated competitively by some variation operators, in order to perform a parallel search over the search space E. This characteristics are very helpful in exploring multiple search directions and thus increasing the chance to reach the global optimum.
Evolutionary algorithms: a brief overview
We cast the grid optimization problem into the genetic algorithm model in the following way. Let
denote the population at the generation t, where M ∈ N is the population size and Γ t i is a potential solution to the problem. The first population Π 0 is initialized randomly on the search space E. Then, the population evolves by cycles of mutation/recombination/selection which tends to decrease the fitness. The following procedure describes a simple structure of an evolutionary algorithm [14] .
Structure of an Evolutionary Algorithm
From mathematical point of view, this algorithm corresponds to an (inhomogeneous) Markov chain (Π t ) t∈N in E M :
where the initial population is an iid sample on E, and individuals evolve following different transition kernels for mutation and recombination.
Evolutionary Algorithms for optimal L p -quantization
Recall that to obtain an optimal L p -quantizer of a random variable X ∈ L p R d , we should search for a Voronoï tessellation of this variable in (R d ) N that minimizes the L p -distortion. The following sub-sections explain how to use an EA for optimal L p -quantization.
Generation of the initial population
The first step in the evolutionary algorithm is to generate a family of random grids (individuals) on the search space E = (R d ) N at generation t = 0. The initialization process is similar to the one used for the SGA, with the difference that we start with set (or a population) of M initial grids (instead of one):
M is generated randomly 1 on the probability space (Ω, F , P).
Computation of the objective function
Let f (Γ t m ), m ∈ 1, M denote fitness of the individual Γ t m . The fitness measure f of an individual is usually directly related to its objective function value. For the optimal quantization, the fitness of a given individual
, m ∈ 1, M will be considered as equal to its distortion (The distortion of a grid was introduced in Section 2):
We want to estimate the distortion by Monte-Carlo simulation. We consider (X (l) ) l∈<1,L> a set of L ∈ N (in practice L >> N) iid realizations of the random variable X in (R d ) N . From now on, this set is named the Reference Sample. The objective function to optimize is then given by:
The evolution scheme
A set of genetic operators define the dynamic evolution of the population. Two kinds of operators are used: selection operators and variation operators. Selection operators determine candidates for reproduction and replacement. Variation operators (mutation and crossover) are generally stochastic operators used to produce new individuals by combining and perturbing the information contained in the parents.
There are different kinds of selection criteria, crossover and mutation operators. We have selected a variation of roulette wheel for selection, linear recombination for crossover and a mutation operator which changes a gene with another value from the neighborhood which is generated using the standard deviation 2 . Selection The selection step is performed twice in each generation for both crossover and new population construction. Each individual from the set of parents can be selected more than one time. We start with the population Π t−1 , we use the first selection procedure to choose a set of individuals V t from Π t−1 for reproduction. By applying variation operators (described in the two paragraphs below) to the V t we obtain a second set W t . Then, we use the selection procedure for the second time to choose which individuals from W t will be part of the new population Π t [15] . The second step is also called replacement. After each selection of an individual, the original set (Π t−1 for reproduction and W t for replacement) is not modified. This implies that one individual can be selected more than one time.
The probability ps(Γ t m ) for an individual Γ t m , m ∈ 1, M to be selected 3 is given by :
The choice of these operators is based on results of preliminary experiments 3 Either for reproduction, i.e. form Π t−1 to V t or for replacement, i.e. from W t to Π t
We recall here that
. We Notice that the selection probability is increasing with the fitness. We also remark that after replacement, the frequencies of better individuals have increased at the expense of worse individuals. Crossover
The crossover operator is a function from E k (in most cases k = 2) into E. It allows parents to exchange some genetic material to build up new solutions. The motivation being that we can use good solutions to develop even better ones. It is considered as an exploitation operator.
In the case of k = 2, a "couple" of elements from V t (selected individuals for reproduction) has a probability p c to be crossed. Let Γ k and Γ s be two selected grids 4 in V t . A new offspring Γ r is created by merging the contained information in the parents Γ k and Γ s . There are many ways to merge information [16] . We mention here the case of the linear recombination that creates a new individual Γ r by :
where α is an N-tuple of [0, 1] d -uniform random variables and the multiplication is considered componentwise. For L p -Quantization, the use of this crossover operator means that each point of the produced grid Γ r is a result of a linear recombination of the corresponding points in the parent grids. Γ r is then added to W t to undergo mutation. Mutation Mutation is a stochastic operator from E into E, of which the idea is to perturb a given grid in order to make a local step on the search space. Its is seen as an exploration operator [17] . Each element Γ m in W t has a probability p m to be mutated and gives birth to a new individual Γ m , that will replace Γ m in W t . The mutation is achieved by adding a normally distributed random noise to Γ m :
where ε is a N-tuple of R d independent random Gaussian variables with a mean of zero and a variable standard deviation β t . The parameter β t itself is subject to mutation in order to scale the movement of the grid points on the search space along evolution. This mutation is based on the strategy of self-adaptation of standards deviations [10] .
Stopping criteria
To stop the evolution process, we use a simple stopping criterion based on the generation counter t. We define a maximum number of generations (t max )for the whole evolution and a maximum number of generations without improvement of the best individual. Both criteria are checked each iteration.
Hybrid Algorithm
The Evolutionary Algorithm is an efficient method to perform a global search. However, when the current best solution is close to the global optimum, it will be less efficient and might encounter some difficulties to perform local search nearby the best current grids.
Then, we propose to combine the EA and the SGA in order to construct an hybrid technique that we notice EA-SGA. The aim of this hybrid technique is to perform a global exploration of the search space E using EA at the first step and try to refine the best found solution with a local search using SGA in the second step. The motivation behind the EA-SGA combination is the power of EA to perform a global exploration of the search space E and the high capacity of the SGA to fine-tune solutions by a local search. The hybrid algorithm EA-SGA is a two phases optimizer. In the first phase, EA explores the solution space freely using the same implementation described in section 4. In the second phase, the SGA is invoked to improve the best found grid Γ * .
However, when using SGA, since the initial grid is near optimal solution, it is necessary to adapt the convergence rate γ t (equation 1) to the current step.The goal of the SGA descent step is to enhance the exploration of the search space at the first part of the descent, and to stabilize the procedure at the end. Since the first goal is accomplished by EA, the first part should be skipped. For this reason, the first iteration t 0 of SGA is initialized with a big value (t 0 >> 1). The choice of this value could not be done arbitrary. Small or great values might give unsatisfactory results. Small value (ie. t 0 = 0) do not allow efficient use of the best already found solutions. We then propose to compute t 0 according to the parameters setting of the EA, depending on the population size (M) and the maximum number of generations (t max ) using the formula t 0 = M * t max .
Numerical tests for Normal distribution
In this section, we specialize the discussion to the optimal quadratic quantization of a d-dimensional Gaussian vector. We compare the grids obtained by the EA to those obtained by the SGA and the EA-SGA in terms of final distortion and geometric symmetry.
Experimental setup
In order to obtain a near optimal grid 5 with the SGA, we use the same sequence (γ t ) t∈N * as in [7] (This choice is inferred from a work done in this paper on quantization of [0, 1] d -Uniform law). We also mention the following important issue highlighted in [7] . Actually, the simulation of points with too large norms may cause dramatic effects on the procedure (3) when the step γ t is not yet small enough. In order to avoid this, we will (first) simulate some spherically truncated Normal variables (w t ) by calibrating the threshold radius so as to keep at least 99% of their mass. This truncation has a stabilizing effect on the procedure. Then, to get a quantization of the original Normal distribution, one can complete the optimization by processing a Lloyd's method I with non truncated Normally distributed random numbers [7] . In this work, we opted for an alternative solution that consists on continuing to use the procedure (3) with non truncated Normal variables (w t ) (since, for large values of t, γ t becomes small). One verifies that, when the number of points is large, this only affects the location of the peripheral points. On the other hand, as expected, it slightly increases the distortion (but it produces more accurate results for numerical integration of course).
For stability reasons, we also do a similar work when using the EA in order to obtain an optimal grid. Actually we start by using a truncated Reference Sample 6 , in order to estimate the fitness (i.e. the distortion) of a given individual (i.e. grid). The truncated Reference Sample, is obtained from the (non-truncated) Reference Sample, by keeping only the points of in a hyper-sphere of which the radius is calibrated so as to keep at least 99% of the mass. Then, to get a quantization of the original Normal distribution, we can either use the SGA with non truncated Normal variables (w t ) (starting with a small γ 0 ) or use an EA with a non-truncated Reference Sample (We use the initial Reference sample from which the truncated Reference Sample was extracted) and with an initial population equal to the final population of the previous EA.
Before going further, let's introduce on some notations that will be helpful in the interpretation of the obtained results. We start by the four notations in the table below: SGA (Tr) Using SGA with truncated Normal variables (w t ).
SGA (n-Tr) Using SGA with non-truncated Normal variables (w t ).
EA (Tr)
Using EA with truncated Reference Sample.
EA (n-Tr) Using EA with non-truncated Reference Sample.
We then, introduce four procedures used in the numerical experiments to obtain an optimal quantizer of the Normal distribution under study, summarized in table 1. The first procedure uses the gradient optimization method (SGA). It starts with a random grid and arrives at grid(1) by applying SGA with truncation (SGA(Tr)). Then, using Grid(1) as a starting point, the optimization procedure continues without truncation (SGA(n-Tr)) and arrives at Grid (1 bis). Similarly, procedure 2 involves EA(Tr) (EA with truncation), which starts with a random population and arrives at population (2) with the best element in Grid(2). Then, using population (2) as a starting population, the evolution continues without truncation (EA(n-Tr)) and arrives at population (2 bis) with the best element in Grid (2bis).
For the hybrid method, two possible combinations are tested. For the first one (procedure 3), only the EA(Tr) is performed, and the non truncated optimization step is accomplished by the SGA(n-Tr). It is applied on the grid(2). However, with the second combination (procedure 4), the two EA steps are accomplished before continuing with the SGA(n-Tr) on the grid(2bis). Table 1 . The four optimization procedures used to obtain an optimal quantizer of the Normal distribution.
All experiments are done under the same conditions. The values of EA parameters described in section 4 are given in table 2. These parameters were found by preliminary numerical experimentations. The parameters of the SGA are given in Descent-step (γ t ) 0.9 Maximum Number of iterations (t max ) 4 000 000 for SGA (Tr) 6 000 000 for SGA (n-Tr) Table 3 . SGA Parameter settings
The Reference Sample
For the EA(Tr) step, we use a truncated Reference Sample containing 50000 realizations of the d-dimensional random variable under study of which the norms are smaller that 3 (we consider 3 as radius threshold). This set is built iteratively. Each time a random vector is generated, if its norm is smaller than the threshold radius, then we add it to the Reference Sample, else the vector is rejected and added to an other set that we call Tail Sample. This operation is repeated till the size of the truncated Reference Sample reaches 50 000. For the EA(n-Tr) step, the used non-truncated Reference Sample will be the union of the truncated Reference Sample and the Tail Sample.
In order to compare the accuracy of the obtained quantizer with the procedure 1 and 2, the final distortions of the optimal grids are calculated empirically using the truncated Reference Sample for the EA (Tr) and the SGA (Tr) (Grid(1) and Grid (2)). These distortions will be denoted D Tr f inal . For the non truncated steps EA(n-Tr) and SGA(n-Tr), the distortions are computed using the non truncated Reference Sample. These distortions will be denoted D n−Tr f inal .
Remark 6.1.
Note that it is also possible for the optimal grids obtained by an SGA-based procedure to obtain an estimation of the distortion with (3). Nevertheless, we numerically noticed that this "companion" distortion is in fact a biased estimator of the distortion and can be different from the distortion calculated empirically using a Reference Sample.
Otherwise, in order to compare the accuracy of the final optimal grids given by the four optimization approaches (SGA, EA and EA-SGA), we use a unique Test Reference Sample for each dimension. The Test Sample must be non truncated and very large. For the experimental study, a sample containing one million points is generated. The distortion of each final grid is computed according to this Test Sample and is denoted D test .
Results
In this section, we give different detailed results for dimensions 2 and 3. We also give some other results showing the behavior of the difference between the minimal distortions given by the two algorithms when the dimension d increases (from 1 to 7). Dimensions 2 and 3 Figure 1 illustrates the 6 optimal 100-points quantizers and their final distortions for dimension 2 obtained by applying the procedures described in table 1. For dimension 3, we concentrate on the same 6 grids as in dimension 2. For clarity reasons, only 2 of these 6 grids are given in figure 2. The distortions of the different obtained optimal grids in dimension 3 are summarized in the table 4.
Table 4. The distortions of the optimal grids in dimension 3
Grid ( Figure 1 . Optimal N-quantizers obtained for N = 100 and dimension 2 using procedure 1 (Grid(1) and Grid(1bis)), procedure 2(Grid(2) and Grid(2bis)), procedure 3 (Grid(3)) and procedure 4 (Grid(3bis)).
Grids in figure 1 might appears little similar. However, they differs in several aspects. The first difference is the dispersion of the grid points in the space, which depends on the Reference Sample. Indeed, dispersion increases with the non truncated Reference Sample. Figure 3 shows that the use of a non-truncated step (i.e EA (n-Tr) or SGA (n-Tr)) after a truncated one, affects essentially the peripheral points of the grid.
One notice also that the distortions given by the truncated sample are smaller than those given by the non truncated sample. This result is completely coherent with the asymptotic results obtained by examining the convergence constant appearing in bucklew-Wise-Zador theorem (quantity depending on density) [8, 13] . Using this theorem, it is easy to show that distortion computed using truncated distribution leads to the theoretical error when the truncation radius growths [7] .
Otherwise, final grids do not have similar accuracy. Indeed, the distortions computed according to the Test Reference Sample with one million points show that the grids obtained with procedure 3 and 4 are Figure 2 . Optimal N-quantizers obtained for N = 100 in dimension 3 using procedure 1 (Grid(1bis)) and procedure 4 (Grid(3bis)).
Grid (1) Grid(1bis)
Grid (2) Grid(2bis)
Superposition of Grid (1) and Grid (1bis) Superposition of Grid (2) and Grid (2bis) Figure 3 . Superposition of the grids obtained with procedure 1 (left) and procedure 2 (right) with N=100 in dimension 2.
more efficient than the grids given by the two other procedures (figure 4).
Distortion as a function of dimension
In this paragraph, we are interested in the impact of the dimension on the distortion level. Several trials are carried out to optimize 14-points quantizers for a dimension varying from 1 to 7. We start by comparing a pure EA approach (procedure 2) to a pure SGA approach (procedure 1). For each procedure, two distortion values are computed: D Tr f inal for the truncated step (EA(Tr)) and SGA(Tr)) using the truncated Reference Sample, and D n−Tr f inal for the non truncated step (EA(n-Tr) and SGA(n-Tr)) using the non truncated Reference Sample. The results obtained for 14-points quantizers are summarized in table 5. Table 5 shows that the spread between the distortions obtained by the two types of algorithms increases with dimension. This spread becomes significant when the dimension exceeds 3. To better illustrate this fact, we compute the relative spread between the final distortions of the truncated step given by the EA(Tr) and the SGA(Tr) and the final distortions of the non truncated step (given by EA(n-Tr) and SGA(n-Tr) as follows :
Truncated
Step :
Non truncated step : Table 5 . Final Distortions as a function of dimension obtained with procedures 1 and 2 for N=14.
The figure 5 shows the relative spreads as a function of dimension. Step Non Truncated Step Figure 5 . Relative spread as function of dimension, computed for optimal quantizers obtained in the truncated step (Grid(1) and Grid(2)) and for optimal quantizers obtained in the non truncated step (Grid(1 bis) and Grid(2 bis)) for N=14. Figure 5 shows that the relative spread grows for high dimensions (6 and 7). It is obvious that SGA grids are in fact local optimal quantizers. These results justify the use of the evolutionary algorithms for a such optimization problem. Moreover, to demonstrate the improvement provided to the quantizers by the hybridization technique, a numerical comparison of the final grids (2bis), (3) and (3bis) is illustrated in the following. The comparison is done according to the D Test values. We remind that D Test is computed according to a Test Reference Sample. For this experimental part, since the optimized grids contains only 14 points, we used a new Test Reference Sample with 100000 points instead of the one with one million points used in the first experimental part. Otherwise, using the formula introduced in section 5, the value of t 0 needed to initialize the descent step for the SGA(Tr) is set to 5600 for the procedure 3 and to 14000 for the procedure 4.The computed distortions for the obtained 14-points quantizers are summarized in According to the D Test values given in table 6, one can notice that the hybrid method do not greatly improve the distortions for dimensions 1 and 2. This result is expected since, for low dimensions and with N set to 14, the quantization become a simple optimization problem that can be easily solved by both EA and SGA. However, the global search by the EA permitted, as for N=100, to avoid local solution and get better quantizers for high dimensions. This finding is demonstrated by the first curve in the figure 6 that illustrates the relative spread between distortions of the grid(1bis) (given by the procedure 1) and the grid(3bis) (given by procedure 4). Indeed, from dimension 3, improving exceeds 3%. Otherwise, continuing the evolutionary optimization process with a Stochastic Gradient algorithm improves the distortion of the best quantizers about 0.3% for dimension 6 and 7 ( figure 6, right curve) . This is not a large improvement since the experiments are done for 14-quantizers, but could justify the hybridization for bigger N-quantizers.
An other finding that concerns the robustness of the procedures 3 and 4 can be deduced from the table 6. In fact, that there is no great difference between the quality of the grids (3) and (3bis). Indeed, final procedure 4 (EA(Tr)-EA(n-Tr)-SGA(nTr)) gives very close results than the procedure 3 (EA(Tr)-SGA(nTr)). In fact, SGA is able to fine-tune the near global solution given by the EA after the truncated and non truncated step. The main of the hybrid method is that the first optimization phase is done by the EA, independently of the truncated step. Since the computational cost of the EA is higher than that of SGA, hybrid method can be reduced to the procedure 3.
Returning to the hypothesis presented at the beginning of this study, and based on the preliminary results illustrated by the numerical experiments, it seems justifiable to infer that the hybridization of the Evolutionary Algorithm with the Stochastic Gradient could yield a robust and efficient mean to find accurate L p -quantizer.
Conclusion
Most of the optimal quantizers used in signal processing are obtained with gradient-based algorithms such as Stochastic Gradient. In some fields such finance, to get accurate premium estimations, it is crucial to use an "near" global optimal L p -quantizer. However, numerical experiments showed that the quantified grids given by SGA are in fact local quantizers, specially for high dimensions. Then, we proposed in this paper an alternative approach for optimal quantization based on a combination of the Evolutionary Algorithms and the Stochastic Gradient method. The main difference between the Evolutionary Algorithm and the Gradient method is that EA performs a global search in the search space in the objective to approximate the global optimal quantizer. However, the SGA is a local search technique depending on the first randomly generated grid. The Hybrid design allows to the two algorithms to complement each other and improve their capacity to explore and exploit the problem search space.
Preliminary results justify that such hybridization could yield robust and efficient quantizers having better distortions than quantizers given by each algorithm separately.
Future work aims to improve the hybrid method by using the SGA technique as a mutation operator for the EA reproduction.
