Abstract-With photovoltaic generation increasing, the widearea oscillation has a vital influence on the long-distance power transmission of photovoltaic power. For an efficient integration of photovoltaic generation, a gain scheduling wide-area damping controller (WADC) is designed to guarantee system damping performance under a wide-area signal delay and a changing operating condition, which could be aggravated by the fluctuant and uncertain photovoltaic generation. A linear parameter-varying (LPV) model is proposed to represent all possible operating conditions within varying ranges of the photovoltaic generation and the load. Then, a tensor product (TP) model transformation is applied to transform the LPV model into a TP model. Based on the TP model, a parallel distributed compensation controller (PDC) framework is adopted to design the gain scheduling WADC, which is solved by linear matrix inequalities (LMIs) considering the accommodation to the random interval delay. In addition, a staircase basis function method is proposed to reduce the conservatism of LMIs within the PDC framework. The gain of the proposed WADC will be adjusted according to the operating condition acknowledged through the real-time scheduling and control center, once a wide-area oscillation is detected. Finally, the performance of the proposed WADC is verified by a 2-area 4-machine system and a 68-bus 16-machine system. Index Terms-Efficient integration, gain scheduling, parallel distributed compensation controller, random delay, staircase basis function, tensor product model, varying operating condition.
method [18] and a wide-area centralized Takagi-Sugeno fuzzy controller [19] have been explored to accommodate multiple operating conditions. WADCs based on dual Youla parameterization [20] and multi-polytopic control [21] , [22] are also proposed to adjust the WADC to adapt to changing operating conditions. Recently the gain scheduling method is promising. It is combined with decision tree approaches in [23] to interpolate the WADC coefficients. And in [24] decision trees are implemented as coordinating entities in charge of gain scheduling of WADCs. Both articles verify the effectiveness of the gain scheduling method.
Therefore, the new WADC technique should consider both the wide-area signal delay and the changing operating condition. Some researchers have proposed several methods to handle these problem, such as advanced WADCs in [25] [26] [27] . However, for power systems operating in accordance with robust dispatch schemes, these WADCs cannot ensure the small-signal stability for all possible operating conditions driven by fluctuant photovoltaic and load. To handle this problem, some issues should be addressed: (1) a modeling algorithm is needed to properly express all possible operating conditions under a robust dispatch solution; (2) methods are desired to effectively design the WADC so that small-signal stability under all possible operating conditions are ensured; (3) the inherent wide-area signal delay should also be considered when designing the WADC for any operating conditions under the robust dispatch solutions; (4) the online application of the WADC should be of little computation to fast response to sudden fluctuations in photovoltaic and load.
Motivated by the above unresolved issues, this paper proposes a gain scheduling WADC to promote the efficient integration of the photovoltaic plant. All operating conditions under robust dispatch are modeled by a linear parameter-varying (LPV) approach. And then the LPV model is transformed into a TP (tensor product) model, where linear matrix inequality (LMI)-based methods are proposed under the framework of a parallel distributed compensation controller (PDC) for the design of the gain scheduling WADC. Main contributions of this paper are (1) the feasibility of using LMI method to design WADC for all operating conditions under robust dispatch schemes, (2) the proposed staircase basis function approach for reducing conservatism of LMIs within PDC framework, (3) the ensured stability of operating conditions under any possible photovoltaic power and load, which also accommodate to random delays of the wide-area signal of the WADC, (4) the little computation in the online application. This paper is organized as follows. Section II describes the LPV representation of the power system. Section III introduces the TP model transformation followed by the LMI-based design and the staircase basis function approach shown in Section IV. Section V tests the controller and Section VI gives conclusions.
Note that in the following contents, lowercase letters denote vectors, uppercase letters denote matrices, and boldface uppercase letters denote tensor.
II. INTRODUCTION OF THE GAIN SCHEDULING WADC
In power systems, generators operate according to a prespecified hourly generation schedule based on the robust dis- patch [7] . However, parameters of the photovoltaic output power and the load are varying within a range. Especially, irradiance, as the main factor to affect the photovoltaic output power, may fluctuate within a large range due to events like a cloud passage event. Fig. 1 shows an example of large irradiance changes during an hour by using irradiance data from NREL [32] . This large change will result in a very different operating condition where the pre-designed controller at the former operating condition may fail to stabilize the current system. Hence, when designing the controller, the system model should cover the entire parameter range.
To make the power grid model cover all operating conditions within parameter ranges, an LPV modeling method is adopted. Under the assumption that the PMU and the WADC are time driven, the LPV representation of the power system is built in discrete time state space.
with discrete time index k, state x(k) ∈ R n , control input u(k) ∈ R q , measurable output z(k) ∈ R l , and exogenous input ω(k) ∈ R r . Define the parameter-varying system matrix S(ρ(k)) as
which is a function of a m-dimensional scheduling pa-
T ∈ Ω and the parameter space Ω is a closed hypercube defined as (2) can uniquely determine the current operating condition.
To stabilize the LPV system (1), this paper proposes a gain scheduling WADC, whose control framework is shown in Fig. 2 . PMUs measure rotor angles or rotor speeds. Then all measured data is packed into data packets, which are transmitted by the communication network of the wide-area measurement system (WAMS) to the WADC. During the transmission of the feedback signal through the communication network, the WADC will encounter inherent network problems including time delay, packet loss and packet disordering, which manifest as timevarying delays in feedback signals [33] . To secure the network and ensure control effect, the dedicated communication channels are suggested by [34] based on tests in the actual wide-area control system in Guizhou Power Grid, China. And results in [34] show that delays in dedicated channels are smaller than 100 ms. So, this paper considers delays within 100 ms with an example shown in Fig. 3 , where the delay varies frequently and will have a crucial impact on the network control of WADC.
As the aim of this paper is to propose a TP-based gain scheduling WADC to deal with all varying operating conditions brought by the photovoltaic generation and the random delays of control signals, in order to focus on the introduction of TP-based algorithm, the WADC adopts the state-feedback structure as an example. Though this structure is simple, it is verified to be able to stabilize the power system [10] . And the proposed method is not limited to the state-feedback control structure. Considering the WAMS signal delay, the control structure of the gain scheduling WADC is
where K(ρ(k)) is a parameter-varying controller gain whose value should be scheduled according to the changing ρ(k), and h(k) is the delay value at time k. Let's assume that all signals measured at the same time will not be used by the WADC until the last one arrives at the WADC. Then all signals simultaneously measured have the same delay value h(k) which satisfies
with minimum and maximum delays h m and h M , respectively. In order to design K(ρ(k)), firstly, Section II will apply the TP model transformation to transform the model (1) into a TP form. Secondly, Section III will solve K(ρ(k)) based on this TP model using the Lyapunov stability theory.
III. TENSOR PRODUCT MODEL TRANSFORMATION
This section will provide the LPV model in (1) with a gateway to the LMI-based Lyapunov stability control. By using a TP model transformation, proposed by Baranyi [35] in 2004, the LPV model (1) can be transformed into a TP model which enables the LMI-based control. The following contents will firstly introduce the TP model and then briefly describe the TP model transformation.
A. The TP Model
The TP model can describe the LPV model by a convex combination of linear time invariant (LTI) systems. As for (2) , it can be approximated by a state-space TP model which is a convex combination of LTI vertex system matrices. A decomposed expression of TP model with respect to all dimensions of ρ(k) is shown below
where wj, i j (ρj(k)) is the i j th basis function defined on the jth dimension of Ω and satisfying ∀j, ρ j (k) :
with I j (j = 1, . . . ,m) the number of basis functions used in the jth dimension of Ω, and ρ j (k) the jth element of To better understand (5), Fig. 4 describes an arbitrary value of (2) denoted as
]. This operating point can also be expressed by the TP model (5) which needs both vertex matrices and basis functions. Fig. 5 gives an example of vertex matrices and basis functions with I 1 = 2, I 2 = 2.
Note that this example is just for illustration, and the actual values of vertex matrices and basis functions can be calculated by using steps in Part B of this section.
By using tensor algebra, the explicit TP form (5) can be rewritten in a concise TP form as
where ⊗ represents the tensor product operator, the
tensor S (boldface capital letters will be used to represent tensors hereafter), whose first m dimensions are specified to dimensions of Ω, is constructed from Si 1 , . . . , i m ∈ R (n +l)×(n +q +r ) . Adopting the same basis functions as in (6) and (7), (8) is also a convex combination of Si 1 , . . . , i m . As an exact finite element TP model, namely δ = 0 in (5) and (8), does not exist in general [36] , the TP model transformation approach blow is conducted while maintaining an acceptable error ε to transform a LPV model into a TP model.
B. The TP Model Transformation Approach
Steps of the TP model transformation are concluded below to transform the LPV model (1) into the TP model (8) .
Step 1: Generate samples of (2). Define a hyper rectangular grid in the parameter space Ω.
At all grid points (ρ1, m1, . . . , ρm, mm), sample (2) as
Store
Step 2: Execute higher order singular value decomposition (HOSVD). Conduct HOSVD on the first m dimensions of S D to obtain
where, ⊗ means the tensor product operation,S is a
, where columns of U r j ∈ RM j × I j correspond to large non-zero j-mode singular values and columns of
related to zero and very small j-mode singular values.
Step 3: Determine core tensor S. Discard U d j and its corresponding j-mode singular values to approximate (11)
whereŜ∈ I 1×...×I m ×(n +l)×(n +q +r ) e is a reduced core tensor with I j = rank j (S D ) < M j and rank j the j-mode rank of a tensor,Û r j is transformed from U r j to generate convex hull by using a sum normalization and a non-negativeness transformation [37] , [35] , ε is the error caused by HOSVD which is bounded by the square root of the sum of the squares of all discarded singulars.
As S̑in (12) can generate S D which is an approximation of (8) is found, namely,S ≈ ε S. As for (5)which is another expression of the TP model, S is decomposed into Si 1 , . . . , i m which can be obtained by using
Step 4: Determine basis functions. Comparing (12) with (8) (14) where w j , i j (ρ j (k)) satisfies (6) and (7) benefited from the convex hull generation in Step 3. SinceÛ r j,i j is discrete, one can interpolate its discrete values linearly to form a continuous basis function w j , i j (ρ j (k)) which can yield an acceptable approximation [35] . Now, the LPV model (2) has been transformed into a TP model (8) , based on which the LMI-based control will be used in the next section to design a gain scheduling WADC.
IV. DESIGN OF THE GAIN SCHEDULING WADC
The parallel distributed compensation (PDC) technique [38] is applied to design (3), by which the TP model (8) can readily be reformed in terms of LMIs.
To better describe PDC techniques, let the vertex system matrixSi 1 , . . . , i m be indexed as
which can be obtained by any proper ordering of (i 1 , . . . , i m ). Then according to (5), the weight of S i is
Thus (5) can be rewritten as
The PDC technology provides the same number of nonparameter-varying controllers as the number of S i , denoted as K i , i = 1, . . . ,I I . And K i shares the same basis functions w i (ρ(k)). Then by using PDC, (3) is realized in the following form
By substituting (18) into (17), one can gain the closed-loop system model
Let's definê
then, by choosing the Lyapunov-Krasovskii function [39] as
with
, the following parameter-dependent delay-dependent theorem can be obtained to design the PDC controller gain K i while guaranteeing H ∞ performance γ: Theorem 1: Consider the LPV system (1) and the PDC controllers (18) with the interval-time delay (4) . Then the closedlooped LPV system expressed in (19) and (20) is asymptotically stable with H ∞ performance γ if there exist n × n- 
Then the PDC controller gain in (18) is K i =K i P −1 . Usually, Theorem 1 is solved by satisfying any arbitrarỹ w i (ρ(k)) because (22) contains parameter-varying matrices (20) related to unknownw i (ρ(k)). However, this solution may lead to infinite number of LMIs or infeasibility while solving (22) due to conservatism. Hence, this paper adopts the staircase approach [28] , [40] which originally appeared in TakagiSugeno fuzzy membership functions for the controller design in a practical manner. Based on this approach, this paper uses staircase basis functionw j , i j (ρ j (k)) to approximate the continuous w j , i j (ρ j (k)) (similar to staircase membership functions in Fig. 1 in [28] ), which circumvents the difficulty by converting infinite LMI conditions of (22) into finite ones
f or all discrete values ofw i andw j (24) where, Γ(i, j) shares the same form as Γ in (22) 
Proof: (23) and (24) can be easily proved by replacing Q ij in Theorem 1 in [28] by Γ(i, j) . Now all that is needed to design the gain scheduling WADC has been described. The most important merit of this controller is that, though it needs the offline design, its online application is almost instantaneous. Firstly, givenw i (ρ(k)) in (18) , u(k) will be generated immediately. Secondly,w i (ρ(k)) can be fast located from known basis functions using (16) . In summary, the proposed gain scheduling WADC shows promising among these WADCs that are deigned offline and applied online. For legibility and an overall version of the proposed approach, its design and application are concluded in Fig. 6 and summarized below.
1) According to the robust dispatch, ranges of the load and irradiance can be determined based on the hourly generation scheduling program. Within these ranges, set grid lines, sample system matrices at grid points, and store samples into the tensor S D . 2) Execute HOSVD on S D and generate convex hull, which then determines vertex system matrices S i1 , . . ., i m of the core tensor S̑and basis functions w j , i j (ρ j (k)). Thus the TP model expressed by (5) or (8) (23) and (24), which are then solved to yield K i of the PDC controller (18). 5) When the gain scheduling WADC is applied online, the control center only needs to obtain the real-time data of load and irradiance which are values of ρ(k). Then weights of K i can be computed by the algebraic equation (16) . Given weights and K i , the scheduled gain of the gain scheduling WADC will be fast determined by the algebraic equation (18) .
V. SIMULATIONS AND ANALYSIS
This section will use a 2-area 4-machine test system [29] and a 68-bus 16-machine test system [30] to validate the proposed gain scheduling WADC which can accommodate to varying operating conditions and interval delays to maintain good wide-area oscillation damping for systems integrated with the photovoltaic plant. The single line diagrams of the test systems are shown in Appendix A. Tests are run on a PC with a 3.3-GHz Intel Core i5-4590 CPU and 8 GB of RAM. 
A. Designing the Gain Scheduling WADC for the Two-Area and Four-Machine Test System
This part uses the 2-area 4-machinesystem to demonstrate how to design the proposed gain scheduling WADC (18) . This system is modified: 1) a photovoltaic (PV) plant model [41] is connected to Bus 5; 2) two factors are considered to influence the system operating condition, namely, varying Load 7 at Bus 7 and changing irradiance of the PV plant. Then the LPV representation (1) is very suitable to model the system by assigning two factors as scheduling parameters ρ(k) = [ρ 1 (k), ρ 2 
(k)]
T where ρ 1 (k) stands for Load 7 and ρ 2 (k) represents irradiance. At the nominal operating point (ρ 1 (k) = 967 MW andρ 2 (k) = 500 W/m 2 ), modal analysis results (Table I) reveal that there is a poorly damped wide-area mode with damping −0.01 and frequency 0.48 Hz. Hence, the followings will design a gain scheduling WADC (18) to suppress this mode in the whole parameter ranges. Based on results of the geometric measure of modal controllability [42] shown in Fig. 7 , the reference voltage input of the exciter at G4 is chosen as the controlled variable of the WADC. Its scheduled gain I I i = 1wi(ρ(k))K i is designed offline according to Fig. 6 with details below.
According to the hourly generation schedule for the next hours made by the scheduling center, one can obtain the considered ranges of the load and irradiance for an hour. Assume during a considered hour of this test system, ρ 1 feedback, its input signals are automatically determined by SMA. Based on the reduced system model, the controller's inputs are the remained rotor angles and rotor speeds. These states can be measured by PMUs, such as CSD-361 PMU developed by Beijing Sifang automation company [44] and PCS-996 PMU developed by NR Electric [45] .
Then, HOSVD (extended with a sum normalization and a nonnegativeness transformation) is executed on first two dimensions of S D according to steps in [37] and [35] . The obtained jmode singular values are shown in Table II . It will not introduce large errors to discard all j-mode singular values except for the first three 1-mode singular values and the first two 2-mode singular values, which will yield the reduced core tensor S (12) and vertex system matrices (13) . As expressed in (14) , columns of j-mode singular matrices determine values of basis functions over grid lines. Because j-mode singular matrix is discrete, it can be interpolated linearly to form a continuous basis function with results shown in Fig. 9 . After determining basis functions (Fig. 9 ) and vertex system matrices (13), a TP model can be built in the form of (8) or (5) to replace the original LPV representation of the test system.
To design the PDC controller gain K i , staircase basis functionsw j , i j (ρ j (k)) (Fig. 10 ) are applied to approximate the continuous basis functions (Fig. 9) . Then the staircase basis (23) and (24) . Now as a fast control response to real-time ρ(k), the gain scheduling WADC is ready to be applied online for the considered hour by using (18) , where K i s basis functionw i (ρ(k)) is computed based on the position of ρ(k) in Fig. 9 , and
B. Verify Performance of the Gain Scheduling WADC
This part is devoted to verifying the performance of the proposed gain scheduling WADC. The gain scheduling WADC designed in Part A is used here.
Firstly, the impact of the PV plant in terms of critical oscillatory mode is illustrated. Let ρ 1 equal 7500 and ρ 2 vary within [200, 800] W/m 2 , the corresponding damping ratio of critical oscillatory mode is shown in Fig. 11 . It can be seen from this figure that as irradiance changes within [200, 800] W/m 2 , the proportion of the solar PV plant in terms of total power generation varies within [2%, 24%], and the damping ratio of the critical oscillatory mode varies within [−0.023, 0.039]. Hence, the solar PV plant has a large impact on the damping ratio of the critical oscillatory mode.
Secondly, its performance of robustness to varying operating conditions is tested. For comparison, another two WADCs were designed. The first one is designed at the operating point where Load7 is 750 MW, irradiance is 200 W/m 2 , and the delay is assumed to be constant at the upper boundary of the delay interval [0, 0.1] s. As this controller is only designed to increase the damping ratio of Mode 3 at this operating point to 0.15, which does not consider the robustness to other operating points, it is denoted as the non-robust WADC hereafter.
Rather than only considering one operating point, the second one is designed considering the robust stability over the whole parameter ranges, namely Load7 = [750, 1150] MW, irradiance = [200, 800] W/m 2 , delay changes within [0, 0.1] s. The criterion given in Appendix C, which considers system uncertainties, is adopted to solve this controller. In this criterion, the A and B matrices adopt the system matrices under load 7 = 950 MW and irradiance = 500 W/m 2 , which is the center point of the considered parameter ranges (Fig. 8) . A(k) and B(k) include the differences between any point and the center point in the considered parameter ranges. Hence, this controller took the robust stability of the whole parameter ranges into account, and it is called the robust WADC hereafter.
The three WADCs above, namely non-robust WADC, robust WADC and the gain scheduling WADC, were tested by different operating points under a 0.05s delay with results shown in Fig. 12 .
It can be seen from Fig. 12(a) that the non-robust WADC only provides good damping at its design point. However, for other operating points, the performance of the non-robust WADC is not very good. Results from Fig. 12(b) to Fig. 12(e) show that the further away from the design point, the worse the performance of the non-robust WADC. Hence, the non-robust gain performs well at its design point, however, its performance of providing robust stability over large parameter ranges is not good.
Different from the non-robust WADC, the robust WADC has ensured its robust stability over the whole parameter ranges in the design process by using the criterion in Appendix C. And the fact is consistent with this. In Fig. 12 , the robust WADC stabilizes all test operating points. However, the system damping provided by the robust WADC is not very good. This is a sacrifice made by the robust WADC to make its robust gain stabilize the whole parameter ranges. Thus, a robust gain can stabilize large parameter ranges, however, the performance of its robust control is not very good.
As for the proposed gain scheduling WADC, it stabilizes all test scenarios in Fig. 12 with good damping, although the operating points are very different. This is because for each operating point, a new gain is scheduled according to the scheduling parameters. As the proposed Theorem 1 can deal with the control performance of each gain K(ρ(k)), the new gain is specially designed for this operating point and has good control performance. As a result, the proposed gain scheduling WADC can provide good robustness, which can handle both the robust stability and the robust control performance over large parameter ranges at the same time.
Thirdly, the accommodation of the proposed gain scheduling WADC to the interval delay is tested. A good damping per- formance with respect to the interval delay is guaranteed in the design of the proposed WADC. To verify its effectiveness, two kinds of interval delays are tested. One is the constant delay regarded as a typical case of the interval delay. Let's take the operating point Load7 = 900 MW, irradiance = 600 W/m 2 as an example. Fig. 13 shows the control performance subject to different constant delays within [0 s, 0.1 s] at this operating point. As all scenarios have been stabilized, it can be inferred that the proposed gain scheduling WADC can accommodate to different constant delays whose values are in the designed delay range. The other interval delay type is a random interval delay which is more practical. A continuous 90-second simulation is conducted to verify the control performance subject to different random interval delays. Results are shown in Fig. 14 . In this figure, the operating point is Load7 = 900 MW, irradiance = 600 W/m 2 , and a small disturb is triggered every ten seconds. And in each 10-second time interval, a different random interval delay is applied to test the control performance. The applied delays are different in two properties 1) the variation range of random delay values graded as small, medium and large ranges, 2) the variation speed of random delays graded as small, medium and large speed. It can be seen from Fig. 14 that the control performance maintains a good level though the random interval delays are very different. So, the proposed gain scheduling WADC can accommodate random interval delays. Fourthly, the accommodation of the proposed gain scheduling WADC to cases where operating conditions and interval delay vary simultaneously is tested. 100 simulations are conducted with results shown in Fig. 15(a) . In this figure, every simulation runs under 1) a set of random scheduling parameters, namely, random Load 7 and random irradiance in Ω, and 2) a randomly-generated interval delay including delay types in Figs. 11 and 12. Without loss of generality, for one arbitrary simulation (marked in purple) among the 100 simulations, the output of the proposed WADC and the active power of the tie line are given in Fig. 15(b) and 15(c) . Results in Fig. 15 shows that the proposed gain scheduling WADC can accommodate simultaneously to both varying operating conditions and random interval delay.
C. Application in a Larger Test System
To validate the application of the proposed gain scheduling WADC in a larger test system, a 68-bus 16-machine test system is adopted [30] . A high voltage direct current (HVDC) line carrying 400 MW is added in parallel with the tie line 18-50. A photovoltaic plant [41] designed to suppress this mode. This controller is installed at the rectifier of the HVDC so that the controlled input is the reference current input of the control of the rectifier firing angle α (Fig. 16) . And the state variables of the reduced system are measured, which are rotor angles and rotor speeds of G5-G7 and G12-G16. The following tests are carried out with a small fluctuation added to the mean values of irradiance and the load.
To test the ability of the proposed WADC to accommodate to changing operating conditions with random interval delays, two scenarios during a cloud passage event are considered. Scenario 1 stands for a full sun condition where the irradiance mean is 750 W/m 2 . Scenario 2 represents a shaded condition where the irradiance mean is 450 W/m 2 . In both scenarios, Load 17 is random with a mean value of 6200 MW, and a random interval feedback signal delay within 0.1 s is considered. For comparison, a non-robust WADC is designed at Scenario 1, which is installed at the same place with the proposed gain scheduling WADC. Fig. 17 shows the performance of the proposed gain scheduling WADC and the non-robust WADC. It reveals that the non-robust WADC designed at the full sun condition cannot guarantee good damping for the shaded condition. However, under both operating conditions, the proposed gain scheduling WADC can provide satisfied damping. Also, the proposed gain scheduling WADC performs well under random interval delays in both scenarios. So, the proposed gain scheduling WADC shows good performance in providing satisfied damping for power system small-signal stability under changing operating conditions and random interval delays.
In addition, to further verify performance of the proposed WADC in a larger test system, 100 simulations are carried out (see Fig. 18 ) where each simulation runs under a random interval delay and a random operating point within ranges of ρ 1 (k) and ρ 2 (k). The satisfied damping performance verifies the accommodation of the proposed WADC to both the random interval delay and varying operating conditions within parameter ranges.
VI. CONCLUSION
This paper proposes a gain-scheduling WADC to promote an efficient integration of the photovoltaic generation. Two barriers, namely the inherent wide-area signal delay and the changing operating conditions aggravated by the photovoltaic generation, are overcome simultaneously. Characteristics of the proposed WADC and its design can be concluded as:
1) The TP model transformation is effective to transform a LPV mode into a TP model whose structure is convenient to design control law by using LMIs; 2) The proposed staircase basis function approach reduces the conservatism of LMIs within the PDC framework, so that these LMIs can be easily solved; 3) The accommodation of the proposed WADC to the random wide-area signal delay at any operating condition within a pre-specified parameter range has been guaranteed while designing; 4) The proposed WADC is designed offline, and its online application is fast and easy to implement, which makes it more efficient to accommodate the sudden change of irradiance caused by the cloud shading. The proposed gain-scheduling WADC can ensure the smallsignal stability of robust dispatch schemes for power systems where the large photovoltaic plant is the dominate intermittent renewable energy source. In the future work, authors will continue to solve the adaptivity of the WADC to unnormal network changes in power systems with more intermittent renewable energy sources.
There is another point worthy of special research in the future. For cases with many PV plants, the proposed controller design algorithm must make a compromise between the conservatism and the computational cost. Hence, in future researches, the authors will carry out researches on the topics of how to reduce the computer burden and how to compromise between the conservatism and the computation time. Then the controller gain is K = KP −1 .
