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Given a flag UP c . . . c R”, we consider the space of all k-planes V such 
that the dimensions of Vn KY1 form a fixed sequence d= (d,, . . . . d,), and we 
call it the Schubert stratum S(d). In the special case where the sequence 
(n 1, ..., n,) is that of all integers between 1 and n, the spaces that occur in 
this way are better known as Schubert cells; their topology is that of an 
open cell, and Ehresmann observed that they furnish a cellular decomposi- 
tion of the Grassmann manifold Gk(Rrz). 
In the general case, where one starts from an arbitrary flag, the spaces 
S(d) are still perfectly natural geometric objects-it is an easy guess that 
many special cases were well known by geometers a hundred years ago. 
What we found is that these “Schubert strata” give rise to a stratification 
of Schubert varieties, i.e., to a decomposition into topological manifolds in 
such a way that each of the components is “equisingular” (the precise 
definition is in terms of locally conelike topological stratified sets). 
The usual definition of a Schubert variety as the closure of a Schubert 
cell e(a) involves a Schubert symbol 0 = (a,, . . . . a,), which is a purely com- 
binatorial entity, namely a sequence of integers. Now, given such a symbol 
cr, it is very easy to find the flags R”’ c ... c iw”l such that the corre- 
sponding Schubert strata provide a stratification of the Schubert variety 
e(a). It is even easier to find a flag such that the corresponding stratifica- 
tion is topologically intrinsic, in the sense that it coarsens any possible 
stratification of the given space. Thus a bunch of topological invariants of 
a Schubert variety may be read off directly from its Schubert symbol. 
We consider only topological stratifications, although we deal with 
spaces which actually come equipped with richer structures. For example, 
it is not hard to see that our strata form differentiable submanifolds of the 
Grassmann manifold, and with some patience and skill one should be able 
to check that we have indeed tubular neighbourhood systems that satisfy 
all the conditions of Thorn-Mather stratifications. But working in the 
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differentiable category not only involves a great deal of extra structure and 
technicalities; the main inconvenience is that there is no natural notion of 
an intrinsic stratification in the differentiable realm, whereas there is in a 
purely topological framework, as we were happy to learn from King’s 
paper PI. 
Another possibility would have been to place ourselves in the piecewise 
linear category. Again, the price would have been heavy machinery, but 
some gain in transparency would also occur: for example, we would have 
been allowed to argue in terms of “links,” which is so natural, and so 
frustrating when it is taboo (cf. our Lemma 2.5, where the effort of 
avoiding the PL terminology has been particularly painful). PL links have 
various nice properties: first of all, they are uniquely defined, whereas 
topological links in locally conelike spaces exist only up to invertible 
s-cobordisms (cf. [4]); moreover, PL links may be detected through an) 
triangulation of the space, and they provide a local procedure for writing 
down the intrinsic PL stratification. Clearly differentiable stratifications, 
too, provide a notion of link (= boundary of the tibre of a tubular 
neighbourhood). But once PL and differentiability are mixed up, one has 
to face new difficulties due to the interplay between those two structures. 
Most probably, all this can be done; we feel however that the purely 
topological approach-which yields of course the strongest result-offers 
also the clearest one: the whole geometry is displayed in a transparent way, 
and all the main characteristics become apparent. 
As a pleasant by-product of the choice we made, we have been able 
to handle the real and the complex case simultaneously. Also, just by 
expanding slightly the preliminaries it has been possible to keep the paper 
self-contained, except for the results of King and some basic algebraic 
topology. The rest is elementary linear algebra. 
0. NOTATION AND PRELIMINARIES 
Letting R be either the field of reals or the field of complex numbers, we 
denote as usual the Stiefel manifold of k-frames of R” by V,(R”), and we 
write GJR”) for the Grassmann manifold of k-planes of R”. Being an open 
subset of (R”)k, V,(R”) inherits both its topology and differentiable struc- 
ture from the ambient space, whereas G,(R”) carries the quotient topology 
with respect to the projection 
Vk(R”) + G/AR”) 
which associates with BE V,(R”) the k-plane span B. 
When dealing with the local structure of Gk(R”), we shall adopt the 
following notation. By a Schubert symbol (of type n, k) we mean a 
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sequence of integers r = (t,, . . . . tk) with 1 6 t, < .. . < rk 6 n. Given an 
n x k matrix B and a Schubert symbol r of type n, k, we denote by B, the 
square k x k matrix made up from those rows of B that are indexed by a 
component of z, and we let 
V(T) := (BE V,(R”) 1 B,EGL(k)), and 
(f(s) := Image of V(z) under span. 
We write U,, = (u’, . . . . u”) for the unit matrix, and we let 
U’ := (u?‘, . . . . Liz”), and R’ := span U’. 
In terms of the orthogonal projection pr : R” = R’@ (R’)’ + R’, one has 
clearly that (b’, . . . . h”) lies in V(z) if and only if p,(h’), . . . . p,(@) is a basis 
of R’, whence 
f?(r) = { VE G,(R”) 1 pr maps V isomorphically onto R’). (1) 
0.1. PROPOSITION. (i) The C(z) form an open cover of G,(R”). 
(ii) Cc(t) is homeomorphic to the space 
C?(T) := [BE V(T) 1 B, is the unit matrix U,) 
uia the correspondences B H span B and V H B. B, ‘, B being unp basis 
of v. 
(iii) d(r) is homeomorphic to R’“ph’.k. 
Proo$ One sees at once that the V(s) form an open cover of Vk( R”). 
Thus (i) follows if we prove span to be identifying on V(z). So let us see 
whether V(T) is the inverse image of C(T) under span. Suppose span A has 
a basis B with B, E CL(k). Then A = B . T for some invertible T, whence 
A, = B, T. Therefore, A E V(T), and this proves what we wanted. 
To prove (ii) observe that C!(T) is precisely the set of BE V,(R”) such 
that p,(B) is the canonical basis U’ of R’. In view of (1) above one there- 
fore has: a k-plane V of R” admits a basis in 6(r) if and only if VE a(~), 
and then it admits a unique such basis. It follows that cp: BH span B 
describes a bijection from C?(T) to P(o). Moreover cp is clearly continuous, 
and so is the map $: BH B. B,’ from V(T) to G(T). Also, BE V(T) means 
B, E CL(k), and this implies 
whence 
span G(B) = span B, (2) 
span A=span B-$(A)=+(B). (3) 
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Since the restriction of span to V(t) is identifying, (3) shows that II/ induces 
a continuous map I$ from O(r) to d(r), and (2) shows that $ is the inverse 
of cp. 
Part (iii) is fairly obvious: just note that d(r) is the space of all n x k 
matrices B such that the rows of B indexed by a component of T form the 
unit matrix Uk. Thus a homeomorphism with (Rnpk)k arises when those 
rows are removed-the inverse homeomorphism consists in simply 
inserting the rows of CT/, in the appropriate positions. 1 
Given a k-plane V in R”, define a sequence a( V) = (a,( V), . . . . (T~( V)) 
letting for each Jo .( 1, . . . . k > 
ai( V) := the smallest integer m such that dim Vn R” >j. 
The sequence a(V) is called the Schubert s?/mbof of V (note that it is a 
Schubert symbol in the sense we considered above). The subspace of 
G,(R”) consisting of all V with c(V) = (T is denoted by e(a). and it is called 
a Schubert cell. A Schubert variety is the closure of a Schubert cell in 
G,(R”). The Schubert symbols of given length are partially ordered: let 
(5, ,..., T,)<(cT, ,..., ok)eTj6~jfOrallj~{1 ,..., k}. 
0.2. Remark. Let V be a k-plane of R”. 
(i) For each m, the dimension of V n R” is equal to the number of 
components of a(V) that are less or equal to m. 
(ii) If V lies in O(T), then [T(V) b T. Indeed, the hypothesis means that 
the restriction of p, to V is an isomorphism. Since obviously p,( Vn R”) is 
always contained in R’n R”, one has for any m that dim Vn R” d 
dim R’ n R”, whence a( V) > a(R’) = T. 
0.3. DEFINITION. We call a family B= (b’, . . . . bk) of vectors a Schubert 
basis if there is a Schubert symbol CJ = (a,, . . . . crk) such that for all j, b/E Rq 
and b’,, # 0, and we then say B has type a. 
0.4. PROPOSITION. For each k-plane V of R” the following are equivalent. 
(i) V lies in e(a); 
(ii) V has a Schubert basis of type a; 
(iii) V has a Schubert basis of type a which lies in b(a). 
Proof: (i)*(ii): Let VEe(a). Then V, := Vn R”’ has dimension 1. 
So let b’ be any generator of V,. Clearly b’ lies in R”‘, and we must also 
have b& # 0, because else we would have dim V n R” = 1 for some m < a1, 
whence CT, <m, contradiction. Next consider V, := Vn Rm2. Its dimension 
is 2, and it contains 6’. Pick any 6’ E Ru2 such that span(b’, b2) = V?. 
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Arguing as before, one sees that b& cannot be zero. Continuing by induc- 
tion, one finds a Schubert basis of type (T that spans V. 
(ii) * (iii): Remark that if B IS a Schubert basis of type CJ, then B, is 
upper triangular, and no element on its diagonal vanishes. Therefore B, is 
invertible. But then B,‘, too, is upper triangular, and it is easy to see that 
this forces B . B;’ to be again a Schubert basis of type 0. 
(iii) * (i): Let BE F(a) and V= span B. Then VE (l;((r), whence 
a(V) 3 (T by 0.2(ii). If B is a Schubert basis of type r~, then also a(V) < (T, 
because for each j, the first j columns of B visibly span a j-dimensional 
subspace of Vn R”J. 1 
0.5. COROLLARY. Let CJ be a Schubert swzbol. 
(i ) The Schubert cell e(o) is actually an open cell, and its dimension 
is CT= I (a, - j) if one works over the reals, while it doubles in the complex 
case. 
(ii) The Schubert variety e(a) consists qf all k-planes V sati?fJGng 
a(V) < a. 
(iii) P(a) n e(a) = e(a). 
Proof: (i) Knowing that 6(a) and O(a) are homeomorphic, the 
equivalence of items (i) and (iii) of 0.4 enables us to identify e(a) with the 
space of all n x k matrices of the following type: for each jE { 1, . . . . k}, the 
jth column has zeros in all positions >a,, as well as in those whose index 
is some ai with i< j, whereas the a,th coordinate is 1. This is clearly an 
open cell, and its dimension is (a, - 1) + . + (an - k). 
(ii) Denote the set we claim to be the closure of e(a) by C. Clearly 
e(a) is contained in C. To see that C is closed, remember that a(V) 6 a 
amounts to aj( V) da, for each j, whence C is the intersection of the sets 
C, := { V 1 dim Vn R”‘> j}. We claim each C, is closed. Indeed, for given j, 
fix any endomorphism f of R” with kernel Rq. Then V n R”‘= ker(f ( V). 
Since the correspondence V of 1 V is visibly continuous, our claim follows 
from the remark that the set of linear maps {g: V + R” 1 dim ker g > d) is 
closed in hom( V, R”). Thus e(a) G C. 
Now go back to the definition of U”, and convince yourself that 
B=lim E _ ,(B + E . U”) trivially holds for any BE V,( R”). Moreover, if B is 
a Schubert basis of type 5 with z d a, and BE@(~), i.e., B, is the unit 
matrix, then B + E . U” is a Schubert basis of type a provided E > 0. In other 
words: Ccc(a). 
(iii) VE e)(a) implies a(V) 3 a by 0.2, and VE e(a) implies a( V) < a 
according to the item we just proved. Therefore each V in O(a) ne(a) 
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satisfies a( V) = CJ, whence (G(a) n e(a) g e( 0). The opposite inclusion is 
obvious in view of 0.4. 1 
0.6. DEFINITION. Given a Schubert symbol o, we write n(o) for the 
ordered sequence of all those components of 0 whose successor does not 
occur in c, and we call n(o) the gap sequence of 0. 
0.7. LEMMA. Let n = (n,, . . . . n,,) be a strictly monotone sequence oj 
integers with n, = 0 and II, = n, and consider a Schubert symbol G. For 
i = 0, . . . . s define 
dj := number of components of g that are 6n,, and when i 3 1, let 
I, := the interval of integers with length di - dip , and right endpoint n,. 
(i) n has the gap sequence of CJ as a subsequence if and onlv if the 
components of a are exactly those integers that lie in one of the intervals Ii. 
(ii) If the gap sequence of a is a subsequence of ~1, then for any k-plane 
V of R” 
VEe(a)odim VnR”‘3difor each iE{O,...,s). 
Proof: Part (i) is straightforward. To prove (ii), observe that the very 
definition of a(V) makes the right-hand side read as: aJ V) bn, for 
each i. Consider the case s = 1. Then n = n, , and d, = k, whence 
a=(n-k+ 1, . . . . n) is the greatest Schubert symbol of k-planes of R” which 
exists. In other words, e(a) = G,(R”), and the statement is tautological. 
If s > 1, decompose a(V) into two Schubert symbols T’ and z’, letting r’ 
consist of the first d, components oft, and t’ of the remaining ones. Accor- 
ding to (i), the corresponding decomposition of a yields a1 = I,, while a’ 
contains precisely those integers that lie in one of the intervals I,, . . . . I,,. 
Therefore the sequence obtained from n when n, is omitted has the gap 
sequence of a’ as a subsequence, and (ii) now follows by induction. 1 
1. THE SCHUBERT STRATA 
Throughout this section we consider a fixed Grassmann manifold 
Gk(R”). We fix also some strictly monotone sequence I_I = (n,, . . . . n,) of 
integers with n, = 0 and n,y = n. 
1.1. DEFINITION. For V E G,( R”) define 
S(V) := ( WE Gx.(R”) 1 dim Wn R”’ = dim V n R”l for each i = 0, . . . . s) 
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to be the Schubert stratum of V with respect to g. We call a subset of 
G,(R”) a Schubert stratum if it agrees with S(V) for some VE GJR”). 
The Schubert strata of G,(P) with respect to the sequence of all integers 
between 0 and n are precisely the Schubert cells. Another trivial choice is 
to let n = (0, n), and one then finds a unique Schubert stratum exhausting 
all of Gk(R”). We are mainly interested in those stratifications of the 
Grassmann manifold which induce a stratification of a given Schubert 
variety e(o), and the “best” stratification with this property will turn out to 
be that with respect to the gap sequence of C. For the time being, we continue 
considering an arbitrary sequence c, since our arguments would be com- 
plicated rather than simplified if we stuck right now to this special 
hypothesis. 
1.2. LEMMA. For t~t’o Schubert symbols 5 and o we write 
if 5 and r~ have the same number of components <n,for each i = 1, . . . . s. This 
is equivalent with each of the following statements: 
(i) R’ and R” lie in the same Schubert stratum qf G,( R”) ,ilith respect 
to n. 
(ii) e(z) and e(a) lie in the same Schubert stratum. 
(iii) There is a permutation 71 of { 1, . . . . n } which satisfies 7c( z,) = C, for 
each j = 1, . . . . k, and moreover m d n, * x(m) d II, for each i = 1, . . . . s. 
Proqf In view of 0.2 one has for each k-plane V that dim Vn R”’ 
equals the number of components of a(V) which are 6n,. Therefore 
T ‘V CJ mod n is equivalent with (ii) and (i). To see that it is also equivalent 
with (iii) is straightforward. 1 
If S is the Schubert stratum corresponding to a given k-plane V of R”. 
and the dimensions of Vn R”’ form the sequence (d,,, . . . . ci,), then obviously 
d0 = 0, d,s = k, and 0 d d, - d,+ , < n, - n, , for each i E { 1, . . . . s ). (4) 
A careful analysis of these relations gives much information on Schubert 
strata. 
1.3. LEMMA. If d= (do, . . . . d,) satisfies (4), then there are taco Schubert 
symbols z and CJ such that for anI> V E Gk( R”) 
r<cr(V)<o o dim Vn R”‘=d, for each iE (0, . . ..s) 
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Proof If d is as stated, define m, := di- dip I for each in { 1, . . . . s}. Then 
(4) translates into 
s 
iz, m,=k and O<m,<n,-nip, for each i. (5) 
Now define two series (Ji) and (Ii) of intervals of N by the following 
clauses: J, has left endpoint nip 1 + 1, Ii has right endpoint ni, and both J, 
and Zj have length m,. Now let 
T := the ordered sequence of the integers in u Ji; 
g := the ordered sequence of the integers in lJ I,. 
If (5) holds, nor the Ji neither the I, overlap, and both r and cr have length 
k-in other words, (5) ensures that both t and CJ are Schubert symbols of 
type n, k. Since dim Vn R”’ is equal to the number of components of a( V) 
that are <n,, the above equivalence is now immediate. i 
This lemma shows that for any d which satisfies (4), the set S(d) := 
{ VE G,(R”) 1 dim Vn R”‘= d, for each i> is a Schubert stratum. Indeed, 
with r as above, S(d) agrees with S(R’), for example. Actually, this lemma 
provides the following 
1.4. PROPOSITION. A subset S of the Grassmann mantfold Gk( R”) is a 
Schubert stratum (with respect to n) if and only if there is a sequence d of 
integers subject to (4) such that 
and for each Schubert stratum S there are two Schubert symbols zs and os 
such that 
We call e(rs) the bottom cell and e(crs) the top cell of the stratum S. 
1.5. PROPOSITION. A Schubert cell e(a) is the top cell of a Schubert 
stratum with respect to n tf and only if n has the gap sequence of o as a 
subsequence. 
Proof The explicit description of 0s we gave above shows at once-that 
its gap sequence is a subsequence of n. To see the converse, simply confront 
item (i) of 0.7 with the definition of 0s. m 
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1.6. PROPOSITION. The closure of a Schubert stratum S= S(d) agrees 
with the Schubert Llariety e(o,), and it admits also a description in terms qf 
d, nameI)* 
S={VEG~(R”)I~~~ VnR”l>d,foraNi=l ,..., s-1). 
Proof We have S(d)g e(a,) in view of OS(ii) and 1.4. Therefore the 
closure of S(d) is contained in the Schubert variety e(cs). But we know 
also e(as) E S(d), whence the closures of S(d) and e(as) must agree. On 
the other hand, since the gap sequence of crs is a subsequence of n, 0.7 
yields for any VE G,(R”): 
VEe(a) 0 dim V n R”’ 3 dj for each i E {O, . . . . s ) 
The claim now follows, for the clauses d, = 0 and d,, = k ensure this formula 
even if on the right-hand side i ranges only from 1 to s - 1. 1 
1.7. COROLLARY. The closure of a Schubert stratum is a (disjoint) union 
of strata, and we haoe moreover that if z - CJ mod (1, then ,for each stratum 
S, e(z) lies in S if and onlJl if so does e(o). 
Proof The first claim is immediate in view of the fact that the closure 
of a stratum admits a description in terms of its characteristic sequence d: 
whether or not V belongs to the closure of a stratum depends only on the 
stratum in which V lives. The second part of the corollary follows from this 
observation together with 1.2. i 
1.8. COROLLARY. Zf S is the Schubert stratum which contains e(T), then 
P(T) n S= C’(s) A S. (6) 
Proof: Indeed, e(r) E S implies r > TV. On the other hand V E 8(z) 
yields ~r( V) 3 T (cf. 0.2). Thus VE G(T)*c( V) > tS. It follows that 
VE C?(T) n S implies tS 6 cr( V) < os, whence VE C(T) n S. The converse is 
obvious. 1 
Given two Schubert strata S and S* with S z S*, we now analyze the 
family - 
C(t) n s*, 
where T ranges over the Schubert symbols of k-planes in S. Since this is - 
clearly an open cover of S in S*, we shall thus obtain some insight into the 
local structure of our strata. This approach is quite flexible, in so far as it 
enables us to face various kinds of problems: Letting S* = S, we shall see 
that each Schubert stratum is a smooth manifold. Since Gk(R”) itself is the 
closure of a Schubert stratum-namely of the stratum which contains the 
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top cell e(n - k + 1, n-k + 2, . . . . n) of G,(R”)-we obtain some informa- 
tion on the neighborhoods of a given stratum in G,(R”). If we fix S* and 
let S vary, we come closer to our main purpose, the stratifications of a 
given Schubert variety. Finally, letting both S and S* vary arbitrarily, we 
understand how the various Schubert strata lit together. 
If (d,,, . . . . d,,) is the characteristic sequence of a stratum S, then (4) yields 
a partition of the columns of each matrix B into s groups B’, . . . . B”: let B’ 
consist of the first d, columns of B, B’ of the next dl -d, columns, and so 
on. We then define 
p,(B) := (p,(B’)> . . . . p.,(B”)) and qs(B) := (q,(B’), . . . . q.,(B’)), 
where the pi are the orthogonal projections along R”‘, and the qi are those 
along (R”‘)‘. The space of n x k matrices thus appears as the orthogonal 
sum of its subspaces 
iB I P,(B) = Bl and :B I qs(B) = Bf. 
1.9. LEMMA. If the Schubert cell e(T) is contained in the Schubert stratum 
S = S(d), and V is a k-plane which lies in O(T), let B = (b’, . . . . b”) be the 
canonical basis of V in d(z). Then for each Schubert stratum S* = S(d*) qf 
G,(R”) one has 
V lies in S* o rk q, (b’, . . . . b“l) < d, - d, for all i= 1, . . . . s- 1. 
Proof: For each i= 1, . . . . s define the subspace V, of V to be the inverse 
image of R’ n R”j under p, / V. Since obviously p,( Vn R”‘) z R’ n R”‘, Vi 
has Vn R”’ as a subspace. And since p, 1 V maps V isomorphically onto 
R’, the dimension of Vi agrees with that of R’n R”,, i.e., with the number 
of components of T that are dn,. Thus V, has dimension d,, and so 
dim ker(qi 1 Vi) + dim qi( Vi) = di. But ker qi = R”‘, whence ker(q, I Vi) = 
V, n R”‘; and the latter agrees with V n R”: for Vi contains V n R”‘. 
Therefore 
dim V n R”’ = dj - dim qi( Vi). 
On the other hand, we know from 1.6 that I’ lies in the closure of S(ct*) 
if and only if dim V n R”’ > d,* holds for each i 6 s - 1. Thus 
- 
V E S* o dim qi( Vi) < di - d,* for all i= 1, . . . . s- 1. 
Our claim is the translation of this result in terms of B(T): If B is as stated, 
then pr maps its columns onto the canonical basis of R’. So Vi is spanned 
by the first dj columns of B. 1 
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1.10. LEMMA. If’ the Schubert cell e(s) lies in rhe Schuherr stratum S, 
then the space C(T) has the ~fo~hcing properties: 
(i) The image of C(T) under ps is contained in F(T), and span maps 
it hotneotnorphically onto e’( r ) n S. 
(ii) The image qf C?( T) under qs is rhe set ~lf‘marrices B .such that both 
B, and ps( B) ure null-mutric,es (@‘size k x k and n x k. respectioel>~). 
(iii) The space F(T) is rhe ropologicd producr of its images under ps 
and qs with ps and qs us prqjections, the itiaerse tnap hfdtig .vinipl~~ the 
addition. 
Proof (i) We write p and q instead of ps and qs, and we prove first 
that 
BE~(T)*~(B)E~~(T). (7) 
So let BE 8(c). We must show that for each component tn of T, the ttzth 
row of p(B) agrees with the corresponding row of B, i.e., it carries only 
zeros except for a unique 1 which occurs in position j if nl = si. Since the 
coordinates of p(B) are either zero or agree with the corresponding coor- 
dinates of B, we only need to show that p does not alter the (nl, j)th entry 
of B. Now, if S = S(n) and j 6 d;, say, then p kills only the positions (tn, j) 
with tn > ni. But from 0.2 we know e(t) G S holds iff for each i, the number 
of components of T which are <n, is di. Thus j< d, implies tn < n, as 
desired. 
Note that in view of (7) any BE p( 8(t)) satisfies BE I?( T) and p(B) = B, 
and the converse is obvious. On the other hand the previous lemma 
applied with S = S* yields: If BE d(t), then span BE s iff qs( B) = 0. The 
latter being clearly equivalent with p,(B) = B, we find span BE So 
BE p(fi(t)). Since span establishes a homeomorphism between 8(z) and 
e(z), we thus finish the proof of (i) by referring to (6) above, which says 
that c/(t) n S = C"(T) n s holds in our hypothesis. 
(ii) Let B = q(A ) for some matrix A. Then obviously p(B) = 0. Since 
A=p(A)+q(A),wehaveB,=A,~[p(A)],.ThusAE~(t)impliesB,=O 
in view of (7). Conversely, suppose B, is the null-matrix. Then B+ U’ lies 
visibly in C?(T), and since q( UT) = 0, we have q(B + Ur) = q(B). So if 
moreover p(B) = 0, i.e., if B = q(B), then B lies in the image of F(T) 
under q. 
(iii) Knowing that the corresponding statement holds for the space 
of all matrices, we need only show that the sum p(A) + q(B) lies in b(s) 
whenever so do A and B. But this is immediate because of (i) and (ii). 1 
1.11. If the Schubert cell e(z) lies in the Schubert stratum S, let 
(!b ( T ) : = Lc:’ ( T ) n s, and c(T) := q&(T)). 
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From item (i) of the previous lemma we know that if we associate with 
VE C!&(t) its unique basis B(V) in d(r), we obtain a homeomorphism 
between C!!,Jt) and p,(d(z)). Using also item (iii), we therefore have that 
the correspondence ( V, A) H span( B( V) + A) yields a homeomorphism 
h,: @(T) X c(T) -+ s(T). 
If S= S(d) and S* = S(d*), then 1.9 says that h,( V, A) lies in O(T) ns* if 
and only if A satisfies 
(Ll) rk(q,(a’, . . . . adr))<di-dF for all i= 1, . . . . s- 1. 
- 
In other words, the inverse image of S* under h, is the topological product 
Co,(r) x C(T, S*), where C(t, S*) is the subspace of C(T) consisting of all 
A = (a’, . ..) ak) subject to (Ll ). 
The spaces C(r, S*) are topologically cones in the following sense: Given 
a set L of matrices of norm 1, let 
CL := {A 1 there is a real number a > 0 
and a matrix AOE L such that A =a.&}. 
Since any matrix different from the null-matrix writes uniquely as a A, 
where a is a positive real number and A has norm 1, the correspondence 
R! d0 x L + CL given by (a, A) H a. A induces a homeomorphism between 
CL and the “standard” cone over L, i.e., the quotient space 
R a0 x L/{O) x L. We thus view CL as “the” cone over L with vertex the 
null-matrix. 
According to 1.10 we have that A E C(r) amounts to 
(L2) A, and p,(A) are the null-matrices, 
whence C(T, S*) is characterized by (Ll) and (L2). So let L(T, S*) be the 
space of all matrices A which satisfy (Ll), (L2), and moreover 
(L3) A has norm 1. 
Visibly both (Ll) and (L2) are such that if A satisfies them, then so does 
a. A for any real number a. We thus have C(z, S*) = cL(z, S*); in par- 
ticular C(r) = CL(Z), where L(t) is the space of matrices subject to (L2) and 
(L3). Note that L(T) is compact; and L(T, S*), being the subset of L(T) 
characterized by (Ll), is clearly closed in L(T). Since C(T, S) contains only 
the null-matrix, L(T, S) is empty; this is consistent with the usual conven- 
tion of considering a single point as the cone over 0. 
EXAMPLE. We place ourselves in the real case. Consider two Schubert 
cells e and e’ with e’s 2, and suppose e’ has codimension 1 in 2. Then each 
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point of e’ has a neighbourhood in F of the form e’ x CL, where L is 
the sphere S”. This is readily checked using (Ll))(L3). Therefore, by 
[l, V.6.111, the mod 2 incidence number [e’, e] is zero. As a consequence, 
each Schubert cell represents a homology cycle in the Z/Z-cellular complex 
associated with Gk(R”), and we recover the well-known fact that 
H,,(G,(R”); L/2) is freely generated by the p-dimensional Schubert cells. 
1.12 PROPOSITION. [f the Schubert cells e( 7) and e(B) lie in the same 
Schubert strutum, then there is a homeomorphism cp of the Grassmann 
manifold which restricts to a homeomorphism 
for each Schubert stratum S*. 
Prooj: According to 1.2 our hypothesis yields the existence of a 
permutation rc of { 1, . . . . n) which maps the components of t onto those 
of c and satisfies moreover 
nz<ni*71(m)<ni for each i = 1, . . . . s. (8) 
We thus obtain a homeomorphism f of the space of n x k matrices, if we 
permute the rows of each matrix according to 71. Evidently f maps VIi(R”) 
onto I/k(F). Also, it induces a homeomorphism cp on G,(F), for 
TE GL(k) satisifes A = B. T iff f(A) =f( B) . T. Since f maps B(r) onto - 
@a), to prove that cp maps 0(r) n S* onto 0(a) n S*, apply 1.9, and note 
that the ranks of the relevant matrices are not altered by f: In view of (8), 
the rows of q,(B) and q,(f(B)) differ only by their order. 1 
1.13. COROLLARY. Each Schubert stratum is a submanifold of the 
Grassmann manifold, and its dimension is equal to the dimension of its top 
cell. 
Proof Let S be a stratum of GJR”) with top cell e(a), and suppose 
VE S has Schubert symbol T. Then the previous proposition yields a 
homeomorphism between 0(t) n S and C(o) n S. But according to 0.5 the 
latter agrees with e(o), and in 1.10 we saw that O(T) n s= U(t) n S, whence 
it is an open neighbourhood of V in S. 1 
2. THE STRATIFICATIONS OF A SCHUBERT VARIETY 
Throughout this section we fix a Schubert variety e(a) E G,JR”). We fix 
also a sequence n = (n,, . . . . n,) as in the previous section, and we suppose 
e(a) agrees with the closure of some Schubert stratum of G,(P) with 
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respect to n. As we saw in 1.5, this amounts to assuming that n has the gap 
sequence of CJ as a subsequence. 
If e(a) has dimension N, we let for each cz = 0, . . . . N the set C, consist of 
all Schubert strata of G,(R”) with respect to n which are contained in e(o) 
and have dimension a, and we write C for the union of the various C,. We 
define moreover 
Since clearly Xx-, L X, and X, = e(a), the (X,) provide a filtration of e(a) 
by closed subsets. 
2.1. LEMMA. For each c( = 0, . . . . N one has 
(i) X, agrees with the union of all Schubert strata Sue such that 
dim S d CL 
(ii) Zfe(r)GSandSEC,, then O(t)nX,=O(t)nS. 
(iii) M, := X, - X, _, is a topological manifold of dimension cc; its 
connected components are the elements of C,. 
Proof: (i) It is of course enough to show that if dim S* = p, then the 
closure of S* is a union of strata whose dimension is <b. From 1.7 we - - 
know already that S* is the union of all S with S c S*. And the latter being 
equivalent with crs d (TV*, it implies dim S < dim S* in view of 1.13 and 0.5. 
(ii) We only prove O(z) n X, E @(T) n S; the opposite inclusion being 
obvious, this will be enough. So we show that our hypotheses yield 
S(V) = S for any I/E C(r) n X,. Actually the strata S and S( I’) have the 
same top cell. Indeed, if S(V) has top cell e(cr), then a(V) d c in view of 
1.4. And as we saw when proving 1.8, e(r) s S implies a( V) 2 ts for any 
VE O(T). So rs < g. The latter being equivalent with e(r,) s S( I’), one has 
even cs da, for 7s -crs. Now by (i), VEX, amounts to saying that e(o) 
has dimension <a. But the formula for dim e(a) we gave in 0.5 shows that 
os 6 (T together with dim e(a) d dim e(os) implies B = gs. 
(iii) The first statement is immediate on the account of 1.13 provided 
we adopt the usual conventions concerning a, i.e., we let X-, := a, and 
we view 0 as a topological manifold which may assume any dimension. To 
prove the second statement, consider a Schubert stratum SC M,. By item 
(ii) S is an open subset of M,, and by (i) M, is the disjoint union of such 
sets. Thus S is also closed in M,, and we are left with showing that it is 
connected. So let VE S. Then I/ lies in e(r) for some 7 < cs. Now pick the 
unique Schubert basis B of V in d(7) and let y(t) := span( B + t. UuS) for 
each t E [0, 11. Arguing as in the proof of 0.5 (ii), y is easily seen to be a 
path in e(r) u e(as) c S which connects V with RuS. 1 
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We have at our disposal all the ingredients to prove that the filtration 
(A’,) of e(a) is locall~~ conelike in the sense of the following 
2.2. DEFINITION (Cf. [2]). A filtered space is a topological space X 
together with a filtration X, c . c X,V = X by closed subsets. A filtered 
space is locally conelike if for each .Y E M, := X, - X, , (c( = 1, . . . . N - 1) 
there is an open neighbourhood P of s in M,, a filtered space 
L,E L, c_ ... c L,-,- ,, and an embedding 
onto a neighbourhood of x such that L, dam 1 is compact, and 
h ‘(XB)=GXCL,,&+,, ,8 = ci, . . . . N. 
A locally conelike topological stratified set (or an LCS set for short) is a 
locally conelike filtered space X0 E . E X, such that M, is a topological 
manifold of dimension tl for each x. 
2.3. THEOREM. For each sequence I_I = (n,, . . . . n,s) which contains the gap 
sequence of r~ as a subsequence, the filtration X0 G . . . c X, we defined 
above equips e(cr) with the structure of an LCS set. 
Proof: In view of item (iii) of 2.1 we are left with showing the locally 
conelike property. So consider a k-plane V E M,. Again by 2.l(iii) we know 
V lies in a Schubert stratum SE C,. If V has Schubert symbol r, let 
0 := O(z) n M,. This is of course an open neighbourhood of V in M,, and 
according to item (ii) of 2.1 it agrees with U(r)nS, i.e., with the set I”,(t) 
we considered in 1.11. There we proved the existence of a homeomorphism - 
h,: B x C(z) + O(r) such that h,‘(S*) = IO x cL(z, S*) for each stratum S* 
of GI,(R”). Thus, if e(a) is the closure of the Schubert stratum S,, we let 
L NPaP r := L(z, S,), so that the restriction of jr, to 6 x cLN+ _, yields an 
embedding h of the latter in e(a). The image of h is C?(z)ne(o), an open 
neighbourhood of V in e(a) as desired. Moreover h( V, A) E X, holds iff - 
/I( V, A) E S* for some stratum S* c e(a) with dim S* < /3, i.e., iff 
(V,A)EGxU cL(z, S*), 
where S* varies among the Schubert strata of e(a) with dimension <p. 
Since al1 the cones cL(T, S*) have the same vertex, namely the null-matrix, 
and all their bases are contained in the space L(z), their union is the cone 
over 
L, ? ,:=u jL(r,S*)IS*~e(a),anddimS*</II). 
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Obviously J < fi’ implies LB-,- 1 c L,,-.- i. And L-, is actually the 
empty set, for dim S* d tl= dim S implies 0(t) n s” E U(t) n S (cf. item (ii) 
of 2.1), and this is easily seen to entail L(t, S*) G L(T, S). But L(z, S) is 
empty, as we saw in 1.11. Finally, knowing the L(T, S*) to be closed sub- 
spaces of the compact space L(z), we see that %(Ll, z ,) equip L,- 3L ~ 1 
with the structure of a stratified space. Thus e(a) together with the Iiltra- 
tion X0 c . . . G X, is an LCS set. 1 
- It is clear that among all the stratifications of e(a) induced by sequences 
n, the one with respect to the gap sequence of (T is the coarsest, in the sense 
that the Schubert strata one obtains this way are unions of the Schubert 
strata induced by sequences which have n(a) as a subsequence. It is less 
obvious that the stratification induced by @a) is intrinsically the coarsest 
one. We devote the rest of the paper to proving this fact. 
2.4. LEMMA. Let X,, G . . . G X, be a stratification of a space X=X, as 
an LCS set. 
(i) If x E X, belongs to the closure of a subset of Xp, then a < /I. 
(ii) Consider two connected components C, and C2 of M, := 
x,-x,-, andMg:=Xp-XDp,, respectively. If Cl n G is non empty, then 
c, CG. 
Prooj To see (i), just observe that if it were false, X, could hardly be 
closed. To prove (ii) note that since C, n G is certainly closed in C, , it will 
be enough to prove that it is also open in C,, for then it must agree with 
all of C, if the latter is connected. On the other hand C, n c clearly agrees 
with the intersection of Ci with G n M,. Thus it suffices to prove C2 n M, 
to be open in M,. So let XE 44, nG. Then a < /I in view of (i), whence 
there is an open neighbourhood 0 of x in M, and a homeomorphism h 
which identifies 0 x CL with an open neighbourhood 0’ of x in X,. Denoting 
by * the vertex of CL, we know also that x itself lies in the image of 0 x {* } 
under h, and for similar reasons CL has a subset Z such that h(a, z) lies in 
M, iff z E Z. By restricting if necessary, we may moreover suppose 0 to be 
path connected. 
If x = h(.f, *), let (loi) be a basis of neighbourhoods of X in 0, and let 
(co,*) be a basis of neighbourhoods of * in CL. Then (Co, x OJF) is a basis of 
(-7, *) in 0 x CL, whence each Q x O,+ must contain a point (xi, zj) such 
that h(xi, z,) E C,. In particular the zj all belong to Z. Therefore any y E 0 
satisfies h(y, Z~)E M,. We claim any such y satisfies even h(y, Z,)E Cz. 
Indeed, each xi is connectable with y by a path in 0, and for each a on this 
path the point h(a, zj) is in M,, because zj~ Z. Thus h(xi, z,) and h(y, z,) 
are connectable inside M,. And as a connected component of M,, C2 
contains the h(y, zj) as we claimed. This proves h(y, *) EC by continuity. 
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So c contains h(O x *), and since the latter agrees with X, n Lo', it is an 
open neighbourhood of s in X,. Therefore c n M, contains an open 
neighbourhood of x in M,. 1 
For a given LCS stratification X0 z . G X, = X of a space X, let 1, 
denote the set of connected components of X, - X, ~, (z = 0, . . . . N), and 
write C for the union of the various C,. A further convention we shall 
adopt henceforth is to use S, <S, as a notational equivalent of S, G S,, 
and for SEC we let 
P(S):=(J {S*Eqs<S*}. 
In view of item (ii) of the previous lemma X- (r(S) is the union of all s 
such that S G& S’. Therefore P(S) is an open neighbourhood of S if Z is 
finite. 
2.5. LEMMA. Given a strat$cation X, G .. E X, = X qf a space X as an 
LCS set, define the sets C, as above, and suppose Z is finite. Let 
2” E ... c TN be a second LCS stratification of X which coarsens 
X0 c . . s X,, in the sense that each fi, := y, - 8, , is a union qf sets in 
C. Let C be a connected component of’ fi,. 
(i) C is the union of sets of tj’pe Sn I@,, where S ranges over the 
elements of C, contained in C. 
(ii) Zf S and S* are two elements of C with S 6 S*, and C contains 
both of them, then C contains any S’ which satisfies S < S’ < S*. 
(iii) If C contains more than one r-dimensional Si E C, then C contains 
at least one SE C which has codimension 1. 
Proof (i) Since fi, is a union of elements of C, and each of these is 
connected, the connected components of ff, are again unions of elements 
in C. Any such connected component C is a topological manifold of dimen- 
sion CI, and it is obtained by glueing together a finite number of disjoint 
topological manifolds. So C must contain at least one SE Z which has 
actually dimension ~1. Moreover, any .Y E C must lie in the closure of such 
an a-dimensional S. Indeed, if we remove from C the closures of all SG C 
which are in C,, we are left with an open subset G of C, whence again with 
a topological manifold of dimension z. However, 0 is a finite union of 
topological manifolds whose dimensions are strictly smaller than a-so 0 
must be empty, as we claimed. 
(ii) Note first of all that any S’ satisfying S < s’ < S* is contained in 
fi,. Indeed, if S’ c fiD, say, then applying item (i) of 2.4 to the family 
(x,), we infer ad fi from S6 S’, and fl d c( from S’< S*. Moreover, the 
union of all these S’ is connected, because S* is connected, whence so is its 
closure in any space which contains S*. This proves (ii). 
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(iii) If S,, . . . . S, are the connected components of fi, contained in C 
and r > 2, then C must of course contain at least one SE Z whose dimen- 
sion is strictly smaller than CI, and which is contained in two different Si. 
So there is a greatest b< 51 such that some S,EZ,( is contained in C, and 
O(S,) contains two different S;. To prove our claim we shall show that if 
we choose S, in this way, then its dimension /I is equal to x - 1. 
Fix some -YES,. Using the fact that the stratification (X,) is locally 
conelike, we know x comes equipped with an open neighbourhood 6 in S,, 
a space L and a homeomorphism h which maps fl’x CL onto an open 
neighbourhood Cc’ of s in X,. We know moreover the S, to be connected 
components of M,. An argument similar to the one we used in the proof 
of 2.4 shows that if we restrict to a connected P, then for each i E [ 1, . . . . r ). 
there is Liz L such that h maps 6 x CL, onto fl” n S,. It follows that 
6 x c Ui Li is mapped onto I!:’ n Ui S,. By restricting again if necessary, we 
may assume P’ c &(S,). If this is the case, then on the account of (ii) we 
find that C contains P’ n S, for all i, and as a consequence Cn P’= 
u, qn C’. 
Consider the local homology of C at X. As in any topological manifold, 
all HY( C, C - X) are trivial except in dimension LX. Sinced Ui S, n G’ is an 
open neighbourhood of .Y in C, and h ensures that it contains in turn an 
open neighbourhood of .Y homeomorphic to [w” x c U L,, we may calculate 
those groups as well with respect to [w” x c U Li. Remark the latter is the 
cone over the b-fold suspension of U L,. But the local homology of a cone 
at the vertex agrees with the reduced homology of the basis shifted by one; 
so we find in dimension b + 1 the group !?,(fi-fold suspension of U Li) 
which is isomorphic to w,(U L,). Thus if we prove this group to be 
non trivial, then necessarily b + 1 = a, whence our thesis will be finally 
established. 
So let us show that U L, cannot be connected. This follows from the fact 
that the set 6 := (0’ n Ui z) - S, is not connected. Indeed, any y E 6 ~ 
lies in some SE C whose dimension is strictly greater than that of S, and 
which is’contained in C. Our choice of S, thus implies that no such JJ lies 
in two different r. Therefore & is the disjoint union of its subsets 
8 n Si, and we see moreover that each of the latter is both open and 
closed. To prove CV disconnected we thus need only find at least two 
among the Si for which Co n s] is non empty. This is easy: remember 6” is 
an open neighbourhood of x in X,; so it meets at least two of the Si, 
whence so does Cc’ ~. 
It is readily seen that COP is the result of removing the image of 6 x (*) 
under /I from @‘n U Si. In other words, COP is the image under h of 
Lo x [c U L, - { * } 1. Thus, since (cj was supposed to be connected, 
c U Li- {*I must be disconnected; so U Lj can hardly be connected. 1 
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We now give a criterion which must be satisfied if a given stratification 
x0!& ... E X,=X of a space X as an LCS set admits a proper coarsening 
To G ... G 8,, i.e., if some S, E 2 lies in yZ - 8,-, , although dim S, < tx 
The idea is to analyze what this means in terms of those SEC which are 
predecessors of So in the sense that they satisfy S, < S, and any S’ EC with 
S,, 6 S’ < S agrees either with S,, or with S. We write So a S if S is a prede- 
cessor of S,. 
2.6. PROPOSITION. Assume all the hypotheses of the previous lemma, and 
suppose gO G . c 8,V is a proper coarsening qf (X,). Then some S, E C is 
such that its union brith all its predecessors is a topological manifold, 
moreover, if this S, has more than one predecessor, then its codimension in 
each predecessor is one. 
Proof Since the FU coarsen the X,, each SE Z is contained in I@, for 
some a; so let us write C(S) for the connected component of S in &f,. 
If the coarsening is proper, we may choose S, EC such that the dimension 
of C(S,) is strictly greater than that of S,, and for each SEC with 
dim S > dim S, the dimensions of S and C(S) agree. So suppose C( S,) has 
dimension SC, and let S,, . . . . S, be the elements of C, contained in 
A4 := C(S,) n O(S,). The previous lemma shows with item (i) that A4 
contains at least one such Sj, say S,, and with item (ii) it shows that M 
contains any SE Z which satisfies S, d S d Sj for some i. So the Sj must be 
predecessors of S,, and M= So u S, u .. u S,. Being an open subset of 
C(S,), M is obviously a topological manifold. 
Conversely, we claim each predecessor of S,, is contained in M. This is 
clear if S, has a unique predecessor. Suppose instead there is also a prede- 
cessor S* ZS,. The dimension of S*, say 8, is of course strictly greater 
than that of S,, whence C(S*) has still dimension j. Moreover C(S*) con- 
tains S, in its closure, and since C(S,) = C( S,), we must have S, < C(S*) 
in view of item (ii) of 2.4. If we had C(S*) = S*, this would imply S, 6 S*, 
whence S, = S* against our assumption. So using item (i) of the previous 
lemma, we find that S* cannot be the unique element of ,E’,] contained in 
C(S*), and this in turn entails in view of item (iii) above that C(S*) con- 
tains some SE Z,- 1. Our choice of S, now yields B - 1 <dim S,. On the 
other hand fi > dim S,, since B = dim S* and So as*. Thus p = dim S, + 1. 
But c1 is strictly greater than dim S,,; therefore fi d tl. And c( <p holds, too, 
for c( is the dimension of S,, and S, < C(S*). So finally c( = fl = dim So + 1. 
This proves all the predecessors of S, to have the same dimension ~1, 
whence they are all in I@,. So we may deduce that they are contained in 
M if we show that they are all in C(S,,). Now, each predecessor S* of S, 
is connected. Therefore its closure in A, is connected, and since the latter 
contains So by hypothesis, we have C(S*) = C(S,). l 
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We now come back to our Schubert strata, and we analyze the prede- 
cessor relation in terms of the characteristic sequences. If d= (d,, . . . . d,V) and 
S= S(d), let us write d’ for the sequence of integers whose ith component 
is d, - 1, and which agrees with d in the remaining components. If S(d’) is 
a Schubert stratum, then it is a predecessor of S: Recall from 1.6 that 
S(d)<S(d*) holds iff d>d*. The point is that S(d’) is usually far from 
being a Schubert stratum. We say S(d’) e.uisrs if this is the case. 
2.7. LEMMA. Let S= S(d) and S* =S(d*) be two Schubert strata of 
G,( R”) u?th respect to a sequence n = (n,, . . . . n, ), and d+ze m, := d, - d, , 
(j= 1, . . . . s). S(d’) exists if and only {f 
O<i<s, I?lj > 0, and m,+,<n;+,-nj. (9) 
If these conditions hold, and S < S *, then S(d’) d S* if and only lf d, > d,*. 
Proof. We gave in formula (4) of Section 1 a set of conditions on a 
sequence d, and we proved them to be equivalent with the existence of a 
corresponding Schubert stratum S(d). So those conditions hold for the 
characteristic sequence d of S. And since d’ differs from d only in the ith 
component, the conditions above simply isolate what (4) requires further- 
more on d if S(d’) is to be a Schubert stratum. Similarly, knowing that 
S< S* is equivalent with d> d*, the condition for S(d’) < S* is 
immediate. 1 
2.8. LEMMA. The Schubert stratum S(d*) is a predecessor of S = S(d) if 
and only if d* = d’for some i. More precisely, one has that if S < S*, thell 
there is an integer i = i, in { 1, . . . . s - 1) such that S(d’) exists and satisfies 
S 4 S(di) 6 S*. Letting m, := d,- d, , and m,* = d,* - d:~, for all j, one 
has moreover: 
i=i, satisfies either m,>m: or m,=n,-n,-,, 
and m,>ml for all j d i. (10) 
If S has a unique predecessor < S*, and ml > 0 holds for all j, then i, 
satisfies furthermore m,, , < ml*, , . 
Proof. We proved the “if” of the first statement before 2.7, and the 
“only if” clearly follows from the second statement. So we prove that one 
directly. Let S < S *, i.e., d > d*. Since d,* = cl, = 0 and d,: = d,, = k, there is 
at least one in { 1, . . . . s - 1) such that di> d:. We let i, be the smallest 
integer with this property, and define i, to be the smallest i> i, such that 
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nzi+ I <‘I,+ I - 12~. Such an i must exist, because otherwise nz, = PZ, - ?I,-~, 
holds for all j > i,, and therefore 
n, = d,, + c m, = d,,, + c II, - II, , 
/ > /o I > 10 
>dc+ C n,--1, ~, >d,::+ c r7z,*=d,*. 
I > 1” , > 91 
a contradiction with d, = d,* = k. It is now easy to show that i = i, satisfies 
(10): For each j< i, we have d, = d:, whence IX, = IH:. If ,j= i,, then 
d,>d: and d, -d* l- j Ir whence M, > HZ,*. Finally, when i, < j d i,, then 
m,=nj-n, ,3 HZ:. We now check (9) and d, > d,* for i = i,: Since m,T 3 0 
and Al is strictly monotone, our last few lines show already m,, > 0; and 
since d;, = d,,) + nzi,) + , + ... + ni,,, they yield moreover d,, > d,T. We have 
i, > 0, because i, > 0. And we have M,+ , <n, + , -II, by assumption. 
The fact that i, <s holds is due to the equality x IH~= C nl,+ = k (cf. 
conditions (5) of Section 1). Indeed, we saw above that for all j< i, one 
has m, 3 m:, while m,,) > nz$. So there must be some i> i, such that 
m, < nz:. This observation shows for once that i, <s holds, thus establishing 
(10). It shows moreover the existence of a smallest i among i, , . . . . s - 1 such 
that mi+ , < m,*, , . We let i2 be this integer. Then clearly 0 < i, < s - 1. and 
since m,*, , < tzi+ , ~ II, is forced to hold (otherwise (5) fails for d*), to 
establish (9) for i2 we need only show m,, > 0. Now, m,, 3 nz,T holds by our 
assumption on iZ, and tnz > 0 holds if s* is such that IH~ > 0 for each j. 
To see d,, > d,T, 
satisfies m, > m;*, 
simply write d,, as Et.:=, UZ,, and remember any i< i2 
while mi, > nl,T.-Therefore S has also a predecessor 6 S* 
corresponding to i,. This concludes the proof of our claim, for if S has a 
unique predecessor dS*, then i, and i, must of course agree: so 
m r+I<n?+l holds for i = i, , since it holds for i,. 1 
Let us compute the codimension of a Schubert stratum S= S(d) in S(d’) 
in terms of the integers m, := d, - cl,- , which count the number of com- 
ponents of gs in the interval Z, := (n, ,, n,]. Note that gs and CJ’ := CT~,~‘, 
differ only in those components which lie in I; or in Ii+, . In the first inter- 
val CT~ has the components n, - m, + 1, . . . . n,; instead U’ has one component 
less in I,, the missing one being ni- nz;+ 1. In the second interval, it is 0s 
which has one component less than a’; the integers which occur in gs are 
n Ifl -ml+, + 1, . . . . lZ;+, , while in (T’ we have moreover II, + , - ~1, + , . Thus 
dimS(d’)-dim,S(d)=(n,+, -n-m,+,)+m- 1. (11) 
We now analyze the space L(r, S*) in case S* is a predecessor of the 
Schubert stratum S which contains e( T ). We know the predecessor relation 
holds among S* = S( d * ) and S = S(d) if and only if d * = d’ for some i. So 
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according to 1.11 the space L(t, S*) consists of all matrices A of norm 1 
such that both p,(A) and A, are the null-matrices, and qj(u’, . . . . ad!) has 
rank G!, - d; = 0 except when j = i, and then it has rank <d’ - d j = 1. Con- 
sider a column al’ of such a matrix. If p E (d,- , , d,], say, then ps kills the 
first nj coordinates. The remaining coordinates are zero too, because they 
are involved in the matrix q/(u’, . . . . ~4) unless j= i. Even when j= i, the 
coordinates in position >n,+i are zero, for (q[+,(a’, . . . . a”+‘)) has rank 
zero. We thus may cancel all rows with index 6n, or >n,+, , as well as all 
columns with index > dj or <dip , . In the remaining matrix we may cancel 
moreover all rows involved in A,. Since T has precisely d,, I - di com- 
ponents in the interval (n,, n,+,]. we are left with a matrix having 
m,:=d;-dip, columns, li := (n;, , - n,) -mi+ 1 rows, norm 1 and rank 
d 1. Note that for a matrix of norm 1 to have rank 6 1 amounts to having 
rank equal to 1, since the null-matrix has norm 0. In order to understand 
the geometry of these spaces, we thus define for any pair (1, m) of integers 
L(I, m) := The space of 1 x m matrices of norm 1 and rank 1. 
If A E L(I, m), let zc E R” be a generator of the column space of A, and sup- 
pose 1x1 = 1. Then each column a” of A writes uniquely as y, ..Y, whence 
A=x.yT, if we let y := (y,, . . . . y,), and view both x and y as matrices 
consisting of a single column. The norm of A thus being ,/m, 
we must have also lyl = 1. Letting x = 1 or 2 according to whether R is the 
field of reals or that of complex numbers, we thus have a continuous 
surjection 
SX.‘~‘xSX’“~‘-L(Z,m), (x, Y)-.Y=. 
Clearly if x, . yr = x2 . yr, and the xi and yi are all unit vectors, then there 
is some reR with Irl=l such that x,=r.xz and y,=(l/r).y,. So we 
have 
L(1, m)r S’-‘xS”-‘/SO 
in the real case 
S2lL I x s2rn- l/S’ in the complex case, 
with So resp. S’ acting simultaneously on both factors. 
2.9. PROPOSITION. The space L(l, m) has the reduced homology of a 
sphere if and only if 1 d 1 or m < 1. 
ProoJ: The “if” is obvious, for it is immediate from the definition that 
L(l, m) is a sphere when I= 1 or m = 1, and that it is the empty space (or 
S ‘) in case I= 0 or m = 0. To prove the converse assume both I and m are 
strictly greater than 1. As we saw before, both in the real and the complex 
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case, L(1, nr) is the base space of a tibration E * B, where E is a product 
of spheres and the fibre is a sphere Sy. We thus have the exact Gysin 
sequence in cohomology . ..H’(B)~H’(E)-.H’~‘(B)~H’+‘(B)... 
(with Z/2-coefficients in the real case and Z-coefficients in the complex 
case). In the real case we have S = 0, and letting p = I- 1 and q = m - 1, E 
is S” x S”. In the complex case 4 is 1, and E is again Sp x Sy, if we let 
p=21-1 and q=2?n-1 this time. In any case p+q>p+q-q>p3 
p-4>0. Now suppose B had the reduced homology of the sphere S”. 
Then, we claim, o! 2 p + q - 4. Indeed, c[ < p + q - 4 implies HP + ‘/ y(B) = 
HptY(B)=O, and then the exactness of Hp’y(B) 4 Hp’y(E) + 
Hp+ypu(B) forces H “+q(S” x Sy) to be trivial, which is absurd. But 
u 3 p + q - 4 is impossible, too: it entails HP(B) = HP -“(B) = 0, whence 
using again the exactness of the Gysin sequence, we infer the contradiction 
HP(E) = 0. 1 
We are now ready to prove that the stratification of a Schubert variety 
e(o) with respect to the gap sequence of g is topologically intrinsic. First, 
in the context of LCS sets it makes sense to talk about an intrinsic 
stratification, i.e., one which coarsens any stratification of the given 
topological space as an LCS set. This result is proved in [2]. Thus all we 
need to show is that the stratification of e(a) with respect to e(a) does not 
admit a proper coarsening, And with 2.6 at our disposal it will be sufficient 
to prove that the phenomenon we described there cannot occur. 
2.10. LEMMA. [f g(a) = (n,, . . . . II,) is the gap sequence of CT, denote 
for i= 1, . . . . s by m: the number of components of B which lie in the 
interval (ni ~, , nil (let n, := 0). For all iE { 1, . . . . s) one has 0 < mj+, and 
m,* < II, - II, , holds if i 3 2. 
Proof: Recall that @a) is defined as the sequence of all those com- 
ponents of IS whose successor is not a component of c. Thus ni is always 
a component of c, and m,* > 0 is obvious. The number of integers in the 
interval (n, ~ , , nil being precisely nj-- n,+ 1, our claim no,* < rz- nipI is 
witnessed by the fact that nip i + 1 does not occur in 0 according to the 
definition of nip 1. For i= 1 this is not true in general, because we may of 
course have (T, = 1. 1 
Remark. We just saw that the case where 0, = 1 is somehow different 
from the remaining cases. Actually it may be excluded if we are interested 
only in the topology of e(a). Indeed, if (T, = 1, e(a) is homeomorphic to 
m, where 0’ is obtained from (T by omitting all the integers that lie in 
[ 1, n,], and then subtracting n, from the remaining components of g. This 
is because 0, = 1 entails d, = n, for any Schubert stratum S(d) G e(a) (cf. 
1.6) whence any VE e(a) must satisfy Vn R”’ = R”‘. Therefore if we 
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associate with VEX the orthogonal complement of R”’ in V, we obtain 
a homeomorphism between e(a) and the Schubert variety e(a’), provided 
we identify moreover (R”‘)’ with R” -“I. This substitution does not 
cause a loss of generality, for it is readily checked that the above 
homeomorphism maps the Schubert strata of e(o) with respect to ~(0) 
onto the corresponding Schubert strata of e(o’) with respect to the gap 
sequence of (T’. If G= (1, . . . . n), then e(a) = {*>, and cr’ turns out to be the 
empty sequence. 
As a by-product of 2.10 we find an easy proof of a well-known result: 
2.11. COROLLARY. A Schubert variety has no singularities in codimension 
one or two. 
Proof Let S be a singular Schubert stratum of e(a) with respect to 
@a). Thus S < S,, if S, denotes the “highest” stratum which contains e(a). 
We claim this implies the existence of a Schubert stratum S’ with 
S6 S’ 4 S,. Indeed, we must have either S U S,, and the claim holds 
trivially, or else there is a stratum S” such that S < S” < S,. But then the 
dimension of S” is strictly greater than that of S, and we conclude by 
induction on dim S, - dim S. 
Since S d S’ implies dim S < dim S’, we thus may reduce to showing that 
S a S, yields dim S,- dim S3 3. From 2.8 we know that S= S(d) 4 S, 
holds iff S, = S(d’) for some ig ( 1, . . . . s - 1 }. In terms of the m,? we defined 
in 2.10, the integers involved in (11) above are readily found: one has 
simply m,=m,+ + 1, and m,,, =m,*,, - 1, whence dim S, - dim S = 
(Hi+, -tZj--I,*,,)+ mf + 1. The claim now follows, for from 2.10 we know 
the first two terms to be both strictly positive. 1 
2.12. THEOREM. The stratification of a Schubert variety e(a) with respect 
to the gap sequence of u is topologically intrinsic. 
Proof: In view of 2.6 it will be enough to show the following for each 
stratum S of e(a) with respect to n(a): (i) If S has a unique predecessor S* 
among the strata of e(a), then Su S* cannot be a topological manifold; 
(ii) If S has a predecessor among the strata of e(o), then it has at least 
codimension 2 in one of its predecessors. We shall prove (i) and (ii) by 
purely combinatorial methods. But first we change (i) into a combinatorial 
statement. Suppose S* is a predecessor of S and S u S* is a topological 
manifold. We know each point x of S has an open neighbourhood G in S 
such that 6 x CL is homeomorphic to an open neighbourhood P”’ of .Y in - 
S*. By restricting 0 if necessary, we may assume P’c O(S). And since 
O(S)nF=SuS*, this assumption yields that 8 x CL be a topological 
manifold M. We now consider the local homology of A4 at X. Arguing as 
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in the proof of 2S(iii), we find for each q that H&M, M-X) must be 
isomorphic to fi,- , -,JL,) if S has dimension /I. In other words, the 
reduced homology of L must be that of a sphere. Thus in view of 2.9, to 
prove (i) it will be sufficient to show that if S= S(d) has a unique prede- 
cessor S(d’), then both )?I, and 1, =: II,, , ~ II, - ?H,+, are strictly greater 
than 1. 
For a proof of (i) and (ii) we define the integers nl: as in 2.10 and go 
back to Lemma 2.8, where we found that any Schubert stratum S= S(d) 
different from S,V has a predecessor in e(a) corresponding to d’ for an i 
which satisfies either nz, > HI,* or HI, = II, - n, ~, In view of 2.10 the latter 
clearly imply HZ, > 2-at least when i > 2. When i = 1, the case ~1, = 1 may 
occur if n, = 1, whence cr, = 1; but as we remarked after 2.10, this case is 
topologically irrelevant. So we may assume ~r,3 2 without loss of 
generality. According to 2.7, 1, must be positive if S(d’) exists, and (1 I ) says 
that the codimension of S in S(d’) is I, + HI, - 1; (ii) is thus established. And 
to prove (i) we are left with showing 1; 3 2 if S(d’) is the unique predecessor 
of S in e(a). Now, we proved in 2.8 that if the latter holds and rn: is strictly 
positive for all j-and we know by 2.10 to be in this hypothesis-then 
nz r+l <e++, is satisfied for this i. Since we have always HZ:+ , < II, + , - II, by 
2.10, we thus find I, 3 2 as desired. i 
EXAMPLE. We conclude by illustrating the intrinsic stratification of the 
Schubert variety which corresponds to the the cell in codimension one of 
a Grassmann manifold. Since G,( R”) is the closure of e(n - k + 1, 
n - k + 2, . . . . H), there is exactly one Schubert cell in codimension one (resp. 
two in the complex case), namely that with Schubert symbol (T= (n- k, 
n - k + 2, . . . . n). The gap sequence of this CT is (n - k, n), and the various 
strata of e(o) with respect to this sequence are characterized by the sequen- 
ces d = (0, d,, k), where d, varies between 1 and min(k, n-k); indeed, 
letting 0 < d, < min(k, n -k), we obtain according to 1.4 all the strata of 
G,(R”) with respect to (n - k, n); and we exclude the case d, = 0 since we 
want only strata contained in e(g). 
Let us write S, for the stratum S(0, r, k). These {S,) form a linearly 
ordered set: one has S, < S,, if and only if r 3 r’, and the greatest element 
is S,, the stratum which contains e(a). The top cell of S, corresponds to 
the Schubert symbol err made up from two intervals of respective lengths r 
and k-r, the right endpoints being the gaps of (T. So the dimension of S, 
is readily computed. 
In order to determine the link spaces L(cr,, S,,) we must look at the n x k 
matrices A which satisfy properties (Ll )-( L3 ) of Section 1. We split each 
such matrix into two matrices A, and A,, with A, consisting of the first 
d, = r columns, and A2 of the remaining k-r ones. Then (Ll) says 
rk q,(A, ) < r - r’, where q, is the projection along (PI),, i.e., it forgets the 
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first n - li coordinates. Thus (Ll) requires the last k rows of A, to have 
rank <r - r’. (L2) allows us to forget A, as well as the first n -k and last 
k - r rows of A,. Indeed, for S = S, the condition p,(A) = 0 amounts to 
saying that there are only zeros in the first ~1, = n - k rows of A, as well as 
in A,. And A,, = 0 then means that the last k - r rows of A are zero, too. 
What remains is a matrix with r rows and r columns, and we find the link 
(or rather a link) of S, in the closure of S,. to be the space of square 
matrices of order r having norm 1 and rank <r - r’. In particular, the link 
of S, in the total space e(a) is the space of singular r x r matrices of 
norm 1. 
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