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ABSTRACT
DYNAMICAL STUDIES OF MODEL MEMBRANE AND CELLULAR RESPONSE 
TO NANOSECOND, fflGH-INTENSITY PULSED ELECTRIC FIELDS
Qin Hu
Old Dominion University, 2004 
Director: Dr. Ravindra P. Joshi
The dynamics of electroporation of biological cells subjected to nanosecond, high 
intensity pulses are studied based on a coupled scheme involving the current continuity 
and Smoluchowski equations. The improved pore formation energy model includes a 
dependence on pore population and density. It also allows for variable surface tension 
and incorporates the effects of finite conductivity on the electrostatic correction term, 
which was not considered by the simple energy models in the literature. It is shown that 
E(r) becomes self-adjusting with variations in its magnitude and profile. The whole 
scheme is self-consistent and dynamic.
An electromechanical analysis based on thin-shell theory is presented to analyze cell 
shape changes in response to external electric fields. The calculations demonstrate that at 
large fields, the spherical cell geometry can be modified, and even ellipsoidal forms may 
not be appropriate to account for the resulting shape. It is shown that, in keeping with 
reports in the literature, the final shape depends on membrane thickness. This has direct 
implications for tissues in which significant molecular restructuring can occur.
This study is also focused on obtaining qualitative predictions of pulse width 
dependence to apoptotic cell irreversibility that has been observed experimentally. The 
analysis couples a distributed electrical model for current flow with the Smoluchowski 
equation to provide self-consistent, time-dependent transmembrane voltages. The model
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
captures the essence of the experimentally observed pulse-width dependence, and 
provides a possible physical picture that depends only on the electrical trigger. Different 
cell responses of normal and malignant (Farage) tonsillar B-cell are also compared and 
discussed. It is shown that subjecting a cell to an ultrashort, high-intensity electric pulse 
is the optimum way for reversible intracellular manipulation.
Finally, a simple but physical atomistic model is presented for molecular motion 
within biological membranes subjected to electric fields. The dynamical, stochastic 
aspects are treated at the molecular level, without including each and every atom of the 
complex molecular system. The membrane lipid molecules are represented by a ball- 
spring model, with pair-wise Lennard-Jones interacting potentials. Predictions include 
pore formation times of around 1 ns, relatively low ionic throughput in keeping with 
recent observations, and currents of about 5 nA (at 500 kV/cm). It is also shown that ions 
facilitate pore formation and that membrane poration may be the principle route for 
phosphatidylserine extemalization.
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1C H A PTER  I 
IN TR O D U CTIO N
1.1 Motivation for This Research
Trem endous advances in com puter m emory and speed have m ade large scale, 
com plex sim ulations o f  biological system  possible. In order to sim ulate a biological 
process, a system  o f  ordinary differential equations involving control m echanism s that 
have nonlinear com ponents always needs to be solved. For instance, the Sm oluchowski 
equation is used to obtain inform ation for field-assisted pore form ation in a bilayer lipid 
mem brane. D etails (spatial and tem poral) o f  the electric fields, are in turn, governed by 
M axw ell’s equations, and need to be coupled. Advances in numerical analysis have made 
the solution o f  com plicated systems o f  ordinary differential equation faster, m ore precise, 
and relatively easier. H owever, for sim ple linear differential equations, it is easy to  get an 
analytical solution by im plem enting traditional m athem atical m ethods. N onlinearities in 
the biological process often m ake it difficult or im possible to obtain an exact solution. 
Fairly good estim ates, using numerical m ethods im plem ented on com puters, can be 
obtained through reasonable sim ulation models. Spatial variation is a key feature in 
cellular m echanism s, w hich require us to analyze and solve spatially explicit partial 
differential equations.
In order to offer predictions or explanations o f  observed m echanism s, it is im portant 
to first construct m athem atical m odels that can be used to yield quantitative data. The
The journal m odel for this w ork is the Physical Review.
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2output o f  the m athem atical models, obtained through num erical sim ulations, can be used 
to m im ic experim ental conditions, or test scenarios that may be im possible to attain 
experim entally in a laboratory, and also to predict param eters or phenom ena that m ight 
be ignored by experim entalists. Also, with sim ulation m odels one can test specific 
hypotheses concerning the role o f  individual m echanistic com ponents, or make 
predictions that can be tested in the laboratory. Finally, sim ulations are not as costly as 
experim ental work, and norm ally take much less time. Hence, they can be a very useful 
tool for testing, design and quantitative understanding.
1.2 Background of Electroporation
Electroporation or electroperm eation has been w idely interested and applied in the 
areas o f  m olecular biology, biotechnology and m edicine during the last tw o decades [1,2]. 
Im portant applications include clinical electroporation therapy (ETP) for treating various 
tum ors and cancers [3-4], and gene therapy for gene delivery [5], U nder strong electrical 
pulse conditions, it is useful for killing bacteria and appears to be useful for 
decontam ination [6],
M em branes are largely com posed o f  am phiphilic lipids, w hich norm ally assem ble 
into bilayer structures. This highly insulating configuration produces a large energy 
barrier to transm em brane ionic transport. Thus, the m em brane o f  living cells has the 
capability for selective absorption. However, the integrity o f  m em branes can be 
destroyed when a strong external electric field presents and aqueous pores start to  be 
formed in the membrane. These will lead to an increase in transm em brane conductivity 
and diffusive perm eability. These effects will also alter the electrical potential across the 
m em brane [7]. This process is collectively called electroperm eabilization or
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3electroporation. These electrical induced pores are com m only called “electropores.” 
Their presence allows m olecules, ions, and w ater to pass from one side o f  the m em brane 
to the other w ithout the lim itation o f  selectivity. A fter the external electrical pulse is 
ceased, the pores close autom atically in m inutes [9] or may not close forever [10] leading 
to irreversibility and potential cell death. These effects are critically dependent on the 
duration and m agnitude o f  the applied pulse. The reversible process o f  electroporation 
can be used to inject big size m olecules such as DNA or some suitable drugs [11], which 
would otherw ise not go into the cell due to the selectivity o f  the m em brane and the small 
size o f  the em bedded ionic channels. The irreversible process can be used to destroy cells 
such as bacteria and tum or cells in a localized m anner [12].
1.3 Objectives and Scope of This Research
The exact m echanism  for electroporation is still not fully understood, and the 
m athem atical m odels are inexact and incomplete. Litster [12] and Taupin et al. [61] were 
the first to suggest the role o f  thermal fluctuations in pore form ation, and the existence o f  
threshold pore-form ation energy. The basic model was subsequently extended to include 
electrostatic effects [14]. The biophysical description was translated into numerical 
models [15-17] based on the Sm oluchowski equation [18] to predict the evolutionary 
pore dynam ics. Since the pore dynam ics are influenced by the trans-m em brane potential, 
the voltage calculations need to be included for self-consistency and a com prehensive 
treatment. Variable surface tension due to pore form ation should also be included, as it 
affects changes in cell surface area and influences the pore opening and closing process. 
It has also been show n that very interestingly that high-intensity, ultra-short pulsed 
electric fields can produce several outcom es that long and low intensity pulses cannot. A
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4good sim ulation model and theoretical explanation for the various effects observed are 
required. And the cellular m anipulation by this kind o f  nanopulses is being highly 
interested.
The electrical properties o f  cell m em branes are controlled by the existence and 
distribution o f  the pores in term s o f  their size and number. This occurs because the 
m icroscopic capacitance and conductance depends on the charging and ionic throughput 
across such pores. Pore distribution in the presence o f  an external electric field can be 
described by Sm oluchow ski’s equation [13], which is implicitly voltage dependent. In 
order to estim ate the changes in pore distribution, m em brane potential, and the electrical 
properties have to be obtained self-consistently by solving the requisite partial differential 
equation subject to appropriate boundary conditions.
Changes in pore radius are affected by surface tension forces on the pore wall, 
diffusion o f  w ater m olecules into and out o f  the pore, and an electric field induced force 
o f  expansion. This can lead to cell deform ation, and is another interesting aspect worthy 
o f  study. Very simply, the M axwell stress tensor [15] induced by polarization on the 
m em brane and the im balance o f  osmosis pressure induced by ionic flow through pores 
would lead to cellular deformation.
Based on the dynam ic pore model and cell deform ation m odel, tim e dependent 
transm em brane potential calculations have been developed in this research study. The 
prim ary aim  is to understand cellular electroporation in response to an ultrashort ( about 
nanosecond), high-intensity (~ 100 kV/cm ) pulse, and to develop a quantitative model. In 
addition, m icroscopic approaches to the problem  o f  pore-form ation are also presented for
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5a model lipid bilayer m em brane w ithin an aqueous environment. Sim ulations are carried 
out dynam ically at the m olecular level based on Brow nian motion.
Chapter 2 o f  this dissertation provides a literature review o f  the historical research on 
electroporation. Descriptions o f  sim ulation m odels such as a self-consistent model and 
time dependent transm em brane voltage-current calculation model for a single cell are 
given in Chapter 3. Various sim ulation m ethods are also described in detail in this 
chapter. D etails o f  the various sim ulation results obtained and related problem 
discussions are dealt w ith in C hapter 4. Finally, conclusions and com m ents on future 
trends are included in chapter 5.
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6C H A PTER  II 
LITERATURE REVIEW AND BACKGROUND
2.1 Introduction
A quick review o f  ultra-short, high-intensive pulse electroporation is given in this 
chapter. The use o f  very high electric fields (~ lOOkV/cm or higher) w ith pulse durations 
in the nanosecond range [19-21] has been a very recent developm ent in bioelectrics. 
Traditionally, m ost electroporation studies have focused on relatively low external 
electric fields (less than a kilovolt per centim eter), applied over tim e periods ranging 
from several tens o f  m icroseconds to m illiseconds [22]. From a practical standpoint, 
traditional electroporation and also the shorter electrical pulses could be useful for 
various applications ranging from  cellular electroporation [23-25], production o f  
hybridom as [26,27] the injection o f  xenom olecules such as horm ones, proteins, RNA, 
DNA and chrom osom es [28-34], the electrofusion o f  dielectrophoretically aligned cells 
[35,36], and the non-therm al destruction o f  m icro-organism s [37-39], In addition, ex vivo 
applications o f  electroporation have involved the treatm ent o f  white blood cells [40] and 
platelets [41] outside the body.
In ex vivo studies, electroporation was used to load drugs, and the cells were 
subsequently reintroduced for therapy. M anipulation o f  the oxygen binding capability 
[42] and the electro-insertion o f  proteins [43] has also been carried out. In vivo 
applications have included the delivery o f  potent anticancer drugs into solid tum ors [44], 
[45].
There appear to be inherent advantages in using short electric pulses, and these 
include: (i) N egligible therm al heating, (ii) the ability to develop large electric fields and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7peak powers, w ith a lower energy input, (iii) the possibility o f  selecting the desired time 
scales through pulse width manipulation, and (iv) the ability to penetrate the outer 
(plasma) m em brane, and create large trans-m em brane potentials across sub-cellular 
organelles. This can effectively open the way to intra-cellular electro-m anipulation, 
w ithout destroying the outer m em brane [46],
2.2 Overview of High-intensity Pulses In Electroporation of Membranes
The application o f  high-intensity, pulsed electric-field work in recent years, has led to 
the follow ing im portant observations:
(i) It is possible to m aintain the integrity o f  the outer cell m em brane despite the high (~ 
200 kV/cm ) electric fields. Experim entally, this has been gauged based on an absence o f  
im m ediate Propidium  Iodide (PI) uptake through the plasm a m em brane follow ing an 
electrical pulse [47,51]. This result suggests that either the outer cell m em brane remains 
relatively unporated, or the pore radii are relatively very small, or that transport o f  PI is 
being largely inhibited. We shall dem onstrate that the pores are relatively small in size, 
and that w ater clustering impedes PI transport through the bio-m em brane.
(ii) M ultiple pulses have been observed to do m ore irreversible dam age than single-shot 
electric shocks;
(iii) Irreversible cell dam age is seen to occur at the intracellular organelles (e.g. 
m itochondria), while the outer m em branes rem ain intact [46];
(iv) Calcium  is released from  the intracellular endoplasm ic reticulum  in response to 
external voltage pulses [46, 47];
(v) Cell apoptosis has been observed [46, 48] for cells subjected to short electrical pulses. 
In particular, apoptosis has been seen to be m itochondrial-dependent and com pletely
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8unrelated to plasm a m em brane electroporation. It may be m entioned here, that in the 
context o f  such in vitro experim ents, apoptosis is defined by the presence o f  several well- 
defined m arkers, such as A nnexin-V  binding, caspase activation, a decrease in forward 
light-scattering during flow cytom etry and o f  cytochrom e c release into the cytoplasm ,
(vi) Finally, the observed apoptotic behavior appears to depend on the pulse duration. 
Thus, for cells subjected to external electric fields at a constant energy level, much 
stronger apoptosis m arkers were observed only for the longer (~  300 ns) pulses, less at 
the shorter (~ 60 ns) durations, and alm ost negligible effects for a short 10 ns pulse o f  the 
same input energy.
2.3 Introduction of Experimental Observations
Recently concrete experim ental data were presented showing a pulse-width 
dependence on the cell apoptotic behavior [46]. For exam ple, Figures 1(a) and 1(b) show 
the Annexin-V FITC fluorescence signal in Jurkat cells exposed to single electric pulses 
o f  60 kV/cm  and 150 kV/cm  field intensities [46]. The durations were adjusted to 60 ns 
and 10 ns, respectively, to m aintain a fixed net energy input. The cells were incubated 
with annexin-VFITC [as described in Ref. [46], and analyzed by flow  cytom etry. Nearly 
identical results were observed in 4 -5  experim ents, and HL60 cells (not shown) 
responded sim ilarly. The central result is that a strong shift o f  the fluorescence signal to 
the right relative to the control (no pulse), indicative o f  annexin binding (an apoptosis 
m arker), only occurs for the longer 60 ns pulse, and is quite negligible at the shorter 10 ns 
duration. Results o f  in vivo studies showing ultrashort pulse induced caspase activation 
(an apoptotic m arker) through FITC-V A D -fm k fluorescence are show n in Fig.2. Pulse
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Fig. lE xperim ental results show ing Annexin-V-FITC fluorescence in Jurkat cells subjected to an 
electric pulse o f  different m agnitudes and fixed input energy [28]. (a) Data for a 10 ns pulse, and (b) 
Data for a 60 ns pulse.
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durations o f  10 ns and 60 ns w ere used, with a fixed total energy input o f  1.7 J/cc from 
the external field. The activation was seen to be stronger for the longer 60 ns pulse, as 
com pared to the 10 ns duration. Similarly, Fig. 3 shows data on caspase activity in Jurkat 
cells subjected to a single pulse o f  variable duration, but fixed total energy o f  1.7 J/cc. 
Three pulse durations o f  10 ns, 60 ns and 300 ns were used. Longer duration pulses are 
again seen to produce stronger apoptotic behavior, w ith a clear m onotonic trend.
120
Control
10na, ISOkWcm 
60ns, 60kV/cm100w
o
3z
Caspase Activation (FITC-VAD-fmk Flourescence)
Fig. 2 In  vivo studies showing ultrashort pulse induced caspase activation (an apoptotic m arker) 
through FITC -V A D -fm k fluorescence. Pulse durations o f 10 ns and 60 ns were used, with a fixed 
total energy input o f  1.7 J/cc from the external field [28].
The ability o f  the short, high-intensity pulses to bring about intracellular damage 
and apoptotic behavior is not well understood. However, there is now m ounting evidence 
that apoptosis is controlled and regulated by m itochondria in cells [49-53]. This suggests 
that m itochondria should perhaps be a focal point for the study o f  cell death and 
irreversibility brought about by the application o f  ultrashort electrical pulses. 
M itochondria are the cellular pow er plants assigned to ATP production and m aintain a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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transm em brane proton gradient to drive a variety o f  tasks [54]. O bservations o f  apoptosis 
have been indicative o f  a possible three-step m itochondrial model: (i) o f  a possible three-
Fig. 3 Data showing caspase activity in Jurkat cells subjected to a single pulse o f variable duration, 
but fixed total energy o f 1.7 J/cc. Longer duration pulses are seen to produce stronger apoptotic  
response [28].
step m itochondria model: (i) an initial phase during w hich signal transduction cascades or 
dam age pathways are activated, (ii) a m itochondrial phase during which the 
m itochondrial m em brane function is lost, and (iii) a final phase involving protein releases 
causing the activation o f  catabolic proteases and nucleases. It has also been established 
that the release o f  cytochrom e c from m itochondria into the cytosol is able to activate 
procaspases that am plify the cell death process [55]. Cytochrom e c is a six-coordinate, 
low-spin heme iron species, and is prim arily located at the outer face o f  the inner 
m itochondrial m em brane [56]. This release o f  cytochrom e c and other pro-apoptotic 
m olecules has been shown [50-53] to be facilitated by a transient opening o f  the 
m itochondrial perm eability transition pore (M PTP). This m itochondrial perm eability
300
Control
cj I ione,l50kV /cm|  250
60ns, SOkV/cin
300ns, 2SkV/cm
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transition (M PT) appears to be driven by several factors including calcium  overload, 
oxidative stress, and m itochondrial m em brane depolarization. The M PT operates at the 
crossroads o f  tw o distinct physiological pathways, i.e, the Ca2* signaling netw ork during 
the life o f  cells, and the effector o f  apoptotic cascade during Ca2' dependent cell death 
[57]. The role o f  transm em brane potential (along with the pH) on M PT regulation and 
program m ed cell death has now  been recognized as well [58]. Since voltage changes are 
associated w ith the M PTP that in turn is linked to apoptosis, it is natural to seek a 
possible link between cell death and transm em brane voltage changes induced by the 
application o f  an external voltage pulse.
2.4 Summary
High-intensity, pulsed electric fields have been widely applied in m em brane 
electroporation, and the mem branes o f  a cell can be selectively targeted for loading big 
sized m olecules for therapy purpose or non-therm al destruction. Transm em brane voltage 
changes attributed to m em brane lipids rearrangem ents are significant signs o f  cellular 
physiology changes. C om puter sim ulations provide a feasible way to better 
understanding the m echanism s, and predict useful param eters w hat are difficult to be 
obtained from  experim ents.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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C H A PTER III 
M O DELIN G  AND SIM ULATIO N  DETAILS
3.1 Introduction to Simulation Approaches
The principal goal o f  lipid m em brane and biological cell sim ulations conducted in 
this study is to determ ine the behavior o f  biom em branes and cellular responses to an 
externally applied electrical field. The biom em brane sim ulations discussed in this chapter 
are prim arily electrical in nature, and concentrate on the transm em brane current and 
voltage response to an applied electrical pulse or pulses. Section 3.2 focuses on a self- 
consistent current m odel based on the tim e-dependent Smoluchowski equation. Section
3.3 provides an improved energy model w ith inclusion o f  dynam ical surface tension. 
Electrom echanical deform ation in cells associated with the M axwell stress tensor arising 
from the applied electric field is also discussed in section 3.4. A three-dim ensional (3-D), 
tim e-dependent current-voltage solver for the electrical mem brane response is described 
in section 3.5. The sim ulation schemes discussed in sections 3.2-3.5 use fixed param eter 
values to quantify some o f  the physical processes and effects. However, due to the 
com plexity and dynam ical nature o f  the biological system, the param eters are often 
unknow n and likely to  change from  cell type and physical condition o f  the cells. This 
makes the biological response som ew hat harder to gauge, and influences the accuracy o f  
numerical predictions. A more satisfying and accurate solution would be to m inim ize the 
param eter set, and use approaches based on first-principles to obtain an accurate, 
dynam ic, m any-body model. This has been done in section 3.6, w here m olecular dynam ic
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sim ulation o f  biom em brane behavior at the atom ic level are discussed and implemented. 
The details o f  our “ball-spring m odel” can be found in section 3.6.
3.2 A Self-consistent Current Model
3.2.1 Introduction
In our tim e-dependent sim ulation model o f  cell bio-electric response, the internal 
electric fields (i.e., though set up w ithin the sim ulated cell volum e) arising from  an 
external step voltage are com puted based on a self-consistent solution o f  the current 
continuity and Laplace equations. D etails o f  the electric field calculations for a 
spherically sym m etric cell are provided later in this section. In practice, cells can be 
elliptical (more specifically, prolate/oblate spheroids) either due to their naturally 
occurring shape, or due to field related deform ations. However, the creation o f  strong 
polarization at regions o f  sharp curvature effectively shields the electric fields, and works 
to m inim ize the disparity resulting from  geom etric asym m etries. Besides, in a solution, 
individual cells are expected to retain a nearly spherical shape due to forces arising from 
osmosis and the cytoplasm ic fluids. Hence, the spherical geometry assum ed is expected 
to be roughly correct, and has been used in our sim ulation work. The model implicitly 
assumes that the tim e delay for cellular reorientation and alignm ent w ith the external 
field is negligible com pared to the tim es scales for the poration process. Hence, the 
reorientation process has been ignored. This is based on an extrapolation o f  the 
characteristic delay times from the experim ental data o f  Eynard et al. [59] to the high 
electrical fields o f  interest here. Current flows are com puted at each tim e step from  a 
continuum  N ernst-Planck-type model that includes diffusion corresponding to the local 
electric fields. The current flow is either due to the physical transport o f  ions in the cell
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cytoplasm  and intra-cellular fluid, or due to displacem ent currents. D isplacem ent currents, 
which correspond to the charging o f  capacitors, typically arise across regions o f  minimal 
conductivity such as membranes. The creation o f  large m em brane voltage can lead to 
localized breakdow n and pore formation. This aspect has to be considered in any 
m odeling scheme. U nder such porated conditions, transport can additionally occur 
through the transient aqueous pathways (pores). The m agnitude is dictated by the time- 
dependent pore distribution. Hence, the requisite details regarding pore size and areal 
densities need to be com puted in a tim e-dependent fashion. These tasks have been 
im plem ented in this research on the basis o f  the Sm oluchowski equation. Details o f  this 
equation and overall num erical model are discussed next.
3.2.2 Pore Formation Energy Function and the Smoluchowski Equation
In keeping with the literature [60], it is assum ed here that tw o types o f  pores exist. 
The hydrophilic pores have their walls lined w ith water-attracting heads o f  lipid 
molecules, and are conducting. Hydrophobic pores are non-conducting, and simply 
represent gaps in the lipid bilayer o f  the membrane. Each o f  the two pore types is 
characterized by energy o f  form ation E(r) that is a function o f  the pore radius r. In the 
present analysis, we have chosen to use the following pore energy function in keeping 
w ith the published and accepted model [60, 62, 10, 65]:
E (r ,t)  = 2nhrcr(co)[Il( r / r 0) / I 0( r / r 0) \ - 7 r a pV 2r 2 , (3.2.1a)
E (r ,t)  = 2 n y r - [ [ 2 7 X '( r t y d r t ] + ( C / r ) 2 - x a pV 2r 2 , (3.2.1b)
for hydrophobic and hydrophilic pores, respectively. In the above, I\ and /o are the 
m odified Bessel functions o f  the zeroth and first order, respectively, h is the m em brane
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thickness, c t (o o ) is a constant equal to 5x1 O'2 N m '1, while r0 represents a characteristic 
length scale over w hich the properties o f  w ater change between the interface and the bulk. 
The value o f  r(> is taken to equal 1 nm. The trans-m em brane potential “V” is included in 
the last term. Also, y is the energy per unit length o f  the pore perim eter, while T is the 
energy per unit area o f  the intact mem brane. In practice, the T value in a finite biological 
m em brane changes with osm otic pressure, the pH value, and/or w ith perforations upon 
stretching. For exam ple, a simple heuristic model has recently been used to describe such 
changes [67] w ith T (r)  = T0[l -  r 2 / r£] . This is based on the idea that tension is 
proportional to the m em brane area, at least to first order. Hence, it follows that pore 
form ation and growth will lead to reduction in the T param eter. The prim ary effect o f  
such variations in T would be the creation o f  an additional local m inim um  in the pore 
energy function. From the standpoint o f  electroporation, this means that instead o f  
expanding indefinitely beyond the unstable m axima, the pores becom e quite large, but 
ultim ately stabilize at this high radial value. The variable tension concept had been 
proposed by W interhalter and H elfrich [68] as well. Typical values for the various 
param eters are given in Table 1 and were taken from  various sources in the published 
literature. Surface tension o f  the mem brane, the line tension o f  the pore edge, and the 
m em brane capacitance contribute to E(r). The third term  in Eq. (3.2.1b) represents the 
steric repulsion between lipid heads lining the pores [59, 66], and is responsible for the 
increase in pore free energy with shrinking radius. The value o f  C  in Eq. (3.2.1b) was 
chosen to be 9 .6 7 x l0 '15 J 1/4 m in keeping with the reports by Neu and K rassow ska [66] as 
it yields values close to those measured by G laser et al. The last term  in Eq. (3.2.1b) 
represents the capacitive contribution to the energy in the presence o f  a transm em brane
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Fig. 4 The pore form ation energy E{r) o f  hydrophilic pores for various m em brane voltages.
potential V. The coefficient ap is a property o f  the m em brane and its aqueous 
environm ent. In the sim plest continuum  approxim ation, it is expressed in term s o f  the 
m em brane thickness h and the perm ittivities £w and £„, o f  w ater and the mem brane, 
respectively, as: ap =(£w -£m)l[2h\. It m ight be m entioned that other m odels have been 
proposed as well that take into account different factors in the pore energy calculation. 
For instance, form ulations based on the role o f  osm otic pressure [61], electro­
com pression o f  the lipid bilayer [69], interaction with m em brane cytoskeleton [70], and 
cellular deform ation [68] exist. W hile the expression for E(r) would change som ew hat on 
the basis o f  the alternative theories, the basic trends and qualitative physical behavior 
would rem ain unaltered.
The energy function E(r) determ ines the “drift flux” for pores in r space and therefore, 
governs the growth or contraction o f  pores at any given radius r. In general, the presence
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o f  a m em brane voltage reduces the maxima, and can even quell the energy barrier 
com pletely beyond a critical voltage value. For transient voltage pulses, stability would
Table 1 Param eters used for the theoretical model
Param eters Value Source
D  ( m V ) 5 x l0"14 [86]
Y (Jm '1)
oX00 [86]
T o (Jm '2) lO'3 [86]
C (J1/4m ) 9 .67x l0"15 [10]
Kw (Fm-1) 8 0 x 8 .8 5 x l0 '12 [86]
Km (F m '1) 2 x 8 .8 5 x l0 ’12 [86]
h (m) 5xl0"9 [10]
or^Fm"2! 6.9x1 O'2 [10]
vc ( tr fV  ) 2 x l0 38 [62]
vd ( s '1) 10“ [63]
ro( m) 1 x 10"9 [63]
CT0 (N m '1) 5x1 O'2 [63]
CTin (S m '1) 0.455 [91]
Gout (Sm"1) 5.0 [91]
g  (Sm"1) 1.3 [91]
A ( V ) 2.5 T631
a ll a- 0.15 [911
r  (m) 65x1 O'9 [66]
depend on the ability o f  pores to drift past the barrier m aximas w ithin the duration o f  the 
applied voltage pulse. As in previous treatm ents, it is assum ed here that the form ation o f  
pores is a tw o-step process. All pores, are initially created as hydrophobic/nonconducting 
at a rate S(r) per unit area o f  the mem brane, during every tim e interval dl. This rate is 
given as:
S(r)  = {(vch )/(kBT )}[dE (r) /d r]exp[-E (r) /(kBT)]drdt , (3.2.2)
where vc is an attem pt rate density, E(r) the energy for hydrophobic pores, T  the operating 
tem perature, and kg the Boltzm ann constant. This assumes that the use o f  a kinetic 
collisional theory rem ains valid for nongaseous phases as well. I f  a nonconducting pore is
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created w ith a radius r > r* (= 0.5 nm), it spontaneously changes its configuration and 
transform s into a conducting, hydrophilic pore. All conducting pores then survive as long 
as their radii rem ains larger than r*. Destruction o f  a conducting pore occurs only if  it 
drifts or diffuses in r space to a value below r*. Due to the exponential term  in Eq. (3.2.2), 
m ost pores are created with very small radii. The Sm oluchowski equation (SE) governs 
the pore dynam ics, and is given in term s o f  the pore density distribution function n(r, t) as:
M r s )  _D_ d{E(r )„(r,,)}  _  d ' r t r  t)  =
dt kBT dr Sr2
w here S(r) is the source term  as given in Eq. (3.2.2), while D  is the pore diffusion 
constant given in Table 1. Thus, the SE is a continuum  model for the drift and diffusion 
o f  pores. The process o f  diffusion represents a “random  w alk” o f  the pore radius in r 
space. Physically, this is brought about by fluctuations in the radius in response to water 
m olecules and other species constantly entering and leaving the pores. N um erical 
sim ulations o f  the dynam ic pore distribution were carried out based on a tim e-dom ain, 
fm ite-difference discretization o f  the governing Sm oluchowski equation. An upperbound 
rmax o f  2000 A was set on the pore radius, and this entire r space was uniform ly divided 
into 5000 segm ents to yield a constant grid spacing dr o f  0.4 A. This ensured that the set 
lim it was much larger than the critical radius rc at w hich the energy function E(r) has a 
local maxima. Two suitable boundary conditions were imposed for the second-order 
partial differential equation. A reflecting boundary was assigned at r = r max, w hich was 
im plem ented by setting the pore flux to zero at r = r max. M athem atically, this am ounts to a 
N eum enn condition: \dn(r,t~)/dr\r_r = ~[dE(r,t)  / dt][n / ( k BT')\r=r . A t the other end,
absorbing boundary conditions w ere im plem ented by setting n(0, t )=0. The time step dt,
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in these sim ulations was chosen to be much sm aller than the fluctuation rate v</ that 
represents the fastest tim e constant in the system[10]. Specifically, dt = 10 '11 s was used. 
As an initial condition prior to the application o f  an external voltage, the pore density was 
taken to be zero at all the grid points.
3.2.3 Legendre Polynomial Current Model
The pore form ation and growth is controlled by the energy function E(r) that depends, 
am ong other factors, on the trans-m em brane potential V as given in Eq. (3.2.1a and 
3.2.1b). Thus, the tim e-dependent value o f  V provides the driving force and dictates the 
pore dynam ics. It therefore, becom es im portant to evaluate this potential for a given cell 
size and external voltage pulse characteristic. This section discusses the trans-m em brane 
potential calculation.
outside
inside
Fo<i)
Fig. 5 Schem atic o f  the model used to represent a cell in a suspension for potential calculations.
Here, the external electric field F(f) was taken to have the exact tim e-dependent shape 
corresponding to the external pulsed wave form. For purposes o f  calculating the 
transm em brane potential, the coupled Laplace and current-continuity equations were 
solved at each tim e step. The schem atic shown in Fig. 5 was used to represent a cell
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suspended in a medium, and the relevant equations applied to this geometry. The 
geom etric model is sim ilar to that used by Grosse and Schwan [71] for analyzing 
m em brane potentials induced by alternating fields. The inner region was assum ed to be 
spherical in shape w ith a radius o f  a, hom ogeneous and characterized by a conductivity 
(Ji„. The applied electric field Fq (t) was taken to be along the z-axis. The cellular 
m em brane was assigned a thickness b-a, w hile the outer region denoting the suspension 
was assigned conductivity <joui. Due to spherical sym m etry, the potentials that must 
satisfy the Laplace equation, can be expressed as:
UlH(r ,t)  = A0(t)P0 + A,(t)rPl + M ‘y P 2 + ...=  '£ A J{t)rJPJ , (3.2.4a)
; = 0 ,oo
U „ ( r , t )  = A a{ t ) P a + A, { t ) r P,  + A 2( t ) r 2P1 + ... = £  [ B j ( t ) r JPj  + C , ( 0 T ,  / /■'♦'],
j  =() >°°
(3.2.4b)
Um„{r,t) = ~F0{t)rPx + '£ D J(t)PJ / r J+l, (3.2.4c)
7=0,oo
where Uin(r ,t ) ,  Umem(r ,t ) and IJOM(r ,t)  are the potentials at the inner, the mem brane, 
and outer regions, Pj is the j  th order Legendre polynomial, and Fq (t) the externally 
applied electric field. Also, Aj ft), Bj (t), Cj ft), and Dj (t) are the coefficients o f  the 
Legendre series expansions that can be determ ined by applying m atching boundary 
conditions at the interfaces o f  the three regions. Here, the Laplace instead o f  Poisson’s 
equation has been used on the assum ption that charge inequalities arising from ionic 
transport during the electroporation process can be ignored on the short tim e scales. As 
will be show n later, the current flows are not very large and so charge transfer during the
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ultrashort tim e scales o f  interest here, are indeed minimal. Invoking continuity in the 
potential and current density then leads to the follow ing boundary conditions:
where Cm is the m em brane capacitance, Vmem(t)=[Umem(r=b,\)-Umem{r=&£j\ is the 
m em brane potential, and Jmem ( t ) is the conduction current density across the m em brane 
through the pores. Values o f  the conductivity param eters and the m em brane capacitance 
have been reported in the literature [73], and are used here as given in Table 1. 
Straightforward, but tedious m anipulation o f  Eq. (3.2.5) yields the follow ing expression 
for the tim e-dependent m em brane potential Vmem(t)\
w here 0 is the angle with respect to the z axis (and hence, the applied electric field 
direction), and A(t) satisfied the follow ing ordinary differential equations:
Since steady-state results o f  the transm em brane potential have been derived in the 
literature, an indirect validation o f  the above equation can easily be obtained by
U in( r  = a ,t)  = U mem(r  = a ,t ) (3.2.5a)
U men, ( r  = b ,t) = U m„ (r  = b,t) (3.2.5b)
(3.2.5c)
s v mem(r,t)
+ J mem(t ) (3 .2 .5d)
Vmem ( 0  = A{t) cosm ( b  - 4 x i  + 2crou, /  a,n)/(b 3/ a 3 + 2croii, / <x J  -  (b - 1 )] +
a , (3.2.6a)
3 cos(0)Fo(t)(<roul / <Jm)/(b 3 /  a 3 + 2 o om Icr j
.)(! + 2 ^ L ) / ( _  + 2 - ^ )  -  (b -  a)] = - J mem (t)
(3.2.6b)
a a crm
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evaluating Vmem (t) in the long tim e limit. Setting the tim e derivative term  to zero yields 
an expression for A (t—>oc ). U sing this expression in equation (3.2.6a), provides the 
steady-state transm em brane potential: Vmem = -\.5aE  cos(0) for b~a. This steady-state 
result is in accordance w ith the expression reported and experim entally verified in the 
literature [73, 74], It is worth m entioning that the tim e-varying field o f  equation (3.2.4) 
would produce a force at the m em brane in accordance with the M axwell stress tensor 
[75]. It is conceivable that such stress will lead to changes in the volum e and shape o f  the 
cells. Experim ental scattering data on cells subjected to high-voltage pulses confirm s 
such dynam ical variations in size. Cell shrinkage in the context o f  apoptosis following 
high-voltage pulses is also possible. Such aspects can be analyzed based on the theory 
presented here.
3.2.4 Current-Voltage Relation
The conduction current density J mem (t) needs to be specified in order to solve for the 
potentials in Eq. (3.2.6). A  one-dim ensional approxim ation o f  the N ernst-Planck 
expression for ionic flow has often been used in the literature [76]. This gives to the 
following current-voltage relation:
7 (0  = tvoR2 (t)N(t){exp[q Vmem (t) /(kBT )] -1} / ( £  exp[<7 Vmem(0 0  - x / h )  !{kBT) + w(x)]dx) ,
(3.2.7)
w here R(t) is the pore radius, a  the conductivity o f  the aqueous solution that fills the pore, 
w(x) the energy barrier to ionic flow through the pores, h is the m em brane thickness, and 
N (t) the pore density. A sim ple trapezoidal form for w (x) as given by:
w(x)=qA/(kBT)(x/hi) fo r  0<x<hi (3.2.8a)
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w(x)=qA/(kBT) fo r  hi<x<h-hj (3.2.8b)
w(x)=qA/( kBT)[(h-x)/h yJ (3.2.8c)
which has been used for the barrier energy, and will be applied here. In the above, A 
represents the peak barrier height under zero bias. Values o f  s and A are know n to be 
roughly 1.3 S/m [72] and 2.5 V[10], respectively. The param eter h\ is the length o f  the 
entrance region o f  the pore over which the barrier profile would be changing linearly for 
an unbiased cell. Its value is roughly 0.15 tim es the m em brane thickness. In addition, an 
ionic com ponent, /  ion, w hich is orders o f  m agnitude low er in strength, has to be included. 
This ionic current density is [72]:
The 83 mV in the equation above represents the reversal potential.
3.2.5 Summary of the Simple Electrical Approach
A  simple num erical model for calculations o f  the currents and voltages within a 
volum e containing a cell subjected to an external voltage pulse has been discussed. The 
model includes pore form ation, and hence, a conductivity m odulation across the cell 
membrane. It is based on the continuum  Smoluchowski approach, and is som ewhat 
sim plified since equations (3.2.7) and (3.2.8) are som ew hat inaccurate for the following 
reasons.
(i) First, the barrier peak A is assum ed to be independent o f  the pore radius. This is 
physically inaccurate. As shown by Parsegian [74], for exam ple, the barrier is a 
m onotonically decreasing function o f  the radius r im plying that it is easier for ions to get 
through w ider pores. An approxim ate form, w hich is correct for an infinitely long
7 ion -  1.9 (V  mem+0.083) . (3.2.9)
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cylindrical pore geom etry, for w (r) has been derived to be [74]: w(r) =  5x 1 O'9 /r. In our 
calculations, this w(r) function was explicitly used in Eq. (3.2.8).
(ii) N ext, Eq. (3.2.7) treats the pore radius to be a constant that is incorrect for two 
reasons. N ot only would the radius o f  the pores change under transient conditions upon 
the application o f  an external voltage waveform , but also the pores would not all be 
identical in size. The distribution n(r, t) as predicted by the Sm oluchowski equation, 
would im part a heterogeneous spread in the R  parameter.
(iii) Finally, N (t) that is an integral quantity needs to be obtained through a suitable 
integration o f  n(r, t) over r space. Treating N (t) as a fundam ental independent variable is 
incorrect.
The 83 mV in the equation above represents the reversal potential. To redress the 
above shortcom ings o f  equation (3.2.7), a som ew hat m odified current-voltage (I-V) 
characteristics were used in this study. The l - V relation was taken to be which includes 
integration in r space over the tim e-dependent distribution n(r, t). In the process, the role 
o f  intercellular variations and the size distribution o f  pores are both taken into account. A 
distribution o f  barrier energies was used allowing for fluctuation. It, therefore, 
represented a m ore physical m odel o f  an actual cellular colony.
As a final com m ent, it may be pointed out that the present model is non-M arkovian in 
nature, and hence, includes m em ory effects. The kinetic rates depend on the mem brane 
voltage, and hence, vary w ith time. Consequently, the model describing the evolution o f  
the biological system, not only depends on the initial starting state, but also on the details 
o f  the tim e-dependent voltage sequence. This form ulation, therefore, goes beyond the 
M arkovian treatm ents based on Poisson m odels [77,78].
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3.3 An Improved Energy Model
3.3.1 Introduction
The m ost direct evidence o f  an inadequacy o f  the independent pore, constant tension 
model described above, with its energy m axim a at around 18 nm  comes from 
experim ental m easurem ents. For instance, pores with stable diam eters up to m icrom eters 
in size have been reported [79, 80]. This observation is clearly contrary to the theoretical 
prediction o f  either com plete pore closure or unbounded expansion leading to rupture.
Sim ilarly, stabilization o f  pore radii w ithin the 20-60-nm  range has been reported by 
Chang and Reese [81] in their studies o f  red blood cells. The resolution o f  their 
experim ents allowed the pores to be seen 3 ms after an applied voltage pulse, when their 
radii were 10-20 nm. The pores continued to grow, but then stabilized at around 20-60  
nm after 40 ms. G iven such tim e-resolved experim ental data, it becom es clear that the 
simple electroporative-energy model needs to be m odified to yield better predictions and 
m ore accurate, physical results. An attem pt towards this goal is discussed in this section. 
The model developed here allows for a variable surface tension, incorporates the effects 
o f  finite conductivity on the electrostatic correction term, and is dynam ic in nature 
through a dependence on both the cell voltage and pore density. These changes m ake E(r) 
self-adjusting in response to pore form ation, w ithout causing uncontrolled growth and 
expansion. It may also be pointed out that though a few recent studies have presented an 
inclusion o f  a coupling between m em brane tension and pore area [80, 82, 83], these 
analyses were either lim ited to one giant pore or to a population o f  pores with identical 
radii. A lso, changes associated with finite conductivity and the dynam ic nature had been 
ignored.
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3.3.2 E lec tro -S ta tic  C o n trib u tio n  E'esW  o f  th e  P o re  E n erg y  F un c tio n
Equation (3.2.1b) is m odified here to include a dynam ical aspect and a dependence on 
the pore population density into E(r). Furtherm ore, voltage-dependent B om  energy 
corrections arising from  the presence o f  ions in water near pores, as suggested by 
Pastushenko and Chhizm adzhev [84] and Barnett and W eaver [85], have been 
incorporated. The electro-static contribution EEs(r) to the form ation energy then becomes:
E ES(r) = I[ a 2 {r")r"d", (3.3.1)
2 h
fflfk ("A"')
where a (r )  -  (1 + — — — ) _1, kB is the bulk electrolyte conductivity, kP(r) the bulk 
2 hkB
electrolyte conductivity, kp(r) the conductivity in a pore o f  radius “r.” The bulk 
conductivity kB is given in terms o f  the electronic charge q(= \,6 X 10"19 C), concentration 
C/ , m obility p  o f  the /th ion, and its charged state Zi as k B = X , (<7^ , ) 2/t,c , . Similarly, 
the conductivity kp(r) is roughly given as [84, 86]:
k B(r)  ~  I , (qZ, f  ( r )x  exp( P{£f - KqZ-' ^ ) , (3.3.2a)
4 k BTnrem
w herer kB = J.38><1 O'22 J/K  is the Boltzm ann constant, H,{r) the steric hinderance factor, 
and with P {sm / £ w)being  the function described by Parsegian [87]. The factor Hi(r) has 
been given by Renkin [88] in term s o f  r , , the radius o f  the /th ion, as :
H ,(r) = {1 -(r,/r)2)[ 1 -2.1 (r,/r)+2.09(r,/r)3-0.95(r,/r)5] . (3.3.2b)
Hence, when the pores are all small, the a  term  in Eq. (3.3.1) goes to unity (i.e., in the r 
0 limit), while a  >0 in the opposite lim it o f  large pore radius r. Physically, this implies 
that the usual electrostatic energy factor is valid for small pore populations when the radii 
are also small. However, as the pores begin to grow, the contribution to the energy E{f)
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begin to decrease in magnitude. In term s o f  Fig. 4, this translates into a flattening o f  the 
E{r) curve beyond the potential barrier in the presence o f  externally applied voltages.
3.3.3 Dynamic Surface Tension
N ext, a pore-density-dependent correction to the surface tension param eter T is 
discussed. Considering a lipid bilayer o f  total area “A ” consisting o f  2M  lipid m olecules, 
the total interfacial energy “W ” in the absence o f  any pores is given as[89]:
W  = 2Mr] = 2 M [u'a  + K /a ]  = 2 [A a ’ + K M 2 1 A], (3.3.3)
where a '  is the interfacial energy per area o f  the hydrocarbon-w ater interface (~ 2 x l O'2 
Jm '2), “a ” is the area per lipid head, and “K ” a constant [89], Equilibrium  is determ ined 
by the m inim a o f  the energy W, and hence, is given by the condition dW  / dA = 0 .  This 
yields a m inim um  value W0 = 4o^40 andAT - a ’[A0 l M ]2 , w here Ao is the equilibrium  
area for corresponding to Wo. In general, however, for a total area A different from the 
equilibrium  level Ao, the energy W  can be expressed as W (A) -  2<j’[A + Aq / A ]. The 
surface tension r eff can effectively be defined in term s o f  the energy differential since the 
energy is given as:
4 a'A0 + l ^ r eff(A')dA' = W (A) . (3.3.4)
Hence, dW  I d A -  (A) = 2cr'[l ~ (A 0 / A )2] and the effective tension is zero when the
lipid bilayer area exactly equals the equilibrium  value o f  A o . Usually, the area A slightly 
exceeds the equilibrium  level Ao. Roughly A/Ao~l .0125 since this ratio yields a tension o f  
10'3 Jm ’2, a value that has been used in the literature.
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Upon the form ation o f  pores o f  total area Ap, the total area A  rem ains the same. 
However, the effective m em brane area sections reduces to AM w here Au=A-Ap. 
Consequently, the expressions o f  the energy W(Am) and the tension r eff change according 
to
W (A m ) = AcjAq + I r eff(A ')dA’ = 2a'[A -  AP + H02 /(A - A P)], (3.3.5a)
and TeIf(A M ) = 5 [2 g '{^  ~ Ap + f  ' (A  ~ ^ )}]- = 2<r'[l -  {A0 /(A  -  A ,,)}2] . (3.3.5b)
11 8A
The effective tension in the presence o f  pores can, therefore, be expressed in term s o f  the 
value w ithout pores as :
r eff(AP) = reff(AP =0)x[1-{V (H -H f )}2] / [1 -{V H }2]. (3.3.5c)
It follows from  Eq. (3.3.5c) that the effective tension can be positive, zero or even 
negative. The zero level corresponds to a situation w here the pore area Ap=A-Ao. For 
higher pore areas (i.e., larger average pores), the Teff value can be negative as the 
m em brane is under com pression. Finally, the pore area in the above analysis represents 
the average value and hence, is given in term s o f  the actual pore density distribution 
function n(r,t) as :
AP(r , t )~  A0[^2m-*n(r*,t)dr*], (3 .3 .5d)
provided m utual pore coupling and pore-pore interactions are negligible.
3.3.4 Summary of the Improved Model
The sim pler model for pore form ation presented earlier in section 3.2 can be 
im proved for a more physical and accurate representation o f  the inherent physics. 
Basically, the dynam ic nature o f  the parameters, for exam ple the surface tension, needs to
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be taken into account. Obviously, as the pore density function n{r,t) changes with tim e in 
accordance w ith the Smoluchowski equation, the cell size, m em brane density and 
elasticity is expected to change. In this section, some o f  the dynam ic corrections have 
been discussed. It is shown that pore area independent variable surface tension can 
become quite im portant for situations involving transient voltage pulses. In such cases, 
the voltage could fall to zero quickly, thereby, canceling out the electrostatic contribution 
to E(r). However, the AP(r,t) term  would continue to affect dynam ical evolution over 
much longer periods.
Putting all o f  the above factors together, the pore formation energy E(r,t) can 
com prehensively be expressed in term s o f  the follow ing equation:
E(r)  = 2 n y r - { i2 7 £ eff{AP[r*,t})r*dr*} + ( C l r ) A ^ F 2 Tcr2( r > V "  , (3.3.6)
2h
with Ap[r*,t] changing dynam ically as dictated by Eqs. (3.1.3) and (3.3.5d).
3.4 Electromechanical Deformation
3.4.1 Stress and Tensions
W hen cells are subjected to external fields, electric stresses arising from the
M axwell tensor can be expected to becom e operative. These stresses can then, in
principle, deform  the cell and alter the shape. In this section, some attention is given to
such field-assisted deform ations o f  a generic, spherical cell. O ur basic stress model is
based on the classical small deform ation theory o f  thin, elastic shells [90]. Since the
thickness o f  cell m em branes is on the order o f  5 pm, com pared to their radii o f  ~1 pm,
the shell theory is quite appropriate. The forces and moments acting on a typical shell
elem ent are given in Fig. 6 . Two m eridians and two parallel circles, each indefinitely
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close together, have been shown. Follow ing the notation o f  Flugge [90], <|) is the angle 
between a normal to the shell and its axis o f  revolution, while 6  is the m eridional angle.
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Fig. 6 Schem atic o f  a typical thin shell elem ent and the associated forces and m om ents, (a) The forces 
Ng, N + ; (b) Qg, Qg, Pr, Pg, P f  and (c) the m om ents M  gg, M g, and Mg.
Also, N ti denotes the meridional force per length, Ne the hoop force per length, and N#g 
the shear. Furtherm ore in Fig. 6 , p r, p $ and pg  are the externally im posed stresses (which 
could include internal osm otic pressure), while r is the distance from  the axis o f  rotation, 
n  the radius o f  curvature, and X2 the distance o f  intersection o f  the radius o f  curvature and 
the axis o f  revolution. In the present context, pr, p^ and p^w ill be non-zero due to the 
presence o f  the M axwell stress tensor associated with the external field. It is assum ed that 
the osm otic pressure contributions to pr, p^ and p g are negligible com pared to the 
M axwell stress produced by the high electric fields. From  the geom etry, r = r2 sin(<f>), 
while the elem ental distance "ds" along the meridian is given by: ds = ri d<f>. Finally,
Mg and M^g are the bending m om ents (dim ensions o f  force), while Qg and Q# transverse
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forces per length that arise from  bending theory. A t equilibrium, the balance o f  all forces 
and m om ents yields the follow ing six equations:
d{r N l/l}/d</> + n  d {N e ^ /d d -r / Ngcos(<p)-r Q j = - r r i p (3.4.1a) 
d{r Nj,o}/d</> + ri d{Ne}/dd + ri N fycos(0) -  ri Q e sin ^ )  = - r r i p g ,  (3.4.1b) 
ri Ngsin(^) + r + n  dQg'dd  + d{r Q$}/d<j> = r r / p r , (3.4.1c) 
d{r M^/dtj) + ri d{Me<f>}/dd- r\ Mecos(<j>) = r rj Q# , (3 .4 .Id)
d{r M<t,e}/d<p + n  d{Mg}/dd+ n  Me^cos(^) = r r i Q g  , (3.4. le )
M ^ e /ri -Me,|) / r 2 = N<j,e - Ne^. (3 .4 .If)
The current problem  o f interest, involves a determ ination o f the equilibrium  stresses 
and m om ents on cells subjected to external electric, and the final deform ed geometry 
under steady-state conditions. Here, there is an inherent axial sym m etry along the 
direction o f  the applied electric field, and the behavior along the tw o axes transverse to 
the applied electric field direction, will be identical. Such axial sym m etry will hold for 
spherical cells at all times, and ellipsoidal (and other) shapes in the steady state after the 
cells have had the tim e to re-orient them selves in response to the external field [91]. A 
sketch o f  the applied field and the geom etric cell model is shown in Fig. 5. There is an 
inner region, the cell m em brane shell, and the outer region. Though a spherical geometry 
is shown for sim plicity, the shapes could be different, in general, with the asym m etry 
perpendicular to the field direction. For such axisym m etric cases, the derivatives with 
respect to the angle 0 drop out, while the shearing forces N^g and Ng^ the tw isting 
m om ents Mgj and M 49, and the transverse shear Qo all vanish. Also, the load com ponent 
pe is zero. Consequently, the follow ing sim pler set o f  equations result:
d{r N^ }/d<t> - r, Ngcos(<f>) -  r Q $ = - r r i p f  , (3.4.2a)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
34
O Ngsin((j>) + r N^ + d{r Q$/d<t> =  r r i p r , (3.4.2b)
d{r M^,}/d(j) - ri Me cos((j)) = r ri Q<), . (3.4.2c)
The above three equations contain five unknowns, and need to be supplem ented by the 
stress-strain relationships. In the elastic regime, the stresses can be related to the 
displacem ents v (transverse) and w (norm al) in the follow ing m anner [90]:
N f  = (12 K / t2)  [{dv/d(j) + w }/r i + v {v cos(<f>) + w sin(<j))} / r J  , (3.4.3a)
Ng = (12 K /t2 )  [{v cos(</>) + w sin(<j>)} /  r + v (dv/dtj) + w }/r i ]  , (3.4.3b)
Mrj, = (K /r,) [d({dw/d<f>}/r,)/d<t> + v { d[cos(<j>){dw/d</>}/r]/d<j>}]  , (3.4.3c)
Mg = (K Jn) [cos($){dw/d</)}/r] + vd({dw /d0}/ri)/d0J , (3.4.3d)
w here K is the flexural rigidity (i.e. bending stiffness), v the Poisson ratio, t the shell 
thickness assum ed to be a constant, and w and v the displacem ents due to deform ation 
along the radial and angular directions. Equations (3.4.3a)-(3.4.3d) involve the 
displacem ents w  and v that constitute tw o additional unknowns o f  the problem . Thus, the 
com bined set o f  equations 3.4.2(a)-(c) and 3.4.3(a)-(d) yield a system  o f  seven equations 
for the seven unknow ns that can be solved.
In general, a numerical com putation is required for obtaining a solution to the
above problem. However, analytical expressions can be obtained under certain
sim plifying conditions. For example, consider the case: ~  Mg ~ Q f ~ 0 which
corresponds to neglecting the bending forces and m om ents as has been proposed in the 
past [92, 94], A ssum ing that the external stresses arise solely from the M axwell stress 
tensor associated w ith the applied external field (i.e. ignoring internal cell pressure and 
polarization effects), the stresses p# and p r take the following form:
p r = 0.5 £0 [kri -  kr2 ]  E2 cos(2t/>) = F  cos(2</>) , (3.4.4a)
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and, p,j, = - 0.5 s0 [kri - k r2]  E2 sin(2<j>) =  - Fsin(2(/>) , (3.4.4b)
where E is the externally applied electric field, kri and kr2 the dielectric constants o f  the 
m em brane and external medium, e0 the perm ittivity o f  free space (= 8.85 x 10' 12 F/m), 
and F = 0.5 e0 [kri -  kr2 ] E2. U sing (4) in the equation set (2)-(3) yields the following 
sim plifying solutions:
Afy (4i) = [ F /  {r2 sin2(([)}] { o /  n  r2 [cos(2 <f>*) cos(<j> )  sin(<f ) + sin(2 (j> )  sin2((j> )]  d(/> },
(3.4.5a)
Ne(</)= r2 Fcos(2</>) - [r2 / r i ]  N# , (3.4.5b)
v(<j>) = 0t  [q(<j> )  /sin(<j> ) ]  d<j> , (3.4.5c)
w here q(</>) =  t f / [ 1 2 K ( l -  \?)]} {r,[N+(<j>) - vNe (</>)]- r 2 [ N e ^ - v N ^ ) ]  } , (3.4.5d) 
a n d , w((t>) = r2 t f / f n  K  (1- \?)]} [Ne (</>)-vN/</>)] - v (j) cot(<j)) . (3.4.5e)
For an initial spherical shape, o  = o  = the radius "a", and the above sim plifies to:
N $(</>) = 0.5 a F  ; N 0 (</>)= a F  [ 0 .5 - 2  sin2(</>)J , (3.4.6a)
v(</>) = - (F a 2 t2/ [ l 2 K ( l -  v)]} sin(24) , (3.4.6b)
and , w (([) = {F a2 t2/[ 12 K ( l -  J ) ]} [ 0 .5 - 2  sin2(</>) -  v/2 + 2 (1  + v) cos2(<f>)]
(3.4.6c)
For an ellipsoidal shape w ith "a" being the sem i-m ajor axis along the field direction, and 
"b" the sem i-m inor axes in the two transverse directions (as has often been used in the 
literature), ri and r2 take on the following expressions:
r, = (a2/b) [(1 + tan2(<!>))/[a2/b2 + tan2(</>)}]L5 , (3.4.7a)
an d , r2 = [b /  cos((/>)} [a2'/b2 + tan2(<f>)]~05 . (3.4.7b)
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Using 3.4.7(a)-3.4.7(b) into the equation set 3.4.5(a) - 3.4.5(e) then yields the com plete 
solution for the ellipsoidal geometry. These equations have been used to predict cell 
deform ations, and the results will be discussed in the next chapter.
3.4.2 Electrical Field Analysis
In the above formulae, polarization effects were not considered and so the field 
was taken to equal the external electric field E given in term s o f  the factor F o f  equation 
(3.4.4a). H owever, given the presence o f  the cell and its m em brane, w hich are both 
polarizable m aterials, one needs to solve the Laplace equation to self-consistently 
determ ine the electric field value and its spatial characteristics for assessing the M axwell 
stress tensor. A lso, the trans-m em brane voltages given in section 3.2.3 are only valid for 
a sim ple spherical geom etry. Due to possible deform ation, the cell shape could deviate 
from a pure spherical form, and the trans-m em brane potential m agnitudes would then be 
affected. Here, this aspect is discussed, and a m athem atical treatm ent o f  the m em brane 
potentials for non-spherical shapes derived.
W e first start w ith a sim ple spherical cell geom etry as given in the schem atic o f  
Fig. 5. Both the spherical and ellipsoidal geom etries lend them selves to analytical 
solutions, and hence, are chosen here as typical exam ples. O ther sim ple geom etries can 
also be analyzed num erically. The inner region has radius “a ” and perm ittivity £jn. The 
applied electric field Fo was taken to be along the z-axis. The cellular m em brane o f  Fig.5 
has a thickness ub-a” = “f” and perm ittivity e mem, w hile the outer suspension region a 
perm ittivity o f  eout. Due to azim uthal sym m etry, the potentials in the three regions, which 
must satisfy the Laplace equation, can be expressed in term s o f  Legendre polynom ials as:
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Uin (r) = A 0 P0 + A , r P !  + A 2 r2 P2 + ... =  I j  = o,acAj A Pj , (3.4.8a)
Umem (r) = Zj = o , x[BjP Pj + C j P j / r **1 ]  , (3.4.8b)
and U0ui (r) = - F0 r P t + 1] 0. * 0 , P, / tJ 1 , (3.4.8c)
w here Uin(r), Umem(r), and Uout(r) are the potentials at the inside, m em brane and outer 
regions, Pj is the j th order Legendre polynom ial, and Fo the externally applied electric 
field. Also, A j , Bj , C j, and Dj are the coefficients o f  the Legendre series expansions that 
can be determ ined by applying m atching boundary conditions at the interfaces o f  the 
three regions. Invoking continuity in the potential and displacem ent vector, then leads to
the follow ing boundary conditions:
U,„ (r = a) = Umem (r = a) , (3.4.9a)
Umem (r = b) = Uout (r = b) , (3.4.9b)
£m [  MUm (r)/Mr ]  \ r  =  a  £  m em  [M U m m (r ) /M r ] \r -a , (3.4.9c)
a n d , s mem [ MUmem (r)/M r]  \ r = b = £ out [ M Ucut (r)/Mr J \ , b . (3.4.9d)
Straightforward, but tedious m anipulation o f  the (3.4.9) yields the following expressions 
for the potentials:
Um (r) =  Ci (r/a3) cos(<!>) [1  + {2 £ m e m  £  i m em  ~ £ in  } ]  , (3.4.10a)
U m e m  &) =  C] COS(<j>) [1 /?  +  (r/a3)  {2£mem + £, }/{£ m en , -  £ „ , } ]  ,  (3.4.10b)
U o u t  (r) = - Fo cos(</>) [r ?3/r2]  +  {Ct /r2}cos((j>) [1 + (b/a)3 {2£mem +  £ m } / { £ m e m  - £m } ]  ,
(3.4.10c)
where, C, = - 3F0 £ou, / [{T  £mem /a3} - 2£mem /b3 + {2£oul /b3}[ I  + (b/a) 3 T ]  , (3.4.1 Od)
and, T  (2£memJr£ in }/{£mem ~ £in } * (3.4.10e)
Consequently, the electric fields F r(r) and F ^ r)  ju s t outside the m em brane (i.e. at r = b+) 
are given as:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
38
Fr(r=b) = [3 F0 + 2 (C,/b3) {1 + (b/a) 3 T }] cos(<f>) s  ir cos(<f>) , (3.4.1 Of)
FJr=b) = {Ci /  b3}sin(<f>) [1 + (b/a) 3 T J  = H sin(</>) . (3.4. lOg)
For £ m = s mem = e out, the above equations reduce to: U(r) = - Fo r cos(<j>), Fr (r) = Fo 
cos(<f>), and F /r )  =  - Fo sin(tj>).
W hile both Fr(r=b) and F /r= b )  retain the cos(^) and sin(tf) angular dependence, 
respectively, their m agnitudes (i.e. tr and ) are altered by the presence o f  dielectric 
materials. The resultant field |F| is no longer along the z-axis (i.e. not at an angle <|> with 
respect to the normal). Instead, \F\ = [ir2 cos2(<f>) + i /  sin2(<f))]0'3 , while the angle a  
between the resultant field |F| and the normal becomes: a  = ta n 1 [-tan((/>) 1$ / ir]  . 
Consequently, the expressions in equations (3.4.4) get m odified to the form: p r =0. 5  £„ 
[kri -  kr2 J  |F \2 cos(2a) =  F* cos(2a), andp# = - 0.5 £„ [kri -  kr2 ]  \F\2 sin(2a) =-F* 
sin(2a) . Under these conditions, equations (3 .4 .5a-3.4.5b) correspondingly change to: 
N^((f) = [F* /  {r2 sin2((j>)}] { o t  rj r2 [cos(2a )  cos(<f )sin(<f )  + sin(2a) sin2/<j>*)J d<f }  ,
(3.4.11a)
Ne((f>) = r2 F* cos(2a) - [r2 / r j N #  , w h e r e a = t a n I[-tan(<f)i^/ir]  . (3.4.11b)
For an ellipsoidal geometry, the Laplace equation is m ost easily solved by 
resorting to the ellipsoidal co-ordinate system. M any cells under deform ation are known 
to approxim ate the ellipsoidal geometry. We assum e a prolate spheroid w ithout loss in 
generality, w ith sem i-m ajor axis “a”, sem i-m inor axes “b” and center at the origin. The 
foci are taken to be along the z-direction (parallel to the applied E-field) at (0, 0, +L) with 
L = [a2 - b2]05. The eccentricity “e” then is given by: e = L/a. The co-ordinates q, r\, <(>
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for this system are defined in the usual m anner [95] with respect to the Cartesian co­
ordinates as:
z =  L g  rj ; y  = L [{<? -  l } { l - r f } ] 05 sin(O) ; x  = L [{<? -  l } { l - r f } ] 05 cos(G) ,
(3.4.12 a)
i.e. g=  [{x2 + /  + (z+L) 2} 0-5 + {x2 + y 2 + (z-L)2} 05] /(2L) ; 6  = ta n 1 (y/x) ;
and rj = [{x2 + y 2 + (z+L) 2} 05 - {x2 + /  + (z-L)2} 05J /  (2L) . (3.4.12 b)
The ellipsoidal surface then corresponds to a constant q value given by: g = g(1= a/L . 
D ue to angular sym m etry, the potentials in the three regions can be w ritten as:
Uou,(g,Ti> = - F 0 L g t ]  + A g Q ( g ) , Umem(g,ri) = - B F 0 L g t j +  C gQ(g) ,  (3.4.13a) 
Um(g,T}) = D F o L g t j ,  with Q(g) = 0.5 gL n \(l + g)/(l-g)\ -1  , (3.4.13b)
where A, B and C are constants to be determ ined from  the boundary conditions. Using 
the continuity o f  the potential and displacem ent vector across the inner and outer 
m em brane (assum ed to have constant thickness, “f ’), results in the follow ing solution: 
Uout (q ,r|) = - Fo L q r\ + A  q Q(q) , (3.4.14a)
Umem(q Tl) = Ar| [q Q(qoy  q0 + (S ,/ S2){Q(<;o)/ q0 -  {dQ(<;0)/d<; }(e0ut/emem)}] +
+ Fo L n  [(S ,/ S2) (e out^  £ mem " l ) - q ]  , (3.4.14b)
with, St = Q(q) - g Q(<;0)/ g0 , S2 = Q(q0)/ q0 - d Q & yd q  , (3 .4 .14c)
Uinfe ,r\) = A pg [Q(g0)/ <;0 + (S3/ S2){Q(q0)/ Go -  {dQ(q0)/dg }(eout/emem)}] +
+ F o L g r i  [(S3/ S 2)(eou./emem-1) - 1 ]  , (3.4.14d)
with, S3 = Q(gi)/gi - Q(Go)/ Go , Gi = Go [ 1 - t  b/{a(a+b)}] . (3.4.14e)
In the above, G = Gi represents the surface o f  the inner mem brane, while the constant “A ” 
is as:
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^   ________ F QL [ S 2 ( /^« ~  ^mem ) ^4 ( ^ 'o u t  ^mem ) ~  ^ in ^ ’i out ^ ^mem )^3________
*^ 2 (Cn _  ^  mem )Q (?  0 ) ^  4"o (^m‘^ 3 ~  ^mem^4 ) {6(?0 ) ^  ?0 ~  ^ out ^  m em^Q^i oV ?}
where, S4 = dQ(qi)/d^ - Q(q0)/ q0 • (3.4.14f)
The electric field normal to the outer ellipsoidal surface is F?(g ,q ), while Ft)(<; ,p ) is 
orthogonal to Fq and lies in planes containing the z-axis. Expressions for these fields from 
equations (3.4.13) are:
F?(q o ,fi)=  feo 2 -l)/(q o 2 - f i2)]0 5 [F0q  -  (A/L) (Q(q0) + qo dQ(q0) /d q )] , (3.4.15a) 
F i f e  ,fi) = [ ( l - f i2)/(<;o2 - P 2)]°5 [Fo go -  A Q(q0) /  L ] . (3 .4 .15b)
For a spherical geom etry, a -> b, and so L 0, q0 4 yielding Fq = F0 cos((j)), and Fr, = - 
F0 sin((j)).
3.5 Time Dependent Transmembrane Potential Calculation Model
3.5.1 Introduction
Analysis o f  the cellular response to electrical pulses requires, at the very least, an 
evaluation o f  the voltage and current distributions within the cell, and their time 
dependent evolution. This potential is the source for pore opening and cellular responses. 
A possible approach for m odeling the overall spatial behavior m ight be to represent the 
electrical characteristics o f  cells by a distributed equivalent circuit. However, tim e- 
domain, circuit-solvers such as SPICE are not suited to the present problem  for the 
following reasons: (i) In SPICE, values o f  circuit param eters (e.g. resistors R, capacitors 
C, etc.) cannot be m ade tim e dependent, (ii) The stochastic nature o f  pore form ation 
cannot be included, (iii) the geom etric dependence o f  R and C m ake it inconvenient to 
run sim ulations w ith varying shapes and sizes, (iv) soft-thresholds inherent in the pore 
form ation process are difficult to implement, and (v) it is difficult to use circuit m odels to
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simulate the gradual resealing o f  pores. The resealing process always takes long times 
(~ms), and the long-lived, diffusion-driven currents cannot be m odeled by circuit 
simulators.
In this research, tim e dependent calculations o f  potentials and current flows 
throughout the cell have been carried out based on a distributed electrical model. An 
approach to such calculations is through a tim e-dom ain nodal analysis involving a 
distributed equivalent circuit representation o f  a cell and its m em brane structures. Details 
o f  this distributed, tim e-dependent model, along w ith its im plem entation are discussed 
next.
3.5.2 Model Details
The entire cell was broken up into segm ents, and each segm ent represented by a 
parallel RC  com bination. Azim uthal sym m etry was used to map the three-dim ensional 
structure into the r and (p co-ordinates o f  a spherical system. This m ethod is different 
from the Legendre polynom ial model we used in the electrostatic case discussed in 
section 3.1. T im e-dependent changes in the local conductivity can be im plem ented via 
this approach. The previous methods outlined in sections 3.2.3 and 3.4.2 are m ore suited 
for solutions o f  the static Laplace equation. Time dependent transm em brane potential can 
be obtained by using this new model. Coupling this model with Sm oluchowski equation 
(SE) based electroporation model, dynam ic sim ulation o f  the cell system  can be achieved. 
Volume and shape changes o f  cells are ignored because the external applied pulse is too 
short (nanosecond tim e frame) for cells to deform  during this short tim e interval.
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Fig. 7 Schem atic o f one quarter o f  the m odel used to represent a cell for the distributed electrical 
calculations. The dotted box shows a typical elem ent with current flows.
In our sim ulation, the com putation region is also sphere, which includes environm ent 
suspension medium, cell and its substructures. It is discretized in r and 9  direction as 
shown in Fig.7. For sim plicity, only a quarter o f  the com putation region is considered. 
For sim plicity, m em branes are taken as an integrate unit, that is, it is not discretized. For 
each elem ent, the follow ing equation holds due to the current continuity.
(3.5.1)
w here J is the current density and D is the electric displacement. By using Stokes theorem,
this can be transform ed as:
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(3.5.2)
Here E  is the electric field, a  is the conductivity and £ th e  permittivity.
Eqn. (3.5.2) is applicable to all nodes w ith index in the range: 0<i<n and 0<j<m. In 
discretized form, Eqn. (3.5.2) then can be written as:
w here h  and U are along the (f) direction, but along the ^-direction all nodes are an equi- 
potential due the geom etric symmetry o f  the com putational region. Hence, 7j = h  = 0. 
C onsequently, we obtain:
In the above, VE stands for the potential at node (i, j )  at tim e t. r is radial distance
betw een node (i, j)  and node (n, m). Ai to A4 are the areas shown in Fig. 7. CT| to 04 are 
conductivities at location o f  face 1 to 4 respectively, and ej to £4 are perm ittivities at 
corresponding location. For instance, if  the studied node is in the environm ent medium 
area, w hich means the m edium  around it is the same; all cjs will be the same. But i f  the 
studied node is on the mem brane, a i  will be different from 02. The same situation occurs 
to perm ittivity. So the nodes on the m em brane will be treated differently than those nodes 
in isotropic medium. Some m ore details are provided in the Appendix.
(3.5.3)
■]A2 + . (3.5.4)
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In order to reduce the com putation load, special boundary conditions are applied so 
that only a quarter o f  the whole spherical com putation region is under study due to the 
symmetry. For those nodes which has j  = 0 and j  = m should be treated carefully. Only /;, 
I2 and I4 are nonzero because the targeted elem ent only has 5 faces due to that face 3 
shrinks to a line. So when j =  0 and 0 < i <n, Eqn. (3.5.4) would be changed to:
v . -V . .
~  ( r  + A r / 2 ) 2(c o s# -c o s (f?  +A<9/2))  +
(r -  Ar / 2) 2 (cos 6  -  cos(# + A G / 2)) + 
rAr sin(#  + dG!2)  +
Ar
n - V ‘1J V ij
Ar
K -  Vf+1 r ij
rAG
yi+i _ y ‘+i y< _ y ‘
 U ----- —](/* + Ar /  2 ) 2 (-1  -  cos(0  + AG 12)) +
At
r ' /+i. / ' /. i ' i+\. i ' i.i 1, . > ~\2
Ar Ar
y ,+' --M J
yM
i.j V ‘ -i hj V 1',7 ■
Ar Ar
y ,+i _ - ',7+1
yM
i.j V  -1,7+1 V ‘ ■'.7 •
(3.5.5)
 ------' j _ ^ r  _  Ar / 2 ) 2  ( _ i  _  cos(^  + AG / 2)) +
At
 . J  ^ sin(^ + A Q  / 2) = 0
At rAG rAG
K
H ereG = n +  i x A G -  tv and AG is — t m.
J 2
We assum e w ithout loss in generality that the electrical field is applied along the z 
direction as show n in Fig.7 and potential at node with i = n is zero, i.e.,
Vn j = 0 .  (3.5.6)
Potential o f  the nodes w ith index j  = 0 are equipotentials. Hence,
V , „ = V n J =0  (3.5.7)
A nother boundary condition should be considered is for those nodes w ith index i = 0. 
Then the potentials o f  those nodes w ith index i = 0 are calculated by :
V0J = ~E 0RcosG  , j =  0...m. (3.5.8)
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In the above Eo is applied electrical field, and R  is the radius o f  the com putation region. 
Thus, com bining with the boundary conditions discussed above, one can get N  equations 
from N  nodes for N  unknowns. These N  equations can be solved easily by turning it into 
an Ax = B  problem. Here A  is a sparse coefficient matrix, x is the potential vector o f  next 
tim e step, and B is a vector obtained from know n parameters. Potential on each node is 
easily to be updated as time goes by. Boundary conditions are applied on those nodes 
with index i = 0. Detailed equations are shown in Appendix.
As discussed in section 3.1, i f  the dynam ic pore area is considered, the effective 
conductivity o f  m em brane a  eff mem (t) can be calculated by:
^  A P(r, t) _  , n  A P{ r , t \ _
eff _mem ( ) a out 0  , J^ mem (3.5.9)
^ 0  ^ 0
H ere rr is the conductivity o f  the m edium  outside the m em brane and a  is the^  out J mem
conductivity o f  m em brane before electroporation. Thus, the SE yields the pore 
distribution and dynam ic pore area, w hich in turn affects the electrical param eters. This 
is coupled to the distributed electrical analysis for self-consistency through dynam ic 
variations o f  resistance R  and capacitance C.
3.6 The Simplified Ball-Spring, M any-Body A pproach 
3.6.1 In troduction
All o f  the models discussed above have been based on either lumped or 
distributed representation o f  the cells at a fairly m acroscopic level. Thus, the role o f  
individual m olecules and the inherent m icroscopic interactions were ignored. In stead, 
m acroscopic param eters (such as the surface tension) were assum ed to adequately model
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the cellular details. In reality, however, m uch o f  the dynam ics and cell response can be 
expected to depend on the details o f  the m olecular interactions. A m ore bio-chemical 
approach, rather than a coarser electrical model is perhaps necessary.
Here in this research, we have attem pted to go beyond a sim ple m acroscopic model, 
and to include the m olecular aspects for a m ore accurate picture. For exam ple, one o f  the 
most basic features o f  the bio-m em brane is the lipid bilayer consisting o f  a hydrophobic 
(viewed as being “oily”) hydrocarbon tail attached to a larger hydrophilic head group. 
These am phiphilic m olecules arrange them selves to shield their “oily” tails from  the 
aqueous environm ent. The bilayer m em brane is relatively flexible, allowing for in-plane 
diffusion and possible shape change. Such structural details cannot be incorporated into 
m acroscopic models.
In the literature, phenom enological models for describing the m esoscopic behavior o f  
m em branes have been developed [96, 98], However, these do not allow for the inclusion 
o f  m olecular details. A t the other extrem e o f  com putational com plexity, there are full 
atom istic m odels capable o f  including all o f  the m icroscopic details [99, 102]. A 
reasonable trade-off is to keep the atom ic perspective, while course-graining each lipid 
molecule into a sm aller effective chain w ith far few er constituent atoms. Obviously, 
during such a process, physical properties such the hydrophobic tails and the hydrophilic 
interactions o f  the lipid head need to be preserved. Such an approach has recently been 
used [103, 106], and the lipid reduced to about 10 atoms or less. Here, we use a course- 
grained approach to im plem ent a m olecular dynam ics sim ulation o f  m em brane response 
to an external electric field in the presence o f  an ionized aqueous medium.
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3.6.2 Model Details
This section presents the details o f  our microscopic model and its implementation. 
Specifically, the focus here is on cell membranes since most o f  the biophysical 
phenomena are expected to occur at the region because the electric field is the largest. At 
the molecular level, the membrane consists o f  a bilayer o f  lipid proteins.
Fig. 8 Sketch of the ball-spring model. Ball “0” represents the hydrophilic head-group, and balls 1,2
and 3 the hydrocarbon tail.
The lipids in our model consist o f  four spherical atoms interconnected by a non-linear 
spring as shown in Fig. 8. Particle “0” is the hydrophilic head, while particles “1”, “2” 
and “3” represent the oily, hydrophobic tail. The dipole at the lipid head (e.g. as in 
phosphatidylcholine lipid molecule), has been ignored because o f  a very low dipole 
moment, and also since electrostatic interaction with closely spaced dipoles is minimal. 
The two types o f  particles (water-like and oil-like) are taken into account, with 
interactions based on a truncated and shifted Lennard-Jones (L-J) potential <|)jj(r) given as:
distance parameter, and RCy the cut-off radius. Here a constant distance parameter ajj = 
a  was chosen, with a cut-off radius Rcij = 2.5a used for like particles, and RCij = 2 l/6a  for
Hydrophilic
Headgroup
Hydrophobic
Tails
(3.6.1)
where i,j stand for the ith and jth particles, £y is the energy parameter, Gy represents the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
48
Table 2 Param eters used in LJ force calculations.
CTii (nm) Sjj (kJ/mol)
H ead(pc)-head(pc) 0.70 2.6
H ead(pc)-head(ps) 0.65 2.6
H ead-tail 1 0.55 2.0
H ead-tail2 0.70 2.0
Head-tail3 0.90 2.0
Tail-tail 0.40 2.0
W ater-w ater 0.32 0.65 ri081
W ater-head(pc) 0.50 2.0
W ater-head(ps) 0.45 2.0
W ater-tail 0.40 2.0
Ion-ion 0.39 2.13 [1081
Ion-water 0.35 2.0
Ion-head(pc) 0.50 2.0
Ion-head(ps) 0.45 2.0
Ion-tail 0.40 2.0
two unlike particles. The com plete set o f  L-J param eters for this ball-spring model is 
given in Tables 2 and 3. The L-J potentials between head and tails for this param eter set 
are plotted in Fig. 9 as a function o f  the norm alized distance. O ther pair potentials for the 
tail-tail interactions can sim ilarly be calculated. The param eters were chosen to make 
lipid chains flexible enough to display a “kink”, yet not so soft that the lipid chains m ight 
form a U -shaped structure. The head and tail balls are connected by a non-linear spring, 
with an anharm onic energy given by [107]:
U(r0) = -0 .5 kRj  ln[l -  A 2]) . (3.6.2)
Ku
In the above, R{j = 1.5cr, and k is the spring constant taken to be 3x10-9 N , and ry the
distance betw een the tw o balls connected by the spring. D efined in this way, the spring is 
finite-extendable, w hich well describes the property o f  a chemical bond. The param eters
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
49
given in Tables 2 and 3 were carefully chosen through trial and error to avoid the 
crossing o f  m olecular chains in our model.
Table 3 Param eters used in the ball-spring model.
Radius o f  headgroups o f  lipid rn 0.35nm
Radius o f  oil like tail o f  lipid rT 0 .2nm
Radius o f  w ater m olecules rw 0.15nm
D istance betw een any neighbor tw o balls in a 
lipid chain (resting state)
ri + r2+ 0 .2nm
A nharm onic spring constant 3x10-9 N
Sim ulation tim e step 1x10-15 s
W ater m olecules were treated in term s o f  the rigid SPC/E model, which consists o f  
three partial charges located on the oxygen and hydrogen sites [109]. Ions are also 
treated in term s o f  the rigid SPC/E model. The LJ param eters for the water-w ater, lipid- 
water, ion-w ater and ion-ion interactions are also given in Table 2. Force on the water 
dipoles was taken to arise from the Coulom b interactions o f  the sim ulation ions present in 
the aqueous medium. Consequently, only the w ater molecules in close proxim ity to ions 
were subject to a non-negligible force. In actuality, the presence o f  charged lipids (such 
as phosphotidyl-serine on the inner m em brane leaflet) can be expected to contribute to 
the spatial non-uniform ity, and hence, to an additional force on the w ater dipoles. Here 
for sim plicity, the external electric field was assum ed to be spatially uniform, and 
inhom ogeneities associated with electrode geom etry and curvature, or due to non- 
uniform distribution o f  charged lipid m olecules were all ignored.
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Fig. 9 L-J potentials versus normalized distance between the head and tail spheres comprising the 
lipid chain. Here “0” stands for the head, and “ 1”, “2” and “3” are the tail balls.
For the membrane simulations, our simulation system basically contained 40 lipid 
chains and 400 movable water molecules. Thus, only a small segment o f  the lipid 
membrane was studied. The ratio o f  water-to-lipid molecules was taken to be about 10, 
which is large enough to describe the system combined within the water boundary. Each 
lipid chain had one head ball and three tail spheres. The simulation time step was lfs, 
which was found to be the maximum time step that could yield stable results. In order to 
reduce finite segment effects, periodic boundary conditions (PBC) were applied to the 
lipid chains and the water molecules. This helps maintain the system pressure and the 
overall lipid density. Due to the PBC being applied to the water molecules, the top and
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bottom boundaries o f  the sim ulation box were not rigid, though the total volum e was 
m aintained on average. For sim ulations in the presence o f  an external electric field, the 
velocity o f  lipid chains and water m olecules was scaled down every 20-sim ulation step to 
m aintain a constant tem perature. This m im ics an im plem entation o f  the Berendsen 
therm al bath [110].
These types o f  sim ulations were carried out on a PC workstation with Pentium  IV 
2.88M Hz CPU. One nanosecond o f  real tim e sim ulation took about 6.8 hours. The 
sim ulation region was 18nmx8.7nm. The average m em brane thickness was 5nm.
3.6.3 Simple Model Validation
A requirem ent o f  this simple atom ic course-grained model for the lipid m olecules is 
to preserve the im portant property o f  hydrophobic and hydrophilic behaviors. As a 
simple test o f  this, individual head and tail particles w ere placed into a sim ulation region 
to mimic an “oil droplets in w ater” scenario, as shown in Fig. 10 with no external 
electrical field. Initially the particles are random ly located, and every m ovable particle 
assigned a random  velocity, chosen statistically from a therm al Boltzm ann distribution at 
room tem perature. The “W ater-like” hydrophilic particles at the boundaries on each side 
were held fixed to  provide hard-wall conditions and m aintain a fixed volum e. However, 
L-J potentials between the boundary m olecules and the moveable particles were taken 
into account. A fter lx lO 6 sim ulation steps, a dynam ic, steady state was observed, as 
shown in Fig. 11. The hydrophobic particles are seen to cluster together eventually, and 
repel any hydrophilic particle whose trajectory m ight take it through the cluster. A 
num ber o f  different starting configurations (not shown) were also tried, but the same
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general trends w ere always observed. The results thus qualitatively validate our simple 
atom istic im plem entation o f  the hydrophobic and hydrophilic interactions.
A nother im portant feature o f  ion transport in an aqueous m edium  is the form ation o f  a 
cluster o f  w ater m olecules around an ion due to dipole orientation effects. Norm ally a 
charged ion is sym m etrically surrounded by w ater dipoles. The application o f  an 
extremely high external field m ight cause the w ater dipoles to align. The interaction with 
dipoles located in front o f  the m oving ion, would tend to draw the w ater m olecules closer, 
form ing a cloud around the ion. For extrem ely high electric fields, the w ater molecules 
behind a m oving ion would tend to be repelled, form ing a localized “H ole” . However, 
for the electric fields considered here, such a spatial hole did not result. The primary 
effect was an assem bly o f  water m olecules. This w ater cloud is expected to be dragged 
along by the drifting ions as they travel and arrive at m em brane surfaces. For validation 
o f  the above, sim ulation were carried out based on our L-J, bal 1-spring im plem entation 
with inclusion o f  the Coulom b interactions. A generic radius o f  0.4 nm typical o f  many 
ions was chosen, and all particles were random ly assigned velocities based on a 
therm alized M axwellian. The distribution in Fig. 12(a) shows the initial starting 
configuration in the presence o f  a 100 kV/cm  external electric field. The spatial 
distribution at a later tim e is shown in Fig. 12(b). The w ater-clustering feature discussed 
above is clearly seen, and dem onstrates the successful incorporation o f  basic physical 
m echanism s into the model. Fig. 12(c) shows that the ion with w ater cloud m oves in the 
direction o f  external electrical field.
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Fig. 10 Initial random distribution of hydrophobic (red) and hydrophilic (blue) particles in a finite
simulation box with hard-walls.
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Fig. 11 Distribution of the particles in the dynamic steady state showing the hydrophobic spheres 
clustering together away from the hydrophilic particles.
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Fig. 12 (a) Initial state of system with central ion surrounded by water molecules. The orientation of 
water dipoles are not in the direction of external G field initially.
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(b) Water dipoles start to change their orientation to form a cloud around the ion due to the presence
of a positive ion and E field.
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(c) Water molecules moves with the ion.
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C H APTER  IV 
SIM ULATIO N R ESULTS AND D ISC USSIO N
4.1 Introduction
In this chapter, selected sim ulation results are presented. Static transm em brane 
voltage and current are calculated with the im proved energy model that is described in 
chapter 3. The corresponding results are shown in section 2. The pore dependent energy 
model is much better than the model used in the literature, and is discussed in section 3. 
Section 4 is on long pulse induced cell deform ation. Cellular m anipulations are discussed 
in section 5. D ifferent cellular responses o f  tonsillar B normal and m alignant cells are 
com pared, and voltages across the cellular mem branes and energy distributions over the 
w hole single cell are calculated. Section 6 provides a m olecular level view  o f  pore 
form ation induced by external ultra short, high-energy pulses.
4.2 Static Transmembrane Voltage and Current Calculations
4.2.1 Pore Formation Energy Function With Fixed Surface Tension
The pore form ation energy function for hydrophilic pores is show n in Fig. 4.1 based 
on Eq. (3.1.1b) for various values o f  the rx  parameter. Its characteristics are im portant 
since the pore dynam ics are governed by this energy function. Essentially energy is 
required to create a “circular” edge for pore formation. However, a deduction has to be 
considered to account for the elim ination o f  the m em brane surface area. For a 
m onotonically decreasing value o f  the surface tension w ith pore radius, as implied by a 
finite rx  param eter, contributions to an energy decrease are reduced leading to increases
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in the form ation energy. This is evident from the three curves o f  Fig. 13 corresponding to 
three different rx  values. A fixed, high value o f  T corresponding to the rra =  co limit yields 
the low est energy. Physically though, rx  =  oo is an incorrect representation for two 
reasons. First, it implies that the pores are able to expand w ithout bound and never 
stabilize. This would lead to nonphysical density enhancem ents in the nonporous regions 
o f  the m em brane, or thickness increases. Second, rx  = oo incorrectly implies that the 
tension is unaffected by changes in the m em brane area. Though direct experimental 
verification o f  surface tension is unavailable, m olecular dynam ics sim ulations o f  lipid 
bilayers do dem onstrate the following [111]: (a) Finite tension is required to m aintain a 
given cellular shape and size, and (b) the tension m ust change w ith the system area. Also, 
indirect experim ental evidence indicative o f  variations in m em brane tension is available. 
For exam ple, activation o f  the 3-ns m echanosensitive channel large cloned from  E. coli 
[112] has been linked to the tension o f  lipid mem branes. Similarly, the activity o f  lytic 
peptides is affected by the tension o f  vesicles under stress [113], and the catalytic activity 
o f  a p isoform o f  phospholipase C shown to change with surface pressure [114]. These 
experim ental results suggest that the tension m ust naturally be variable, and that its 
variation facilitates biological activities that are observed. Third, since tension is 
proportional to the m em brane area, at least to first order, it follows that changes due to 
pore form ation will lead to variations in G that are proportional to the square o f  the pore 
radius.
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Fig. 13 T he pore form ation energy function for hydrophilic pores for various r„ values.
For a finite value o f  rx , the form ation energy not only increases, but also exhibits a 
local m inim um . This implies that the pores can expand upon the application o f  external 
electric fields, but will eventually stabilize to some large average value as dictated by the 
minim a. This leads to the following consequences, (i) First, for pore creation and cellular 
m anipulation, a som ew hat larger external energy will be necessary to create large pores 
due to the variable surface tension, (ii) Second, for cellular destruction, a sufficiently 
large voltage m ust be applied for a sufficiently long tim e to transcend the energy barrier 
and ensure that pores move into the energy minima, (iii) Pore resealing, in the presence 
o f  a local m inim um  (e.g., as in the roo = 65 nm curve o f  Fig. 13), becomes a two-step 
process. An initial rapid decrease is expected to occur due to the diffusion o f  pore with 
radii sm aller than the local m inim a tow ard small r  space. However, those lying beyond 
the local m inim a will rem ain “ trapped”  and will diffuse to lower r values very slowly. 
Hence, conceivably, a small fraction o f  the pore will remain open for long times, 
provided the initial voltage and tim e duration were sufficient to carry them  over the 
barrier, (iv) Finally, the tw o-step process implies that there is an optim al tim e-w indow  for
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cellular destruction. If, for example, a second voltage pulse can be applied before the fast 
first-step has not fully com pleted, the potential for dam age will be rather high. On the 
other hand, applying a second voltage pulse after the end o f  the fast resealing process,
1 0«
10®
1tH10®
Time in Seconds
0.5 1.0 1.5
Time in Milliseconds
2.0 2.5
Fig. 14 Sim ulation result for the pore density evolution w ith tim e in response to 4 ms, 10 kV/cm  
rectangular electric pulse, (a) Logarithm ic scale, and (b) sem ilogarithm ic graph.
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only a few  pores will be open, and a high m em brane potential will not be developed due 
to their high conductivity. This suggests that for maximal damage, a series o f  short pulses 
w ith delays less than that o f  the fast process tim e constant will be m ost desirable.
4.2.2 Self-consistent T ransm em brane Voltage C alculation
Self-consistent sim ulations based on the coupled Laplace-N em st-Planck- 
Sm oluchowski equations were carried out next to evaluate the tem poral response to 
ultrashort, external electric pulses. A 10 kV/cm  rectangular external electric field pulse 
w ith a 4 ps duration was assumed. These param eters were chosen in keeping with actual 
pulsed field experim ents conducted on E. coli in our laboratory to facilitate com parisons 
betw een theory and experim ent. The cell radius was chosen to be 1.0 pm  and a 
m em brane thickness o f  5 nm  that is roughly characteristic o f  E. coli. Fig. 14 shows the
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Fig. IS Calculated tem poral variations o f  the transm em brane potential in response to a 4 ps, 10-
kV/cm rectangular electric pulses.
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dynam ic evolution o f  the pore density. An initial delay o f  about 5 ns seen in Fig. 14(a) is 
due to m em brane charging and for Vmem to build up to levels at w hich the pore creation 
rate becom es substantial. A  peak value o f  about 2><1014m '2 is reached after about 20 ns. 
Subsequently, the pore density shows a slight m onotonic decrease over the rem aining 
duration o f  the 4 ps external pulse. This occurs due to a substantial increase in the 
m em brane conductance and a consequent decay in Vmem that controls the pore generation. 
Details o f  the tim e-dependent m em brane voltage are shown in Fig. 15. The voltage 
exceeds 1.0 V at about 15 ns, and reaches a peak value o f  roughly 1.2 V. A t this point the 
pore conductance increases to such a degree that the voltage across the m em brane 
capacitance begins to fall. The overall result is a “ voltage overshoot”  behavior. It agrees 
well with a previous report on the tim e-dependent behavior o f  the m em brane voltage by 
M eier et al. [115], As the external electric field is turned o ff  beyond 4 ps, the 
transm em brane potential falls dram atically w ith a tim e constant in the sub-m icrosecond 
range. The fast drop o ff  is the result o f  a large conductance, and hence, a low internal 
“ R C ”  tim e constant. A final steady-state value o f  about 280 mV, equal to the rest 
potential is finally reached. The corresponding influence on the pore density, as seen 
from Fig. 14(a), is a sharp decrease by about fifty percent following the turn-off. Beyond 
this, the density continues to decrease, but at a relatively low rate until about 0.1 ms. This 
implies that many o f  the pores tend to rem ain open, well after the 4 ps pulse is switched 
off. Flence, a second electric pulse applied w ithin this duration is likely to have a 
substantial dam aging effect. This is borne out in our experim ental m easurem ents on E. 
coli, as discussed later. Also, this 0.1 ms tim e delay corresponds well with an 
experim ental report by M eier et al. [115], Beyond 0.1ms, the rate o f  pore reduction
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increases. The long tim e behavior can best be gauged from the sem ilogarithm ic curve o f  
Fig. 14(b). It shows a gradual slowing in the resealing rate. A t the 2.4 ms instant, and 
“effective decay tim e constant”  o f  4.5x1 O'3 s is com puted from the results. Based on this 
tim e constant, a lower bound on the duration for near-com plete pore resealing can be 
estim ated. It works out to 0.12 s. In actuality, though, the duration would be even longer 
since the decay curve o f  Fig. 14(b) exhibits a continuous slowing down. It is, therefore, 
natural to expect that the pore decay will weaken even further at longer times, and 
resealing durations spanning several seconds or even minutes, will result. In any case, the 
projected resealing values are in the lC r'-lO 2 s range, in keeping w ith experimental 
reports [116, 117].
The dynam ical behavior can easily be understood in term s o f  the form ation energy 
characteristic o f  Fig. 13. Initially, the pores that are not near the local minim a, and have 
values in r space that is below the barrier. These pores tend to drift and diffuse toward 
r—>0, giving rise to a fast decay. However, this leaves behind an ever-increasing higher 
fraction o f  larger pores that are near the local minima. Those near the m inim a m ove in r 
space prim arily through diffusion, and hence, the system  takes a long tim e to completely 
recover to the original steady state.
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4.3 Pore Dependent Energy Model
4.3.1 Energy Function With Variable Pore Area
-800 Ap/Ao = O .O J «  = 1 
Ap/Ag = 0.05 & U •  1 
Ap/Ao * 0.0 A a  < 1 
Ap/Ag * 0.05 4  U < 1
Pore Rsd(u* lo nanometers
Fig. 16 Pore form ation energy function for a 0.4 V transm em brane bias under various conditions o f  
surface tension and pore population.
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VAo>CM)1 ;V»<M 
ApMg. 0.05 ;V» 0.4 
Ap/Ao = 0 .0S ,V  = 0.6 
Ap/Ag = 0 05; V = OA
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Pore Radius In nanometer*
Fig. 17 Dependence o f E (r) on m em brane voltage and relative pore population.
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W hile a self-consistent solution o f  the coupled equations (3.2.3), (3.3.5d), and (3.3.6) is 
necessary, we first present some sim ple results based on Eq. (3.3.6) alone for fixed A P 
values. The m otivation for these calculations was simply to dem onstrate the changes in 
E(r) produced by the m odified m odel, and to facilitate relevant com parisons with the 
results o f  Fig. 4. Though strictly a constant A P assignm ent is inaccurate because o f  the 
dynam ic nature o f  the system, its use nonetheless helps us to provide physical insights o f  
pore diffusion in r space and afford qualitative trends o f  the n(r,t) evolution at a specific 
tim e instant. Figure 16 shows E(r) vs r w ith and w ithout the improved electrostatic 
correction term  (i.e., a, 1 and a = l ,  respectively). The calculations included two cases: one 
w ith no pores (A P /A0=0) and the other w ith a specific pore area given by A P/Ao=0.05. The 
m em brane voltage for Fig. 16 was set at 0.4 V. With a = l ,  the voltage dependent 
contribution to the pore form ation energy is quite dominant, and leads to  large negative 
E(r) values w ith a m onotonically increasing slope for larger radii. Also, there is no 
potential barrier, and this trend is predicted both w ith and w ithout pores. Due to the pore- 
dependent correction in surface tension [via Eq. (3.3.5c)], the curve w ith A / A0 -  0.05
is slightly higher. Upon including the role o f  finite ionic conductivity in the pores through 
an a (r )  < 1 term  [as given in Eq. (3.3.1)], the pore formation energy is seen to increase 
dram atically. A local m axim a corresponding to a slight potential barrier is evident in Fig. 
16 at a radius o f  about 13 nm for the a< l and AP I A o=0.05 case. Including the surface 
tension correction as well for a< l com pletely changes the energy function. Instead o f  a 
convex curve, E(r) becomes slightly concave w ith positive values throughout the entire 
0 -4 0  nm  radial ranges. Physically, this implies that the system would naturally drive the 
pores tow ards lower radii (and hence, sm aller A p/Aq) under these conditions.
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Alternatively, a pore population o f  such large radii (effectively leading to Ap IAq =0.05) 
would not be created or supported in the first place, at this 0.4 V bias. It also becomes 
apparent that the effect o f  having a finite pore population (i.e., Ap>0) is stronger when the 
ionic conduction term  (i.e., a < l)  is also taken into account.
4.3.2 Pore Density
Sim ilarly, the behavior o f  E(r) on m em brane voltage and relative pore population, but 
w ithout the dynam ic, self-consistent calculations involving n(r, t), is shown in Fig. 17 At 
the lowest m em brane bias o f  0.4 V and a relatively high Ap IAq, ratio o f  0.05, the E(r) 
curve is positive and exhibits a m onotonic increase w ith radius. For a slightly lower value 
o f  Ap A4o=0.01 at 0.4 V (correspondingly also to a lower surface tension), the curve is 
dram atically altered and exhibits a local m axim a at r~16.5 nm, w ith negative E(r) values 
beyond 31 nm. Thus, there is a shift from an unconditionally stable situation for 
Ap / A0 -  0 .05, to potential instability w ith a change in the pore population. The curve for
a 0.6 V m em brane potential and Ap I A  o=0.05 exhibits a concave structure with a clear 
energy m inim a at around 7 nm. Thus, under these conditions, the cell is predicted to 
rem ain perforated in a stable m anner w ithout irreversible rupture. Finally, at a still higher 
bias o f  0.8 V, the trend rem ains unaltered, though the location o f  the stable m inim a is 
predicted to shift to the higher radial value o f  18 nm. The central point that becomes 
transparent from  the curves o f  Figs. 16 and 17 are that the stability o f  the porated cell is 
delicately controlled by a com bination o f  param eters that include surface tension, the ion 
conductance, and pore population. Furtherm ore, the m odified energy model predicts that 
changes in the m agnitude and slope o f  E{r) can easily occur to profoundly im pact the
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diffusion o f  pores in r space. Finally, a self-adjustm ent in E(r) arising from  changes in 
n(r,t) [and hence, A P IAq\ would m ake it possible to curb uncontrolled pore growth and 
expansion.
For* Radiu* in meter*
Fig. 18 Calculated pore distribution n(r) at tim e instants o f 1.0 and 1.5 ms in response to a 1.0 V, 1 ms 
electrical pulse. Curves with and without the pore area dependence in the energy m odel are shown.
4.3.2 Summery
Self-consistent calculations were perform ed next by coupling the Smoluchowski 
equation with Eq.(3.3.6) for the pore form ation energy. A 1.5 V, 1 ps external pulse was 
assum ed for the analysis. For purposes o f  quantifying the role o f  a pore area on the 
dynam ic evolution, tw o sets o f  sim ulations were carried out. In one, a constant surface 
tension was used [i.e., r eff (Ap=0)], while for the other sim ulation set, a pore area- 
dependent form ation energy as given by Eqs. (3.3.5c) and (3.3.6) were utilized. Results 
o f  the pore density distributions n{r) for both sim ulation conditions are shown in Fig. 18
I I I I 1 1 |
I I
With Pew  Area Correction ;T = 1.0 |4S 
No Pore Area Correction ; T = 1.5 ps 
With Pore Area Correction ;T = t.S pe
Z fc ljL
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at the specific tim e instants o f  1.0 and 1.5 ps. Com parison o f  the tw o 1.5- ps curves (with 
and w ithout the area correction, i.e., Ap*-0 and AP=0, respectively) o f  Fig. 18, brings out 
the follow ing features.
(i) A stronger peak w ith inclusion o f  the pore area term  that roughly lies at a radius o f  
0.77 nm. W ithout the pore area term, on the other hand, the m ost probable radius is 
predicted to be som ew hat larger at 0.82 nm.
(ii) W ithout the pore area term, the n(r) distribution is predicted to have a much larger 
spread w ith pore radii as large as 27 nm. With AP^ 0, the m axim um  pore radius after 1.5 
ms is predicted from Fig. 18 to be only about 13 nm. These results can easily be 
understood in term s o f  a higher pore form ation energy (as show n qualitatively in the 
curves o f  Fig. 16) for Ap*0, and the positive slope that leads to diffusion in r space 
towards sm aller radii. Thus, the overall result is a faster recovery upon the inclusion o f  
the pore dependent (and hence, variable surface tension) factor. The 1.0- ps curve for 
Ap^Q is flatter than the corresponding 1.5- ps curve w ith a larger variance and higher 
peak pore radius, as m ight be expected. W ith the voltage pulse ju st at the point o f  being 
turned off, the pore distribution is out o f  equilibrium , but begins its shift towards a low 
profile, equilibrium  profile.
The effects o f  including the pore-dependent form ation energy E(r) are also made 
evident through the tim e dependence o f  the average pore radius <R(t)>. Plots o f  <R(t)> 
up to a 1.5 ps tim e, w ith and w ithout the pore area factor, are shown in Fig. 19. Both 
curves increase m onotonically as long as the 1- ps voltage pulse rem ains effective. 
However, the grow th o f  pores is not quite as rapid for Ap*0, and hence, the average 
radius does not increase quite as much. Beyond 1 ps, both curves begin to decrease as the
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pores begin to shrink. However, for AP* 0, there is a driving force tow ards sm aller radii 
for pores o f  all sizes as governed by a positive slope for the E(r) function.
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Fig. 19 Results o f  the average pore radius <R (t)>  to dem onstrate the effect o f  including a pore
dependent energy model.
Consequently, the average size decreases at a fairly rapid rate. However, in the 
absence o f  a pore area term, the E(r) function has a local maxim um  at about 18 nm as 
given by the V-0  curve o f  Fig. 4. Consequently, pores with radii below 18-nm shrink, 
while those above 18 nm continue to grow. The tw o alm ost offset each other, and only a 
small net decrease in <R(t)> is predicted in Fig. 19. The tim e evolution o f  the pore 
form ation energy E{r,t) that dictates the dynam ics and m ovem ent in r space, is shown in 
Fig. 20. W ith no pore corrections, E{r) at 1.5 ps exhibits a slight m axim um , and has both 
positive and negative slopes. W ith AP taken into account, a concave curve with a positive 
slope is seen for both the 1.0 and 1.5 ps tim e instants. The 1.0- ps curve is slightly higher 
because o f  the higher pore area at this earlier time. As the system  tends towards
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equilibrium  and pores shrink, the pore area decreases and leads to a lowering o f  the E(r) 
curve. The dynam ic feature o f  E(r,t) is thus made obvious.
With Area Correction;
T - 1.0 pa 
No Area Correction;
T= 1.5 ps 
With Area Correction; 
T= 1.5 ps
10 15 20 25 30
Pore Radius in nanometers
35 40
Fig. 20 Pore form ation energy E(r,t) under three conditions showing its dynam ic nature.
4.4 Cellular Deformation Calculations
4.4.1 Electro-induced Cellular Shape Changes
N um erical calculations based on the equations o f  the previous section were 
perform ed to determ ine the effect o f  external electric fields on cellular shape changes. A 
list o f  param eters used in the com putations is given in Table 4. For accuracy the full 
stress theory [i.e., Eqs. (3.4.2) and (3.4.3)] was used without neglecting the bending 
forces and moments. A fourth-order Runge-K utta m ethod was used to num erically solve 
the resulting coupled differential equations. For self-consistency, the electric fields at the 
surface for each geom etrical shape had to be computed. This, in theory, can be 
accom plished by applying boundary conditions [Eq. (3.4.9)], and solving for all the
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Legendre-polynom ial coefficients. However, such a procedure presents tw o practical 
difficulties. First, for successful num erical solution, a finite set o f  difference equations is
Table 4 Param eters used in the deform ation model.
Param eter Value Source
kr! (F m '1) 8 0 x 8 .8 5 x l0 '12 [86]
kr2(Fm -') 2 x 8 .8 5 x l0 '12 [86]
a (m) 1 x 1 O'6 [8]
t (m ) (3-5) x lO '9 [8]
K(J) 5x1 O'20 [92]
needed. This implies having to invoke additional (perhaps arbitrary) conditions on the 
infinite Legendre series for closure. Second, evaluation o f  the normal derivatives [as in 
Eqs. 3 .4 .9 (c)- 3.4.9(d), for example] and radius o f  curvature [e.g., r\ in Eqs. (3.4.2) and
(3.4.3)] is “ noisy”  and leads to inaccuracies in num erical im plem entations. In order to 
circum vent the above difficulties, a slightly different approach was used here for the self- 
consistent analysis. A  coupled iterative procedure was followed. First, Esq. (3.4.2) and
(3.4.3) w ere solved for the applied electric-field value (i.e., w ithout se lf consistent 
polarization corrections) to yield the deform ed cell shape. N ext, this shape was 
param eterized into an “ ellipsoidal”  form by a curve-fitting procedure that yielded the 
best fit values o f  the semi m ajor and semi m inor axes, a and b, respectively. The 
equations for the electric-field distribution for the ellipsoidal geom etry [as given in Esq. 
(3.4.14) and (3.4.15)], were then applied. This updated electric-field distribution was 
used once again to yield a more realistic shape based on Eqs. (3.4.2) and (3.4.3), and the 
process iterated until convergence. Obviously, since the deform ed cell shape can, in 
principle, deviate appreciable from an ellipsoidal geom etry at high electric fields (E) or
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large m em brane thickness (t) values, the sim ulations w ere carried out for relatively small 
E  and t m agnitudes.
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Fig. 21 C alculated equilibrium  cell shapes along they-z  plane in response to applied electric fields o f  
0 ,2 0 , 50, and 70 kV/cm . Polarization effects were ignored.
Results for an initial spherical cell o f  thickness 2 nm  having a 1 mm radius (typical o f  E. 
coli cells, for exam ple) In response to various electric field values are given in Fig. 21. 
Field m agnitudes ranging from 0 -7 0  kV/cm  were used. The Poisson’s ratio n was taken 
to be 0.2. The steady-state deform ed cell shapes for positive z and y  variables in the x= 0 
plane, are show n in Fig. 21. Due to the inherent sym m etry o f  the problem , only the first 
quadrant is specified for simplicity. The shape changes from a perfect circle for E=0 
V/cm, to ellipsoidal w ith increasing eccentricity at higher fields. The corresponding 
forces per length A^((j)) and iVo(<|>) are shown in Fig. 22 for fields o f  20, 50, and 70 kV/cm. 
The m agnitudes range from 0 to about 25 mN/m. The values o f  Afy are positive, 
independent o f  the angle, and increase w ith field. This implies that N$(§) produces a
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constant tension across the mem brane. Plots o f  jVe(<t>) show positive m agnitudes for 
angles below  30°, and becom e progressively negative reaching a m axim um  along the
10- 
5 -  
0- 
J j  •5-
J.
J - I Q ­
'SS -13-
£
- 2 0 -  
•25 -  
- 30 -
0 10 20 30 <0 50 60 70 80 80
Angle in Degrees
Fig. 22 Corresponding forces per length N J $ )  and Ne(0) for applied fields o f  0 ,2 0 ,5 0 ,  and 70 kV/cm.
equatorial plane. The signs are simply the result o f  the chosen § direction as depicted in 
Fig. 6. A t low angles (i.e., close to the sem i-m ajor axis), positive N q(§) denotes a state o f  
tension w ith com ponent roughly transverse to the z-axis. The negative values near <f> ~ 
90°, for exam ple, signifies a transverse (i.e., x-z plane) com pression in response to the 
tension in the y-z  plane. As reported in the literature [118], the typical tension for 
m em brane rupture is in the range 1-10 mN/m. O ur results are thus in very good 
agreem ent, and show that for applied electric fields o f  50 kV /cm  and higher, one can 
expect m em brane rupture simply based on electrom echanical considerations. The exact 
value will obviously depend on the rigidity param eter K  and the Poisson’s ratio v, but the 
m agnitudes as predicted by this sim ply analysis should roughly rem ain valid.
The deform ed cell shape strongly depends on the cell characteristics. Changes in the 
rigidity param eter or the m em brane thickness alter the force distributions, and hence,
 N*,£ * 20 KV/cm v
 M0 ,6  * 20 KV/cm v
 ■M4„E = 50 KV/cm v
 Ne,e = 50kVfcm -s,
 N*,e = 70 KV/cm *'•
 N e ,g -70 KV/cm
— i---------1---------1---------1---------1........... r    i i
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Fig. 23 Deform ed cell shape results for various m em brane thicknesses and applied fields o f 20 kV/cm
and 50 kV/cm .
affect the overall shape. Calculated results o f  the deform ed geometry for a 1 m m  radius 
starting from  an unstressed spherical cell are given in Fig. 23. The m em brane thickness 
ranged from  2 -5  nm and various electric fields were used. The curves o f  Fig. 23 show 
very clearly that besides applied electric fields, the deform ation is controlled by the 
m em brane thickness, and increases w ith “ t.” As the thickness changes from 2 to 5 nm, 
the geom etry is m odified from spherical to ellipsoidal and then begins to  assum e a 
“ peanut”  shape (or discocyte transform ation [119]). Based on the trend evident in Fig. 
23, one could qualitatively predict an eventual shift towards “dum bbell” geom etry at 
higher fields, or thicker m em branes, or under conditions o f  a sm aller rigidity parameter, 
or w ith a larger Poisson’s ratio. Such calculations for strongly deform ed shapes, however, 
have not been shown here since the perturbative theory used in this analysis could be 
called into question for large deform ations. In any case, it becom es evident that 
deviations from  a simple geom etry are indeed possible, and that the ellipsoidal form often 
used in previous w ork may not be the m ost accurate representation. It may also be
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m entioned that in actual practice, a slight change in the m em brane thickness is likely 
during cellular deform ation process. For example, a net expansion o f  the surface area 
would give rise to a marginal decrease in the m em brane thickness “ t.” Based on the 
results o f  Fig. 23, such a “ second-order”  effect on “ t”  would work to slightly diminish 
the overall deform ation.
20-
1 5-
.52 1 0 -
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■20
0.0 10 20 30 40 50 60 70 80 90
Angle in Degrees
Fig. 24 Electric-field profiles just outside a 1 mm radius spherical cell in response to an 
external 20-kV/cm  field. The relative perm ittivities for the m em brane and surrounding media
w ere set at 81 and 2, respectively.
Deviations in the electric-field distribution due to the presence o f  the dielectric m edia 
are discussed next. The field profile for the com ponents Ey and Ez are shown in Fig. 24 
for a 1 mm radius spherical cell subjected to an external 20 kV /cm  field was used, with 
relative perm ittivities o f  81 and 2, respectively, for the mem brane and surrounding media. 
D ue to induced charges on the dielectric spherical mem brane, the electric-field lines Ez 
deviate from their parallel orientation and tend to cluster at the cell. Consequently, the 
radial field increases w ith the largest change from  the 20kV/cm  value at the pole which 
corresponds to <f> = 0. As expected, the radial com ponent falls to zero at the equatorial 
plane which corresponds to ^  = 90°. Due to the field distortion, the resultant field is no
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longer solely along the z direction, but instead has a small Ey com ponent (largest at </> = 
45°) and a deviation about the 20 kV /cm  level in Ez. M ore significantly, the transverse 
com ponent w ith polarization is sm aller (i.e., less negative) which will lead to a decrease 
in the equatorial “ flattening.”
4.4.2 Cellular Volume and Surface Area
Finally, self-consistent numerical sim ulations were carried out to evaluate the field- 
dependent changes in the cell volum e and surface area. The rationale for this calculation 
was the following: From  an experim ental standpoint, observations o f  absorbance 
dichroism  and changes in optical scattering can be made, and these effects are associated 
with variability in cell surface area. It is, therefore possible to quantitatively observe and 
m onitor areal changes and gauge the dependence on applied electric field through optical 
m easurem ents. Analysis o f  such field-dependent variations is thus a m eaningful first step 
tow ards com parisons w ith experim ents, and for data interpretation.
3.5
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Fig. 25 The bending m om ent and associated transverse force for applied field o f 20
kV/cm for an initial 5 nm spheroid.
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Fig. 26 C alculated variations in the cellular surface area and volum e with applied electric field for an 
initial 1 mm cell radius and S nm m em brane thickness.
Figure 25 shows the bending m om ent M j, (tf>) and associated transverse force Q<j>{<p) 
for an applied field o f  20 kV/cm  for an initial 5 nm sphere. As seen from  the curve, the 
m agnitude o f  M $ (<p) is negligibly small and has a nearly constant value o f  about 3 x l0 '12 
Newtons. The curve for Me {(p) was nearly identical to that o f  M^ {(/>), and so has not been 
shown separately in the figure. This Me (tp); M fs (<p) condition obtained here is in keeping 
with a previous result reported by Pam plona and Calladine [120], The angular 
dependence o f  Q# (tp) from Fig. 25 is seen to be sym m etric about tp = 45°, and also has a 
relatively small value. Thus, com pared to both N$ (tp) and N$ (<p), the variables Qf {(p), 
M e(tp), and M^ (<p) can all be neglected as has been done in the past. Finally, Fig. 26 
shows the fractional change in the cellular surface area and volum e as a function o f  the 
applied electric field. Two points are evident from the results. First, both curves exhibit a 
rough quadratic behavior.
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This is in keeping with som e recent optical scattering experim ental data [121]. The 
exact m agnitudes, however, are subject to the inaccuracies and uncertainty o f  the material 
param eters such as the rigidity K  and Poisson’s ratio n. Hence, the data o f  Fig. 26 does 
not lend itself to a direct com parison with experim ental data. However, the general 
electric-field dependent trend predicted here has been shown to be accurate. A second 
point about Fig. 26 is that the change in cell volum e is larger than the corresponding areal 
variation. This is to be expected as the volum e scales m ore rapidly than the surface area, 
at least for the simple ellipsoidal shapes. A t higher electric fields beyond the 25kV/cm  
value shown in Fig. 26, it is conceivable that the areal variations becom e larger as the cell 
changes from  an ellipsoidal to a “ peanut-discocyte geom etry”  as shown in Fig. 23 for 
the 50 kV /cm  field.
4.5 Cellular Manipulations
Cell properties, such as conductivity, perm ittivity, and m em brane thickness play an 
im portant role in electroporation. It is well known that normal and m alignant cells have 
different dielectric and geom etric properties [122]. I f  should, therefore, be possible to 
take advantage o f  this difference, and possibly use ultra-short pulses for selective 
destruction.
4.5.1 Transmembrane Voltage of Tonsillar B-cells
Here, as an example, we chose normal and m alignant (Farage) tonsillar B-cells to 
look at differences in response. Param eters used in our sim ulation are shown in Table 5. 
Sim ulation results o f  the tim e dependent transm em brane potential for a normal B-cell 
subjected to a trapezoidal pulse are shown in Fig. 27. The pulse was 45kv/cm  in
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magnitude, w ith rise and fall tim es o f  10ns, and 50ns, respectively. During the initial 500 
ns o f  the sim ulation, there was no external pulse. However, this tim e was used to allow 
the system  to reach an initial steady state. In Fig. 27, the outer m em brane is predicted to
Table 5 Sim ulation param eters o f  norm al and m alignant tonsillar B-cells [122].
N orm al B-Cell C ancer ( Farage) B-Cell
Conductivities (S/m):
Environm ent 0.6 0.6
Cell m em brane 5 .6 x l0 '5 9 .1 x l0 '6
C ytoplasm 1.31 0.48
N uclear envelope 1.11x10'" 4 .4 x l0 '3
N ucleoplasm 2.04 1.07
Relative Permittivity:
Environm ent 80.0 80.0
Cell m em brane 12.8 9.8
Cytoplasm 60.0 60.0
N uclear envelope 106 60.3
N ucleoplasm 120.0 120.0
Geometry parameters (pm):
Radius o f  the sim ulation region 10.0 10.0
Radius o f  cell 3.3 5.2
Thickness o f  cell mem brane 0.007 0.007
Radius o f  nucleus 2.8 4.4
Thickness o f  nuclear envelope 0.04 0.04
porate after about 25 ns. The nuclear mem brane, however, holds o ff  the voltage w ith the 
transm em brane potential reaching a m axim um  o f about 4 Volts. Effective conductivities 
o f  m em branes versus tim e are shown in Fig. 28. It shows the initial conductivity o f  the 
outer m em brane is m uch low er than that o f  the nuclear mem brane. However, upon the E- 
field pulse, the outer m em brane porates, and its conductivity increases dram atically, 
surpassing that o f  the nuclear mem brane. The pores form very quickly after the 
term ination o f  the pulse. Fig. 29 shows the tem poral developm ent o f  the average pore 
radius at the outer and nuclear m em branes for a normal B-cell. During the first 500 ns, 
pores form and reach a near steady-state radius o f  about 0.75 nm. Application o f  the
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external pulse at t  = 500  ns, causes a sudden surge in pore formation. Since these newly 
formed pores are o f  relatively small radius, the overall average exhibits a near- 
instantaneous drop. However, as the newly formed pore grow in size, the average pore
E = 45kv/cm, 10ns rise time +50ns on time+10ns fall time
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Fig. 27 Time dependent membrane potentials.
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radius begins to increase, and eventually and eventually surpasses the -0 .75  nm
equilibrium value. If the electric field intensity is increased from 45kv/cm to lOOkv/cm, 
the nuclear membrane o f normal B-cell was found (not shown here) to remain intact 
while the outer cell membrane porated.
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Fig. 30 Membrane conductivities vs. time for cancer cell.
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On the other hand, for cancer cells, the simulation predicted both membranes would be 
porated. Fig. 30 shows the effective conductivities o f both the outer and nuclear 
membranes changing with time. Thus, our calculations clearly show that normal B-cell 
and cancer B-cell have different responses to nanosecond pulses. A summary o f the 
results under various E-pulse stimuli is given in Table 5. It becomes obvious that for 
normal cell, no matter what the electric pulse intensity, the nuclear membrane would not 
porate. However, for the Farage cells, nuclear membrane poration is predicted for pulse 
intensities o f  ~100kv/cm, or higher.
4.5.2 Temperature increase of tonsillar B-cells
Through the present simulations, it becomes possible to obtain the spatial profiles o f  the 
temperature rise. Neglecting heat outflow over the ultra-short, time scales, the maximum 
temperature rise, A T , can be calculated for each spatial segment as:
A T  = [j f  <7(/)(£* (/) + E ? ( t) )d t] /m c  ] , (4.5.1)
where m is the mass o f each cellular element, and c the specific heat. Fig. 31 shows the 
temperature distribution o f a normal B-cell. The direction o f external E-field is shown in 
this plot. A very high 225kv/cm intensity was chosen, with 1.5 ns rise and 10 ns fall 
times. Since the nuclear membrane is not porated, only displacement currents can flow  
through it. Consequently, the inner nucleus has the lowest temperature. Due to outer 
membrane poration, some conduction current does flow within the cytoplasm, giving rise 
to a slight temperature increase. However, the strongest change is predicted in the outer
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suspension, with a hot spot o f  T~ 2 C. For the lower 100-kV/cm pulse, the peak 
temperature rise would be less than 0.4 C, signifying a virtual non-
Table 6 Result summary for Normal and Cancer cells.
Normal B-cell Outer membrane 
electroporated?
Inner Membrane 
electroporated?
E: 15kv/cm, 5ns+10ns+5ns No No
E: 45kv/cm, 10ns+50ns+10ns Yes No
E: lOOkv/cm, 10ns+50ns+10ns Yes No
Cancer B-cell (Farage)
E: 15kv/cm, 5ns+10ns+5ns No No
E: 45kv/cm, 10ns+50ns+10ns Yes No
E: lOOkv/cm, 10ns+50ns+10ns Yes Yes
E: 225kv/cm, 1.5ns+10ns+1.5ns Yes Yes
thermal condition. Fig. 32 shows that the temperature distribution in a cancer B-cell. It, 
however, is quite different. Due to poration, the hot spot occurs within the cytoplasm. 
This would be detrimental to cell viability. Thus, once again, we predict E-field induced 
damage to cancer cells.
E ■ 225kv/cm, 1,5ns rise time +10ns on time+1,5ns fell time, normal B-cell
Radius(micros)
Redius(micros)
0 o
Fig. 31 Results of temperature change for normal cell.
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4.6 Molecular Dynamics
Simulations were carried out to probe the dynamics o f  molecular movement and 
possible pore formation at the membrane in response to an external electric field pulse. 
The L-J, ball-spring model described above was used for the phosphatidylcholine 
segments. Water molecules as well as a pair o f  positive and negative ions were included 
in the simulation. In order to avoid possible “recombination” effects, the ions were 
placed on opposite sides o f the membrane. The membrane was taken to be “free­
standing” and periodic boundary conditions were applied along the transverse direction. 
Results for a 100-kV/cm pulse o f  0.6 ns duration are shown in Fig. 33. Though the actual 
pulse durations in on going experimental work is typically between 7 ns -  10 ns [123, 
124], much shorter times were used here to alleviate the computational burden. The 
central goal was to gauge the qualitative trends, and to ascertain whether the model 
predictions were in keeping with actual observations.
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(a) Initial state (0.01ns) (b) (~0.046ns)
(c) (~0.075ns) (d) (~0.23ns)
(e) 0.6ns
Fig. 33 Snapshot of molecular arrangement. External E field is 0.01 V/nm, and the pulse duration is 
0.6ns. Lipids are red, water is blue, negative ion is yellow and positive ion is green.
Fig. 33(a) shows a snapshot o f  the molecular arrangement soon after the 
commencement o f  the external 0.6 ns pulse. The time instant is 0.01 ns, and lipid bilayer
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exhibits a nearly uniform thickness o f  5 nm, but with some flexibility due to the motion 
o f  the individual constituent atoms. The water molecules are almost entirely on the 
outside (upper and lower) regions. The positive ion (yellow) is at the top, while the 
negative green ion is shown to be below the membrane. The snapshot at time 0.046 ns 
shown in Fig. 33(b) reveals a slight distortion in the membrane structure, with a slight 
intrusion o f the negative ion along with a few water molecules on the lower side. The ion 
is driven by the external electric field. The picture at a slightly longer 0.075 ns instant, 
shown in Fig. 33 (c), clearly demonstrates the inability o f the ions to penetrate the lipid 
bilayer membrane. Despite the slight intrusion o f the negative particle (as in Fig. 33 (b)), 
the ion was unable to pass through the membrane. The many-body L-J repulsion 
effectively served as a time-dependent energy barrier. At about 0.23 ns, a small nano­
sized pore was seen to form as shown in Fig. 33 (d). This pore was permeable to water 
molecules. However, in this simulation (along with other simulations at lower fields, but 
not shown here), the ions were not able to either squeeze through the membrane or pass 
through the pore. Finally, Fig. 33 (e) at the last simulated time o f  0.6 ns clearly shows a 
well-defined aqueous pore in the middle o f  the membrane. The lipid heads at the 
periphery o f  the pore are seen to have undergone a structural re-organization. The 
repulsive hydrophobic interaction between the water molecules and the lipid tails forces 
the heads to turn, forming a semi-circle at the two boundaries o f  the pore-lipid interface. 
Such rearrangement is in keeping with predictions made several years ago based on 
surface tension and energy minimization arguments [125, 126].
Unlike the previous treatments, however, the present approach affords a full 
dynamical treatment. It clearly shows that nano-pores in biological membranes can form
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in response to a high external electric field within 1.0 ns. The results also demonstrate 
that despite the pore formation at the high electric field of 100 kV/cm, a large ion 
throughput is not necessary. This is due in part to the relatively low density of ions 
within the aqueous media. Furthermore, the relatively small size of the pore (nanoscale 
dimensions) and the dipole drag of water molecules prevent easy ionic pass-through. It 
might be pointed out, however, that our simulations were carried out only for a relatively 
short 0.6 ns time frame, and does not discount the possibility of ion transport at later 
times. This result suggests an upper bound of about 0.26 nA [=(1.6 x lCT19)/(0.6 x 1CT9)] 
on the current throughput during the initial pore-formation stage. For the actual times of 
7-10 ns, it is quite likely that some ions would be able to pass through the membrane. 
However, it appears that their flux is likely to be relatively low. Finally, our results 
predict that larger molecules would be unlikely to pass through the membrane in response 
to the nanosecond electric pulses. This is in keeping with the actual observations of 
negligible Propidium Iodide (PI) throughput in various cells under such pulsed conditions 
[127, 128]. The relatively large radius of PI (roughly 0.6 nm), coupled with its relatively 
low concentration, would make it difficult to allow for a rapid influx. We predict that 
since the nano-pores remain open for a relatively long time, a slow diffusion inflow 
would be possible over extended time scales. Such slow and gradual uptake of PI has 
been observed.
Simulations at zero electric were also carried out as a validity test of the present 
numerical approach. One expects almost no pore formation or any throughput of water. 
This was bourn out in the results of Fig. 34. The location of the membrane atoms and the
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water molecules after 0.01 ns from the start o f  the simulations is shown in Fig. 34(a). 
The fluctuation o f  the freestanding membrane arising from the random thermal
(a) -0.01ns (b) ~ 0.2ns
Fig. 34 Snapshots: no pore forms and no water molecules go through the membrane. No external E 
field. Water molecules are blue and PCs are red.
velocities and collective L-J interactions is obvious. The picture at a later 0.2 ns instant 
shows a slight change in membrane shape without the formation o f  an internal water 
channel.
Results at the higher electric field intensity o f  500 kV/cm are given in Fig. 35. 
The general trend towards a single pore formation is similar to that obtained in Fig. 33. 
However, the pore forms a little faster due to the larger electric field. For example, a near 
final steady state is predicted after only about 0.3 ns (Fig. 35d), unlike the much longer 
0.6 ns needed for 100 kV/cm as in Fig. 33 (e). This is indicative o f  the role o f  ions in the 
aqueous medium and their associated cloud o f water molecules. Since the membrane was 
assumed to be charge neutral, there should not have been any difference in the pore 
formation otherwise. Also, at this large electric field, the ions were clearly seen to pass 
through the membrane. For example, the negative ion (green sphere) is seen to move up 
through the membrane starting before 0.026 ns (Fig. 35b) and emerges at the opposite 
end at about 0.029 ns (Fig. 35c). However, it may be pointed out that in practical
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experiments, such large average electric fields o f  500 kV/cm have not been applied. 
Also, the entry o f  water molecules upon membrane pore formation would work to restrict 
the local electric fields due to the increased relative permittivity o f  the aqueous medium. 
In any case, one charge was seen to pass through the membrane during the first 0.03 ns. 
This corresponds to an average current throughput o f about 5 nano-Amperes or lower. 
This value is roughly in agreement with reported measurements [129, 130].
(c) (d)
Fig. 35 Snapshots: Small pore forms and water molecules go through it. The E field is 0.05V/nm, and 
pulse duration is 0.3ns. (a) Initial state (0.01ns); (b) Negative ion starts go in the membrane (0.026ns);
(c) 0.029ns; (d) ~0.3ns
A final issue addressed here based on the simple ball-spring, L-J model pertains to 
PS extemalization. Experiments involving Jurkat cells [128]-[131] exposed to 
nanosecond electric pulses (~7ns-10ns) have revealed a field-induced extemalization o f
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phosphatidylserine from the inner to the outer leaflet o f  the cells. Electric fields o f  about 
100 kV/cm were seen to be sufficient for the PS extemalization. Since PS is a charged 
phospholipid, the electric field is expected to provide a strong driving force for this 
translocation. However, the exact mechanism is not entirely clear, and following two 
possible scenarios exist, (i) Either the PS is pushed outwards by the electrostatic force, 
and emerges on the outer leaflet by overcoming the repulsive interactions o f  the 
neighboring lipids. This would correspond to field-assisted PS “drive-through”, and 
require overcoming the internal activation energy barrier, (ii) A second possibility 
involves a pore-mediated event, with the PS molecule diffusing out through pores that 
might first be formed at the cell membrane by the external field. As already shown here 
(Fig. 33), a membrane nano-pore can form at the 100-kV/cm field. Hence, diffusion 
through the pore is a certainly a possibility. Also, simple arguments can be put forth 
against the P drive-through scenario. For example, the maximum energy gain for a singly 
charged PS molecule would take place under totally non-dissipative conditions. This 
energy gain during the course o f  a ~5 nm transmembrane movement at a 100 kV/cm field 
would roughly be 0.05 eV. However, the activation barrier for translocation is known to 
be about 100 kJ/mol or 1.0 eV [131], and hence, discounts the drive-through scenario. 
Also physically, a translocation o f PS in the absence o f pore formation would lead to 
strong membrane distortion, as the neighboring molecules would not have much space to 
maneuver and relax the internal perturbation. Here, we use our numerical model to 
demonstrate that a simple “drive-through” o f  the PS molecule that overcomes the internal 
energy barrier, is not possible at fields o f  100 kV/cm or even 200 kV/cm. Instead, the
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pore formation followed by PS diffusion at much later times, appears to be the natural 
process.
Simulation results at a 200-kV/cm field for a cell membrane containing one PS 
segment (green chain) on the inner leaflet embedded between phosphatidylcholine lipids 
are shown in Fig. 36. A higher field o f  200 kV/cm (rather than 100 kV/cm) was 
deliberately used to emphasize that a PS drive-through movement could not possibly be 
achieved. The configuration at a relatively early time o f  0.02 ns is given in Fig. 36(a). 
Some general fluctuations associated with molecular motion are evident. The snapshot at 
0.081 ns reveals the beginning o f a pore on the right side. The PS is seen to have moved
(c) (d)
Fig. 36 Snapshots: ps is on the inner leaflet and cannot be externalized under high external field. The 
E field is 200kV/cm, and the puise duration is 0.3ns. (a) ~0.02ns, (b) -0.081 ns), (c) -0.161ns, (d) ~
0.20ns.
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up slightly due to the electrostatic force from the external field. In Fig. 36(c) after 0.16 
ns, the pore on the right has nearly formed. The head groups o f  adjacent PC segments 
begin to rotate and form  a boundary on either side o f  the pore. The PS is seen to remain 
at the bottom  half, and besides causing a slight mem brane distortion, does not move 
much. Finally, after 0.2 ns in Fig. 36(d), a near steady state is reached. The PS has not 
translocated, and merely produces a slight upward shift o f  the m em brane due to the 
electrostatic force on its charged lipid head. W hile not shown, it is expected that after 
m uch longer tim es, the PS could well diffuse and externalize by passing through the pore 
to its right.
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C H A PTER  V  
CONCLUSIONS AND FUTURE RESEARCH
5.1 Research Summary of High-Intensity Nano-pulsed Electroporation
In this study, an improved model that includes a dependence o f  pore population and 
density on the pore form ation energy was presented. The model also allowed for variable 
surface tension, and incorporated the effects o f  finite conductivity on the electrostatic 
correction term. Finally, the model developed and im plem ented was dynam ic in nature, 
through its dependence on both the cell voltage and pore density. It has been shown that 
this w ill lead to tem poral variations in the m agnitude and profile o f  E(r). Such a 
m echanism  m akes E(r) self-adjusting in response to pore form ation, w ithout causing 
uncontrolled grow th and expansion. Self-consistent calculations based on a coupled 
scheme involving the Smoluchowski equation and the im proved energy model has been 
carried out. The results dem onstrate the effects o f  external electrical voltages on the pore 
dynamics. In principle, this theory can be augm ented to include pore-pore interactions to 
m ove beyond the independent pore picture. It m ust also be m entioned that the actual 
m em brane potential is m ore likely to be the sum o f  exponentials. This w ould inherently 
arise from the “ charging”  and “ discharging”  phenom ena associated with the inductive 
and capacitive elem ents inherent to the cell suspension and the external circuitry. Such 
circuit and distributed effects were ignored in the present study, as the intent was simply 
to present an im proved fundam ental model for the energy function E(r).
This study was aim ed at providing a sim ple, but physical model for cell 
irreversibility and apoptosis in response to  an ultrashort (nanosecond), high-intensity
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electric pulse. In view  o f  the collective evidence on cell death and its link to an electrical 
stim ulation, apoptotic behavior may be the result o f  irreversible conform ational changes 
at the inner m itochondrial mem brane. Such changes are likely to be driven by the high 
electric fields that arise from  strong transient increases in transm em brane potentials. This 
was shown m ore quantitatively in the Smoluchowski and distributed circuit-based models 
developed in this study.
The study also focused on the possible m echanism  and qualitative predictions o f  the 
observed pulse-w idth dependence on cell irreversibility. A com prehensive and accurate 
treatm ent o f  this problem  is extremely difficult and challenging given that apoptosis can 
have several pathways, the sequential details o f  the bio-physics are not well known, and 
neither are the m agnitudes o f  the internal energies and configurations. G iven the various 
difficulties, the present model merely attem pted to provide a possible physical picture 
that was dependent only on the electrical trigger, and captured the essence o f  the 
experim entally observed pulse-w idth dependence.
The tim e dependent current model developed here was probabilistic through the use 
o f  the Sm oluchowski equation and coupled a distributed electrical model for current flow 
to provide the trans-m em brane voltages. The results agreed with the observed 
experim ental data very well. Based on the present model, it becomes possible to predict a 
num ber o f  interesting features, (i) First, cell irreversibility at a fixed input energy will 
depend on the pulse width, and is likely to have an optimal range. Pulses that are very 
short would not have a significant effect due to insufficient durations for electric field 
driven conform ational changes. On the other hand, much slower and longer pulses would 
also be rendered ineffective due to their inability to  penetrate the m em branes o f  the inner
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organelles and develop a significant trans-m em brane voltage, (ii) The electrical effects 
are likely to be cum ulative and to exhibit a m emory effect, provided successive pulses 
w ere to be applied w ith delay times less than that required for com plete recovery. Such a 
memory effect has indeed been noted in the context o f  the ultrashort, high-intensity 
pulsing, (iii) The inherent probabilistic basis o f  this model implies that com plete and total 
killing o f  cell populations can never be achieved by a single shot exposure. There will 
always be a finite probability distribution below the threshold because o f  the diffusive 
motion in energy space. Only at very low tem peratures m ight one expect cohesive and 
“ballistic” m otion. This prediction o f  incom plete killing is in keeping w ith experim ental 
observations, (iv) Further more, the present model predicts that the use o f  very high 
electric field intensities may not necessarily have a significantly larger impact. This 
naturally follows since not only is the pulse duration an im portant factor, but also because 
the transm em brane potential w ould not scale with the applied field. E lectroporation and 
dynam ic changes in conductivity would w ork to offset the impact o f  larger external fields, 
(v) N ext, the irreversibility m echanism  is taken to arise from fixed charge and dipole 
m ovem ents brought about w ithin the m em brane by the electrostatic driving force 
produced by the large transient transm em brane potentials. Consequently, excitation 
processes that cannot generate large electric fields at m em branes, or if  their tim e 
durations are small, m ight not be very effective in electrically triggering apoptotic 
behavior in cells. For example, under “contactless” conditions, or for m icrow ave and 
radio frequency excitation, cellular apoptosis may be expected to  be fairly negligible.
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5.2 F u tu re  T rends and  Possible Follow-On W ork
Some qualitative trends were obtained for the pulse-width dependence based on a 
simple energy landscape picture. In theory, more refined estim ates and quantitative 
predictions m ight be possible by incorporating a better energy description o f  the 
m em brane system. A  first step m ight be the use o f  random ly correlated energy m odels, as 
first proposed by D errida [131]. Refinem ents to include correlation effects, is an 
interesting possibility as has been shown recently in the context o f  hetero-polym ers [133], 
Some o f  the other areas o f  future research include the following aspects:
(i) The developm ent and analysis o f  bio-electric effects at the cellular level based 
on atom ic level sim ulations o f  the m em brane system. The advantages and 
need for such m icroscopic m odeling over that o f  a continuum  approach arises 
for the following reasons: (a) Breakdow n o f  equilibrium  theories over the 
ultrafast tim e scales, (b) The use o f  static potential barriers to ion transport 
and the use o f  the “free-energy” concept that is only restrictive. Also, mean- 
field approach can be expected to be inadequate for treating such a nanoscale 
system, (c) The assum ption o f  circular, w ell-behaved static pores. In general, 
due to the random  fluctuation o f  the m em brane m olecules, the pore formation 
will be dynam ic and could have arbitrary geometric shapes, (d) The need to 
allow for fluctuations and noise. Experim ental observations o f  m em brane 
currents have shown “burst-like” behavior, rather than a continuous 
movem ent, (e) The need to include m icroscopic structure and spatial defects 
such as em bedded proteins.
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(ii) T reatm ent o f  ion and m olecular transport across both cell and artificial bio­
m em branes based on microscopic, M olecular Dynam ics sim ulations. Such 
analysis would be very useful for direct com parisons with the experimental 
data on the throughput o f  fluorescent dye m olecules such as Propidium  Iodide 
(PI). For example, experim ental data suggests that PI uptake is not very 
significant in response to the nanosecond pulses. On the other hand, it would 
seem that sim pler m ono-valent and divalent ions such as N a+ and Ca+2 can 
pass through the cell m em brane m uch m ore rapidly. The reasons for such 
disparity and quantitative com parisons w ould be interesting future endeavors.
(iii) Sim ilarly, field-assisted transport o f  bio-m olecules and genetic material 
through cells would also be useful from the standpoint o f  drug delivery.
(iv) Also, Phosphotidyl-serine (PS) extem alization is believed to be tightly related 
to cellular apoptosis. It would, therefore, be useful to model this process for a 
better understanding o f  apoptosis.
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Appendix
I f  w e put the area o f  each face in Eqn. (3.5.4), it becomes:
V ‘ - V
a,  ^  * ( r  + Ar / 2 )2 (cos(<9 -  A 0 /  2) -  cos(<9 + A<9 / 2)) +
Ar
F ' -  V.
 LA * (r -  Ar /  2 )2 (cos(0  - A 0 1 2 ) -  cos(d + AO / 2)) +
Ar
V'  F ' F ' . -  F '
cr3 'J  A r s in ( f f -A f l /2 )  + er4 ',J' A rsin(fl + A d / 2 )  +
_ j / '+l _ j r ,+l v '  - V '
£ 1. [ ^ 2 2  A 2l2 —](r  + a  r /  2 )2 (cos(0  - A d / 2 ) -  cos(d + A d / 2)) + (A. 1)
—— [-22bl------12-------- 1212----- —](r -  Ar /  2 )2 (cos(<9 -  A <9 /  2) -  cos(<9 + A <9 / 2)) +
At
Ar Ar
y t  + l _ y M
■' t+ij ’ /./ V' -  V 1v i+ij y ij
Ar Ar
+52'1
+ 
A 
LF 2^ 1 22
A d A d
+52~1
+ 
F 
5x' V  -  Vy i,J+1 y ij
A d A d
^ -------.j-,----- , j _ ^ r sin((9 _ A0  / 2) +
£ 4.  12--------1221------—]Ar sin(0  + A e  / 2) = 0
For nodes on the outer side and the inner side o f  each mem brane, equation (A .l)  will be 
slightly different. On the outer side o f  each mem brane, (A .l)  is changed into:
V ‘ -  V'_  y /-I J V ij
Ar
* ( r  + Ar /  2) (cos(<? -  A d / 2) -  cos(#  + A d  / 2)) +
F' -  F'
^  * ( r  -  Ar / 2 )2(cos(t? - A d / 2 ) -  cos (0  + A # / 2)) +
Ar
V' - V ‘ V  -  V ‘
— ------— Ar sin(<9 -  A d /  2) + <r Ar sin(<9 + A<9 / 2) +
avg A d  ag A d
F v M -  F '+l F ' - F 'S  j-yi-U 0-1J ij-U .. . a ... / 2
At Ar Ar
](r  + Ar /  2 )2 (cos(<9 - A d  1 2 ) -  cos(<9 + A 0  /  2)) + (A. 2a)
„ v M -  V M V' -  V'
^  ^ --------,+u-J 2 ) 2(cos(<9 - A d  1 2 ) -  cos (<9 + A (9 / 2)) +
At Ar Ar
c- ir '1-' - jr .'* 1 ir.' _ j r '
_ S L  ^ 2 l l -------- w ------------ ^ ----- ^ ] A r  s i n ( £  _  A e  /  2 )  +
At A d  A d
£ v ,+l - v l+i v< - V '
——H. [^ 2 1 -------12----------1221---- 12.] Ar sin(<9 + A d  12) = 0
At A d  A d
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£avg = £ o x ( r  + d r ( i - \ ) / 4 . 0 ) x d r ( i - \ ) / 2 . 0  + s m x ( r  + d r ( i ) l4 .0 )x d r ( i ) / 2.0 (A.2b)
<7 avg -  <t0 x (r + dr(i - 1)/ 4.0) x d r ( i - \ ) /  2.0 + a m x ( r  + dr(i)/  4.0) x d r ( i ) /  2.0 (A .2c)
Here the subscript “o” stands for m edium  outside the mem brane, “m ” stands for 
m em brane, and “avg” stands for ha lf m edium  outside the m em brane and h a lf membrane. 
And for those nodes on j =  0 (on axis) and on the inner side o f  each m em brane, (A.2a) 
changes to:
V' -  V
—  — * (r + dr /  2 ) :2 (-1  -  cos(0 + d o  /  2)) +
dr
V' -  V
‘+'J...........  * (r - d r / 1 ) 2 (-1  -  cos{6 + d 0 l  2)) +
dr
V' J+^ n  dr  sin^  + d d / 2 ) +UU
f vM - v M v‘ - v'
—— [—'—d--------- 'd----- ---------- 'A.](r + Ar  /  2 )2 (-1  -  cos(9 + dO / 2)) +
At Ar Ar
~ y ,+l _  y ,+I y '  _  y<
 —-------'Ahl-------—](r -  Ar / 2 ) 2(-1  -  cos(0  + d d /2 ) )  +
At Ar Ar
£ y ' +i _ i</l+] y 1 _y<
_ a v g _   U -^  A/, g in ^  +  /  2 )  =  0
At A d  A 6
On the inner side o f  each mem brane, (A .l)  becomes:
(A. 3)
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V' -  V
a m -L ± l 'jL  *{r + d r ! T f  (cos(<9 - d 6 /  2) -  cos(6> + d 6 l  2)) +
dr
V  -  V-_!+ij----- ,J_ * (r _ d r /  2) 2 (C0S(^  - d e l  2 ) -  cos(0  + d 6  / 2)) +
dr
° W  V,J d r s in (0 - d d /2 )  + crflVg /J+' d r sin(<9 + d d /2 )  +
d(s uu
F y M ~ y t+l y ‘ ~ y ‘
^ ------- ^ M  ](r + Ar / 2) 2(cos(0 - d e i l ) -  cos(0 + d e  / 2)) + (A .4a)
At Ar Ar
„ j r ' +1 _ j / ' +1 j/.' - j / '
£o_------------- ^ ------- ----------IJ ]  (r -  Ar / 2)2 (cos(e -  d e  / 2 ) - c o s ( e  + d e l  2)) +
At  Ar Ar
F y M ~ y M y ‘ — y f
p H ------ >j-------' J l -----—]Ar sin(# -  A # /  2) +
At A e  A e
£ y f +l - y M y< - y f
r_ ^ > ------ >j -------m+i-----m ] Ar Sin(6) + A <9 /  2) = 0
A t L A e  A e
eavg = em x ( r  + dr(i -1 )  / 4.0)x dr(i - \ ) l  2.0 + £a x ( r  + dr(i) /4 .0 ) x dr(i) / 2.0 (A .4b)
<Jm g  — <Jm x ( r  + d r ( i - \ )  1 4 .0 ) x d r ( i - \ )  12.0 + cr0 x ( r  + cfr(z)/ 4.0) x d r ( i ) l  2.0 (A.4c)
And for those nodes on j = 0 (on axis) and on the inner side o f  each m em brane, (A.2) 
changes to:
V ‘ -  V
dr
(r + d r l  2) (-1 -  cos(6 + d 6 1 2)) +
yf  ,
cr0 —— ----- — * ( r  -  dr / 2 ) 2( - \  -  cos(f? + d e  12)) +
dr
V ' . -  V ' .
° W  ',7+' ' ,7 dr sin(<9 + de 12) +
UU
~ y M - y ,+l yf  - y '^ -------^  ’j_ ^ r  + Ar / 2)2 (_ i  _  cog(0 + d e  j  2)) +
At Ar Ar
„ j / ,+l _  y ,+l y ‘ - y f
 d  'Aid liL](r  _  Ar / 2 )2 (-1  -  cos(<9 + ^<9/ 2)) +
A t Ar Ar
c. y'+> - y M yf - y f
r_ r /+ i u -u±j s in ^  +  A(9 / 2 ) =  o
At A<9 A e
(A .5)
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I f  keep the Vt+1 term  on the LHS o f  all equations and m ove the other term s to the RHS, 
the problem  can be changed into a typical AX = B problem, w here A is a coefficient 
m atrix A = [X ^ Jn x n , X = [Fp+I] n* 1, and B = [A J n x i, p = 1 ...N , q = 1 ...N , and
p=ixm +j.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
110
VITA
for 
Qin Hu
E D U C A T I O N
Ph. D. Electrical Engineering, Old Dominion University, Norfolk, VA
M. S. Electrical Engineering, University of Electronic Science & Technology of China, China
B. S. Electrical Engineering, University of Electronic Science & Technology of China, China
P A P E R S  P U B L IS H E D
R. P. Joshi, Q. Hu, and K. H. Schoenbach, “Modeling studies of cell response to ultrashort, high- 
intensity electric fields -  implications for intracellular manipulation,” accepted for publication, to 
appear IEEE Transactions on Plasma Science, Aug. 2004.
R. P. Joshi, Q. Hu, K. H. Schoenbach, and S. J. Beebe, “An Energy-Landscape Model Analysis 
for Irreversibility and It’s Pulse Width Dependence in Cells Subjected to a High-intensity, 
Ultrashort Electric Pulse”, Physical Review E, Vol 69,051901,May 2004.
R.P.Joshi, Q. Hu and K.H. Schoenbach, " Dynamical Modeling of Cellular Response to Short- 
Duration, High-Intensit Electric Fields," IEEE Transactions On Dielectrics and Electrical 
Insulation, Vol. 10, No. 5, pp. 778-787, Oct 2003.
R.P.Joshi, Q. Hu, K.H. Schoenbach and S.J. Beebe, " Simulations of Electroporation Dynamics 
and Shape Deformations in Biological Cells Subjected to High Voltage Pulses," IEEE 
Transactions on Plasma Science, Vol. 30, No. 4, pp. 1536-1546, Aug 2002.
R. P. Joshi, Q. Hu, K. H. Schoenbach, and H. P. Hjalmarson, " Improved Energy Model for 
Membrane Electroporation in Biological Cells Subjected to Electrical Pulses," Phys. Rev. E, Vol. 
65, pp. 041920:01-041920:07, 2002.
R. P. Joshi, Q. Hu, K. H. Schoenbach, and H. P. Hjalmarson, "Theoretical predictions of 
electromechanical deformation of cells subjected to high voltage for membrane electroporation", 
Phys. Review E  , Vol. 65, pp. 021913-1-021913-13, 2002.
R. P. Joshi, Q. Hu, R. Aly, K. H. Schoenbach, and H. P. Hjalmarson, "Self-consistent simulations 
of electroporation dynamics in biological cells subjected to ultrafast electrical pulses", Phys. 
Review £ , Vol. 64, pp. 11913-01-11913-13, 2001.
Q. Hu, “The application of genetic algorithms in Multi-chip Module (MCM) partitioning”, 
Journal o f  University o f Electronic Science & Technology o f  China, no. 12, May 1998.
W. Chen, Q. Hu, Z. Zhou, J. Mu, “Optoelectric Multi-chip Module (MCM) and crucial 
techniques in its physical design”, H ybrid  M icroelectronics o f  China, V ol.9, N o .2, 1998.
Q. Hu, W. Chen, F. Meng, “Review of partitioning techniques of Multi-chip Module (MCM)”, 
Hybrid Microelectronics o f China, Vol.9, No.2, 1998.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
