Abstract Like most Evolutionary Algorithms (EAs), Particle Swarm Optimization (PSO) usually requires a large number of fitness evaluations to obtain a sufficiently good solution. This poses an obstacle for applying PSO to computationally expensive problems. This paper proposes a two-layer surrogateassisted PSO (TLSAPSO) algorithm, in which a global and a number of local surrogate models are employed for fitness approximation. The global surrogate model aims to smooth out the local optima of the original multimodal fitness function and guide the swarm to fly quickly to an optimum. In the meantime, a local surrogate model constructed using the data samples near the particle is built to achieve a fitness estimation as accurate as possible. The contribution of each surrogate in the search is empirically verified by experiments on uni-and multi-modal problems. The performance of the proposed TLSAPSO algorithm is examined on ten widely used benchmark problems, and the experimental results show that the proposed algorithm is effective and highly competitive with the state-of-the-art, especially for multimodal optimization problems.
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Introduction
As a population-based meta-heuristic search algorithm, Particle Swarm Optimization (PSO) has achieved great success on many real-world application problems, such as mechanical design optimization [1] , shop scheduling problem [2] and electric power systems [3] . However, many engineering design optimization problems involve the use of high fidelity simulation methods such as Finite Element Analysis (FEA), Computational Fluid Dynamics(CFD) and Computational Electro Magnetics (CEM) for quality evaluations, which is often computationally expensive, ranging from several minutes to days of supercomputer time [4] . Since PSO typically requires thousands of evaluations to achieve an acceptable optimum solution, the application of PSO to this class of expensive problems becomes intractable. One promising approach to reduce computation time for optimization of highly time-consuming optimization problems is to employ computationally cheap approximation models (surrogates) to replace in part the computationally expensive exact function evaluations. Over the recent years, surrogate model assisted evolutionary algorithms (SAEAs) have received increasing attention for addressing expensive optimization problems, because the computational effort required to build and use surrogates is usually much lower than that for expensive evaluations [4] . A variety of surrogate models (also called metamodels or approximation models) have been proposed to be used in EAs, such as Polynomial Regression (PR, also known as response surface method) [5] , Artificial Neural Network (ANN) [6] , Radial Basis Function (RBF) [7] , and Gaussian Process (GP) (also referred to Kriging) [8] .
In the context of EAs, various approaches for solving computationally expensive problems using surrogate models have been reported. Global-surrogate models are often proposed for EAs to approximate the expensive objective function in the early stage. Ratle [9] examined strategies for integrating evolutionary search with global surrogate models based on Kriging. Jin et al. [10] employed an artificial neural network to construct global surrogate models and an empirical criterion was proposed to switch between the expensive exact fitness function and the surrogate model during the search. Ulmer et al. [11] and D. Buche et al. [12] proposed different strategies using Gaussian Process (GP) surrogate models. Liu et al. [13] proposed a GP-assisted evolutionary algorithm, in which a high-quality global surrogate model was built using dimension reduction techniques for solving medium-scale computationally expensive optimization problems. However, since constructing accurate surrogate models is less likely due to the curse of dimensionality, building local surrogate models has only been more intensively explored recently. Ong et al. [14, 15] combined an evolutionary algorithm with a sequential quadratic programming solver in the spirit of Lamarckian learning, in which the trustregion method for interleaving exact models for the objective and constraint functions with computationally cheap surrogate models during local search was employed. Fitness inheritance, which was first proposed by Smith et al. [16] , can be seen as a special local surrogate technique, where the fitness of the individual is inherited from its parents or other individuals. Fonseca et al. [17] introduced three inheritance surrogate models in genetic algorithms. Recently, many researchers proposed to ensemble different surrogate models [18] [19] [20] [21] and it has been shown from these studies that ensemble models generally outperform most of the individual surrogates. Zhou et al. [22] proposed a hierarchical surrogate-assisted evolutionary algorithm, in which GP and Polynomial regression are used as global surrogate models, for solving computationally expensive optimization problems. The global surrogate model served to pre-screen the EA population for promising individuals, which will then undergo a local search in the form of Lamarckian learning using online local surrogate models. An extension of [22] was reported in [23] , which presented a novel surrogate management framework for solving computationally expensive problems. Tenne and Armfield [24] proposed a memetic algorithm using variable global and local surrogate-models for optimization of expensive functions. The method also employed the trust-region approach but replaced the quadratic models with the RBF network.
While they are widely used to assist evolutionary algorithms, surrogate models have relatively less often been used to assist PSO for computationally expensive problems. Praveen et al. [25] used a radial basis function metamodel to reduce the cost of PSO in two 20-D aerodynamic shape optimization problems. Parno et al. [26] used a Kriging surrogate to improve the efficiency of PSO for simulation-based problems and applied it to a 6-D groundwater management problem. Bird and Li [27] incorporated a regression model into PSO algorithm in order to improve local convergence. Tang et al. [28] used a hybrid global surrogate model consisting of a quadratic polynomial and an RBF model to develop a surrogate-based PSO method, which was applied to lowdimensional test problems and engineering design problems. Regis [29] utilized an RBF surrogate model to identify the most promising trial position for each particle in the swarm. Hendtlass [30] adopted the fitness inheritance strategies in PSO and added a reliability measure to enhance estimation accuracy. Margarita and Coello [31] incorporate 15 fitness inheritance techniques and four approximation techniques into a multi-objective particle swarm optimization. Sun et al. [32] proposed a new fitness inheritance strategy, called FESPSO, in which the fitness value of an individual was inherited not only from its parents, but also its progenitors and brothers. In order to reduce the evaluation times, Sun et al. [33] subsequently added a similarity-based strategy for improving estimation quality.
In this paper, a two-layer surrogates-assisted particle swarm optimization (TLSAPSO) algorithm is suggested for solving computationally expensive problems. We believe such techniques are of great interest for further understanding surrogate-assisted optimization, as the search mechanisms and search dynamics of PSO are very different from those of local search methods and selection-based population meta-heuristics, where a combination of global and local model has mostly been examined. In TLSAPSO, the surrogate model in the top layer is expected to smooth out of local optima of the objective function and guide the swarm to fly to a region where the global optimum is potentially located. To this end, this surrogate should be able to learn rough contour of the fitness landscape in a wide search space, which is therefore termed a global model. Meanwhile, the surrogate models in the bottom layer, built using data in the neighborhood of each particle, aim to approximate the local fitness landscape as accurately as possible. Therefore, these models are called local surrogate models. Note that the global model is shared by all particles in the swarm, whilst individual local surrogates are built for different particles. Different to the EAs assisted by global and local surrogate models reported in [4, 22, 23] , in our propose method, no local search is employed.
The paper is organized as follow. Section 2 provides a brief overview of the related techniques. In Section 3, the two-layer surrogate assisted PSO is presented. The algorithm is evaluated empirically in Section 4 on ten widely benchmark problems. Section 5 concludes the paper with a summary and some ideas for future work.
Related Techniques

Particle swarm optimization
Consider the following optimization problem:
where f (x) is a scalar-valued objective function, x ∈ D is a vector of continuous decision variables, x l and x u are vectors of the lower and upper bounds of search space, respectively.
The PSO algorithm, simulating the behavior of bird flocking or fish schooling, was originally proposed by Kennedy and Eberhart [34] in 1995 for solving unconstrained optimization problems. It has been successfully applied to a wide range of problems because of its simplicity and attractive search efficiency. The algorithm starts with a population of particles randomly positioned in the search space, each of which has its own position and velocity. At each iteration, the position and velocity of a particle are updated as
where
are the velocity and position of particle i at iteration t ,respectively.
is the best historical position found by particle i (known as the personal best), p g (t) = (p g1 (t), p g2 (t), . . . , p gD (t)) is the best historical position of the swarm (the global best), r 1 and r 2 are two uniformly generated random numbers in the range [0,1], c 1 and c 2 are positive constant called acceleration coefficients.
A number of variants of PSO have been proposed to improve the convergence of the algorithm. Two most commonly used PSO variants modify the velocity updating rule in Equation 2, one proposed by Shi [35] (called the inertia weight model) and the other by Clerc [36] (called the constriction factor model). In the inertia weight model, the velocity is updated as follows:
where ω is called inertia weight. Similarly, the constriction factor model uses following equation for updating the velocity
with χ = 2k
Generally, φ > 4, and therefore, c 1 and c 2 are usually set to 2.05. k is a real number in the range (0,1]. Eberhart and Shi [37] compared the performance of PSO using the inertia weight model of PSO and the constriction factor model, and their experimental results showed a PSO using constriction factor while limiting the maximum velocity v max to the maximum position x max on each dimension performed the best. So in this paper, we use Eq. (5) to update the velocity.
Radial Basis Function Network (RBFN)
RBFN is one of the most commonly used approximation models, which has successfully been used for function approximation, time series prediction and control [38] . It can be seen as a variant of artificial neural network that uses radial basis functions as the activation function. RBFN is conceptually simple and can perform both interpolation and extrapolation from the known data-points [38] . So in this paper, we adopt RBFNs both for global and local surrogate models.
A radial basis function is a real-valued function φ : n → , with its value depending only on the distance from some point c, called center, so that φ(x) = φ(x q − c). The point c is a parameter of the function and the point x q is a query point to be estimated. The norm is usually Euclidean, so x q − c is the Euclidean distance between c and x q . There are several types of RBF functions, including Gaussian, Multiquadric, Inverse Quadratic and Inverse Multiquadric. In this paper, the following Gaussian function is used.
Where σ > 0 is the width of the Gaussian. Radial basis functions are typically used to build function approximation of the following form:
where N is the number of radial basis functions, each associated with a different center c i , a width β i , and weighted by a coefficient ω i , plus a bias term ω 0 . In principle, an RBFN can approximate any continuous function with an arbitrary accuracy, if a sufficiently large number N of radial basis function is used. The bias ω 0 can be set to the mean of the values of the known datapoints from the training set that are used to train the surrogate model, or set to 0.
3 Two-layer Surrogate-Assisted PSO (TLSAPSO)
As suggested in Lim et al. [4] , approximation errors introduced by surrogate models in the evolutionary algorithms can have both negative and positive impacts. The negative impact, called 'curse of uncertainty' indicates the phenomenon that inaccurate surrogates may lead to EA to a false optimum. By contrast, the positive impact, called 'bless of uncertainty', refers to the potential benefit achieved by the use of surrogates in removing local optimums. In order to mitigate the 'curse of uncertainty' and benefit from the 'bless of uncertainty', the authors suggested to conduct local search using both a local surrogate and well as a global surrogate.
Inspired by the idea in [4] , in this paper, a two-layer surrogate model is proposed to assist the search in PSO. The surrogate model in the top layer serves to smooth out local optimums, thus speeding up the search. Fig. 1 gives an example to show the positive impact using a global surrogate. Due to the smoothing effect of the global surrogate, the search on the surrogate can be much faster than on the exact fitness function. Note that for constructing the global surrogate, data samples distributed in a large search should be used, however, with relative lower approximation accuracy. On the other hand, the local surrogate models are constructed to approximate fitness landscape locally but more accurately. For an accurate local approximation, many data points that lie in the vicinity of the concerned particle are required, as illustrated in Fig. 2 . By properly combining the global surrogate model with local surrogate models, we hope that PSO can find the global optimum quickly and accurately.
Algorithm 1 gives an overview of the proposed two-layer surrogate-assisted PSO. In Algorithm 1, p i is the personal best historical position of particle i, p g is the best historical position of the swarm, andf (x i ) represents the approximated value on position x i . A global database is used to store all particles evaluated using the original fitness function, including positions and corresponding fitness values. The data samples in the global database that are most relevant to the position of the current swarm will be used to build the global surrogate. A local database of a fixed memory size is set up for each particle to store the neighboring particles that have been evaluated using the original fitness function in recent generations, part of which will be used to build a local surrogate for each particle. The global and local surrogates are embedded in the PSO with a constriction factor (CPSO). In the following, we present the details of the TLSAPSO.
Fitness Approximation Strategy
The initial population of the PSO is generated using the Latin hypercube sampling method. All particles will be evaluated using the original fitness function to create the initial samples, which are stored in the global database. Then, an RBFN for the global surrogate model is trained using all data in the global database. Note however, that from the second generation onward it is likely that only part of the data in the global database will be employed for training the global surrogate to reduce the computation time on the one hand, and to ensure the global nature of the surrogate on the other hand. For
Algorithm 1
The two-layer surrogate-assisted PSO algorithm 1: Initialize a population; 2: Evaluate the fitness of all particles using the real objective function; 3: Archive all positions and fitness values into both the global database and the local one; 4: Determine the personal best historical position p i for each particle i; 5: Determine the best historical position pg of the swarm 6: while the stopping criterion is not met do 7:
Update velocity and position of each particle i using Eq. (5) and (3); 8:
Approximate fitness values using surrogate models for each particle; 9:
if there exists at least a particle thatf (
Calculate the fitness value of each particle i thatf (x i ) < f (p i ) using the real objective function; 11: else 12:
Calculate fitness values using the real objective function for all particles in the current swarm; 13:
end if 14:
if the global database or the local database is needed to be updated then 15:
Update the global database or the local one; 16:
end if 17:
Determine the personal best historical position p i for each particle i; 18:
Determine the best historical position pg of the swarm; 19: end while example in Fig. 3 , particles of the current swarm are located in a sub-region of the whole search space, while the data in the global database are distributed in a much wider space. Even though a global surrogate is targeted, it is not necessary to use all data to build the surrogate. In the proposed TLSAPSO approach, the subspace in which the data samples are used for training is adapted according to the current positions of the swarm. Let
where maxd d and mind d refer to the maximum and minimum values of the current swarm on dth dimension at iteration t + 1. n is the swarm size. Then we define a subspace where
where xmax d and xmin d are the maximum and minimum values of the whole search space on dimension d, sp xmax d (t + 1) and sp xmin d (t + 1) are the maximum and minimum values of the subspace on d-th dimension at iteration t + 1. α is a spread coefficient between 0 and 1 to allow the surrogate to use data samples that are outside the space occupied by the current swarm, as illustrated in Fig. 3 . As a result, the global surrogate model is constructed using the data samples in the whole decision space in the beginning and as the search proceeds only part of the samples in the global database that are near the location of the current swarm will be used for training. Once it is available, the global surrogate model is used to estimate the fitness of all particlesin the swarm. The fitness values of the particles estimated by the global surrogate model are denoted asf g . As previously discussed, the global surrogate model may have a large approximation error and cannot accurately approximate the fitness values of all particles due to the curse of dimensionality or ill distribution and limited number of training samples [39] . However, if there are adequate of data samples around the particle, it is desirable to create a local surrogate for more accurate fitness estimation. Given the local surrogate model, the fitness of this particle can also be estimated by its local surrogate model, which is denoted asf l . The size of a particle's neighborhood is also adaptively set according to the size of the current swarm as follows:
Note that the local surrogate models of different particles may often differ with each other because data samples around each particle are usually not the same.
The question now is, if a local surrogate is available to a particle, whether the fitness estimated using the global surrogate or the one using the local surrogate should be used. Algorithm 2 shows the surrogate management strategy used in TLSAPSO. As we can see, if there are not enough historical data around a particle, the fitness value of this particle can be approximated by the global surrogate model, that isf (x) =f g (x). In case both estimates are available, we choose the better one (smaller one for minimization problem) to be the final fitness value of the particle in order not to leave out any potentially promising position. From Algorithm 2, we can also see that the surrogate models can be categorized into layers, where the global surrogate model is on the top layer and the local surrogate models are on the bottom layer. Consequently, we call our proposed method a two-layer surrogate-assisted particle swarm optimization (TLSAPSO) algorithm.
Algorithm 2
The management of the two-layer surrogate 1: Construct a global surrogate model; 2: Approximate a fitness value for each individual in the swarm using the global surrogate model; 3: for each particle i in the swarm do 4:
Find its neighbors in the local database; 5:
if there are enough samples to construct a local surrogate then 6:
Construct a local surrogate model; 7: Approximate the fitness of particle i using the local surrogate model; 8:f (x i ) = min{fg(x i ),f l (x i )} 9:
end if 12: end for
Surrogate update and database management
To prevent the PSO from converging to a false optimum, the surrogate models need to be used together with the original fitness function. In PSO, the personal best positions as well as the global best positions play a central role in ensuring the whole swarm to converge to a true optimum. Therefore, TLSAPSO always computes the fitness of all personal best and global best particles using the real fitness function to guarantee a correct convergence. Algorithm 3 describes the overall strategies for updating the surrogates, the global database as well as the local archives, which corresponds to lines 9 to 16 in Algorithm 1.
Algorithm 3
Fitness evaluation and updating of database 1: for each particle i in the population do 2:
iff (x i (t + 1)) < f (p i (t)) then 3: Calculate the fitness of particle i using the real objective function; 4:
Update personal best historical position: p i (t + 1) = min{f (x i (t + 1)), f (p i (t))}; 5:
end if 6: end for 7: if none of particle is real fitness calculated then 8:
Calculate the fitness of each particle i using real objective function; 9:
Update the personal best historical position for each particle i: p i (t + 1) = min{f (x i (t + 1)), f (p i (t))}; 10: end if 11: for each particle i in the population do 12:
if the fitness is calculated with real objective function then
13:
if on all dimension d, x id (t + 1) − x d < δ 1 and
Store the position and corresponding fitness into the local database; 15:
iff
Archive the positional information and corresponding fitness into the global database; 18:
end if 19:
end if 20: end for In Algorithm 3, x i (t + 1) is the current position of particle i, f (x i (t + 1)) andf (x i (t + 1)) are its real and approximate fitness values, respectively. x = (x 1 , x 2 , . . . , x D ) is a position the swarm has visited and f (x ) is its corresponding fitness value. Both x and f (x ) are saved in the local database of particle i. δ 1 and δ 2 are two given threshold used to judge whether the data of a new position should be added into the local database or the global database.
In Algorithm 3, it can happen that no particle will be evaluated using the real fitness function because all approximated fitness value of the swarm are worse than the current personal best position. In this case, all particles will be re-evaluated using the real fitness function in order to guarantee the correct convergence of the TLSAPSO.
Experimental Studies
In order to evaluate the performance of our proposed algorithm, 10 widely used benchmark problems suggested in [40] are adopted. The dimension of all the problems is set to D = 30. The characteristics of these test problems are listed as in Table 1 .
The parameters of the TLSAPSO used in our experiments are set as follows: the size of the swarm is 60, the cognitive and social parameters are both set to 2.05. The maximum velocity v max is set to the maximum position x max on each dimension. The maximum number of real fitness evaluations is set to 10000, which is the same as used in [41] . All compared algorithms perform 10 independent runs on each test problem in Matlab Θ 2009. In TLSAPSO, the surrogate models are built using the "newrb" function provided in the toolbox of Matlab. The desired mean squared errors of the global and the local surrogate models are set to 0.1 and 0.01, respectively, the maximum number of hidden neurons in the RBFNs is set to 20 for both kinds of surrogate models. The actually used number of hidden nodes is adapted according to the desired accuracy. The parameter SPREAD in "newrb" function, which corresponds to the parameter σ in Eq. 7, is important, as too large a spread requires a lot of neurons to fit a rugged fitness function, while too small a spread means many neurons will be required to fit a smooth function and the network may not be able to generalize well. Considering the above factors, the SPREAD is set adaptively according to the samples used to construct a surrogate model.
where samples d represents the values on the dth dimension of the data set in a given range. α in Eq. (9) and (10) is set to 0.25, β in Eq. (13) is set to 0.5, δ 1 and δ 2 are both set to 10 −3 . In order to verify our hypothesis that in TLSAPSO, the global surrogate model is able to smooth out the local optimums while the local ones are expected to accurately approximate the local fitness landscape, we at first conducted experiments on two selected test problems, one unimodal (F1) and the 
Shifted Rastrigins Function
Multimodal, local optima's number is huge
other multimodal (F6) using the above settings. Table 2 gives the comparative results of the four algorithms: CPSO is the particle swarm optimization algorithm with a constriction factor without using surrogate, CPSO L is the CPSO algorithm with local surrogate models only, CPSO G is the CPSO algorithm with the global surrogate model only, TLSAPSO is the proposed PSO using two-layer surrogate models. "Opt." represents the optimal solution currently known for each problem, "Best", "Mean" and "Worst" represent the best, the mean and the worst values of optimal solutions achieved in 10 independent runs. "Std." stands for the standard deviation of the obtained optimal solutions in the 10 runs. Fig. 4 and 5 present the convergence profile of the compared algorithms on these two functions.
From the results presented in Table 2 and Figs. 4-5, we can draw the following conclusions. First, use of local surrogates only cannot effectively speed up the PSO search, neither on unimodal nor on multimodal optimization problems. Second, use of a global surrogate only can accelerate the search both Fig. 4 The convergence profile on F1 Fig. 5 The convergence profile on F6
on unimodal and multimodal functions, although in the multimodal case, a global surrogate only may fail to find the global optimum. Third, a combination of a global surrogate and local surrogates can take advantage of the benefits brought by both the global and local models, therefore can work well on both unimodal and multimodal optimization problems.
To gain deeper insight into the individual contributions of the global and local surrogates to the improvement of the fitness during the search, we again use function F1 and F6 as two representative examples to examine how much fitness improvement has been achieved when the global surrogate or local surrogates are used for fitness evaluation. The fitness gain of a surrogate is calculated in the following way: If an estimated fitness is better than the current pbest, and the fitness after re-evaluation using the real fitness function is indeed better, this fitness improvement is attributed to the surrogate. If this better fitness was predicted by the global surrogate, this fitness improvement is attributed to the global model; If this better fitness was predicted by the local surrogate, the fitness improvement will be attributed to the local surrogate, refer to Algorithm 3. Fig. 6-7 plot the individual as well as the aggregated contributions of the local and global surrogates for function F1 and F6, respectively. From Fig. 6 , we can see for the unimodal function F1, the global surrogate contributes more than local one in the early stage of the search, refer to Fig. 6(b) . However, as the search proceeds, the local surrogate contributes more than the global one, and the total contribution of the local models are larger than the global model, as shown in Fig. 6(a) . Interestingly, the global surrogate contributes more than the local surrogates in the whole search process for the multimodal function F6, as shown in Fig. 7(a) . These results agree with our conjecture that global surrogate may speed up search for multimodal functions by smoothing out the local optimums, in particular in the early stage of the search. On the other hand, local surrogate may be more important for unimodal functions or when the search is approaching the optimum.
In the following, we compare the TLSAPSO with the CPSO without using surrogates, and the FESPSO [32] on the ten benchmark problems listed in Table 1 . FESPSO is a PSO algorithm assisted by fitness estimation using the inheritance strategy. Based on the results presented above, PSO with the global and local surrogates only will be left out from the comparison in the following experiments. Table 3 shows the comparative of results obtained by CPSO, FESPSO and TLSAPSO on the ten test problems using the same experimental settings. Fig. 8 to Fig. 17 plot the convergence profiles of the compared algorithms over the number of real fitness evaluations. In order to make a fair comparison, the initial population of the FESPSO is also generated using the Latin hypercube sampling method, and the velocity is updated using Eq. (5) .
From these results, we can see that TLSAPSO can obtain competitive or better results than CPSO on 10000 fitness evaluations on all the 10 benchmark problems. Compared to CPSO, the 'bless of uncertainty' brought by the global surrogate model can be highlighted in the optimization of the multi-model problems except for F8. To understand why TLSAPSO failed to perform well on F8, let us take a closer look into this optimization problem. We find that the global optimum of F8 is on the boundary of the search space and is located in a very narrow region, while most local optimums are almost equally good. We also find that in the search, neither CPSO nor TLSAPSO can find the Fig. 8 The convergence profile on F1 Fig. 9 The convergence profile on F2 Fig. 10 The convergence profile on F3 Fig. 11 The convergence profile on F4 Fig. 12 The convergence profile on F5 Fig. 13 The convergence profile on F6 Fig. 14 The convergence profile on F7 Fig. 15 The convergence profile on F8 Fig. 16 The convergence profile on F9 Fig. 17 The convergence profile on F10 global optimum. Instead, they oscillate between different local optimums. By contrast, TLSAPSO converges much faster than CPSO on other multimodal problems, refer to Fig. 13, 14 , 16 and 17.
Comparing TLSAPSO with FESPSO on the multimodal problems, we can find that the former performed better than the latter on F6, F7 and F10, while comparably on F9 and worse on F8. This is an interesting observation, and the reason might be attributed to the fact that the fitness approximation strategy in FESPSO may not be local, when two particles are similar (close to each other) in the search space but have very different fitness values, e.g., F8 near the global optimum. In this case, FESPSO may outperform TLSAPSO.
Different from multimodal problems, the global surrogate cannot accelerate search by smoothing out local optimums for unimodal problems. Presumably, if the global fitness landscape of a unimodal fitness function is easy to approximate using a small number of samples, e.g., if the function is symmetric, use of a global model will also help locate the global optimum more quickly. This has also been empirically confirmed by our empirical results. For example, TLSAPSO performed much better than CPSO on F1 (sphere function), refer to Fig. 8 . However, if the fitness landscape of a unimodal function becomes more complicated, it will be very difficult to approximate in a high-dimensional space using a small number of samples. One consequence is that the optimum of the surrogate is different from that of the real fitness function. As a result, TLSAPSO assisted by a global surrogate only may fail to locate at the real global optimum of unimodal problem. For example, it is difficult to build a correct global surrogate model for F5, especially in the early stage of the evolution, because its global optimum is on the boundary. In this case, the achieved performance enhancement by the global surrogate is less significant than on other unimodal functions, such as F1.
Comparing the results in Figs. 4 and 5 with those in Figs. 8 and 13 , we can see that the contribution of the surrogates in FESPSO is similar to that in CPSO-L, because the fitness estimation strategy suggested in FESPSO is in some certain sense a local estimation strategy. Among the five unimodal test functions, TLSAPSO outperformed FESPSO on F1, F3 and F5. However, FESPSO performed better than TLSAPSO on F2. The three compared algorithms performed similarly on F4.
To further demonstrate the effectiveness of TLSAPSO, a second set of experiments has been conducted comparing TLSAPSO with state-of-the-art surrogate-assisted differential evolution(DE) algorithms [41] , one is a regressionassisted DE and the other is a classification-assisted DE. DE is chosen for comparison here because DE has been demonstrated to be an efficient method for optimizing continuous multimodal function [42] . The parameter settings for TLSAPSO are the same as in the first set of experiments. The comparative results are shown in Table 4 .
From Table 4 , it can be clearly seen that for all multimodal problems, the optima found by TLSAPSO are much better than both surrogate-assisted DE algorithms presented in [41] , which further confirms that our TLSAPSO algorithm is highly suited for solving multimodal optimization problems. For unimodal problems, TLSAPSO can find better or competitive results compared to the surrogate-assisted DE algorithms except for F5, whose global optimum is located on the boundary of the search space. As previously, surrogates are less helpful for such problems.
Conclusion and Future Work
A two-layer surrogate-assisted particle swarm optimization algorithm (TL-SAPSO) is proposed to solve computationally expensive optimization problems. In TLSAPSO, a global surrogate model is used to smooth out the local optimums of the original multimodal fitness function and a local surrogate modal is employed to achieve accurate local fitness estimations. The contributions of these surrogates to the performance improvement on uni-and multimodal problems are empirically examined and the experimental results agree with our conjecture. Our experimental results show the effectiveness of the proposed TLSAPSO compared with the CPSO, FESPSO and two state-of-the-art surrogate-assisted DE algorithms, especially for multimodal problems. However, much work remains for future study. For example, TLSAPSO contains a few parameters to be specified, including those for updating the RBFN models and for maintaining the databases. An optimal set up of these parameters may be challenging, although our results indicate that the performance of TLSAPSO is relatively insensitive to these parameters. Second, selecting data sampling for training the global model as well as the local surrogates is critical for the success of surrogate-assisted PSO algorithms. Therefore, integration of advanced learning techniques such as semi-supervised learning [43] into surrogate-assisted PSO is another promising topic of our future work.
