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LIMITS FOR PARTIAL MAXIMA OF GAUSSIAN
RANDOM VECTORS
JAMES KUELBS AND JOEL ZINN
Abstract. We obtain almost sure limit theorems for partial maxima
of norms of a sequence of Banach-valued Gaussian random variables.
1. Introduction
Limit theorems for various maximal functions of a sequence of random
variables or a continuous time process have a rich and extensive history.
They include distributional results as well as almost sure results in a variety
of settings, and here we obtain related results for Gaussian sequences and the
Ornstein-Uhlenbeck process with values in a separable Banach space. The
results we establish are almost sure limit theorems motivated by the work
of Berman [Ber62] and Pickands [Pic67] for real-valued random variables,
which can be viewed as laws of large numbers when the maximal functions
are appropriately centered. We also deal with some almost sure results
related to the classical Darling-Erdo˝s Theorem [DE56].
We now state a few of the results mentioned above, so the reader can
have some points of comparison. Since the Darling-Erdo˝s Theorem was the
earliest of those in the general one-dimensional context, we’ll start with that.
Notation: Throughout the paper we take Lx =: max{loge x, 1}.
Motivated by a paper of Robbins [Rob52], Darling and Erdo˝s [DE56]
obtained the following distributional limit theorem.
Theorem A1. Let {ξ, ξj : j ≥ 1} be iid rv’s with Eξ = 0,Eξ2 = 1 and
E|ξ|3 <∞. Further, let Sk =
∑k
j=1 ξj and
αn = (2LLn)
1/2 and βn = (2LLn+
1
2
LLLn− 1
2
L(4π)).
Then for every x ∈ R,
lim
n→∞Pr
(
αn(max
k≤n
k−1/2Sk − βn
αn
) ≤ x) = exp{−e−x}.(1.1)
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Remark 1.1. Note that this differs from a corollary of the “invariance
principle”, which yields a distributional limit theorem for maxk≤n n−1/2Sk.
Hence, as one might expect, the result obtained in (1.1) involves a number of
intricate steps. The first establishes the Gaussian case, and then the Berry-
Esseen theorem is used to obtain the result just stated. Along the way a
form of the invariance principle, the law of the iterated logarithm, and a
comparison to the Ornstein-Uhlenbeck process are employed
The law of large numbers results by Berman [Ber62] and followed by
Pickands [Pic67] are as follows.
Theorem A2. (Berman 1962) Let {ηj} be a stationary Gaussian process
such that Eηj = 0,Eη
2
j = 1 and for Eη1ηj = rj , nrn → 0. Then maxk≤n ηk−
(2Ln)1/2 → 0, in probability.
The results in Pickands extend this result to convergence a.s, and also
obtains similar results for real-valued continuous time stationary Gaussian
processes.
In the recent paper [DE16] Dierickx and Einmahl establish a version of
the Darling-Erdo˝s Theorem for the Euclidean norm of sums of Rd-valued
random vectors. Thus one might ask whether similar results might hold for
Banach-valued random variables. Some first results related to almost sure
limits are obtained in Corollary 4.1 below, but even for Gaussian random
vectors much remains unsettled. In fact, whether the Darling-Erdo˝s theorem
is valid in the setting we are studying remains open. The potential difficulties
dealing with other norms on finite dimensional spaces seem considerable -
much less norms on infinite dimensional spaces. Furthermore, since the
Darling-Erdo˝s theorem deals with (partial sums of) iid rv’s under a moment
condition with CLT normalizations, and CLT’s in the infinite dimensional
setting require restrictions on the geometry of the space, there are many
additional difficulties. Hence, as was done in the study of limit theorems for
Banach-valued rv’s, it is natural to first consider the case of the law of large
numbers in this setting. In addition, the nature of the explicit centerings
and the importance of Gaussian random variables in the proofs, even for
real-valued random variables and processes, suggests that tools developed
for log and loglog laws for Banach-valued random vectors as in [CK76],
[LT88], [LeP73] and [GK92] may be of some use. We have found this to be
the case for the law of large number results established in this paper, but
explicit distributional results such as those of the Darling-Erdo˝s theorem
involve additional difficulties.
Goodman’s paper [Goo88] provided additional motivation for the ques-
tions addressed here, and the first part of Theorem 2.1 in [Goo88] as it
relates to the maxima of the norm of i.i.d. Gaussian random vectors in the
Banach space setting emerges as a special case of (2.30) in Corollary 2.2.
In Section 2 we present some notation and strong law results for max-
ima of the norm of sequences of Banach-valued random vectors, and their
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proofs. Section 3 provides analogous results for continuous time processes,
a corollary for stationary Gaussian processes in this setting, and the proofs
of these results. Section 4 studies the Ornstein-Uhlenbeck process, and its
implications for maximal functions of norms of normalized partial sums in
the Banach space setting. These are quantities that would naturally appear
in a Darling-Erdo˝s result for normalized partial sums of centered Gaussian
random vectors.
Section 4 also provides some applications to self-adjoint operator-valued
Gaussian random vectors and their spectrums, and symmetrization results
in Proposition 1. When combined with the centerings in our law of large
number results as in Proposition 2, these symmetrizations allow us to de-
termine the asymptotic behavior of the various medians of these partial
maxima. Determining such asymptotics by direct calculation appears far
less promising.
Section 5 starts with details on the sample function continuity of the
Banach-valued Ornstein-Uhlenbeck process. This allows us to examine this
process in enough detail that the technical assumptions for the continuous
time results of Section 3 emerge as consequences of the definition of the
process itself.
2. Strong Laws for Partial Maxima of Sequences
Throughout this section B is a separable Banach space over the reals with
norm ‖·‖, and its dual space is denoted by B∗ with norm ‖·‖∗. A probability
measure µ on the Borel subsets of B is a centered Gaussian measure if every
linear functional h ∈ B∗ has a Gaussian distribution with mean zero and
variance
∫
B h
2(x)dµ(x). Since µ is a centered Gaussian measure on B we
recall some necessary notation that can be found in Lemma 2.1 of [Kue76].
That is, since µ is a centered Gaussian measure, then∫
B
‖x‖2 dµ(x) <∞.(2.1)
and there is a unique Hilbert space Hµ ⊆ B given by the completion of the
linear space S(B∗) in the inner product
〈Sf, Sg〉µ =
∫
B
f(x)(g)dµ(x),(2.2)
where
Sf =:
∫
B
xf(x)dµ(x), f ∈ B∗,(2.3)
are Bochner integrals in B. Furthermore, Lemma 2.1 in [Kue76] implies
σ(µ) =: sup
‖f‖∗≤1
(
∫
B
f2(x)dµ(x))1/2 <∞,(2.4)
‖x‖ ≤ σ(µ)‖x‖µ, x ∈ Hµ,(2.5)
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and the unit ball of Hµ,
K =: {x ∈ Hµ : ‖x‖µ ≤ 1},(2.6)
is a compact subset of B with Γ =: supx∈K ‖x‖ finite. The Hilbert space Hµ
is often referred to as the Hilbert space that generates the Gaussian measure
µ.
The following lemma further explains the notation used in our results. It
links Γ to σ(µ) in (2.7) and also to the variance of a single linear functional
in (2.8). This is relevant in that it links the normalizations of the terms
maximized in our limit theorems to those one would use for i.i.d. real-valued
centered Gaussian variables. It appears in connection with the assumptions
(2.19) and (2.23) we use to obtain the liminf in our strong law results for
maximuma of sequences of centered Gaussian random vectors, and at least in
Corollary 2.2 the lemma allows us to simplify these cumbersome assumptions
because of what is known for real-valued Gaussian random variables.
Lemma 2.1. Let µ be a mean zero Gaussian measure on B with norm ‖ · ‖,
and assume Hµ is as above with (2.2)-(2.6) holding. If Γ = supx∈K ‖x‖,
then
Γ = σ(µ).(2.7)
Moreover, if f0 ∈ B∗ and x0 ∈ K with ‖x0‖ = Γ, f0(x0) = Γ, and ‖f0‖∗ = 1,
then
(
∫
B
f20 (x)dµ(x))
1/2 = Γ.(2.8)
Furthermore, if we define q˜(x) = ‖x‖/Γ, x ∈ B, then q˜(·) is a norm on B
with dual norm q˜∗(f) = sup{x:q˜(x)≤1} f(x), f ∈ B∗, and
Γq˜ =σ(µ)q˜ = 1,(2.9)
where
Γq˜ =: sup
x∈K
q˜(x) and σ(µ)q˜ =: sup
q˜∗(f)≤1
(
∫
B
f2(x)dµ(x))1/2 <∞.(2.10)
In addition, if f0 ∈ B∗ and x0 ∈ K with q˜(x0) = 1, f0(x0) = 1, and q˜∗(f0) =
1, then
(
∫
B
f20 (x)dµ(x))
1/2 = 1.(2.11)
Remark 2.1. Since K is compact in B, the Hahn-Banach theorem gives us
f0 ∈ B∗ and x0 ∈ K with ‖x0‖ = Γ, f0(x0) = Γ, and ‖f0‖∗ = 1. For all such
choices of f0 and x0 the point of the lemma is that one then always has
(
∫
B
f20 (x)dµ(x))
1/2 = Γ.
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Moreover, in view of (2.9) and (2.11) there is no loss of generality in as-
suming that the norm ‖ · ‖ on B is such that
Γ = sup
x∈K
‖x‖ = 1.(2.12)
Proof of Lemma 2.1. For each f ∈ B∗, (2.4) in [Kue76] implies
sup
x∈K
f(x) = (
∫
B
f2(y)dµ(y))
1
2 .
Taking the sup over all f ∈ B∗ with ||f ||∗ = 1, and interchanging sups on the
left term we immediately have (2.7). Assuming the conditions on f0 ∈ B∗
and x0 ∈ K for (2.8) we also have
(
∫
B
f20 (y)dµ(y))
1
2 = sup
x∈K
f0(x) ≤ sup
x∈K
||x|| = Γ and sup
x∈K
f0(x) ≥ f0(x0) = Γ.
Thus (2.8) holds, and when combined with (2.7) the remainder of the lemma
in (2.9) and (2.11) also holds. 
Theorem 2.1. Let µ, µ1, µ2, · · · be centered non-degenerate Gaussian mea-
sures on B with norm ‖·‖, and X,X1,X2, · · · be B-valued random vectors on
some probability space with distributions µ, µ1, µ2, · · · . In addition, assume
Γ = sup
x∈K
‖x‖ and Γn = sup
x∈Kn
‖x‖, n ≥ 1,(2.13)
where K,K1,K2, · · · are the unit balls of the Hilbert spaces Hµ,Hµ1 , · · · that
generate the Gaussian measures µ, µ1, µ2, · · · , and for n ≥ 1 that
M˜n =: max
1≤k≤n
‖Xk‖
Γk
and Mn =: max
1≤k≤n
‖Xk‖
Γ
.(2.14)
If {µn : n ≥ 1} is assumed to converge weakly to µ in B, then
lim
n→∞Γn = Γ > 0,(2.15)
and with probability one
lim sup
n→∞
[M˜n −
√
2Ln] ≤ 0.(2.16)
Moreover, if
Γk
Γ
− 1 = o((
√
Lk)−1),(2.17)
then with probability one
lim sup
n→∞
[Mn −
√
2Ln] ≤ 0.(2.18)
In addition, if fn ∈ B∗, xn ∈ Kn with ‖xn‖ = Γn, ‖xn‖µn = 1, fn(xn) = Γn,
and ‖fn‖∗ = 1, then
σ2fn =:
∫
B
f2n(x)dµn(x) = Γ
2
n,
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and if
lim inf
n→∞ [max{f1(
X1
Γ1
), · · · , fn(Xn
Γn
)} −
√
2Ln] ≥ 0(2.19)
with probability one, we also have
lim inf
n→∞ [M˜n −
√
2Ln] ≥ 0(2.20)
with probability one and
lim inf
n→∞ [Mn −
√
2Ln] ≥ 0.(2.21)
with probability one whenever (2.17) is assumed.
An immediate corollary of Theorem 2.1 is the following.
Corollary 2.1. Let µ be a centered Gaussian measure on B with norm
‖ ·‖, and assume X1,X2, · · · are defined on some probability space with each
having distribution µ. If Γ = 1 as in (2.12), and
Mn = max{‖X1‖, · · · , ‖Xn‖}, n ≥ 1,
then with probability one
lim sup
n→∞
[Mn −
√
2Ln] ≤ 0.(2.22)
In addition, if f0 ∈ B∗, x0 ∈ K with ‖x0‖ = ‖x0‖µ = 1, f0(x0) = 1, and
‖f0‖∗ = 1, then
σ2f0 =:
∫
B
f20 (x)dµ(x) = 1,
and if
lim inf
n→∞ [max{f0(X1), · · · , f0(Xn)} −
√
2Ln] ≥ 0(2.23)
with probability one, we also have
lim inf
n→∞ [Mn −
√
2Ln] ≥ 0(2.24)
with probability one.
Remark 2.2. In Theorem 2.1 and Corollary 2.1 it is not assumed the ran-
dom vectors {Xn : n ≥ 1} are jointly Gaussian, only that each is Gaussian.
The limsup results of (2.16) and (2.22) are obtained using a Borel-Cantelli
argument that is based on rates of convergence results for clustering and
convergence of Xn to the set Kn obtained in [GK92]. Combined with (2.17)
this sort of argument also yields (2.18). For real-valued {Xn : n ≥ 1} this
is fairly simple, but in the Banach space setting it is far less so. In con-
trast, the liminf results in the real-valued case are considerably more complex,
but here they follow easily using Lemma 2.1 and the assumptions (2.19) and
(2.23), which are likely to be hard (maybe even impossible) to verify in many
settings. Situations where they can be simplified through a combination of
Lemma 2.1 and [Pic67] appear in Corollary 2.2. Of course, using Lemma
2.1 the liminf results for for i.i.d. sequences can also be done directly.
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The stationary case in Corollary 2.2 also appears in connection with re-
sults for the vector-valued Ornstein-Uhlenbeck process presented in the fol-
lowing sections. First we need a couple of definitions.
Definition 2.1. A sequence of B-valued random vectors {Xn : n ≥ 1} is
stationary if for all integers r ≥ 1, h ≥ 1 the finite dimensional distributions
of
(X1, · · · ,Xr) and (X1+h, · · · ,Xr+h) on Br(2.25)
are equal.
Definition 2.2. A sequence of B-valued random vectors {Xn : n ≥ 1} is a
mean zero Gaussian sequence if for all integers d ≥ 1 the finite dimensional
distribution of
(X1, · · · ,Xd)(2.26)
is a mean zero Gaussian measure on Bd.
Corollary 2.2. Let µ be a centered Gaussian measure on B with norm
‖ · ‖, and assume {Xn : n ≥ 1} is a sequence of random vectors on some
probability space with L(Xn) = µ for n ≥ 1. If Γ = 1 as in (2.12), and
Mn = max{‖X1‖, · · · , ‖Xn‖}, n ≥ 1,
then with probability one
lim sup
n→∞
[Mn −
√
2Ln] ≤ 0.(2.27)
Furthermore, if for some f0 ∈ B∗ such that ‖f0‖∗ = 1 the sequence {f0(Xn) :
n ≥ 1} is a stationary mean zero Gaussian sequence with
σ2f0 =:
∫
B
f20 (x)dµ(x) = 1,
and
lim
n→∞(loge n)E[f0(X1)f0(Xn)] = 0,(2.28)
then
lim inf
n→∞ [Mn −
√
2Ln] ≥ 0(2.29)
with probability one. In particular, if {Xn : n ≥ 1} are i.i.d. with Γ = 1,
then with probability one
lim
n→∞[Mn −
√
2Ln] = 0.(2.30)
Remark 2.3. If we assume {Xn : n ≥ 1} is a centered stationary Gaussian
sequence in Corollary 2.2, then {f0(Xn) : n ≥ 1} is a mean zero stationary
real-valued Gaussian sequence for all f0 ∈ B∗. Therefore, if we also have
‖f0‖∗ = 1 with f0(x0) = 1 for some x0 ∈ K, then Lemma 2.1 implies
σ2(f0) = 1, and (2.28) then implies (2.29).
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Proof of Theorem 2.1 and its Corollaries. Since the centered Gaussian mea-
sures {µk : k ≥ 1} are non-degenerate and converge weakly to the non-
degenerate measure µ on B, (2.2) in Theorem 1 of [GK92] implies (2.15).
Furthermore, for ǫ > 0 and ǫk = ǫ/
√
2Lk, under the assumptions of Theorem
2.1, (2.3) in Theorem 1 of [GK92] implies that with probability one
Xk(ω)√
2Lk
∈ Kk + ǫk U(2.31)
for all k ≥ k0(ω, ǫ). This implies
‖Xk(ω)‖√
2Lk
≤ Γk + ǫk, and hence that ‖Xk(ω)‖
Γk
≤
√
2Lk + ǫ(2.32)
for all k ≥ k0 =: k0(ω, ǫ) with probability one. Since
M˜n(ω) = max
1≤k≤n
‖Xk(ω)‖
Γk
,
(2.16) is immediate for all ω such that supn≥1 M˜n(ω) <∞. If
supn≥1 M˜n(ω) =∞, then for k0 = k0(ω, ǫ) and all n ≥ n0(ω, ǫ)
M˜n(ω) = max
k0≤k≤n
‖Xk(ω)‖
Γk
≤
√
2Ln+ ǫ,
and, since ǫ > 0 is arbitrary, for such ω we have (2.16). Thus with probability
one we have (2.16), and the limsup results in Corollaries 2.1 and 2.2, namely
(2.22) and (2.27), also hold.
Now we turn to the proof of the liminf results in (2.20), and the implica-
tions for the liminf results of Corollaries 2.1 and 2.2. Given the assumptions
on {fn : n ≥ 1} in Theorem 2.1, Lemma 2.1 implies σ2fn = Γ2n, and with
probability one
Mn(ω) ≥ max
1≤k≤n
fk(Xk(ω))
Γk
.
That (2.20) holds with probability one is now immediate from (2.19). The
reader will note we have not used the fact that we have σ2n = Γ
2
n, but we
have included it since it is the normalization required to verify the analogue
of assumption (2.19) in Corollary 2.2. An entirely similar argument also
gives the liminf result in (2.23), so Corollary 2.1 is proven.
The liminf result in (2.29) of Corollary 2.2 follows from Theorem 3.3
in [Pic67] since σ2f0 = 1, and (2.28) is assumed hold. To verify (2.30)
observe that Γ = 1, and Lemma 2.1 implies there exists f0 ∈ B∗ with
‖f0‖∗ = 1, σ2f0 = 1, and such that {f0(Xk) : k ≥ 1} is a sequence of i.i.d
Gaussian random variables with mean zero and variance one. Hence (2.28)
of Corollary 2.2 is trivial, and (2.29) implies the liminf result for (2.30).
Since the limsup result follows from (2.27), this proves Corollary 2.2.
What remains in the proof of Theorem 2.1 is to verify the limsup in (2.18)
and the liminf in (2.21) hold with probability one when (2.17) is assumed.
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For ǫ > 0 and ǫk = ǫ/
√
2Lk, from (2.32) we have for all ω in a set of
probability one and k ≥ k0(ω, ǫ) that
‖Xk(·, ω)‖√
2Lk
≤ Γ + (Γk − Γ) + ǫk,
which implies
‖Xk(·, ω)‖/Γ ≤
√
2Lk + (
Γk
Γ
− 1)
√
2Lk +
ǫ
Γ
(2.33)
for all k ≥ k0(ω, ǫ) with probability one Since we are assuming (2.17), there
exists non-random k1 such that k ≥ k1(ǫ) implies
|Γk
Γ
− 1)|
√
2Lk ≤ ǫ,
and combining with (2.33) this implies
‖Xk(·, ω)‖/Γ ≤
√
2Lk + ǫ+
ǫ
Γ
(2.34)
for all k ≥ k2(ω, ǫ) =: max{k0(ω, ǫ), k1(ǫ)}. Since
max
1≤k≤n
‖Xk(·, ω)‖
Γ
is increasing in n and (2.18) is trivial if it is bounded in n, we assume
sup
n≥1
max
1≤k≤n
‖Xk(·, ω)‖
Γ
=∞,(2.35)
which implies
lim sup
n→∞
[ max
1≤k≤n
‖Xk(·, ω)‖
Γ
−
√
2Ln](2.36)
= lim sup
n→∞
[ max
k2(ω,ǫ)≤k≤n
‖Xk(·, ω)‖
Γ
−
√
2Ln] ≤ ǫ(1 + 1/Γ)
whenever (2.35) holds. Since ǫ > 0 is arbitrary, when combined with the
trivial case, this implies (2.18) with probability one.
Now we turn to the final step in the proof, which is to verify (2.21). Given
the assumptions on the linear functionals {fk}, we have
[ max
1≤k≤n
‖Xk(·, ω)‖
Γ
−
√
2Ln] ≥ [ max
1≤k≤n
|fk(Xk(·, ω))|
Γ
−
√
2Ln],
so it suffices to show that the assumption (2.19) implies that
lim inf
n→∞ [ max1≤k≤n
|fk(Xk(·, ω))|
Γ
−
√
2Ln] ≥ 0(2.37)
with probability one. Since (2.19) implies
sup
n≥1
max
1≤k≤n
|fk(Xk(·, ω))|
Γk
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increases to infinity with probability one, for every k0 ≥ 1 we have for
n ≥ n0(ω, k0) that
max
1≤k≤n
|fk(Xk(·, ω))|
Γk
= max
k0≤k≤n
|fk(Xk(·, ω))|
Γk
(2.38)
with probability one, and (2.19) implies
lim inf
n→∞ [ maxko≤k≤n
|fk(Xk(·, ω))|
Γk
−
√
2Ln] ≥ 0(2.39)
with probability one. Now for each ǫ > 0, (2.17) allows us to choose k1 =:
k1(ǫ) ≥ 1 such that k ≥ k1 implies
|Γk
Γ
− 1|
√
2Lk < ǫ.
In addition, note that
|fk(Xk(·, ω))|√
2Lk Γk
≤ 2
for all k ≥ k2(ω) with probability one, and
|fk(Xk(·, ω))|
Γ
=
|fk(Xk(·, ω))|
Γk
Γk
Γ
=
|fk(Xk(·, ω))|
Γk
+
|fk(Xk(·, ω))|
Γk
(
Γk
Γ
− 1).
Therefore, for k ≥ k0 = k0(ω, ǫ) ≥ max{k1(ǫ), k2(ω)}
|fk(Xk(·, ω))|
Γ
≥ |fk(Xk(·, ω))|
Γk
− 2ǫ,
so for n ≥ n0(ω, k0(ω, ǫ)) we have
max
1≤k≤n
|fk(Xk(·, ω))|
Γ
≥ max
k0≤k≤n
|fk(Xk(·, ω))|
Γ
(2.40)
≥ max
k0≤k≤n
|fk(Xk(·, ω))|
Γk
− 2ǫ
= max
1≤k≤n
|fk(Xk(·, ω))|
Γk
− 2ǫ,
where the equality follows from (2.38) and our choice of n. Therefore, (2.39)
and (2.40) imply
lim inf
n→∞ [ max1≤k≤n
|fk(Xk(·, ω))|
Γ
−
√
2Ln] ≥(2.41)
lim inf
n→∞ [ max1≤k≤n
|fk(Xk(·, ω))|
Γk
−
√
2Ln]− 2ǫ ≥ −2ǫ.
with probability one. Since ǫ > 0 was arbitrary this implies (2.21), and
Theorem 2.1 is proved. 
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3. Strong Laws for Maxima of Continuous Time Processes
Applying Theorem 2.1 and its corollaries we obtain generalizations to con-
tinuous time vector-valued stochastic processes. In particular, Corollary 2.2
allows us to provide some generalizations of results for real-valued station-
ary Gaussian processes that appeared in [Pic67], and the references therein.
In the real-valued case the proofs of the continuous time results are more
complex, so it is somewhat of a surprise that the sequence results in section
two make at least part of the argument easier even for Banach-valued sam-
ple continuous Gaussian processes (see Remark 2.2 for further clarification
and details). Now we need some additional notation.
Throughout this section E has norm q(·) and B = CE[0, 1] denotes the
space of E-valued continuous functions on [0, 1] with norm
‖x‖ = sup
t∈[0,1]
q(x(t)), x ∈ CE[0, 1].(3.1)
Let Y =: {Y (t) : t ≥ 0} denote a centered, sample continuous process
with values in (E, q(·)), and for each integer k ≥ 1 define the processes
Xk(t) =: Y (t+ (k − 1)), t ∈ [0, 1].(3.2)
Then, {Xk(t) : t ∈ [0, 1]} is a sample continuous process, and its distribution
is a centered measure µk on B = CE [0, 1] with norm as in (3.1).
Definition 3.1. A stochastic process Z =: {Z(t) : t ∈ T} is said to be an
E-valued mean zero Gaussian process if for each integer d ≥ 1 and finite
subset {t1, t2, · · · , td} of T the finite dimensional distribution of
(Z(t1), · · · , Z(td))(3.3)
is a mean zero Gaussian measure on Ed.
If Y = {Y (t) : t ≥ 0} is assumed to be a mean zero Gaussian process
as in Definition 3.1, then the finite dimensional distributions of each of the
processes Xk are mean zero Gaussian. Since B is separable in the sup-norm
given in (3.1), the Borel probability measures µk = L(Xk) all have the same
mean zero Gaussian finite dimensional distributions, but are the µk mean
zero Gaussian measures on B? Recall that a measure µ is a mean zero
Gaussian measure on a separable Banach space B if every linear functional
f ∈ B∗ is a mean zero Gaussian random variable with variance∫
B
f2(x)dµ(x).(3.4)
The next lemma shows this is indeed the case.
Lemma 3.1. If X =: {X(t) : t ∈ [0, 1]} is an E-valued, mean zero, sample
continuous Gaussian process per Definition 3.1, then µ = L(X) is a Gauss-
ian measure on the Borel subsets of CE [0, 1]. That is, for every f ∈ C∗E [0, 1],
f(X) is a mean zero Gaussian random variable with variance as in (3.4) with
B = CE [0, 1].
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Proof. Let X1,X2, · · · ,Xn be independent copies of X. Then, for each
integer d ≥ 1 and 0 ≤ t1 < · · · < td ≤ 1 the finite dimensional distributions
µt1,··· ,tdX =: L(X(t1), · · · ,X(td))
and
µt1,··· ,tdXj =: L(Xj(t1), · · · ,Xj(td)),
on Ed are such that
µt1,··· ,tdX = µ
t1,··· ,td
Xj
.
Moreover, since the measures are mean zero Gaussian on Ed, we then have
for
Zn = (X1 + · · ·+Xn)/
√
n.
that
µt1,··· ,tdZn =: L(Zn(t1), · · · , Zn(td)) = µ
t1,··· ,td
X on E
d.
Since equality of the finite dimensional distributions of measures on cylinder
sets of CE[0, 1] extends to the Borel subsets, we thus have
µ = L(X) = L(Zn), n ≥ 1,
and hence for every f ∈ C∗E[0, 1] and n ≥ 1
L(f(X)) = L(f(Zn)).
Therefore,
L(f(X)) = L(f(X1) + · · ·+ f(Xn)√
n
),
and by Proposition 9.1 in [Bre68], p. 186 and its extension in Problem 2 in
[Bre68] p. 202, f(X) is mean zero Gaussian with variance as in (3.4). 
Theorem 3.1. Let Y = {Y (t) : t ≥ 0} denote a centered E-valued sample
continuous Gaussian process, and for each integer k ≥ 1 define Xk(t) as
in (3.2) with µk the centered Borel probability measure induced by Xk on
the Banach space B = CE [0, 1] with norm ‖ · ‖ given by (3.1). Then, the
measures {µk : k ≥ 1} are Gaussian measures on B. In addition, assume µ
is a non-degenerate Gaussian measure on B, and
Γ = sup
x∈K
‖x‖ and Γk = sup
x∈Kk
‖x‖, k ≥ 1,(3.5)
where K,K1,K2, · · · are the unit balls of the Hilbert spaces Hµ,Hµ1 , · · · that
generate the Gaussian measures µ, µ1, µ2, · · · , and
Y˜ (t) =
Y (t)
Γk
I(t ∈ [k − 1, k)), k ≥ 1,
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where Y˜ (t) is understood to be zero for t ∈ [k − 1, k) whenever Γk = 0. If
{µk : k ≥ 1} converges weakly to µ in B = CE [0, 1], then
lim
k→∞
Γk = Γ > 0,(3.6)
and with probability one
lim sup
T→∞
[ sup
0≤t≤T
q(Y˜ (t))−
√
2LT ] ≤ 0.(3.7)
Moreover, if
Γk
Γ
− 1 = o((
√
Lk)−1),(3.8)
then with probability one
lim sup
T→∞
[ sup
0≤t≤T
q(
Y (t)
Γ
)−
√
2LT ] ≤ 0.(3.9)
In addition, if (2.19) holds with fn ∈ B∗, xn ∈ Kn with ‖xn‖ = Γn, ‖xn‖µn =
1, fn(xn) = Γn, and ‖fn‖∗ = 1, then with probability one
lim inf
T→∞
[ sup
0≤t≤T
q(Y˜ (t))−
√
2LT ] ≥ 0,(3.10)
and
lim inf
T→∞
[ sup
0≤t≤T
q(
Y (t)
Γ
)−
√
2LT ] ≥ 0.(3.11)
with probability one whenever (3.8) is assumed.
The proof of Theorem 3.1 follows easily from Theorem 2.1, and is given
below. However, we first indicate a corollary for continuous time stationary
Gaussian processes. We start with a definition and a lemma.
Definition 3.2. The process Y =: {Y (t) : t ≥ 0} is said to be an E-valued
stationary process if for each integer r ≥ 1, 0 ≤ t1 < t2 < · · · < tr < ∞,
and h > 0 the finite dimensional distributions of
(Y (t1), · · · , Y (tr)) and (Y (t1 + h), · · · , Y (tr + h)) on Er(3.12)
are equal.
Lemma 3.2. If Y =: {Y (t) : t ≥ 0} is a sample continuous mean zero E-
valued stationary process, then the Borel probability measures µk = L(Xk)
on CE[0, 1] as in (3.2) are equal. Moreover, if we also assume Y = {Y (t) :
t ≥ 0} is a mean Gaussian process in the sense of Definition 3.1, then
the Xk, k ≥ 1, are mean zero Gaussian processes as in Definition 3.1. In
addition, for every f ∈ C∗E[0, 1], f(X) is a mean zero Gaussian random
variable with variance as in (3.4) with B = CE[0, 1].
Proof. For all d ≥ 1 and 0 ≤ t1 < t2 < · · · < td ≤ 1 a typical cylinder set of
CE[0, 1] is
A = {x ∈ CE [0, 1] : (x(t1), · · · , x(td)) ∈ J},
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where J is a Borel subset of Ed. The class of all such cylinder sets form an
algebra of sets, and since CE [0, 1] is separable the minimal sigma algebra
containing them is all the Borel subsets. To see this recall the basic fact
that for {tj : j ≥ 1} a dense subset of [0,1] and ǫ > 0 we have
{x ∈ CE[0, 1] : ‖x‖ = sup
t∈[0,1]
q(x(t) ≤ ǫ}
= ∩n≥1{x ∈ CE [0, 1] : sup
1≤j≤n
q(x(tj)) ≤ ǫ},
and then argue as is usual to show that open subsets of CE [0, 1] are in
this minimal sigma algebra. Since Y is assumed to be stationary, the finite
dimensional distributions of X1 agree with those for Xk for all k ≥ 2, which
implies µk(A) = µ1(A) for all cylinder sets A, and hence µk = µ1 on the
Borel sets for all k ≥ 1. Moreover, if we assume Y is a mean zero E-valued
Gaussian process, then the finite dimensional distributions of Y are all mean
zero Gaussian, and hence those of the Xk are also mean zero Gaussian for
all k ≥ 1. Therefore, the Xk are mean zero E-valued Gaussian processes in
the sense of Definition 3.1. Since CE [0, 1] is separable in the sup-norm given
in (3.1), the remainder of the lemma follows from Lemma 3.1. 
Corollary 3.1. Let Y = {Y (t) : t ≥ 0} be a centered E-valued sample
continuous non-degenerate stationary Gaussian process, and for each integer
k ≥ 1 define Xk(t) as in (3.2) with µk the centered Borel probability measure
induced by Xk on B = CE [0, 1] as given in (3.2). Then, the {µk : k ≥ 1} are
mean zero Gaussian measures on B with µk = µ for all k ≥ 1. Furthermore,
if K is the unit ball of the Hilbert space Hµ that generates the Gaussian
measure µ, and
Γ = sup
x∈K
‖x‖,
then with probability one
lim sup
T→∞
[ sup
0≤t≤T
q(
Y (t)
Γ
)−
√
2LT ] ≤ 0.(3.13)
Furthermore, if for some f0 ∈ B∗ such that ‖f0‖∗ = 1 the sequence {f0(Xn) :
n ≥ 1} is a stationary mean zero Gaussian sequence with
σ2f0 =:
∫
B
f20 (x)dµ(x) = Γ
2,
and
lim
n→∞(loge n)E[f0(X1)f0(Xn)] = 0,(3.14)
then
lim inf
T→∞
[ sup
0≤t≤T
q(
Y (t)
Γ
)−
√
2LT ] ≥ 0.(3.15)
with probability one.
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Proof of Theorem 3.1. From Lemma 3.1 we have that the measures {µk :
k ≥ 1} are mean zero Gaussian measures on B, and since {µk : k ≥ 1}
converge weakly to the non-degenerate measure µ on B = CE [0, 1], (2.2) in
Theorem 1 of [GK92] implies (3.6). Furthermore, if n − 1 ≤ T ≤ n then
LT −L(n− 1) ≤ 1/(n− 1) for n ≥ 2, so it suffices to prove the result when
T = n. Then,
sup
0≤t≤n
q(Y˜ (t)) = sup
k−1≤t<k,1≤k≤n
q(Y˜ (t)) = sup
k−1≤t<k,1≤k≤n
q(
Y (t)
Γk
),
which implies
sup
0≤t≤n
q(Y˜ (t)) = sup
0≤t≤1,1≤k≤n
q(
Xk(t)
Γk
) = sup
1≤k≤n
‖Xk(·)‖
Γk
,(3.16)
where sample function continuity of Xk at t = 1 is used on the last equality.
Since we assumed (2.19) here, (3.16) , and (2.16) and (2.20) of Theorem 2.1,
combine to establish (3.7) and (3.10) with T = n.
Since we also have
sup
0≤t≤n
q(
Y (t)
Γ
) = sup
0≤t≤1,1≤k≤n
q(
Xk(t)
Γ
) = sup
1≤k≤n
‖Xk(·)‖
Γ
,(3.17)
assuming (3.8) also holds, (3.9) and 3.11) follow from (2.18) and (2.21).
Thus Theorem 3.1 is proved. 
Proof of Corollary 3.1. As before it suffices to prove the results with T = n.
The limsup result in (3.13) then follows using Lemma 3.2, and applying
either (3.7) or (3.9) of Theorem 3.1. To verify (3.15) observe from (3.17)
and that f0 ∈ B∗ with ‖f0‖∗ = 1 implies
lim inf
n→∞ [ sup0≤t≤n
q(
Y (t)
Γ
)−
√
2Ln] = lim inf
n→∞ [ max1≤k≤n
‖Xk(·, ω)‖
Γ
−
√
2Ln]
≥ lim inf
n→∞ [ max1≤k≤n
|f0(Xk(·, ω))|
Γ
−
√
2Ln] ≥ 0
with probability one by applying Corollary 2.2 since σ2f0
Γ
= 1 with {f0(Xk)/Γ :
k ≥ 1} a stationary Gaussian sequence of real-valued random variables with
mean zero, variance one, and (3.4) is assumed. 
Remark 3.1. In the next section we provide some some applications of the
results in Sections 2 and 3. One example we consider in some detail is the
Banach-valued Ornstein-Uhlenbeck process. In particular, we show all the
assumptions in Corollary 3.1 (such as the stationarity of {f0(Xk) : k ≥ 1}
and (3.14)) can be verified directly from the process itself. Examples showing
that if assumption (3.8) fails, then (3.9) need not hold are easy to find.
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4. Banach-valued Ornstein-Uhlenbeck Processes and
Applications
The goal here is to show the Ornstein-Uhlenbeck process with values
in a separable Banach space E has a strong law of large numbers for its
maximum as in Theorem 4.1 below, and also to derive some strong law
limit theorems for maximuma of normalized partial sums of Banach-valued
Gaussian random vectors. In fact, we will show (3.14) (and hence (2.28))
can be verified to hold from the process itself, and is not an extra assumption
for the Ornstein-Uhlenbeck process.
If γ is a non-degenerate mean zero Gaussian measure on the Borel sets of
E with norm q, we let W =: {W (t) : t ≥ 0} denote the Brownian motion in
E generated by γ. The stochastic process
Y (t) =: e−
t
2W (et), t ≥ 0,(4.1)
is the E-valued Ornstein-Uhlenbeck process generated or determined by γ-
Brownian motion. In particular, we assume W is normalized so that the
law of W (1) is γ ( see Subsection 5.1 for more details).To simplify, we will
sometimes say Y = {Y (t) : t ≥ 0} is a γ-generated Ornstein-Uhlenbeck
process. Since we always assume γ is a non-degenerate mean zero Gaussian
measure on E, its support is a closed linear subspace of E of dimension at
least one. Hence the γ-generated Ornstein-Uhlenbeck process is also always
non-trivial.
The existence of a sample continuous E-valued Brownian motion W =
{W (t) : t ≥ 0} generated by γ follows from [Gro67]. A precise descrip-
tion appears in Lemma 5.1.1 below, and more self contained proofs appear
in the appendix for this paper [KZ]. This immediately implies the sample
continuous Ornstein-Uhlenbeck process exists, and we assume throughout
Y =: {Y (t) : t ≥ 0} as in (4.1) is a sample continuous version. Lemma
(5.1.1) provides the construction of the process W on the probability space
(ΩE,F , P ), where ΩE consists of the E-valued continuous functions x de-
fined on [0,∞) with x(0) = 0, F is the σ-field of ΩE generated by the
functions x→ x(t), 0 ≤ t <∞, and P is the probability measure on (ΩE,F)
such that W = {W (t) : t ≥ 0} has stationary independent increments as in
(5.1.1).
Theorem 4.1. Let γ be a non-degenerate mean zero Gaussian measure on
the Borel sets of E with norm q, and assume Y = {Y (t) : t ≥ 0} is the
E-valued sample continuous γ-generated Ornstein-Uhlenbeck process. Then
the following hold:
(a) Y is a stationary mean zero Gaussian process in the sense of Definition
3.1 and Definition 3.2.
(b) The probability measure µ induced by {Y (t) : 0 ≤ t ≤ 1} on B = CE [0, 1]
with norm ‖ · ‖ as in (3.1) is a non-degenerate mean zero Gaussian measure
in the sense that every f ∈ B∗ is a mean zero Gaussian random variable with
variance as in (3.4). Moreover, the sample continuous processes {Xk(t) :
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t ∈ [0, 1]} defined in (3.2) are Gaussian in the sense of Definition 3.1 and
they induce mean zero Gaussian measures {µk : k ≥ 1} on the Borel subsets
of B such that
L(Xk) = µk = µ, k ≥ 1.
(c) If K is the unit ball of the Hilbert space Hµ that generates µ and
Γ = sup
x∈K
‖x‖ = sup
x∈K
sup
0≤t≤1
q(x(t)),(4.2)
then Γ ∈ (0,∞) and with probability one
lim sup
T→∞
[ sup
0≤t≤T
q(
Y (t)
Γ
)−
√
2LT ] ≤ 0,(4.3)
and
lim inf
T→∞
[ sup
0≤t≤T
q(
Y (t)
Γ
)−
√
2LT ] ≥ 0.(4.4)
Corollary 4.1. Let γ be a non-degenerate mean zero Gaussian measure on
E, and assume G1, G2, · · · are i.i.d. Gaussian random vectors with distri-
bution γ. If Sk = G1 + · · ·Gk for k ≥ 1 and Γ is as in (4.2), then with
probability one
lim sup
n→∞
[ max
1≤k≤n
q(
Sk√
kΓ
)−
√
2LLn] ≤ 0.(4.5)
and
lim inf
n→∞ [ max1≤k≤n
q(
Sk√
kΓ
)−
√
2LLn] ≥ 0.(4.6)
Proof of Theorem 4.1. If Y =: {Y (t) : t ≥ 0} is sample continuous and
as in (4.1), then Lemmas 5.2.1 and 5.2.2 show Y is a stationary, mean-
zero Gaussian process in the sense of Definitions 3.1 and 3.2. Hence (a) in
Theorem 4.1 holds. In addition, Lemmas 3.1 and 3.2 are then applicable
and imply that the sample continuous processes {Xk(t) : t ∈ [0, 1]} defined
in (3.2) are Gaussian in the sense of Definition 3.1. Moreover, since γ is
assumed non-degenerate they show that the mean zero Gaussian measures
{µk : k ≥ 1} induced on the Borel subsets of B are also non-degenerate and
such that
L(Xk) = µk = µ, k ≥ 1.
It also follows from Lemma 3.1 that for every f ∈ C∗E[0, 1], f(X) is a mean
zero Gaussian random variable with variance as in (3.4) with B = CE[0, 1].
Therefore, (b) also holds.
To prove (c) we first observe that Γ < ∞ since K is a compact subset
of CE [0, 1], and it is strictly positive since µ is non-degenerate when we
assume γ is non-degenerate, which implies the unit ball K of the Hilbert
space Hµ is non-degenerate. Combining (b) and Γ as in (4.2) we now have
(4.3) with probability one by (3.13) in Corollary 3.1. Finally, (4.4) holds
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with probability one from (3.15) in Corollary 3.1 since we can check (3.14).
That is, for x0 ∈ K such that ‖x0‖ = Γ the Hahn-Banach theorem implies
there is a linear functional f0 ∈ B∗ such that f0(x0) = Γ, ‖f0‖∗ = 1 and
Lemma 2.1 implies
σ2f0 =
∫
B
f20 (x)dµ(x) = Γ
2.
Furthermore, Lemma 5.3.1 implies the sequence of mean zero random vari-
ables {f0(Xk) : k ≥ 1} is stationary with variance Γ2 and Lemma 5.4.3
shows
lim
n→∞(loge n)E[f0(X1)f0(Xn)] = 0,(4.7)
which when combined with Corollary 3.1 completes the proof of Theorem
4.1. 
Proof of Corollary 4.1. Since Y = {Y (t) : t ≥ 0} is as in (4.1) with {W (t) :
t ≥ 0} the E-valued sample continuous Brownian motion induced by γ, it
follows that the sequences {Gk : k ≥} and {W (k)−W (k − 1) : k ≥ 1} with
W (0) = 0 have the same law. Therefore, the E∞-valued random vectors
(G1,
G1 +G2√
2
, · · · ) and (W (1), W (2)√
2
, · · · )(4.8)
have the same law, and assuming without loss of generality that Gk =
W (k)−W (k− 1) for all k ≥ 1 we have W (k)/
√
k = Y (Lk) with probability
one for all k ≥ 1. Hence with probability one for all n ≥ 1 we have
max
1≤k≤n
q(
G1 + · · ·+Gk√
kΓ
) = max
1≤k≤n
q(
Y (Lk)
Γ
)(4.9)
which implies with probability one that
lim sup
n→∞
[ max
1≤k≤n
q(
G1 + · · ·+Gk√
kΓ
)−
√
2LLn] = lim sup
n→∞
[ max
1≤k≤n
q(
Y (Lk)
Γ
)−
√
2LLn]
(4.10)
≤ lim sup
n→∞
[ max
1≤t≤Ln
q(
Y (t)
Γ
)−
√
2LLn] ≤ 0,
where the inequality follows immediately from (4.3) with T = Ln. Hence
(4.5) holds, and we now turn to (4.6).
Let Γ be as in (4.2) and Γγ = supz∈Kγ q(z), where Kγ = {z : ‖z‖Hγ ≤ 1}
is the unit ball of the Hilbert space Hγ . Then Lemma 2.1 implies Γ = σ(µ),
where µ = L(X1), and hence by (5.4.29) we have
Γ ≤ σ(γ) = Γγ .
Furthermore, by the conclusion of Remark 5.4.1 we have
Γ = Γγ ,(4.11)
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and applying Lemma 2.1 to the mean zero Gaussian measure γ on E, there
exists f0 ∈ E∗, ‖f0‖∗ = 1, f0(z0) = Γγ (z0 as above), such that∫
E
f20 (z)dγ(z) = Γ
2
γ .(4.12)
Since Γ = Γγ and Sk = G1 + · · ·+Gk for k ≥ 1,
max
1≤k≤n
q(
Sk√
kΓ
) ≥ max
1≤k≤n
|f0(Sk)|√
kΓγ
≥ max
0≤j≤jn
|Yj |,(4.13)
where jn = max{j : 2j ≤ n} for n ≥ 1 and
Yj =
f0(G1) + · · · + f0(G2j )√
2jΓγ
, j ≥ 1.
Therefore, E(Yj) = 0, E(Y
2
j ) = 1, and for 0 ≤ i ≤ j <∞
E(YiYj) =
E(f20 (G1))2
i
Γ2γ
√
2(i+j)
= 2−(j−i)/2,
which implies {Yj : j ≥ 0} is a mean zero-variance one stationary Gaussian
sequence of real random variables with
rk = E(Y0Yk) = e
−k/2,
and hence Theorem 3.3 in [Pic67] implies
lim inf
k→∞
[ max
0≤j≤k
Yj −
√
2Lk] ≥ 0(4.14)
with probability one.
From (4.13) we have
lim inf
n→∞ [ max1≤k≤n
q(
Sk√
kΓ
)−
√
2LLn] ≥ lim inf
n→∞ [ max0≤j≤jn
Yj −
√
2Ljn + ǫn](4.15)
where n→∞ implies
|ǫn| = |
√
2Ljn −
√
2LLn| → 0.
Therefore, (4.14) combined with (4.15) implies (4.6) with probability one,
and the corollary is proved. 
4.1. An Application to Random operators. LetH be a separable Hilbert
space over the complex numbers with inner product 〈x, y〉, x, y ∈ H, and for
a bounded operator A from H to H denote the uniform operator norm by
q(A) =: sup
h∈H,〈h,h〉=1
〈Ah,Ah〉 12 .
In this sub-section we assume E is a separable Banach space over the real
numbers consisting of bounded self-adjoint operators with norm q(·), and
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that γ is a mean zero Gaussian measure on the Borel subsets of (E, q). The
Hilbert space generating γ will be denoted by Hγ , its unit ball by Kγ , and
Γγ =: sup
z∈Kγ
q(z).(4.16)
Some standard facts about elements of E are as follows. If A is self-adjoint,
then the spectrum of A, denoted by σ(A), is a compact non-empty subset
of real numbers with spectral radius
rσ(A) =: sup{|λ| : λ ∈ σ(A)},(4.17)
and
rσ(A) = q(A).(4.18)
If A is a compact self-adjoint operator fromH toH, then σ(A) is a countable
set of real numbers consisting of the eigenvalues of A and
σ(A) ∩ ((−∞,∞)− {0}) = σ(A)+ ∪ σ(A)−,
where σ(A)+ denotes the strictly positive eigenvalues of A and σ(A)− is the
strictly negative eigenvalues of A. Furthermore, zero may or may not be
an eigenvalue of A, but if 0ǫ/σ(A) and H is infinite dimensional, then it is
always a limit point of either σ(A)+ or σ(A)−.
Perhaps somewhat less well known are the following facts, and hence a
detailed summary appears in the appendix [KZ].
For compact self-adjoint operators on the infinite dimensional Hilbert
space H, let Σ be the set-valued map on these operators defined by
Σ(A) = σ(A),
and define the Hausdorff metric distance between σ(A) and σ(B) by
d(σ(A),σ(B)) =: inf{δ > 0 : σ(A) ⊆ σ(B) + (−δ, δ)(4.19)
andσ(B) ⊆ σ(A) + (−δ, δ)}.
Then, for A,B compact self-adjoint operators on H it is known that
q(A−B) < δ implies d(σ(A), σ(B)) < δ.(4.20)
For a proof of (4.20) see Theorem 3 in [KZ]. In particular, if E consists
of compact self-adjoint operators on H and
Eσ = {σ(A) : A ∈ E}
with distance on Eσ the Hausdorff metric in (4.19), then the map Σ : A→
σ(A) is a Lip-1 continuous map from (E, q) onto (Eσ, d) since (4.20) implies
d(Σ(A),Σ(B)) ≤ 2q(A−B).
Thus for (E, q) a Banach space of compact self-adjoint operators and {An :
n ≥ 1} a sequence in E and A ∈ E
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lim
n→∞ q(A−An) = 0 implies(4.21)
lim
n→∞ d(Σ(A),Σ(An)) = limn→∞ d(σ(A), σ(An)) = 0.
As usual in any metric space (M,ρ), for x ∈ D,D ⊆M , we define ρ(x,D) =
infa∈D ρ(x, a) and the cluster set C({xn}) to be the set of all limit points of
the sequence {xn} ⊆M taken in (M,ρ). Thus for (E, q) a Banach space of
compact self-adjoint operators, {An : n ≥ 1} a sequence in E, and D ⊆ E
we have that
lim
n→∞q(An,D) = 0 implies(4.22)
lim
n→∞ d(Σ(An),Σ(D)) = limn→∞ infa∈D
d(σ(An), σ(a)) = 0.
Moreover, if
Eσ = Σ(E) = {σ(A) : A ∈ E}
with distance on Eσ the Hausdorff metric in (4.19), then for compact subsets
D of (E, q)
lim
n→∞q(An,D) = 0 and C({An}) = D implies(4.23)
C({Σ(An)}) = Σ(D),
where the cluster set C({Σ(An)}) is computed relative to (Eσ, d).
From these standard facts it follows rather easily that our results have
implications for the spectrums of random operators with centered Gaussian
distribution γ on E. As a sample we will present applications of 2.30 in
Corollary 2.2 and 4.1. The interested reader should then envision others.
Corollary 4.2. Let E be a separable Banach space over the real numbers
consisting of bounded self-adjoint operators on the Hilbert space H in the
uniform operator norm q(·), and that γ is a mean zero Gaussian measure
on the Borel subsets of (E, q) with Γγ as in (4.16). If A1, A2, . . . are i.i.d.
E-valued random operators with law γ and Sk = A1+ · · ·Ak for k ≥ 1, then
with probability one
lim
n→∞[ max1≤k≤n
rσ(Ak)
Γγ
−
√
2Ln] = 0(4.24)
and
lim
n→∞[ max1≤k≤n
rσ(Sk)√
kΓγ
−
√
2LLn] = 0.(4.25)
In addition, if we assume the operators are compact and d(·, ·) is the Haus-
dorff metric on Eσ, then with probability one
lim
n→∞ d(
σ(An)√
2Ln
,K) = 0,(4.26)
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and
C({σ(An)√
2Ln
}) = K,(4.27)
where
K =: Σ(Kγ) = {σ(A) : A ∈ Kγ}.(4.28)
With probability one we also have
lim
n→∞ d(
σ(Sn)√
2nLLn
,K) = 0,(4.29)
and
C({ σ(Sn)√
2nLLn
}) = K.(4.30)
Proof. The conclusion in (4.24) follows immediately from (2.30) and (4.18).
Similarly, (4.25) follows from Corollary 4.1, (4.18), and that rσ(
Sk√
k
) = rσ(Sk)√
k
.
To verify (4.26) and (4.27) we observe from Theorem 1 in [GK92] or The-
orem 2.1 in [GK91] for every ǫ > 0 and ǫn = ǫ/
√
2Ln that with probability
one
P (
An√
2Ln
∈ Kγ + ǫnU eventually) = 1,(4.31)
where U = {A ∈ E : q(A) < 1}. Thus with probability one we have An√
2Ln
converging to Kγ in (E, q), and
P (q(
An√
2Ln
,Kγ) < ǫn eventually) = 1.(4.32)
Since Σ is Lip-1 as above and (4.28) holds, then
{d(Σ(An)√
2Ln
,K) < 2ǫn eventually} ⊇ {q( An√
2Ln
,Kγ) < ǫn eventually},
and hence we have (4.26) with probability one.
To verify (4.27) we first observe The´ore`me 4.1 of [CK76] implies
P (C({ An√
2Ln
}) = Kγ) = 1,(4.33)
and since Kγ is compact in E, (4.32) and (4.33) combined with (4.21) gives
(4.27) with probability one.
Finally, the proof of (4.29) and (4.30) follow as that for (4.26) and (4.27)
since Theorem 4.1 in [GKZ81] implies the law of the iterated logarithm for
the i.i.d. centered E-valued Gaussian random vectors {Ak : k ≥ 1}, and
hence
P ( lim
n→∞ q(
Sn√
2nLLn
,Kγ) = 0) = P (C({ Sn√
2nLLn
}) = Kγ) = 1.(4.34)
Thus the corollary is proved. 
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Remark 4.1. Since ǫn = ǫ/
√
2Ln the statements in (4.32-33) imply
P ( lim
n→∞ q(An,
√
2LnKγ) = 0) = 1 and P ( lim
n→∞ d(Σ(An),
√
2LnK) = 0) = 1.
4.2. An Application to Medians for Gaussian Maximal Functions.
Next we establish a symmetrization result, and indicate how it provides pre-
cise asymptotic behavior for the medians of the partial maxima of Gaussian
vectors when combined with our results above.
Proposition 1. Assume xn is a real-valued random variable with unique
median, mn, and x
′
n is an independent copy of xn. Then,
xn − x′n → 0 in probability implies xn −mn → 0 in probability, and
(4.35)
xn − x′n → 0 a.s. implies xn −mn → 0 a.s.(4.36)
Proof. We’ll use 2Pr(x
′
n ≤ mn) = 1 and 2Pr(x
′
n ≥ mn) = 1. Fix ǫ > 0.
Pr(xn > mn + ǫ) =
[
2Pr(x
′
n ≤ mn)
]
Pr(xn > mn + ǫ)
= 2Pr(xn > mn + ǫ, x
′
n ≤ mn) ≤ 2Pr(xn > x
′
n + ǫ, x
′
n ≤ mn)
≤ 2Pr(xn > x′n + ǫ)→ 0.
Similarly,
Pr(xn < mn − ǫ) =
[
2Pr(x
′
n ≥ mn)
]
Pr(xn < mn − ǫ)
= 2Pr(xn < mn − ǫ, x′n ≥ mn) ≤ 2Pr(xn < x
′
n − ǫ, x
′
n ≥ mn)
≤ 2Pr(xn < x′n − ǫ)→ 0.
Hence ( 4.35) holds.
Now assume xn − x′n → 0, a.s. Then, by Fubini’s theorem there is a
particular “ω
′
” such that xn − xn(ω′) → 0, a.s. and letting bn = xn(ω′)
we have, xn − bn → 0 in probability. Since, the assumption also implies
xn−x′n → 0 in probability, we have by (4.35) that xn−mn → 0 in probability.
Therefore, bn − mn → 0 in probability. Since these last are constants, we
have bn −mn → 0. Going back to xn − bn → 0 a.s., we get xn −mn → 0,
a.s. 
Proposition 2. Let µ, µ1, µ2, · · · be centered non-degenerate Gaussian mea-
sures on B with norm ‖·‖, and X,X1,X2, · · · be B-valued random vectors on
some probability space with distributions µ, µ1, µ2, · · · such that {µn : n ≥ 1}
converges weakly to µ on B. In addition, assume {bn} are numbers such that
lim
n→∞[Mn − bn] = 0(4.37)
where the convergence to zero is in probability, and
Γ = sup
x∈K
‖x‖ and Mn =: max
1≤k≤n
‖Xk‖
Γ
.
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Then,
lim
n→∞[med(Mn)− bn] = 0.(4.38)
The proof of Proposition 2 is immediate since the distribution function of
Mn is continuous and strictly increasing on (0,∞) and zero elsewhere when
B is separable and the Gaussian random vectors are assumed to be centered
and non-degenerate. Since results in the literature as well as in Sections
2,3,4(above) imply (4.37) with bn either
√
2Ln or
√
2LLn, the asymptotic
behavior of the medians of Mn in these situations are precisely determined
by (4.38). Furthermore, determining precise asymptotic behavior for these
medians by direct calculation does not appear to be immediate.
5. Properties of the Banach-valued OU Process
Here we present some results on sample function continuity and station-
arity properties for the E-valued Ornstein-Uhlenbeck process of (4.1) that
were used in the proofs in Section 4. We start with the sample function
continuity of the related Brownian motion in Lemma 5.1.1, which appeared
earlier in [Gro67]. In view of this, and the additional results and proofs in
[KZ], we only state the necessary facts and related notation here. That the
resulting γ-Brownian motion is a mean zero Gaussian process in the sense
of Definition 3.1 can easily be seen from the proof of Lemma 5.2.1 below.
5.1. Sample Function Continuity. As before assume γ is a mean zero
Gaussian measure on E with norm q. In addition, assume ΩE is the space
of continuous functions x from [0,∞) into E such that x(0) = 0, and F is
the σ-field of ΩE generated by the functions x → x(t), 0 ≤ t < ∞. Our
next lemma provides a proof that there exists a probability measure Pγ on
(ΩE,F) such that if 0 = t0 < t1 · · · < tn, then the random vectors
x(tj)− x(tj−1), j = 1, · · · , n, are independent,(5.1.1)
and x(tj)− x(tj−1) has distribution γtj−tj−1 on E, where γs(A) = γ(A/
√
s)
for Borel subsets A of E when s > 0 and γ0 = δ0. In particular, the sto-
chastic process {W (t) : t ≥ 0} defined on (ΩE ,F , Pγ) by W (t, x) = x(t)
has stationary independent mean zero Gaussian increments. We will call it
γ-Brownian motion on E.
Lemma 5.1.1. Let γ be a mean zero Gaussian measure on E. Then, the
E-valued Brownian motion W = {W (t) : t ≥ 0} defined on (ΩE ,F , Pγ)
by W (t, x) = x(t) exists. In particular, it is sample path continuous and a
mean zero Gaussian process (in the sense of Definition 3.1) with
(i) W (0) = 0,
(ii) W has stationary independent mean zero Gaussian increments as in-
dicated above, and
(iii) if the support of γ is a closed subspace F of E, then the probability Pγ
has support on ΩF , the space of continuous functions on [0,∞) with values
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in F , and W is a γ Brownian motion on F.
Remark 5.1.1. It is usual to assume the support of γ to be E when we
define γ-Brownian motion, but in later proofs it will be convenient to keep
it mind this need not be the case.
5.2. Gaussian and Stationary Properties for Ornstein-Uhlenbeck
Processes. Let Y be a sample continuous Ornstein-Uhlenbeck process gen-
erated by γ as in (4.1). In this subsection we then prove Y is a mean zero
Gaussian process in the sense of Definition 3.1 and also a stationary process
in the sense of Definition 3.2. As a result, it follows that both Lemma 3.1
and 3.2 apply to Y .
Lemma 5.2.1. The sample continuous Ornstein-Uhlenbeck process{Y (t) :
t ≥ 0} is a mean zero Gaussian process in the sense of Definition 3.1.
Proof. For each integer d ≥ 1 and 0 ≤ t1 < t2, < · · · < td we need to show
the finite dimensional distribution of
(Y (t1), · · · , Y (td))(5.2.1)
is a mean zero Gaussian measure on Ed. Since the typical continuous linear
functional on Ed is of the form
f(x1, · · · , xd) =
d∑
j=1
θj(xj),(5.2.2)
where θ1, · · · , θd ∈ E∗, and Ed is a separable Banach space, it suffices to
show
d∑
j=1
θj(Y (tj))(5.2.3)
is a mean zero Gaussian random variable.
If d = 1, then
θ1(Y (t1)) = e
− t1
2 θ1(W (e
t1)),
and hence Y (t1) is a mean zero Gaussian random variable since θ1(W (s))
is a mean zero Gaussian random variable for each s ≥ 0. Moreover, by the
scaling property of the E-valued Brownian motion
E[θ21(Y (t1))] = E[θ
2
1(W (1))].
To handle the situation for d ≥ 2 it is useful to consider the following identity
which is easily established by induction. That is, for aj , 1 ≤ j ≤ d, linear
functionals on E and bj, 0 ≤ j ≤ d points in E with b0 = 0 we have
d∑
j=1
aj(bj) =
d∑
j=1
d∑
k=j
ak(bj − bj−1) =
d∑
j=1
( d∑
k=j
ak
)
(bj − bj−1).
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Therefore, with aj = e
− tj
2 θj and bj = W (e
tj ) for 1 ≤ j ≤ d with b0 =
W (et0) = 0 we have
d∑
j=1
θj(Y (tj)) =
d∑
j=1
e−
tj
2 θj(W (e
tj )) =
d∑
j=1
( d∑
k=j
e−
tk
2 θk
)
(W (etj )−W (etj−1)).
(5.2.4)
Hence, by the independent increments of the γ-Brownian motion on E we
thus have
∑d
j=1 θj(Y (tj)) is the sum of the independent mean zero Gaussian
random variables
( d∑
k=j
e−
tk
2 θk
)
(W (etj )−W (etj−1)), 1 ≤ j ≤ d,(5.2.5)
which completes the proof. 
Lemma 5.2.2. The sample continuous Ornstein-Uhlenbeck process{Y (t) :
t ≥ 0} is a stationary mean zero Gaussian process in the sense of Definitions
3.1 and 3.2.
Proof. Given Lemma (5.2.1) it suffices to show for each integer d ≥ 1, h > 0,
and 0 ≤ t1 < t2, < · · · < td that the finite dimensional distributions of
(Y (t1), · · · , Y (td)) and (Y (t1 + h), · · · , Y (td + h))(5.2.6)
are equal Gaussian probability measures on Ed.
By (5.2.1) we know both are mean zero Gaussian distributions on Ed, and
hence they will be equal if the variance of every linear functional on Ed is
the same for each distribution. That is, since the typical continuous linear
functional on Ed is of the form
f(x1, · · · , xd) =
d∑
j=1
θj(xj),(5.2.7)
where θ, · · · , θd ∈ E∗, and Ed is a separable Banach space, it suffices to
show
E[(
d∑
j=1
θj(Y (tj)))
2] = E[(
d∑
j=1
θj(Y (tj + h)))
2].(5.2.8)
Hence, from (5.2.4), (5.2.5), and
ψj =
d∑
k=j
e−
tk
2 θk
for 1 ≤ j ≤ d, it suffices to show
E
[{ψ(W (etj )−W (etj−1))}2] = E[{e−h2ψ(W (etj+h)−W (etj−1+h))}2].
(5.2.9)
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Using the scaling property and independent increments of the E-valued
Brownian motion {W (t) : t ≥ 0} we have
E
[{ψ(W (etj )−W (etj−1))}2] = (etj − etj−1)E[ψ2(W (1))],
and
E
[{e−h2ψ(W (etj+h)−W (etj−1+h))}2] = e−h(etj+h − etj−1+h)E[ψ2(W (1))],
Thus (5.2.9) holds for 1 ≤ j ≤ d, which completes the proof. 
5.3. More Stationary and Gaussian Properties for the Ornstein-
Uhlenbeck Process. Let γ be a non-degenerate mean zero Gaussian mea-
sure on the Borel sets of E, and assume
Y (t) =: e−
t
2W (et), t ≥ 0,(5.3.1)
is the E-valued sample path continuous Ornstein-Uhlenbeck process gener-
ated by γ normalized so that the law of W (1), and hence also Y (1), is γ (
see Section 5.1 for more details). In addition, assume the CE[0, 1] valued
random vectors {Xk : k ≥ 1} are defined as in (3.2).
The next lemma shows that for every f ∈ C∗E [0, 1] the sequence {f(Xk(·) :
k ≥ 1} is a stationary sequence of real-valued mean zero Gaussian random
variables. Our proof depends on a Riesz representation result for such linear
functionals established by Bochner and Taylor in [BT38], and for that we
need some additional notation.
Define V (E∗, q∗) to be the functions g mapping [0, 1] into E∗ such that
the sums
n∑
j=1
q∗(g(tj)− g(tj−1))
are uniformly bounded for all partitions {tj}, where 0 = t0 < t1 < · · · <
tn = 1. For g ∈ V (E∗, q∗), the least upper bound of all such sums is the E∗
bounded variation of g and is denoted by V (g,E∗).
If x ∈ CE [0, 1] and g ∈ V (E∗, q∗), Bochner and Taylor define the integral∫ 1
0
dg(t)x(t)(5.3.2)
in the usual way. That is, with g fixed, for each x ∈ CE[0, 1] and each
partition D = {tj} with 0 = t0 < t1 < · · · < tn = 1 and points τj , tj−1 ≤
τj ≤ tj, denote the real-valued sum
S(D,x) =
n∑
j=1
[g(tj)− g(tj−1)]x(τj).(5.3.3)
If we put |D| = max1≤j≤n |tj − tj−1|, then as indicated in [BT38] in the
usual way for a sequence of partitions Di with |Di| → 0 the sums S(Di, x)
approach a limit (in R) which is independent of the particular sequence
28 JAMES KUELBS AND JOEL ZINN
{Di}. This limit is called the integral of x(·) with respect to g(·). It is
written as in (5.3.2), and it follows immediately that
|
∫ 1
0
dg(t)x(t)| ≤ sup
0≤t≤1
q(x(t))V (g,E∗).(5.3.4)
The Riesz representation given by Bochner and Taylor is the following
theorem. It will be used in Lemma 5.3.1 below.
Theorem 5.3.1. [BT38] If f is a continuous linear functional on CE [0, 1],
then there exists a function g of E∗-bounded variation (g ∈ V (E∗, q∗)) such
that for each x ∈ CE [0, 1]
f(x) =
∫ 1
0
dg(t)x(t),(5.3.5)
where the integral is of the Riemann-Stieljes type as given in (5.3.2)-(5.3.3),
and
sup
{x∈CE [0,1]:‖x‖=1}
|f(x)| = V (g,E∗).(5.3.6)
Lemma 5.3.1. Let Y =: {Y (t) : t ≥ 0} be the sample continuous Ornstein-
Uhlenbeck process generated by the non-degenerate mean zero Gaussian mea-
sure γ on E as in (5.3.1), and assume the processes {Xk(t) : 0 ≤ t ≤ 1} are
as in (3.2). Then, for every f ∈ C∗E[0, 1] the sequence {f(Xk(·) : k ≥ 1} is
a stationary sequence of real-valued mean zero Gaussian random variables.
Proof. Given Lemmas 5.2.1 and 5.2.2, Lemma 3.2 implies µk = L(Xk), k ≥
1, are identical mean zero Gaussian measures on CE [0, 1], and the random
variables f(Xk), k ≥ 1, are mean zero Gaussian random variables with the
same distribution. What remains is to show they are stationary and jointly
Gaussian.
Applying the Bochner-Taylor result, for each f ∈ C∗E[0, 1] there exists g
of E∗ bounded variation such that f is as in (5.3.5), with (5.3.6) holding.
Hence, for a sequence of partitions {Di} with |Di| → 0, for all x ∈ CE[0, 1]
lim
i→∞
S(Di, x) = f(x),(5.3.7)
where
fi(x) =: S(Di, x) =
r∑
j=1
φj(x(τj)),(5.3.8)
φj =: g(tj)− g(tj−1) ∈ E∗, and r+1 equals the number of points in Di. Of
course, r depends on i, but this is omitted to simplify the notation, and for
all x ∈ CE [0, 1] (5.3.7) becomes
lim
i→∞
|f(x)− fi(x)| = 0.(5.3.9)
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To show {f(Xk) : k ≥ 1} is stationary and Gaussian we take 1 ≤ k1 <
· · · < kd <∞ and d ≥ 1 integers, and show
L(f(Xk1), · · · , f(Xkd)) = L(f(Xk1+h), · · · , f(Xkd+h))(5.3.10)
are equal Gaussian probabilities on Rd. Since (5.3.8) and (5.3.9) hold,
(5.3.10) follows when we verify
L(
r∑
j=1
φj(Xk1(τj), · · · ,
r∑
j=1
φj(Xkd(τj)))
= L(
r∑
j=1
φj(Xk1+h(τj), · · · ,
r∑
j=1
φj(Xkd+h(τj)))
and that they are Gaussian measures. Since Xk(t) = Y (t + (k − 1)) for all
t ∈ [0, 1] and integers k ≥ 1, it suffices to show the probability measures
L(
r∑
j=1
φj(Y (k1 − 1 + τj)), · · · ,
r∑
j=1
φj(Y (kd − 1 + τj))
)
(5.3.11)
and
L(
r∑
j=1
φj(Y (k1 + h− 1 + τj)), · · · ,
r∑
j=1
φj(Y (kd + h− 1 + τj))
)
(5.3.12)
are equal and jointly Gaussian. However, since
0 ≤ k1 − 1 + τ1 < · · · < k1 − 1 + τr ≤ k2 − 1 < · · · < k2 − 1 + τr
≤ · · · ≤ kd − 1 < · · · < kd − 1 + τr
and {Y (t) : t ≥ 0} is stationary and Gaussian we have
L(Y (k1 − 1 + τ1), · · · , Y (k1 − 1 + τr), · · · , Y (kd − 1 + τ1),
· · · , Y (kd − 1 + τr)
)
,
and
L(Y (k1 + h− 1 + τ1), · · · , Y (k1 + h− 1 + τr), · · · , Y (kd + h− 1 + τ1),
· · · , Y (kd + h− 1 + τr)
)
,
are equal Gaussian probabilities on Erd. From this, and that the {φj : 1 ≤
j ≤ r} are in E∗, we immediately have the probabilities in (5.3.11) and
(5.3.12) are equal and Gaussian, which completes the proof of the lemma.

5.4. Covariance Decay for the Ornstein-Uhlenbeck Process. In our
proof of (4.4) and (4.6) we have used Theorem 3.3 in [Pic67] which requires
a rate of decay of the covariances for a sequence of stationary Gaussian
random variables. Here we show that for the Ornstein-Uhlenbeck process
the required rate of decay follows from the process itself, and is not an extra
assumption. To estimate this covariance decay for the Ornstein-Uhlenbeck
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process generated by the mean zero Gaussian measure γ on E we first show
the problem can be moved to any Banach space F that is linearly isometric
to E. Then, with suitably chosen F we make the estimate. First, however
we indicate some additional notation.
Let E and F be separable Banach spaces with norms qE and qF and
suppose Λ: E → F is a linear isometry from E onto F with inverse Λ−1. If
x ∈ CE[0,∞), then we define the function y(·) = Λˆx(·) ∈ CF [0,∞) by
Λˆx(t) = Λ(x(t)), 0 ≤ t <∞,(5.4.1)
and for x ∈ CE[0, b] and b > 0 we define
Λˆbx(·) = Λ(x(·)), 0 ≤ t ≤ b.(5.4.2)
For every b > 0 and x ∈ CE[0,∞) we have for y = Λˆ(x) that
sup
0≤t≤b
qF (y(t)) = sup
0≤t≤b
qF (Λˆ(x)(t) = sup
0≤t≤b
qF (Λ(x(t)) = sup
0≤t≤b
qE(x(t)),
(5.4.3)
so Λˆb is a linear isometry from CE [0, b] onto CF [0, b]. Similarly, Λˆ and Λˆb
have linear inverses Λˆ−1 and Λˆ−1b from CF [0,∞) onto CE [0,∞) and CF [0, b]
onto CE [0, b]. Of course, Λ
−1
b is also an isometry.
As before γ is a non-degenerate mean zero Gaussian measure on the Borel
subsets of E and we define (as usual)
γΛ(A) = γ(Λ−1(A)).(5.4.4)
Then, the probability γΛ is a mean zero Gaussian measure on the Borel
subsets of F , the supports of γ and γΛ are closed linear subspaces of E and
F , respectively, and they are linearly isometric under Λ.
The E-valued γ-Brownian motion process on (ΩE,F , Pγ) is defined as in
Lemma 5.1.1, and is indicated by Wγ = {Wγ(t) : t ≥ 0} with Wγ(t, x) =
x(t), x ∈ ΩE. The E-valued γ-Ornstein-Uhlenbeck process is given by
Yγ(t, x) =: e
− t
2Wγ(e
t, x) = e−
t
2x(et), t ≥ 0, x ∈ ΩE ⊆ CE [0,∞),(5.4.5)
and since the support of γ is a closed subspace of E, the processes Wγ and
Yγ have support on the continuous functions on [0,∞) with values in that
subspace.
Similarly, we let ΩF be the space of continuous functions y from [0,∞)
into F such that y(0) = 0, and G the σ-field of ΩF generated by the functions
y → y(t), 0 ≤ t <∞. Then, there is a probability PγΛ on (ΩF ,G) such that
the stochastic process WγΛ = {WγΛ(t) : t ≥ 0} defined on (ΩF ,G, PγΛ) by
WγΛ(t, y) = y(t) is the γ
Λ-Brownian motion on F , and the stochastic process
YγΛ(t, y) =: e
− t
2WγΛ(e
t, y) = e−
t
2 y(et), t ≥ 0, y ∈ ΩF ⊆ CF [0,∞),(5.4.6)
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is the F -valued γΛ-Ornstein-Uhlenbeck process with support the space of
continuous functions on [0,∞) with values in the subspace of F supporting
γΛ.
Notation. For k ≥ 1 and 0 ≤ t ≤ 1 we define the linear maps
τk : ΩE ⊆ CE [0,∞)→ CE[0, 1], and τˆk : ΩF ⊆ CF [0,∞)→ CF [0, 1],
(5.4.7)
by
τk(x)(t) = e
− t+(k−1)
2 x(et+(k−1)) and τˆk(y)(t) = e−
t+(k−1)
2 y(et+(k−1)),
(5.4.8)
and the processes
Xk(t, x) = τk(x)(t), x ∈ ΩE, and Xˆk(t, y) = τˆk(y)(t), y ∈ ΩF .(5.4.9)
These maps are not only linear, but are continuous with respect to uniform
convergence on compact subsets of [0,∞).
Lemma 5.4.1. PγΛ = (Pγ)
Λˆ on (ΩF ,G) and Pγ = P(γΛ)Λ−1 = (PγΛ)Λˆ
−1
on (ΩE,F), where Λˆ is defined in (5.4.1). Hence PγΛ is the distribution of
Λˆ(Wγ). Furthermore, if
J(y) = [h ◦ τ1(Λˆ−1(y))][h ◦ τk(Λˆ−1(y))],(5.4.10)
where h ∈ C∗E[0, 1] and y ∈ ΩF , then∫
ΩF
J(y)dPγΛ(y) =
∫
ΩF
J(y)dP Λˆγ (y) =
∫
ΩE
J(Λˆ(x))dPγ(x)(5.4.11)
=
∫
ΩE
[h ◦ τ1(x)][h ◦ τk(x)]dPγ(x).
Moreover, for y ∈ ΩF and h ∈ C∗E [0, 1], J(·) is such that
J(y) = [h ◦ Λˆ−11 (τˆ1(y)][h ◦ Λˆ−11 (τˆk(y)] with h ◦ Λˆ−11 ∈ C∗F [0, 1].(5.4.12)
Hence, for hˆ = h ◦ Λˆ−11 we have
∫
ΩF
[hˆ ◦ τˆ1(y)][hˆ ◦ τˆk(y)]dPγΛ(y) =
∫
ΩE
[h ◦ τ1(x)][h ◦ τk(x)]dPγ(x).
(5.4.13)
Proof. By definition of the Brownian motion induced by γΛ, for 0 = t0 <
t1 · · · < tn the random vectors
y(tj)− y(tj−1), j = 1, · · · , n, are independent,
and y(tj)−y(tj−1) has distribution γΛtj−tj−1 on F , where γΛs (A) = γΛ(A/
√
s)
for Borel subsets A of F when s > 0 and γ0 = δ0. In particular, the stochastic
process WγΛ = {WγΛ(t) : t ≥ 0} defined on (ΩF ,G, PγΛ) by WγΛ(t, y) = y(t)
has stationary independent mean zero Gaussian increments and an incre-
ment of length s > 0 has distribution given by γΛ(·/√s).
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We also have by definition that the stochastic process Λˆ(Wγ) =: {Λˆ(Wγ)(t) :
t ≥ 0} has law on (ΩF ,G) given by (Pγ)Λˆ, where
Λˆ(Wγ)(t) = Λ(Wγ(t)), t ≥ 0.(5.4.14)
Hence the increments of Λˆ(Wγ) based on 0 = t0 < t1 · · · < tn are
Λˆ(Wγ)(tj)− Λˆ(Wγ)(tj−1) = Λ(Wγ(tj)−Wγ(tj−1)), j = 1, · · · , n.
In addition, they are independent and an increment over an interval of length
s > 0 is such that
Pγ(x ∈ ΩE : Λ(x(t+ s)−x(t)) ∈ A) = Pγ(x(1) ∈ Λ−1(A/
√
s)) = γΛ(A/
√
s),
where A is any Borel subset of F . Thus (Pγ)
Λˆ = PγΛ on (ΩF ,G). Further-
more, we therefore also have (5.4.11) by the standard change of variables
formula. Finally, given (5.4.10), (5.4.12) is immediate from the definitions
of the mappings, and (5.4.13) follows from (5.4.11). 
Since E is separable, the Banach-Mazur Theorem allows us to take the
linearly isometric Banach space F to be a subspace of the sup-norm Banach
space C[0, 1] with norm qF (y) = sup0≤t≤1 |y(t)|. Furthermore, since γ is
a non-degenerate centered Gaussian measure on the Borel sets of E, its
support is a non-degenerate closed linear subspace of E, and γΛ is a Gaussian
measure on the Borel subsets of C[0, 1] whose support is a closed linear
subspace F = Λ(E). Hence applying (5.4.12) and (5.4.13) to the conclusion
of the following lemma, we will have a decay of the covariances suitable for
every linear functional on CE[0, 1]. That is, the following lemma establishes
the results for all linear functionals on CF [0, 1], and since Λˆ
−1
1 is an linear
isometry from CF [0, 1] onto CE[0, 1] the norms
||h||∗ =: ||h||C∗
E
[0,1] and ||h ◦ Λˆ−11 ||∗ =: ||h ◦ Λˆ−11 ||C∗F [0,1](5.4.15)
are equal (see 5.4.3). Lemma 5.4.3 below summarizes this, and hence the
desired rate of decay for the covariances also holds for all linear functionals
on CE[0, 1].
Lemma 5.4.2. Let γˆ be a non-degenerate mean zero Gaussian measure on
the sup-norm Banach space C[0, 1] whose support is a closed subspace F
of C[0, 1], and Yγˆ =: {Yγˆ(t) : t ≥ 0} be the F -valued sample continuous
Ornstein-Uhlenbeck process generated by γˆ on F as in (5.4.6). Also assume
the processes {Xˆk(t) : 0 ≤ t ≤ 1} are as in (5.4.9). Then, for each hˆ ∈
C∗F [0, 1] and k ≥ 2
|EPγˆ
(
hˆ(Xˆ1(·))hˆ(Xˆk(·)
)| ≤ e− k−22 σ2(γˆ)||hˆ||2C∗
F
[0,1],(5.4.16)
and
EPγˆ
(
hˆ2(Xˆ1(·))
) ≤ ||hˆ||2C∗
F
[0,1]σ
2(γˆ),(5.4.17)
where σ2(γˆ) is defined as in Lemma 2.1.
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Proof. Identifying CC[0,1][0,∞) with C([0,∞) × [0, 1]) we then have
ΩF = {y(·, ·) : y(·, s) ∈ CF [0,∞), y(t, ·) ∈ F ⊆ C[0, 1], 0 ≤ t <∞}
⊆ {y(·, ·) : y(·, ·) ∈ C([0,∞)× [0, 1])},
and by the Hahn-Banach theorem we let
ˆˆ
h be a norm preserved extension
of hˆ from CF [0, 1] to all of C(I × I), where I = [0, 1]. Then, by the Riesz
Representation theorem there is a signed measure λˆˆ
h
on I× I, where λˆˆ
h
has
finite total variation |λˆˆ
h
| = ||ˆˆh||C∗(I×I) = ||ˆˆh||C∗
F
[0,1] = ||hˆ||C∗
F
[0,1], and
ˆˆ
h(y(·, ·)) =
∫
I×I
y(t, s)dλˆˆ
h
(t, s), y(·, ·) ∈ C(I × I).(5.4.18)
Since we are assuming Yγˆ is defined on (ΩF ,G, Pγˆ) as in (5.4.6), we have for
y ∈ ΩF , t ∈ [0,∞), s ∈ [0, 1], with Pγˆ-probability one that
Yγˆ(t, y)(s) = e
− t
2 y(et, s).(5.4.19)
Using the notation defined in (5.4.8) and (5.4.9), and identifying y(t)(s) with
y(t, s), we have for k ≥ 1, y ∈ ΩF that for 0 ≤ t, s ≤ 1, with Pγˆ-probability
one
τˆk(y)(t)(s) = τˆk(y)(t, s)) = Xˆk(t, y)(s) = Yγˆ(k − 1 + t, y)(s).(5.4.20)
Therefore,
EPγˆ [hˆ(Xˆ1(·))hˆ(Xˆk(·)] = EPγˆ [ˆˆh(Xˆ1(·))ˆˆh(Xˆk(·)] = EPγˆ [ˆˆh(τˆ1(y))ˆˆh(τˆk(y))],
and hence by (5.4.19) and (5.4.20) we have
EPγˆ [hˆ(Xˆ1(·))hˆ(Xˆk(·)] = EPγˆ [
∫
I×I
τˆ1(y)(t, s)dλˆˆ
h
(t, s)
∫
I×I
τˆk(y)(v, u)dλˆˆ
h
(v, u)].
(5.4.21)
Moreover, since γ-Brownian motion has independent mean zero Gaussian
increments, for k ≥ 2 we have
y(ek−1+v, ·)− y(et, ·) independent of y(et, ·),
and hence y(ek−1+v, u)−y(et, u) and y(et, s) are independent mean zero ran-
dom variables. Therefore, the integrability of the Gaussian random variables
and vectors involved implies
e
t+k−1+v
2 |EPγˆ [τˆ1(y)(t, s)τˆk(y)(v, u)]|(5.4.22)
= |EPγˆ
[
y(et, s)[y(ek−1+v, u)−y(et, u)]+y(et, s)y(et, u)
]
| = |EPγˆ
[
y(et, s)y(et, u)
]
|
≤
[
EPγˆ [y
2(et, s)]
] 1
2
[
EPγˆ [y
2(et, u)]
] 1
2
= et
[
EPγˆ [y
2(1, s)]
] 1
2
[
EPγˆ [y
2(1, u)]
] 1
2
= et
[ ∫
F
y2(1, s)dγˆ(y)
] 1
2
[ ∫
F
[y2(1, u)]dγˆ(y)
] 1
2 ≤ etσ2(γˆ),
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where the last inequality holds by the definition of σ2(γˆ) as in Lemma 2.1
and that the evaluation maps at s, u are linear functionals of norm one.
Therefore, for t, v ∈ I
|EPγˆ [τˆ1(y)(t, s)τˆk(y)(v, u)]| ≤ e−
k−1+v−t
2 σ2(γˆ) ≤ e− k−22 σ2(γˆ).(5.4.23)
Combining (5.4.21) and (5.4.23), Fubini’s theorem implies
|EPγˆ [hˆ(Xˆ1(·))hˆ(Xˆk(·)]| ≤ e−
k−2
2 σ2(γˆ)|λˆˆ
h
|2 = e− k−22 σ2(γˆ)||hˆ||2C∗
F
[0,1],
(5.4.24)
and (5.4.16) holds. The proof of (5.4.17) is similar. That is, from (5.4.21)
we have
EPγˆ [hˆ
2(Xˆ1(·))] = EPγˆ
[
[
∫
I×I
τˆ1(y)(t, s)dλˆˆ
h
(t, s)]2
]
≤ EPγˆ
[
[
∫
I×I
|τˆ1(y)(t, s)|d|λˆˆ
h
|(t, s)]2
]
≤ EPγˆ
[
[
∫
I×I
e−ty2(et, s)d|λˆˆ
h
|(t, s)]
]
|λˆˆ
h
|(I×I)
=
∫
I×I
e−tEPγˆ [y
2(et, s)]d|λˆˆ
h
|(t, s)|λˆˆ
h
|(I×I) =
∫
I×I
EPγˆ [y
2(1, s)]d|λˆˆ
h
|(t, s)|λˆˆ
h
|(I×I)
≤ [|λˆˆ
h
|(I × I)]2σ2(γˆ) = ||hˆ||2C∗
F
[0,1]σ
2(γˆ),
which establishes (5.4.17). 
Lemma 5.4.3. Let Yγ =: {Yγ(t) : t ≥ 0} be an E-valued sample con-
tinuous Ornstein-Uhlenbeck process generated by the non-degenerate mean
zero Gaussian measure γ on E as in (5.4.5), and assume the processes
{Xk(t) : 0 ≤ t ≤ 1} are as in (5.4.9). Then, for each h ∈ C∗E[0, 1] and k ≥ 2
|EPγ
(
h(X1(·))h(Xk(·)
)| ≤ e− k−22 σ2(γ)||h||2C∗
E
[0,1],(5.4.25)
and
EPγ
(
h2(X1(·))
) ≤ ||h||2C∗
E
[0,1]σ
2(γ).(5.4.26)
Proof. Since E is a separable Banach space, the Banach-Mazur theorem
shows there is a linear isometry Λ mapping E onto F , where F is a closed
subspace of the sup-norm Banach space C[0, 1], and the q-norm on E maps
to the sup-norm on F . Using (5.4.11) and (5.4.12) of Lemma 5.4.1 with
γˆ = γΛ and Pγˆ = PγΛ , we then have for k ≥ 2 that
EPγ
(
h(X1(·))h(Xk(·)
)
= EP
γΛ
[
[h ◦ τ1(Λˆ−1(y))][h ◦ τk(Λˆ−1(y))]
]
(5.4.27)
= EP
γΛ
[
[h ◦ Λˆ−11 (τˆ1(y))][h ◦ Λˆ−11 (τˆk(y))]
]
= EPγˆ
[
[hˆ(τˆ1(y))][hˆ(τˆk(y))]
]
,
where hˆ = h◦Λˆ−11 . Combining (5.4.16) of Lemma 5.4.2 and (5.4.27) we have
EPγ
(
h(X1(·))h(Xk(·)
) ≤ e− k−22 σ2(γˆ)||hˆ||2C∗
F
[0,1] = e
− k−2
2 σ2(γ)||h||2C∗
E
[0,1],
(5.4.28)
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where the equality in (5.4.28) holds since(5.4.15) implies
||hˆ||C∗
F
[0,1] = ||h ◦ Λˆ−11 ||C∗F [0,1] = ||h||C∗E [0,1],
and σ2(γ) = σ2(γˆ). Hence (5.4.25) holds for k ≥ 2, and the proof of (5.4.26)
is entirely similar. 
Remark 5.4.1. If V = {h ∈ C∗E[0, 1] : ||h||C∗E [0,1] ≤ 1}, then (5.4.26)
implies
sup
h∈V
EPγ
(
h2(X1(·))
)
= sup
h∈V
∫
CE [0,1]
h2(τ1(x))dPγ(x) ≤ σ2(γ) = Γ2γ ,(5.4.29)
where Γγ is defined as in Lemma 2.1 and the equality follows from (2.7).
Furthermore, the inequality in (5.4.29) is actually an equality, which can be
seen as follows. That is, let z ∈ CE[0, 1] and for f ∈ E∗ define h0 ∈ C∗E [0, 1]
to be h0(z) = f(z(0)). Hence, if U = {z ∈ CE [0, 1] : sup0≤t≤1 qE(z(t)) ≤ 1},
then z ∈ U implies qE(z(0)) ≤ 1, and ||h0||C∗
E
[0,1] = supz∈U |h0(z)| =
supz∈U |f(z(0))| ≤ 1 when ||f ||E∗ = 1. Letting J =: sup||h||C∗
E
[0,1]≤1EPγ
(
h2(τ1(x))
)
,
we see
J ≥
∫
CE [0,1]
h20(τ1(x))dPγ (x) =
∫
CE [0,1]
f2(τ1(x)(0))dPγ (x) =
∫
E
f20 (w)dγ(w).
Therefore, for f = f0 as in Lemma 2.1 with the Gaussian measure being
γ, we have ||f0||E∗ = 1 and J ≥
∫
E f
2
0 (x)dγ(x) = σ
2(γ) = Γ2γ . Thus equality
holds in (5.4.29) as claimed.
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