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SIMPLICITY OF ALGEBRAS ASSOCIATED TO NON-HAUSDORFF
GROUPOIDS
LISA ORLOFF CLARK, RUY EXEL, ENRIQUE PARDO, AIDAN SIMS,
AND CHARLES STARLING
To Frederick Noel Starling
Abstract. We prove a uniqueness theorem and give a characterization of simplicity
for Steinberg algebras associated to non-Hausdorff ample groupoids. We also prove a
uniqueness theorem and give a characterization of simplicity for the C∗-algebra associated
to non-Hausdorff e´tale groupoids. Then we show how our results apply in the setting
of tight representations of inverse semigroups, groups acting on graphs, and self-similar
actions. In particular, we show that the C∗-algebra and the complex Steinberg algebra
of the self-similar action of the Grigorchuk group are simple but the Steinberg algebra
with coefficients in Z2 is not simple.
1. Introduction
Algebras associated to locally compact groupoids play an important role in both anal-
ysis and algebra. The theory of C∗-algebras associated to Hausdorff groupoids, intro-
duced by Renault in [25], is fairly well-developed. Connes introduced C∗-algebras of
non-Hausdorff groupoids in [7], but a lot less is known in this setting. What we do know
is that results about Hausdorff groupoids often fail when the Hausdorff property is relaxed,
see for example [9].
As much as we might be tempted to treat non-Hausdorff groupoids as pathological
outliers, they appear in crucial examples, see, for example, [8] and more recently [13]. In
this paper we investigate simplicity of algebras associated to non-Hausdorff groupoids.
One important result used to characterize simplicity in the Hausdorff setting is the
Cuntz-Krieger uniqueness theorem. It gives suitable conditions on the groupoid under
which every ideal in the associated algebra contains a function entirely supported on the
unit space. In this paper we establish algebraic and analytic Cuntz-Krieger uniqueness
theorems for non-Hausdorff groupoid algebras.
What goes wrong when moving from Hausdorff to non-Hausdorff groupoids? The ex-
istence of nonclosed compact sets wreaks havoc on our understanding of ‘compactly sup-
ported functions’. We are forced to consider functions that fail to be continuous and
functions whose ‘open support’, that is, the set of points where the function is nonzero,
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is not an open set at all. In fact, there might be nonzero singular functions whose open
support has empty interior.
After establishing some preliminaries in Section 2, we consider the purely algebraic
class of Steinberg algebras in Section 3. Introduced in [29], Steinberg algebras are built
from ample groupoids: an ample groupoid is a topological groupoid that has a basis of
compact open bisections. Given an ample groupoid G with Hausdorff unit space, the
complex Steinberg algebra associated to G is the convolution algebra consisting of the
linear span of characteristic functions (from G to C) of compact open bisections. In the
Hausdorff setting, the Steinberg algebra is simple if and only if the associated groupoid
G is effective and minimal. More generally, we show in Theorem 3.13 that the Steinberg
algebra associated to G is simple if and only if G is minimal, effective, and there are
no singular functions. The proof uses our newly established algebraic Cuntz-Krieger
uniqueness theorem, Theorem 3.11.
We also present a topological condition on the groupoid that, along with effective and
minimal, implies simplicity. Given a groupoid G that is effective and minimal, if every
compact open set of G is regular open, then the associated Steinberg algebra is simple.
Although this condition is not necessary (see example in subsection 5.6) it does capture
many examples and is fairly straight forward to check.
We view Steinberg algebras as a laboratory for finding conditions to characterize C∗-
simplicity for groupoid C∗-algebras. We move to the analytic setting in Section 4, where
we study general e´tale groupoids, that is, groupoids with a bases of open bisections (am-
ple groupoids are always e´tale). Given an e´tale groupoid G, we can view the elements of
the reduced C∗-algebra as functions from G to C as described in [19] (see Section 4.1).
After establishing a Cuntz-Krieger uniqueness theorem in Theorem 4.4, we show in The-
orem 4.10 that the reduced groupoid C∗-algebra of G is simple if and only if G is minimal,
effective and there are no singular functions in the C∗-algebra. We look at the special
case of ample groupoids in Section 4.5.
In Section 5 we present broad classes of examples. First, we present a class of groupoids
that are topologically principal and minimal but whose associated algebras are not simple.
Note that our examples are not effective and demonstrate that, unlike the Hausdorff
situation, topologically principal does not imply effective.
Next we apply our simplicity results to tight groupoids of inverse semigroup represen-
tations, then specialize to groups acting on graphs and further specialize to self-similar
group actions. Finally we showcase our results by applying them to the self-similar action
of the Grigorchuk group. We answer the long standing open question of whether or not
the algebras associated to this action are simple. We show in Theorem 5.22 that both
the complex Steinberg algebra and the C∗-algebra are simple. This is a surprise, because
[22, Example 4.5] (see also our Corollary 5.26) shows that the Steinberg algebra with
coefficients in Z2 is not simple. Thus the field plays a role in whether or not the algebra
is simple, which is an unexpected non-Hausdorff only phenomenon.
Although we have made significant progress, here are three open questions that we were
unable to answer:
1. What are necessary and sufficient conditions on a non-Hausdorff groupoid G that
ensure the Steinberg algebra is simple? Although we have necessary and sufficient condi-
tions characterizing simplicity, one of our conditions is not a groupoid condition, rather,
it is a condition about functions. We still do not know whether minimal and effective
alone are necessary and sufficient.
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2. What are necessary and sufficient conditions on a non-Hausdorff groupoid G that
ensure its reduced C∗-algebra algebra is simple? Again, the best we could do was to
impose a condition on functions.
3. Suppose the complex Steinberg algebra associated to an ample groupoid is simple.
Must the C∗-algebra also be simple?
Regarding (2) above, a related question is discussed in [14], where the notion of the
gray ideal of a regular inclusion of C∗-algebras is defined [14, Definition 11.8]. Contrasting
Lemma 4.2 and [14, Proposition 15.3.ii], we see that every singular element of C∗r (G) lies
in the gray ideal. So conditions on G that ensure that the gray ideal is trivial also rule
out the existence of nontrivial singular elements. Under such conditions, statement (3)
of Theorem 4.10 would therefore say that C∗(G) is simple whenever G is minimal and
effective.
Interestingly, for twisted groupoid C∗-algebras, conditions ensuring that the gray ideal
is trivial must take the twist into account, since there are examples [14, Section 23] in
which the gray ideal vanishes for the twisted groupoid C*-algebra, but not for its untwisted
version.
2. Preliminaries
Regular open sets
In a topological space we say a subset B is a regular open set if B equals the interior of
its closure; that is B = (B)◦. The intersection of a collection of regular open sets is again
regular open but the same is not true for unions. See for example [15, Chapter 10] for a
detailed discussion of regular open sets.
Lemma 2.1. Let B and D be regular open sets. If B \D is nonempty, then B \D has
nonempty interior.
Proof. Since B \D is nonempty we have D ∩ B ( B. Regular openness then gives
D ∩ B ( B.
Let O be the complement of D ∩ B. Thus O is an open set that intersects B and hence
intersects B. Also O ∩ (D ∩ B) = ∅. Thus ∅ 6= B ∩ O ⊆ B \ D and hence B \ D has
nonempty interior. 
E´tale and ample groupoids
We say a topological groupoid G is e´tale if there is a basis for its topology consisting
of open bisections. That is, of open sets B such that the source map (equivalently the
range map) restricts to a homeomorphism onto an open subset of the unit space G(0). We
will always assume our groupoids are e´tale, locally compact and that G(0) is Hausdorff in
the relative topology. Since G is e´tale, G(0) is open in G, and G is Hausdorff if and only if
G(0) is also closed in G (see e.g. [12, Proposition 3.10].) We will make use of the following
lemma often.
Lemma 2.2. Let G be a locally compact, e´tale groupoid such that G(0) is Hausdorff.
Suppose B is an open bisection. Then B is locally compact and Hausdorff in the relative
topology.
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Proof. Since B is an open bisection, B is homeomorphic to an open subset of the Hausdorff
space G(0). The lemma follows. 
We say G is minimal if for any u ∈ G(0), we have [u] := s(r−1(u)) dense in G(0). Equiva-
lently, G is minimal if for every nonempty open U ⊆ G(0), we have [U ] := s(r−1(U)) = G(0).
For u ∈ G(0), denote
Gu := {γ ∈ G : s(γ) = u} and G
u
u := {γ ∈ G : s(γ) = r(γ) = u}.
Then Guu is called the isotropy group at u; the isotropy group bundle of G is then
Iso(G) :=
⋃
u∈G(0)
Guu .
Notice that in an e´tale groupoid G(0) is open subset of Iso(G). If the interior of Iso(G)
is equal to G(0), we say that G is effective. Thus, if G is not effective, then there exists
an open bisection B ⊆ G such that B * G(0) and for every γ ∈ B, s(γ) = r(γ). In
our main results, we require G to be second countable. In this setting, if G is effective,
then G is topologically principal, that is, the collection of units with trivial isotropy group
dense in G(0) see [26, Proposition 3.6]. If G is Hausdorff, the converse is true but in the
non-Hausdorff case the converse does not hold, see Example 5.1.
Regular open sets in effective e´tale groupoids
In the following, we demonstrate that effective groupoids contain a lot of regular open
sets.
Lemma 2.3. Suppose that G is a locally compact e´tale groupoid. If G is effective, then
G(0) is regular open in G.
Proof. Since r, s are continuous, we have G(0) ⊆ Iso(G). Hence
(
G(0)
)◦
⊆ Iso(G)◦. Since G
is effective, we have Iso(G)◦ = G(0), and so
(
G(0)
)◦
⊆ G(0). 
Corollary 2.4. Suppose that G is a locally compact e´tale groupoid. If G is effective, and
K ⊆ G(0) is relatively closed in G(0), then K◦ is regular open in G.
Proof. We have K◦ ⊆ G(0), and so
(
K◦
)◦
⊆
(
G(0)
)◦
= G(0) by Lemma 2.3. Hence(
K◦
)◦
⊆ K ∩ G(0).
Since K is closed in the relative topology in G(0), we deduce that
(
K◦
)◦
⊆ K. 
Lemma 2.5. Suppose that G is locally compact e´tale groupoid. Suppose that G is effective.
If B ⊆ G is an open bisection and K ⊆ B is relatively closed in B, then K◦ is regular
open. In particular, if K ⊆ B is compact, then K◦ is regular open.
Proof. For x ∈ r(B), let αx be the unique element of B with r(αx) = x, and define
TB : r(B)G → s(B)G by TB(γ) = α
−1
r(γ)γ. Since B is a bisection, TB is a homeomorphism
between the open subsets r(B)G and s(B)G. Since TB(V ) = s(V ) for all V ⊆ B, we have
TB(K
◦) = s(K◦) = s(K)◦. Since TB is a homeomorphism and K ⊆ r(B)G = dom(TB),
we also have
TB
((
K
)◦)
= TB
(
K
)◦
=
(
TB(K)
)◦
=
(
s(K)
)◦
.
So K◦ is regular open if and only if s(K)◦ is regular open. Since TB is a homeomorphism,
s(K) is relatively closed in s(B). Since s(B) is open, it follows that s(K) is relatively
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closed in G(0). So s(K)◦ is regular open by Corollary 2.4. The final statement follows
because B is Hausdorff and so compact subsets of B are relatively closed in B. 
Ample groupoids and Steinberg algebras
An ample groupoid is an e´tale groupoid that has a basis of compact open bisections.
This is the class of groupoids for which there is an associated Steinberg algebra [29].
Throughout this paper, K denotes a field. The Steinberg K-algebra associated to an
ample groupoid G is
AK(G) := span{1B : B is a compact open bisection }
where 1B denotes the characteristic function of B, and where addition and scalar multi-
plication are defined pointwise and multiplication is given by convolution:
f ∗ g(γ) =
∑
r(η)=r(γ)
f(η)g(η−1γ).
In the Hausdorff setting, the support of every function in AK(G) is compact open.
This is not true in the non-Hausdorff setting and pinpointing exactly where a function is
nonzero can be tricky. For f ∈ AK(G) we can write
f =
∑
D∈F
aD1D
where F is a finite collection of compact open bisections and for each D ∈ F, aD ∈ K.
We can “disjointify” 1 2 the collection F and write f as a sum of characteristic functions,
each of which is nonzero on a set of the form
(2.1)
( ⋂
B∈F1
B
)
\
( ⋃
D∈F2
D
)
where F1 and F2 are finite collections of compact open bisections. Thus, in general, we
can say that f is nonzero precisely on a finite union of pairwise disjoint sets the form
given in (2.1). Further, if k ∈ f(G) \ {0}, then f−1(k) is also equal to a finite union of
sets of the form given in (2.1).
The “support” of a function
If X is a topological space, K is a (possibly topological) field, and f : X → K is a
function, we write
(2.2) supp(f) = {x ∈ X : f(x) 6= 0} and
(2.3) supp(f) = {x ∈ X : f(x) 6= 0}.
and call these the support and closed support of f , respectively.
1We point out that there is an error in the description of “disjointification” in [5].
2Caution: in a non-Hausdorff space, the intersection of compact sets might not be compact. Also,
compact sets need not be closed.
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3. Simplicity of Steinberg algebras associated to ample groupoids
In the following lemma, we introduce the conditions we later connect to simplicity.
Lemma 3.1. Let G be an ample groupoid such that G(0) is Hausdorff. Consider the
following statements:
(1) Every compact open subset of G is regular open.
(2) For every f ∈ AK(G) and k ∈ f(G) \ {0}, the set f
−1(k) has nonempty interior.
(3) For every nonzero f ∈ AK(G) the set supp(f) has nonempty interior.
Then (1) =⇒ (2) =⇒ (3). Firther if K has characteristic 0, then (1) and (2) are
equivalent.
Proof. Suppose item (1) holds. Fix f ∈ AK(G) and k ∈ f(G) \ {0}. As described in (2.1),
there are finite collections F1 and F2 of compact open bisections such that the nonempty
difference ( ⋂
B∈F1
B
)
\
( ⋃
D∈F2
D
)
⊆ f−1(k).
So it suffices to show that, writing
B :=
⋂
B∈F1
B and D :=
⋃
D∈F2
D,
the set B \D has nonempty interior.
Since D is compact open, it is regular open by assumption. Since the intersection
of regular open sets is again regular open, B is regular open too. Thus we can apply
Lemma 2.1 to see that B \D has nonempty interior giving (1) =⇒ (2). The implication
(2) implies (3) is immediate.
Now suppose K has characteristic 0. To see that (2) implies (1), we show the contra-
positive. Suppose there exists a compact open set V that is not regular open. Because G
is ample, we can write
V =
⋃
B∈F
B
where F is a finite collection of compact open bisections. Since V is not regular open,
we can find a compact open bisection D such that D ⊆ V but D * V . Thus D \ V is
nonempty and has empty interior. Consider the function
f = 1D −
∑
B∈F
1B ∈ AK(G).
Since K has characteristic 0, f−1(1) = D \ V and hence item (2) is false 
We now record a consequence of supp(f) having empty interior.
Lemma 3.2. Let G be an ample groupoid such that G(0) is Hausdorff, and suppose we
have f ∈ AK(G) such that supp(f) has empty interior. Then for all γ ∈ supp(f), there
exists some compact open bisection D such that γ ∈ D \D.
Proof. Suppose that f ∈ AK(G) such that supp(f) has empty interior. If supp(f) = ∅
we are done, so suppose γ ∈ supp(f) and write f(γ) = k 6= 0. Then as in the proof
of Lemma 3.1, there are finite collections F1 and F2 of compact open bisections such
that γ ∈
(⋂
B∈F1
B
)
\
(⋃
D∈F2
D
)
⊆ f−1(k). We claim that γ is in the closure of some
element of F2. If not, then there must be some open set O around γ such that O∩D = ∅
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for all D ∈ F2, which would imply that O ∩
(⋂
B∈F1
B
)
is an open set inside f−1(k), a
contradiction. Hence there exists D ∈ F2 such that γ ∈ D, and since γ is not in D by
assumption we are done. 
In order to determine when the groupoid condition of Lemma 3.1 (1) holds, it is not
enough to show that every compact open bisection is regular open. In fact, when G is ef-
fective, every compact open bisection is regular open by Lemma 2.5 yet Lemma 3.1 (1) can
still fail to hold. See for example the Grigorchuk group of Section 5.6 which demonstrates
that (3) is strictly weaker than (1) and (2).
3.1. Singular elements. In this subsection, we identify an important ideal of AK(G)
which does not appear in the non-Hausdorff case. Recall that AK(G) consists of all
functions of the form
f =
∑
D∈F
aD1D
where F is a finite set of compact open bisections and aD ∈ K. For any subset J ⊆ F ,
define
MJ :=
(⋂
B∈J
B
)
\
(⋃
D/∈J
D
)
=
(⋂
B∈J
B
)
∩
(⋂
D/∈J
(G \D)
)
so that the union of the elements of F can be written as the disjoint union of the MJ .
Moreover, f is constant on MJ , so we can rewrite f as
(3.1) f =
∑
∅6=J⊆F
cJ1MJ
where the sum ranges over all nonempty subsets J ⊆ F , and cJ ∈ K. One notices that
OJ :=
⋂
B∈J
B
is an open bisection (which is not necessarily compact) while
CJ :=
⋂
D/∈J
G \D
is a closed set. Given that MJ = OJ ∩CJ , we see that MJ is a relatively closed subset of
the open bisection OJ . This leads us to the following definition.
Definition 3.3. We will say that f ∈ AK(G) is singular if f can be written as a linear
combination of the form
(3.2) f =
n∑
i=1
ci1Mi
where the collection of Mi’s is pairwaise disjoint, each Mi is a relatively closed subset of
some open bisection, and each Mi has empty interior. We let
(3.3) SK(G) = {f ∈ AK(G) : f is singular}.
We now prove a pair of topological lemmas which will help us characterize singular
elements.
Lemma 3.4. Let M be a relatively closed subset of an open set O in some topological
space, and suppose M has empty interior. Then M ∩O =M and M has empty interior.
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Proof. Write M = O ∩ C for some closed set C. Then M ⊆ C and M ⊆ O. Then
M = M ∩O ⊆ M ∩ O ⊆ C ∩ O =M ⇒M ∩ O =M.
Suppose that U ⊆M is an open set. Then
U ∩ O ⊆M ∩ O =M
and since M has empty interior, we have U ∩O = ∅. We have U ⊆M ⊆ O, so
U ⊆ O \O ⊆ ∂O
and since the boundary of any open set in any topological space has empty interior, we
have U = ∅ and hence M has empty interior. 
Lemma 3.5. Suppose that {Oj}
n
j=1 is a finite collection of open sets in a topological space,
and suppose that for all j, Mj is a relatively closed subset of Oj with empty interior. Then
∪nj=1Mj has empty interior.
Proof. By Lemma 3.4 we can assume that for each j, Mj = Oj ∩ Cj for a closed set Cj
with empty interior. By way of contradiction suppose that U ⊆ ∪nj=1Mj is a nonempty
open set. Then
U \M1 = U \ (O1 ∩ C1) = (U \O1) ∪ (U \ C1).
Since C1 has empty interior by assumption, U is not contained in C1, so U \ C1 is a
nonempty open set contained in U \M1. Since
U \M1 = U ∩M
c
1 ⊆
(
n⋃
j=1
Mj
)
∩M c1 ⊆
n⋃
j=2
Mj
we must have that ∪nj=2Mj has nonempty interior. Continuing inductively, we end up
concluding that Mn has nonempty interior, a contradiction. Hence, ∪
n
j=1Mj has empty
interior. 
We now have the following characterization of singular elements.
Proposition 3.6. A function f ∈ AK(G) is singular if and only if supp(f) has empty
interior.
Proof. If f ∈ AK(G) is any element for which supp(f) has empty interior, then upon
writing f in the form (3.1) and discarding the terms corresponding to vanishing cJ , the
remaining MJ must have empty interior, since they are contained in the support of f .
Hence f is singular.
For the other implication, suppose that f is singular, written as in (3.2). Then
supp(f) ⊆ ∪ni=1Mn, which has empty interior by Lemma 3.5. 
Proposition 3.7. Let G be an ample groupoid with Hausdorff unit space. Then the set
SK(G) of singular elements is an ideal of AK(G).
Proof. It is clear that SK(G) is closed under addition and scalar multiplication. We need
to show that fg and gf are in SK(G) for all f ∈ SK(G) and g ∈ AK(G), and by linearity
this will be accomplished if we can show that 1B1M = 1BM and 1M1B = 1MB are in
SK(G), where B is a compact open bisection and M is a relatively closed subset of some
open bisection such that M has empty interior.
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So let B be a compact open bisection and let M be a relatively closed subset of some
open bisection O. We claim that MB is a relatively closed subset of the open bisection
OB and that the interior of MB is empty.
To see that MB is closed in OB, let {γi} be a net in MB converging to some γ ∈ OB.
Write γi = mibi and γ = xb with mi ∈M , bi, b ∈ B and x ∈ O. Then
s(bi) = s(mibi) = s(γi)→ s(γ) = s(b),
so bi → b due to the fact that s is a homeomorphism from B to s(B). Consequently
mi = mibib
−1
i = γib
−1
i → γb
−1 = x.
We conclude that x lies in the closure of M relative to O, and so x ∈ M , because M is
closed in O. Consequently,
γ = xb ∈MB,
thus proving that MB is closed in OB.
To see that the interior ofMB is empty, assume otherwise, so that there is a nonempty
open bisection A ⊆MB. We then have
AB−1 ⊆MBB−1 ⊆M.
Clearly AB−1 is an open bisection, so it must be empty, because M has empty interior.
Observing that s(A) ⊆ s(B), we then have that
A = As(A) ⊆ As(B) = AB−1B = ∅,
contradicting our choice of A. This shows that 1MB = 1M1B ∈ SK(G). A similar argument
shows that 1BM = 1B1M ∈ SK(G), and we are done.

We will return to simplicity in Section 3.3, but for now we note the following conse-
quence of the above.
Corollary 3.8. Let G be a second-countable e´tale groupoid and with Hausdorff unit space.
If AK(G) is simple, then supp(f) has nonempty interior for all nonzero f ∈ AK(G).
3.2. A Uniqueness theorem for Steinberg algebras. The proof of our uniqueness
theorem is a non-Hausdorff version of [4, Lemma 3.3]3 which is our Lemma 3.10 below
(and is an algebraic analogue of [3, Lemma 3.3(b)].) The non-Hausdorff proof is almost
exactly the same as the Hausdorff version; we include the details. First we establish a
non-Hausdorff version of [3, Lemma 3.3(a)].
Lemma 3.9. Let G be a second-countable, ample groupoid such that G(0) is Hausdorff.
Then
X := {u ∈ G(0) : Guu ⊆ Iso(G)
◦}
is dense in G(0).
Proof. Fix a compact open bisection B of G. Let B′ := B∩(Iso(G)\Iso(G)◦). Since Iso(G)
is closed in G, B′ is closed in B with respect to the relative topology, r(B′) is closed in
G(0). We claim that r(B′) has empty interior. Suppose that V is an open subset contained
in r(B′). We show that V is empty. Since B is open,
V B = r−1(V ) ∩ B
3See the sentence before [4, Example 3.5].
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is open too. Further, since B is a bisection, r is injective on B and hence V B ⊆ B′.
Thus V B is an open subset of Iso(G) \ Iso(G)◦. But Iso(G) \ Iso(G)◦ has empty interior.
Therefore V = ∅ proving the claim.
Let
C := {u ∈ G(0) : Guu * Iso(G)
◦}.
Since G has a basis of compact open bisections,
C = {r(B ∩ (Iso(G) \ Iso(G)◦)) : B is a compact open bisection }.
So G being second countable implies C is a countable union of nowhere-dense sets. By
applying the Baire Category Theorem in the locally compact Hausdorff space G(0), we see
that C is nowhere dense. Hence its complement {u ∈ G(0) : Guu ⊆ Iso(G)
◦} is dense in
G(0). 
Lemma 3.10. Let G be a second-countable, ample groupoid such that G(0) is Hausdorff.
Suppose u ∈ G(0) is such that Guu ⊆ Iso(G)
◦ and take f ∈ AK(G) such that there exists
γu ∈ G
u
u with f(γu) 6= 0. Then there exists a compact open set L ⊆ G
(0) such that u ∈ L
and
(3.4) ∅ 6= {γ ∈ G : 1Lf1L(γ) 6= 0} ⊆ Iso(G)
◦.
Proof. Write f =
∑
D∈F aD1D where D is a collection of compact open bisections. For
each D ∈ F , choose a compact open neighbourhood VD ⊆ G
(0) of u as follows:
• If u = r(γ) = s(γ) for some γ ∈ D, then γ ∈ Iso(G)◦ by assumption. Let VD be
a compact open subset in G(0) containing u such that VD is contained in the open
set
r(D ∩ Iso(G)◦) = s(D ∩ Iso(G)◦).
Then VDDVD ⊆ D ∩ Iso(G)
◦.
• If there exists γ ∈ D such that r(γ) = u and s(γ) 6= u or s(γ) = u and r(γ) 6= u,
we chose VD as follows. Because G
(0) is Hausdorff, we can find a compact open
subset D′ ⊆ D containing γ such that r(D′) ∩ s(D′) = ∅. Take VD = r(D
′) (or
VD = s(D
′)), so that u ∈ VD and VDDVD = ∅.
• If u /∈ r(D) and u /∈ s(D), use that G(0) is Hausdorff to choose a compact open
neighbourhood VD of u such that VDDVD = ∅.
Let
L :=
⋂
D∈F
VD.
Then L is a compact open set that contains u. Further the hypotheses about u and f
imply 1Lf1L(γu) 6= 0 and by construction (3.4) holds. 
Theorem 3.11. Let G be a second-countable ample groupoid such that G(0) is Hausdorff,
G is effective, and supp(f) has nonempty interior for all nonzero f ∈ AK(G). Suppose A
is a K-algebra and π : AK(G) → A is a ring homomorphism with nonzero kernel. Then
there exists a compact open L ⊆ G(0) such that 1L ∈ ker(π).
Proof. Fix nonzero f ∈ ker(π). Since supp(f) has nonempty interior, by writing f in the
form (3.1) and applying Lemma 3.5, find a compact open bisection B such that f is a
nonzero constant on B. Consider the function g := f ∗ 1B−1 ∈ ker(π).
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We claim that g(u) 6= 0 for all u ∈ r(B). To see this, fix u = bb−1 ∈ r(B). Then
g(u) = f ∗ 1B−1(u) =
∑
r(β)=u
f(β)1B−1(β
−1) = f(b) 6= 0.
Because G is second countable and effective, G is topologically principal (for example,
see [26, Proposition 3.6]). Thus, there exists u ∈ r(B) ⊆ G(0) such that Guu = {u} and
g(u) 6= 0. Now we apply Lemma 3.10 to find a compact open set M ⊆ G(0) such that for
h := 1Mg1M , we have (3.4) holds for h. Notice h ∈ ker(π).
Since G is effective, Iso(G)◦ = G(0) and hence
{γ ∈ G : h(γ) 6= 0} ⊆ G(0).
By assumption, supp(h) has nonempty interior so again, we find a compact open set
L ⊆ G(0) such that h is constant on L. Now
1L = (h(L))
−11Lh ∈ ker(π).

Corollary 3.12. Let G be a second-countable ample groupoid such that G(0) is Hausdorff,
G is effective, and supp(f) has nonempty interior for all nonzero f ∈ AK(G). Suppose I
is a nonzero ideal in AK(G). Then there exists a nonempty compact open L ⊆ G
(0) such
that 1L ∈ I.
3.3. Simplicity of Steinberg algebras. We are now in a position to generalize the
following theorem:
Theorem 3.13. [28, Theorem 3.5] Let G be an ample groupoid such that G(0) is Hausdorff.
If AK(G) is simple, then G is effective and minimal. The converse holds if G is Hausdorff.
Theorem 3.14. Let G be a second-countable, ample groupoid such that G(0) is Hausdorff.
Then AK(G) is simple if and only if the following three conditions are satisfied:
(1) G is minimal,
(2) G is effective, and
(3) for every nonzero f ∈ AK(G), supp(f) has nonempty interior.
Proof. Suppose items (1)–(3) are satisfied. Let I be a nonzero ideal in AK(G). By Corol-
lary 3.12, there exists a compact open set L ⊆ G(0) such that 1L ∈ I. We show that for
each x ∈ G(0), there exists a compact open Lx containing x such that 1Lx ∈ I. Using item
(1), there exists γx ∈ G such that r(γx) = x and s(γx) ∈ L. Let Bx be a compact open
bisection containing γx. Then the function
1Bx1L1B−1x = 1BxLB−1x ∈ I.
is nonzero at x. So the compact open subset Lx := BxLB
−1
x ⊆ G
(0) suffices. Thus, we
have 1M ∈ I for any compact open subset M of G
(0) and hence I = AK(G).
Now suppose AK(G) is simple. Items (1) and (2) hold by Theorem 3.13, and Corol-
lary 3.8 implies (3). 
Remark 3.15. Theorem 3.14 is related to [22, Proposition 4.1], which was brought to
our attention after we posted this paper to the arXiv. Specifically, suppose that G is
second-countable, ample, effective, and minimal. Then G is also topologically principal,
and so [22, Proposition 4.1] shows that the collection of elements f ∈ AK(G) that vanish
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on T :=
{
γ ∈ G : G
s(γ)
s(γ) = {s(γ)}
}
form an ideal I such that AK(G)/I is simple. Since
G \ T has empty interior, Proposition 3.6 shows that I is contained in the set SK(G)
of singular elements, which is also an ideal by Proposition 3.7. So AK(G)/SK(G) is a
quotient of AK(G)/I. Since SK(G) is not all of AK(G)—it has trivial intersection with
C0(G
(0)) by Proposition 3.6—we see that AK(G)/SK(G) is nonzero. Since AK(G)/I is
simple, it follows that SK(G) = I. So the “if” direction of Theorem 3.14 can be recovered
from [22, Proposition 4.1].
By applying Lemma 3.1, we get the following corollary.
Corollary 3.16. Let G be a second-countable, ample groupoid such that G(0) is Hausdorff.
Suppose following three conditions are satisfied:
(1) G is minimal,
(2) G is effective, and
(3) every compact open subset of G is regular open.
Then AK(G) is simple.
4. Groupoid C∗-algebras
4.1. Groupoid C∗-algebra preliminaries. In this section, we no longer restrict our
attention to ample groupoids, instead we consider arbitrary (second-countable, locally-
compact) e´tale groupoids (with Hausdorff unit space). Here we mainly deal with the
‘open’ support, (unconventionally) defined earlier in (2.2) as
supp(f) = {x ∈ X : f(x) 6= 0}.
We denote the set of continuous functions with compact support by
Cc(X) := {f : X → C : f is continuous and ∃ compact K such that f(x) = 0 ∀ x /∈ K}.
We write C(G) for Connes’ algebra of functions f : G → C linearly spanned by the spaces
Cc(U) for open bisections U contained in G. We view a function in Cc(U) as a function
on G by defining it to be 0 outside of U . In some papers and texts, this algebra C(G) is
simply denoted Cc(G), but we avoid this since its elements are in general not continuous.
For u ∈ G(0), we write Lu for the regular representation Lu : C(G)→ B(ℓ
2(Gu)) satisfying
Lu(f)δγ =
∑
α∈Gr(γ)
f(α)δαγ for f ∈ C(G).
By definition, C∗r (G) is the completion of the image of C(G) under
⊕
u∈G(0) Lu.
Recall that if G is an e´tale groupoid and a ∈ C∗r (G), then we can define a function
j(a) : G → C by j(a)(γ) =
(
Ls(γ)(a)δs(γ) | δγ
)
. It is routine to check that j(f) = f for
f ∈ C(G). Since
⊕
u Lu is faithful, the map a 7→ j(a) is injective. Write B(G) for the
vector space of all bounded functions f : G → C, and regard B(G) as a normed vector
space under ‖ · ‖∞. For a ∈ C
∗
r (G) and γ ∈ G, we have
|j(a)(γ)| =
∣∣(Ls(γ)(a)δs(γ) | δγ)∣∣ ≤ ‖Ls(γ)(a)‖ ≤ ‖a‖,
so j is an injective norm-decreasing linear map from C∗r (G) to B(G).
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4.2. Singular elements. As in the Steinberg algebra setting, the presence of any singular
elements gives rise to a nontrivial ideal. Here we call a ∈ C∗r (G) singular if supp(j(a))
has empty interior. The following lemma gives some useful insight.
Lemma 4.1. Let G be a locally compact, e´tale groupoid such that G(0) is Hausdorff.
Consider the following conditions:
(1) For every f ∈ C(G), every z ∈ f(G) \ {0} and every ε > 0, the set
{γ ∈ G : |f(γ)− z| < ε}
has nonempty interior.
(2) For every nonzero a ∈ C∗r (G), supp(j(a)) nonempty interior.
Then (1) =⇒ (2).
Proof. Choose a nonzero a ∈ C∗r (G), and fix γ with j(a)(γ) 6= 0. Fix f ∈ C(G) with
‖a−f‖r < |j(a)(γ)|/3. Since j is norm-decreasing, we see that ‖j(a)−f‖∞ < |j(a)(γ)|/3
and so |f(γ)| > 2|j(a)(γ)|/3. By hypothesis,
(4.1) U := {η ∈ G : |f(η)− f(γ)| < |j(a)(γ)|/3}
has nonempty interior. Since ‖j(a)− f‖∞ < |j(a)(γ)|/3, we see that for η ∈ U we have
|j(a)(η)| > |f(η)| − |j(a)(γ)|/3 > (|f(γ)| − |j(a)(γ)|/3)− |j(a)(γ)|/3 > 0.
So U ⊆ supp(j(a)), and since U has nonempty interior, so does supp(j(a)). 
In what follows, we denote the collection of units with trivial isotropy as S. That is
S := {u ∈ G(0) : Guu = {u}}.
Recall that S and G(0) \ S are saturated; that is [S] = S and [G(0) \ S] = G(0) \ S.
Lemma 4.2. Let G be a locally compact, e´tale groupoid such that G(0) is Hausdorff.
Suppose that a ∈ C∗r (G) is a singular element.
(1) For every γ ∈ supp(j(a)), there exists f ∈ C(G) such that γ ∈ supp(f) and f is
discontinuous at γ.
(2) We have s(supp(j(a))) ⊆ G(0) \ S.
Proof. Suppose a ∈ C∗r (G) is singular, that is supp(j(a)) has empty interior. For (1), as
in the proof of Lemma 4.1, find f ∈ C(G) with ‖a − f‖r < |j(a)(γ)|/3. Then the set
U as defined in (4.1), must have empty interior, because otherwise the rest of the proof
of Lemma 4.1 would imply that supp(j(a)) has nonempty interior. Using a decresasing
neighbourhood base, we can find a sequence {γn} such that γn converges to γ but γn /∈ U .
That is
(4.2) |f(γn)− f(γ)| ≥ ǫ
where ǫ = |j(a)(γ)|/3. Item (1) follows.
For item (2), write the f from item (1) as f =
∑
D∈F fD where F is a finite collection of
open bisections and each fD ∈ Cc(D). We know from (4.2) that f(γn) does not converge
to f(γ), so there must exist D1 ∈ F such that
(4.3) fD1(γn) 6→ fD1(γ)
and so fD1 is not continuous at γ. If γ ∈ D1 then γn is in D1 eventually, and since
fD1 restricted to D1 is continuous this contradicts (4.3). Hence γ /∈ D1 which implies
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fD1(γ) = 0. By (4.3), there exists a subsequence {γnk} such that {|fD1(γnk)|} is bounded
away from zero, in particular they are nonzero. Hence γnk ∈ D1 for all k, and since fD1
is supported on a compact subset of D1 which must necessarily contain all the γnk , we
can pass to a convergent subsequence γnkℓ → γ1 ∈ D1. Because fD1 is continuous on
D1 and {|fD1(γnk)|} is bounded away from zero, we have fD1(γnkℓ ) → fD1(γ1) 6= 0. But
fD1(γ) = 0 6= fD1(γ1), so γ 6= γ1.
Since r and s are continuous, we have s(γ1) = s(γ) and r(γ1) = r(γ). Thus γγ
−1
1 ∈
Iso(G) \ G(0). Thus s(γ) ∈ G(0) \ S. 
Proposition 4.3. Let G be an effective, second countable, locally compact, e´tale groupoid
such that G(0) is Hausdorff. If C∗r (G) has any singular elements, then C
∗
r (G) is not simple.
Proof. Suppose a ∈ C∗r (G) is singular. Lemma 4.2 gives s(supp(j(a))) ⊆ G
(0) \ S. Since
G is second countable and effective, it is topologically principal by [26, Proposition 3.6].
Thus there exists u ∈ S. Then Lu(a) = 0 and hence the kernel of Lu is a nontrivial ideal
of C∗r (G). 
4.3. Uniqueness theorem for groupoid C∗-algebras. In this section, we prove a
uniqueness theorem for the reduced C∗-algebra C∗r (G) of an e´tale groupoid G:
Theorem 4.4. Let G be a second-countable, locally compact, e´tale groupoid such that G(0)
is Hausdorff, G is effective and for every nonzero a ∈ C∗r (G), supp(j(a)) has nonempty
interior. Let ρ : C∗r (G) → B be a C
∗-homomorphism that is injective on C0(G
(0)). Then
ρ is injective.
In our proof, we will invoke Theorem 3.2 of [3] which we restate for convenience.
Theorem 4.5. [3, Theorem 3.2] Let A be a C∗-algebra and M a C∗-subalgebra of A.
Suppose S is collection of states of M such that
(1) every ϕ ∈ S has a unique extension to a state ϕ˜ of A; and
(2) the direct sum ⊕ϕ∈Sπϕ˜ of the GNS representations associated to extensions of the
elements of S to A is faithful on A.
Let ρ : A → B be a C∗-homomorphism. Then ρ is injective if and only if it is injective
on M .
We use C0(G
(0)) for the M in Theorem 4.5. It is a subalgebra by the following lemma.
Lemma 4.6. Let G be an e´tale groupoid such that G(0) is Hausdorff. Then
(1) Cc(G
(0)) ⊆ C(G)
(2) The inclusion map i : Cc(G
(0)) → C(G) extends to an injective homomorphism
i : C0(G
(0))→ C∗r (G).
Proof. The unit space G(0) is an open bisection in G, so each f ∈ Cc(G
(0)) belongs to C(G)
by definition. The argument of [23, Proposition 1.9] works verbatim in the non-Hausdorff
case to show that i extends to injective C∗-homomorphisms. 
Remark 4.7. When we view elements f ∈ Cc(G
(0)) as elements of C(G) via the inclusion
map i, i(f) might not be continuous as a function on G.
We also need a non-ample version of Lemma 3.10 in order to establish item (1) of
Theorem 4.5.
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Lemma 4.8. Let G be a second-countable, e´tale groupoid such G(0) is Hausdorff. Suppose
u ∈ G(0) is such that Guu ⊆ Iso(G)
◦ and take f ∈ C(G) such that there exists γu ∈ G
u
u with
f(γu) 6= 0. Then there exists an open set L ⊆ G
(0) such that u ∈ L and
supp(bfb) ⊆ Iso(G)◦
for every b ∈ Cc(L); moreover, bfb 6= 0 whenever b satisfies b(u) = 1.
Proof. Write f =
∑
D∈F fD where D is a collection of compact open bisections and each
fD ∈ Cc(D). For each D ∈ F , choose an open neighbourhood VD ⊆ G
(0) as follows:
• If u = r(γ) = s(γ) for some γ ∈ D, then γ ∈ Iso(G)◦ by assumption. Let VD be
an open subset of G(0) containing u such that VD is contained in the open set
r(D ∩ Iso(G)◦) = s(D ∩ Iso(G)◦).
Then VDDVD ⊆ D ∩ Iso(G)
◦.
• If there exists γ ∈ D such that r(γ) = u and s(γ) 6= u or s(γ) = u and r(γ) 6= u, we
chose VD as follows. Because G
(0) is Hausdorff, we can find an open subset D′ ⊆ D
containing γ such that r(D′) ∩ s(D′) = ∅. Take VD = r(D
′) (or VD = s(D
′)), so
that u ∈ VD and VDDVD = ∅.
• If u /∈ r(D) and u /∈ s(D), use that G(0) is Hausdorff to choose a neighbourhood
VD of u such that VDDVD = ∅.
Let
L :=
⋂
D∈F
VD.
Then L is an open set that contains u. If b ∈ Cc(L), then
supp(bfb) ⊆ Iso(G)◦.
by construction. If b(u) = 1, then (bfb)(γu) = b(u)f(γu)b(u) = f(γu) 6= 0, and so
bfb 6= 0. 
Lemma 4.9. Let G be a second-countable, effective e´tale groupoid such that for every
nonzero a ∈ C∗r (G), supp(j(a)) has nonempty interior. Let u ∈ G
(0) be a unit such that
Guu = {u}. Let ǫu be the state of C0(G
(0)) determined by evaluation at u. Then ǫu extends
uniquely to a state of C∗r (G).
Proof. We follow the argument of [3, Theorem 3.1(a)]. By the argument preceding [1,
Theorem 3.1], it suffices to show that for each a ∈ C∗r (G) and each ε > 0, there exist
b ∈ C0(G
(0))+ and c ∈ C0(G
(0)) such that ǫu(b) = ‖b‖ = 1 and ‖bab− c‖ < ε.
For this, observe that by continuity it suffices to show that for each f in the dense
subalgebra C(G) there exists a positive b ∈ Cc(G
(0)) such that bfb ∈ Cc(G
(0)) and φ(b) =
‖b‖ = 1. Since G is effective, we have Iso(G)◦ = G(0), and so we can apply Lemma 4.8 to
find an open L ⊆ G(0) such that u ∈ L and bfb ∈ C0(G
(0)) for all b ∈ Cc(L). Fix b ∈ Cc(L)
with b(u) = 1 and 0 ≤ b(v) ≤ 1 for all v ∈ L. Then we have ǫu(b) = 1 = ‖b‖, so this b
suffices. 
Proof of Theorem 4.4. Let M := C0(G
(0)) ⊆ C∗r (G). Lemma 4.9 shows that the states
{εu : G
u
u = {u}} have unique extension to states of C
∗
r (G). So by Theorem 4.5, it suffices
to show that the direct sum of the GNS representations of these state extensions is faithful
on C∗r (G).
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For this, first observe that for u ∈ G(0), the vector state φu(a) :=
(
Lu(a)δu | δu
)
is
an extension of ǫu to a state of C
∗
r (G), so if u satisfies G
u
u = {u}, then the preceding
paragraph shows that this is the unique extension. We will show that
(4.4) ‖πφu(a)‖ ≥ ‖Lu(a)‖ for every a ∈ C
∗
r (G).
To see this, for each γ ∈ Gu, let Bγ be a compact open bisection containing γ, and fix
fγ ∈ Cc(Bγ) with fγ(γ) = 1. So the fγ belong to C
∗
r (G). For each γ ∈ Gu, let hγ := [fγ]
be the corresponding element of the GNS space Hφu .
We first claim that {hγ : γ ∈ Gu} is an orthonormal set in the GNS space Hφu of φu.
To see this, fix γ, η ∈ Gu, and calculate:(
hγ | hη
)
= φu(f
∗
η fγ) = j(f
∗
η fγ)(u) = (f
∗
η fγ)(u).
Since Bη and Bγ are bisections containing η and γ, and since s(η) = s(γ) = u, we have
u ∈ B−1η Bγ ⊇ supp(f
∗
η fγ) if and only if η = γ. So if γ 6= η then
(
hγ | hη
)
= 0 and if
γ = η, then (
hγ | hη
)
=
∑
αβ=u
f ∗γ (α)fγ(β) =
∑
αβ=u
fγ(α−1)fγ(β) = |fγ(γ)|
2 = 1.
So (
hγ | hη
)
= δγ,η,
and {hγ : γ ∈ Gu} is an orthonormal set as claimed.
We now claim that if B is an open bisection in G, γ ∈ Gu, and g ∈ Cc(B), then
πφu(g)hγ =
{
g(η)hηγ if η ∈ B ∩ Gr(γ)
0 if B ∩ Gr(γ) = ∅.
First suppose that B ∩ Gr(γ) 6= ∅, say η ∈ B ∩ Gr(γ). We calculate
‖πφu(g)hγ − g(η)hηγ‖
2
=
(
πφu(g)hγ − g(η)hηγ | πφu(g)hγ − g(η)hηγ
)
=
(
[g ∗ fγ ]− [g(η)fηγ] | [g ∗ fγ]− [g(η)ηγ]
)
= φu
(
(g ∗ fγ)
∗(g ∗ fγ)− (g(η)fηγ)
∗(g ∗ fγ)− (g ∗ fγ)
∗(g(η)fηγ) + |g(η)|
2f ∗ηγ ∗ fηγ
)
=
(
Lu((g ∗ fγ)
∗(g ∗ fγ)δu | δu
)
−
(
Lu((g(η)fηγ)
∗(g ∗ fγ))δu | δu
)
−
(
Lu((g ∗ fγ)
∗(g(η)fηγ))δu | δu
)
+ |g(η)|2
(
Lu(f
∗
ηγ ∗ fηγ)δu | δu
)
=
(
(g ∗ fγ)
∗(g ∗ fγ)− (g(η)fηγ)
∗(g ∗ fγ)− (g ∗ fγ)
∗(g(η)fηγ) + |g(η)|
2f ∗ηγ ∗ fηγ
)
(u).
Since the unique element of BBγ with source equal to u is ηγ, we have(
(g ∗ fγ)
∗(g ∗ fγ)
)
(u) =
(
(g(η)fηγ)
∗(g ∗ fγ)
)
(u) =
(
(g ∗ fγ)
∗(g(η)fηγ)
)
(u)
=
(
|g(η)|2f ∗ηγ ∗ fηγ
)
(u) = |g(η)|2,
so we deduce that
‖πφu(g)hγ − g(η)hηγ‖
2 = 0,
so πφu(g)hγ = g(η)hηγ. Now suppose that B ∩Gr(γ) = ∅. Then BBγ ∩ Gu = ∅, and so
‖πφu(g)hγ‖
2 = φu((g∗fγ)
∗(g∗fγ)) =
(
Lu((g∗fγ)
∗(g∗fγ))δu | δu
)
=
(
(g∗fγ)
∗(g∗fγ)
)
(u) = 0.
This proves the claim.
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Since span{g : B is an open bisection and g ∈ Cc(B)} is dense in C
∗
r (G), it follows that
supp{hγ : γ ∈ Gu} is invariant for πu. Moreover, since for every open bisection B and
every g ∈ Cc(B), we have
Lu(g)δγ =
{
g(η)hηγ if η ∈ B ∩Gr(γ)
0 if B ∩Gr(γ) = ∅,
the unitary U : ℓ2(Gu) → Hφu intertwines Lu with the reduction of πφu to span{hγ : γ ∈
Gu}. That is πφu contains a summand equivalent to Lu, proving (4.4).
So to prove the theorem, it now suffices to show that
⊕
Guu={u}
Lu is a faithful rep-
resentation of C∗r (G). So suppose that a ∈ C
∗
r (G) \ {0}. Then j(a) is nonzero, and so
by hypothesis there is an open set O ⊆ G such that j(a)(γ) 6= 0 for all γ ∈ O. Fix a
nonempty open bisection B contained in O. Then s(B) is a nonempty open subset of G(0)
and so there exists u ∈ s(B) ∩ S. Let γ ∈ B be the unique element in B with s(γ) = u.
Then (
Lu(a)δu | δγ
)
= j(a)(γ) 6= 0
because γ ∈ O. Hence Lu(a) 6= 0. Since u ∈ S, it follows that
⊕
u∈S Lu(a) 6= 0 too, as
required. 
4.4. Simplicity of groupoid C∗-algebras.
Theorem 4.10. Let G be a second-countable, locally compact, e´tale groupoid such that
G(0) is Hausdorff.
(1) If C∗(G) is simple, then C∗(G) = C∗r (G), G is effective and for every nonzero
a ∈ C∗r (G), supp(j(a)) has nonempty interior.
(2) If C∗r (G) is simple, then G is minimal.
(3) If G is minimal and effective and for every nonzero a ∈ C∗r (G), supp(j(a)) has
nonempty interior, then C∗r (G) is simple.
In particular, if C∗(G) = C∗r (G), then C
∗(G) is simple if and only if G is minimal, effective
and for every nonzero a ∈ C∗r (G), supp(j(a)) has nonempty interior.
Proof. If C∗(G) 6= C∗r (G), then the kernel of the regular representation is nontrivial and
so C∗(G) is not simple. Suppose that G is not effective. Then there is an open bisection
B * G(0) such that for every γ ∈ B, s(γ) = r(γ). Fix u ∈ s(B), and let ǫu be the
augmentation representation on ℓ2(r(Gu)) described in [2, Proposition 5.2]. Fix a function
f ∈ Cc(B) and let f0 ∈ Cc(s(B)) be the function defined by f0(s(γ)) = f(γ) for γ ∈ B.
Then ǫu(f0) is nonzero, and ǫu(f0 − f) = 0. So ker ǫu is a nontrivial ideal of C
∗(G). So
we have C∗(G) = C∗r (G), G is effective.
By way of contradiction, suppose there exists a ∈ C∗r (G) such that supp(j(a)) has
empty interior. That is, j(a) is a singular element. Then by Proposition 4.3 C∗r (G) is not
simple, which is a contradiction.
For (2) we proceed by contrapositive. Suppose that G is not minimal. Then we can
find u ∈ G(0) such that r(Gu) is not dense in G
(0). So there is an open set U ⊆ G(0) such
that r(Gu) ∩ U = ∅. For any f ∈ Cc(U) \ 0, we have Lu(f) = 0, so Lu is a nonzero
representation of C∗r (G) with nontrivial kernel, and therefore C
∗
r (G) is not simple.
For (3), suppose that I is a nonzero ideal of C∗r (G). By Theorem 4.4, there exists
f ∈ (C0(G
(0)) ∩ I) \ {0}.
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For each u ∈ G(0), we have r(Gu) ∩ supp(f) 6= ∅, and so we can choose a compact open
bisection B such that u ∈ s(B), and the unique γ ∈ B with s(γ) = u satisfies f(r(γ)) 6= 0.
Fix h ∈ Cc(B) such that h(γ) = 1. Then g := h
∗fh ∈ C0(g0) belongs to I and satisfies
g(u) = h∗(γ−1)f(r(γ))h(γ) = f(r(γ)) 6= 0.
So I∩C0(G
(0)) is an ideal and there is no u in G(0) such that f(u) = 0 for all f ∈ I∩C0(G
(0)).
This forces I ∩ C0(G
(0)) = C0(G
(0)), and since C0(G
(0)) contains an approximate identity
for C∗r (G), we deduce that I = C
∗
r (G). 
4.5. A special case: simplicity of ample groupoid C∗-algebras. In many of the
examples we are interested in, the groupoid is ample. So we state explicitly what our
C∗-algebraic results say in this case. We also show that, like in the Steinberg algebra
situation, the condition of every compact open set is regular open is sufficient.
Lemma 4.11. Let G be an ample groupoid such that G(0) is Hausdorff. If every compact
open set is regular open, then for every nonzero a ∈ C∗r (G), supp(j(a)) has nonempty
interior.
Proof. Suppose that every compact open set is regular open, i.e., that Lemma 3.1(1)
holds. Thus Lemma 3.1(2) also holds. Fix a ∈ C∗r (G) \ {0}. Since AC(G) is dense in
C∗r (G), we can find f ∈ AC(G) where
‖f − a‖ < ‖j(a)‖∞/3.
Since j is norm-decreasing and j(f) = f we deduce that
‖f − j(a)‖ < ‖j(a)‖∞/3,
and hence ‖f‖∞ > 2‖j(a)‖∞/3. Fix γ with |f(γ)| > 2‖j(a)‖∞/3. By Lemma 3.1(2), the
set O := {η ∈ G : f(η) = f(γ)} has nonempty interior. Since ‖f − j(a)‖∞ < ‖j(a)‖∞/3,
for each η ∈ O, we have
|j(a)(η)| ≥ |f(η)| − ‖j(a)‖∞/3 > ‖j(a)‖∞/3 > 0.
So O ⊆ {η ∈ G : j(a)(η) 6= 0}, and so the latter has nonempty interior because O does.

Thus we combine Lemma 4.11 and Theorem 4.10 to get the following corollary.
Corollary 4.12. Let G be a second-countable, ample groupoid.
(1) If C∗(G) is simple, then C∗(G) = C∗r (G) and G is minimal and effective.
(2) If G is minimal and effective and every compact open subset of G is regular open,
then C∗r (G) is simple.
(3) If C∗r (G) is simple, then AC(G) is simple.
5. Examples
5.1. A class showing minimal, topologically principal, and second countable
are not sufficient for simplicity. In this example, we exhibit a class of minimal,
topologically principal, amenable, second countable, e´tale groupoids whose corresponding
algebras are not simple. This shows that one really does need the groupoid to be effective
and not just topologically principal.
Let X be a compact Hausdorff space with no isolated points, let ϕ : X → X be a
minimal homeomorphism (which we recall means that, in contrast to the definition of
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minimality for a groupoid, the forward orbit of every point is dense), and fix x0 ∈ X .
Let G = X ⊔ {an : n ∈ Z}. We make G into a groupoid by declaring that the unit
space of G is X , that r(an) = s(an) = ϕ
n(x0) and that anan = r(an). Note that the
minimality of ϕ means that there are no other composable pairs in G \ G(0). The basic
open neighbourhoods of an are of the form U ∪ {an} \ {r(an)}, where U ranges over a
base of open neighbourhoods of r(an). It is straightforward to verify that G is an e´tale
groupoid.
The map α : G → G defined by
α(x) =
{
ϕ(x) if x ∈ X
an+1 if x = an for some n
is readily verified to be a topological groupoid isomorphism, and so induces an action of
Z on G. Recall that the semidirect product G ⋊α Z is is a groupoid that is the product
space (with product topology) G × Z with range, source, product, and inverse given by
r(γ, n) = (r(γ), 0), s(γ, n) = (α−n(s(γ)), 0),
(γ, n)(α−n(η), m) = (γη,m+ n), (γ, n)−1 = (α−n(γ−1),−n).
Then G ⋊α Z is e´tale. Since X has no isolated points, G is not Hausdorff, and so neither
is G ⋊α Z. The unit space of G ⋊α Z can be identified with X , and since ϕ is minimal,
G ⋊α Z is minimal. If X is totally disconnected, then G ⋊α Z is ample.
If r(γ, n) = s(γ, n), we must have that α−n(s(γ)) = r(γ). Since s(γ) = r(γ) ∈ X for all
γ ∈ G, this implies that r(γ) is periodic for ϕ which contradicts minimality, unless n = 0.
Hence Iso(G⋊α Z) \X = {(an, 0) : n ∈ Z} and each (an, 0) has an open neighbourhood of
the form V ×{0} contained in Iso(G⋊αZ). Hence, G⋊αZ is not effective. Take y ∈ X not
in the orbit of x0 (which must exist because compact Hausdorff spaces with no isolated
points must be uncountable). Then the orbit of y is dense in X , and each point in the
orbit of y has trivial isotropy. Hence G ⋊α Z is topologically principal.
Consider the functions
f = 1G⋊αZ(0)
g = 1G⋊αZ(0)∪{(a0,0)}\{(x0,0)}.
Then f, g ∈ C(G), since both G ⋊α Z(0) and G ⋊α Z(0) ∪ {(a0, 0)} \ {(x0, 0)} are compact
open bisections in G ⋊α Z (they are both homeomorphic to X). But supp(f − g) =
{(a0, 0)} ∪ {(x0, 0)}, which has empty interior. Hence by Theorem 4.10, C
∗
r (G ⋊α Z) =
C∗(G ⋊α Z) is not simple. Furthermore, if G ⋊α Z is ample, then f, g are elements of the
Steinberg algebra. So neither AK(G⋊α Z) nor C∗r (G⋊α Z) is simple by Theorem 3.14 and
Theorem 4.10 respectively.
5.2. Inverse semigroup actions and their groupoids. For any unreferenced claims
in this section, see [11] and [12]. We will use the notation Y ⊆fin X to indicate that Y is
a finite subset of X .
An inverse semigroup is a semigroup S for which every s ∈ S has a unique “inverse”
s∗ in the sense that
ss∗s = s and s∗ss∗ = s∗.
For every s, t ∈ S we have (s∗)∗ = s and (st)∗ = t∗s∗. If S has an identity, we will denote
it 1S. Every inverse semigroup will be assumed to be countable and have a zero element
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0 which satisfies 0s = s0 = 0 for all s ∈ S. The set of idempotents of S is denoted
E(S) = {e ∈ S : e2 = e}
and consists of all elements of the form s∗s.
Any inverse semigroup carries a natural order structure. For s, t ∈ S, we write s 6 t if
ts∗s = s. For two idempotents e, f ∈ E(S), we have e 6 f if and only if ef = e. A filter
in E(S) is a nonempty subset ξ ⊆ E(S) such that
(1) 0 /∈ ξ,
(2) e, f ∈ ξ implies that ef ∈ ξ, and
(3) e ∈ ξ, e 6 f implies f ∈ ξ.
We denote the set of filters Ê0(S); it can be viewed as a subspace of {0, 1}
E(S). For
X, Y ⊆fin E(S), let
(5.1) U(X, Y ) = {ξ ∈ Ê0(S) : X ⊆ ξ, Y ∩ ξ = ∅}.
Sets of this form are clopen and generate the topology on Ê0(S) as X and Y vary over
all the finite subsets of E(S). With this topology, Ê0(S) is called the spectrum of E(S).
From the definition of a filter it is easy to see that if X, Y ⊆fin E(S) and e :=
∏
x∈X x,
then U(X, Y ) = U({e}, Y ), and so we can take sets of the form
(5.2) U({e}, Y ) = {ξ ∈ Ê0(S) : e ∈ ξ, Y ∩ ξ = ∅}
to be the basis of the topology on Ê0(S).
A filter is called an ultrafilter if it is not properly contained in any other filter. The set
of all ultrafilters is denoted Ê∞(S). As a subspace of Ê0(S), Ê∞(S) may not be closed.
Let Êtight(S) denote the closure of Ê∞(S) in Ê0(S) — this is called the tight spectrum of
E(S).
An action of an inverse semigroup S on a space X consists of a collection α = {αs}s∈S
of homeomorphisms between open subsets of S satisfying:
(1) αs ◦ αt = αst for all s, t ∈ S, and
(2) the union of the domains of the αs coincides with X .
These imply that if e is an idempotent, then αe is the identity map on some open subset
De ⊆ X , and that the domain of θs coincides with Ds∗s.
If α is an action of S on a space X , we let
S ⋉α X = {(s, x) : x ∈ Ds∗s}
and put an equivalence relation on this set by saying (s, x) ∼ (t, y) if and only if x = y
and there exists e ∈ E(S) such that x ∈ De and se = te. The equivalence class of (s, x)
is denoted [s, x] and is called the germ of (s, x). The set of all germs is denoted
G(α) = {[s, x] : x ∈ Ds∗s}
and becomes a groupoid with source, range, inverse, and product given by
s([t, x]) = [t∗t, x], r([t, x]) = [tt∗, αt(x)], [t, x]
−1 = [t∗, αt(x)], [u, αt(x)][t, x] = [ut, x].
The unit space G(α)(0) is identified with X . If X is a totally disconnected locally compact
Hausdorff space such that De is compact open for all e ∈ E(S), then G(α) is ample, with
sets of the form
(5.3) Θ(s, U) := {[s, x] ∈ G(α) : x ∈ U ⊆ Ds∗s and U compact open}
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forming a basis of compact open sets for G(α). If S is countable, then G(α) is second
countable.
It is possible for G(α) to be non-Hausdorff, as we will see in examples of subsections
5.5 and 5.6. In [12, Theorem 3.15] are given criteria on α which are equivalent to G(α)
being Hausdorff. This problem was also considered in [28].
An inverse semigroup acts on its tight spectrum. Let
Dθe = {ξ ∈ Êtight(S) : e ∈ ξ} = U({e},∅),
and define
θs : D
θ
s∗s → D
θ
ss∗
θs(ξ) = {e ∈ E(S) : e > sfs
∗ for some f ∈ ξ}.
This defines an action of S on Êtight(S), called the standard action of S. The groupoid of
germs for the standard action is denoted Gtight(S) := G(θ) and is called the tight groupoid
of S. This groupoid is quite general. Indeed, by [10] every ample groupoid arises this
way.
In what follows, we are concerned with the subsets (5.2) intersected with Êtight(S). If
ξ is an ultrafilter, then by [12, Proposition 2.5] the set {Dθe : e ∈ ξ} is a neighbourhood
basis for ξ. Hence, if every tight filter is an ultrafilter (i.e., if Êtight(S) = Ê∞(S)), then
the De form a basis for the topology on Êtight(S).
Lemma 5.1. Let S be an inverse semigroup and suppose that Êtight(S) = Ê∞(S). Then
{Θ(s,Dθs∗s) : s ∈ S} ∪ {∅}
is an inverse semigroup of compact open bisections which generates the topology of
Gtight(S).
Proof. The given set generates the topology on Gtight(S) because the D
θ
e generate the
topology of Êtight(S) when Êtight(S) = Ê∞(S). Since the set of compact open bisections
in an ample groupoid forms an inverse semigroup under setwise product and inverse, we
need to prove our set is closed under the product and inverse.
We claim that
Θ(s,Dθs∗s)Θ(t, D
θ
t∗t) = Θ(st,D
θ
(st)∗st)
if the product is nonempty. If γ ∈ Θ(s,Dθs∗s)Θ(t, D
θ
t∗t), then γ = [s, θt(η)][t, η] for some
η ∈ Dθt∗t. Since θt(η) ∈ D
θ
s∗s, we must have η = θt∗(ξ) for some ξ ∈ D
θ
s∗s. Because s
∗s ∈ ξ,
t∗s∗st = (st)∗st ∈ η, and so η ∈ Dθ(st)∗st. Thus γ ∈ Θ(st,D
θ
(st)∗st) proving the ⊆ inclusion.
To prove the ⊇ inclusion, we take ξ ∈ Dθ(st)∗st and notice that [st, ξ] = [s, θt(ξ)][t, ξ].
To prove closure under inverse, it is straightforward that
Θ(s,Dθs∗s)
−1 = {[s, ξ]−1 : ξ ∈ Dθs∗s} = {[s
∗, θs(ξ)] : ξ ∈ D
θ
s∗s}
= {[s∗, η] : η ∈ Dθss∗} = Θ(s
∗, Dθss∗)
because θs : D
θ
s∗s → D
θ
ss∗ is a bijection. 
Lemma 5.2. Let S be a inverse semigroup, let s, t ∈ S, let ξ ∈ Dθt∗t, let e 6 s
∗s, and let
Y ⊆fin E(S). Then:
(1) The following are equivalent:
(a) [t, ξ] ∈ Θ(s, U({e}, Y ))
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(b) ξ ∈ U({e}, Y ) and for every f ∈ ξ and for all Z ⊆fin E(S) \ ξ, there exists
0 6= k 6 ef such that ky = 0 for all y ∈ Y ∪ Z, and sk = tk.
(2) In case of (1), [t, ξ] 6∈ Θ(s, U({e}, Y )) if and only if for any such k we have that
k 6∈ ξ.
Proof. For the sake of brevity, define R := Θ(s, U({e}, Y )) and suppose that [t, ξ] ∈ R.
We have
ξ = s([t, ξ]) ∈ s(R) ⊆ s(R) = U({e}, Y ).
Since U({e}, Y ) is closed in Êtight(S), there exists a closed set V ⊆ Gtight(S) such that
U({e}, Y ) = V ∩ Êtight(S). Hence, U({e}, Y ) ⊆ V = V and so U({e}, Y ) ∩ Êtight(S) ⊆
V ∩ Êtight(S) = U({e}, Y ), and so ξ ∈ U({e}, Y ).
For all f ∈ ξ and for all Z ⊆fin E(S) \ ξ, there is a point in the intersection
Θ(s, U({e}, Y )) ∩ Θ(t, U({f}, Z)). Hence for all f ∈ ξ and for all Z ⊆fin E(S) \ ξ, there
exists η ∈ U({e}, Y ) ∩ U({f}, Z) = U({ef}, Y ∪ Z) such that [s, η] = [t, η]. In other
words, there exists k ∈ η such that tk = sk. Since Θ(s, U({e}, Y )) ∩ Θ(t, U({f}, Z)) is
open and s is an open map, we may assume that η is an ultrafilter. Without loss of
generality, we can assume that k 6 ef by perhaps replacing it with kef if needed, and
since k, e, f ∈ η, we must have kef 6= 0. If y ∈ Y ∪ Z, the fact that η is an ultrafilter
which does not contain y implies there exists ey ∈ η such that yey = 0. So also without
loss of generality, we can assume that ky = 0 by perhaps replacing it by key if needed.
This establishes (a) ⇒ (b)
For the other implication, suppose (b) holds. We will be done if we show that for every
f ∈ ξ and for all Z ⊆fin E(S) \ ξ, there is a point in Θ(s, U({e}, Y )) ∩ Θ(t, U({f}, Z)).
For f ∈ ξ, find the k 6 f guaranteed by (b) and find an ultrafilter η containing k. Since
tk = sk, we have that [t, η] = [s, η], and since k ∈ η we must have that k, e, f ∈ y.
Since ky = 0 for all y ∈ Y ∪ Z we must also have that y /∈ η for all y ∈ Y ∪ Z. Hence
Θ(t, U({f}, Z)) ∋ [t, η] = [s, η] ∈ Θ(s, U({e}, Y )), establishing (b) ⇒ (a).
Point (2) is direct, so we are done. 
Lemma 5.3. Let S be a inverse semigroup, and take s ∈ S, e ∈ E(S) with e 6 s∗s, and
Y ⊆fin E(S). If Gtight(S) is effective, then Θ(s, U({e}, Y )) is regular open.
Proof. This follows from Lemma 2.5, because each Θ(s, U({e}, Y )) is a compact open
bisection. 
Let us introduce a couple of (equivalent) properties that extend effectiveness of Gtight(S),
and give us necessary conditions for regularity of compact open sets. Following the nota-
tion in [12, Section 4], for any s ∈ S we will denote by
Fs := {x ∈ Êtight(S) : θs(x) = x}
the set of fixed elements for s, and by
TFs := {x ∈ Êtight(S) : ∃e ∈ E(S) with e 6 s and x ∈ D
θ
e}
the set of trivially fixed elements for s. By [12, Proposition 4.5], if Js := {e ∈ E : e 6 s},
then
TFs =
⋃
e∈Js
Dθe
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Definition 5.4. Let S be an inverse semigroup. We will say S satisfies condition (S) if
whenever there exists an element x ∈ Êtight(S) and a finite set {s1, . . . , sn} ⊆ S \ E(S)
such that x ∈
n⋂
i=1
Fsi , then
x ∈
n⋂
i=1
(Fsi \ TFsi) =⇒ x 6∈
( n⋃
i=1
Fsi
)◦
.(S)
Remark 5.5. Suppose that S satisfies (S). For the particular case n = 1 we have that
x ∈ Fs \TFs implies x 6∈ F
◦
s ; this is equivalent to saying that if x ∈ F
◦
s then x 6∈ Fs \TFs,
i.e. x ∈ TFs, which is exactly [12, Theorem 4.10(iii)]. Thus if either Ê∞(S) = Êtight(S) or
Gtight(S) is Hausdorff and S satisfies (S), [12, Theorem 4.10] implies Gtight(S) is effective.
We will see in the sequel that effectiveness of Gtight(S) does not imply (S), so for n = 1
(S) is closely related to but in general weaker than effectiveness of Gtight(S).
which is exactly [12, Theorem 4.10(iii)].
in general closely related but weaker than effectiveness of Gtight(S).
Lemma 5.6. Let S be an inverse semigroup which satisfies condition (S), and suppose
that Êtight(S) = Ê∞(S). Then any compact open subset of Gtight(S) is regular open.
Proof. As noted before, the condition Êtight(S) = Ê∞(S) implies that the D
θ
e are a basis
for the topology on Êtight(S), and hence sets of the form Θ(t, D
θ
e) are a basis for the
topology on Gtight(S).
Let V be a compact open subset of Gtight(S). Then, there exist {s1, . . . , sn} ⊆ S and
{e1, . . . , en} ⊆ E(S) with ei 6 s
∗
i si for all 1 ≤ i ≤ n such that
V =
n⋃
i=1
Θ(si, D
θ
ei
).
Take [t, x] ∈ V \ V . We will show that any open neighbourhood of [t, x] contains a
point outside of V . If 1 ≤ i ≤ n is any index such that [t, x] /∈ Θ(si, Dθei), then there
is a neighbourhood of [t, x] disjoint from Θ(si, D
θ
ei
), so we can assume without loss of
generality that [t, x] ∈ Θ(si, Dθei) \ Θ(si, D
θ
ei
) for all 1 ≤ i ≤ n. Hence, by Lemma
5.2, for each 1 ≤ i ≤ n we have that θt∗si(x) = x but [t
∗si, x] 6∈ TFt∗si; in particular,
{t∗s1, . . . , t
∗sn} ⊆ S \ E(S). Thus, x ∈
n⋂
i=1
(Ft∗si \ TFt∗si). Since condition (S) holds, for
every f ∈ x we have that Dθf 6⊆
n⋃
i=1
Ft∗si, and so Θ(t, D
θ
f) 6⊆ V , as desired. 
Now, we will apply these results to various classes of algebras.
5.3. Algebras of self-similar graphs. In this subsection, we consider the algebras OG,E
associated to triples (G,E, ϕ), introduced in [13]. We use the convention where a path
in the graph E is a sequence of edges e1 · · · en such that s(ei) = r(ei+1). Let us recall the
construction.
5.4. The basic data for our construction is a triple (G,E, ϕ) consisting of:
(1) A finite directed graph E = (E0, E1, r, s) without sources.
(2) A discrete group G acting on E by graph automorphisms.
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(3) A map ϕ : G× E1 → G satisfying
(a) ϕ(gh, a) = ϕ(g, h · a)ϕ(h, a), and
(b) ϕ(g, a) · v = g · v for every g ∈ G, a ∈ E1, v ∈ E0.
The property (3)(b) required of ϕ is tagged (2.3) in [13].
Definition 5.7. Given a triple (G,E, ϕ) as in (5.4), we define OG,E to be the universal
C∗-algebra as follows:
(1) Generators:
{px : x ∈ E
0} ∪ {sa : a ∈ E
1} ∪ {ug : g ∈ G}.
(2) Relations:
(a) {px : x ∈ E
0}∪{sa : a ∈ E
1} is a Cuntz-Krieger E-family in the sense of [24].
(b) The map u : G → OG,E defined by the rule g 7→ ug is a unitary
∗-representation of G.
(c) ugsa = sg·auϕ(g,a) for every g ∈ G, a ∈ E
1.
(d) ugpx = pg·xug for every g ∈ G, x ∈ E
0.
Notice that the relation (2a) in Definition 5.7 implies that there is a natural representation
map
φ : C∗(E) → OG,E
px 7→ px
sa 7→ sa
which is injective [13, Proposition 11.1].
Recall from [13, Definition 4.1] that given a triple (G,E, ϕ) as in (5.4), we define an
inverse semigroup SG,E as follows:
(1) The set is
SG,E = {(α, g, β) : α, β ∈ E
∗, g ∈ G, d(α) = gd(β)} ∪ {0},
where E∗ denotes the set of finite paths in E.
(2) The operation is defined by:
(α, g, β)(γ, h, δ) :=

(α(g · ε), ϕ(g, ε)h, δ) if γ = βε
(α, gϕ(h−1, ε)−1, δ(h−1 · ε)) if β = γε
0 otherwise,
and (α, g, β)∗ := (β, g−1, α).
Then, we can construct the groupoid of germs of the action of SG,E on the space of
tight filters Êtight(SG,E) of the semilattice E(SG,E) of idempotents of SG,E. In our concrete
case, Êtight(SG,E) turns out to be homeomorphic to the compact space E
∞ of one-sided
infinite paths on E which has the cylinder sets
C(γ) := {γη̂ : η̂ ∈ E∞}
as a basis for its topology. In particular, Êtight(SG,E) = Ê∞(SG,E), and thus condition (S)
implies effectiveness of the groupoid GG,E defined below.
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The action of (α, g, β) ∈ SG,E on η = βη̂ is given by the rule (α, g, β) ·η = α(gη̂). Thus,
the groupoid of germs is
GG,E = {[α, g, β; η] : η = βη̂},
where [s; η] = [t;µ] if and only if η = µ and there exists 0 6= e2 = e ∈ SG,E such that
e · η = η and se = te. The unit space
GG,E
(0) = {[α, 1, α; η] : η = αη̂}
is identified with the one-sided infinite path space E∞, via the homeomorphism
[α, 1, α; η] 7→ η. Under this identification, the range and source maps on GG,E are:
s([α, g, β; βη̂]) = βη̂ and r([α, g, β; βη̂]) = α(gη̂).
A basis for the topology on GG,E is given by compact open bisections of the form
Θ(α, g, β, C(γ)) := {[α, g, β; ξ] ∈ GG,E : ξ ∈ C(γ)}
for α, β, γ ∈ E∗ and g ∈ G. Thus GG,E is locally compact and ample. In [13] characteri-
zations are given for when GG,E is Hausdorff [13, Theorem 12.2], amenable [13, Corollary
10.18] and effective [13, Theorem 14.10]4 in terms of the properties of the triple (G,E, ϕ)
and the action of SG,E on E
∞.
We recall the property which guarantees that GG,E is Hausdorff. For this we require
some notation. For g ∈ G, let
(5.5) FWg = {α ∈ X
∗ : g · α = α}
and call this the set of fixed paths for g. We also let
(5.6) SFWg = {α ∈ E
∗
A : g · α = α and ϕ(g, α) = 1G}
and call this the set of strongly fixed paths for g. If β ∈ E∗A has a prefix which is strongly
fixed by g, then β will be strongly fixed by g as well. We say a path α is minimally
strongly fixed by g if it is strongly fixed by g and no proper prefix of α is strongly fixed
by g. We denote this set by
(5.7) MSFWg = {α ∈ E
∗
A : α ∈ SFWg and no prefix of α is in SFg}.
In [13, Theorem 12.2] it is shown that
(5.8) GG,E is Hausdorff ⇐⇒ MSFWg is finite for all g ∈ G \ {1G}.
By [13, Theorem 6.3 & Corollary 6.4], we have a ∗-isomorphism OG,E ∼= C
∗(GG,E),
so that OG,E can be seen as a full groupoid C
∗-algebra. The complex Steinberg algebra
AC(GG,E) is a dense subalgebra of OG,E ∼= C
∗(GG,E) by [29, Proposition 6.7].
Finally, recall that for any unital commutative ring R, the Steinberg algebra AR(GG,E)
is isomorphic to the R-algebra Oalg(G,E)(R) with presentation given by Definition 5.7 [4,
Theorem 6.4].
Now, we apply the results obtained in the previous subsection to this case.
Lemma 5.8. Let (G,E, ϕ) be a triple as in (5.4), let s ∈ SG,E and e ∈ E(SG,E) with
e 6 s∗s. If GG,E is effective, then Θ(s,D
θ
e) is regular open.
Proof. This is immediate from Lemma 5.3. 
4We note that in [12] and [13], ‘essentially principal’ is defined to be what we are calling effective, see
[12, Definition 4.6].
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We next prove a lemma that will allow us to verify condition (S) more readily in this
context.
Lemma 5.9. Let (G,E, ϕ) be a triple as in (5.4), and suppose that for every vertex v
and every finite set {g1, g2, . . . gn} ⊆ G \ {1G} we have that
(5.9) x ∈
n⋂
i=1
F(v,gi,v) \ TF(v,gi,v) =⇒ x /∈
(
n⋃
i=1
F(v,gi,v)
)◦
.
Then SG,E satisfies (S).
Proof. Suppose that we have {s1, . . . sn} ⊆ SG,E \ E(SG,E) and x ∈
⋂n
i=1 Fsi \ TFsi. We
need to show that x /∈ (
⋃n
i=1 Fsi)
◦
.
For i = 1, . . . n, write si = (αi, gi, βi). If |αi| 6= |βi|, by [13, Proposition 14.3] Fsi has at
most one point, and since x is assumed to be in this set it must be x. Hence Fsi ⊂ Fsj
for all j = 1, . . . n, so in showing that x /∈ (
⋃n
i=1 Fsi)
◦
we can assume without loss of
generality that |αi| = |βi| for i = 1, . . . , n, which means that αi = βi for i = 1, . . . n.
Since x is fixed by each si, there exists α ∈ E
∗ such that α = αiγi for each i = 1, . . . , n
and γi ∈ E
∗. We also must have that gi · γi = γi and s(γi) = s(α) for each i = 1, . . . , n.
Write v := s(α) and let ti = (v, ϕ(gi, γi), v). We claim that αFti = Fsi and αTFti = TFsi
for i = 1, . . . n. First, let y ∈ Fti . Then ϕ(gi, γi) · y = y. We calculate
θsi(αy) = θ(αi,gi,αi)(αiγiy)
= αigi · (γiy)
= αiγiϕ(gi, γi) · y
= αy
Conversely, if αz ∈ Fsi a similar calculation shows that z ∈ Fti , and so αFti = Fsi.
If x ∈ TFti , then there exists e ∈ E(SG,E) such that tie = e and x ∈ D
θ
e . We may write
e = (µ, 1G, µ) for some µ ∈ E
∗ with |µ| ≥ 1, and so y = µz for some z ∈ E∞. We want
to show αµz is trivially fixed by si. Since tie = e, we have
(v, ϕ(gi, γi), v)(µ, 1G, µ) = (µ, 1G, µ)
(ϕ(gi, γi) · µ, ϕ(ϕ(gi, γi), µ), µ) = (µ, 1G, µ)
Which implies ϕ(gi, γi) · µ = µ and ϕ(ϕ(gi, γi), µ) = 1G. If we let f = (αµ, 1G, αµ), then
sif = (αi, gi, αi)(αiγiµ, 1G, αiγiµ)
= (αigi · (γiµ), ϕ(gi, γiµ), αµ))
= (αiγiϕ(gi, µ) · µ, ϕ(gi, γiµ)ϕ(gi, γiµ), αµ)
= (αµ, 1G, αµ) = f
and clearly αµz ∈ Dθf . Hence αµz is trivially fixed by si. Conversely, a similar calculation
shows that if αy is trivially fixed by si then y is trivially fixed by ti.
Now, x ∈
⋂n
i=1 Fsi \ TFsi implies x = αy for some y ∈ E
∞. Since
n⋂
i=1
Fsi \ TFsi =
n⋂
i=1
αFti \ αTFti = α
n⋂
i=1
Fti \ TFtsi
we have that y ∈
⋂n
i=1 Fti \ TFti and so by hypothesis we must have that y /∈ (
⋃n
i=1 Fti)
◦
.
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Now suppose αy ∈ (
⋃n
i=1 αFti)
◦
. Then there exists a prefix µ of y such that αy = αµy′
and C(αµ) ⊆
⋃n
i=1 αFti. But then we must have y ∈ C(µ) ⊆
⋃n
i=1 Fti , which contradicts
the fact that y /∈ (
⋃n
i=1 Fti)
◦
. Therefore we must have αy = x /∈ (
⋃n
i=1 αFti)
◦
and we are
done. 
Lemma 5.10. Let (G,E, ϕ) be a triple as in (5.4) which satisfies (5.9). Then, any
compact open set is regular open.
Proof. By Lemma 5.9, SG,E satisfies (S) and so Lemma 5.6 implies the result. 
We can now state a consequence of our results to the case of self-similar graphs.
Theorem 5.11. Let (G,E, ϕ) be a triple as in (5.4) such that SG,E satisfies condition (S)
and such that GG,E is minimal. Then:
(1) C∗r (GG,E) is simple.
(2) If G is amenable, then OG,E is simple.
(3) For any field K, the algebra AK(GG,E) is simple.
Proof. Since Êtight(SG,E) = Ê∞(SG,E), condition (S) and countability implies that GG,E
is effective by Remark 5.5. By Lemma 5.6, every compact open subset of GG,E is regular
open. Now (3) follows from Theorem 3.14, and (1) and (2) follow from Theorem 4.10
together with [13, Corollary 10.16]. 
We note that the minimality assumption in Theorem 5.11 is satisfied in many cases,
for example when the action of G fixes every vertex and the graph is transitive, see [13,
Theorem 13.6] together with note (2) below [13, Corollary 13.7].
5.4. A simple Katsura algebra with non-Hausdorff groupoid. In [18], Katsura
associates a C∗-algebra to a pair of square integer matrices A,B and studies their prop-
erties. These were recast as C∗-algebras of self-similar graphs in [13]. In this section
we describe such a self-similar graph action which gives a groupoid which is minimal,
effective, non-Hausdorff groupoid in which every compact open set is regular open.
Consider the matrices
(5.10) A =
2 1 01 2 1
1 1 2
 and B =
1 2 02 1 2
0 2 1
 .
Let EA = (E
0
A, E
1
A, r, s) be the directed graph whose incidence matrix is A. A diagram of
EA is given below.
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1
e011, e
1
11
2
e022, e
1
22
e21
e12
3
e033, e
1
33
e23
e32
e13
The matrix B determines a Z action and a cocycle ϕ : Z×E1A → Z, as described in [13].
This action and cocycle are described for 1 ∈ Z as follows:
1 · e0ii = e
1
ii, ϕ(1, e
0
ii) = 0 for i = 1, 2, 3,
1 · e1ii = e
0
ii, ϕ(1, e
1
ii) = 1 for i = 1, 2, 3,
1 · e12 = e12, ϕ(1, e12) = 2,
1 · e21 = e21, ϕ(1, e21) = 2,
1 · e32 = e32, ϕ(1, e32) = 2,
1 · e23 = e23, ϕ(1, e23) = 2,
1 · e13 = e13, ϕ(1, e13) = 0.
In what follows, we let
W = {w ∈ E∗A : r(e) = s(e) for every edge e in w}(5.11)
V = {v ∈ E∗A : r(e) 6= s(e) for every edge e in v}.(5.12)
Evidently, Z acts differently on paths in W than on paths in V . On paths in W , Z acts
like a 2-odometer, while for n ∈ Z and v ∈ V we have
n · v = v ϕ(n, v) =
{
0 if e13 is an edge in v
n2|v| otherwise.
(5.13)
Furthermore, suppose that n · w = w for some n ∈ Z and w ∈ W . Then we must have
that n = k2|w| for some k ∈ Z, and in this case
(5.14) k2|w| · w = w ϕ(k2|w|, w) = k,
in other words, ϕ(n, w) = 2−|w|n. We note that this works for either positive or negative
n, using the rule ϕ(−n, µ) = −ϕ(n, (−n) · µ), see [12, Proposition 2.6].
Lemma 5.12. Let (Z, EA, ϕ) be the Katsura triple associated to the matrices (5.10), and
let GZ,EA be the associated groupoid. Then GZ,EA is minimal and non-Hausdorff.
Proof. The matrix A is irreducible, and so GZ,EA is minimal by [13, Theorem 18.7].
To show non-Hausdorff, by (5.8), it will be enough to find an element of Z with infinitely
many minimal strongly fixed paths. We claim that the generator 1 does the job. Indeed,
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for any k ≥ 1, if we let α(k) = (e23e32)
ke13, then
1 · α(k) = α(k), ϕ(1, α(k)) = e
while if α
(k)
[1,n] denotes the prefix of α
(k) of length n, we see that
1 · α
(k)
[1,n] = α
(k)
[1,n], ϕ
(
z, α
(k)
[1,n]
)
= z2n.
Hence α(k) is a minimal strongly fixed word for 1, and since they are distinct for each
k ≥ 1, 1 has infinitely many minimal strongly fixed paths. 
We now show that the inverse semigroup associated to this self-similar action satisfies
condition (S). Let x ∈ E0A be any vertex, and use the shorthand
(5.15) Fn := F(x,n,x), TFn := TF(x,n,x).
Lemma 5.13. Let (Z, EA, ϕ) be the Katsura triple associated to the matrices (5.10), and
let x ∈ E0A. Then keeping the notation (5.15) in force, we have
(1) If ℓ ∈ Z is odd, then Fℓ = F1 and TFℓ = TF1.
(2) If ℓ ∈ Z is nonzero, even and ℓ = m2n for some n ≥ 1 and some odd m ∈ Z, then
Fℓ = F2n and TFℓ = TF2n.
(3) For every n ≥ 0 we have F2n ( F2n+1 and TF2n ( TF2n+1.
Proof. (1) Clearly, F1 ⊆ Fℓ and TF1 ⊆ TFℓ for all ℓ ∈ Z. We prove the other
containments.
Given ξ ∈ E∞A it is of one of two forms:
ξ = w1v1w2v2 · · · or ξ = v1w2v2w3 · · · wi ∈ W, vi ∈ V, i = 1, 2, . . .
Suppose ℓ ∈ Z is odd and that ξ ∈ Fℓ. Since ℓ is odd, ξ must be of the form
x = v1w2v2w3 · · · . We claim that the equation
(5.16) |wj| ≤
j−1∑
i=1
|vi| −
j−1∑
i=2
|wi|
must hold for every j such that vk does not contain the edge e13 for k = 1, . . . , j.
Suppose that we have such a j. Since ϕ(ℓ, v1) = ℓ2
|v1| (because v1 does not contain
e13) and w2 is fixed by multiples of 2
|w2|, we must have |w2| ≤ |v1|. So suppose
that we know
|wk| ≤
k−1∑
i=1
|vi| −
k−1∑
i=2
|wi|
holds for some k = 3, . . . j − 1. Then
ℓ · ξ = ℓ · v1w2v2w3 · · ·
= v1w2v2 · · ·wkϕ(ℓ, v1w2v2 · · ·wk) · vkwk+1 · · ·
= v1w2v2 · · ·wk(ℓ2
∑k−1
i=1 |vi|−
∑k
i=2 |wi|) · vkwk+1 · · ·
and we know the power of 2 is greater than or equal to 0. Hence
ℓ · ξ = v1w2v2 · · ·wkvk(ℓ2
|vk|2
∑k−1
i=1 |vi|−
∑k
i=2 |wi|) · wk+1 · · ·
= v1w2v2 · · ·wkvk(ℓ2
∑k
i=1 |vi|−
∑k
i=2 |wi|) · wk+1 · · ·
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By hypothesis ξ is fixed by ℓ, and so ℓ2
∑k
i=1 |vi|−
∑k
i=2 |wi| · wk+1 = wk+1 hence
ℓ2
∑k
i=1 |vi|−
∑k
i=2 |wi| must be a multiple of 2|wk|, i.e., |wk| ≤
∑k
i=1 |vi| −
∑k
i=2 |wi|.
Hence (5.16) holds for all such j. Now the same calculation as above with 1
replacing ℓ shows that ξ is fixed by 1. Hence F1 = Fℓ.
We now turn to the trivially fixed infinite paths. It is straightforward to verify
that a path ξ ∈ Fℓ will be trivially fixed if and only if there is a prefix µ of ξ such
that ℓ ·µ = µ and ϕ(ℓ, µ) = 0, and this happens if and only if the edge e13 appears
in ξ. This statement does not depend on what ℓ is, and so we see that TFℓ = TF1.
(2) Suppose ℓ is nonzero and even, and write ℓ = m2n for n ≥ 1 and odd m. If we
write ξ = w1v1w2v2 · · · for wi ∈ W , vi ∈ V (with the possibility that w1 is the
vertex x), then similar arguments to the above imply that ξ ∈ Fℓ if and only if
the equation
(5.17) |wj| ≤ n +
j−1∑
i=1
|vi| −
j−1∑
i=1
|wi|
holds for every j such that vk does not contain the edge e13 for k = 1, . . . , j. This
statement does not depend on m, so Fℓ = F2n . Again for similar reasons as the
above, TFℓ = TF2n .
(3) If ξ satisfies (5.17) for every j such that vk does not contain the edge e13 for
k = 1, . . . , j, then the same will be true if n is replaced by n+1. Hence F2n ⊆ F2n+1
and TF2n ⊆ TF2n+1 .
To show the containments are proper, we note that at vertex 1 we have that
(e11)
n+1e21e32e13(e21e12)
∞
is in both TF2n+1 \ TF2n and F2n+1 \ F2n and similar paths can be constructed at
the other vertices.

Lemma 5.14. Let (Z, EA, ϕ) be the Katsura triple associated to the matrices (5.10), and
let GZ,EA be the associated groupoid. Then GZ,EA is effective.
Proof. Let γ ∈ (Iso(GZ,EA))
◦. Then γ = [(α, ℓ, β), βξ] for α, β ∈ E∞A , ℓ ∈ Z, and βξ is a
fixed point for (α, n, β). By [13, Proposition 14.3(i)] and the fact that our path space has
no isolated points, we can assume that |α| = |β|, which implies α = β and ξ is a fixed
point for ℓ.
If ξ is not trivially fixed by ℓ, then the edge e13 does not appear in ξ. Hence for every
prefix µ of ξ, we can find an element of C(µ) (say µx where x ∈ E∞A consists only of loops
at the vertex s(µ)) which is not fixed by ℓ. Hence for every neighbourhood U of γ we can
find some [(α, ℓ, β), µx] ∈ U which is not in the isotropy group bundle. This contradicts
γ ∈ (Iso(GZ,EA))
◦, so ξ must be trivially fixed by n, which implies that γ ∈ G
(0)
Z,EA
. Thus
GZ,EA is effective. 
We can now prove that our example satisfies condition (S).
Lemma 5.15. Let (Z, EA, ϕ) be the Katsura triple associated to the matrices (5.10), and
let SEA,Z be the associated inverse semigroup. Then SEA,Z satisfies condition (S).
Proof. We use Lemma 5.9. Let ℓ1, ℓ2, . . . , ℓn be a sequence of distinct integers, and let
x ∈ E0A. Without loss of generality we may assume that there exists 0 ≤ k ≤ n such that
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the ℓi are arranged in order so that ℓ1, . . . , ℓk are odd and such that for any j = k+1, . . . n
we have that ℓj = rj2
mj for some rj ∈ Z and 1 ≤ mk+1 < mk+2 < · · · < mn (we take the
case k = 0 to mean that none of the ℓi are odd). Then
n⋂
i=1
Fℓi \ TFℓi =
n⋂
i=1
Fℓi ∩ TF
c
ℓi
= (Fℓ1 ∩ · · · ∩ Fℓn) ∩
(
TF cℓ1 ∩ · · · ∩ TF
c
ℓn
)
= Fℓ1 ∩ TF
c
ℓn by Lemma 5.13(3)
= Fℓ1 \ TFℓn
=
 F1 \ TF1 if k = nF1 \ TF2mn if 1 < k < n
F2mk+1 \ TF2mn if k = 0.
On the other hand, we have(
n⋃
i=1
Fℓi
)◦
=

F˚1 if k = n
˚F2mn if 1 < k < n
˚F2mn if k = 0.
By Lemma 5.14 GZ,EA is effective, so [12, Definition 4.1] and [12, Theorem 4.7] imply that
TFℓ = F˚ℓ for every ℓ ∈ Z.
If k = n, we have
ξ ∈
n⋂
i=1
Fℓi \ TFℓi = F1 \ TF1 =⇒ ξ /∈ TF1 = F˚1 =⇒ ξ /∈
(
n⋃
i=1
Fℓi
)◦
.
The other two cases are similar. Thus the conditions of Lemma 5.9 are satisfied and so
we are done.

Theorem 5.16. Let (Z, EA, ϕ) be the Katsura triple associated to the matrices (5.10),
and let GZ,EA be the associated groupoid. Then
(1) OZ,EA = C
∗(GZ,EA) is simple and
(2) for any field K, the algebra AK(GZ,EA) is simple.
Proof. This follows from Theorem 5.11, Lemma 5.15, Lemma 5.12, and Lemma 5.14. 
5.5. Algebras of self-similar actions. LetX be a finite set with more than one element,
let G be a group, and let X∗ denote the set of all words in elements of X , including
an empty word ∅. Let Xω denote the Cantor set of one-sided infinite words in X ,
with the product topology of the discrete topology on X . Recall that the cylinder sets
C(α) = {αx : x ∈ Xω} form a clopen basis for the topology on Xω as α ranges over X∗.
Suppose that we have a faithful length-preserving action of G on X∗, with (g, α) 7→ g ·α,
such that for all g ∈ G, x ∈ X there exists a unique element of G, denoted g|x, such that
for all α ∈ X∗
g(xα) = (g · x)(g|x · α).
In this case, the pair (G,X) is called a self-similar action. The map G × X → G,
(g, x) 7→ g|x is called the restriction and extends to G×X
∗ via the formula
g|α1···αn = g|α1 |α2 · · · |αn
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and this restriction has the property that for α, β ∈ X∗, we have
g(αβ) = (g · α)(g|α · β).
The action of G on X∗ extends to an action of G on Xω given by
g · (x1x2x3 . . . ) = (g · x1)(g|x1 · x2)(g|x1x2 · x3) · · · .
Notice that if R|X| denotes the graph with a single vertex and |X| edges, and
ϕ(g, α) := g|α, then the self-similar group (G,X) is equivalent to the self-similar graph
triple (G,R|X|, ϕ).
In [21], Nekrashevych associates a C*-algebra to (G,X), denoted OG,X , which is the
universal C*-algebra generated by a set of isometries {sx}x∈X and a unitary representation
{ug}g∈G satisfying
(i) s∗xsy = 0 if x 6= y,
(ii)
∑
x∈X sxs
∗
x = 1 and
(iii) ugsx = sg·xu g|x .
The Nekrashevych C∗-algebra OG,X turns out to be the self-similar graph C
∗-algebra
OG,R|X| associated to the triple (G,R|X|, ϕ). Hence, the results in previous subsection
apply here. Nevertheless, we will recall the specific construction of the groupoid, as it will
be useful for understanding the example in next subsection.
As before, one can express OG,X as the tight C*-algebra of an inverse semigroup. Let
SG,X = {(α, g, β) : α, β ∈ X
∗, g ∈ G} ∪ {0}.
This set becomes an inverse semigroup when given the operation
(α, g, β)(γ, h, ν) =

(α(g · ε), g|ε h, ν) if γ = βε,
(α, g(h−1|ε)
−1, ν(h−1 · ε)) if β = γε,
0 otherwise
with
(α, g, β)∗ = (β, g−1, α).
The set of idempotents is given by
E(SG,X) = {(α, 1G, α) : α ∈ X
∗} ∪ {0}.
The tight spectrum of E(SG,X) is homeomorphic to X
ω, and the standard action of SG,X
on its tight spectrum is realized as follows: for α, β ∈ X∗ and g ∈ G, let
θ(α,g,β) : C(β)→ C(α)
θ(α,g,β)(βw) = α(g · w)
for every w ∈ Xω.
We use the notation GG,X := Gtight(SG,X). Then GG,X is ample and minimal, and since
the action of G on X∗ is faithful, then GG,X is effective, see [13, Section 17]. The C*-
algebra is isomorphic to C∗(GG,X), see [13, Example 3.3] and [13, Corollary 6.4]. We keep
the notation in (5.5), (5.6), (5.7) in force (though we call their elements words rather than
paths) and note that (5.8) still characterizes when GG,X is Hausdorff.
We record the translation of Lemma 5.2 to this context.
Lemma 5.17. Let (G,X) be a self-similar action, let (α, g, β) ∈ SG,X , let η ∈ X
∗, and let
U = Θ((α, g, β), C(βη)). Let z = [(γ, h, δ), δw] for some γ, δ ∈ X∗, w ∈ Xω, and h ∈ G
with |δ| ≥ |βη|. Then
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(1) z ∈ U if and only if the following conditions hold:
(a) δ = βηη′ and γ = α(g · (ηη′)) for some η′ ∈ X∗, and
(b) every prefix of w can be extended to a strongly fixed word for h−1 g|ηη′ .
(2) In the case of (1), z /∈ U if and only if no prefix of w is strongly fixed by h−1 g|ηη′ .
Proof. This is direct from Lemma 5.2 and is left to the reader. 
We note that Lemma 5.17(1) implies that if [(γ, h, δ), δw] ∈ U , then w ∈ Xω is fixed
by h−1 g|ηη′ since every prefix of w extends to a strongly fixed word for h
−1 g|ηη′ .
Lemma 5.18. Let (G,X) be a self-similar action. If (G,X) is faithful, then for all
(α, g, β) ∈ SG,X and all η ∈ X
∗, the compact open bisection Θ((α, g, β), C(βη)) is regular
open.
Proof. If (G,X) is faithful, GG,X is effective. Hence this follows from Lemma 5.3. 
As mentioned before, Lemma 5.18 is not enough to allow us to conclude that every
compact open set is regular open, see Example 5.6. The following condition is enough to
guarantee that all compact open sets are regular open.
Definition 5.19. We say that a self-similar action (G,X) is ω-faithful if for every F ⊆fin G
and every x ∈ Xω such that every prefix of x is in ∩f∈FFWf \ SFWf , there exists n ∈ N
such that for every prefix µ of x with |µ| ≥ n there exists a word ξ such that f |µ · ξ 6= ξ
for all f ∈ F .
Lemma 5.20. Let (G,X) be an ω-faithful self-similar action. Then SG,X satisfies condi-
tion (S) and hence every compact open subset of GG,X is regular open.
Proof. We use Lemma 5.9. Suppose that we have F ⊆fin G \ {1G} such that f · x = x for
all f ∈ F but that x is not trivially fixed by any f ∈ F . Then every prefix of x must
be in ∩FWg \ SFWg. Let n be the element of N guaranteed to exist by the definition of
ω-faithful, let µ be a prefix of x longer than n, and consider the corresponding cylinder
set C(µ). We show that C(µ) contains an element not fixed by any f ∈ F .
Let ξ be a word such that f |µ · ξ 6= ξ for all f ∈ F . Then for any y ∈ X
ω, µξy ∈ C(µ)
is not fixed by any element of F , so x is not in the interior of ∪Ff . Hence by Lemma 5.9,
SG,X satisfies (S).

We can now state the culmination of our results in the case of self-similar actions.
Theorem 5.21. Let (G,X) be an ω-faithful self-similar action. Then
(1) C∗r (GG,X) is simple.
(2) If G is amenable, then OG,X is simple.
(3) For any field K, the algebra AK(GG,X) is simple.
Proof. Faithfulness implies that GG,X is effective. Regardless of what G is or its action,
GG,X is always minimal (see for example [27, Lemma 4.2]). By Lemma 5.20, every compact
open subset of GG,X is regular open. Now (3) follows from Theorem 3.14, and (1) and (2)
follow from Theorem 4.10 together with [13, Corollary 10.16]. 
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5.6. The Grigorchuk group. Let X = {0, 1}, and let a, b, c, d be the length-preserving
bijections of X∗ determined by the formulas
a · (0w) = 1w c · (0w) = 0(a · w)
a · (1w) = 0w c · (1w) = 1(d · w)
b · (0w) = 0(a · w) d · (0w) = 0w
b · (1w) = 1(c · w) d · (1w) = 1(b · w)
for every w ∈ X∗. The group G generated by the set of bijections {a, b, c, d} is called
the Grigorchuk group, and was the first example of an amenable group with intermediate
word growth [16, 17]. It is worth noting that we have the relations a2 = b2 = c2 = d2 = e
(here we write the identity element of G as e), bc = d = cb, db = c = bd, and cd = b = dc.
We also have that (G,X) is a faithful self-similar action with restrictions given by
a|0 = e c|0 = a
a|1 = e c|1 = d
b|0 = a d|0 = e
b|1 = c d|1 = b.
Each of the elements b, c, and d have infinitely many minimally fixed words. Indeed,
some short calculations 5 show that for all n ∈ N,
b · (13n+20) = 13n+20 b|13n+20 = e
c · (13n+10) = 13n+10 c|13n+10 = e(5.18)
d · (13n0) = 13n0 d|13n0 = e
and that none of the prefixes of the words in question are strongly fixed. Hence GG,X is
not Hausdorff.
In what follows, we will make use of the fact that (G,X) is contracting with nu-
cleus {e, a, b, c, d}, which means that for any g ∈ G there exists n ≥ 0 such that
g|v ∈ {e, a, b, c, d} for all v ∈ X
∗ with |v| ≥ n, see [20, Proposition 2.7].
The remainder of this paper is devoted to proving the following theorem.
Theorem 5.22. Let G be the Grigorchuk group, let (G,X) be its self-similar action, and
let GG,X be the associated groupoid. Then
(1) For any field K of characteristic zero, AK(GG,X) is simple, and
(2) OG,X is simple.
Interestingly, simplicity can fail when K has nonzero characteristic, see Corollary 5.26.
We begin by observing that GG,X has compact open subsets which are not regular open.
Lemma 5.23. Let
U = Θ((∅, b,∅), Xω) ∪Θ((∅, c,∅), Xω) ∪Θ(∅, d,∅)), Xω),
then U is a compact open set which is not regular open.
5These calculations were aided by following the presentation of the Grigorchuk group and its nucleus
given in [20, Section 2.4].
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Proof. It is clear that U is compact and open because it is a union of compact open sets.
Let ze = [(∅, e,∅), 1∞]. Every prefix of 1∞ can be extended to a strongly fixed word
for each of b, c, d by (5.18), but no prefix of 1∞ is strongly fixed by any of these elements.
Thus ze ∈ U \ U .
We will find a neighbourhood V of ze such that V \ {ze} ⊆ U , which will show that ze
is an interior point of U . We take V = G
(0)
G,X , the entire unit space of GG,X . Every point
in G(0)G,X \ {ze} is of the form [(∅, e,∅), 1
n0x] for some x ∈ Xω and n ≥ 0.
If n ≡ 0 mod 3 then n = 3m for some m ≥ 0 and
(∅, d,∅)(13m0x, e, 13m0x) = (13m0x, e, 13m0x) = (∅, e,∅)(13m0x, e, 13m0x)
and so
[(∅, e,∅), 1n0x] = [(∅, d,∅), 1n0x] ∈ U.
If n ≡ 1 mod 3 then n = 3m+ 1 for some m ≥ 0 and
(∅, c,∅)(13m+10x, e, 13m+10x) = (13m+10x, e, 13m+10x) = (∅, e,∅)(13m+10x, e, 13m+10x)
and so again
[(∅, e,∅), 1n0x] = [(∅, c,∅), 1n0x] ∈ U.
If n ≡ 2 mod 3 then n = 3m+ 2 for some m ≥ 0 and
(∅, b,∅)(13m+20x, e, 13m+20x) = (13m+20x, e, 13m+20x) = (∅, e,∅)(13m+20x, e, 13+2m0x)
and so once again we have
[(∅, e,∅), 1n0x] = [(∅, b,∅), 1n0x] ∈ U.
Hence G(0)G,X \ {ze} ⊆ U , and since z ∈ U \U , ze is an interior point of U . This proves that
U is not regular open. 
Even though GG,X admits a compact open set which is not regular open, we can still
prove that AK(GG,X) is simple for any characteristic zero field K. We do this over a
sequence of lemmas. First, for g ∈ G and m ∈ N, we use the notation
Ug,m := Θ((∅, g,∅), C(1
m)).
U ′g,m := Θ((∅, g,∅), C(1
m0)).
In addition, following the notation set in the proof of Lemma 5.23 we set
ze := [(∅, e,∅), 1
∞], zc := [(∅, c,∅), 1
∞],(5.19)
zb := [(∅, b,∅), 1
∞], zd := [(∅, d,∅), 1
∞].
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Lemma 5.24. For all m ∈ N, we have
Ub,m ∩ Ue,m =
⋃
n∈N
3n+2≥m
U ′b,3n+2 =
⋃
n∈N
3n+2≥m
U ′e,3n+2
Uc,m ∩ Ue,m =
⋃
n∈N
3n+1≥m
U ′c,3n+1 =
⋃
n∈N
3n+1≥m
U ′e,3n+1
Ud,m ∩ Ue,m =
⋃
n∈N
3n≥m
U ′d,3n =
⋃
n∈N
3n≥m
U ′e,3n
Uc,m ∩ Ud,m =
⋃
n∈N
3n+2≥m
U ′c,3n+2 =
⋃
n∈N
3n+2≥m
U ′d,3n+2
Ub,m ∩ Ud,m =
⋃
n∈N
3n+1≥m
U ′b,3n+1 =
⋃
n∈N
3n+1≥m
U ′d,3n+1
Uc,m ∩ Ub,m =
⋃
n∈N
3n≥m
U ′c,3n =
⋃
n∈N
3n≥m
U ′b,3n.
Proof. We prove the first and fourth lines — the rest are similar.
Suppose that z ∈ Ub,m ∩ Ue,m, so that there exists w ∈ X
ω such that
z = [(∅, b,∅), 1mw] = [(∅, e,∅), 1mw].
Hence there exists α ∈ X∗ such that w = αv and
(∅, b,∅)(1mα, e, 1mα) = (∅, e,∅)(1mα, e, 1mα)
(b · (1mα), b|1mα , 1
mα) = (1mα, e, 1mα)
which implies that 1mα is strongly fixed by b, and so 1mα = 13n+2 for some n ≥ 0.
Furthermore, any w ∈ C(α) of this form will produce such a z in the intersection, so
Ub,m ∩ Ue,m =
⋃
n∈N
3n+2≥m
U ′b,3n+2 =
⋃
n∈N
3n+2≥m
U ′e,3n+2.
Now suppose that z ∈ Uc,m ∩ Ud,m, so that there exists w ∈ X
ω such that
z = [(∅, c,∅), 1mw] = [(∅, d,∅), 1mw].
Hence there exists α ∈ X∗ such that w = αv and
(∅, c,∅)(1mα, e, 1mα) = (∅, d,∅)(1mα, e, 1mα)
(c · (1mα), c|1mα , 1
mα) = (d · (1mα), d|1mα , 1
mα)
implying that c · (1mα) = d · (1mα) and c|1mα = d|1mα, and hence 1
mα is strongly fixed
by cd−1 = cd = b. So as before
Uc,m ∩ Ud,m =
⋃
n∈N
3n+2≥m
U ′c,3n+2 =
⋃
n∈N
3n+2≥m
U ′d,3n+2.

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Lemma 5.25. Let m ∈ N, let K be a field of characteristic zero, and let
(5.20) f =
∑
g∈{e,b,c,d}
cg1Ug,m
for some cg ∈ K. Then supp(f) has empty interior if and only if f is identically zero.
Proof. We can write the support of such an f as the disjoint union of sets of the form given
in (2.1) for F1, F2 a partition of {Ug,m}g=e,b,c,d. From Lemma 5.24 it is straightforward to
see that the intersection of any three of these four sets is empty. By looking at the first
three lines of Lemma 5.24, one can see that Ub,m ∪ Uc,m ∪ Ud,m will contain every point
of the form [(∅, e,∅), 1mw] where w ∈ Xω contains at least one 0 — and so it includes
every point in Ue,m except for ze = [(∅, e,∅), 1∞]. Hence
Ue,m \ (Ub,m ∪ Uc,m ∪ Ud,m) = {ze}.
Similarly, we have
Ub,m \ (Uc,m ∪ Ud,m ∪ Ue,m) = {zb}
Uc,m \ (Ud,m ∪ Ue,m ∪ Ub,m) = {zc}
Ud,m \ (Ue,m ∪ Ub,m ∪ Uc,m) = {zd}
all of which have empty interior. Hence there are six sets of the form (2.1) which have
nonempty interior, and they are listed in Lemma 5.24. Then supp(f) has empty interior
if and only if f takes the value zero on these sets. This leads to the following six equations
ce + cb = 0 cc + cd = 0
ce + cc = 0 cb + cd = 0(5.21)
ce + cd = 0 cc + cb = 0
and since K has characteristic zero, this has the unique solution ce = cb = cc = cd = 0.
Hence supp(f) has empty interior if and only if f is identically zero. 
Before moving on, we note an interesting corollary of the above proof. We learned,
subsequent to submission of this paper, that this result is also proved in [22, Example 4.5].
Corollary 5.26. Let G be the Grigorchuk group, let (G,X) be its self-similar action, and
let GG,X be the associated groupoid. Then SZ2(GG,X) is nonzero, and hence the Steinberg
algebra AZ2(GG,X) is not simple.
Proof. Consider f :=
∑
g∈{e,b,c,d} 1Ug,1 , that is, take cg = 1 ∈ Z2 for all g ∈ {e, b, c, d}
in (5.20). Then the equations (5.21) are satisfied, and so supp(f) has empty interior.
From the proof of Lemma 5.25, it is clear that in fact f = 1{ze,zb,zc,zd} is the characteristic
function of a set with empty interior. Hence f is singular. 
We now prove that if the closure of a basic compact open bisection contains one of the
points in (5.19), it contains them all.
Lemma 5.27. Let D = Θ((α, g, β), C(βη)). Then either
{ze, zb, zc, zd} ⊆ D or {ze, zb, zc, zd} ∩D = ∅
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Proof. Since (G,X) is contracting with nucleus {e, a, b, c, d}, we can find m so that g|v ∈
{e, a, b, c, d} for all v ∈ X∗ such that |v| ≥ m, and also such that |βη|+m is divisible by
3. Take h ∈ {e, b, c, d}. By Lemma 5.17, zh = [(1
|βη|+m, h, 1|βη|+m), 1∞] ∈ D implies that
βη = 1|βη|, α = 1|α|, g · (1|η|+m) = 1|η|+m,
and every prefix of 1∞ can be extended to a strongly fixed word for h−1 g|1|η|+m ∈
{e, a, b, c, d}. Hence, h−1 g|1|η|+m is either e, b, c, or d.
We can write D = Θ((1|β|, g, 1|β|), C(1|βη|)) = Θ((1|βη|, g|1|η| , 1
|βη|), C(1|βη|)) and we
denote g|1|η|+m = k.
The compact open bisection B := Θ((1|βη|+m, k, 1|βη|+m), C(1|βη|+m)) is contained in
D. Take f ∈ {e, b, c, d}, and find n such that 3n ≥ |βη|+m. Then by Lemma 5.17, the
element zf = [(∅, f,∅), 1∞] = [(13n, f, 13n), 1∞] is in B, because no matter what f is every
prefix of 1∞ can be extended to a strongly fixed word for f−1 k|13n−|βη|−m ∈ {e, b, c, d}.
Hence zf ∈ B ⊆ D. Since f was arbitrary, we have {ze, zb, zc, zd} ⊆ B ⊆ D. 
We note that the proof of Lemma 5.27 shows that for the closure of a basic compact
bisection to contain ze, it must be of the form D = Θ((1
k, g, 1k), C(1k)) for some k ≥ 0,
where g|1m ∈ {e, b, c, d} for some m ≥ 0.
In the next lemma, we use the notation
(5.22) Um := Ue,m ∪ Ub,m ∪ Uc,m ∪ Ud,m.
Lemma 5.28. Suppose D is a basic compact bisection whose closure contains ze. Then
there exists h ∈ {e, b, c, d} and n ≥ 0 such that
D ∩ Un = D ∩ Uh,n = Uh,n.
Proof. As noted above the lemma, there exists k ≥ 0 such that D = Θ((1k, g, 1k), C(1k))
where g|1m ∈ {e, b, c, d} for some m ≥ 0. Then as in the proof of Lemma 5.27, we
have B = Θ((1k+m, g|1m , 1
k+m), C(1k+m)) is contained in D. Then there exists one and
only one h ∈ {e, b, c, d} such that h|1k+m = g|1m , and it follows from Lemma 5.17 that
Uh,k+m ⊆ B ⊆ D.
Now suppose f ∈ {e, b, c, d} \ {h}, and consider D∩Uf,k+m. If z = [(∅, f,∅), 1k+mw] ∈
Uf,k+m∩D, we have z = [(1
k, g, 1k), 1k+mw] = [(1k+m, g|1m , 1
k+m), 1k+mw]. So there exists
α ∈ X∗ with w = αy for some y ∈ Xω such that
f |1k+m · α = g|1m · α, g|1m |α = f |1k+m |α .
This implies that α is strongly fixed by (f |1k+m)
−1 g|1m . Since f 6= h, this group element
is not the identity. We have
[(∅, f,∅), 1k+mαy] = [(∅, f,∅)(1k+mα, e, 1k+mα), 1k+mαy]
= [(1k+m f |1k+m · α, f |1k+m |α , 1
k+mα), 1k+mαy]
= [(1k+m g|1m · α, g|1m |α , 1
k+mα), 1k+mαy]
= [(1k+m h|1k+m · α, h|1k+m |α , 1
k+mα), 1k+mαy]
= [(∅, h,∅), 1k+mαy] ∈ Uh,k+m.
So Uf,k+m ∩ D ⊆ Uh,k+m, and paired with the above we conclude that D ∩ Uk+n =
Uh,k+m. 
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We now show that if a function is nonzero at the point [(∅, e,∅), 1∞], then its support
has nonempty interior.
Lemma 5.29. Let K be a field of characteristic zero, and let f ∈ AK(GG,X). If f(ze) 6= 0,
then supp(f) has nonempty interior.
Proof. Let f =
∑
D∈F cD1D for some finite set F of compact open bisections and cD ∈ K
for D ∈ F . By Lemma 5.1 and [29, Lemma 4.14], we may assume each element of F is of
the form Θ((α, g, β), C(βη)).
Let Fe = {D ∈ F : ze ∈ D} and write
f =
∑
D∈Fe
cD1D +
∑
B/∈Fe
cB1B.
If B /∈ Fe, for each g ∈ {e, b, c, d} there exists mg ≥ 0 such that Ug,m is disjoint from B
(because such sets form a neighbourhood basis of zg and zg is not in the closure of B).
Then if we let mB = maxg∈{e,b,c,d}{mg}, UmB is disjoint from B. Likewise, for D ∈ Fe,
Lemma 5.28 tells us we can find mD ≥ 0 such that UmD ∩D = UmD .
Define m := maxD∈F{mD}. Then we can write
f |Um =
(∑
D∈Fe
cD1D +
∑
B/∈Fe
cB1B
)∣∣∣∣∣
Um
=
(∑
D∈Fe
cD1D
)∣∣∣∣∣
Um
=
(∑
D∈Fe
cD (1D)|Um
)
=
∑
g=e,b,c,d
 ∑
D∈Fe
D∩Um=Ug,m
cD
 1Ug,m
Note that while we would not expect AK(GG,X) to be closed under function restriction, in
this case it happens that f |Um ∈ AK(GG,X). Since ze ∈ Um and f(ze) 6= 0, this function
is not identically zero. Hence by Lemma 5.25, the support of this function has nonempty
interior. The support of this function is contained in the support of f , so we conclude
that supp(f) has nonempty interior. 
Lemma 5.30. Suppose that K is a field of characteristic zero, let f ∈ AK(GG,X), and
suppose f ∈ SK(GG,X) (that is, supp(f) has empty interior). Then f is identically zero.
Proof. Suppose that γ ∈ supp(f). Since supp(f) has empty interior, by Lemma 3.2 there
must be a compact open bisection D such that γ ∈ D \D, and by [29, Lemma 4.14] we
can assume that D is of the form Θ((α, g, β), C(βη)). By Lemma 5.17 this implies that
there exists s ∈ SG,X and µ ∈ X
∗ such that γ = [s, µ1∞]. If we let
ξ = [(µ, e, 1|µ|), 1∞]
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then a short calculation shows that ξ−1γ−1γξ = ze. Find compact open bisections B and
C with (γξ)−1 ∈ B, ξ ∈ C. Then we have
1B ∗ f ∗ 1C(ze) = 1B ∗ f ∗ 1C(ξ
−1γ−1γξ)
= f ∗ 1C(γξ)
= f(γ) 6= 0.
The singular elements form an ideal by Proposition 3.7, and so 1B ∗f ∗1C is singular. But
by Lemma 5.29, singular elements must be zero at ze, a contradiction. Hence no such γ
exists, which implies that f is identically zero. 
We note that Lemmas 5.23 and 5.30 combine to show that in Lemma 3.1, (3) is strictly
weaker than (1) and (2).
Proof of Theorem 5.22(1). This follows from Theorem 3.14 and Lemma 5.30. 
We now turn to the C∗-algebra of GG,X . By Theorem 4.10, we need to prove that for
every nonzero a ∈ C∗r (GG,X) we have that supp(j(a)) has nonempty interior. For a given
a ∈ C∗r (GG,X), by density of AC(GG,X) we can find a sequence (fn) in AC(GG,X) converging
to a, and so
‖j(a)− fn‖∞ = ‖j(a− fn)‖∞ ≤ ‖a− fn‖ → 0.
Hence j(a) is a uniform limit of elements of AC(GG,X).
We proceed as we did in the Steinberg algebra case — prove our result at the point ze
and then translate it to an arbitrary point.
Lemma 5.31. Let m ∈ N, and let
f =
∑
g∈{e,b,c,d}
cg1Ug,m ∈ AC(GG,X)
for some cg ∈ C. If f(ze) 6= 0, then |f | ≥
|f(ze)|
4
on a set with nonempty interior.
Proof. As in the proof of Lemma 5.25, f is possibly nonzero on six sets with nonempty
interior — the six listed in Lemma 5.24. Call the values on these sets Ki, i = 1, . . . 6.
Writing R := f(ze) = ce, we have
R + cb = K1 cc + cd = K4
R + cc = K2 cb + cd = K5(5.23)
R + cd = K3 cc + cb = K6
Rearranging (5.23) we have
K1 +K2 −K6 = 2R
K2 +K3 −K4 = 2R
K1 +K3 −K5 = 2R
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Solving this linear system yields
K1 = −
1
2
r +
1
2
s+
1
2
t+R
K2 =
1
2
r −
1
2
s+
1
2
t+R
K3 =
1
2
r +
1
2
s+−
1
2
t+R
K4 = r
K5 = s
K6 = t
for r, s, t ∈ C.
By way of contradiction, suppose that |Ki| <
|R|
4
for i = 1, . . . , 6. Then in particular
|r|, |s|, |t| <
|R|
4
and so∣∣∣∣−12r + 12s+ 12t
∣∣∣∣ ≤ |R|8 + |R|8 + |R|8 = 3|R|8 ,
which implies
|K1| =
∣∣∣∣R− 12r + 12s+ 12t
∣∣∣∣
≥
∣∣∣∣|R| − ∣∣∣∣−12r + 12s+ 12t
∣∣∣∣∣∣∣∣
= |R| −
∣∣∣∣−12r + 12s+ 12t
∣∣∣∣
≥ |R| −
3|R|
8
=
5|R|
8
which is a contradiction, since |K1| was supposed to be less than
|R|
4
. Hence |Ki| ≥
|R|
4
for some i, and hence |f | ≥
|R|
4
on a set with nonempty interior. 
Lemma 5.32. Suppose that f ∈ B(GG,X), f(ze) 6= 0, that fn ∈ AC(GG,X) for all n and
that fn → f uniformly. Then supp(f) has nonempty interior.
Proof. Write R := f(ze), and find N such that n ≥ N implies ‖f − fn‖∞ <
|R|
10
. Then in
particular
|fN(ze)−R| <
|R|
10
so |fN(ze)| ≥
9|R|
10
.
Also, 0 /∈ B|R|/10(fN(ze)) . If V := f
−1
N (fN (ze)) has nonempty interior then we would
be done since f(v) ∈ B|R|/10(fN(v)) = B|R|/10(fN (ze)) for all v ∈ V , implying that f is
nonzero on V .
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So suppose V has empty interior. By the same reasoning as in the proof of Lemma 5.29,
we can find m ≥ 0 and ce, cb, cc, cd ∈ C such that
fN |Um =
∑
g∈{e,b,c,d}
cg1Ug,m
where ce = fN(ze) = R. Then Lemma 5.31 implies that there exists a set W with
nonempty interior such that for all w ∈ W we have
|fN(w)| ≥
|fN(ze)|
4
≥
9|R|
40
.
Then for all w ∈ W , |f(w)− fN(w)| <
|R|
10
implies that |f(w)| is at least
9|R|
40
−
|R|
10
=
5|R|
40
for all w ∈ W . Hence f is nonzero on a set with nonempty interior. 
Now, as in Lemma 5.30, we have the same conclusion for general nonzero uniform limits
of elements of AC(GG,X) by using Lemma 5.32 and translating.
Lemma 5.33. Suppose that 0 6= f ∈ B(GG,X) and that fn → f uniformly with fn ∈
AK(GG,X) for all n. Then supp(f) has nonempty interior.
Proof. Find γ ∈ GG,X and as before set R := f(γ). Again find N such that for all n ≥ N
we have ‖fn − f‖∞ <
|R|
10
— for the same reasons as in the proof of Lemma 5.32 we can
assume that f−1N (fN (γ)) has empty interior.
As before, it follows from this that there exists a compact bisection D of the form
Θ((α, g, β), C(βη)) such that γ ∈ D \ D. By Lemma 5.17 this implies that there exists
s ∈ SG,X and µ ∈ X
∗ such that γ = [s, µ1∞]. As in the proof of Lemma 5.30, letting
ξ = [(µ, e, 1|µ|), 1∞]
yields ξ−1γ−1γξ = ze, and finding compact open bisections B and C with (γξ)
−1 ∈ B,
ξ ∈ C gives
1B ∗ fN ∗ 1C(ze) = 1B ∗ fN ∗ 1C(ξ
−1γ−1γξ)
= fN ∗ 1C(γξ)
= fN(γ) 6= 0.
Let g := 1B ∗ fN ∗ 1C . Then as in the proof of Lemma 5.32 there exists a set W with
nonempty interior such that for all w ∈ W we have |g(w)| ≥
|fN(γ)|
4
≥
9|R|
40
. For any
bisection D and any h ∈ B(GG,X), the ranges of 1D ∗ h and h ∗ 1D are contained in the
range of h, so ‖1D ∗ h‖∞, ‖h ∗ 1D‖∞ ≤ ‖h‖∞. Hence
‖g − 1B ∗ f ∗ 1C‖∞ ≤ ‖fN − f‖∞ <
|R|
10
and so 1B ∗ f ∗ 1C is nonzero on a set with nonempty interior. But then the support of f
has nonempty interior, because otherwise the same would be true of 1B ∗ f ∗ 1C. 
We can now complete the proof of Theorem 5.22.
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Proof of Theorem 5.22(2). This follows from Theorem 4.10(3) , Lemma 5.33, the fact that
amenability of G implies amenability of GG,X by [13, Corollary 10.18]. 
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