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Abstract
Recently, we studied the large deviations for the local times of additive stable processes. In this work,
we investigate the upper tail behaviors of the self-intersection local times of additive stable processes. Let
X1(t), . . . , X p(t) be independent, d-dimensional symmetric stable processes with stable index 0 < α ≤ 2
and consider the additive stable process X(t1, . . . , tp) = X1(t1) + · · · + X p(tp). Under the condition
d < αp, we compute large deviation probabilities for the self-intersection local time∫ ∫
[0,1]p×[0,1]p
δ0(X(r1, . . . , rp)− X(s1, . . . , sp)) dr1 ds1 · · · drp dsp
run by the multi-parameter field X(t1, . . . , tp). Our theorem applies to the law of the iterated logarithm
and our approach relies on Fourier analysis, moment computation, time exponentiation and some general
methods developed along the lines of probability in Banach space.
c© 2006 Elsevier B.V. All rights reserved.
MSC: 60F10; 60F15; 60J55; 60G52
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1. Introduction
Throughout, X1(t), . . . X p(t) are independent d-dimensional symmetric stable processes with
identical distribution. We use the notation X (t) for a stable process with the same distribution
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as X1(t), . . . , X p(t). In this paper, the stable index α ∈ (0, 2]. By our assumptions, there is a
continuous function ψ(λ) ≥ 0 on Rd with
ψ(rλ) = rαψ(λ) and ψ(−λ) = ψ(λ) r > 0, λ ∈ Rd
such that
Eeiλ·X (t) = e−tψ(λ) t ≥ 0, λ ∈ Rd . (1.1)
Since we only consider non-degenerate stable processes, there is a constant C > 0 such that
C−1|λ|α ≤ ψ(λ) ≤ C |λ|α.
Our main results will be established under the condition
d < αp. (1.2)
The following p-parameter, d-dimensional random field
X(t1, . . . , tp) = X1(t1)+ · · · + X p(tp) (t1, . . . , tp) ∈ (R+)p
is called an additive stable process.
Since they locally resemble stable sheets, and since they are more amenable to analysis,
additive stable processes first arose to simplify the study of stable sheets (see [10,11,17,18]).
They also arise in the theory of intersection and self-intersection of stable processes (see [27,
15,23]). The study of additive processes is also connected to probabilistic potential theory. We
mention [16,20,22,23] and refer the reader to the detailed discussion for further references.
In this work, we consider the self-intersection local time of the additive stable process
X(t1, . . . , tp), which is formally written as
I (A) =
∫ ∫
A×A
δ0(X(r1, . . . , rp)− X(s1, . . . , sp)) dr1 ds1 · · · dr1 dsp
where δ0 is the Dirac function on Rd and A ∈ (R+)p can be any finite d-dimensional interval.
To construct I (A) mathematically, recall [24,25] that the local times of X(t1, . . . , tp)
ηx (A) =
∫
A
δx (X1(s1)+ · · · + X p(sp)) ds1 · · · dsp x ∈ Rd
exists if and only if (1.2) holds. In [24,25], ηx (A) is defined as the density function of the
occupation measure µA:
µA(B) =
∫
A
δX(s1,...,sp)(B) ds1 · · · dsp B ⊂ Rd .
Under (1.2), [24,25] discussed the trajectory continuity and integrability of the local time. In
particular, they proved that (Theorem 1.3, [24])∫
Rd
[ηx (I )]2 dx <∞ a.s. (1.3)
for every finite d-dimensional interval I ⊂ (R+)p. In this paper, we define the self-intersection
local time as
I (A) =
∫
Rd
[ηx (A)]2 dx
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for any d-dimensional interval A ⊂ (R+)p. By the scaling property of the stable processes
I ([0, t]p) = t 2αp−dα I ([0, 1]p). (1.4)
Our primary goal is to compute the tail probabilities of the non-negative random variable
I ([0, 1]p). The mathematical notion of various self-intersection was partially motivated by
the models of polymer physics and quantum field theory. In [13,30], the polymer models are
associated with self-repelling random walk. Its behavior is largely determined by the asymptotics
of the probabilities that I ([0, 1]p) takes small values. The models related to this paper are self-
attracting random walks (also called self-attracting polymers). In these models, I ([0, 1]p) is
encouraged to take large values and therefore the large deviation (upper tail) of I ([0, 1]p) plays
a major role. We refer to [5] for the physical connections of our study and to [14,28,3,4,7,8] for
some results of this type achieved in the case p = 1.
The asymptotic behaviors of self-intersection local times contribute in a fundamental way
to the limit theorems for the (additive) random walks in random sceneries. We refer the
reader to [19,21,9,29,1,2] for the links to this problem. To established this connection, let
S1(n), . . . , Sp(n) be an i.i.d. symmetric random walk taking values in Zd , and consider the
random sequence
Rn =
n∑
k1,...,kp=1
ξ(S1(k1)+ · · · + Sp(kp)) n = 1, . . .
where ξ(x) (x ∈ Zd ) is often assumed to be an independent (of the random walks) family of i.i.d
random variables with mean zero and strong enough integrability. In the case p = 1, this model
is known as random walk in random scenery. Write
l(n, x) =
n∑
k1,...,kp=1
1{S1(k1)+···+Sp(kp)=x} x ∈ Zd n = 1, . . .
and notice that
Rn =
∑
x∈Zd
ξ(x)l(n, x) n = 1, 2, . . . .
If we further assume that the random walks are attracted by a stable law, it is natural to first look
at, in the spirit of the invariance principle, the continuous version of Rn defined as
Qt =
∫
Rd
ηx ([0, t]p)B(dx)
where B(x) (x ∈ Rd ) is an independent Brownian sheet. Here we refer the reader to the book
(Chapter 4) by Gihman and Skorohod [12] for the constructions, and properties of the above
stochastic integral (by independence, the integrand ηx ([0, t]p) can be treated conditionally as
a deterministic function on Rd ). By the fact that conditionally on ηx ([0, t]p), Qt is a normal
random variable with the variance I ([0, t]p), the behavior of Qt is determined by the behavior
of I ([0, t]p). In particular, it seems natural to expect that the progress made in this paper will
lead to a better understanding of the tail behaviors of Rn and Qt . We leave this to future study.
In Section 4, we shall suggest a possible link between self-intersection local times and the
ranges of additive stable processes.
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This work, and its companion paper [6], are also motivated by the mathematical challenges
brought by multiplicity of the parameters (which are discussed near the end of this section),
and by some possible links to the same (but more challenging) problems for the stable
sheets.
The constants appearing in our main theorems below are given in terms of the variation
ρθ = sup
‖g‖2=1
∫
Rd
[∫
Rd
g(λ+ γ )g(γ )√
1+ ψ(λ+ γ )√1+ ψ(γ ) dγ
]θ
dλ, θ > α−1d (1.5)
where
‖g‖2 =
(∫
Rd
g2(λ) dλ
)1/2
.
Clearly, ρθ > 0. By (1.5) in [6],
ρθ ≤
∫
Rd
1
(1+ ψ(λ))θ dλ <∞
as θ > α−1d . Recently, we [6] proved under (1.2) that
lim
t→∞ t
−α/d logP
{
η0([0, 1]p) ≥ t
}
= −(2pi)α d
α
(
1− d
αp
) αp−d
d
ρ
−α/d
p , (1.6)
lim
t→∞ t
−α/d logP
{
sup
x∈Rd
ηx ([0, 1]p) ≥ t
}
= −(2pi)α d
α
(
1− d
αp
) αp−d
d
ρ
−α/d
p , (1.7)
lim sup
t→∞
t−
αp−d
α (log log t)−
d
α ηx ([0, t]p)
= (2pi)−d
(α
d
) d
α
(
1− d
αp
)−(p− d
α
)
ρp a.s., (1.8)
lim sup
t→∞
t−
αp−d
α (log log t)−
d
α sup
x∈Rd
ηx ([0, t]p)
= (2pi)−d
(α
d
) d
α
(
1− d
αp
)−(p− d
α
)
ρp a.s. (1.9)
We now state our main theorems in this paper.
Theorem 1.1. Under (1.2),
lim
t→∞ t
−α/d logP
{
I ([0, 1]p) ≥ t} = − d
2α
(2pi)α
(
1− d
2αp
) 2αp−d
d
ρ
−α/d
2p . (1.10)
Recall [8] that, as d = p = 1 and α > 1,
lim
t→∞ t
−α logP {I ([0, 1]) ≥ t} = − 1
2α
(
2α − 1
2αMψ
)2α−1
(1.11)
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where
Mψ = sup
g∈Fψ
{(∫ ∞
−∞
|g(x)|4 dx
)1/2
−
∫ ∞
−∞
ψ(λ)|̂g(λ)|2 dλ
}
ĝ(λ) =
∫ ∞
−∞
eiλxg(x) dx λ ∈ R
Fψ =
{
g ∈ L2(R); ‖g‖2 = 1 and
∫ ∞
−∞
ψ(λ)|̂g(λ)|2 dλ <∞
}
.
By Lemma A.2 in [6],
Mψ =
( ρ2
2pi
) α
2α−1
.
It is now straightforward to check that Theorem 1.1 agrees with (1.11) in the case when
d = p = 1 and α > 1.
Theorem 1.1 applies to the following law of the iterated logarithm.
Theorem 1.2. Under (1.2),
lim sup
t→∞
t−
2αp−d
α (log log t)−d/α I ([0, t]p)
=
(
2α
d
)d/α
(2pi)−d
(
1− d
2αp
)− 2αp−d
α
ρ2p a.s. (1.12)
Proof. The proof of the upper bound of (1.12) is a standard practice of the Borel–Cantelli lemma,
in the light of Theorem 1.1 and the scaling formula (1.4). We now prove the lower bound of
(1.12). Write tk = kk (k = 1, 2, . . .). Notice that the sequence
I ([tk, tk+1]p), k = 1, 2, . . .
is an independent sequence and that, for each k, I ([tk, tk+1]p) d= I ([0, tk+1 − tk]p). Take
0 < θ <
(
2α
d
)d/α
(2pi)−d
(
1− d
2αp
)− 2αp−d
α
ρ2p.
In view of (1.4),
P
{
I ([tk, tk+1]p) ≥ θ t
2αp−d
α
k+1 (log log tk+1)
d/α
}
= P
{
I ([0, tk+1 − tk]p) ≥ θ t
2αp−d
α
k+1 (log log tk+1)
d/α
}
= P
{
I ([0, 1]p) ≥ θ(tk+1(tk+1 − tk)−1) 2αp−dα (log log tk+1)d/α
}
.
By Theorem 1.1,
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k
P
{
I ([tk, tk+1]p) ≥ θ t
2αp−d
α
k+1 (log log tk+1)
d/α
}
= ∞.
By the Borel–Cantelli lemma,
lim sup
k→∞
t
− 2αp−d
α
k+1 (log log tk+1)
−d/α I ([tk, tk+1]p) ≥ θ a.s.
In view of the fact that I ([tk, tk+1]p) ≤ I ([0, tk+1]p), we have
lim sup
t→∞
t−
2αp−d
α (log log t)−d/α I ([0, t]p) ≥ θ a.s.
Letting
θ −→
(
2α
d
)d/α
(2pi)−d
(
1− d
2αp
)− 2αp−d
α
ρ2p
on the right hand side gives the lower bound for (1.12). 
From the technical view point, the multi-parameter case is quite different to the single-
parameter case. In the multi-parameter case, our ability to use the Markov property is severely
limited. The powerful Feynman–Kac formula, which plays an essential role in the recent study
of intersection local times for Brownian motion and stable processes, is no longer available. The
method of sub-additivity was used as an effect method in the study of intersection local times.
This method does not work in the multi-parameter case due to the intricacy of multi-parameter
structure.
Consequently, the approach adopted in this work is significantly different to those previously
used in single-parameter processes. Instead of computing the exponential generating function,
we follow Lemma 2.3 in [26], which leads to the following observation.
Observation. The conclusion in Theorem 1.1 holds if
lim
n→∞
1
n
log
[
(n!)− d2αEI ([0, 1]p)n/2
]
= log
(
ρ2p
(2pi)d
)1/2
+ log
(
2αp − d
2αp
)− 2αp−d2α
.
(1.13)
We spend Sections 2 and 3 on establishing (1.13). Through the proof of (1.13), the methods of
Fourier transformation and time exponentiation are used extensively. The lower bound of (1.13)
(proved in Section 2) also relies on spectral theory in Hilbert space. The upper bound of (1.13)
depends on some high moment estimates obtained in [6], and some general methods developed
along the line of probability in Banach space.
In Section 4, we point out a possible link between some of our results and the problem of the
range of the additive stable process X .
The following notations are adopted in the rest of the paper. τ1, . . . , τp are independent
exponential times with parameter 1. We assume independence between {τ1, . . . , τp} and
{X1(t), . . . , X p(t)}. For each integer n ≥ 1, Σn is the set of all permutations on {1, . . . , n}. We
always use ‖g‖2 for the L2-norm of the function g without specifying the domain over which g
is defined and the measure (which is either the Lebesgue measure or counting measure) to which
the L2-norm is associated, if confusion is unlikely in the context.
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2. Lower bound of (1.13)
In this section, we prove
lim inf
n→∞
1
n
log
[
(n!)− d2αEI ([0, 1]p)n/2
]
≥ log
(
ρ2p
(2pi)d
)1/2
+ log
(
2αp − d
2αp
)− 2αp−d2α
.
(2.1)
By Parseval’s identity, for any t > 0,
I ([0, t]p) = 1
(2pi)d
∫
Rd
∣∣∣∣∫Rd ηx ([0, t]p)eiλ·x dx
∣∣∣∣2 dλ
= 1
(2pi)d
∫
Rd
∣∣∣∣∫[0,t]p exp {iλ · (X1(si )+ · · · + X p(sp))} ds1 · · · dsp
∣∣∣∣2 dλ
= 1
(2pi)d
∫
Rd
∣∣∣∣∣
p∏
j=1
∫ t
0
eiλ·X j (s) ds
∣∣∣∣∣
2
dλ.
Let f (λ) be a positive and continuous function on Rd such that f (λ) = f (−λ) and that
‖ f ‖2 = 1. We have[
I ([0, t]p)]1/2 ≥ 1
(2pi)d
∫
Rd
f (λ)
∣∣∣∣∣
p∏
j=1
∫ t
0
eiλ·X j (s)ds
∣∣∣∣∣ dλ
≥ 1
(2pi)d
∣∣∣∣∣
∫
Rd
f (λ)
[
p∏
j=1
∫ t
0
eiλ·X j (s) ds
]
dλ
∣∣∣∣∣ . (2.2)
For any t1, . . . , tp > 0 and any integer n ≥ 1, on the other hand,
E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ t j
0
eiλ·X j (s) ds
]n
=
∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)
)
p∏
j=1
∫
[0,t j ]n
E exp
{
i
n∑
k=1
λk · X (sk)
}
ds1 · · · dsn .
By time rearrangement,∫
[0,t j ]n
E exp
{
i
n∑
k=1
λk · X (sk)
}
ds1 · · · dsn
=
∑
σ∈Σn
∫
{0≤s1≤···sn≤t j }
E exp
{
i
n∑
k=1
λσ(k) · X (sk)
}
ds1 · · · dsn
=
∑
σ∈Σn
∫
{0≤s1≤···sn≤t j }
E exp
{
i
n∑
k=1
(
n∑
j=k
λσ( j)
)
· (X (sk)− X (sk−1))
}
ds1 · · · dsn
=
∑
σ∈Σn
∫
{0≤s1≤···sn≤t j }
n∏
k=1
exp
{
−(sk − sk−1)ψ
(
n∑
j=k
λσ( j)
)}
ds1 · · · dsn
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where we adopt the convention that s0 = 0. Thus,
E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ t j
0
eiλ·X j (s)ds
]n
=
∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)
)
p∏
j=1
∑
σ∈Σn
×
∫
{0≤s1≤···sn≤t j }
n∏
k=1
exp
{
−(sk − sk−1)ψ
(
n∑
j=k
λσ( j)
)}
ds1 · · · dsn . (2.3)
In particular, by Ho¨lder’s inequality
E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ t j
0
eiλ·X j (s)ds
]n
≤
p∏
j=1
{∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)
)[∑
σ∈Σn
∫
{0≤s1≤···sn≤t j }
×
n∏
k=1
exp
{
−(sk − sk−1)ψ
(
n∑
j=k
λσ( j)
)}
ds1 · · · dsn
]p}1/p
=
p∏
j=1
{
E
[∫
Rd
dλ f (λ)
p∏
k=1
∫ t j
0
eiλ·Xk (s) ds
]n}1/p
≤ (2pi)nd
p∏
j=1
{
E
[
I ([0, t j ])n/2
]}1/p
= (2pi)ndE
[
I ([0, 1])n/2
]
(t1 · · · tp)
2αp−d
2αp n (2.4)
where the third step follows from (2.2) and the fourth step follows from (1.4).
In addition, replacing t1, . . . , tp by τ1, . . . , τp in (2.3) gives
E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ τ j
0
eiλ·X j (s)ds
]n
=
∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)
)[∑
σ∈Σn
∫ ∞
0
dte−t
×
∫
{0≤s1≤···sn≤t j }
n∏
k=1
exp
{
−(sk − sk−1)ψ
(
n∑
j=k
λσ( j)
)}
ds1 · · · dsn
]p
=
∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)
)∑
σ∈Σn
n∏
k=1
[
1+ ψ
(
n∑
j=k
λσ( j)
)]−1p
where the second step follows from the identity ((1.9), [6]) that
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0
e−tdt
∫
{0≤s1≤···sn≤t}
n∏
k=1
ϕk(sk − sk−1)ds1 · · · dsn =
n∏
k=1
∫ ∞
0
e−tϕk(t) dt.
Write Q(λ) = [1+ ψ(λ)]−1. By the bijection j 7→ n − j and by the permutation invariance,
E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ τ j
0
eiλ·X j (s)ds
]n
=
∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)
)[∑
σ∈Σn
n∏
k=1
Q
(
k∑
j=1
λσ( j)
)]p
. (2.5)
Let q > 1 be the conjugate number of p defined by p−1 + q−1 = 1 and let h be a positive,
bounded and continuous function on Rd with h(−λ) = h(λ) and∫
Rd
h(x)q f (x)dx = 1. (2.6)
In view of (2.5), we have(
E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ τ j
0
eiλ·X j (s)ds
]n)1/p
≥
∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)h(λk)
) ∑
σ∈Σn
n∏
k=1
Q
(
k∑
j=1
λσ( j)
)
= n!
∫
(Rd )n
dλ1 · · · dλn
(
n∏
k=1
f (λk)h(λk)
)
n∏
k=1
Q
(
k∑
j=1
λ j
)
= n!
∫
(Rd )n
dλ1 · · · dλn
n∏
k=1
f (λk − λk−1)h(λk − λk−1)Q(λk) (2.7)
where we follow the convention that λ0 = 0.
Define the linear operator T on L2(Rd) as
Tg(λ) = √Q(λ) ∫
Rd
f (γ − λ)h(γ − λ)√Q(γ )g(γ ) dγ g ∈ L2(Rd).
To show that T is well defined and continuous on L2(Rd), we need only to prove that there is a
constant C > 0 such that
〈g1, Tg2〉 ≤ C‖g1‖2‖g2‖2 g1, g2 ∈ L2(Rd). (2.8)
Indeed,
〈g1, Tg2〉 =
∫ ∫
Rd×Rd
f (γ − λ)h(γ − λ)√Q(λ)√Q(γ )g1(λ)g2(γ )dλ dγ
≤
(∫ ∫
Rd×Rd
[ f (γ − λ)h(γ − λ)] 2p2p−1 |g1(λ)g2(γ )|dλ dγ
) 2p−1
2p
×
(∫ ∫
Rd×Rd
Q(λ)pQ(γ )p|g1(λ)g2(γ )|
) 1
2p
.
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Notice that∫ ∫
Rd×Rd
Q(λ)pQ(γ )p|g1(λ)g2(γ )| ≤
(∫
Rd
Q(λ)2pdλ
)
‖g1‖2‖g2‖2.∫ ∫
Rd×Rd
[ f (γ − λ)h(γ − λ)] 2p2p−1 |g1(λ)g2(γ )|dλ dγ
=
∫
Rd
[ f (λ)h(λ)] 2p2p−1
[∫
Rd
|g1(γ )g2(λ+ γ )|dγ
]
dλ
≤ ‖g1‖2‖g2‖2
∫
Rd
[ f (λ)h(λ)] 2p2p−1 dλ.
Hence, (2.8) follows from the following estimate:∫
Rd
[ f (λ)h(λ)] 2p2p−1 dλ =
∫
Rd
f (λ)
2
2p−1 f (λ)
2p−2
2p−1 h(λ)
2p
2p−1 dλ
≤
(∫
Rd
f 2(λ)dλ
) 1
2p−1 (∫
Rd
hq(λ) f (λ)dλ
) 2p−2
2p−1 = 1.
In addition, one can see that 〈g1, Tg2〉 = 〈Tg1, g2〉 for any g1, g2 ∈ L2(Rd). This means
that T is self-adjoint. We now let g be a bounded and locally supported function on Rd with
‖g‖2 = 1. Then there is δ > 0 such that f · h ≥ δ and Q ≥ δ on the support of g. In addition,
notice that Q ≤ 1. Thus,∫
(Rd )n
dλ1 · · · dλn
n∏
k=1
f (λk − λk−1)h(λk − λk−1)Q(λk)
≥ δ2‖g‖−2∞
∫
(Rd )n
dλ1 · · · dλng(λ1)
×
(
n∏
k=2
√
Q(λk−1) f (λk − λk−1)h(λk − λk−1)
√
Q(λk)
)
g(λn)
= δ2‖g‖−2∞ 〈g, T n−1g〉.
Consider the spectral representation of the self-adjoint operator T :
〈g, Tg〉 =
∫ ∞
−∞
θµg(dθ)
where µg(dθ) is a probability measure on R. By the mapping theorem,
〈g, T n−1g〉 =
∫ ∞
−∞
θn−1µg(dθ) ≥
(∫ ∞
−∞
θµg(dθ)
)n−1
= 〈g, Tg〉n−1
where the second step follows from Jensen’s inequality. By (2.7) we have
lim inf
n→∞
1
n
log
1
(n!)pE
[∫
Rd
dλ f (λ)
p∏
j=1
∫ τ j
0
eiλ·X j (s)ds
]n
≥ p log〈g, Tg〉
= p log
∫ ∫
Rd×Rd
f (γ − λ)h(γ − λ)√Q(λ)√Q(γ )g(λ)g(γ )dλ dγ
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= p log
∫
Rd
f (λ)h(λ)
[∫
Rd
√
Q(λ+ γ )√Q(γ )g(λ+ γ )g(γ ) dγ] dλ.
Since, for any g, the function
H(λ) =
∫
Rd
√
Q(λ+ γ )√Q(γ )g(λ+ γ )g(γ ) dγ
is even: H(−λ) = H(λ). Hence, taking supremum over all positive, continuous and even
functions h with (2.6) and over all g ∈ L2(Rd) with ‖g‖2 = 1 on the right hand side gives
lim inf
n→∞
1
n
log
1
(n!)pE
[∫
Rd
dλ f (λ)
p∏
j=1
∫ τ j
0
eiλ·X j (s) ds
]n
≥ log sup
‖g‖2=1
∫
Rd
f (λ)
[∫
Rd
√
Q(λ+ γ )√Q(γ )g(λ+ γ )g(γ ) dγ]p dλ
= log ρ( f ) (say). (2.9)
On the other hand, by (2.4),
E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ τ j
0
eiλ·X j (s)ds
]n
=
∫ ∞
0
· · ·
∫ ∞
0
dt1 · · · dtpe−(t1+···+tp)E
[∫
Rd
dλ f (λ)
p∏
j=1
∫ t j
0
eiλ·X j (s)ds
]n
≤ (2pi)ndE
[
I ([0, 1])n/2
] ∫ ∞
0
· · ·
∫ ∞
0
dt1 · · · dtpe−(t1+···+tp)(t1 · · · tp)
2αp−d
2αp n
= (2pi)ndE
[
I ([0, 1])n/2
] [
Γ
(
1+ 2αp − d
2αp
n
)]p
.
By (2.9) and the Stirling formula,
lim inf
n→∞
1
n
log(n!)− d2αEI ([0, 1])n/2 ≥ log ρ( f )
(2pi)d/2
+ log
(
2αp − d
2αp
)− 2αp−d2α
.
Taking the supremum over all positive, symmetric and continuous functions f with ‖ f ‖2 = 1
on the right hand side gives (2.1). 
3. Upper bound of (1.13)
In this section, we prove that
lim sup
n→∞
1
n
log
[
(n!)− d2αEI ([0, 1]p)n/2
]
≤ log
(
ρ2p
(2pi)d
)1/2
+ log
(
2αp − d
2αp
)− 2αp−d2α
.
(3.1)
To this end, we first state the following lemma, which was established in [6].
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Lemma 3.1 (Theorem 4.1, [6]). Let p ≥ 1. Let pi(x) and Q(x) be two non-negative functions
on Zd such that pi is locally supported with pi(−x) = pi(x) for all x ∈ Zd and that
lim|x |→∞ Q(x) = 0. (3.2)
Then
lim
n→∞
1
n
log
∑
x1,...,xn∈Zd
(
n∏
k=1
pi(xk)
)[
1
n!
∑
σ∈Σn
n∏
k=1
Q
(
k∑
j=1
xσ( j)
)]p
= log ρ˜ (3.3)
where
ρ˜ = sup
| f |2=1
∑
x∈Zd
pi(x)
∑
y∈Zd
√
Q(x + y)√Q(y) f (x + y) f (y)
p .
Let M > 0 be fixed and write
η˜x =
∑
y∈Zd
ηyM+x ([0, τ1] × · · · × [0, τp]) x ∈ [0,M]d .
We have
I ([0, τ1] × · · · × [0, τp]) ≤
∫
[0,M]d
[˜ηx ]2 dx . (3.4)
In the following argument, we view η˜(·) as a random variable taking values in the space
L2([0,M]d). In the following lemma, we establish some exponential tightness for such a random
variable.
Lemma 3.2. For any L > 0, there is a compact set K ⊂ L2([0,M]d) such that
lim sup
t→∞
t−1/p logP
{
t−1η˜(·) 6∈ K
}
≤ −L . (3.5)
Proof. By Lemma 6.1 in [6] there is c > 0 and ζ > 0 such that
E exp
c supx,y∈[0,M]d
x 6=y
( |˜ηx − η˜y |
|x − y|ζ
)1/p <∞.
As a simple application of Chebyshev’s inequality, we conclude that, for any integer k ≥ 1,
there is a δk > 0 such that
sup
t≥1
t−1/p logP
{
sup
|x−y|≤δk
|˜ηx − η˜y | > k−1t
}
≤ −kL .
We take K as the closure (in L2([0,M]d)) of the set
A =
∞⋂
k=1
{
f ; sup
|x−y|≤δk
| f (x)− f (y)| ≤ k−1
}
.
1248 X. Chen / Stochastic Processes and their Applications 116 (2006) 1236–1253
Notice that A is an equi-continuous family. According to the Ascoli theorem, A is relatively
compact when viewed as a subset of C([0,M]d). Notice also that the convergence in C([0,M]d)
leads to the convergence in L2([0,M]d). Therefore, A is also relatively compact in L2([0,M]d).
Consequently, K is compact in L2([0,M]d).
By the construction of K , for any t ≥ 1,
P
{
t−1η˜(·) 6∈ K
}
≤ P{max{τ1, . . . , τp} ≥ Lt1/p} +
∞∑
k=1
P
{
sup
|x−y|≤δk
|˜ηx − η˜y | > k−1t
}
≤ pe−Lt1/p +
∞∑
k=1
e−kLt1/p =
[
p + (1− e−Lt1/p )−1
]
e−Lt1/p .
This leads to (3.5). 
We now estimate the high moment of ‖η˜(·)‖. Let L > 0 be fixed for a while. By Lemma 3.1,
there are a C > 0 and a compact set K ⊂ L2([0,M]d) such that
P
{
t−1η˜(·) 6∈ K
}
≤ Ce−Lt1/p ∀t > 0.
For any integer n ≥ 1,
E‖η˜(·)‖n = n
∫ ∞
0
tn−1P
{
‖η˜(·)‖2 ≥ t
}
dt
≤ n
∫ ∞
0
tn−1P
{
‖η˜(·)‖2 ≥ t, t−1η˜(·) ∈ K
}
dt
+ n
∫ ∞
0
tn−1P
{
t−1η˜(·) 6∈ K
}
dt. (3.6)
The second term on the right hand side is bounded by
Cn
∫ ∞
0
tn−1e−Lt1/pdt = CpnΓ (np)L−np = C(np)!L−np.
Thus
lim sup
n→∞
1
n
log
1
(n!)p
(
n
∫ ∞
0
tn−1P
{
t−1η˜(·) 6∈ K
}
dt
)
≤ log p − p log L . (3.7)
Let  > 0 be fixed but arbitrary. To control the first term on the right hand side of (3.6), we
recall the classical fact that every function h in L2([0,M]d) has a unique Fourier expansion
h(x) =
∑
y∈Zd
a(y) exp
{
i
2pi
M
(y · x)
}
where the series on the right hand side converges to h in L2-norm. Let H ⊂ L2([0,M]2) be
the subspace of all functions h having finite Fourier expansions. By the fact that H is dense in
L2([0,M]d) and by Hahn–Banach theorem, for each g ∈ K there is a h ∈ H such that ‖h‖2 = 1
and that 〈g, h〉 > ‖g‖2 − . Consequently, there are finitely many functions h1, . . . , hm ∈ H on
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[0,M]d such that
‖g‖2 ≤ max
1≤ j≤m
〈g, h j 〉 +  g ∈ K .
Therefore,
P
{
‖η˜(·)‖2 ≥ t, t−1η˜(·) ∈ K
}
≤ P
{
max
1≤ j≤m
〈h j , η˜(·)〉 ≥ (1− )t
}
.
Consequently, the first term on the right hand side of (3.6) is bounded by
(1− )−nE max
1≤ j≤m
〈h j , η˜(·)〉n ≤ (1− )−n
m∑
j=1
E
[∫
[0,M]d
h j (x )˜η
xdx
]n
.
Hence,
lim sup
n→∞
1
n
log
1
(n!)p
(
n
∫ ∞
0
tn−1P
{
‖η˜(·)‖2 ≥ t, t−1η˜(·) ∈ K
}
dt
)
≤ log 1
1−  + max1≤ j≤m lim supn→∞
1
n
log
1
(n!)pE
[∫
[0,M]d
h j (x )˜η
xdx
]n
. (3.8)
To estimate the right hand side of (3.8), we need the following lemma.
Lemma 3.3. For any h ∈ H with ‖h‖2 = 1,
lim sup
n→∞
1
n
log
1
(n!)pE
[∫
[0,M]d
h(x )˜ηxdx
]n
≤ 1
2
log
1
Md
sup
‖ f ‖2=1
∑
x∈Zd
∑
y∈Zd
√
Q
(
2pi
M
(x + y)
)√
Q
(
2pi
M
y
)
f (x + y) f (y)
2p(3.9)
where Q(λ) = [1+ ψ(λ)]−1.
Proof. By Fourier expansion,∫
[0,M]d
h(x )˜ηxdx
= 1
Md
∑
y∈Zd
(∫
[0,M]d
h(x) exp
{
−i 2pi
M
(y · x)
}
dx
)(∫
[0,M]d
η˜x exp
{
i
2pi
M
(y · x)
}
dx
)
.
Notice that∫
[0,M]d
η˜x exp
{
i
2pi
M
(y · x)
}
dx
=
∑
z∈Zd
∫
[0,M]d
ηzM+x exp
{
i
2pi
M
(y · x)
}
dx
=
∑
z∈Zd
∫
zM+[0,M]d
ηx exp
{
i
2pi
M
y · (x − zM)
}
dx
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=
∑
z∈Zd
∫
zM+[0,M]d
ηx exp
{
i
2pi
M
(y · x)
}
dx
=
∫
Rd
ηx exp
{
i
2pi
M
(y · x)
}
dx
=
∫ τ1
0
· · ·
∫ τp
0
exp
{
i
2pi
M
y · (X1(s1)+ · · · + X p(sp))
}
ds1 · · · dsp
=
p∏
j=1
∫ τ j
0
exp
{
i
2pi
M
y · X j (s)
}
ds.
If we write
ĥ(y) =
∫
[0,M]d
h(x) exp
{
−i 2pi
M
(y · x)
}
dx y ∈ Zd
then we have the representation∫
[0,M]d
h(x )˜ηxdx = 1
Md
∑
y∈Zd
ĥ(y)
p∏
j=1
∫ τ j
0
exp
{
i
2pi
M
y · X j (s)
}
ds.
A procedure similar to the one carried out for (2.5) gives
E
[∫
[0,M]d
h(x )˜ηxdx
]n
= 1
Mdn
∑
y1,...,yn∈Zd
(
n∏
k=1
ĥ(yk)
)[∑
σ∈Σn
n∏
k=1
Q
(
2pi
M
k∑
j=1
yσ( j)
)]p
≤ 1
Mdn
∑
y1,...,yn∈Zd
(
n∏
k=1
pi(yk)
)[∑
σ∈Σn
n∏
k=1
Q
(
2pi
M
k∑
j=1
yσ( j)
)]p
where
pi(y) = |̂h(y)| =
∣∣∣∣∫[0,M]d h(x) exp
{
−i 2pi
M
(y · x)
}
dx
∣∣∣∣ y ∈ Zd .
Clearly, pi(−y) = pi(y) for any y ∈ Zd . The fact that h ∈ H implies that pi(·) is locally supported
on Zd . Applying Lemma 3.1 gives
lim sup
n→∞
1
n
log
1
(n!)pE
[∫
[0,M]d
h(x )˜ηxdx
]n
≤ log 1
Md
sup
| f |2=1
∑
x∈Zd
pi(x)
∑
y∈Zd
√
Q
(
2pi
M
(x + y)
)√
Q
(
2pi
M
y
)
f (x + y) f (y)
p .
Finally, the desired conclusion follows from the following estimation:
∑
x∈Zd
pi(x)
∑
y∈Zd
√
Q
(
2pi
M
(x + y)
)√
Q
(
2pi
M
y
)
f (x + y) f (y)
p
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≤
(∑
x∈Zd
pi(x)2
)1/2
×
∑
x∈Zd
∑
y∈Zd
√
Q
(
2pi
M
(x + y)
)√
Q
(
2pi
M
y
)
f (x + y) f (y)
2p

1/2
= Md/2
∑
x∈Zd
∑
y∈Zd
√
Q
(
2pi
M
(x + y)
)√
Q
(
2pi
M
y
)
f (x + y) f (y)
2p

1/2
where the last step follows from the assumption that ‖h‖2 = 1 and from Bessel identity. 
Combining (3.6), (3.7), (3.8) and Lemma 3.3, we obtain
lim sup
n→∞
1
n
log
1
(n!)pE‖η˜
(·)‖n
≤ max
log p − p log L , log 11− 
+ 1
2
log
1
Md
sup
| f |2=1
∑
x∈Zd
∑
y∈Zd
√
Q
(
2pi
M
(x + y)
)√
Q
(
2pi
M
y
)
f (x + y) f (y)
2p
 .
In view of (3.4), letting  → 0+ and L →∞ on the right hand side of the above inequality gives
lim sup
n→∞
1
n
log
1
(n!)pE
[
I ([0, τ1] × · · · × [0, τp])n/2
]
≤ 1
2
log
1
Md
sup
| f |2=1
∑
x∈Zd
∑
y∈Zd
√
Q
(
2pi
M
(x + y)
)√
Q
(
2pi
M
y
)
f (x + y) f (y)
2p .
We now let M → ∞ on the right hand side. By Lemma A.1 in [6] (with p being replaced by
2p),
lim sup
n→∞
1
n
log
1
(n!)pE
[
I ([0, τ1] × · · · × [0, τp])n/2
]
≤ 1
2
log
ρ2p
(2pi)d
. (3.10)
Notice that τ¯ ≡ min{τ1, . . . , τp} is an exponential time with parameter p, and that
E
[
I ([0, τ1] × · · · × [0, τp])n/2
]
≥ E
[
I ([0, τ¯ ]p)n/2
]
= Eτ¯ 2αp−d2α n · E
[
I ([0, 1]p)n/2
]
= p− 2αp−d2α n−1Γ
(
1+ 2αp − d
2α
n
)
E
[
I ([0, 1]p)n/2
]
. (3.11)
Finally, (3.1) follows from (3.10), (3.11) and the Stirling formula. 
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4. Further thoughts
We point out a possible link between some of the ideas used in this work and the problem
on the range of additive processes. Let P((R+)p) be the space of all probability measures on
(R+)p. Given a probability measure µ ∈ P((R+)p), define the measure Oµ on Rd by
Oµ( f ) =
∫
(R+)p
f (X(s1, . . . , sp))µ(ds1, . . . , dsp).
Khoshnevisan et al. [24] proved that the range X((R+)p) of the additive process X has a
positive Lebesgue measure λd
(
X((R+)p)
)
if and only if (1.2) holds. The ideas used in the proofs
of Theorems 1.1 and 2.1 of their paper further suggest some quantitative relation between the
range and quadratic energies (2pi)−d‖Ôµ‖22 (µ ∈ P((R+)p)), where Ôµ is the Fourier transform
of the measure Oµ. The argument used in Khoshnevisan [24] put some weight on the member
(2pi)−d‖Ôκ‖22 of this family, where κ ∈ P((R+)p) is the killing measure defined as
κ(ds1, . . . , dsp) = exp
{
−
p∑
j=1
s j
}
ds1 · · · dsp.
On the other hand, by Parseval’s identity one can see that, when µ is the uniform distribution
on [0, 1]p,
I ([0, 1]p) = (2pi)−d‖Ôµ‖22.
Based on what we have done in this paper, it is technically possible to address the same problem
for (2pi)−d‖Ôµ‖22 with µ being reasonably nice. For example, one may consider estimating the
tail probabilities of (2pi)−d‖Ôκ‖22 by an argument of Laplacian transformation. It is our hope
that the results and (or) the ideas represented in this paper will provide some more quantitative
information on the range of the additive stable processes. We leave this problem to future study.
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