Abstract. We consider a sequence of polynomials that are orthogonal with respect to a complex analytic weight function which depends on the index n of the polynomial. For such polynomials we obtain an asymptotic expansion in 1/n. As an example, we present the asymptotic expansion for Laguerre polynomials with a weight that depends on the index of the polynomial.
1. Introduction 1.1. The setting and the formulation of the problem. Let Q j ∈ H(Ω), j = 0, 1, be holomorphic functions in a domain Ω which define a sequence of weight functions, (1) W n (z) := e −2n(Q 0 (z)+ 1 n Q 1 (z)) , considered in a domain Ω that contains a smooth Jordan arc F , and let
: F P n (z)z ν W n (z) dz = 0, ν = 0, . . . , n − 1, be polynomials which are orthogonal along the contour F in the complex plane with respect to the non-constant weight W n (z).
In the present work we study the asymptotic behaviour of the polynomials P n as n → ∞. The goal is to obtain a complete asymptotic expansion in powers of 1/n.
An explicit form of the asymptotics of (2), (1) makes it possible to solve a number of important problems in diverse areas of mathematics. In [1, 2] , they were used to determine the rate of approximation of analytic functions by rational functions. Among many other impressive applications we note universality theorems in the theory of random matrices [3, 4, 5] , applications to asymptotic combinatorics [6, 7] and mathematical physics [8, 9] .
The foundations of the asymptotic theory of orthogonal polynomials was laid by S. N. Bernstein [10] and G. Szegö [11] (in the case of a real weight on an interval in the real line). Bernstein's method allows an extension to complex-valued functions [12, 13, 14, 15] . Stahl [16] explored the connection between the asymptotics of complex-valued orthogonal polynomials and extremal problems in the theory of logarithmic potential in the plane. Significant progress in the asymptotic theory of orthogonal polynomials has been achieved recently by using methods of the matrix Riemann-Hilbert problem. Its, Kitaev, and Fokas (see [8, 17] ) suggested a reformulation of the orthogonality conditions for (2) in terms of a matrix Riemann-Hilbert problem. The steepest descent method for an asymptotic solution of this problem was suggested by Deift and Zhou [18] . The matrix Riemann-Hilbert problem method has not only made it possible to make considerable progress in the asymptotic theory of polynomials orthogonal with respect to a non-constant real-valued weight function (see [3, 4, 19, 20, 21] ), but also proved capable of being extended to the case of complex-valued non-constant weights in the complex plane [2, 6, 9] . Apart from the above references, a detailed description of this method is contained in the monograph [22] ; an approachable exposition of the main ideas can also be found in [23] .
One of the merits of the Deift-Zhou steepest descent method is that it not only allows us to obtain an explicit expression for the leading term of the asymptotic series of the polynomials P n , but also enables us to describe the entire asymptotic expansion. This has been shown in [3, 20] , which present the asymptotic expansion of the polynomials (2) with
The paper [24] contains a more refined description of the asymptotics of [3, 20] ; in particular, explicit formulae are obtained for the coefficients of the expansion in powers of 1 n . Let us also note the paper [25] , which studies the asymptotics in the case of In the present work we describe the asymptotic expansions for polynomials (2) under sufficiently general conditions on the complex-valued functions Q 0 and Q 1 , which ensure that a contour F can be chosen to be a connected arc in the complex plane. Thus we extend the results of [2] , where under similar conditions the leading term of the asymptotic expansion of P n was obtained. At the same time, in our constructions and proofs we make essential use of the ideas and techniques introduced in the study of asymptotic expansions in [3, 24, 25 ].
Statement of the results.
To formulate the main theorem we will need the following concepts.
1) An important rôle is played by the extremal measure λ which ensures the equilibrium of the logarithmic potential
in the external field f := R(Q 0 ):
We take the support S(λ) of this measure to be a connected arc, S(λ) =: ∆ =: [a, b] , connecting the points a and b. We fix the orientation to be from a to b so that the limiting values of functions in the approach to ∆ from the left (right) will be indicated by + (−). If the measure λ (which always exists and is unique) satisfies the additional property that (4) ∂(
then we say that the pair (F, f ) has the S-property; we will denote this fact by (F, f ) ∈ S.
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2) In addition, the expression for the asymptotics will contain the so-called Szegö function ϕ n for the weight function W , which is defined as the solution of the following boundary value problem:
A solution of the problem (5) exists and is unique (up to sign ±) for some C n determined from W . Properties of this solution and its explicit form will be discussed later (see Subsection 2.2).
The main result of the present work is the following theorem, which provides a complete asymptotic expansion for the polynomials P n outside the arc ∆ of the support of the equilibrium measure λ.
Theorem 1. Let the sequence of analytic weight functions
be given by (1) and let the smooth Jordan arc F satisfy the following conditions:
is connected, and λ > 0 at all interior points of the arc ∆.
2) The behaviour of the derivative λ of the equilibrium measure (in the field Q 0 ) in a neighbourhood of the endpoints a and b of the support ∆ is described by
Then A) for sufficiently large n there are polynomials P n (z) = z n + · · · , defined by the condition ( 2) , that are orthogonal with weights W n on F ; B) For z ∈ C \ ∆, the expression P n (z)/C n ϕ n (z), with a Szegö function ϕ n (for the weight function W n ), defined in (5) , has an asymptotic expansion in powers of 1/n of the form
This expansion is uniform in z for compact sets in C \ ∆. The functions Π k are analytic in C \ ∆ and can be computed explicitly.
The system of boundary value problems that defines the coefficients Π k recurrently will be given in Subsections 2.9 and 2.10. Here we only quote the explicit form of the License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 
where the coefficients c b and c a are given by the formulae
respectively, and the integral is taken along a closed contour γ that encloses the support of the equilibrium measure λ and is oriented counterclockwise. The proof of Theorem 1 is presented in the next section. In § 3 we obtain the explicit form of the coefficient Π 1 (z) (that is, (8) , (9)). Finally, in §4 we consider an example of an asymptotic expansion in n for the Laguerre polynomials L (−An−A 1 ) n (x). A different example, which uses Theorem 1 to obtain an asymptotic expansion for Bessel polynomials, was considered in [26] .
2. The method of the Riemann-Hilbert matrix problem for obtaining strong asymptotics of orthogonal polynomials 2.1. The Riemann-Hilbert matrix problem for orthogonal polynomials. In addition to polynomials P n (z) = z n + · · · , we will also consider functions of the second kind,
Together with the pair P n , R n , we will consider pairsP n−1 ,R n−1 such that
where m is some constant that depends on n.
Following [8] , we consider matrix-valued functions
The function Y ∈ H 2×2 (C \ F ) has continuous (non-tangential) boundary values Y + and Y − "inside" F (that is, with the exception of the boundary points), and these boundary values are L 2 -integrable on the whole of F . From the definition (10) of R n , as well as from the definition ofR n−1 , in view of the Sokhotskii-Plemelj relation, functions of the second kind satisfy the boundary relations
ASYMPTOTIC EXPANSIONS FOR POLYNOMIALS 5
Therefore the function Y is a solution of the following matrix Riemann-Hilbert boundary value problem:
The boundary value problem (11) is identically equivalent to the definition of the orthogonal polynomials (2); its solution (once we fix the behaviour at the endpoints of F ) is unique (see [22] ).
The main idea of the method (see [22] ) consists in effecting the consecutive transformations Y → T → S → R of the original Riemann boundary value problem to obtain an equivalent problem that is normalized at infinity and has a jump matrix that tends uniformly to the identity matrix as n → ∞. Using the fact that for R the jump matrix has a complete asymptotic expansion in powers of 1/n, we will obtain a complete asymptotic expansion for R itself. Therefore, reversing the direction in the sequence of transformations Y → T → S → R, we will obtain complete asymptotic expansions for the matrix Y and thus for the required orthogonal polynomials together with the related functions of the second kind.
• The first transformation Y → T , which uses the Szegö function for the restriction of the weight function W n to the support ∆ ⊆ F of the equilibrium measure (4) in the field R(Q 0 ), allows us to pass to a boundary value problem the solution of which (unlike Y ) is a function that is holomorphic in C \ F, that is, without singularities at infinity, while the jump matrix allows a factorization in ∆ which we will find very convenient.
• The second transformation T → S includes a factorization of the jump matrix for T with a further deformation of the contour F ("opening up the lens") and an equivalent transformation from a boundary value problem for T on the contour F to one for S on the deformed contour Σ 1 . As a result, at all the interior points of the contour Σ 1 \∆ the jump matrix for S converges as n → ∞ to the identity matrix, while on ∆ the jump is constant.
• Before effecting the third transformation S → R, we consider two problems: first, to find a matrix N with a constant jump on ∆, and second, to find a matrix U defined in neighbourhoods O δ of the endpoints of the support of the equilibrium measure with a jump matrix which on the union of contours O δ ∪ Σ 1 is identical to the jump matrix for S on Σ 1 .
• Finally, the third transformation S → R is a multiplication of S by N outside neighbourhoods of the endpoints and by U inside these neighbourhoods. The matrix R will also satisfy some Riemann boundary value problem. Due to the choice of the matrices N and U as well as the matching conditions, the jump matrix for R will converge on the family Σ of contours to the identity matrix as n → ∞.
2.2.
The equilibrium measure and the Szegö function. In this subsection we will discuss in more detail the concepts from the theory of logarithmic potential and the boundary value problems mentioned in the Introduction. Let M (F ) be the set of positive probability measures ν on F (that is,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use For each measure ν ∈ M (F ) we define its logarithmic potential:
Let us also consider two functionals on the space M (F ). By I(ν) we will denote the energy that does not take external fields into account:
For any continuous function f defined on F , we will denote by I f (ν) the energy of the measure ν in the external field f :
There exists a unique measure λ := λ(F, f ) that minimizes the energy functional I f (that is, I f (λ) = inf ν∈M (F ) I f (ν)). This is the measure (see [11] ) which satisfies the equilibrium condition (3) .
Let us introduce the complex potential
HereṼ λ is determined, modulo an imaginary constant, from the Cauchy-Riemann relations. Let (F, R(Q 0 )) ∈ S (see (4) for a definition). Then the analyticity of Q and (3) allow us to rewrite (4) as
which in turn entails the following boundary value problem for the complex potential:
where the uniquely determined real part of the constant Γ, in view of the equilibrium relation (3) , is equal to the equilibrium constant
Therefore the function
satisfies the boundary condition
It is known (see [28, p. 485] ) that the boundary value problem
has a unique solution (up to the sign ±) in the class of bounded functions; it is given by
and furthermores
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Here
ChoosingW := e −2Q 1 and taking into account (14) and (15), we obtain an explicit form for the Szegö function, the solution of the problem (5) with W := W n :
where the normalization constant in (5) equals
The first transformation Y → T : normalization of the matrix problem.
First we recall that the goal of the first transformation is to make the solution holomorphic at infinity. To that end, consider a function ϕ that solves the boundary value problem (5) with W := W n (the index n in ϕ n , which denotes the dependence on n, has been omitted to simplify notation). Using the diagonal matrices
n , C n }, we define the matrix function
This function is the unique solution of the boundary value problem
where, due to the identity
Note that on the support of the equilibrium measure, in view of the boundary conditions for the function ϕ, the jump matrix J can be rewritten as
2.4. The second transformation T → S: factorization of the jump matrix and "opening the lens". Since the boundary values of the complex potential of the equilibrium measure λ,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use on ∆, we have that
on ∆, where
In view of the positivity of the measure λ we have Im b ± = 0 on ∆. The fact that the external field Q 0 is holomorphic in Ω implies that the equilibrium measure is absolutely continuous and that its density λ is holomorphic at all the interior points of the arc ∆ and therefore it is holomorphic in a lens-shaped domain d : ∆ ⊂d ⊂ Ω. Consequently, the function 
The jump matrix J (see (22) ) can be neatly factorised on ∆:
We will denote the middle matrix, which does not depend on n, by J :
Defining the matrix function
in the domain Ω \ F and using the boundary condition of problem (5), we see that the factorization of the matrix J on ∆ has the form
On ∆, the boundary values of the left lower corner element of the matrix D can be written as 1
where the first factor admits a bounded analytic continuation to Ω \ ∆, while the second factor can be transformed to the form (23) . Furthermore, as we have already noted, an important consequence of the S-property of the arc ∆ is the fact that b can be continued from both "banks" of ∆ into the lens-shaped domains d Thus, on ∆ the jump matrix J admits the factorization (29), where the middle matrix J is independent of n, while the analytic continuation of the left and right matrices D + and D − in the domains d + and d − , respectively, due to the identity
has the property that
and the rate is that of a geometric progression. 
Finally, denote by F a the part of the arc F that connects the initial point of the arc F with the initial point of ∆, and similarly, let F b denote the part of F that connects the endpoint of ∆ with the endpoint of F :
Thus we pass from the problem (20) with boundary conditions on the arc F to a problem with boundary conditions on the contour Σ 1 (see Figure 1 ):
To that end, let us define the following piecewise-analytic matrix-valued function S:
By definition, for the boundary values of S on ∆ + and ∆ − , we have
and by taking (29) into account, on ∆ :
Therefore the function S is the unique solution of the following boundary value problem:
where the jump functions are defined in (28), (27) , and (21).
2.5. Analysis of the boundary value problem for S. The boundary value problem (33) has many advantages over the equivalent boundary value problem (20) , such as: a) the jump matrix J is independent of n on the segment ∆ of the boundary contour Σ 1 ; b) the jump matrix tends to the identity matrix at "interior" points of the arcs ∆
Condition a) is obvious. We will explain b). Let us fix some neighbourhoods of the endpoints of the arc ∆:
Next, denote the ends of the arcs of the contour Σ 1 adjacent to the endpoints of ∆ by
Next let us note that, by the definition of the function ϕ, the jump matrix J (see (21) ) becomes
on F outside ∆. By assumption, the functionW is bounded in Ω and thereforẽ
Since the measure dλ is an equilibrium measure, we have
Furthermore, the uniform convergence in (34) and in (35) is at a rate of a geometric progression.
Thus
where N (z) is the solution of the following boundary value problem:
Since the jump matrix is independent of n and admits a convenient diagonalization, the solution of this problem can be found in an explicit form (see [22] ):
But there are difficulties in proving rigorously that indeed S → N as n → ∞. This can be seen by considering the "error"
Let us denote the joint jump matrix for S by ν s . The matrix function M then satisfies the following Riemann-Hilbert problem:
on the union of the contours Σ 1 ,
To prove that the solution M of (38) converges to the identity matrix, that is, to show that S ≈ N, it is necessary to show that the jump matrix of M converges to the identity matrix both in the L 2 -and in the L ∞ -norm (see [3, 20] ). However, since N is singular at a and b, the jump matrix for M is unbounded. To circumvent this difficulty, we have to construct an exact solution of the problem (33) in a "small" neighbourhood of each of the points a and b that coincides with N on the boundary of these neighbourhoods up to order O(1/n k ), where k > 0 is the chosen order of truncation of the asymptotic series.
2.6. The formulation of the auxiliary boundary value problem in a neighbourhood of each endpoint of the support ∆. In a neighbourhood of an endpoint of the support of the equilibrium measure, jump matrices to do not converge to identity matrices as n → ∞. Consider the following boundary value problem:
Exactly the same problem with a replaced by b in the subscript, is posed in a neighbourhood O b of the other endpoint b for the function U b .
Finding the solution of (39) is the main technical feature of the approach we are following here (see [18, 22] ). The analysis of this boundary value problem depends on two properties. First of all, does the endpoint of ∆ coincide with the endpoint of the arc F , the support of the orthogonality measure, or is the point b an interior point of F ? That is, we need to know whether the set F ε b is empty or not. We thus have two cases:
Secondly, the analysis of (39) depends on the behaviour of the derivative λ of the equilibrium measure in a neighbourhood of an endpoint of ∆.
In this work, we shall consider the following regular cases: 
where (see Figure 2 )
. In (43) the jump matrices are:
and the matrix N given by (37) does not depend on n.
Transformation of the latter problem into a problem in which the jump is independent of n. Denote by A the diagonal matrix (45)
Note that the jump matrices (44) allow the following decompositions:
where ω : We define the matrix function
Then, using (46), the boundary value problem (43) transforms into the following problem for V b :
The auxiliary problem for Airy functions. Let us introduce the auxiliary contour
which, as is shown in Figure 3 , divides the complex plane into the four domains denoted by I, II, III, IV. We shall assume that the angle between γ 2 and γ 3 is in (π/3, π). We use the notation
where Ai is the Airy function and ε 3 = e 2πi/3 is a root of unity. We remind the reader that Airy functions solve the differential equation (see [29] )
Now define the piecewise-analytic function
where σ 3 is the Pauli matrix
We will use the notationσ = e −iπ 6 σ 3 . It is known (see [22] ) that the function Ψ solves the following boundary value problem: can be chosen as required, since due to the analyticity of the weight function, the contour of integration can be deformed. Finally, we note that the jump relation for Ψ(f (z)) will not change if we left-multiply this function by any analytic matrix function. This gives us an additional degree of freedom to satisfy the third condition of (48).
Summarizing, we observe that for any conformal map f :
satisfies the first two conditions of the problem (48). We recall the definition of the function b (24):
As we have already shown, it admits a holomorphic continuation to the domain
Next, it will be convenient to consider the function b multiplied by iπ,
Integrating, we havẽ
is a conformal mapping of the domain O b into some neighbourhood of the point 0. From this it follows that ζ(z) takes purely complex values for z ∈ C \ ∆. 
In the expression above, the branch of the root is chosen so that M 
we have Im(ζ 0 (b + iε)) > 0 for small positive ε. Therefore,
Let µ be a conformal mapping of Σ b into Σ b . Then the composition µ • ζ will satisfy all the conditions satisfied by ζ 0 and therefore the mapping ζ takes the contour Σ b into the image of Σ b under the map ζ 0 .
"Sewing up" the boundary conditions on ∂O b . Recall that we are looking for a solution of (48) in the form V b (z) = E(z)Ψ(c n ζ(z)).
To satisfy the boundary conditions on the boundary ∂O b as n → ∞, we need the asymptotics of Ψ(c n ζ(z)) asc n → ∞, n → ∞. Let us first consider the case ζ ∈ I. It is known that at infinity the Airy function admits the following expansion (see [29] ):
where
and Γ denotes the gamma function.
where > 0 is the radius of O b . Substituting in (49) the asymptotic expansions (52), (53) (following [3] ), we obtain
Next, by the definition of ε 3 and ζ, we have
Substituting this formula into the expression for Ψ(n 2/3 ζ), the latter can be written as The boundary condition on ∂O b in (48), which must be satisfied, has the form 
The following decomposition holds: 
or, in a more expanded form,
We note that for S 0 = I, for instance whenW = 1, we have
Proof. First we prove that E has no jumps on ∆.
In a neighbourhood of the point b the functions β, β −1 and ζ behave as follows:
Furthermore, multiplying the matrices on the right-hand side of (58), we obtain (60)
It is sufficient to verify that the middle matrix does not change as we cross ∆. To indicate the method we will check this for the element in the right upper corner of this matrix (taking into account that s + = 1/s − ):
The verification for the other elements of the matrix is similar. Finally we show that the point b is a removable singularity of E. From the boundary conditions on ∆ it follows that
so that the elements in the matrix (60) cannot have a singularity at b of order higher than O(1/(z − b) 1/2 ). As we know, the function E is analytic in a punctured neighbourhood. Therefore, the isolated singularity b is removable. Hence E is analytic also in O b .
Thus, having defined E by (58), we have "sewn up" the condition on the boundary ∂O b :
2.7.5.
The local boundary value problem at a, the other endpoint of the support. Let us solve the boundary value problem also at the other endpoint of the support:
Let us define the functions
Clearly, the following relations hold: 
The matrix A can now be written in the form
Using arguments similar to those for Ψ n 2/3 ζ , we see that the asymptotic expansion for Ψ(n 2/3 ζ) takes the form 
we obtain
−e −iπ/6 −e 4iπ/3
. (63) 2.8. The final transformation, S → R. We are now ready to effect the final transformation. We introduce the matrix function
Using the formulae derived in the previous section, we write down the explicit expressions for U a , U b :
(65) 
Adding up the above transformations, we obtain (as in [3] )
where the contour Σ R is obtained from
is the solution of the problem (33) if and only if R solves the following Riemann-Hilbert problem:
The jump matrices ν R converge to the identity matrix. Furthermore, if we consider the matrix
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there are positive constants c 1 , C 1 such that on the contour Σ R , the matrices ∆ R satisfy the following estimates:
Indeed, (69) can be verified using (66) and (65). The relation (70) follows from the fact that N and N −1 are uniformly bounded outside the neighbourhoods O a and O b , while the matrices D and J converge to the identity matrix at a geometric rate outside these neighbourhoods (see Subsection 2.5).
Remark 1. Due to the local conditions on the density of the equilibrium measure, the matrix functions D and J can be analytically continued from the banks of ∆ into the lens-shaped domains d + and d − (see Subsection 2.4). Therefore the estimate (70) holds in some neighbourhood of the corresponding contours with constants that depend on the distance to the contours.
In view of the above remark, the estimates (69), (70) allow us to conclude that
Indeed, consider the trivial factorization
Let C be the Cauchy operator on the contour Σ, that is:
The proofs of these facts follow from the standard calculus for the Cauchy transform; we note that the boundary condition in 3 is the Sokhotskii-Plemelj formula.
Let us set
It is known (see [22] ) that in view of (69)
Therefore the operator I − C ∆ R is invertible and the following expression makes sense:
Thus the solution R of problem (68) has the integral representation
From this follows (71), which as a result allows us, by inverting the chain of transformations R → S → T → Y, to obtain the leading term of the asymptotics. 2.9. An asymptotic expansion for R. We now move on to obtaining the main result of this section. Namely, we show how, using (74), as well as the asymptotic representation in powers of 1/n of the matrix ∆ R ,
we can explicitly compute an asymptotic expansion for R. 
Substituting in the expressions for U a and U b , we obtain for each k = 1, 2, . . .
while for the boundary of the other domain we have
Below we will need the following result: Thus, for k = 2j, j = 1, 2, . . . , multiplying all the matrices in (76), we have (78) ∆ recalling that s is defined in (57), (17) , while β is defined in (7) .
Using the boundary conditions on ∆ for s and β: does not change as we go through ∆: 
Using the boundary conditions on ∆ for s and β: For odd k = 2j − 1, j = 1, 2, . . . , we have
Remark 2. Observe that for s = 1 we have
Now (78)- (81) become the formulae given in [20] if we substitute s = 1 in them.
Using the arguments of Theorem 7.10 in [20] ), from Lemma 1 we obtain Proposition 3 (Compare with Theorem 7.10 in [20] ). The unique solution of the problem (68) has an asymptotic expansion in powers of 1/n that is uniform in z and is given by
Here the functions r k (z) are analytic in C \ {∂O a ∪ ∂O b } and can be computed explicitly.
2.10.
Recurrence relations for r k . To obtain explicit expressions for the coefficients r k , we derive for them recurrent boundary value problems. Here we follow [24] . Thus, the jump condition for R on the contour Σ R has the form
Substituting the asymptotic expressions (75) and (82) for ∆ R and R, respectively, into this equality and collecting the like terms in powers of 1/n, we obtain for k = 1, 2, . . .
where r 0,− = I. In particular, taking into account that r k (z) = O(1/z) as z → ∞, and that ∆ k R (s) = 0 for s ∈ Σ R , we can obtain from this formula, using the Sokhotskii-Plemelj formula, the integral representation
From equation (84) we can also obtain additive Riemann-Hilbert boundary value problems. For example, we write them down for r 1 and r 2 :
(86)
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Knowing r k , we can pose a similar problem for r k+1 :
and so on.
2.11. The asymptotics of orthogonal polynomials with respect to a weight function W n (the completion of the proof of Theorem 1). In this subsection we return to the orthogonal polynomials. "Unwinding" the chain of transformations
in the opposite direction and using the asymptotic expansion for R obtained in the previous subsection, we will obtain an asymptotic expansion for Y.
Let K be a closed set in C \ ∆. Then we can choose both the arcs ∆ ± and the disks ∂O a and ∂O b so that they do not intersect K and, in addition, K lies on their +-side.
From the definition of the matrix functions T, S, R in K we have
Substituting the expressions for the matrices C and Φ found in Subsection 2.3, we obtain that for z ∈ K
where the function ϕ and the constant C n were defined in (18) , while β is given by (7) . Therefore
while for functions of the second kind we have
Substituting the asymptotic expansions (82) for R 11 and R 12 , we have:
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where the r k are defined by (84)-(87).
The computation of Π 1
From Lemma 1 we know that ∆ 1 R is analytic in a neighbourhood of the points a and b, apart from having poles of order 2 at these points. Therefore
andB (2) . Therefore it is obvious that the function
solves the problem (86). From Lemma 1 it follows that in a neighbourhood of the point b
while in a neighbourhood of the point a
We recall the expressions for β 2 and˜ b :
For the derivative of the equilibrium measure λ in an external field under the hypotheses of the theorem we have assumed that
Substituting the expression for the derivative of the equilibrium measure into the integral for˜ b (z), we obtain
Let us obtain an expansion in a neighbourhood of the point b.
To that end, we write out the series in powers of (x − b) in a neighbourhood of the point b for the functions under 
Integrating, we obtaiñ First we will show how to obtain a power series for the Szegö functions(W ; z), wherẽ W = exp{−2Q 1 }. We know that in the class of bounded functions,s W ; z is given by (17) . We will analyse the behaviour of this function in a neighbourhood of the point b. We introduce a closed contour γ which encircles the support of the equilibrium measure λ, contains a point z ∈ O b and has a counterclockwise orientation. Then we have The integrand has three singularities inside the contour γ, the points a, b and the point z. We encircle these singularities by contours γ 0 and γ 1 . Then by Cauchy's theorem we obtain
The last integral is nothing but the residue at the point z. As the integrand has a simple pole at z, the residue is
where the contour γ 1 is the same as γ 1 but with the opposite orientation.
It is not hard to verify that
Examples
In this section we will use Theorem 1 to obtain asymptotic expansions for generalized Laguerre polynomials.
We define the generalized Laguerre polynomials by an exact formula that makes sense for every value α ∈ C:
These polynomials can be also defined by the Rodrigues formula, Recently there has been much interest in the study of asymptotics of {L α n } when the exponent α depends on the index, that is, α := α n . In [27] , the leading term of the asymptotic expansion was obtained for α = −An, where A > 1. We consider a somewhat more general situation, α = −An − A 1 , where A 1 ∈ R, and using Theorem 1 we obtain more exact asymptotic formulae.
Let us pass to compressed polynomials with leading coefficient equal to 1: 
