The effect of freestream turbulence on fixed and flapping micro air vehicle wings by Fisher, A
The Effect of Freestream Turbulence on
Fixed and Flapping Micro Air Vehicle
Wings
by
Alexander M. Fisher
A thesis submitted in fulfilment
of the requirements for the degree of
Doctor of Philosophy
School of Aerospace, Mechanical and Manufacturing Engineering
RMIT University
Melbourne, Australia
June, 2013

In memory of Sue Hiller
iii
Declaration
I hereby declare that:
• Except where due acknowledgement is made, the work presented is mine alone;
• I have not plagiarized the work of others in any form, nor have I allowed or enabled
others to copy from my work;
• No part of this work has been submitted previously, in whole or part, for any other aca-
demic award;
• The content of the thesis is the result of work which has been carried out since the official
commencement date of the approved research program;
• Any editorial work, paid or unpaid, carried out by a third party is duly acknowledged;
and
• All relevant university ethics and guidelines procedures have been duly followed.
Alexander M. Fisher
June, 2013
iv
Acknowledgements
This work would not have been possible without the support of a number of people.
The author wishes to thank his supervisors Prof. Simon Watkins and Dr. Jon Watmuff for
their advice, patience, and continual encouragement throughout the course of this work. Fur-
ther thanks are extended to Prof. Kevin Massey and Dr. Caleb White for their inputs as part of
the RMIT MAV research team.
Sincerest thanks are extended to colleague and friend Dr. Sridhar Ravi, discussions with
whom were the highlight of the author’s time at RMIT, and whose enthusiasm and dedication
to the field motivated the author to continue this research when things were difficult, and are
still a source of great inspiration. The author will be forever grateful for the friendship, advice
and empathy of fellow PhD candidate Matthew Marino, without which this process would
have undoubtedly been much more stressful. Many thanks are also given to MAV research
team members Mark Thompson and Edward Cruz for their assistance.
The assistance provided by Phred Petersen in obtaining flow visualization images is greatly
appreciated, and the experimental apparatus could not have been built without the assistance
of RMIT technical staff, in particular Gil Atkins, Patrick Wilkins, Mark Overend, and Bob Ryan.
The author is also grateful for the funding provided by the Australian Government through
the APA scholarship, and also the US Air Force Office of Scientific Research.
Finally, the author wishes to thank his parents (all three of them!) for their support and
patience throughout this ordeal, without which this work could not have been completed.
v
Summary
A typical micro air vehicle (MAV) mission is likely to include extended periods flying at
low altitude within an urban environment. In contrast to the “clear air” at altitude, this envi-
ronment often contains large-scale turbulence of high intensity (root-mean-square fluctuations
sometimes reaching 50% of the mean wind speed). Given the low airspeed typical of MAVs,
the magnitude of these fluctuations can reach a significant fraction of the MAV’s airspeed, and
thus significantly affect the aerodynamic forces acting on the MAV. The turbulent aspect of the
MAV flight environment is often overlooked, and its effect on the lifting surfaces of MAVs is
not well understood. This thesis presents the results of an experimental investigation into the
effect of replicated atmospheric turbulence on the surface pressures and sectional forces expe-
rienced by a low aspect ratio (semi-aspect-ratio 2), 3.6% thick flat plate in fixed, flapping, and
pitching configurations. Well-mixed turbulence of relatively large scale (integral scale up to
two chord lengths) was generated passively using planar grids in a large wind tunnel (2m x
3m cross section). Tests were conducted under two turbulence conditions (with intensities up
to 12.3%), plus the nominally smooth flow baseline, all at Re = 43,000 (based on chord length).
The wing was embedded with pressure taps and connected to a multi-channel pressure
measurement system via pneumatic tubing, which allowed accurate time-resolved surface pres-
sures to be measured (the calibrated system had a flat frequency response up to 100Hz). To the
author’s knowledge this technique has not previously been used to measure pressure on a
flapping wing; as such several validation exercises were performed. From these a method was
developed for correcting for the spurious pressure changes in the tubing induced by the wing
motion. Concurrently, a technique allowing quick and precise determination of the frequency
response of a tubing-based pressure measurement system was developed, and an apparatus
built; this was shown to outperform traditional methods based on white noise excitation.
Original work also included the design and construction of an apparatus to flap and/or
pitch the pressure-tapped wing at up to 3Hz, with kinematics precise enough such that pres-
sure measurements could be accurately decomposed into phase-average and fluctuating parts.
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Four pressure-tapped wings were tested, each with a chordwise row of 34 taps (top and bot-
tom) at a different spanwise location. Measurements from individual wings were combined to
obtain the time-averaged (for the fixed wing), and phase-averaged (for the flapping/pitching
wing) pressure distributions across the wing. The fluctuating components of pressure were also
analyzed. To the author’s knowledge these are the first experimental pressure measurements
on a flapping wing of sufficient chordwise resolution to identify the effect of flow structures
such as the leading-edge vortex (LEV), and allow estimation of sectional forces by integration.
This also appears to be the first investigation subjecting a flapping wing to large-scale turbu-
lence (previous investigations have been computational and subjected the wings to discrete
and/or sinusoidal gusts). Smoke flow visualization enabled the pressure measurements to be
related to the salient flow structures.
Mean pressures on the fixed wing in nominally smooth flow showed distributions that
appear to support previous net force measurements on low aspect ratio wings (Torres and
Mueller, 2004). Fluctuating pressures in nominally smooth flow were linked to a combination
of vortex shedding from the laminar separation bubble (LSB) and sensitivity to small upstream
flow perturbations. Mean pressures under turbulent conditions showed a more uniform span-
wise distribution than in smooth flow, as well as the suppression of the time-averaged LSB as
found by Ravi (2011) on a two-dimensional flat plate. Fluctuating pressures under turbulent
conditions were linked to a spectrum of separation and shear layer roll-up events, including
the large vortical structures observed by Ravi (2011). In turbulence, a modal pressure distri-
bution was identified, which was often significantly different to the mean, upon which large
transient deviations caused by flow separation and shear layer roll-up were imposed.
The flapping wing motion studied was simple harmonic flapping about the root (no pitch).
Phase-averaged sectional forces exhibited significant hysteresis whenever the local induced an-
gle of attack exceeded approximately 8◦; at low flapping frequencies the turbulence reduced
the size of the hysteresis loop, but had little effect on phase-averaged sectional forces at higher
flapping frequencies aside from a slight reduction in peak lift. Phase-averaged pressure distri-
butions were significantly affected by turbulence; in nominally smooth flow a distinct suction
peak caused by the presence of a leading-edge vortex was clearly visible at higher flapping
frequencies, whereas in turbulence this peak was broader and less distinguishable. Analysis of
the fluctuating component of pressure showed that at low flapping frequencies, the pressure
fluctuations and flow field were dominated by random flow separation and shear layer roll-up
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events like those found on the fixed wing. As frequency was increased, the flow field became
more coherent (i.e. less random) from cycle-to-cycle as kinematic forcing began to dominate on-
coming turbulent fluctuations. The main effect of turbulence at high flapping frequency was to
cause a random modulation of the timing of LEV formation; this modulation was responsible
for the aforementioned broadening of the phase-averaged LEV suction peak.
Study of the wing in pure harmonic pitching motion identified pitch-rate dependent hys-
teresis as the main source of hysteresis when angle of attack remained in the linear range,
whereas flow reattachment type hysteresis was observed to dominate when angle of attack
amplitude was increased. Turbulence was found to have no effect on the former, but a signifi-
cant effect on the latter. A LEV was observed to form in the high amplitude case; and the effect
of turbulence on this was similar to that found on the flapping wing.
The work detailed in this thesis resulted in four peer-reviewed conference publications,
these are listed in Appendix E.
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Chapter 1
Introduction
This chapter consists of a brief introduction to Micro Air Vehicles (MAVs), followed by a review
of their flight environment with a specific focus on turbulent characteristics. This is followed by
a review of existing literature on low Reynolds number fixed and flapping wing aerodynamics.
Finally, the research questions to be answered by this thesis are listed and the scope of the work
is defined.
1.1 MAVs — Introduction, History, and Current Platforms
In simple terms a MAV is a small, unmanned aerial vehicle (UAV). Just how small a craft
must be to be considered a MAV is not precisely defined; the first DARPA1 MAV program,
started in 1996, specified a maximum wingspan of 15cm. In more recent literature this require-
ment is generally relaxed, and many sources consider anything that is “man-portable” to be an
MAV (Prior et al., 2009).
A major application of MAVs is reconnaissance in areas where it is impractical or unsafe for
humans to enter. Various sensors can be carried by an MAV in order to collect data remotely;
the most obvious being a camera for obtaining photographic data, but chemical, radiation,
temperature, and electromagnetic sensors are also possibilities. MAVs have also found use as a
convenient way to obtain aerial footage of sporting events, and can be used by law enforcement
officers to obtain aerial footage when tracking suspects. The small size of a MAV allows it to
operate at low altitudes in and around built-up areas, and also to be easily carried and launched
1Defense Advanced Research Projects Agency, an agency of the U.S. Department of Defense.
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without extra equipment.
Like larger aircraft, MAVs can take on a number of different configurations, including fixed
wing, flapping wing, rotary wing, ducted fan, and lighter-than-air. This thesis is focused on
the first two.
1.1.1 Fixed Wing MAVs
Development of fixed wing UAVs can be traced back to the early 19th century where model
fixed-wing aircraft formed the basis of many flying experiments, the eventual goal of which
was to create a manned aircraft. These models included both scaled-down and full-size ver-
sions. They were largely unpowered (i.e. gliders), although clockwork and rubber band pow-
ered models were being developed as early as 1857 (Mueller, 2009).
Two developments, namely the invention of radio remote control by Nikola Tesla in 1898,
and the achievement of controlled, powered flight by the Wright brothers in 1903, accelerated
UAV development in the early 20th century. The occurrence of World War I provided further
impetus. In 1918 Charles Kettering demonstrated the “Kettering Bug”, an unmanned aircraft
that could carry a 180lb bomb to a target. The “Bug” was not radio controlled (RC); it used a gy-
roscope and engine revolution counter in order to navigate to its target (Newcome, 2004). The
Royal Navy demonstrated a RC UAV based on the DeHavilland Tiger Moth in 1933, perhaps
the first example of the UAV as it is known today.
In parallel with these developments of full-size UAVs, hobbyists were seeking to build RC
model aircraft, which were the first steps towards current MAVs. These early models had typ-
ical wingspans of 2m; the size and weight of engines, radio components and control surface
actuators available at the time did not allow smaller models to be built. Further miniaturization
was enabled by the use of electric motors and rechargable batteries; the first recorded electric
powered RC model aircraft flight taking place in 1957 (Mueller, 2009). Serious interest in small
fixed wing UAVs for practical purposes began in the 1970s, with the U.S. Naval Research Lab-
oratory developing UAVs of smaller and smaller mass and wingspan for military purposes
throughout the 80s, 90s, and 2000s, including LAURA (1988), SENDER (1998), MITE (1996–
2001), and Dragon Eye (2003) (Figure 1.1) (Naval Research Laboratory, 2012). A DARPA MAV
program begun in 1996 led to the development of the Black Widow, Wasp, and Hornet MAVs
by AeroVironment, Inc. (Figure 1.2). Research and development of fixed wing MAVs has also
taken place in universities, notable ones include those of the University of Notre Dame and
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Figure 1.1: Naval Research Laboratory’s Dragon Eye (left), SENDER (top right), and MITE II (bottom
right) (Naval Research Laboratory, 2012).
Figure 1.2: AeroVironment’s Black Widow (left), Wasp (center), and Hornet (right) (AeroVironment, Inc,
2012).
the University of Florida (Mueller, 2009). The mass and wingspan of several of these MAVs is
compared in Figure 1.3.
1.1.2 Flapping Wing MAVs
The deterioration of fixed wing performance at small sizes (discussed in Section 1.3.2), along
with the successful performance of flapping wings in nature, has led to recent interest in flap-
ping wing MAVs.
Perhaps the first “successful” flapping wing MAV was the MicroBat (Figure 1.4 left), which
was developed jointly by AeroVironment, Caltech, and UCLA as part of the aforementioned
DARPA program (Pornsin-Sirirak et al., 2001). In 2000, it was able to achieve controlled flight
for 42 seconds, with the latest version reportedly achieving an endurance of 25 minutes. It
weighed 12.5g and had a wingspan of approximately 250mm. The MicroBat was designed for
forward flight and as such could not hover.
The Mentor MAV (Figure 1.4 right), developed by SRI International and the University of
Toronto as part of the same DARPA program, had a wingspan of 360mm and a mass of 440g
(Zdunich et al., 2007). This was the first flapping wing MAV designed to take advantage of an
3
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Figure 1.3: Mass and wingspan of several MAVs (Mueller, 2009).
unsteady aerodynamic phenomenon known as clap-and-fling (explained in Section 1.4.2.4), in
which the wings clap together at the end of each stroke. Perhaps mainly due to its weight, the
electric Mentor was only able to fly for ∼20s. The Delfly (2005) and Delfly II (2006, Figure 1.4
center), created at the Delft University of Technology, operate on the same four-wing clap-
and-fling configuration as Mentor and have demonstrated endurance up to 17 minutes. The
wingspan is similar to that of the Mentor while it weighs only 17g, and it includes a camera
capable of transmitting images back to the controller. A smaller 10cm-wingspan version, the
Delfly Micro, was demonstrated in 2008. The DelFly and Mentor provide a good analogue to
the two different flapping regimes into which nature’s flyers are usually divided. The DelFly
is like a bird in that it is principally designed for forward flight, in which the wings flap in
an almost vertical plane (although unlike most birds the DelFly can transition into a hover by
pitching up). The Mentor on the other hand is more like an insect or hummingbird, in that it
is principally designed for hovering flight, in which the wings flap in a horizontal plane; slow
forward flight is achieved by tilting the stroke plane.
Although not exactly a flapping wing in the traditional sense, the Naval Postgraduate
School developed a MAV that was lifted mainly by a fixed wing, but whose thrust was pro-
vided by a set of two “clapping” wings (Figure 1.5 left). These wings plunge up and down
vertically to generate thrust by the Knoller-Betz effect (explained in Section 1.4.2.2). It had a
4
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Figure 1.4: AeroVironment’s MicroBat (left, Pornsin-Sirirak et al. (2001)), TUDelft’s DelFly II (center,
DelFly Team (2012)), and the SRI Mentor (right, Zdunich et al. (2007)).
Figure 1.5: The Naval Postgraduate School’s clapping wing MAV (left, Tuncer and Kaya (2005)), and
Harvard’s Flying Robotic Insect prototype (right, Harvard Microrobotics Laboratory (2012)).
span of 300mm and a weight of approximately 14g. A similar concept was used in the Naval
Research Laboratory’s BITE-Wing MAV which possessed two pairs of clapping wings and no
fixed lifting surface.
Development of smaller, insect like MAVs is currently underway; notable efforts include
the Micromechanical Flying Insect at UC Berkeley and the Flying Robotic Insect at Harvard
(Figure 1.5 right). Both of these have demonstrated sufficient thrust to achieve lift off, but are
yet to achieve sustained, controlled flight.
It is important to note that demonstration of the aforementioned flapping wing MAVs was
generally limited to indoors, or outdoors on very calm days. Controllability remains a big issue
for flapping wing MAVs and is perhaps why they have yet to be put to practical use.
1.2 The Flight Environment of MAVs
To be useful, MAVs must be accurately controllable and able to operate in environments
ranging from desert to densely built-up cities. The ability of an MAV to sustain flight at speeds
approaching zero, and ultimately to hover, increases its effectiveness.
Such desirable properties present significant design challenges from an aerodynamics point
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Figure 1.6: Reynolds number and mass of several MAVs (Mueller, 2009).
of view. The first is that MAVs operate at a much lower Reynolds number (Re) than the larger
manned craft on which most of our aerodynamic knowledge is based. Another is that the
requirement for small wingspans means that MAV aspect ratios are typically much smaller
than those found in larger aircraft. Moreover, flapping wings are subject to various unsteady
aerodynamic phenomena, not all of which are fully understood. But perhaps the most critical
is that an MAV’s small size and weight make it difficult to sustain steady flight in the presence
of turbulence, regardless of the configuration. This is exacerbated by the fact that high levels of
turbulence are often present at the low altitudes at which MAVs operate (Watkins et al., 2006).
Maintaining stable flight is particularly critical to MAVs carrying cameras, since small attitude
changes can lead to large movement of the image plane of the camera, because the distance
between the MAV and the camera’s target is often large.
The lowest part of the atmosphere, wherein the airflow is significantly influenced by in-
teraction with the Earth’s surface, is known as the atmospheric boundary layer (ABL). As a
consequence of its low flight altitude, an MAV will likely be immersed in the ABL for its entire
mission. Knowledge of the ABL, and in particular its turbulent properties, is therefore critical
to MAV flight.
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Figure 1.7: Mean velocity profiles of the ABL for different roughness levels (Walshe, 1972).
1.2.1 Mean Properties of the ABL
The extent of the ABL is dependent on the surface terrain and climate, but can vary between
100–1000m (Watkins et al., 2006). The upper limit of the ABL is referred to as the gradient height,
where the mean wind speed is no longer significantly affected by the presence of the surface.
This is similar to the boundary layer thickness in aerodynamics. Typical mean velocity profiles
are illustrated in Figure 1.7. As this figure shows, the velocity profile is significantly influenced
by the underlying surface roughness; which is to be expected as the height of structures on the
ground can reach a significant percentage of the gradient height.
The most widely-used engineering models of the ABL express the mean velocity profile as
a power law, using empirical data to determine the constant α:
U = Ug
(
z
zg
)α
The most significant influence on α is surface roughness, which is often characterized by
roughness height z0 which may be thought of as the average height of surface structures in
the upstream vicinity. The goal is then to find α as a universal function of z0. Many workers
have made mean wind speed measurements in various types of terrain; many of these measure-
ments have been compiled by the Engineering Sciences Data Unit (ESDU) in report ESDU84011
(Engineering Sciences Data Unit, 2012).
Not surprisingly, difficulty is encountered in applying the power law across the whole layer
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(Watkins, 1990); the power law has no theoretical basis (a turbulent boundary layer should
exhibit a logarithmic profile). Also, at very low heights the wind becomes dominated by local
effects, such as vortex shedding and flow acceleration/deceleration caused by structures on the
surface.
1.2.2 Turbulent Properties of the ABL
Air within the ABL is often highly turbulent, both as a result of instability of the bound-
ary layer profile (and subsequent transition to turbulence), as well as vortex shedding from
obstacles on the surface. The lowest region of the ABL, in which the latter effect dominates, is
termed the roughness zone. MAVs are likely to spend a significant portion of their mission in
this region. This is in contrast to traditional aircraft flying in the “free atmosphere” above the
gradient height, where the airflow is generally smooth.
Turbulence in the ABL is of particular concern in MAV flight due to the low speeds at which
they fly. The magnitude of turbulent velocity fluctuations can reach a significant proportion of
the MAV’s flight speed (Watkins et al., 2010b), causing large changes to the aerodynamic forces
acting on the aircraft. The random nature of these changes makes them impossible to predict
and can dramatically increase the pilot/autopilot workload required to maintain steady flight.
Further aggravating this problem is the low mass and low moment-of-inertia typical of MAVs.
Also of importance to MAV flight are the length and time scales associated with turbulent
fluctuations in the ABL. Fluctuations with longer time/length scales (corresponding to more
gradual variations) are generally of less concern, as the pilot (or autopilot) has ample time to
react. In addition, these fluctuations are more likely to affect the aerodynamics in a manner that
can be approximated as quasi-steady. In contrast, fluctuations with very short time scales are
likely to cause perturbations to which the pilot will not be able to react quickly enough. These
fluctuations may also cause changes to the flow over the wings which cannot be accounted for
by quasi-steady assumptions.
1.2.2.1 Statistical Description of Turbulence
It is clear that both the intensity and scale of turbulent fluctuations are important factors
in determining a MAV’s response to turbulence. Before examining literature related to atmo-
spheric turbulence, it is necessary to introduce the means by which intensity and scale of tur-
bulence can be expressed quantitatively. A brief introduction to the key concepts of turbulence
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intensity, spectrum, and length scale is provided here; a complete description of these quanti-
ties and how they were calculated in this thesis is given in Appendix B.
The random nature of turbulence necessitates the use of statistical quantities (such as the
mean, standard deviation, and higher moments) for its description. Turbulence intensity is de-
fined as the ratio (usually expressed as a percentage) of the standard deviation of velocity (σ)
to the mean velocity (U ) at a particular point. It is usually calculated for the three orthogonal
components (u, v, w) separately, yielding the following formulas:
Iu =
σ(u)
U
Iv =
σ(v)
U
Iw =
σ(w)
U
These three values can be combined into a single scalar called the overall turbulence intensity
which has the benefit of being independent of the orientation of the coordinate system. It is
defined as:
Iuvw =
√
1
3(σ
2(u) + σ2(v) + σ2(w))
U
It is important to note the different reference systems used in defining turbulence intensity.
Atmospheric measurements (e.g. for wind engineering) are usually taken in an Earth-fixed
frame of reference, and thus the mean wind speed is used in the denominator of the turbulence
intensity definition. In quantifying the turbulence experienced by a MAV, it is appropriate
to use a MAV-fixed frame of reference, and thus the mean airspeed of the MAV is used in the
denominator. The relationship between these two definitions is discussed in the next section.
Turbulence intensity describes the relative magnitude of turbulent fluctuations but provides
no information on the length/time scales over which they take place. Such information is pro-
vided by the velocity spectrum. The random velocity time history at a point can be considered
as an infinite Fourier series. The spectrum, or more correctly the power spectral density (PSD)
plot, shows how much energy is present at each frequency. In a similar way, the velocity field
over an extended region of space at any instant of time may be thought of as being comprised
of a sum of contributions from different wavelengths (or, more physically, a collection of turbu-
lent eddies of different sizes). The PSD in this case shows how much energy is present at each
wavelength. Similar to turbulence intensity, spectra are usually calculated for each of the three
orthogonal velocity components separately.
The spectra of well-mixed turbulence from a variety of flows exhibit many similar charac-
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Figure 1.8: Sketch of a typical turbulence spectrum showing energy density (E) as a function of
wavenumber (k).
teristics (Kundu and Cohen, 2008). These spectra can be roughly divided into three regions
(see Figure 1.8). The production range corresponds to the largest wavelengths present, being
caused by turbulent eddies similar in size to the characteristic length scale of the mean flow
field. It is the eddies of this size that are able to interact with the mean shear and thus trans-
fer energy from the mean flow. Energy is transferred from the largest eddies to successively
smaller ones by vortex stretching/tilting in the energy cascade of the inertial subrange. In this
region the spectrum is approximately proportional to k−5/3 (k being the wavenumber, or “spa-
tial frequency”), as predicted by the well-known statistical theory of turbulence developed by
Kolmogorov (1941). The smallest wavelengths present in the flow make up the dissipation
range, where eddies are small enough to create velocity gradients sufficiently high for viscosity
to dissipate their energy.
Finally, the integral length scale of turbulence is a measure of length that corresponds roughly
to the size of the largest eddies in the flow. It is calculated from the spectrum (see Section B.3.4
for details). It is of course impossible to reduce all the information present in a spectrum to a
single number, but the integral length scale nevertheless provides a convenient way in which
to quantify the scale of turbulence.
1.2.2.2 The Relationship Between Earth-Fixed and MAV-Fixed Turbulence Statistics
Earth-fixed measurements of turbulence intensity can be converted to those perceived by a
MAV (i.e. to a MAV-fixed reference frame) by invoking certain assumptions. To demonstrate,
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one can imagine a MAV flying directly into the mean wind at a certain ground speed, VGS . If
the turbulence is homogeneous (or at the very least possesses translational symmetry along the
flight path), and is of constant intensity in the Earth-fixed frame, then the turbulence intensity
in the MAV-fixed frame will decrease as ground speed increases. This is shown in the following
equation, where VMAV is the MAV airspeed, and Vwind is the mean wind speed.
Iu(MAV ) =
σ (u)
VMAV
=
σ (u)
VGS + Vwind
Iu(MAV ) =
(
1
|1 + VGS/Vwind|
)
Iu(wind)
As expected, when ground speed is zero (i.e. a hover), Iu(MAV ) = Iu(wind). One can also see
that as VGS approaches −Vwind (i.e. zero airspeed), Iu(MAV ) tends to infinity. In this case VMAV
is clearly not an appropriate parameter to use in formulating turbulence intensity; to produce
a useful value the velocity used should be representative of the typical velocity of a lifting
surface, which could be, for instance, the mean wing/rotor tip speed. Such a velocity would
always be available, since any craft capable of flying at zero airspeed must have some moving
surface (with the exception of lighter-than-air craft).
To convert Earth-fixed velocity spectra to MAV-fixed ones, an additional assumption must
be invoked, namely Taylor’s hypothesis (Taylor, 1938). Under Taylor’s hypothesis, velocity fluc-
tuations measured at any one point are assumed to be caused by the advection of a “frozen”
turbulent velocity field past that point at the mean flow speed. In other words, the time scale on
which turbulent eddies change significantly (in shape, orientation, strength, etc.) is assumed
large as compared with the time scale on which they advect past the point of measurement.
Thus Taylor’s hypothesis is expected to be accurate when the ratio of mean flow velocity to
turbulent velocity is large. Or, mathematically, when σ(u)V0  1. Panofsky et al. (1958) tested
Taylor’s hypothesis in the context of atmospheric turbulence close to the ground (at a height of
10m) by means of spatially and temporally measurements. It was found that Taylor’s hypoth-
esis was accurate for σ(u)V0  0.26.
Returning to the aforementioned example, and assuming Taylor’s hypothesis holds, it can
be seen that flying faster into the wind increases the frequency of turbulent fluctuations as
perceived by the MAV, and vice versa. As VGS approaches −Vwind (i.e. zero airspeed), Tay-
lor’s hypothesis predicts zero turbulence intensity, because the MAV is moving along with a
11
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“frozen” turbulence field. However as noted previously Taylor’s hypothesis is not valid at low
speeds; the effect of eddy deformation means that turbulent fluctuations do not vanish.
The situation is more complicated than the preceding example would suggest, since in re-
ality an MAV will be flying at various angles to the mean wind, and atmospheric turbulence
can also exhibit anisotropy and inhomogeneity.
1.2.2.3 Measurements of Atmospheric Turbulence
There exists a vast amount of literature concerning turbulent velocity fluctuations within
the ABL. Historically, this has been motivated by four branches of science: wind engineering,
meteorology, environmental science, and road vehicle engineering. Measurements from a large
number of sources across multiple disciplines have been compiled by ESDU and published in
several datasheets. ESDU 74030 (Engineering Sciences Data Unit, 2010a) and its counterpart
ESDU 85020 (Engineering Sciences Data Unit, 2010b) contain data based on single and two-
point measurements. ESDU 86010 (Engineering Sciences Data Unit, 2010c) contains single-
point data for strong wind conditions.
Wind engineering is concerned with the determination of wind loading on large structures
such as buildings and masts. As a result, measurements for this purpose focus on velocity
fluctuations at much larger scales than would be relevant to MAV flight. Also, due to the
slender shape of most structures, they are primarily concerned with how velocity statistics
vary in the vertical direction. An example of work in this area is Solari and Piccardo (2001),
who developed a statistical model for gust loading on structures based on experimental data.
Meteorology is concerned with fluctuations on an even larger scale, in order to predict
weather. For example, van der Hoven (1956) and Eggleston and Clark (2000) measured fluctu-
ations in a frequency range of 2×10-7 to 0.25Hz. Meteorological studies are of little relevance to
MAV flight due to the great difference in scales.
Environmental science is concerned with how turbulent fluctuations affect transport of
molecules such as CO2 and water vapour, as well as pollutants and fungal spores and pollen,
in the vicinity of vegetation. As a consequence, turbulence measurements and modeling in this
area are focused on the areas in and just above vegetation canopies of various size. Examples
include Raupach et al. (1996) who modeled turbulence in and above a vegetation canopy as a
shear layer.
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Of the four disciplines mentioned above, perhaps the most relevant to MAV flight is the
work of road vehicle engineers. This is because they are concerned with the turbulence expe-
rienced by a moving vehicle, as opposed to a stationary object exposed to the ambient wind.
While the turbulence experienced by a road vehicle is expected to be highly influenced by the
wakes of nearby structures and other vehicles, several researchers have utilized existing at-
mospheric measurements to predict the turbulence experienced by a moving vehicle. Balzer
(1977) developed a theory for the effect of atmospheric turbulence on road vehicles, while
Cooper (1984) used a similar approach to predict spectra and cross-correlations for different
points on the vehicle based on data from the datasheet EDSU 74031 (Engineering Sciences Data
Unit, 2010a). The main consideration in each of these works was the potential of lateral gusts
to overturn a road vehicle, hence results were only presented for components of wind normal
to the vehicle. Watkins et al. (1995) recognized that most measurements of atmospheric tur-
bulence were taken at heights above 10m for strong wind conditions (>10m/s). They used
atmospheric measurements taken by Flay (1978) to estimate turbulence intensities experienced
by a moving vehicle at various speeds and angles to the mean wind. They also performed mea-
surements using propeller-vane and cross-wire anemometers mounted to a vehicle travelling
down a stretch of road. Wordley (2009) took measurements of atmospheric turbulence close to
the ground (≤1m) by mounting probes to the front of a road vehicle.
Watkins et al. (2006) recognized that the spatial and temporal resolution of almost all previ-
ous measurements of atmospheric turbulence was not fine enough to be useful in the study of
MAV flight. They argued that the effect of turbulent eddies encountered by an MAV is to cause
fluctuations in velocity and angle of attack across the wing. If the eddy causing the fluctuation
is large enough in size relative to the MAV, this change in velocity and angle of attack will be
relatively uniform across the wingspan and relatively gradual, causing a gradual change in lift
and pitching moment that can be dealt with easily by the pilot/autopilot. However, more criti-
cal is the situation in which the eddy size is of the order of the MAV size, such that the changes
in velocity and angle of attack may be non-uniform across the wingspan, causing a potentially
large rolling moment. These random rolling moments can cause control problems due to the
low roll stability and moment-of-inertia of typical MAVs.
Based on the above argument, Watkins et al. performed measurements of turbulent velocity
fluctuations in the atmosphere by “flying” a set of four laterally spaced probes through the air,
mounted on a mast above a car. The measurements were taken in urban terrain of varying
13
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Figure 1.9: Turbulence intensity versus relative velocity for various vehicle speeds, mean wind speed
4.6m/s (Watkins et al., 2006).
roughness, at varying wind speeds, and for probe spacings of 50–150mm. Further data from
these tests was published in a report by Milbank et al. (2005). These data appear to be the most
comprehensive characterization of the turbulent flight environment of MAVs to date.
Key results from the study of Watkins et al. include the observation of high turbulence
intensities (anywhere between 4–40% in the MAV frame of reference, see Figure 1.9), and the
presence of fluctuations over a wide range of scales. As expected, turbulence intensity increases
with decreasing flight speed (Figure 1.9). Velocity measurements were also converted to effec-
tive flow pitch angles, and these pitch angles were shown to vary significantly between probes
despite the small probe separation (see Figure 1.10). The variation in pitch angle also increases
with decreasing flight speed as would be expected intuitively. The marked variation between
probes and rapid changes in pitch angle with time demonstrate that despite the large integral
length scales of atmospheric turbulence there is significant energy present in the small scales
which are likely to affect the aerodynamics of MAVs in a non-quasi-steady manner.
1.2.2.4 Replicating Atmospheric Turbulence in Wind Tunnels
Although it has been attempted (Liu, 1992), it is very difficult to conduct aerodynamic test-
ing outdoors in the ABL itself due to the uncontrollability of the environment. A better alterna-
tive is to generate turbulence in a wind tunnel. Wind tunnel turbulence generation methods can
be divided into two broad categories — active and passive. Active methods involve moving
14
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Figure 1.10: Flow pitch angle time history for a period of 2s (left) and a period of 0.1s (right) from a
stationary probe measurement in open farmland, mean wind speed 7.8m/s (Watkins et al., 2006).
vanes, fans, and such in order to stir up the flow (e.g. Makita (1991); Larssen and Devenport
(2002); Kang et al. (2003)). Passive methods rely on vortex shedding from stationary obsta-
cles (most commonly a grid) placed in the flow, and the subsequent breakdown of the shed
structures to produce turbulence (e.g. Comte-Ballot and Corrsin (1966); Milbank et al. (2005)).
Varying the geometry of the grid produces different turbulence properties.
Ideally one would like to replicate in the wind tunnel all statistical properties (moments,
spectra, cross-spectra) measured in the ABL under a given set of conditions, but in reality it is
difficult to replicate even a few parameters simultaneously. This is evidenced by the fact that
some investigations (e.g. Devinant et al. (2002)) disregard spectral energy distribution com-
pletely and attempt to replicate only turbulence intensity. Moreover, the actual atmospheric
conditions experienced by an MAV depend heavily on the local terrain and weather. Further-
more, as alluded to earlier, under a given set of atmospheric conditions the statistical prop-
erties of the velocity fluctuations as perceived by the MAV will depend on altitude, airspeed,
and flight direction with respect to the mean wind. Thus even replicating a certain flight con-
dition exactly is of limited benefit anyway. Perhaps the best way forward is to select a small
number of conditions, as representative as possible of conditions likely to be experienced in the
atmosphere, under which to perform wind tunnel testing.
Another problem encountered in replication is that the integral length scales of ABL turbu-
lence are much larger than the dimensions of most wind tunnel facilities. Thus a realistic goal
for ABL replication is to obtain a reasonable match of the spectra down to the lowest frequency
(i.e. longest wavelength) possible. This was achieved by Milbank et al. (2005) for a subset of
15
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Figure 1.11: Velocity spectrum obtained from outdoor measurements compared to that obtained in wind
tunnel (Milbank et al., 2005).
the atmospheric conditions under which they obtained outdoor measurements. This work was
done in a large wind engineering wind tunnel (cross-section 4m × 12m), with different tur-
bulence conditions generated passively by adjusting the configuration of a jet, collector, and
turbulence-generating panels of varying sizes. Integral length scales of up to 1.3m were gener-
ated; example velocity spectra from this work are shown in Figure 1.11. More recently, Larssen
and Devenport (2011) have demonstrated the ability to generate turbulence of integral length
scale up to 1/4 of the width of the tunnel using grids equipped with randomly-driven agitator
vanes.
The ignoring of the large scales can be justified by the fact that the very long scales of atmo-
spheric turbulence would presumably have a largely quasi-steady effect on the aerodynamics
of a MAV; it is those on the order of the chord length and slightly greater that would have the
most complex effect and are therefore of most interest. This justification was used by Loxton
(2011), Ravi (2011), and Cruz (2012) in their studies of MAV wings in replicated atmospheric
turbulence. In these studies, well-mixed turbulence with integral length scale up to twice the
chord length, and intensities of up to 12.3% was generated in RMIT University’s Industrial
Wind Tunnel (IWT) (cross-section 3m × 2m) by the use of planar grids. This facility and turbu-
lence generation method was used in the present work.
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1.3 Aerodynamics of Fixed Wings at Low Reynolds Numbers
This section presents a review of relevant literature on fixed-wing behavior at low Re. The
overwhelming majority of studies in this area have been conducted under very low turbulence
conditions (O(0.1%)), this being largely because traditional airfoils are often very sensitive to
small levels of freestream turbulence at low Re. It will be shown that airfoils have been tested
under “elevated” freestream turbulence levels (O(1%)), but those under turbulence levels typ-
ical of atmospheric turbulence (O(10%)) are relatively rare.
1.3.1 Boundary Layer Phenomena
The behavior of the boundary layer has a great influence on the performance of a wing.
The two most important aspects are whether the boundary layer is laminar or turbulent, and
whether the boundary layer separates or remains attached. These are discussed in the follow-
ing section.
1.3.1.1 Laminar-Turbulent Transition
Laminar-turbulent transition was famously observed by Reynolds (1883) in pipe flow. All
shear flows (including boundary layers) can be susceptible to transition through various in-
stability mechanisms. While the transition process is not well understood in its entirety, it is
known that transition begins when the flow becomes unstable to small disturbances. These dis-
turbances are initiated by external forcing (e.g. sound waves) or surface roughness (this process
is known as receptivity), and subsequently grow as they move downstream. Referring to Fig-
ure 1.12, the initial stage of growth exhibits two-dimensional disturbances and linear behavior
(2), but as disturbances grow further they become three-dimensional (3), non-linear effects be-
gin to become significant (4), turbulent spots appear (5), and the flow eventually breaks down
into turbulence (6).
The initial growth of disturbances is well described by Linear Stability Theory (LST), at the
center of which is the Orr-Sommerfeld equation (Orr, 1907; Sommerfeld, 1908). Solution of this
eigenvalue equation yields the frequency, amplification factor, and mode shape of a continuous
spectrum of possible modes. Tollmien (1936) and Schlichting (1933) were the first to apply the
Orr-Sommerfeld equation to the zero pressure gradient boundary layer profile found by Blasius
(1908). It was not until much later that the mode shapes predicted by Tollmien and Schlichting
were first observed experimentally by Schubauer and Skramstad (1947); thereafter the modes
17
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Figure 1.12: Laminar-turbulent transition in an attached boundary layer (Schlichting and Gersten, 2000).
became known as Tollmien-Schlichting (T-S) waves.
The key results of linear stability theory can be summarized as follows:
• There is a certain Rex below which the flow is stable to disturbances of all frequencies.
This is known as the critical Reynolds number (Recrit).
• The presence of an adverse pressure gradient (APG) has a destabilizing effect, while the
opposite is true for a favorable pressure gradient (FPG).
The results of a linear stability analysis are conveniently presented by plotting the curve
of neutral stability on a graph of frequency (or equivalently wavelength) vs. Re. This curve
divides the plane f -Re plane into stable and unstable regions. As Figure 1.13 shows, the un-
stable region for a boundary layer grows as the pressure gradient becomes more adverse, and
vice versa. Counter-intuitively the unstable region for a ZPG boundary layer shrinks to zero as
Re→∞; this is because a ZPG boundary layer is inviscidly stable (Kundu and Cohen, 2008).
1.3.1.2 Bypass Transition
The sequence of steps leading to laminar-turbulent transition that was described in the pre-
ceding section is only observed at very low freestream turbulence levels (Iu . 0.1%) (Watmuff
et al., 2010). Higher levels of freestream turbulence can result in earlier transition; this phe-
nomenon is termed bypass transition (Morkovin, 1969). The mechanism of bypass transition is
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Figure 1.13: Neutral stability curve for a boundary layer (Kundu and Cohen, 2008). k is the wavenumber
of the disturbance, δ∗ the boundary layer displacement thickness. Note the decrease in Recrit in the
presence of an APG.
poorly understood, but elongated streamwise streaks of reduced velocity within the boundary
layer appear to be a dominant flow structure early on in the transition process; these have been
observed in numerous experiments subjecting boundary layers to elevated freestream turbu-
lence (e.g. Kendall (1990)). These streaks are commonly referred to as Klebanoff modes, after
Klebanoff (1971) who first observed the low-frequency disturbances associated with the streaks
in hot-wire measurements. The ability of freestream disturbances to penetrate the boundary
layer and form these streaks depends strongly on their frequency and orientation (Jacobs, 1998;
Watmuff et al., 2010); entrainment is greatest for disturbances of low frequency possessing vor-
ticity aligned predominantly in the streamwise direction.
It has been shown that steady streaks of this nature must reach large amplitudes, perhaps
larger than those typically induced by elevated freestream turbulence, before they become
unstable (Andersson et al., 2001). However, the stability characteristics of unsteady streaks,
such as those randomly introduced by elevated freestream turbulence, are markedly differ-
ent. The theoretical study of (Wu and Choudhari, 2001) showed that these have the potential
to introduce local regions of instability at much lower streak amplitudes, which are modu-
lated spatially and temporally as the streaks deform (Wu and Choudhari, 2001). At low streak
amplitudes, the primary effect of the streaks is to modify the growth rate and mode shapes
of the existing viscous T-S waves. Interaction of this nature has been studied by Watmuff
(1998) and Watmuff (2006), who introduced a steady streak into a Blasius boundary layer by
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means of a small wire upstream of a flat plate. He observed substantial phase and amplitude
distortion of the T-S waves in the presence of the streak, and noted that the eventual break-
down to turbulence was more complex, and occurred at lower Re, than that associated with
three-dimensional secondary instabilities that are observed in an unmodified Blasius boundary
layer. The study of (Wu and Choudhari, 2001) predicted that as streak amplitude is increased,
the overall instability of the flow eventually becomes dominated by higher-frequency inviscid
modes introduced by the streaks’ local velocity profiles. This was in part supported by the ex-
perimental results of Watmuff et al. (2004), who found that instability of steady streaks could be
excited by small disturbances of frequencies higher than that of Branch II of the neutral stability
curve (i.e. disturbances that would decay in an unmodified Blasius boundary layer).
The extreme sensitivity of bypass transition to the exact nature of oncoming disturbances
is perhaps one of the reasons why researchers have struggled to obtain agreement in transi-
tion Re and disturbance growth rate between different experiments despite similar freestream
turbulence levels. It has also been shown that receptivity of the boundary layer to freestream
non-uniformities can be very sensitive to the nature of the leading edge (Pook and Watmuff,
2010). Bypass transition remains an area of active research, and recent success of direct numer-
ical simulations in replicating flow structures observed in experiments (Wu and Moin, 2009) is
encouraging.
1.3.1.3 Laminar Separation
A FPG, such as that found toward the leading edge of a thick airfoil at moderate angles of
attack, helps to add momentum to the boundary layer. An APG, such as that found after the
point of maximum thickness on an airfoil, slows fluid in the boundary layer down. If exposed
to an APG long enough, flow adjacent to the wall will eventually be brought to a stop and
separation will occur, with the formation of a recirculation area downstream of the separation
point (Kundu and Cohen, 2008). This is shown in Figure 1.14.
Turbulent boundary layers are more resistant to separation, as they possess greater stream-
wise momentum close to the wall as a result of turbulent mixing. As a result, the flow over a
conventional aircraft wing operating at highRe is not likely to separate until relatively high an-
gles of attack, since transition occurs before the laminar boundary layer can separate. However
at low Re, the boundary layer may be laminar across a significant portion of the chord (if not
the entire chord), making the flow particularly prone to separation at all but very low angles of
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Figure 1.14: Boundary layer separation (Kundu and Cohen, 2008). S indicates separation point; I is
inflection point of the velocity profile.
attack. Separation is associated with loss of lift and increase in pressure drag, meaning it plays
an important part in performance of airfoils at low Re (Mueller, 1999).
1.3.1.4 The Laminar Separation Bubble
When laminar separation occurs at very lowRe (≤30,000), the separated shear layer is likely
to remain laminar and therefore not reattach (reattachment requires transition to turbulence in
order to transport streamwise momentum towards the surface) (Lissaman, 1983). At higher Re
than this, it is possible for transition to occur in the shear layer. This can occur rapidly, as the
free shear layer exhibits instability to another instability mode known as the Kelvin-Helmholtz
(K-H) instability. Disturbances such as T-S waves present upstream of the separation point can
also be amplified by the particularly unstable velocity profile of the shear layer/recirculation
region.
Once transition occurs, the increased mixing due to turbulence diffuses streamwise mo-
mentum down toward the airfoil surface, and as a result the turbulent boundary layer can
attain a fully attached profile downstream. The (time-averaged) recirculation region between
the separation and reattachment points is known as a laminar separation bubble (LSB), the struc-
ture of which is shown in Figure 1.15. LSBs are not observed at the high Re of manned aircraft,
as the boundary layer generally transitions to turbulence upstream of the point where laminar
separation would occur.
LSBs can be classed as either short or long depending on how significantly they cause the
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Figure 1.15: Time-averaged structure of a laminar separation bubble (Horton, 1967).
pressure and velocity distribution over the airfoil to deviate from inviscid flow (Mueller, 1985).
A short bubble has little effect on the performance of the airfoil, and serves more as a demar-
cation of the transition point. Short bubbles are found at higher Re where transition occurs
immediately after laminar separation. In contrast, a long bubble takes up a significant portion
of the chord and thus significantly influences the pressure and velocity distributions. Long
bubbles are found at lower Re where transition occurs later and thus the shear layer remains
detached for a greater chordwise distance. Transition from a short bubble to a long bubble in
response to a change in Re or α is often referred to as bursting (Gaster, 1969).
The first observations of LSBs were made by Jones (1933). Several early investigations fo-
cused on predicting the length and bursting criteria with limited success; these were reviewed
by Tani (1964). The first detailed investigation of the structure of LSBs was performed by Gaster
(1969). Gaster’s experiments were performed on a flat plate parallel to the flow, with a pressure
gradient similar to that over an airfoil induced by mounting an upside-down airfoil above the
surface of the flat plate. Figure 1.16 shows pressure distributions obtained in the presence of
the bubble compared to those obtained when the bubble was suppressed by prematurely trip-
ping the boundary layer into turbulence (which would presumably yield pressures similar to
an inviscid flow). These show that the separation point is marked by the beginning of a region
of constant pressure. This “pressure plateau” is a feature of all LSBs and has been attributed to
the almost static fluid in the laminar portion of the bubble (Gaster, 1969). Gaster states that the
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Figure 1.16: Surface pressure distributions on a flat plate with externally-induced pressure gradient
(Gaster, 1969). ◦ Bubble suppressed; + LSB. S Separation point; R Reattachment point.
shape of the dividing streamline is in fact determined by this zero pressure gradient condition;
in other words the bubble will take the exact shape necessary to perturb the outer flow such
that pressure is constant in the laminar portion of the bubble.
Also prominent in Figure 1.16 is the rapid pressure rise following the pressure plateau. It
is generally agreed (Gaster, 1969; Cole and Mueller, 1990; Crompton and Barrett, 2000) that
this marks the transition point, where turbulence begins to entrain faster moving fluid from
above resulting in a closure of the bubble and hence a diffusing of the outer flow which is
responsible for the pressure rise. The reattachment point is found to correlate well with the
point at which the pressure equals that of the inviscid flow. Although Gaster’s tests were
performed on a parallel flat plate with an externally-imposed pressure gradient, similar results
have been found for airfoils at incidence (Shyy et al., 2008a; Hu and Yang, 2008). Figure 1.17
shows results of a CFD simulation of a SD7003 airfoil at Re = 60,000 performed by Lian and
Shyy (2007); properties of the pressure distribution are similar to those of Gaster (1969).
Since the work of Gaster (1969) there have been many investigations documenting the struc-
ture of LSBs (Cole and Mueller, 1990; Crompton and Barrett, 2000; Ol et al., 2005; Albano et al.,
2006; Burgmann et al., 2008; Hu and Yang, 2008) as well as attempts to predict LSB behav-
ior using empirical models (Horton, 1967; Coton and Galbraith, 1986; Dini and Maughmer,
1990). The majority of these investigations focused on LSBs formed under either artificially-
induced APG on flat plates, or thick airfoils; relatively fewer have investigated LSBs formed
during thin-airfoil stall. The three-dimensional nature of LSBs on low aspect ratio wings rel-
evant to MAVs has also seldom been investigated, with one notable exception being Bastedo
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Figure 1.17: Pressure distribution (left) and location of LSB (right) on an SD7003 airfoil at incidence
(Lian and Shyy, 2007).
and Mueller (1986) who investigated the time-averaged properties of an LSB forming on a thick
finite-span wing.
The time-averaged picture of the LSB given by can be somewhat misleading — the aft por-
tion of the bubble is very unsteady and often exhibits large coherent structures yielding in-
stantaneous streamlines that look nothing like Figure 1.15. The results of Marxen et al. (2002)
indicate that initial unsteadiness arises from the increased amplification of existing T-S waves
within the laminar portion of the bubble.
Pauley et al. (1990) performed two-dimensional numerical simulations using similar geom-
etry to Gaster’s early experiments. They observed vortex shedding from the bubble at a con-
stant frequency under certain conditions; these conditions correlated well to those of Gaster’s
where the bubble burst. This indicated that bubble bursting in a time-averaged sense was a
transition to vortex shedding behavior. This also agreed well with Gaster’s observation of a
single dominant frequency in his limited analysis of unsteady hot wire signals. Ripley and
Pauley (1993) also observed a dominant shedding frequency in their numerical simulations,
with this frequency remaining nominally constant as Re was varied. The shedding Strouhal
number differed from that of Pauley et al. (1990), leading them to conclude that St is depen-
dent on the Cp distribution. Another important result of this work was good agreement of
the time-averaged pressure distributions with those of Gaster (1969) despite the lack of a sub-
grid turbulence model. This indicates that mixing caused by large-scale structures (viz. shed
vortices) is the main mechanism by which reattachment is achieved; small-scale fluctuations
appear to play a less important role.
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Watmuff (1999) experimentally investigated this LSB shedding phenomenon by means of
flying hot-wire measurements. An impulsive disturbance was introduced upstream of the bub-
ble by means of an electromagnetic shaker, and hot-wire measurements were synchronized to
the disturbance. This allowed a series of measurements at different locations to be combined
to yield the entire (ensemble-averaged) velocity field at various phases of the disturbance’s
evolution. Measurements inside the LSB showed an initial exponential growth of the wave
packet, while the region leading up to reattachment exhibited the distribution of spanwise
vorticity consistent with the K-H instability. The rolled-up K-H vortices then shed from the
LSB (see Figure 1.18). Unlike Pauley’s two-dimensional experiments, Watmuff (1999) was able
to observe the three-dimensional behavior of the vortices as they entered the fully turbulent
boundary layer downstream, where they curled up to form vortex loops.
As mentioned previously, the separated shear layer is unstable to the inviscid K-H in-
stability. This has been found by many as the dominant mechanism by which vortices are
formed (Pauley et al., 1990; Abdalla and Yang, 2004; Windte et al., 2006; Yarusevych et al., 2006),
and that it is their subsequent breakdown results in transition to turbulence (see Figure 1.19).
Pauley et al. (1990) observed a match to within 1% of the observed shedding frequency and
that predicted by inviscid stability analysis of the separated shear layer velocity profile at the
mid-point of the bubble.
Cherry et al. (1983) obtained unsteady surface pressure measurements underneath separa-
tion bubbles at the leading edge of blunt flat plates. They observed that the point of maximum
pressure fluctuation coincided reasonably well with the mean reattachment point in all cases.
A simple explanation previously put forward for this was that the region just upstream of reat-
tachment is the region of strongest mean pressure gradient, and therefore the large fluctuations
here may be caused by a large-scale elongation and shortening of the bubble. Cherry et al.
(1984) disagreed with this view, citing the increasing domination of high frequencies in the
spectra as the mean reattachment point is approached. This, combined with correlation results
led them to believe that vortical structures shed from the bubble were instead responsible for
the increased pressure fluctuations at reattachment.
1.3.2 Airfoil Performance
Prediction of airfoil performance (i.e. net lift, drag, and pitching moment) at Re relevant
to MAVs is difficult, as it lies between the completely-laminar regime which is relatively easy
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Figure 1.18: Time sequence of spanwise vorticity contours in the vicinity of reattachment of an LSB,
obtained from phase-averaged cross-wire measurements (Watmuff, 1999).
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Figure 1.19: Smoke flow visualization of a separation bubble, showing development of K-H rollers and
subsequent breakdown (Cherry et al., 1984).
Figure 1.20: Mean (◦) and r.m.s. (×) Cp on a blunt flat plate (Cherry et al., 1983).
to predict using Navier-Stokes simulations, and the higher Reynolds number range where the
boundary layer is for the most part very thin and inviscid methods are accurate (Mueller and
DeLaurier, 2003). The complicated boundary layer phenomena discussed previously are a tes-
tament to this. Some success has been had with RANS simulations (e.g. Windte et al. (2006);
Radespiel et al. (2007); Lian and Shyy (2007)) as well as coupled viscous/inviscid methods
(Drela, 1989; Eppler and Somers, 1980), although both rely heavily on empirical models for
transition prediction (the latter also rely on an empirical model of LSB behavior), and agree-
ment with experiments is still less than desirable (see Figure 1.21).
In general, the appearance of laminar separation and LSBs at low Re is detrimental to the
performance of an airfoil (Mueller and DeLaurier (2003), see Figure 1.22). Mueller and DeLau-
rier (2003) summarize typical behavior with increasing Re:
• At Re < 70,000, the LSB has a significant effect on performance causing decreased L/D
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Figure 1.21: Comparison of mean streamlines and turbulent shear stress between experiment (top) and
two RANS simulations (bottom) for a SD7003 airfoil at α = 8◦, Re = 60,000 (Radespiel et al., 2007).
Figure 1.22: Range of CLmax and L/D vs. Re (McMasters and Henderson, 1980).
often accompanied with hysteresis. In the lower part of this range (Re < 50,000) flow
often does not transition to turbulence in time to reattach, thus causing a decrease in L/D
and CLmax .
• At 70,000< Re < 200,000, earlier transition generally improves performance unless a LSB
still presents a problem for a particular airfoil. Significant regions of attached laminar
flow can be present, reducing drag.
• At Re > 200,000, LSBs become much shorter and do not significantly affect performance;
this is approaching the regime of traditional aircraft.
Airfoil performance at low Re is largely dictated by the type of stall it undergoes; this
depends on both Re and airfoil shape. Broadly there are three types of stall an airfoil can
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undergo (McCullough and Gault, 1955):
• Trailing-edge stall occurs when a turbulent boundary layer separates from the wing, with
the separation point starting at the trailing edge and moving forward as α is increased.
• Leading-edge stall occurs when the flow abruptly separates from the leading edge upon an
increase in α and fails to reattach. Usually this results from the sudden bursting of a short
LSB present at the leading edge.
• Thin-airfoil stall occurs in the presence of a long LSB. Due to the sharp LE and the associ-
ated steep APG, an LSB is present close to the LE from a relatively low α, and grows pro-
gressively longer (i.e. the reattachment point moves rearward) with increasing α. Even-
tually the reattachment point reaches the TE and beyond this the flow fails to reattach
and the airfoil stalls.
TE stall is typically found on thicker airfoils and at higher Re, where the boundary layer
transitions to turbulence before laminar separation can occur. This is possible because the thick-
ness of the airfoil reduces the severity of the APG on the upper surface, which delays laminar
separation. TE stall results in gradual rounding of the lift peak accompanied with a gradually
increasing nose-down pitching moment.
LE stall can occur over a range ofRe, on airfoils of intermediate thickness (9–12%) and often
results in significant hysteresis in the net force at high α. The hysteresis is a result of the LSB
“unbursting” at a lower angle than that at which it burst (Lissaman, 1983). The hysteresis loop
shrinks with increasingRe and generally disappears beyondRe = 200,000. Figure 1.23 shows a
lift curve of an airfoil exhibiting LE stall. The sudden drop in lift is caused by LSB bursting and
is accompanied by a sudden increase in drag and nose-down pitching moment. LSB bursting
on these types of airfoils can be sudden and unpredictable.
Thin-airfoil stall results in a gradual flattening of the lift curve at high α (Figure 1.24 shows
a lift curve of an airfoil exhibiting thin-airfoil stall). Hysteresis is possible, but not always
present, at low Re in the mid-α range as the long LSB can suddenly collapse into a short one
(Mueller, 1985). CLmax is generally a lot lower than with airfoils exhibiting the other two stall
types.
It should be noted that combinations of the above stall types may be encountered (e.g. a
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Figure 1.23: Lift curve of Wortmann FX-63-137 at Re 77,604 (Bastedo and Mueller, 1985).
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Figure 1.24: Lift curve of a flat plate with elliptical LE and sharp TE (Mueller, 1999).
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long LSB with subsequent reattachment and turbulent re-separation), and that different stall
types may be experienced by the same airfoil depending on Re (Pelletier and Mueller, 2000;
Mueller and DeLaurier, 2003).
1.3.3 Low Aspect Ratio Effects
A number of investigations have been performed into low-AR wings at low Re. Bastedo
and Mueller (1985) measured forces on rectangular wings of AR = 3–5.4, at Re = 80,000–
200,000. The airfoil section was the thick (maximum 13.7%) Wortmann FX 63-137 and force
data showed behavior consistent with LE stall. Their results showed an increase in stall angle
along with a decrease in CLmax as aspect ratio is reduced. Further investigation was done by
measuring pressure distributions at 7 spanwise stations (Bastedo and Mueller, 1986); although
not all data could be shown the authors claimed that the pressure distribution at each station
was well predicted by that on the two-dimensional airfoil at reduced angle of attack.
Pelletier and Mueller (2000) obtained force measurements on flat plate wings with aspect
ratios between 0.5–3 at Re = 60,000 and 140,000. Their results showed that the stall angle
increased considerably as aspect ratio was lowered, but CLmax remained fairly similar (Fig-
ure 1.25 left). Interestingly, later measurements by Torres and Mueller (2004) on the same wing
at Re = 100,000 also showed a significant increase in CLmax with decreasing aspect ratio (Fig-
ure 1.25 right); the reason for this discrepancy is uncertain. Note that this increase is also the
opposite of that observed by Bastedo and Mueller (1985); the difference was perhaps due to the
different type of stall each wing underwent. Neither of these studies investigated the flow field
for reasons as to why the changes in CLmax and stall angle occurred, but it was speculated that
the tip vortex “energizes” the flow in order to keep the flow attached for longer (Torres and
Mueller, 2004). Torres and Mueller (2004) were able to fit the non-linear lift model of Lamar
(1974) fairly well to their results. This model is based on an extension of the leading edge
suction analogy of Polhamus (1966)2 to account for additional lift produced by the tip vortices
created by separation from the side edges of a low-ARwing. This model however relies heavily
on empirical coefficients, which were found by (Torres and Mueller, 2004) to vary significantly
with aspect ratio and planform.
2Polhamus’ leading-edge suction analogy, initially developed for delta wings, approximates the magnitude of
the additional normal force due to a steadily-attached leading edge vortex as the magnitude of the tangential lead-
ing edge suction force lost due to flow separation from the leading edge.
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Figure 1.25: CL measurements of Pelletier and Mueller (2000) (left) and Torres and Mueller (2004) (right)
for a rectangular low-AR flat plate at Re = 140,000 and Re = 100,000 respectively.
Cosyn and Vierendeels (2006) performed numerical simulations on a flat plate with aspect
ratios between 0.5–2 at Re = 100,000. They found significant differences with the experimental
data of Torres and Mueller (2004), and cited the lack of a transition model for three-dimensional
flows, and the inability of their turbulence model to adequately model the separated flow re-
gion as reasons for the discrepancies. Taira and Colonius (2009) investigated the flow over
flat plates with aspect ratios between 1–4 at very low Re (300–500), but the focus of this was
mainly on the vortex dynamics associated with an impulsive start, rather than steady state
performance.
1.3.4 The Effect of Freestream Turbulence
Possibly the first experiments on airfoils subjected to freestream turbulence were conducted
by Stack (1931). Turbulence was generated by means of a grid, but turbulence statistics could
not be accurately quantified due to a lack of appropriate equipment. Rather cleverly, turbulence
levels were instead estimated by measuring the change in drag on a sphere. Stack’s results
showed the ability of turbulence to change the stalling angle of attack and lift curve slope of
the airfoils, but curiously these changes were sometimes opposite in direction depending on
Re.
Marchman et al. (1986) tested the effect of slightly elevated turbulence intensities (0.02–
0.3%) on the Wortmann FX-63-137 airfoil at Re 100,000–200,000. This study was motivated by
discrepancies between lift and drag measurements of this airfoil in different facilities, which
they hypothesized could be due to different turbulence levels. The results showed that at very
low turbulence intensities a large hysteresis loop was present in the lift curve around the stall
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Figure 1.26: Lift curve of NACA 0006 airfoil subjected to high levels of freestream turbulence (Jan-
causkas, 1983). AR = 2.66, Re = 200,000.
point; elevating the turbulence intensity decreased the size of this loop and almost eliminated
it completely at 0.3%. Mueller et al. (1983) and Huang and Lee (1999) also found similar ef-
fects of slightly elevated turbulence intensities on the Lissaman 7769 and NACA 0012 airfoils
respectively. In contrast, Pelletier and Mueller (2000) found turbulence intensities of 0.05–1.3%
to have very little effect on the thin, flat plate-like airfoil which they studied at Re 60,000. It is
likely that the difference in sensitivity to turbulence is due to the different ways in which thick
airfoils and flat plates stall.
The studies mentioned previously investigated turbulence intensities much lower than
those found in the ABL, and length scales were not quantified (presumably they were small
compared to the airfoil chord length). They are therefore of limited relevance to MAV flight
through ABL turbulence. Jancauskas (1983) investigated the effect of higher levels of turbu-
lence (0.6–16%) on the NACA 006 airfoil at Re 200,000 (Figure 1.26), observing an increase in
stall angle and CLmax with increasing turbulence intensity. In the context of wind turbines,
Swalwell (2005) tested several thick airfoils at Re 275,000 in turbulence intensities up to 13%
and length scales on the order of the airfoil chord. Overall trends agreed well with Jancauskas
(1983). Devinant et al. (2002) and Sicot et al. (2006) conducted similar tests but like the afore-
mentioned studies the Reynolds number was typical of wind turbines (200,000–700,000), much
greater than that typical of MAVs.
Perhaps the first testing on wings in turbulence specifically for MAV purposes was con-
ducted by Cruz et al. (2008) and Loxton et al. (2009). Both studies utilized the same experi-
mental setup — a finite-span wing (AR = 2) mounted to a large reflection plane with a single
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chordwise row of 40 pressure taps half way between root and tip. Both Cruz et al. and Loxton
et al. studied a flat plate-like airfoil section similar to that of Pelletier and Mueller (2000); Cruz
et al. also studied the Clark Y airfoil. The turbulence was grid-generated in the RMIT Industrial
Wind Tunnel (IWT), with intensities up to 12.3% and length scales up to twice the airfoil chord.
Re was 50,000–120,000.
The results of Cruz et al. showed similar trends in stall angle and CLmax as the higher-
Re experiments discussed previously. From the pressure distributions Cruz et al. was able to
infer that LSB formation was suppressed in higher turbulence levels, resulting in an increased
CLmax . Cruz only measured time-averaged pressures, however Loxton et al. extended the
work to include measurement of pressure variance and spectra. Measurements showed local
peaks in chordwise variance distribution and suggested that energy was mainly concentrated
at low frequencies. A significant shortcoming of the work of Cruz et al. and Loxton et al.
was that pressures were only measured at one spanwise location on a low aspect ratio wing,
despite the fact that surface oil visualization performed by Loxton (2011) showed significant
three-dimensionality; nor were the flow phenomena responsible for the statistical properties of
fluctuating surface pressures examined in any depth.
In a much more comprehensive study, Ravi (2011) studied the same airfoil section, but in
a two-dimensional setup. Turbulence intensities up to 12.3% and length scales up to 8 times
the airfoil chord were achieved using the large Monash University wind tunnel (cross-section
4m × 12m). Unlike the previously mentioned studies, Ravi (2011) attempted to change length
scale and intensity separately in an attempt to isolate the effect of each.
Trends in time-averaged performance observed by Ravi (2011) agreed with those found by
Cruz and Loxton. As with Loxton et al. (2009), pressure fluctuations were found to peak at
a certain point on the chord, this point moving backward with increasing α (see Figure 1.27).
Ravi (2011) hypothesized that this corresponded to the reattachment point of the LSB, and
the length of the LSB was inferred using the location of this peak, however no clear evidence to
support this claim was provided. Ravi (2011) also found a very low frequency component in the
spectra of pressure in nominally smooth flow around the reattachment point and suggested this
was caused by “shear layer flapping”, a slow, large-scale oscillation of the separation bubble
observed by previous researchers (Kiya and Sasaki, 1983; Cherry et al., 1984).
It was also identified that an increase in turbulence intensity and integral length scale re-
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Figure 1.27: Standard deviation of pressure across the chord at different angles of attack, under nomi-
nally smooth flow (left) and turbulent (right) conditions (Ravi, 2011).
sulted in an increased magnitude of pressure and consequently lift fluctuations (Figure 1.27
right). Under elevated turbulence levels, large vortical structures were found to form on the
suction side of the airfoil that caused large surface pressure fluctuations. He claimed that these
were formed by roll-up of the shear layer via the K-H instability mechanism which was en-
hanced by increased ambient disturbance levels.
A significant limitation of Ravi’s work was the method of flow visualization used; this was
a rather primitive smoke wand, the dimensions of which were on the order of those of the wing.
The oncoming smoke stream was already highly turbulent (see Figure 1.28), meaning that it not
only obscured smaller flow structures but also significantly affected the pressure distribution
measured on the wing in nominally smooth flow. Some of the conclusions drawn based on
the flow visualization are therefore questionable. Another limitation was that only one side of
the airfoil was pressure tapped; thus in calculating fluctuating sectional lift only fluctuations
on the top surface were considered. Given the large fluctuations in oncoming flow pitch angle
it is highly likely that significant fluctuations are experienced on the bottom surface as well,
particularly at low α (i.e. conditions closer to top-bottom symmetry), and the correlation of
these with the upper surface fluctuations would thus significantly influence the magnitude of
resulting fluctuations in net lift. This correlation can only be found by measuring pressures on
both surfaces simultaneously.
1.3.5 Summary
The review of literature on low Reynolds number, fixed-wing aerodynamics has revealed
that airfoil performance is influenced by a number of complicated flow phenomena. With the
exception of some recent work, airfoils have rarely been tested under a combination of low
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Figure 1.28: Flow visualization of Ravi (2011) in nominally smooth flow.
Reynolds numbers and high turbulence intensities relevant to MAV flight through the ABL. In
particular, the behavior of finite aspect ratio wings under these conditions has not been fully
explored.
1.4 Kinematics and Aerodynamics of Flapping Wings
1.4.1 Flapping Wing Kinematics
Before one can analyze the aerodynamics of a flapping wing, it is necessary to be able to
quantitatively describe the wing motion. This motion can become very complex since the wings
are in general not rigid and instead deform in response to the inertial and aerodynamic loads
placed upon them. In the case of avian wings, further complexity is added by the fact that the
wings contain joints that can be actively rotated by musculature in order to change the wing’s
shape and aerodynamic properties. When creating experimental and computational models
of the flapping wings found in nature, it is very difficult to preserve the scaling of both fluid-
dynamic and structural properties. The effects of wing deformation can also confound the
results when they are not the focus of the investigation.
While some investigations have been performed into the effects of fluid-structure interac-
tion in flapping wings (Heathcote et al., 2008; Wang, 2008; Walker et al., 2008; Shin et al., 2009),
for the reasons outlined above many studies simplify the problem by focusing on rigid (or at
least, ideally rigid) wings (Sane and Dickinson, 2001; Lu et al., 2006; Lu and Shen, 2008; Hubel
et al., 2009; Lentink and Dickinson, 2009b). The following discussion will remain principally
focused on rigid wing kinematics, which are to be the focus of the present research.
1.4.1.1 Motion of a Rigid Flapping Wing
If a rigid wing is assumed, the flapping motion can be broken down into three component
rotations about the point of connection to the body. The rotations can be given the following
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Figure 1.29: Axis system and angles used to describe the kinematics of a flapping wing.
names (Azuma, 1992):
• “Flapping”, the rotation about the longitudinal axis of the body. This rotation is measured
by the flap angle φ (see Figure 1.29).
• “Feathering”, or “twisting”, the rotation about an axis running spanwise through the
wing. This rotation is measured by the feathering angle θ (see Figure 1.29).
• “Lagging”, the rotation about the axis lying in the sagittal plane (i.e. the plane dividing
the body into left and right), perpendicular to the longitudinal axis of the body. This
rotation is measured by the lag angle ζ (not shown in Figure 1.29).
In many natural flyers, the lagging motion is small in relation to the other components,
and thus the wing is approximately confined to one plane, known as the stroke plane (Ellington,
1984b; Azuma and Watanabe, 1988). This plane is indicated in yellow in Figure 1.29. For hover-
ing insects, the stroke plane is generally horizontal (with some exceptions, such as dragonflies
(Azuma and Watanabe, 1988)). In the forward flight of both insects and birds it is inclined at
some angle to the horizontal (Shyy et al., 1999). This angle is known as the stroke plane inclina-
tion, indicated by ψ in Figure 1.29.
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Regardless of whether the stroke plane is horizontal or inclined, the flapping motion can be
divided into two strokes: the upstroke and downstroke. These consist of the ventral-to-dorsal
and dorsal-to-ventral movements of the wing respectively (Sane, 2003). Following biological
terminology, the feathering motion is often described as pronation when rotating leading edge
down, and supination when rotating leading edge up. A full stroke typically consists of a down-
stroke with the wing pronated, followed by an upstroke with the wing supinated (Sane, 2003).
The two-dimensional equivalent of a flapping wing (i.e. that obtained by considering a
single section of the wing) is a pitching and plunging airfoil. While the flow field around a
flapping wing is inherently more three-dimensional than that on a fixed wing given the wings
motion, much of our understanding of flapping wing aerodynamics has come from studies of
nominally two-dimensional pitching and plunging airfoils (e.g. Wang (2000, 2004); Shyy et al.
(2008b); Platzer et al. (2008); Ol et al. (2009)); this will be discussed in Section 1.4.2.
1.4.1.2 Hovering vs. Forward Flight
Most insects and hummingbirds hover in what is called the symmetrical hovering mode (also
referred to as normal hovering) (Weis-Fogh, 1973). In this mode, the stroke plane is horizontal
and lift is generated equally in both the upstroke and downstroke. For the majority of the
downstroke the wing is pronated to give a positive angle of attack required for lift generation.
During transition from downstroke to upstroke, the wing is supinated (i.e. flipped) completely
over, so that a positive angle of attack is also achieved during the upstroke. Upon completion
of the upstroke the wing is again pronated in preparation for the downstroke. Thus, in this
mode of hovering what was the wing’s upper surface during the downstroke becomes the
lower surface during upstroke and vice versa. This is illustrated in Figure 1.30 (left), where it
can be seen that a net upward force is generated in both upstroke and downstroke.
In forward flight of insects and birds, and in hovering flight of dragonflies (Azuma and
Watanabe, 1988), the stroke plane is inclined to the horizontal (see Figure 1.30 (right) and Fig-
ure 1.31); inclination generally increases with forward speed and approaches vertical in the
case of fast flight (Willmott et al., 1997; Tobalske and Dial, 1996). In this flight mode, most of
the lift is generated in the downstroke, while the upstroke is relatively less loaded (Thomas
et al., 2004). In the case of birds, who are unable to supinate their wings to the extent that
insects can, negative lift due to the upward motion of the wing during the upstroke is further
minimized by actively flexing the wing to reduce its effective area and open up gaps between
38
1.4 Kinematics and Aerodynamics of Flapping Wings
1
2 3
4
Do
wn
stro
ke
Up
stro
ke
Downstroke
Upstroke
Figure 1.30: Two-dimensional view of wing section performing symmetrical hover (left, arrows show
net force) and asymmetric hover (right, typical of dragonflies). Images adapted from Sane and Dickinson
(2001) and Wang (2004) respectively.
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Figure 1.31: Path of wing tip (filled markers) and wing root (hollow markers) of a pigeon in forward
flight at various speeds (Tobalske and Dial, 1996).
the feathers to unload the wing (Shyy et al., 1999).
1.4.1.3 Variation of Angles with Time
The variation of flap, feathering, and lag angles with time as measured by the photogram-
metric analysis of the hawkmoth Manduca sexta by Willmott and Ellington (1997) is shown in
Figure 1.32. Such results are fairly representative of those obtained for other insects in both
forward and hovering flight (Weis-Fogh, 1973; Ellington, 1984b; Azuma and Watanabe, 1988).
The key features can be summarized as follows:
• The flap angle varies in a roughly sinusoidal manner, with amplitudes varying between
±30◦ and ±60◦.
• The feathering angle is less sinusoidal, instead staying roughly constant during the mid-
dle of each stroke and rapidly changing at stroke reversal. It is approximately 90◦ out of
phase with the flap angle. Waveforms closer to sinusoidal have been observed in hum-
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Figure 1.32: Three term Fourier series fit to kinematics data obtained for a hawkmoth (Willmott and
Ellington, 1997).
mingbirds (Tobalske et al., 2007).
• The lag angle is small.
Birds show a much greater variation in wing kinematics. Typical flap amplitudes are around
±50◦–60◦ (Henningsson et al., 2008), while the degree of pronation/supination varies among
species and in individual species with changing flight speed. Some small birds, typically with
pointed wings, are capable of significant supination of the distal (outboard) portion of the wing
which allows them to unload the wing during the upstroke (Tobalske, 2010) in slow flight.
There is thought that the upstroke may even generate useful force in birds exhibiting this “tip-
reversal upstroke” (Crandell and Tobalske, 2011). In contrast, larger birds, and smaller birds
with more rounded, low aspect ratio wings must significantly flex the wing during the upstroke
in slow flight to unload the wing (Tobalske, 2010). As the forward speed increases, the role of
flapping changes from that of weight support to that of thrust generation. The angle of attack
changes induced by the flapping motion are decreased, and as such the need to flex the wings
during the upstroke decreases (Tobalske and Dial, 1996). In fast forward flight most birds
produce useful lift in both the upstroke and downstroke (Rayner, 1988). These two distinct
gaits (i.e. unloaded upstroke/slow flight and loaded upstroke/fast flight) are often termed the
vortex-ring and continuous-vortex gait respectively; these are named for the pattern of vorticity
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left the wake (Tobalske and Dial, 1996).
As will be discussed later, the exact kinematics of the stroke can have a significant effect on
the resulting aerodynamic performance (Hover et al., 2004; Schouveiler et al., 2005; Rival et al.,
2009). Despite this, much has been learned from the study of idealized models in which the
oscillations in both flap and feathering angle (or equivalently pitch angle and plunge ampli-
tude) are purely sinusoidal (or very close to sinusoidal) (e.g. Anderson et al. (1998); Shyy et al.
(2008b); Ol et al. (2009); Hubel et al. (2009); Hubel and Tropea (2010)). Such an idealization
is useful in that it reduces the theoretically infinite parameter space to only a few kinematic
variables.
1.4.1.4 Wing Beat Frequency
Hill (1950) was the first to investigate the reasons behind the well-known fact that larger
animals (not just flying ones) oscillate their limbs at a slower rate than smaller ones. His ar-
guments were extended to flying animals by Pennycuick (1972). These arguments were based
on biological considerations alone; assuming that based on the physical characteristics of the
animal’s limbs and muscles there is a narrow range of frequencies for which locomotion is ef-
ficient. Pennycuick (1989) performed a large study encompassing many diverse bird species,
and based on regression and dimensional analysis presented a formula for the estimation of
wingbeat frequency in birds:
f = 1.08
(
m
1
3 g
1
2 b−1S−
1
4 ρ−
1
3
)
Here f is the flapping frequency, m the mass of the animal, g the graviational acceleration,
b the wing span, S the wing area, and ρ the air density. It is obvious that there are aerodynamic
implications of the wing beat frequency that are equally, if not more important than considera-
tions of muscle efficiency. These are discussed in Section 1.4.2.
1.4.1.5 Airfoil Geometry
Wing sections in insects are generally characterized by low thickness-to-chord ratios and
sharp leading edges, similar to a flat plate (Azuma, 1992). The sharp leading edge promotes
flow separation which is used by insects to increase lift (this will be discussed in Section 1.4.2.8).
Some insect wings contain corrugations that are thought to enhance aerodynamic performance
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Figure 1.33: Typical Re and Ro of a range of flapping species (Lentink and Dickinson, 2009b). Ro is the
Rossby number, which is discussed in Section 1.4.2.10
(Kesel, 2000), although this is not certain as other studies have found the corrugations to have
little effect (Luo and Sun, 2005). Bird wing sections are generally more like traditional airfoils,
with a blunter leading edge and camber (Shyy et al., 1999); this is one of the reasons why birds
have long been thought to produce lift using attached flow like fixed-wing aircraft.
1.4.2 Flapping Wing Aerodynamics
1.4.2.1 Governing Dimensionless Parameters
There are three dimensionless parameters commonly used in the analysis of flapping wing
aerodynamics — Reynolds number (Re), Strouhal number (St), and reduced frequency (k).
Re is defined in a similar way to fixed wings, with the length scale usually taken as the
wing’s mean chord length, c. In forward flight, the velocity is commonly taken as the freestream
velocity. In slow forward and hovering flight however, use of the freestream velocity does not
yield a useful scaling parameter for obvious reasons. In this case the mean velocity at the wing
tip (Shyy et al., 2008a) or radius of gyration (van den Berg and Ellington, 1997a) can be used,
the former yielding the formula:
Retip =
2Φfsc
ν
Here Φ is the angular amplitude of the wing beat and s is the semi-span. The Re of flapping
wing flyers found in nature varies over a wide range (O(100) – O(100,000)) as shown in Fig-
ure 1.33.
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St is defined as (Triantafyllou et al., 1991):
St =
fL
U
Here f is the flapping frequency (in Hz), and U is the forward velocity. In two dimensions
(i.e. pitch and plunge), the third parameter, L, is usually defined as the peak-to-peak plunge
amplitude (Shyy et al., 2008a). In three dimensions, L is often taken as the distance between
the location of the wing tip at the top and bottom of the stroke (e.g. Taylor et al. (2003)), which
for a rigid wing results in the formula:
L = 2s sin
Φ
2
Where s is the wing semi-span and Φ is the peak-to-peak flap amplitude. L can be defined
as the maximum excursion of the wings trailing edge, or the width of the wake (Triantafyllou
et al., 1991). These definitions all result in similar, but not identical values for L. For hovering,
where the forward speed is zero, the Strouhal number is not well defined. In this case, assum-
ing two models are geometrically similar, preservation of the Reynolds number is sufficient to
obtain dynamic similarity.
It can be seen that the product fL is proportional to the speed induced by flapping motion,
and thus the Strouhal number represents the ratio of flapping speed to forward speed. As will
be discussed later, the Strouhal number is an important parameter in determining the vortex
shedding behaviour (Lai and Platzer, 1999), and propulsive efficiency (Triantafyllou et al., 1993;
Taylor et al., 2003) of a flapping wing.
Reduced frequency is defined as:
k =
pifc
U
It can be seen that k is inversely proportional to the number of chord lengths travelled per
flapping cycle; or alternatively it is proportional to the ratio of convective time scale to flap-
ping period. It is thus a useful measure of the importance of wake history effects and flow
unsteadiness. Typical values of k found in nature are shown in 1.34.
1.4.2.2 Attempts at Quasi-Steady Analysis
Knoller (1909) and Betz (1912) were the first to observe that a plunging motion of an airfoil
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Figure 1.34: Typical k of a range of flapping species (Shyy et al., 2008a).
Figure 1.35: Angle of attack induced on an airfoil in plunging motion (Jones et al., 1998).
induces an effective velocity that is inclined to the freestream velocity. Thus the lift compo-
nent of the net force (which is by definition perpendicular to the effective velocity) can produce
both thrust and lift components with respect to the oncoming flow (Figure 1.35). If the thrust
component is large enough to overcome the drag on the airfoil, a net thrust will be produced.
Katzmayr (1922) verified this phenomenon experimentally by measuring the force on a sta-
tionary airfoil placed in an oscillating wind stream. It should be noted that a purely plunging
airfoil can only generate thrust under conditions where leading edge suction is maintained (i.e.
the flow remains attached around the leading edge).
The Knoller-Betz effect, as it has come to be known, could be explained using the quasi-
steady assumption, i.e. the lift and drag acting on the airfoil at each instant is dependent only
on the instantaneous velocity and angle of attack, these forces being equal to those acting on
a fixed wing at the same velocity and angle of attack. Early researchers tried to use the same
assumption to explain the lift generated by insects (using “blade element theory” to account for
variation in velocity and angle of attack across the wingspan). These early studies (Osbourne,
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1951; Weis-Fogh, 1973; Ellington, 1984a) concluded that the lift predicted by quasi-steady as-
sumptions was in many cases insufficient to support the insect’s weight. This led to the rejec-
tion of the quasi-steady hypothesis, and a subsequent search for novel aerodynamic mecha-
nisms that could explain the increase in lift. The same contradiction was not apparent for bird
flight, and in general it is thought that birds are less reliant on unsteady mechanisms to achieve
flight. This of course does not rule out the possibility that non-traditional aerodynamics can be
used by birds to increase lift, particularly in slow flight.
1.4.2.3 Wake Effects on Oscillating Airfoils
The first investigations into unsteady aerodynamics were the theoretical studies of impulsively-
started and oscillating airfoils conducted in the early 20th century (Wagner, 1925; Ku¨ssner, 1929;
Theodorsen, 1935; Garrick, 1937). Attached flow over an airfoil in uniform motion is relatively
simple to analyse theoretically given the lack of significant vorticity outside the boundary layer.
In contrast, an oscillating airfoil is constantly shedding net vorticity as the “bound circulation”
around it changes. These early theories attempted to model this behavior using potential flow.
The wake was modeled as a planar vortex sheet of varying intensity, and the intensity distri-
bution was found by calculating the net circulation shed by the airfoil at each instant in time
necessary to maintain the Kutta condition. Wagner (1925) applied this type of analysis to an
airfoil impulsively set into uniform motion and predicted the delay in reaching the steady-
state lift value due to the starting vortex (now known as the Wagner effect). Theodorsen (1935)
applied the theory to an airfoil oscillating sinusoidally in pitch and plunge, in order to investi-
gate the onset of flutter. Theodorsen was only interested in lift and pitching moment; Garrick
(1937) extended the analysis to predict the drag/thrust experienced by a pitching and plunging
airfoil.
Theodorsen (1935) arrived at the following equation, which gives the lift in terms of the
various kinematic parameters for sinusoidal pitching and plunging motion:
CL =
1
2
pic
[
α˙
U
+
h¨
U2
−
(
xr − 1
2
)
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]
+ 2piC(k)
[
α+
h˙
U
+
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)
cα˙
U
]
Here CL, α, h (and their derivatives) are complex numbers giving the magnitude and phase of
net lift, angle of attack, and vertical position respectively; xr is the non-dimensional location
of the pitch axis. The first term in Theodorsen’s equation represents the lift expected in the
absence of any wake vorticity and thus follows the instantaneous motion (i.e. all coefficients
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Figure 1.36: Modulus (blue) and negative argument (red) of Theodorsen’s function C(k).
are real). The second is the contribution of wake vorticity which can be seen to be proportional
to C(k), a function of reduced frequency known as Theodorsen’s function. This is a complex-
valued function (see Figure 1.36) which yields a frequency-dependent amplitude change and
phase delay in net left. It can be seen that phase lag reaches a maximum at k ≈ 0.3.
The assumption of a flat wake is necessary to obtain closed-form solutions and limited these
early theories to low k. At all but very low k the wake is complicated in shape both due to the
motion of the airfoil and the wake’s rollup under its own induced velocity (Lai and Platzer,
1999). Jones and Platzer (1997) compared results of a Navier-Stokes simulation of an oscillat-
ing airfoil to the predictions made by Theodorsen’s theory. The results differed significantly at
higher frequencies and larger motion amplitudes, and the main cause for this was determined
to be the effect of the non-linear wake. Subsequently, Jones et al. (1998) applied an unsteady
panel code developed by Teng (1987) to an oscillating airfoil. While the code still assumed the
Kutta condition and attached flow is maintained, it modeled the wake using a discrete vortex
method, with a new vortex being released from the trailing edge at each time step. Each of these
vortices induces a velocity field, and is advected in the velocity field of other vortices, allow-
ing a complex non-planar wake to be modeled. These numerical simulations were performed
alongside water tunnel experiments, using dye injection to visualize the wake. Unfortunately
direct force measurements were not taken, but wake geometry showed remarkable agreement
between the experiment and numerical simulation. The simulation also showed good quanti-
tative agreement with Navier-Stokes simulations of Tuncer and Platzer (1996). They concluded
from this that despite the low Reynolds number, the evolution of the wake is a largely inviscid
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Figure 1.37: Wake vortex patterns resulting in (a) net drag, and (b) net thrust (Jones et al., 1998).
phenomenon.
Around the same time as Theodorsen (1935), von Karman and Burgers (1935) explained
theoretically the drag or thrust production of an oscillating foil in terms of the vortex pattern in
the wake. Referring to Figure 1.37, it can be seen that drag is produced when the typical “von
Karman vortex street” is present behind the airfoil, since it results in a momentum deficit. Con-
versely, the wake behind a thrust producing oscillating airfoil exhibits a “reverse von Karman
vortex street”, which gives rise to a jet. It has been shown by numerous investigators that the
dominant parameter in determining vortex shedding behavior (and thus thrust production) is
St (Triantafyllou et al., 1993; Anderson et al., 1998; Lai and Platzer, 1999). Triantafyllou et al.
(1991) showed that data from a number of experiments over a wide range ofRe (3,000–200,000)
and including both pure-pitch and pitch/plunge cases, collapsed onto a single curve of CT vs.
St.
Triantafyllou et al. (1991) observed peak propulsive efficiency at St = 0.25. By analyzing the
stability of the time-averaged jet profiles obtained by Koochesfahani (1989), they found that the
velocity profile is particularly unstable to disturbances in the frequency range 0.25≤ St ≤ 0.35.
They contended that this is also the frequency range for optimal thrust generation, since thrust
generation is dependent on the presence of large vortical structures, the growth of which is
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Figure 1.38: Vortex wakes of a foil pitching at constant amplitude (Schnipper et al., 2009). (a) St = 0.096,
(b) St = 0.109, (c) St = 0.120, (d) St = 0.124, (e) St = 0.137.
facilitated by this instability mechanism. They also presented observations of 12 species of fish
and showed that they all swim within this St range. In their study of pitching and plunging
foils, Anderson et al. (1998) observed peak efficiency (up to 87%) at 0.3≤ St ≤ 0.4. Observations
of the flapping frequency of many species of birds during cruise flight also agree well with this
range (Taylor et al., 2003).
Yet to be discussed in detail is the origin of the wake vorticity. When the induced angle
of attack remains low, vorticity is shed predominantly from the trailing edge, as assumed by
the potential theories discussed earlier. However at higher α significant vorticity can be shed
from the leading edge (Wang, 2000; Schnipper et al., 2009), which can interact with the trailing
edge vorticity in different ways (see Figure 1.38). The leading edge vortex shall be discussed in
Section 1.4.2.8.
1.4.2.4 Clap-and-Fling
The clap-and-fling mechanism was proposed by Weis-Fogh (1973) in an attempt to explain
how the wasp Encarsia formosa could generate the lift required to support its own weight in
hover. Weis-Fogh observed that numerous insect species “clap” their wings together at the
extremes of the stroke, and then rotate (or “fling”) them about a common TE before the next
stroke begins (see Figure 1.39).
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Figure 1.39: Stages of the clap-and-fling (Weis-Fogh, 1973).
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Figure 1.40: Two-dimensional illustration of flow at a single section of the wing during clap-and-fling
process (Sane, 2003).
During the clap, air is forced out of the gap between the wings resulting in a jet with
downward momentum, yielding an additional upward force on the wings (Ellington (1984c),
Figure 1.40b,c). During the fling, air is sucked into the gap between the leading edges (Fig-
ure 1.40d), generating equal and opposite circulation around each wing.
The clap-and-fling mechanism was first studied analytically by Lighthill (1973), who cal-
culated the amount of circulation generated around each wing using potential flow theory. It
was shown that circulation is built up more rapidly than that around a single wing beginning
translational motion; that in effect each wing becomes the “starting vortex” of the other, effec-
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tively bypassing the Wagner effect to a significant extent. Thus when the wings separate and
begin translation they experience “something close to maximum lift” (Lighthill, 1973). Lighthill
also recognized that the flow is almost certain to separate at the LE due to its small radius of
curvature, and that the vorticity thus shed is likely to remain close to the wing because it is
necessarily convected into the gap between the opening wings by the irrotational component
of the flow. A slight increase in lift above the potential flow value was predicted in the presence
of this “leading edge vortex” (LEV).
The clap-and-fling was investigated experimentally by Bennett (1977) who used a rubber
band-driven system to “fling” a wing away from a reflection plane in approximately rectilinear
translation. By comparing the induced velocities below the wing in the presence and absence of
the reflection plane, the additional lift provided by the fling was estimated as 15%. Maxworthy
(1979) performed both two-dimensional and three-dimensional experiments on a model under-
going fling motion; his flow visualization revealed that the flow was dominated by the LEVs
and that the lift enhancement they provided was far greater than that originally predicted by
Lighthill. These results were perhaps the first evidence of the importance of LEVs in flapping
flight, and will be revisited in Section 1.4.2.8.
More recently, Lehmann et al. (2005) observed a mean lift enhancement of 17% due to clap-
and-fling in their study of a stepper motor-driven fruit fly model. Sun and Yu (2006) observed a
30% increase in their numerical simulation using the wing planform of Encarsia formosa, while
Miller and Peskin (2005) found a similar enhancement in their simulation of fruit fly wings.
Lehmann and Pick (2007) later found that clap-and-fling lift enhancement was very sensitive
to wing kinematics, in particular any deviation of the wing from a single stroke plane. There
remains some doubt over the significance of clap-and-fling in insect flight given the variance
in experimental results, the fact that not all insects exhibit the behavior, and that it may just be
the consequence of the animal trying to maximize stoke amplitude (Sane, 2003).
1.4.2.5 Added Mass
Added mass (also known as virtual mass) can be thought of as the additional inertia that a
body, immersed in a fluid, experiences when accelerating due to the fact that it must not only
accelerate its own mass, but also the mass of some volume of the fluid (Sane, 2003).
According to Brennen (1982), assuming that the total kinetic energy of a flow depends only
on the velocity of the body explicitly, then the added mass can be calculated by energy consid-
50
1.4 Kinematics and Aerodynamics of Flapping Wings
erations, i.e.:
dT
dt
= −FiVi
Fi = − 1
Vi
dT
dt
Fi = (− 1
Vi
dT
dVj
)
dVj
dt
Where T is the kinetic energy in the fluid, Vi are the velocity components of the immersed
body, Fi are the components of the added mass force, and Einstein’s summation convention is
implied. The term in brackets is thus the “added mass”, and has 9 independent components,
or 36 when rotation is taken into account. Added mass is a well-defined and useful concept
for flows exhibiting linear behavior such as potential flow and Stokes flow. In these flows the
components of the added mass tensor are constants (Brennen, 1982).
In highly unsteady and rotational flows such as those found on flapping wings, the kinetic
energy may depend explicitly on time (e.g. by means of vortex shedding) and non-linearly
on velocity, acceleration, and in general the entire time history of the flow. Thus it becomes
difficult to precisely attribute a portion of the net force to added mass. Despite this, added
mass forces estimated using potential flow have been incorporated into reasonably successful
models of insect flight (Sane and Dickinson, 2001, 2002; Walker, 2002). Some have estimated
added mass force on flapping wing models by flapping in still air (Hubel and Tropea, 2009),
but the accuracy of this is questionable.
Worth noting is the potential flow result that the added mass of a high aspect ratio (>3) flat
plate moving normal to its plane is equal to the mass of fluid contained in a cylinder having
the same diameter as the short side of the plate, with length equal to that of the plate (see
Figure 1.41) (Brennen, 1982). Corrections for lower aspect ratios are also given by Brennen
(1982).
51
Introduction
Figure 1.41: Added mass of a flat plate moving normal to its plane. Plate is shown in blue; added mass
is equal to the mass of fluid in the yellow cylinder.
1.4.2.6 Rotational Effects
The observation that insects flip their wings over quickly at the ends of each stroke led
early investigators to propose that this rotation in itself may be responsible for extra lift (Weis-
Fogh, 1973; Ellington, 1984c). Provided that the Kutta condition remains satisfied, a positive
pitch rate during translation increases lift beyond the quasi-steady value (this is the α˙ term in
Theodorsen’s equation shown in Section 1.4.2.3). The problem with this idea is that a negative
pitch rate induces an equal decrease in lift, so if the wing flip is centered precisely at the end of
the stroke then these effects cancel out. This led Weis-Fogh (1973) and Ellington (1984c) to spec-
ulate that wing flexion was involved in eliminating this symmetry; they provided some quite
creative explanations for these “flip” and “flex” mechanisms as they termed them respectively.
Rotational effects were first studied quantitatively by Dickinson et al. (1999). They per-
formed experiments using a scaled-up model of a fruit fly (called the “Robofly”) in a tank of
mineral oil at very low Re (150). The model was equipped with force transducers, the wings
of which were driven by six stepper motors to allow each wing to rotate about three orthog-
onal axes. The stepper motors were computer controlled and programmed with previously
measured fruit fly wing beat kinematics. Large force peaks were observed during parts of the
stroke in which the wing was undergoing rapid pronation or supination. It was estimated that
up to 35% of the total average lift was provided by the rotational effect. They likened this to the
Magnus effect on a spinning baseball. This analogy was disputed by Walker (2002); in a later
study Sane and Dickinson (2002) isolated the effect of rotation by examining a single stroke
consisting of pure translation followed by pure rotation. They also changed the axis of rotation
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and found that the effect of this agreed well with that predicted by Theodorsen (1935), sug-
gesting that the rotational lift is dependent on the Kutta condition and thus is not akin to the
Magnus effect.
Sun and Tang (2002) performed a CFD analysis of similar geometry and kinematics as Dick-
inson et al. (1999) and also found large force peaks during the rotational phases. They found
it was beneficial to advance rotation with respect to the end of the stroke, which agreed with
Dickinson et al. (1999).
The relative importance of rotational lift in insect flight is still uncertain; in their CFD anal-
ysis of a hovering hawkmoth, Liu et al. (1998) found that force production was dominated
instead by the leading edge vortex. Aono and Liu (2006) found the same. Differences could
possibly be due to different kinematics, although those used by Liu et al. (1998) and Aono and
Liu (2006) also incorporated the fast flip at the end of each stroke. Differences could also be
due toRe (which for a hawkmoth is about 3,000), although Sane and Dickinson (2002) reported
that the results of their isolated rotation tests were quantitatively similar at Re = 150 and Re =
1,000 suggesting little Re dependence.
1.4.2.7 Wing-Wake Interaction
Wing-wake interaction, or “wake capture”, was proposed by Dickinson et al. (1999) as a
way of explaining large force peaks measured on the Robofly at the beginning of each stroke
that were independent of the timing of wing rotation. The mechanism can be explained by
referring to Figure 1.42, in which it can be seen that the leading edge and trailing edge vortex
system produced during a stroke induces horizontal flow toward the wing (Figure 1.42b). The
leading edge vortex will be explained in further detail in the following sections. When the wing
rotates and reverses direction, it encounters this induced flow (labelled “inter-vortex stream” in
Figure 1.42d) at the beginning of the subsequent stroke. This increase in effective flow velocity
results in an increase in the force produced by the wing. Dickinson et al. (1999) proved the
viability of the wake capture concept by programming the Robofly to come to a complete stop
at the end of a stroke; the wing continued to generate force after stopping as a result of residual
induced wake velocity. As expected, the magnitude and direction of the force was sensitive to
the timing of rotation. When rotation was advanced so that the wing had flipped over before
stopping, both lift and drag were generated, whereas when rotation was symmetric or delayed,
pure drag, or negative lift and drag were generated respectively.
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Figure 1.42: Illustration of the proposed wing-wake interaction mechanism during stroke reversal in a
hovering insect (Lehmann, 2008).
Based on the results of their CFD study, Sun and Tang (2002) came to a different conclusion
as to the origin of the large force peaks at the beginning of each stroke. They compared the
forces measured on the wing for the very first stroke (i.e. with no wake present) with those
after the flow field had reached a steady periodic state. They noted a large force peak of similar
magnitude in both cases, leading them to conclude that wing-wake interaction was not the
cause, but rather it was an added mass effect due to the large acceleration during the initial
portion of the stroke.
In a later study, Birch et al. (2004) performed a test similar to Sun and Tang (2002) on the
Robofly. Contrary to Sun and Tang (2002), they found a significant difference in the magnitude
of the early-stroke force peak between the first stroke and subsequent ones. Using PIV they
were able to show that the wake induced an oncoming velocity 52% higher than that seen in
the first stroke at the time of the force peak while also causing a slightly lowered angle of attack.
They attempted to estimate the lift increase due to the change in velocity and α based on quasi-
steady assumptions, but the resulting estimate was off by a factor of two, demonstrating that
wake capture is a truly unsteady effect.
Lehmann (2008) notes that the contradiction between numerical and experimental results
has still not been solved, and also that the change in the benefit from wing-wake interaction
in transitioning from hover to forward flight (obviously it will decrease, but how quickly?)
remains unknown.
1.4.2.8 Leading Edge Vortex
The leading edge vortex (LEV) appears to be the most prominent and universally-observed
of the lift augmentation mechanisms. It is observed across two-dimensional pitch-plunge ex-
periments (e.g. Shyy and Lian (2007); Ol et al. (2009)), three-dimensional flapping experiments
(e.g. Willmott et al. (1997); Liu et al. (1998)), in forward flight (e.g. Wang (2004); Bomphrey et al.
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(2008)) and hovering conditions (e.g. Lu et al. (2006); Shyy and Lian (2007)). In high-Re aero-
dynamics of traditional aircraft, LEVs appear and have been studied in the context of dynamic
stall of helicopter blades (Carr et al., 1977) and delta wings at high α (Polhamus, 1966). The
LEVs relevant to flapping wing MAV flight have both similarities and differences with both.
The discussion on the LEV in the following sections is broken down into two-dimensional and
three-dimensional; as will be shown the difference in behavior is quite significant.
1.4.2.9 The Leading Edge Vortex in Two Dimensions
The LEV is a strong vortex core that results from the roll-up of the shear layer formed when
airflow separates at the leading edge of a wing (see Figure1.43). The fast rotation of fluid in
the core induces low pressure which can increase lift. Maxworthy’s 1979 investigation of clap-
and-fling led him to postulate the importance of the LEV in flapping wing flight, but the first
quantitative study of the LEV in the context of flapping wing flight was not done until 1993
(Dickinson and Gotz, 1993). In this study, a flat plate airfoil was accelerated rapidly from rest
to constant speed at Re up to 225. Above a certain angle of attack, after accounting for initial
transients due to inertia and added mass, the measured forces showed an increase of up to
80% over the steady-state value for 2–3 chord lengths of travel. Flow visualization showed that
this corresponded to the period in which a LEV was present over the wing; the LEV subse-
quently shed and von Karman shedding began afterwards. This shedding, or “pinch-off” of
the vortex after a certain time is a hallmark of the two-dimensional LEV. Dickinson and Gotz
(1993) suggested that since insect wings only travel 2–4 chord lengths each stroke, that the LEV
could provide the extra force necessary to explain how insects support their weight. Ohmi et al.
(1990) and Ohmi et al. (1991) performed flow visualization on a NACA0012 airfoil undergoing
large-amplitude pitch oscillations (up to 45◦) and also observed the formation of large LEVs,
although they did not take force measurements. Of note was the fact that the flow structure
remained fairly similar across the range of Re tested (1,500–10,000).
A computational study of a sinusoidally plunging elliptic airfoil in forward flight designed
to mimic a flapping wing was performed by Wang (2000). She found optimal thrust efficiency
to occur at a similar St range to previous studies (Triantafyllou et al., 1991; Anderson et al.,
1998), and linked it to the matching of the flapping and LEV-shedding time scales; this results
in the most efficient production of the reverse von Karman vortex street discussed earlier. Lua
et al. (2007) performed a similar CFD analysis and was able to link the interaction of the LEV
with the TEV to different patterns of vorticity in the wake. The reverse von Karman street was
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Figure 1.43: Vorticity contours derived from PIV measurements on a sinusoidally plunging SD7003
airfoil at two instants in the downstroke (Ol et al., 2009). Re = 60,000.
shown to form when the LEV was shed at the appropriate time such that it merged with the
TEV created at the start of the next stroke. As oscillation frequency was decreased, a neutral
wake and eventually a von Karman street were observed, similar to the findings of Lai and
Platzer (1999) on a plunging airfoil, despite the fact that in the latter study no LEVs were ever
observed. It was suggested this difference was due to the relatively small plunge amplitude
used by Lai and Platzer (1999); Shyy and Lian (2007) later confirmed this in a computational
study of a plunging airfoil across a wider range of St where they observed cases with and
without LEVs and concluded that the induced angle of attack dictates whether or not an LEV
will form.
Lua et al. (2008) performed a CFD analysis of a two-dimensional elliptic airfoil hovering
sinusoidally in the “symmetric mode” and examined the influence of Re and pitch amplitude.
Re was found to have a relatively small influence over the range tested (600–2,500). It was
found that decreasing pitch amplitude (thus increasing the angle of attack during the trans-
lational portion of the stroke) resulted in faster formation of a stronger LEV. The changing of
vortex timing led to different wake vortex patterns; optimal mean lift was found to correspond
with the production of the reverse von Karman street at a pitch amplitude of 45◦. At a pitch
angle of 30◦ a wake consisting of vortex dipoles was produced, leading to a slight reduction in
mean lift compared to the 45◦ case. At a pitch amplitude of 60◦ a neutral wake was produced
resulting in significantly less mean lift. Interestingly, Shyy et al. (2008b) performed a very sim-
ilar study and noted a significant (∼50%) difference in lift between Re = 100 and Re = 1,700
cases, suggesting a rapid increase in sensitivity to Re as the latter is decreased.
Vortex formation across a wide range of contexts, including those generated by pistons,
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impulsively-started and oscillating flat plates, heart valves, and swimming animals was re-
viewed by Dabiri (2009). He suggested the possibility of a universal vortex formation time of
Tˆ ≈ 4, at which the vortex would pinch off from its feeding shear layer and advect downstream.
Here Tˆ is defined as:
Tˆ =
CΓ
D∆U
Where Γ is the vortex strength, ∆U and D are the strength and characteristic length scale of the
feeding shear layer respectively, and C is a constant inversely proportional to the vorticity flux
through the shear layer.
Rival et al. (2009) examined the effect of varying kinematics of a plunging SD7003 airfoil
on LEV formation at Re = 30,000. In comparing several different plunging waveforms, they
noted that the rate of change of induced angle of attack at the onset of LEV formation appeared
to govern the strength of the shear layer feeding the LEV and thus the growth rate of the LEV.
They also found that across all kinematics, the LEV shed at Tˆ ≈ 4.4–5 in reasonable agreement
with Dabiri (2009), although it was not stated how they determined the constant C in the above
equation.
Ol et al. (2009) also studied the SD7003 in pitch-plunge and pure-plunge configurations at
Re = 10,000–60,000. They compared results from experiment, RANS simulation, and Theodorsen’s
equation. It was shown that the RANS simulation was unable to capture the details of the LEV
formation process in the pure-plunge case, and surprisingly in both cases the lift predicted by
Theodorsen’s equation was no further away from the experimental values than the RANS sim-
ulation (see Figure 1.44; note the large maximum lift coefficient of > 2× the steady-state value
in the pure-plunge case). It was also found that despite the nominally two-dimensional bound-
ary conditions, significant three-dimensionality was apparent in the pure-plunge case during
LEV formation and when the flow was fully separated. These findings highlight the need for
validating CFD results, and also brings two-dimensional computations and experiments into
question.
Attempts have also been made to incorporate the LEV into unsteady potential flow-based
models (e.g. Pullin and Wang (2004); Ansari et al. (2006)). These appear to be able to capture
the vortex dynamics well, at least at low Re, but agreement with experimental results in terms
of net forces is still modest.
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Figure 1.44: Lift vs. effective angle of attack for a sinusoidally plunging and pitching/plunging SD7003
airfoil (Ol et al., 2009). Re = 60,000.
1.4.2.10 The Leading Edge Vortex in Three Dimensions: Stability
In two dimensions, provided a high enough angle of attack is maintained, a LEV is con-
tinuously fed with vorticity from the separated shear layer. Thus it grows continuously until
the point at which it becomes too large to remain attached, and then sheds. Ellington et al.
(1996) created a hovering model hawkmoth (Re ≈ 4,000) and found that the LEV formed at
the beginning of the downstroke remained attached throughout the entire stroke despite the
wing travelling about 6 chord lengths at the tip. The three-dimensional LEV was conical in
shape and strong spanwise (root-to-tip) flow was noticed in the LEV core (see Figure 1.45). It
was suggested that this spanwise flow stabilized the LEV by convecting vorticity out of it thus
limiting its growth and allowing it to remain attached; to support this they cited the smaller
size of the three-dimensional LEV relative to that found in the two-dimensional experiment
by Dickinson and Gotz (1993). Further tests on the same model (van den Berg and Ellington,
1997a) showed that the vortex separated down at about 60–70% of the semi-span just after mid-
stroke, with the separated LEV merging into the tip vortex. This separation was attributed to
the offsetting of the outward spanwise flow by inward spanwise flow from the tip. Subsequent
work by the same authors (van den Berg and Ellington, 1997b) showed that the starting, tip,
and leading edge vortices formed one continuous ring, as expected on account of Helmholtz’s
vortex laws (Figure 1.46).
Liu et al. (1998) performed a CFD simulation of Ellington et al.’s experiment and found
good qualitative agreement in the behavior of the LEV. They suggested that the spanwise flow
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Figure 1.45: Smoke visualization of conical LEV on a hovering model hawkmoth (van den Berg and
Ellington, 1997b).
Figure 1.46: Vortex topology of a hovering model hawkmoth (van den Berg and Ellington, 1997b). Ar-
rows indicate direction of flow, inside and outside of the vortex.
in the LEV was caused by the spanwise pressure gradient, in turn caused by the spanwise
velocity gradient (i.e. outboard sections travel faster than inboard ones).
The finding of enhanced LEV stability in three-dimensional flappers spawned a series of
useful experiments on continuously revolving wings, in which the effects of acceleration and
pitching could be eliminated and the translational part of the stroke examined in isolation
(Usherwood and Ellington, 2002a,b; Altshuler et al., 2004). Usherwood and Ellington (2002a)
revolved model hawkmoth wings at Re = 8,100 at angles of attack commensurate with those
observed on hovering hawkmoths, and observed a permanent spiral LEV along with a lift
increase of around 70% over that measured on the same wing in linear translation by Willmott
and Ellington (1997). Similar increases were found for other planforms over a range of 1,000 <
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Re < 27,000 (Usherwood and Ellington, 2002b). It must however be noted that the calculation
of lift coefficients was complicated by the fact that the exact angle of incidence at each section
of the wing had to be estimated to account for the effect of downwash. Errors in this process
were not estimated.
The necessity of spanwise flow in producing a stable LEV was questioned by Birch and
Dickinson (2001). At very low Re (120) they observed a stable LEV on the “Robofly” when the
wing was revolved through 270◦, but found no evidence of significant spanwise flow in the
LEV. This was confirmed by placing fences on the wing to inhibit any spanwise flow; the shed-
ding characteristics and net forces did not change significantly. In contrast, when the same ex-
periment was repeated at Re = 1,400 by changing only the working fluid, significant spanwise
flow was noticed in the LEV (Birch et al., 2004). These findings suggested that the mechanism
of LEV stability varies depending on Re, although the flow-inhibiting fences were not tested at
the higher Re.
It was also suggested by Birch and Dickinson (2001) that downwash resulting from the tip
vortex could attenuate the growth rate of the LEV by lowering the effective angle of attack,
keeping the LEV attached for longer even in the absence of significant spanwise flow. While
this could not result in a stable LEV per se (i.e. equilibrium could not be reached), it may delay
shedding. The results of Shyy and Liu (2007), who performed CFD analysis of a hawkmoth at
Re = 120 and Re = 6,000 do not support this hypothesis. They noticed little difference in the
downwash effect between the two Re values, suggesting that downwash is not the cause for
the Re effect observed by Birch et al. (2004).
The exact conditions required to produce a stable LEV are not well understood; despite
the aforementioned observations of a single, stably-attached LEV there have also been tests
on three-dimensional flapping wings that failed to produce stable LEVs. One example is the
study of Ramasamy and Leishman (2006) who studied a model hovering flapper atRe ≈ 15,000
and observed the LEV to shed quite early in the downstroke. One reason for this may have
been the large arm between the center of rotation and the wing (see Figure 1.47) — hence the
linear translation of the wing would have become more significant with respect to rotation;
the concept of translation vs. rotation will be discussed later in this section. Ramasamy and
Leishman (2006) also observed the beginning of a new LEV forming when the primary one
shed. Some investigations have also observed dual stable LEVs (Srygley and Thomas, 2002; Lu
et al., 2006). Lu et al. (2006) observed two same-sense LEVs, one much larger than the other, to
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Figure 1.47: Flapping rig used by Ramasamy and Leishman (2006).
form on their model hovering flapper at Re = 160–3,200. The conditions that produce the dual
LEV system are not well understood; Lu et al. (2006) suggested that dual LEVs may be more
ubiquitous than first thought, and that previous investigations may have missed the second
vortex due to its small size.
The studies discussed in this section have thus far pertained only to hovering flight. Dick-
son and Dickinson (2004) studied the continuously-revolving “Robofly” in an oncoming flow.
The significance of rotation vs. translation was quantified using the “tip velocity ratio”, defined
as the velocity at the tip induced by translation divided by the velocity at the tip induced by
rotation. While flow visualization was not conducted, it was shown that higher force coeffi-
cients (suggesting a more significant LEV) were achieved as tip velocity ratio was decreased
(i.e. rotation is more significant than translation). In their discussion, Dickson and Dickinson
(2004) note that the three-dimensional LEV is not technically an unsteady effect in that it can be
maintained indefinitely, and that the rejection of the quasi-steady assumption by earlier inves-
tigators (e.g. Ellington (1984a)) was likely due to the fact that they used data from translating
wings rather than rotating wings in their quasi-steady analyses.
The idea of translation vs. rotation was further explored in two seminal papers by Lentink
and Dickinson. In the first, Lentink and Dickinson (2009a) performed a theoretical analysis of
flapping wing fluid dynamics, by considering the Navier-Stokes equations transformed to a
non-inertial frame of reference attached to the wing. By non-dimensionalizing the momentum
equations they deduced that the relative magnitude of centrifugal and Coriolis accelerations
61
Introduction
R V(r)
purely revolving
almost purely translating
revolving+ translating
wing
body
Rg
sg
Figure 1.48: Lentink and Dickinson’s illustration of the decrease in relative effect of rotation vs. transla-
tion with increasing distance from the root (increasing Ro) (Lentink and Dickinson, 2009b).
is inversely proportional to a non-dimensional parameter called the Rossby number, Ro. The
Rossby number is defined as:
Ro =
V 2
Ω2rc
Where Ω is the angular velocity of the wing, V is the linear velocity of the wing section, and
r is the distance of the section from the center of rotation. It can thus be seen that for a wing
revolving around its root, rotational effects are more important at inboard sections because
V = Ωr, so that Ro = r/c. This is illustrated in Figure 1.48.
In accompanying experiments, Lentink and Dickinson (2009b) found that both LEV stabil-
ity and force augmentation were governed by the local Rossby number (and therefore, quite
likely, centrifugal and Coriolis accelerations). Maximum force augmentation was found at the
lowest tip Rossby number tested (2.9), and decreased as Ro increased. LEV stability and force
augmentation were relatively insensitive toRe over the range tested (110-14,000), leading them
to speculate that the LEV could potentially be utilized in higher Re flapping animals such as
birds, provided that Ro is low enough. While this hypothesis was not tested, observations of
LEVs and high force coefficients on in the inner regions of wind turbine blades at Re = 280,000
(Himmelskamp, 1947) were cited to strengthen the argument. They suggested further studies
into LEV behavior and force augmentation at intermediate (10,000–100,000) Re.
62
1.4 Kinematics and Aerodynamics of Flapping Wings
1.4.2.11 The Leading Edge Vortex in Three Dimensions: Higher Reynolds Numbers
Ellington (2006) stated that the LEV is unlikely to be useful for lift augmentation above a
Reynolds number of approximately 20,000. This argument was based on results of revolving
wing experiments conducted for a range ofRe = 10,000-50,000 which gave mean lift coefficients
2–3 times lower than those conducted at lower Re. The presence of a LEV during these exper-
iments was inferred by a lift-to-drag ratio consistent with the predictions of Polhamus (1966),
however erratic force measurements led them to the conclusion that the LEV was unstable and
periodically shedding, resulting in a reduction in mean lift coefficients. It was acknowledged
that even if this conclusion was correct, it would not rule out the possibility of a LEV being
used to transiently increase lift.
More recent studies suggest that LEVs can play a part in the slow forward flapping flight at
higher Re, including that of Lentink and Dickinson (2009b). Usherwood (2009) measured ele-
vated forces at very high α (43◦) a revolving pigeon wing at Re = 54,000 and 108,000, thought
to be caused by an LEV. Leading edge vortices have also been observed on bats in slow flight
(Muijres et al., 2008), and in a study of a flapping model goose (Re = 28,000–141,000), Hubel
and Tropea (2009) measured lift coefficients during the downstroke up to 44% above the steady
state maximum. PIV measurements on the same model at Re = 28,000–113,000 demonstrated
the presence of an LEV (Hubel and Tropea, 2010). LEVs have also been observed on gliding
swifts (Re ≈ 37,000, Videler et al. (2004)), although these appear to have more in common with
the LEVs seen on delta wings in that the stabilizing flow in the vortex core is due to a high
sweep angle.
1.4.2.12 The Leading Edge Vortex in Three Dimensions: Recent Investigations
Recent investigations have probed the fundamental behavior of the LEV by simplifying
the kinematics to a single stroke of a finite-span flat plate rotating about its root (Jones and
Babinsky, 2010; Kim and Gharib, 2010; Jones and Babinsky, 2011; Ozen and Rockwell, 2011).
This motion captures the starting and stopping acceleration and three-dimensionality of a real
flapping wing while avoiding the confounding effects of wake history, oncoming flow, wing
planform/thickness, and pitching. The tests conducted by Jones and Babinsky (2010) at Re =
60,000 exhibited a primary LEV that shed after 1–2 chord lengths of travel at 3/4 span. This LEV
was associated with a large force peak of approximately 1.5 times the steady-state value; force
dropped sharply after the LEV shed but then recovered to an intermediate steady-state value
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Figure 1.49: Lift coefficients measured by Jones and Babinsky (2011) on a rotating wing started from
rest.
(see Figure 1.49). This steady state was characterized by the periodic formation and shedding
of weaker LEVs. In a later study, Jones and Babinsky (2011) varied the Re of the rotating plate;
it was found that the primary LEV shed after less distance of travel at lower Re.
Ozen and Rockwell (2011) studied the flowfield around a rotating plate after it had reached
steady state. Re (at radius of gyration) was varied from 3,600 to 21,600. Little variation withRe
was found, and in contrast to Jones and Babinsky (2010), a stably-attached LEV was observed.
As in previous investigations, this stable LEV was associated with high outward spanwise
velocities along the upper surface of the plate. Upon varying angle of attack they found that the
circulation of the LEV at mid-span to be roughly proportional to α. The flowfield was compared
to that around the same plate in pure translation at the same effective angle of attack; the latter
exhibited an elongated shear layer which showed no significant roll-up (see Figure 1.50). It
was also noted that the magnitude of vorticity of opposite sign shed from the trailing edge was
much less on the rotating plate than on the translating one.
In a clever setup, Beem et al. (2011) attempted to isolate the effect of spanwise flow from
rotation on LEV stabilization by vertically plunging a finite-span wing in an oncoming flow
at various sweepback angles. Re was 14,000 and a single half-sinusoid plunge of a distance
of twice the chord length was performed at St = 0.3. No LEV stabilization was observed
at any sweepback angle up to 45◦, although a significant difference in the vortex topology
was noticed. At low sweepback, the tip/starting vortex system was distinct from the LEV; in
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Figure 1.50: Vorticity contours for a revolving (left, top right) and translating (center, bottom right) flat
plate obtained by Ozen and Rockwell (2011). Images at left show stacked planes along the span, ones at
right are from mid-span.
contrast at high sweepback the LEV showed increased connection with the tip/starting vortex
system, reminicent of the vortex system observed on the hovering hawkmoth by van den Berg
and Ellington (1997b).
1.4.3 Investigations of Flapping Wings Subjected to Gusts
Freestream turbulence typical of an MAV environment has been shown to significantly af-
fect the performance of fixed thin airfoils at Reynolds numbers in the range 50,000-100,000
(Cruz et al., 2008). The influence of turbulence is particularly marked at angles of attack around
and above the stall angle, which corresponds to the angles of attack seen in flapping wings in
which LEVs are generated. It is therefore reasonable to hypothesize that freestream turbulence
may significantly affect the performance of flapping wings, and in particular the LEV, in the
moderate Reynolds number range (30,000-100,000).
The literature survey revealed only two very limited investigations into the effect of tur-
bulent gusts on flapping wings. The first consisted of a two-dimensional CFD simulation of
a NACA0012 airfoil undergoing sinusoidal pitch and plunge motion subject to a sinusoidal
gust in freestream velocity (Shyy et al., 2008b). The gust frequency was 1/5 that of the flap-
ping frequency, gust amplitude was 20% of the mean velocity, and the Reynolds number was
40,000. Curiously, the results showed an approximately 180◦ phase shift between gust input
and lift/thrust output; lower instantaneous velocities were associated with higher instanta-
neous lift and thrust. Also demonstrated was the capability of a flapping wing to suppress
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gusts; dynamic pressure fluctuations of 40% resulted in only a 15% fluctuation in thrust. These
results show that even for relatively low gust frequencies, the effects cannot be accurately pre-
dicted using quasi-steady approximations. Presumably wing kinematics will also affect a flap-
ping wing’s response to turbulent gusts, but this was not addressed in the study of Shyy et al.
(2008b).
In a more detailed study Lian (2009) performed a two-dimensional Navier-Stokes simula-
tion of a pitching and plunging airfoil subjected to a sinusoidal gust. Reynolds number was
kept constant at 40,000. Fully turbulent flow was assumed and the k-omega turbulence model
used to close the equations of motion. Several cases were studied using different combinations
of kinematic parameters and different ratios of gust frequency to flapping frequency. It was
found that not all cases resulted in gust suppression, and that no single kinematic parameter
could determine the wings capability to suppress gusts.
1.4.4 Experimental Measurements of Surface Pressure on Flapping Wings
Although surface pressures can be obtained from CFD simulations fairly easily, experimen-
tal measurements of pressure on flapping wings are quite rare.
Dynamic pressure maps of (understandably) low resolution have been obtained experimen-
tally by Usherwood et al. (2005) on live pigeons in flight, and also on dried pigeon wings in
continuous rotation (Usherwood, 2009). This was done by directly implanting small differen-
tial pressure transducers into the wing, at the locations shown in Figure 1.51. Resolution was
sufficient to provide rough estimates of net force, but insufficient to gain insight into the fluid
physics. Similarly, Takahashi et al. (2010) mounted a single MEMS differential pressure sensor
weighing 2mg onto the wing of a small free-flying model ornithopter.
Suryadi and Obi (2011) determined the surface pressure on a rigid flapping plate indirectly,
by first obtaining three-dimensional velocity field measurements using stereo PIV. Pressure was
then estimated by integrating the Poisson equation. The kinematics were simple harmonic flap-
ping about the root, perpendicular to the plate surface, in zero freestream velocity. The focus
of this work was more on the experimental technique, and while it shows promise as a useful
technique for use at very low Re where sensitivity of traditional transducers is insufficient, it
did not provide useful insight into the fluid physics.
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5cm
Figure 1.51: Location of pressure transducers in the work of Usherwood (2009).
1.4.5 Summary
The literature review on flapping wings showed that much progress has been made in re-
cent years in understanding the unsteady aerodynamics thereof. The most universal and im-
portant of the flow phenomena found on flapping wings appears to be the LEV. Only very
limited studies have been done on the effect of gusts on flapping wings, and it was also found
that pressure measurements on flapping wings are rare.
1.5 Conclusions, Research Questions and Scope
1.5.1 Conclusions
A brief review of literature on atmospheric turbulence has shown that it is a key component
of the flight environment of MAVs, and is likely to influence MAV aerodynamics.
In reviewing literature on fixed wings, it was found that several investigations into the
effect of atmospheric turbulence on low-Re airfoils/wings have been performed. The very
comprehensive investigation of Ravi (2011) characterized the behavior of a two-dimensional
flat plate airfoil, although some conclusions on flow behavior remain questionable. It is thought
that the low aspect ratio investigations of Loxton (2011) and Cruz (2012) could be extended,
namely by obtaining measurements at more spanwise positions to assess three-dimensional
effects, and performing a more detailed investigation of the transient pressures, and relating
these to flow features.
The review of flapping wing literature showed that no previous investigations subjecting
flapping wings to large-scale freestream turbulence (as opposed to discrete/sinusoidal gusts)
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have been performed. It is believed that such an investigation, using the phase-averaging
technique (explained in Section B.2) to obtain phase-averaged and fluctuating loads would be
a valuable contribution to the literature. It was also shown that only pressure measurements of
low resolution have been made experimentally on flapping wings. It is believed that pressure
measurements of higher resolution would also be a valuable contribution to the literature; these
would allow insight into the loading distribution on a flapping wing, as well as provide insight
into the effect of flow structures such as the LEV on the surface pressure distribution. It was
thus decided to investigate a flapping wing both in smooth flow and turbulence by means of
pressure measurements.
Also of interest is the behavior of a wing undergoing sinusoidal pure pitching motion. Such
a wing experiences angle of attack oscillations without the spanwise gradients associated with
a root flapping wing. It is believed that knowledge of how turbulence affects the unsteady
aerodynamics of a pitching wing may find use in the context of forward-flying rotary wing
MAVs and possibly fixed-wing MAVs performing dynamic maneuvers such as perching.
1.5.2 Research Questions
After consideration of the results of the literature review, the following research questions
were specified to be answered in this thesis:
• What are the surface pressures experienced by a low aspect ratio fixed wing in smooth
flow and under replicated atmospheric turbulence conditions, and how do these relate to
the salient flow features?
• What are the surface pressures experienced by a low aspect ratio flapping wing in smooth
flow and under replicated atmospheric turbulence conditions, and how do these relate to
the salient flow features?
• What are the surface pressures experienced by a low aspect ratio pitching wing in smooth
flow and under replicated atmospheric turbulence conditions, and how do these relate to
the salient flow features?
1.5.3 Scope
The investigation was limited to a single Re, given there were a large number of other
parameters to explore and the fact that Reynolds number effects were not the focus. A Re
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(based on freestream velocity) of 43,000 was chosen as it lies in the intermediate range in which
the behavior of the LEV is not fully understood, and is also commensurate with forward flight
of a small fixed wing MAV.
Owing to the difficulty and uncertainty associated with modelling large-scale freestream
turbulence numerically, this research was conducted using purely experimental methods. Fur-
ther motivation for the experimental approach was the fact that transition and turbulence
within the boundary layer and detached shear layers of fixed and flapping wings has been
cited as the reason for discrepancy between numerical simulations and experiments at tran-
sitional Reynolds numbers (Cosyn and Vierendeels, 2006; Radespiel et al., 2007; Kang et al.,
2009a; Ol et al., 2009). This is due to the limited accuracy of turbulence models that must be
used when performing CFD simulations. That being said, CFD has the ability to reveal details
of the flow which are impossible to extract experimentally.
A single wing shape of simple rectangular planform and flat-plate like airfoil section were
chosen in order to avoid any confounding effects associated with complex shapes such as those
found in nature.
It was decided to study simple root-flapping motion (i.e. no pitching) and pure pitching mo-
tions separately in order to reduce the parameter space. It is known that simple root-flapping
of a rigid flat plate without pitching will not produce thrust, but the aim was not to replicate a
flight condition of a flapping wing MAV precisely. The simple root-flapping motion still cap-
tured the important kinematic features of a real flapping wing (i.e. the spanwise velocity and
induced angle of attack gradients), and also produced a LEV which was considered to be the
most important flow feature on flapping wings. Despite the fact that flapping and pitching mo-
tions were studied in isolation in the present work, it was an objective to create a rig capable
of combined flapping and pitching motion, such that these motions can be studied in future
work. Design and construction of the rig is detailed in Chapter 2.
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Experimental Setup and
Instrumentation
This chapter details the equipment and experimental methodology used in obtaining the re-
sults to be presented in following chapters. To begin, geometry and construction methodology
of the pressure-tapped wings is described. This is followed by details of the design and con-
struction of the flapping rig, including the motors and control system used to obtain the desired
kinematics. The wind tunnel facility is then described; this includes an account of the methods
by which different turbulence conditions were generated, as well as the results of a detailed
calibration exercise used to ensure that both time-averaged and dynamic flow conditions were
accurately quantified and repeatable.
In the latter half of the chapter, details of the instrumentation systems are provided. This
includes the dynamic pressure measurement system (DPMS), as well as equipment for velocity
measurement (Cobra probe and pitot-static tube), and flow visualization (smoke generator and
photographic equipment).
2.1 Pressure-Tapped Wings
2.1.1 Airfoil Section
The variation in airfoil geometry found in nature’s flyers is vast — from the corrugated
flat plate sections of dragonflies (Kesel, 2000), to the thicker cambered sections of large birds
(Carruthers et al., 2007). The range of airfoils that could be potentially used in flapping-wing
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Figure 2.1: Airfoil section used in this work (dimensions in mm).
MAVs is equally as vast. Since it was not feasible to test such a large range of airfoils, nor was
the effect of airfoil geometry the focus of this investigation, a representative airfoil was chosen.
The first criterion in airfoil selection was the availability of data for comparison. While
many airfoils have been studied at high-Re, relatively few have been studied extensively at
low-Re. Possible candidates included the rounded flat plate used by Mueller (2002) in research
aimed at fixed-wing MAV applications; the SD7003 used in various pitch-plunge experiments
(Ol et al., 2009; Kang et al., 2009b; Bernal et al., 2009); as well as the NACA0012 (Jones et al.,
1998; Shyy et al., 2008b). After consideration, the rounded flat plate airfoil was chosen because
of its large portion of constant thickness and its zero camber (see Figure 2.1). While this airfoil
may not be optimal in terms of performance, these properties were thought to minimize the
influence of airfoil shape on the results and thus provide a clearer picture of the fundamental
fluid mechanics. Such an airfoil has also been studied in replicated atmospheric turbulence in
a fixed-wing context (Cruz et al., 2008; Watkins et al., 2010a; Ravi, 2011). The flat plate was also
the easiest to construct.
The original Mueller airfoil was 1.9% thick, however to incorporate the pressure taps while
still maintaining a stiff enough structure to withstand the inertial forces induced by flapping,
it was necessary to increase the thickness to 2.4%. The airfoil section consisted of an elliptical
leading edge, followed by a large region of constant thickness, and a tapered trailing edge (Fig-
ure 2.1). The transition to the tapered portion was shaped with a spline so that discontinuities
in slope (which may promote flow separation) were avoided.
Sizing of the chord length was a trade-off between the number of pressure taps that could
be incorporated, and the lowest Re at which testing could be conducted. This was because
the lower limit on Re was dictated by the sensitivity of the pressure measurement system; any
increase in chord length required a lower velocity to achieve a given Re, thus decreasing the
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dynamic pressure which varies with U2. A chord length of 150mm was chosen as a suitable
compromise, allowing 34 taps to be incorporated, and testing down to Re = 43,000 (based on
chord length).
2.1.2 Planform & Aspect Ratio
A rectangular planform was chosen, again to avoid unnecessarily complicating the flow
structure. The wings had a semi-aspect ratio of 2 (i.e. equivalent to an overall aspect ratio of 4).
2.1.3 Pressure Tap Locations
The small size of the wing made it difficult, if not impossible to incorporate pressure trans-
ducers directly into it. Thus instead pressures were measured by connecting the taps on the
wing surface to remote transducers outside the wing via 1mm ID plastic tubing, through which
pressures were transmitted. This technique is common in wind engineering (Swalwell, 2005)
and has been used on airfoils (Watkins et al., 2010a; Ravi, 2011) and in other contexts (Gatto
et al., 2001). Dynamically accurate measurements can be made by correcting for the response
of the tubing system (Irwin et al., 1979), however using this technique on a flapping wing
brought new challenges. Because of this an extensive validation exercise was carried out, the
details of which can be found in Appendix A.
In order to help elucidate the effect of flow structures on surface pressures and obtain rea-
sonable estimates of sectional force coefficients, good chordwise resolution of pressure taps was
desired. The taps were thus placed in a chordwise line; practical considerations meant that the
number of taps was limited to 34. Of these taps one was located at the leading edge, 17 on the
top surface, and 16 on the bottom. The first tap on the top surface was located 9mm behind the
leading edge; the first tap on the bottom surface was 12.5mm behind the leading edge. Taps on
each surface were spaced at 7mm. No taps could be incorporated into the tapered trailing edge
as it was too thin, but this was considered acceptable because for the most part the differential
pressure in the vicinity of the trailing edge was small.
Because a root-flapping wing of low aspect ratio creates a highly three-dimensional flow
field, it was deemed that taking measurements at a single spanwise station would not provide
enough information. To circumvent this problem, a total of four wings were constructed. The
wings were identical except for the fact that each had a row of taps at a different location. While
this setup precluded examining the correlations between instantaneous pressure fluctuations
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Figure 2.2: Location of pressure taps on top surface (dimensions in mm). Chord length was 150mm.
at different spanwise locations, it allowed a phase-averaged picture of the pressure distribution
across the wing to be constructed from an ensemble of experiments.
Figure 2.2 shows a consolidated picture of the location of taps across all wings. The span-
wise location of the taps was biased toward the tip, as it was reasoned that this is where the
velocities induced by flapping will be the greatest, and thus where the majority of force pro-
duction would take place. Also, with the wing fixed the pressure distribution is expected to
become relatively uniform across the inboard part of the span.
2.1.4 Wing Construction
Despite the relatively simple geometry, construction of the wing proved to be difficult.
Maintaining a degree of stiffness sufficient to allow the wing to be considered rigid, while min-
imizing thickness, necessitated the use of high-strength materials. Weight minimization was
also important as the loads on the wing during flapping were predominantly inertial. Fatigue
also played a role due to the reciprocating nature of the flapping motion.
Initially attempts were made to construct the entire wing with integrated pressure taps us-
ing an Objet® rapid prototyping machine. Two different types of photopolymer were tried,
however the resulting structures did not have sufficient fatigue strength. A carbon fiber con-
struction with PVC tubing for the pressure tubes was found to give sufficient strength and stiff-
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ness, however incorporating a tap at the leading edge, and tapering the trailing edge, caused
problems. Eventually a hybrid design was chosen — carbon fiber/PVC tubing for the middle
section, and rapid prototyped leading and trailing edges.
The middle section (Figure 2.3) was a box structure made from 0.5mm-thick woven carbon
fiber skins and 2.6mm-thick quasi-isotropic carbon fiber spars. The skins were obtained from
DragonPlate, Inc. and came with a very smooth surface finish on one side. The spars were
layed up from 11 plies of unidirectional prepreg and cut to size using a diamond saw. Spars
were attached to the skins with high-strength epoxy. In order to leave room for the pressure
taps and tubing, the spars had to be narrowed around the location of the taps. It was necessary
to completely interrupt the middle spar, taper the leading edge spar down to 1mm, and taper
the trailing edge spar down to 4mm for a section of about 15mm in span. While this would
have weakened the structure considerably, extra epoxy glue was used in and around the tap
area to connect the bottom and top skins and thus assist in carrying shear. As a result the wing
posessed sufficient strength and stiffness.
To ensure that the front and rear edges of the box structure were perfectly straight, it was
assembled slightly oversize in the chordwise direction and cut to size later. The leading and
trailing edges were then glued on; a special jig was constructed to assure that the edges were
attached perfectly parallel to the box section. Light sanding with 800 and 1200 grit paper was
necessary to remove any excess glue and ensure a smooth transition between the leading edge
and main box structure. The entire leading and trailing edges were also lightly sanded to
remove a slight roughness in the finish left by the rapid prototyping process. This was done
with great care as it was known that surface roughness can have a significant effect on the
flow in the transitional regime under investigation. While the resulting surface roughness was
not measured, tests were done with Scotch tape placed over the leading edge region and results
showed no discernible difference to those with no tape. This was another benefit of using a thin
airfoil with a relatively sharp leading edge; the flow transitions from fully-attached to leading
edge separation quickly (i.e. with a very small increase in α), thus surface roughness has much
less effect than it would on a thick airfoil. The final product is shown in Figure 2.4.
Each of the four wings were made in an identical fashion, the only difference being that the
narrowed section of the spars was moved according to pressure tap location.
The taps were incorporated by first gluing the PVC tubing to the inside of the skin (Fig-
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Figure 2.3: CAD model illustrating structural components of wing box: bottom skin (blue), edge spars
(red), middle spars (green and orange). Top skin has been removed for clarity.
Figure 2.4: Actual wing with attachment fairing at root. PVC tubing can be seen exiting at the root.
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Figure 2.5: Tap construction process. Tubing was initially glued to skin (a), then drilled all the way
through (b), then resealed with epoxy (c).
ure 2.5a). The tubing was then punched with a needle at the location of the tap in order to
guide the drill, and a 1mm hole was drilled through the tubing and into the skin to create
the tap (Figure 2.5b). When drilling through the tubing it was necessary to first insert a small
piece of plastic (the insulation from a small wire was used) to prevent shards of tubing from
becoming trapped and partially blocking the tube. The hole at the rear of the tube was then
sealed with glue (Figure 2.5c); a piece of wire was inserted into the tube during this process
to prevent the glue from entering the tube. The final step was to seal the end of the tube with
glue. Dynamic calibration tests (see Section A.1.2) were conducted on all taps prior to gluing
the wing together; this revealed that the occasional one was blocked by excess glue and had to
be re-drilled. Tubes were glued to the skins along their length to prevent movement and assist
in guiding tubes from opposite surfaces into position when assembling the wing. The tap at
the leading edge was incorporated as part of the rapid prototyping process by creating a 1mm-
diameter channel through the leading edge piece which connected to PVC tubing at the root.
After final assembly all taps on all wings were dynamically calibrated to account for any minor
variations in frequency response due to small geometrical differences (see Section A.1.3). The
calibration results were then used to correct the measured pressures as detailed in Section 2.4.1.
2.2 Flapping Rig
A significant amount of effort went into the design and construction of the flapping rig, as it
was difficult to produce a device capable of flapping fast enough under the large inertial loads.
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Figure 2.6: Inside of actual wing during construction showing PVC tubing running to pressure taps.
This is often overcome by performing tests in water (which requires ∼15× less speed for Re
similarity while still producing∼3× the dynamic pressure). This was not considered an option
due to the difficulty in producing large-scale freestream turbulence in a water tunnel.
In all, three designs were tested before arriving at an acceptable solution. The first was a
two-winged flapper which was driven by a DC motor and produced reciprocating motion by
a four-bar linkage. The problem with this was that it did not allow the wing to pitch, and even
with closed-loop motor speed control, the continuously-varying load on the motor meant that
the kinematics were not repeatable enough from cycle to cycle to allow the data to be phase
averaged without being affected by wash-out1. Another disadvantage was that the waveform
produced by the four-bar linkage was not sinusoidal and this effect gets worse as flap ampli-
tude is increased; thus flap amplitude was severely limited (to around ±30◦).
The second design was also based on a four-bar linkage, but with a single wing combined
with a large reflection plane designed to mimic the aerodynamic effect of the contralateral wing.
The use of the reflection plane allowed a small stepper motor to be incorporated to pitch the
wing, and also a large flywheel to help keep the flapping motion more consistent from cycle-to-
cycle. Problems with this included maintaining synchronization between the flapping motor
and pitching motor (this was attempted by using an optical encoder on the flapping shaft that
provided input to the pitching motor controller), and also the additional load on the four bar
linkage system due to the pitching motor introduced a “shock” each time the linkage reversed
1In this context, the term wash-out refers to a “blurring” of the phase-average component along with an artificial
increase in the fluctuating component caused by inconsistencies in the motion of the wing from cycle-to-cycle (see
Section B.2 for an explanation of phase-averaging process).
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direction. This shock caused the wing to vibrate significantly and was very noticible in the
pressure data.
In the third and final design, the four bar linkage (and all the problems associated therewith)
was completely eliminated and flapping motion was achieved through the use of a very large
stepper motor directly connected to the flapping shaft. The following subsections describe the
final configuration of the flapping rig as well as some of the trade-offs that were part of the
design process.
2.2.1 Geometry
Figure 2.7 illustrates the main components of the flapping rig used in this work. It employed
a single wing, with a large reflection plane (oriented horizontally) to simulate the symmetry
effect of an opposite wing. Use of a reflection plane allowed almost complete elimination of
body effects, at least in a time-averaged sense. It is acknowledged that the presence of the
reflection plane significantly affected the turbulence field during experiments in turbulent flow;
but at all times these effects were quantified with dynamic velocity measurements (as described
in Section 2.3.2) and the resulting turbulence properties were deemed acceptable.
All moving parts were incorporated into a central box structure made from 25mm-thick
MDF that was attached to the floor of the wind tunnel; the top surface of the box formed part
of the reflection plane. The box was open-ended at the front and back, and supported by an
additional two columns in its center. The reflection plane was extended with 16mm-thick MDF
to a total size of 1400mm × 1400mm; this was supported by 8 legs around the perimeter. All
seams in the reflection plane were taped with thin packing tape to ensure a smooth surface,
and each individual piece was leveled with a digital inclinometer to within ±0.5◦. The height
of the reflection plane above the wind tunnel floor was 380mm, far enough to be removed
from any tunnel floor boundary layer effects. The reflection plane leading edge was cut to an
elliptical shape to avoid flow separation. It was also necessary to angle the reflection plane
slightly forward (approximately 1◦) in order to avoid flow separation.
A detailed view of the wing attachment area can be found in Figure 2.8. In order to mount
the wing, aluminum fairings were CNC machined and affixed to the wing root area with epoxy.
The fairings were designed to provide sufficient contact area for gluing to the wing while main-
taining a low profile to minimize their effect on the flow; they were tapered down to a thickness
of 0.5mm at their edges. The fairings were connected to the wing at the center of the carbon
78
2.2 Flapping Rig
Figure 2.7: CAD model of flapping rig showing main components: central box (grey), extended re-
flection plane (translucent yellow), bearings (blue), rectangular bracket and main shaft (orange), flange
(green), motor (black), and wing (black and purple).
fiber section, thus giving a pitch axis slightly ahead of half chord (x/c = 0.45). The fairings
contained holes to allow attachment of the wing to a flange via screws. This flange was sub-
sequently connected to the shaft of a small stepper motor which drove the pitching motion.
Thrust washers between the flange and the motor case were employed to react the the large
bending moment caused by the flapping motion, rather than it being reacted by the shaft of the
pitch motor which was only 5mm in diameter. The pitch motor was connected to a rectangu-
lar bracket; the function of this bracket was to allow pitching of the wing while allowing the
pressure tubes to run unimpeded down to the transducer banks below. A steel shaft of 12mm
diameter connected the rear of the bracket to a large stepper motor which drove the flapping
motion. An additional small shaft was connected to the front of the bracket. These shafts were
each supported by a bearing; the bearings were fixed to the underside of the central box’s top
surface.
Since the rectangular bracket rotated with the wing during flapping, it was necessary to
minimize its width to prevent it from protruding excessively above the reflection plane and
possibly influencing the flow. A width of 50mm was eventually chosen; the trade-off was that
the range of pitch angle through which the wing could move was limited to ±25◦. The 50mm
width meant that the bracket protruded a ∼10mm above the reflection plane at the maximum
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Figure 2.8: Exploded view of wing attachment components.
flap angle of 45◦. The likely influence of this protrusion on the aerodynamics was thought to
be small due to the following reasons:
• The protrusion size in terms of the characteristic spanwise length scale (i.e. the semi-span)
is small;
• The maximum protrusion occurs on the side of the wing that is the most “open”, and
therefore any narrowing of streamlines in a potential flow sense would be small;
• The bracket was covered with an elastic fabric boot (explained later in this section) which
caused the protrusion to be gently sloped and therefore unlikely to cause any bluff body
effects.
The main shaft was positioned such that its axis was coincident with the vertical center of
the reflection plane, which was 16mm thick. It ran through a channel cut into the reflection
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Figure 2.9: Flapping rig mounted in RMIT Industrial Wind Tunnel (left) and close-up of underside
of wing attachment area (right). (a) Flap motor, (b) wing, (c) pitch motor, (d) pneumatic tubing, (e)
position-sensing potentiometer, (f) foam padding.
plane. Thus the flapping axis was actually 8mm below the plane. Again this was small relative
to the characteristic spanwise length scale, and was preferrable to having the bearings protrud-
ing above the reflection plane and possibly influencing the flow. The main flapping motor was
large and protruded ∼50mm above the ground plane, which was another reason for keeping
the main shaft axis as low as possible. The motor was positioned about 4 chord lengths behind
the wing and its influence on the flow at the wing position was undetectable during the tunnel
calibration exercise.
To prevent pressure equalization around the root of the wing, the root was sealed using
a combination of stretchable nylon fabric and plastic wrap. The seal was tested in the fixed-
wing configuration by comparing measured pressures at the most inboard row of taps to those
obtained with the base completely sealed with tape. It was found that the fabric alone was too
porous to give a complete seal, hence the plastic wrap was placed down first and allowed slack
to move during flapping, and then the fabric stretched over the top to keep the surface smooth
and to prevent the plastic wrap from bulging up under the pressure differential. The result can
be seen in Figure 2.9 (left) at the base of the wing.
A close-up of the underside of the wing attachment area can be seen in Figure 2.9. Note
that the tubing is clamped between foam pads; this were employed to minimize any vibration
or shock that the tubes might experience if they were tightly clamped to the rig. The portion of
tubing between the wing (Figure 2.9d) and the foam pads necessarily moved during flapping;
the effect of this movement on the measured pressures was assessed as part of the validation
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Figure 2.10: Stepper motor used to generate pitching motion (dimensions in mm).
exercise detailed in Appendix A.
2.2.2 Drive Motors
The reciprocating motion was generated using two stepper motors. This allowed the out-
put shafts of the motors to be directly connected to the component they were driving, making
the rig as simple as possible mechanically. It also allowed a degree of control over the exact
waveform of the flap and pitch motions. Stepper motors are also easy control; as long as their
maximum torque is not exceeded they can be driven open-loop (unlike servo motors). When
maximum torque is exceeded the motor begins to miss steps which is immediately obvious.
Another benefit of stepper motors is they can supply a holding torque when the motor is sta-
tionary; this made the setting of angle of attack in fixed-wing experiments simple and much
more repeatable than setting by hand.
The motor used to drive the pitch motion was a Nidec Servo Corp. KH42 series 2-phase
hybrid stepper motor (Figure 2.10), with a step size of 1.8◦. A technique called micro-stepping2
was used to reduce the effective step size by a factor of 16, to approximately 0.11◦. The motor
used to drive the flapping motion was a Wantai Motor Corp. model 110BYGH 2-phase hybrid
stepper motor (Figure 2.11), a large and powerful motor designed for use in CNC machines. It
also had a step size of 1.8◦; micro-stepping by a factor of 10 reduced the effective step size to
0.18◦.
2Micro-stepping involves exciting the motor windings in such a way that the rotor can be held in position be-
tween full steps. Resolution is increased at the expense of torque.
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Figure 2.11: Stepper motor used to generate flapping motion (dimensions in mm).
2.2.3 Kinematics
As alluded to in the preceding sections, the rig was capable of synchronized flap and pitch.
The flap angle was limited to ±45◦, while pitch angle was limited to ±25◦. Operation up to
3.5Hz at these maxima was tested successfully; beyond this the flap motor could not supply
sufficient torque and started missing steps. It was decided to limit the frequency to 3Hz for
all testing to ensure an adequate safety margin. At the Re = 43,000 this yielded a reduced
frequency of 0.3 and a St (based on tip excursion) of 0.29, considered sufficient to cover the
range of interest.
Sinusoidal motions were employed for both flap and pitch throughout this thesis. While a
sinusoidal flap motion is a reasonable approximation to most flying insects and animals, insects
in particular depart from sinusoidal motion in pitch (Ellington, 1984b; Azuma and Watanabe,
1988; Hubel et al., 2009). Sinusoidal motion was chosen because it minimized peak accelera-
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tion, and is generally the starting point when kinematics (or more precisely, the exact motion
waveforms) are not the focus of the investigation (e.g. Anderson et al. (1998); Wang (2000); Ol
et al. (2009)). This maximized the frequency at which the rig could operate and minimized the
contribution to the pressure measurements of added-mass effects which are not the focus of the
investigation.
2.2.4 Verification of Wing Rigidity
The thin nature of the wing combined with the high inertial loads induced by flapping
raised concern over just how rigid the wing remained during flapping. To ensure that the
wing remained rigid, it was filmed from front on while flapping at maximum frequency (3Hz),
using a high-speed camera (described in Section 2.6.2) with an exposure time of 100µs. This
had to be done in the absence oncoming flow, as the camera obstructed the wind tunnel. This
was deemed acceptable as the aerodynamic loads were small relative to the inertial ones. The
leading edge was marked with chalk and the camera exposure reduced to the point where only
the leading edge was visible.
The images revealed the flexure of the wings to insignificant (see Figure 2.12). Any torsional
deformation of the wing was assumed negligible, as the wing was much stiffer in torsion than
in bending. The inertial torque was also relatively small, as the wing was fairly symmetric
about the axis of rotation.
2.2.5 Control System
The relatively high speed of motion and micro-step resolution meant that the motor step
frequency reached a maximum of 4.7kHz. Driving two motors synchronously at this high rate
while maintaining positional accuracy meant that commercially available control systems were
not suitable. Thus a custom control system was designed, the schematic of which is depicted
in Figure 2.13. The core of the system was a Microchip dsPIC30F4011 digital signal controller
(DSC) operating at 59MHz. It supplied step and direction commands to two driver modules
which switched current to the motors. The driver for the flap motor was Geckodrive model
G203V. The driver for the pitch motor was an Allegro A4983 DMOS Microstepping Driver. The
DSC was sent commands from a PC via serial link; the PC was controlled by the user through
a graphical user interface (GUI) program written in MATLAB (Figure 2.14).
The DSC firmware implemented lookup tables describing the flapping and pitching mo-
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Figure 2.12: Raw high-speed camera footage of wing flapping at 3Hz, showing that wing bending was
negligible.
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Figure 2.13: Schematic of the flapping rig control system.
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Figure 2.14: Graphical user interface (GUI) of control software.
tions in order to command the stepper drivers at a high rate. These tables were downloaded
into flash memory before each flapping run. Timing resolution of the step commands was
542.72ns (approximately 0.2% of the minimum step period of 212µs), while accuracy was pro-
vided by the crystal oscillator. A synchronization clock was output to the Dynamic Pressure
Measurement System (DPMS, explained in Section 2.4) in order to synchronize the pressure
measurements with the flapping motion.
Both driver modules implemented a chopper circuit to regulate the current through the
motor windings. Such a circuit works by switching the supply voltage to each winding using
MOSFETs. When the MOSFETs are switched on, the current then increases at a rate determined
by the inductance of the winding and the supply voltage. The voltage across a sense resistor
in series with the winding is used to determine when the desired current has been reached;
the MOSFET is then switched off. This process repeats at a high rate (approximately 30kHz)
to effectively keep the winding current constant at a predetermined value. Since the fastest
possible step time and maximum torque occurs at maximum supply voltage, each driver was
supplied with close to the maximum allowable voltage. This was 75V for the flap driver and
30V for the pitch driver. The drivers were capable of supplying 7A and 2A at these voltages
respectively.
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2.2.6 Verification of Kinematics
Although open-loop control of stepper motors is reliable, it was known that the high speed
and high inertial load on the flapping motor in particular may have caused the wing motion to
deviate from the commanded motion at higher flapping frequencies. To quantify any position
error, precision potentiometers were placed on both the main flapping shaft and on the rear
shaft of the pitch motor. The output of the potentiometers was calibrated using a digital incli-
nometer and protractor; the calibration showed total linearity and hysteresis error of less than
0.1◦.
The potentiometer signals were sampled using spare channels on the DPMS multiplexer,
and could thus be compared in a time-accurate manner to the commanded positions using the
synchronization signal from the controller. In general it was found that the flap motor tended
to overshoot the commanded waveform, likely due to the large inertial load. The overshoot
increased with flapping frequency to a maximum of about 1.1◦ at 3Hz, and was independent
of aerodynamic loading (i.e. wind-on vs. wind-off). The pitch motor did not exhibit this over-
shoot. Both motors showed an overall phase lag behind the commanded position; in general
this lag increased with flapping frequency, and was also independent of aerodynamic loading.
The presence of these errors meant that to achieve accurate motion, it was necessary to per-
form a “tuning” procedure before each wind tunnel run. This consisted of programming the
desired kinematics, sampling the resulting motion, then adjusting the programmed kinemat-
ics to remove any overshoot or lag. Using this procedure, flap/pitch amplitudes and mean
values could be made accurate to within ±0.1◦. Pitch-to-flap phase lag was always measured
to be within ±0.3◦ of the target value, considered optimal since the potentiometer measure-
ments could be synchronized to the controller to within ±0.22◦ at 3Hz due to sampling rate
limitations.
Apart from the overshoots and lags described previously, there was also a slight deviation
from the sinusoidal waveform that could not be corrected for. In general these deviations were
greatest at high amplitudes and frequencies. Worst case deviation was approximately±0.4◦ for
flap angle, and ±0.15◦ for pitch. Figure 2.15 shows the phase-averaged positions and errors, as
well as position standard deviation at constant phase (illustrating cycle-to-cycle repeatability)
for a run of 200 cycles at 3Hz, with a flap amplitude of 45◦ and pitch amplitude of 20◦, which
was considered the worst case.
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Figure 2.15: Results of kinematics verification. Phase-averaged position (top row), phase-averaged error
(middle row), and standard deviation at constant phase (bottom row), for flap angle (left column) and
pitch angle (right column).
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Figure 2.16: Schematic of the RMIT Industrial Wind Tunnel (IWT).
2.3 Wind Tunnel
Testing was conducted in the RMIT Industrial Wind Tunnel (IWT), a closed-return tunnel
with a test section measuring 2m high × 3m wide × 9m long (Figure 2.16). It was powered by
a 200kW thyristor-controlled 6-blade fan, the speed of which could be maintained at a given
set point using a closed-loop controller. Anechoic turning vanes were installed in two of the
corners in order to reduce acoustic noise generated by the fan. The contraction ratio was 2:1.
Turbulence generation grids of varying geometry could be mounted either upstream of the con-
traction or at the test section inlet to provide different turbulence conditions. Since turbulent
quantities varied (albeit slowly) along the test section length, different conditions could also be
obtained by moving the flapping rig to different locations.
Flow velocity was monitored by a Pitot-static tube mounted near the inlet of the test sec-
tion. The total and static pressure lines were connected to the Dynamic Pressure Measurement
System (DPMS, described in Section 2.4) which allowed flow velocity to be recorded. For each
configuration of the grids the local flow velocity at the location of the wing was calibrated to
this reference velocity; the reference velocity was then sampled and averaged during all tests
to account for any slight variation in mean flow velocity between runs. This calibration was
performed periodically; it was found that the ratio of velocity at the upstream Pitot-static tube
to that at the location of the wing remained constant to within the measurement precision.
Air density, used to convert dynamic pressure readings to velocities, was calculated from
pressure and temperature using the ideal gas law. For each run, atmospheric pressure was
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recorded from a digital barometer located in the wind tunnel control room, while temperature
was obtained from a K-type thermocouple mounted in the wind tunnel roof.
The following sections detail the freestream turbulence conditions generated, and calibra-
tion of both time-averaged and fluctuating flow quantities for each configuration of the tunnel.
2.3.1 Turbulence-Generating Grids
Planar grids were employed to generate freestream turbulence. Two turbulence conditions,
plus the nominally smooth flow condition were tested. In choosing the turbulence conditions
to test, the aim was to have turbulence intensities commensurate with those predicted to be
perceived by an MAV flying in the atmosphere by Watkins et al. (2006), while trying to keep
length scales as large as possible. Intensities toward the low end of those predicted by Watkins
et al. (2006) were used in order to avoid exaggerating the effect of smaller scale turbulence. The
final result was turbulence intensities of 7.1% and 12.3%, and longitudinal length scales of 0.2m
and 0.3m for the two conditions respectively.
2.3.2 Calibration
For each turbulence condition, measurements of mean and time-varying velocities were
taken at a set of 18 points around the location of the wing (see Figure 2.17). Note that through-
out this thesis, s is used to denote semi-span length. These points were located on a plane
perpendicular to the flow direction, at a streamwise position coincident with the mid-chord of
the wing. The calibrations were performed with the reflection plane and all other items in place
(except for the wing itself) so that their influence on the flow field would be taken into account.
Mean velocities were obtained using a Pitot-static tube, and cross-checked with a Cobra probe.
The Cobra probe is a four-hole pressure probe used to measure fluctuating flow velocities, and
is detailed in Section 2.5. All turbulent quantities were obtained with a Cobra probe.
2.3.2.1 Nominally Smooth Flow Condition
Mean velocities and turbulence levels for the nominally smooth flow condition (i.e. no grid)
are shown in Figures 2.18 and 2.19 respectively (note that the lengths s and ztipmax are defined
in Figure 2.17). Both quantities were found to be constant to within a small margin across the
area of interrogation.
While the flow quality was relatively poor compared to some other low-Re research tun-
nels, this is to be expected of such a large industrial facility. Admittedly it is not known what the
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Figure 2.17: Location of calibration points (+) relative to wing. Streamwise location was coincident with
that of the wing (calibration was done with wing removed). Wing shown at -45◦, 0◦, and +45◦ positions.
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Figure 2.18: Mean velocity profiles in nominally smooth flow at streamwise location of wing (measured
with wing removed).
effect of further reducing freestream turbulence levels on flapping wing aerodynamics would
be. It can however be noted that both Ravi (2011) and Sharma and Deshpande (2012) per-
formed fixed-wing experiments on a similar airfoil at turbulence intensities of 1.2% and 1%
respectively, and obtained lift and drag measurements in good agreement with Pelletier and
Mueller (2000) who performed the same tests at 0.05% turbulence. This suggests that flow sep-
aration and reattachment mechanisms applicable to this airfoil are relatively immune to small
changes in turbulence level when the flow is relatively smooth. It also suggests that any acous-
tic noise present in the IWT has little effect on this airfoil, but admittedly acoustic noise figures
for the IWT were not obtained. It should also be noted that while results at turbulence intensi-
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Figure 2.19: Turbulence profiles in nominally smooth flow at streamwise location of wing (measured
with wing removed).
ties approaching zero are of interest in a fluid mechanics sense, they are of little practical value
since such low levels are rarely experienced in the atmosphere.
2.3.2.2 Turbulence Condition 1
The grid used to generate this turbulence condition was designed by Grusovin (2006) in
order to generate large-scale turbulence; it consisted of chipboard strips 300mm wide with a
spacing of 600mm between strips (shown in Figure 2.20). It was mounted at the upstream
end of the contraction, and produced an exponentially-decaying turbulence intensity along the
length of the tunnel, ranging from 24% 1m from the test section inlet, to around 7% at the end
of the test section (Ravi, 2011). In order to obtain a reasonably homogeneous turbulence field
in the vicinity of the flapping rig, and velocity spectra free of any discrete frequencies caused
by periodic shedding from the grid, it was necessary to place the rig as far downstream of the
grid as possible. As such the wing was positioned 7m behind the test section inlet for all tests.
The resulting mean velocity and turbulence intensity profiles in the vicinity of the wing are
shown in Figures 2.21 and 2.22 respectively. Given the size of the grid and its proximity to
the model, it was difficult to obtain flat profiles across the entire area. Slight spanwise shear
was present in the mean velocity profile; nevertheless U/Umean remained within ±2% across
the calibrated area, and within ±1% over the spanwise locations at which pressure taps were
located on the wing. An average Iuvw of 7.1% was obtained, with intensities being reasonably
homogeneous. Although desirable, it was not possible to obtain isotropic turbulence, this being
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Figure 2.20: Grid used to generate Turbulence Condition 1, mounted upstream of the contraction.
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Figure 2.21: Mean velocity profiles for Turbulence Condition 1 at streamwise location of wing (measured
with wing removed).
evident by the lower values of Iv relative to Iu and Iw. This was in part due to the properties of
the grid and tunnel (Ravi (2011) also found a similar effect), and exacerbated by the presence
of the reflection plane (the v velocity component being normal to the reflection plane).
Integral length scales were measured using the methods described in Section B.3.4. For
Turbulence Condition 1, average integral length scales (±σ over the calibrated area) were xLu =
0.19 ± 0.020m, xLv = 0.14 ± 0.008m, and xLw = 0.14 ± 0.007m. Not surprisingly these length
scales exhibit anisotropy typical of grid-generated turbulence (Comte-Ballot and Corrsin, 1966),
where the streamwise length scale is larger than the lateral ones. There was a noticeable trend in
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Figure 2.22: Turbulence intensity profiles for Turbulence Condition 1 at streamwise location of wing
(measured with wing removed).
which xLv decreased towards the reflection plane while xLu and xLv increased slightly, which
was to be expected. Although this trend is an artificial effect of the reflection plane, it is believed
that the overall variation across the calibrated area is small enough to be acceptable.
An example power spectrum of streamwise velocity at the mid-point of the calibration re-
gion is shown in Figure 2.23. The absence of any peaks, along with the k−5/3 slope (as exhibited
by the von Karman PSD) in the inertial subrange indicate well-mixed turbulence. Good agree-
ment with the spectrum predicted by the von Karman wind turbulence model (U.S. Military
Specification, 1980) is evident.
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Figure 2.23: Streamwise velocity spectrum obtained for Turbulence Condition 1.
2.3.2.3 Turbulence Condition 2
The grid used to generate this turbulence condition was also designed by Grusovin (2006);
it possessed the same strip width and spacing as the grid used to generate Turbulence Condi-
tion 1, however it was mounted at the test section inlet (shown in Figure 2.24). The increased
proximity to the rig and the fact that the turbulence did not pass through the contraction meant
that higher turbulence intensities and longer length scales could be generated with this grid. It
produced an exponentially-decaying turbulence intensity along the length of the tunnel, rang-
ing from 40% 1m downstream of the grid, to around 12% at the end of the test section (Ravi,
2011).
The resulting mean velocity and turbulence intensity profiles in the vicinity of the wing are
shown in Figures 2.25 and 2.26 respectively. Again slight spanwise shear was present in the
mean velocity profile, of similar magnitude but of opposite sense to that present in Turbulence
Condition 1. An average Iuvw of 12.3% was obtained.
Average integral length scales for Turbulence Condition 2 (±σ over the calibrated area) were
xLu = 0.33 ± 0.021m, xLv = 0.09 ± 0.015m, and xLw = 0.13 ± 0.013m. The same anisotropy
and trends in integral length scale as found in Turbulence Condition 1 also occurred with Tur-
bulence Condition 2.
An example power spectrum of streamwise velocity at the mid-point of the calibration re-
gion is shown in Figure 2.27. Again these showed well-mixed turbulence and good agreement
with the von Karman model.
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Figure 2.24: Grid used to generate Turbulence Condition 2, mounted at the test section inlet.
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Figure 2.25: Mean velocity profiles for Turbulence Condition 2 at streamwise location of wing (measured
with wing removed).
2.3.3 Summary of Flow Conditions
Turbulence conditions generated are summarized in Table 2.1. Values shown are averages
over the calibrated area.
2.4 Dynamic Pressure Measurement System
The Dynamic Pressure Measurement System (DPMS), supplied by Turbulent Flow Instru-
mentation, was used to measure pressures at the wing surface. It consisted of 60 miniature dif-
ferential pressure transducers and a data acquisition system. The transducers were organized
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Figure 2.26: Turbulence intensity profiles for Turbulence Condition 2 at streamwise location of wing
(measured with wing removed).
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Figure 2.27: Streamwise velocity spectrum obtained for Turbulence Condition 2.
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Turbulence Intensity (%) Integral Length Scale (m)
Grid Iu Iv Iw Iuvw xLu xLv xLw
No Grid 1.3 1.25 1.19 1.24 N/A N/A N/A
Grid 1 8.8 3.9 7.2 7.1 0.19 0.14 0.14
Grid 2 14.0 10.3 12.1 12.3 0.33 0.09 0.13
Table 2.1: Summary of generated turbulence conditions.
Figure 2.28: A single DPMS transducer bank.
into four banks of 15 and terminated with short lengths of hypodermic tube for connection to
plastic tubing (see Figure 2.28). Only three banks were utilized in this work. The transducers
were factory calibrated and had a flat frequency response up to 500Hz.
The schematic of the DPMS as used in this work is shown in Figure 2.29. Analog transducer
signals were amplified by circuitry within each bank, and connected to a National Instruments
AMUX-64T multiplexer3. The AMUX-64T contained 16 4-to-1 analog multiplexers allowing a
total of 64 channels to be multiplexed into 16. After connection of the 45 transducers, this left
19 spare channels. Fifteen of these channels were utilized as follows:
• 1 was connected to the flapping rig controller to synchronize the pressure data with the
wing motion;
• 2 were used to monitor the wing-position-sensing potentiometers;
• 12 were used for connection of up to 3 Cobra probes (used for dynamic velocity measure-
ments, described in Section 2.5) when necessary.
The 16 output lines of the AMUX-64T were connected to a National Instruments PCI-6034E
3A multiplexer (in this sense) is a device that selects one of multiple input signals and forwards that signal to a
single output.
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Figure 2.29: Schematic of digital pressure measurement system (DPMS) as used in this work.
data acquisition card in a PC. On the PCI-6034E board, the 16 inputs were further multiplexed
into a single channel which was then input to a programmable-gain instrumentation amplifier
(PGIA). The output of the PGIA was connected to a sample/hold circuit, with the output of
that being connected to the analog-to-digital converter (ADC).
Sensitivities of the transducers (after on-board amplification) were approximately 300Pa/V.
Thus when sampled using the PCI-6034E (the ADC of which was 16-bit with a ±5V range)
this yielded a resolution of 0.046Pa. Details of noise and errors in the DPMS can be found in
Appendix C.
2.4.1 Tubing Correction
As described previously, pressures were measured indirectly by connecting taps within
the wings to the DPMS transducers via PVC tubing. The length of the tubing was 650mm —
enough to significantly distort pressure fluctuations as they propagated through the tube. The
inverse transfer function (ITF) method of Irwin et al. (1979) allows the pressure time history at
the tap to be accurately reconstructed based on the pressure measured by the transducer. The
basis of the ITF method is the assumption that the tube/transducer system behaves in a linear
and time-invariant (LTI) manner; this is possible because fluctuations in pressure, density and
temperature within the tubes are small compared to their mean values (Bergh and Tijdeman,
1965). This assumption has been widely validated experimentally (Bergh and Tijdeman, 1965;
Irwin et al., 1979; Yoshida et al., 2001). Because it is LTI, the system can be characterized by a
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frequency response function; the pressure time history at the tap is recovered by applying the
inverse of this function to the transducer signal.
The digital correction process can be explained as follows. The pressure at the transducer
y[k] (a discrete time series) is expressed as a sum of sinusoids:
y[k] =
N−1∑
n=0
Bne
2piikn/N
Similarly the pressure at the tap x[k] is expressed as:
x[k] =
N−1∑
n=0
Ane
2piikn/N
The discrete transfer function of the system, Tn, relates the coefficients An and Bn by:
Bn = TnAn
All coefficients are in general complex numbers, thus accounting for both amplitude and phase
distortion. The transfer function coefficients are assumed known and can be derived theoreti-
cally or experimentally. The index n is related to physical frequency by:
n =
fN
fs
The application of the method thus consists of the following steps:
1. Perform a DFT on the measured data to obtain the coefficients Bn;
2. Calculate An = BnTn from the known transfer function coefficients;
3. Perform an inverse DFT on the An to recover the pressure at the tap.
In practice the acquired signals are too long to process by performing a single DFT and
inverse DFT. A more efficient method, as used in this thesis, is to break the signal up into
blocks of appropriate size, apply the correction to these blocks, then reassemble the time series.
This allows more efficient computation, but the cost is a reduction in spectral resolution, as
fewer points are used in the DFT and consequently the frequency-bin size is increased. Care
must be exercised to ensure that the block size is sufficient to allow accurate reconstruction
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of all frequency components. In addition, the method is not quite as simple as described; the
reduced frequency resolution actually gives rise to time-domain aliasing which can corrupt
the data (just as under-sampling in the time-domain causes frequency aliasing). The effects
of time-domain aliasing can be avoided by the use of either the overlap-save or overlap-add
method (Smith, 1997), the former being used in this thesis.
Another potential pitfall of this method is excessive amplification of high-frequency noise;
signal-to-noise ratio is decreased when pressures are physically attenuated by the tubing and
subsequently re-amplified during the correction process. To avoid this problem an arbitrary
cutoff amplitude can be employed, whereby frequencies above which the system response
drops below this amplitude are no longer corrected. Typical cutoff amplitudes are around
0.5; for the length of tubing used in this work, the frequency at which this occurred was above
900Hz, well above the frequency range of interest.
2.4.2 Obtaining the Tubing Transfer Function
The accuracy of the ITF method of course depends on the accuracy to which the transfer
function is known. A theoretical method of deriving the transfer function from known proper-
ties of the tubing (i.e. radius, diameter, etc.) was given by Bergh and Tijdeman (1965). A typical
transfer function is shown in Figure 2.30. This method makes a number of assumptions (for
the complete list see Bergh and Tijdeman (1965)) that allow the Navier-Stokes, continuity, and
energy equations governing the motion of fluid in the tubing to be simplified, and the transfer
function to be obtained. In assessing the suitability of the Bergh-Tijdeman model for use in
this work, it was first considered that the theory assumes the tubing to be straight, infinitely
rigid, and to be made from material with high thermal conductivity relative to air. These are
definitely not properties of the PVC tubing used here; nevertheless good agreement with the
theory has been observed with PVC tubing by other investigators (Holmes and Lewis, 1987).
The main problem however, pertained to diameter tolerance of the tubing. As shown in Fig-
ure 2.31, the transfer function is very sensitive to tubing diameter (in fact it varies as d6), partic-
ularly around the resonant peaks. For the typical tube length used in this work (≈650mm), the
first resonant peak coincided with the upper end of the frequency range of interest (0–100Hz).
The diameter tolerance of the tubing was ±0.1mm, thus making this a potentially large source
of error.
For the reasons cited above, it was decided to use experimentally-determined transfer func-
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Figure 2.30: Transfer function obtained from Bergh-Tijdeman model for d = 1mm, L = 650mm.
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Figure 2.31: Effect of diameter on transfer functions for a 650mm tube as predicted by the Bergh and
Tijdeman model.
tions. This had numerous other advantages which are described, along with the method used
to obtain the transfer functions, in Section A.
2.4.3 Inter-Channel Delay
Due to the multiplexed configuration of the DPMS, only one channel could be sampled at
any given instant, thus the channels were “scanned” through in a certain sequence. This intro-
duced an unavoidable time lag between samples from different channels known as inter-channel
delay; despite this delay the software marked all samples in each scan sequence as having oc-
curred at the same instant. If this effect is not accounted for it can lead to errors.
Inter-channel delay can theoretically be minimized by sampling all channels as quickly as
the ADC will allow (Figure 2.32a). However when the multiplexers are switched, there is
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a certain propagation delay time before the new input voltage reaches the output. In addi-
tion, the PGIA sees a step change in its input which depending on its frequency response will
cause the output to lag or overshoot/ring. The holding capacitor also requires a finite time to
charge/discharge to its new voltage. These effects combine to create a finite time delay, called
the settling time, between the time that the multiplexers are commanded to switch, and the time
at which the input of the ADC accurately reflects the input from the transducer. The settling
time effectively forms the lower limit for inter-channel delay as it is generally longer than the
time required for the ADC to perform a conversion.
Because the sampling rate was high relative to the frequency range of interest, the effect
of inter-channel delay was considered less significant than the potential effect of insufficient
settling time. In addition, inter-channel delay could easily be corrected for in the dynamic
calibration process with little error (see Section 2.4.4). Thus it was decided to equally space the
samples throughout the sampling period to maximize settling time (Figure 2.32b).
To demonstrate the significance of inter-channel delay, consider that the phase lag between
adjacent channels for a given signal frequency due to inter-channel delay can be calculated
according to:
φ =
2pif
fsN
Thus for 64 channels sampled at 2kHz as in this thesis, the delay between adjacent channels
is 7.8µs, with the maximum inter-channel delay (i.e. that between the first and last channels in
the scan sequence) being 491.4µs. At 100Hz this corresponds to a phase lag of 17.8◦.
2.4.4 Correction for Inter-Channel Delay
While samples from different channels could never be taken simultaneously, it was possible
to interpolate between adjacent samples to obtain an estimate of the pressure on all channels at
a single instant in time. Rather than do this in the time domain, it was done in the frequency
domain as part of the tubing correction process. Inter-channel delay effectively introduces a
linear ramp into the phase response of the system, with the delay time and ramp slope related
by the formula:
τ = −dφ
dω
When the system was calibrated, the resulting transfer functions included the effect of inter-
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Figure 2.32: Example sampling regimes in a four-channel system for (a) minimum inter-channel delay
and (b) maximum settling time. Each color represents one channel; each pulse represents when a sample
is taken.
channel delay. Applying the ITF correction using the experimentally obtained transfer func-
tions thus corrected for inter-channel delay without any additional processing.
2.5 Cobra Probe
A four-hole pressure probe, also known as the “Cobra”4 probe (Figure 2.33), was used
throughout this work to obtain measurements of turbulent quantities such as intensity and
length scale, as well as mean flow angles. The probe, obtained from Turbulent Flow Instru-
mentation, is a convenient substitute for hot-wire anemometry, being much more robust and
simple to use. This convenience does however come with a moderate reduction in frequency
response and spatial resolution.
The probe was first introduced in its current configuration by Shepherd (1981). It is able
to resolve the three orthogonal velocity components plus local static pressure based on static
4This name comes from the shape of the probe’s neck; it is shaped as such to allow rotation of the body without
changing the position of the head.
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Figure 2.33: Cobra probe.
45°±45ºacceptancecone
Probe head
Figure 2.34: Detail view of Cobra probe head and cone of acceptance.
pressure measurements taken on four sides of its faceted head. Each probe is factory calibrated
in the potential core of a free jet, allowing a mapping (or “calibration surface”) to be gener-
ated which relates the ratio of pressure on each side to the flow pitch and yaw angles, and
dynamic and static pressure. Reliable calibration could be performed for flow angles up to 45◦
from the central axis of the head, giving it an effective “cone of acceptance” of ±45◦ as shown
in Figure 2.34. The salient edges of the head effectively fix the separation lines, minimizing
sensitivity to Reynolds number.
The head diameter of the probes used here was 2.6mm, providing adequate spatial res-
olution to resolve the smallest turbulent structures of interest. The small head diameter is
achieved by locating the pressure transducers in the body of the probe, and connecting them
with the taps on the head via 0.5mm ID steel tubing running through the neck. Correction
for the distortion introduced by the tubing is done using the same ITF method as used for the
DPMS, using an experimentally-determined transfer function which also takes into account
inter-channel delay (Pagliarella, 2009). The dynamic response of the probes has been well val-
idated up to 1.5kHz by comparison with hot-wire data in turbulent pipe flows (Hooper and
Musgrove, 1997; Chen et al., 2000).
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Figure 2.35: Smoke wire suspended in front of wing, which was painted black to improve contrast.
2.6 Flow Visualization
2.6.1 Smoke Wire Technique
Flow visualization was performed using a smoke wire technique similar to that described
by Yarusevych et al. (2009b). The technique involves Joule heating a fine wire on which small
droplets of glycerin are suspended. The glycerin is vaporized producing fine streaks of smoke.
Nichrome wire of 0.08mm diameter was suspended horizontally between two threaded
rods mounted into the reflection plane approximately 2cm upstream of the wing (see Fig-
ure 2.35). At one end the wire was clamped between two nuts; at the other the wire was run
over a small sheave and attached to a small weight. The weight maintained constant tension
in the wire as it elongated when heated. The use of threaded rods allowed the spanwise po-
sition of the smoke wire to be easily adjusted; they also doubled as electrodes to which a 70V
power supply was connected underneath the reflection plane. The use of very fine wire was
necessary to avoid vortex shedding which would affect both the quality of the smoke streaks
and potentially the flow behavior over the wing. The Red of the wire was approximately 23;
von Karman shedding starts at around 47 (Kundu and Cohen, 2008). Measurement of pressure
distributions with the wire in place showed no noticeable effect.
106
2.8 Data Processing
18 18.5 19 19.5 20
−18
−16
−14
−12
−10
−8
−6
t (s)
Pr
es
su
re
 (P
a)
18 18.5 19 19.5 20
−60
−50
−40
−30
−20
−10
0
10
t (s)
Pr
es
su
re
 (P
a)
Figure 2.36: Example raw pressure outputs for fixed wing (left) and flapping wing (right) cases.
2.6.2 Photography and Lighting
All photography was done using a Phantom V4.3 high-speed video camera (Vision Re-
search, Inc.). Images of 800 × 600 pixel resolution were captured at 1000 frames per second.
Exposure times between 200–250µs were found to adequately freeze the motion and allow ma-
jor flow structures to be identified. The camera was mounted to the wind tunnel roof and
positioned according to which part of the flapping cycle was under investigation. In all config-
urations the camera was at least 1m from the wing, and was not expected to influence the flow.
Velocity at the position of the wing was recalibrated with the camera and lighting in its final
configuration, to account for any blockage effect on tunnel speed.
The short exposure times necessitated powerful illumination; this was obtained using a
combination of 1000W halogen flood lights and several 300W slide projectors. Sections of the
reflection plane were replaced by clear acrylic so that light could be directed from below where
necessary.
2.7 Data Processing
Raw data was acquired using the software provided with the DPMS and Cobra probes.
Example raw pressure traces are shown in Figure 2.36. After acquisition, pressure and velocity
data were processed using MATLAB (MathWorks, Inc.). A complete description of the methods
used to process the data can be found in Appendix B.
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2.8 Error Analysis
To avoid clutter, error bars are not shown on every plot in the results chapters to follow.
Instead, errors are treated in the following way:
• Examples of typical mean/phase-averaged pressures and sectional forces with error bars
are shown in the following subsection, in order for the reader to get a feel for typical
errors in the key types of results;
• A full account of how errors were estimated, along with typical error plots for all types
of data can be found in Appendix C;
• On the occasion that a small effect is observed that is borderline statistically significant,
this is noted in the text.
2.8.1 Examples of Typical Errors
Typical 95% confidence intervals (CIs), derived from repeated experiments, are shown in
Figure 2.37 for pressure and sectional lift in the fixed wing case. It is important to note that all
error plots shown represent precision uncertainty only; bias uncertainty, common to all results,
is not expected to affect any conclusions drawn, and is addressed separately in Appendix C.
Typical uncertainties for phase-averaged lift, and phase-averaged pressure distribution for the
flapping wing case are shown in Figures 2.38 and 2.39 respectively. Typical errors for all types
of results are summarized in Table 2.2.
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Figure 2.37: Estimated 95% CI of mean pressure and lift coefficients for the fixed wing under various
turbulence conditions. Plot on left is for α = 8◦.
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Figure 2.38: Estimated 95% CI of phase-averaged lift coefficient (〈Cpinst〉) for the flapping wing under
various turbulence conditions; k = 0.075, α0 = 12◦.
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Figure 2.39: Estimated 95% CIs of 〈Cpinst〉 on the flapping wing at selected phases; k = 0.3, y/s =
0.51, α0 = 8◦, Iuvw = 12.3%. Note that the point in the flapping cycle at which each of the pressure
distributions was taken is indicated by the marker of the same color in the smaller plots on the right.
Quantity Typical Precision Error
Fixed Wing
Cp ±0.02
Cl ±0.02
σ(Cp) ±0.01
σ(C ′′l ) ±0.02
Flapping Wing
〈Cp〉 ±0.1
Cl ±0.04
σ(C ′′p )φ ±0.1
σ(C ′′l )φ ±0.1
Pitching Wing
〈Cp〉 ±0.1
Cl ±0.05
σ(C ′′p )φ ±0.1
σ(C ′′l )φ ±0.1
Table 2.2: Summary of typical errors.
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Fixed-Wing Experiments
In this chapter the flow over the stationary wing in both nominally smooth flow and turbulence
is examined. All tests were performed at Re = 43,000. In the first section of the chapter, the
salient features of the flow are discussed and related to the mean and standard deviation of
surface pressure measurements. In the next section, the statistical properties of the transient
pressures are analyzed in greater detail. In the third section, transient pressure measurements
are integrated and statistical properties of the net sectional forces are examined.
This chapter has the following two aims:
1. To extend the two-dimensional results of Ravi (2011) to a finite aspect ratio wing, and re-
visit certain conclusions drawn by Ravi (2011), thus answering the first research question
given in Section 1.5.2;
2. To provide a baseline which can be compared to results obtained from the flapping and
pitching wing in subsequent chapters.
3.1 Mean and Standard Deviation of Surface Pressures
3.1.1 Wing Subjected to Nominally Smooth Flow
Mean pressure distributions across the wing in nominally smooth flow (Iuvw = 1.2%) are
shown in Figures 3.1 and 3.2. These are presented as pressure coefficients (Cp), defined in the
usual manner as the difference between local and freestream static pressure divided by the
freestream dynamic pressure. It is noted that Cp must reach unity at the stagnation point, but
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this occurs forward of the first bottom surface tap so does not appear in the pressure distribu-
tions shown. It is however accounted for when integrating pressures to find net lift, as detailed
in Section B.1.9.
For fully attached flow over a flat plate at incidence, one expects to see a monotonically
increasing pressure distribution over the upper surface that is free of inflection points, due
to the slowing of the diverging airflow. Indeed this is the case at all stations at α = 2◦, and
for the two most outboard stations at α = 4◦. As α is increased further, a region of almost
constant pressure begins to appear at the LE. Aft of this region pressure recovery takes place,
which is consistent with the presence of a LSB (Gaster, 1969). Presumably such a region is
also present on the two inboard stations at α = 4◦ and the two outboard stations at α = 6◦,
however it is of such small extent that it is not visible in the data. The elongation of the constant
pressure region with increasing α suggests that, as expected, the wing is undergoing thin-airfoil
stall (McCullough and Gault, 1955). These inferences are supported by the flow visualization
which shows separation at the LE followed by transition to turbulence (see Figure 3.3) and
reattachment at a point moving aft as α is increased (see Figure 3.4). The enhanced detail
in Figure 3.3 shows that transition is initiated by the appearance of instability waves which
eventually cause the shear layer to roll up into discrete vortices, which then break down into
turbulence. Since this is characteristic of the K-H instability, and many other investigations
have shown K-H to be the primary instability mechanism in LSBs (Watmuff, 1999; Abdalla and
Yang, 2004; Yarusevych et al., 2006), it can be said with reasonable certainty that this mechanism
is responsible for transition here. Note that the large-scale unsteadiness evident in Figure 3.4
will be discussed later.
Referring again to Figure 3.1, as α is increased to 10◦, incomplete pressure recovery is no-
ticed first at the inboard sections, indicating that the APG has become strong enough such that
turbulent mixing is no longer able to overcome it and the flow does not reattach forward of
the TE. With further increase in α peak suction decreases and the pressure distribution begins
to flatten out as the curvature of the separated shear layer decreases and the wing stalls (see
Figure 3.5).
The changes in bubble length and the extent of pressure recovery at sections further out-
board are seen to lag those further inboard, with the amount of lag becoming greater closer to
the tip (i.e. the two inboard stations possess very similar pressure distributions up to α = 12◦,
while those outboard differ significantly). This is qualitatively consistent with linear lifting-
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Figure 3.1: Mean Cp ranging from α = 2◦ to α = 12◦ in nominally smooth flow.
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Figure 3.2: Mean Cp ranging from α = 14◦ to α = 20◦ in nominally smooth flow.
Discrete turbulent vorticesGrowing instability wavesLeading edge separation
Figure 3.3: Smoke flow visualization in the vicinity of the leading edge for α = 4◦, y/s = 0.51.
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Figure 3.4: Smoke flow visualization for (a) α = 4◦, y/s = 0.51; (b) α = 8◦, y/s = 0.51; (c) α = 8◦, y/s =
0.84; (d) α = 12◦, y/s = 0.84.
Figure 3.5: Smoke flow visualization for α = 16◦, y/s = 0.51.
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line theory (LLT) (Prandtl, 1921) which for an untwisted, untapered wing predicts relatively
constant effective angle of attack with a sharp dropoff toward the tip. Since LLT only pre-
dicts sectional lift distribution (as opposed to pressure), quantitative comparisons to LLT are
deferred to Section 3.3 in which integrated lift is examined.
Not consistent with LLT are the higher peak suction levels achieved at the outboard sections
compared to those further inboard (particularly noticeable at y/s = 0.84 and α = 8–12◦). This is
also in contrast to the measurements of Bastedo and Mueller (1986) who noticed that pressure
distributions at outboard sections were always equivalent to those found inboard at lower α.
The difference is may be due to the stall type (i.e. LE stall vs. thin airfoil). Interestingly, the
presence of higher suction levels outboard persists all the way through α = 20◦ where almost
no pressure recovery takes place except for at y/s = 0.84. This could be a manifestation of the
“tip vortex lift” phenomenon in which the field of low pressure generated by the tip vortex
enhances suction at outboard sections (Lamar, 1974). On a similar flat plate at Re = 100,000,
Torres and Mueller (2004) observed an increase in net CLmax and αCLmax as aspect ratio was
decreased and attributed it to tip vortex lift, however only net force measurements for the
whole wing were taken. The data obtained here show that the increase in CLmax and αCLmax
occurs toward the tip, which supports the idea that the tip vortex is somehow responsible. This
is further discussed in Section 3.3 where net sectional forces are analyzed.
The standard deviation of pressure across the top surface of the wing in nominally smooth
flow is shown in Figures 3.6 and 3.7. At intermediate α (4–12◦) a distinct maximum is present
which moves aft as α is increased. Ravi (2011) found similar results and proposed that the po-
sition of this maximum corresponded to the mean reattachment point (the latter was deduced
from flow visualization). However, the surface pressure and hot-wire measurements of Cherry
et al. (1983) showed that maximum SD occurs upstream of the mean reattachment point. Flow
visualization conducted in the present study also showed reattachment occurring downstream
of maximum SD (as illustrated in Figure 3.4), although because the flow was so unsteady it was
difficult to locate the mean reattachment point precisely. The location of the mean reattachment
point can also be estimated from the mean pressure distribution. Several researchers (Gault,
1957; Crompton and Barrett, 2000) have noted that for flat plates the pressure recovery coeffi-
cient remains constant at approximately 0.35 across all angles of attack at which a long bubble
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Figure 3.6: SD of Cp ranging from α = 2◦ to α = 12◦ in nominally smooth flow.
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Figure 3.7: SD of Cp ranging from α = 14◦ to α = 20◦ in nominally smooth flow.
is present. The pressure recovery coefficient, σ, is defined as (Crabtree, 1959):
σ =
CpR − CpS
1− CpS
A comparison of the reattachment point location as predicted by the various methods dis-
cussed above is shown in Figure 3.8. It should be noted that the σ ≈ 0.35 results were obtained
in two-dimensional flows, so there is some uncertainty in extending them to three-dimensional
flow of the present study. Also, in applying this method to the present results, CpS was taken
as the pressure coefficient at the first tap; this should be reasonably accurate as the mean pres-
sure does not vary significantly along the forward portion of the bubble. The reattachment
point predicted by this criterion agrees well at y/s = 0.51 with the surface oil visualization con-
ducted by Loxton (2011) on the same finite aspect ratio wing. Good agreement with the smoke
flow visualization is also seen at y/s = 0.51, although at y/s = 0.84 the reattachment length is
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Figure 3.8: Reattachment point location as predicted by pressure recovery coefficient (◦), point of max-
imum SD (M), smoke flow visualization (approximate, O), and surface oil visualization (Loxton (2011),
).
under-predicted. This can be attributed to the modification of the pressure distribution by tip
vortex effects. It was observed earlier that outboard sections achieve higher peak suction, yet
following reattachment the pressure recovers to similar value to that which is observed inboard
(for a clear example see Figure 3.1, α = 8◦). This results in the pressure recovery coefficient,
σ, taking on a higher value further outboard; hence assuming σ = 0.35 under-predicts reat-
tachment length. Figure 3.8 also shows that the point of maximum SD cannot be used as an
accurate indicator of the mean reattachment point; this is evidenced by the fact that the point
of maximum SD curve for y/s = 0.51 is an outlier with respect to the reattachment location as
found by each of the other methods.
Yet to be discussed is the reason for the peak in SD prior to reattachment. Flow visual-
ization (Figure 3.4) shows that starting at a point upstream of the mean reattachment point,
the flow becomes very unsteady as a result of the K-H instability mechanism described earlier.
The flow at and downstream of the mean reattachment point is highly random, but coherent
vortical structures resulting from the roll-up of the shear layer via the K-H mechanism are of-
ten visible (e.g. Figure 3.4(b)). These vortices appear to be ejected from the LSB at random
intervals, however periodic bursts are sometimes seen (see Figure 3.9). This is similar to the
observation made by Yarusevych et al. (2009a) on a NACA0012 airfoil at Re = 55,000 (see Fig-
ure 3.10). These vortices are likely to induce significant pressure fluctuations on the wing given
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Figure 3.9: Smoke flow visualization for α = 8◦, y/s = 0.51, showing a periodic burst of shear layer
roll-up vortices. Vortex cores indicated by markers.
Figure 3.10: Smoke flow visualization by Yarusevych et al. (2009a) on a NACA0012 airfoil; Re = 55,000,
α = 5◦. Arrows indicate roll-up vortices.
their unsteady nature and proximity to the surface. Although it is not conclusively clear from
Figure 3.9 because only the outlines of the vortices are visible, the vortices appear to be closest
to the surface in the region of shear layer roll-up and subsequently move away from the surface
at a shallow angle as they “relax” and are advected downstream. This is consistent with the
observations of Watmuff (1999) (see Figure 1.18) and the PIV investigation of an LSB on the
SD7003 airfoil by Burgmann et al. (2006). It is this movement away from the surface that is
thought to be responsible for the decrease in SD aft of its peak value, since although it is only
slight, the pressure induced by a vortex is inversely proportional to the square of the distance
from the surface (Kundu and Cohen, 2008). Weakening of the vortices by diffusion may also
contribute to the decrease in SD, although given thatRe = 43,000 this would only be significant
over a much longer time scale.
While there is little doubt that shear layer roll-up vortices contribute to pressure fluctua-
tions, the proximity of the SD peak to the point of maximum pressure gradient has led some
to suggest that large-scale, quasi-steady movements of the separation bubble could also be
responsible for the SD peak. These could be driven either by velocity fluctuations in the on-
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coming flow or some other instability mechanism. Although this argument seems valid, the
coincidence of the maximum pressure recovery point and the maximum SD point can also be
explained by the fact that areas of high turbulence intensity (and therefore high surface pres-
sure SD) would be associated with rapid pressure recovery since the latter is mainly caused by
turbulent mixing. The causes of pressure fluctuations are further explored in Section 3.2 where
surface pressures are analyzed in the frequency domain.
A secondary, much smaller peak in the SD is sometimes observed upstream of the main
peak (particularly noticeable at y/s = 0.84 and α ≥ 12◦, Figures 3.6 and 3.7). The cause of this
peak will be investigated further in Section 3.2.
No mention has yet been made of the fluctuating pressures on the pressure (bottom) side of
the wing. The reason for this is that it has been shown by other researchers (Loxton, 2011; Ravi,
2011), and it was also found here, that pressure fluctuations on the bottom surface are much
smaller than those on the top. This is presumably because of the stabilizing influence of the
favorable pressure gradient when the wing is at positive α. Therefore bottom surface fluctua-
tions will not be discussed here, however they were still taken into account when calculating
statistical properties of the sectional forces and moments in Section 3.3.
3.1.2 Wing Subjected to Freestream Turbulence
Mean pressure distributions across the wing for Iuvw = 7.1% are shown in Figures 3.11
and 3.12. Attached flow distributions are observed at all sections up to 8◦, indicating that
the length of the separated region (in the time-averaged sense) has been suppressed. This
can be attributed to enhanced diffusion of streamwise momentum toward the wing surface
as a result of increased turbulent mixing. The suppression of separation allows higher mean
suction levels to be achieved relative to nominally smooth flow. Spanwise trends similar to
those observed in nominally smooth flow are present, including greater peak suction levels and
lag in bubble formation further outboard; these can be explained by the mechanisms discussed
earlier. However, pressure distributions are generally more uniform across the span than in
nominally smooth flow (see in particular α = 8–10◦). This is likely due at least in part to
spanwise mixing, resulting from freestream turbulence, smoothing out spanwise gradients of
streamwise velocity.
Despite the suppression of time-averaged leading edge separation, a region of relatively
constant Cp followed by pressure recovery is eventually observed, albeit at higher α than in
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Figure 3.11: Mean Cp ranging from α = 2◦ to α = 12◦ for Iuvw = 7.1%.
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Figure 3.12: Mean Cp ranging from α = 14◦ to α = 20◦ for Iuvw = 7.1%.
nominally smooth flow. This is indicative of a time-averaged separating-reattaching flow, al-
though since the oncoming flow is already highly turbulent it is not really appropriate to call
this a LSB. This separating-reattaching flow occurs when the APG becomes strong enough to
prevent the turbulent mixing from keeping the time-averaged flow attached. The flow at any
particular instant appears to vary between periods of attached and separated flow (this will be
demonstrated in Section 3.2.2). Also apparent from the flow visualization, unlike in nominally
smooth flow, is the formation of large vortical structures at the leading edge (referred to here-
after as leading edge vortices (LEVs), see Figure 3.15). The same phenomenon was observed
by Ravi (2011) on a two-dimensional airfoil in turbulence. These LEVs grow and shed sporad-
ically; they appear to be initiated by sudden increases in the pitch angle of the oncoming flow.
The pitch angle fluctuations are in turn caused by large eddies (i.e. those of length scales on
the order of the wing chord and greater) in the oncoming flow. These pitch angle fluctuations
were made visible by the flow visualization, presenting as coherent changes in the angle of the
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Figure 3.13: SD of Cp ranging from α = 2◦ to α = 12◦ for Iuvw = 7.1%.
smoke filaments coming off the wire.
The effect of these LEVs on the statistical properties of surface pressure will be further an-
alyzed in Section 3.2.2, however for now it can be noted that the larger length scale of these
LEVs compared to the shear layer vortices formed in nominally smooth flow is likely respon-
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Figure 3.14: SD of Cp ranging from α = 14◦ to α = 20◦ for Iuvw = 7.1%.
sible for the broader SD peaks in turbulence (see Figures 3.13 and 3.14). Also, the peak in SD
under turbulent conditions occurs much further upstream of reattachment than in nominally
smooth flow. This can be explained by the fact that the LEVs have their greatest effect on sur-
face pressure in the vicinity of the LE (this will be shown in Section 3.2.2). As expected, the
magnitudes of SD are much greater in turbulence than in smooth flow due to the increased
flow unsteadiness.
Mean pressure distributions for the Iuvw = 12.3% case are shown in Figures 3.17 and 3.18.
These exhibit an even more marked suppression of leading edge separation, with no region of
constant Cp ever observed across the range of α tested. Furthermore, an inflection point is not
visible until α = 16◦. Surface pressure SD measurements (Figures 3.19 and 3.20) show peaks
closer to the LE than in the Iuvw = 7.1% case indicating increasing dominance of the LEVs on
surface pressure fluctuations.
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Figure 3.15: Flow visualization for α = 8◦, y/s = 0.51, Iuvw = 12.3%, showing the presence of two LEVs
(one attached and one shed). Markers indicate vortex centers.
Figure 3.16: Flow visualization of Ravi (2011) on a similar two-dimensional airfoil showing a LEV form-
ing (left) and advecting downstream a short time after (right).
3.2 Further Statistical Analysis of Surface Pressures
3.2.1 Wing Subjected to Nominally Smooth Flow
3.2.1.1 Inboard Sections
Power spectral densities (PSDs) of top surface pressure fluctuations at y/s = 0.51 are plot-
ted in Figures 3.21 and 3.22. Very similar spectra were obtained for y/s = 0.34, so these can be
considered representative of the middle portion of the wing where the mean flow is approxi-
mately two-dimensional. The spectra for α < 8◦ are dominated by a low frequency peak which
upon closer inspection (see 3.23) is centered on fc/U ≈ 0.01. At low α this peak appears only
at the point of maximum SD, however at α ≥ 8◦ it begins to also appear close to the LE.
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Figure 3.17: Mean Cp ranging from α = 2◦ to α = 12◦ for Iuvw = 12.3%.
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Figure 3.18: Mean Cp ranging from α = 14◦ to α = 20◦ for Iuvw = 12.3%.
The low frequency fluctuations responsible for these spectral peaks may be caused by either
of two phenomena. The first possibility is “shear layer flapping”, as observed in separating-
reattaching flow over blunt flat plates (Kiya and Sasaki, 1983; Cherry et al., 1984). This is a low
frequency instability causing large-scale movement of the LSB. The second possibility is that
the fluctuations are caused by disturbances present in the oncoming flow. In his experiments
on a similar two-dimensional airfoil in the same wind tunnel, Ravi (2011) observed these fluc-
tuations at a similar reduced frequency to those found here, and attributed them to the shear
layer flapping instability. However, the preponderance of the evidence obtained in the present
study suggests that it is more likely a response to upstream flow fluctuations. Firstly, Cherry
et al. (1984) showed that the flapping frequency scales well with bubble length; when scaled by
bubble length the reduced frequencies obtained here (fxr/U ≈ 0.003) give a reduced frequency
an order of magnitude lower than those obtained by Cherry et al. (1984) and Kiya and Sasaki
(1983) (fxr/U ≈ 0.1). Although it is possible that the difference in geometry is responsible for
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Figure 3.19: SD of Cp ranging from α = 2◦ to α = 12◦ for Iuvw = 12.3%.
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Figure 3.20: SD of Cp ranging from α = 14◦ to α = 20◦ for Iuvw = 12.3%.
this discrepancy, this is unlikely given the magnitude of the discrepancy. In addition, the dom-
inant frequency does not appear to change with bubble length here, in contrast to the result of
Cherry et al. (1984). Referring to Figure 3.23, a three-fold change in the dominant frequency
would be expected between the first and third spectrum if it did scale with bubble length, yet
the difference between all three is negligible. Finally, analysis of the oncoming flow velocity
spectra in nominally smooth flow without the wing present show a peak at the same frequency
and a similarly-shaped spectrum (Figure 3.24). It is possible that shear layer flapping is still
present, however if so it is so weak that it is overwhelmed by fluctuations in the oncoming
flow.
Despite the fact that these low frequency fluctuations appear to be an artifact of oncoming
flow unsteadiness, useful information can still be obtained from the wings response to the lat-
ter given that the real MAV flight environment is never truly steady. The position of the low
frequency peak indicates what location on the chord is most sensitive to small upstream flucu-
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Figure 3.21: Power spectrum of Cp at y/s = 0.51 in nominally smooth flow.
ations; this information could be used, for example, in determining the placement of pressure
transducers for an MAV autopilot system.
Returning to the spectra in Figures 3.21 and 3.22, it can be seen that energy is also present
at higher frequencies (it is much more broadband than the low frequency peak); this generally
reaches a maximum around the point of maximum SD or perhaps slightly upstream. The high
frequency contribution is negligible close to the leading edge. These observations are consistent
with the supposition that the higher frequency content is due to the formation of shear layer
roll-up vortices. Despite the broadband nature of these fluctuations, a frequency at which they
peak is just barely discernible in the contour plot at α = 8◦ (Figure 3.22 top, at fc/U ≈ 1.1)
and 10◦ (at fc/U ≈ 0.63). To aid in determining the frequency at which this peak occurs,
several spectra are replotted in Figure 3.25. This shows the peak frequency reducing as α is
increased, which agrees with the flow visualization in which roll-up vortices were observed to
become larger and more widely spaced as α is increased. This in turn is likely due to the wider
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Figure 3.22: Power spectrum of Cp at y/s = 0.51 in nominally smooth flow.
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
fc/U
PS
D 
(ar
bit
rar
y l
ine
ar 
sc
ale
)
 
 
x
r
/c = 0.17 (α = 4°)
x
r
/c = 0.29 (α = 6°)
x
r
/c = 0.55 (α = 8°)
Figure 3.23: Spectrum of surface pressures at point of maximum SD in nominally smooth flow, y/s =
0.51. Each spectrum was individually rescaled to facilitate comparison of peak location.
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Figure 3.24: Spectrum of vertical velocity fluctuations in oncoming flow.
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Figure 3.25: PSD of Cp at point of maximum SD; y/s = 0.51. Arrows indicate approximate central
frequency of broad peak (not to be confused with the narrower peak that is present at both α = 10◦ and
12◦ at fc/U ≈ 0.63).
shear layer favoring the amplification of lower frequency modes, although a direct comparison
of the peak frequencies with those predicted by LST was not possible as velocity profiles of
the shear layer could not be obtained. The broadness of the spectral peak is consistent with
the earlier observation that roll-up vortices are formed somewhat randomly but often exhibit
bursts of periodicity. This behavior may be due to modulation of the shear layer roll-up by
freestream fluctuations, but this cannot be confirmed. The spectral peaks become narrower
with increasing α indicating an increased tendency towards periodicity, however the reason
for this is uncertain.
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Figure 3.26: Central frequency in surface pressure spectra at point of maximum SD; y/s = 0.51.
The approximate central frequency of the broad spectral peak is plotted against α in Fig-
ure 3.26(a). It appears to scale reasonably well with bubble length (Figure 3.26(b)), although
this should be taken tentatively since only three data points were available. This was due to
reattachment failing to occur at α ≥ 12◦, and the central frequency being above the range of
measurement for α ≤ 4◦.
Closer inspection of the α = 10◦ and 12◦ spectra in Figure 3.25 show that a sharper peak
appears at fc/U ≈ 0.63, superimposed on the broader peak. This sharp peak is also obvious in
Figure 3.22 for α = 10◦. The relative sharpness of this peak compared to that found to be caused
by shear layer roll-up vortices, together with the fact that it is present at the same frequency at
differing α, suggest that it is caused by a different phenomenon. Ravi (2011) observed a spectral
peak at similar fc/U at α ≥ 8◦ on a two-dimensional thin airfoil, and attributed it to the onset
of bluff-body (i.e. von Karman) shedding on the basis that pressures on the bottom surface also
showed a peak at the same frequency. This is in contrast to the fluctuations caused by shear
layer roll-up which are only apparent on the top surface. Pressure fluctuations observed here
exhibit similar behavior, supporting Ravi’s conclusion. It can therefore be concluded that at
intermediate α (i.e. α ≈ 10◦), the wing exhibits a combination of shedding modes (namely shear
layer roll-up and bluff-body type shedding); similar behavior was observed by Yarusevych
et al. (2006) on a thick airfoil at intermediate angles of attack. Although not plotted here, it was
found that as α is increased further, the bluff-body mode increasingly dominates the surface
pressures.
From the spectra shown thus far, it is difficult to determine the overall contribution of each
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Figure 3.27: Contribution of different frequency ranges to total variance of Cp; y/s = 0.51.
source of fluctuating pressure to the SD measured at each point. Given the magnitude of the
low frequency peak, it may even be thought that the SD plots shown in Section 3.1.1 are dom-
inated by low frequency fluctuations caused by oncoming flow unsteadiness, and not vortex
shedding from the airfoil as first hypothesized. However, this is not the case, as evidenced by
Figure 3.27 which shows the contribution of low and high frequencies to the overall variance.
Although the cut-off point is arbitrary (fc/U = 0.25), it is far higher than the low frequency
peak at fc/U = 0.01 and thus should divide the spectrum into fluctuations caused by flow
unsteadiness and those caused by vortex shedding. Figure 3.27 shows that both phenomena
contribute significantly to the overall variance at low α but as α is increased the vortex shed-
ding contributes relatively more (although not shown here, this trend was observed across all
data). The fluctuations from vortex shedding reach a peak slightly upstream of those due to
oncoming flow unsteadiness.
3.2.1.2 Outboard Sections
Although all data cannot be shown here, spectra at the outboard sections at low α are also
dominated by a low frequency peak around the point of maximum SD (see for example Fig-
ure 3.28). However, unlike at the inboard sections, spectra around the point of maximum SD of-
ten lack a higher frequency peak, as shown in Figures 3.29 and 3.30. Nevertheless when a peak
is apparent, it occurs at higher frequency than that at the inboard sections for a given α. This is
consistent with the peak frequency scaling with bubble length (the bubble length being shorter
further outboard for a given α). The peaks are also significantly wider than those observed at
the inboard sections, indicating that the energy is more spread out across the frequency range.
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Figure 3.28: Power spectrum of Cp at y/s = 0.84 in nominally smooth flow.
A possible explanation for this is that the mean velocity profile possesses significant spanwise
shear toward the tip; the different velocity profiles at adjacent spanwise sections are likely to
favor the amplification of differing frequency bands, hence causing a more even distribution of
energy across the range of frequencies. This results in either a very broad spectral peak, or no
distinct peak at all. Consistent with this is the fact that the periodic bursts of roll-up vortices
observed in the flow visualization at inboard sections were not observed at y/s = 0.84; the
shedding exhibited increased randomness. Also very noticeable in flow visualization at y/s =
0.84 was significant streamwise vorticity in the vicinity of the roll-up vortices. This is thought
to originate from the shear layer formed at the edge of the wing (i.e. the wing tip), and may
contribute to the increased randomness observed at the outboard section.
In Section 3.1.1 it was noted that at higher α a secondary peak in SD was visible at y/s =
0.84. The pressure spectrum for such a case is shown in Figure 3.31. Note that the frequency
of the peak just visible at fc/U ≈ 0.63 is consistent with that observed earlier attributed to
von Karman shedding. The effect of this type of shedding on the surface pressures appears
to be diminished towards the tip. The increase in SD around x/c = 0.15 seems to be caused
by low frequencies (note the elevated energy level at the bottom-left of Figure 3.31), which is
confirmed in Figure 3.27. Further analysis showed that the spectral shape and peak frequency
were similar to those seen in Figure 3.23 indicating that this too is likely a response to upstream
flow unsteadiness rather than some new flow phenomenon. This increased sensitivity to on-
coming flow fluctuations toward the tip has important implications for MAV stabilization and
control, since lift fluctuations toward the tips result in larger rolling moment fluctuations than
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Figure 3.29: PSD of Cp at point of maximum SD for outboard sections. Arrows indicate approximate
center frequency of broad peak where apparent.
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Figure 3.30: PSD of Cp at point of maximum SD for outboard sections. Arrows indicate approximate
center frequency of broad peak where apparent (not to be confused with the narrower peak attributed
to von Karman shedding that is present at α = 12◦ at fc/U ≈ 0.63).
137
Fixed-Wing Experiments
fc/U
x/
c
α = 12°
0 0.5 1 1.5 2 2.5 3
0.2
0.4
0.6
0.8
0.061 0.079 0.098
σ(Cp)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
Figure 3.31: Power spectrum of Cp at y/s = 0.84 in nominally smooth flow.
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Figure 3.32: Contribution of different frequency ranges to total variance of Cp; y/s = 0.84.
those produced further inboard. The actual rolling moment produced is of course dependent
on the spanwise correlation of these fluctuations, something which could not be obtained with
the current experimental setup. This warrants future investigation.
3.2.2 Wing Subjected to Freestream Turbulence
3.2.2.1 Inboard Sections
Example top surface pressure time histories in nominally smooth flow and turbulence are
shown in Figure 3.33. It is immediately noticeable that in smooth flow the pressure fluctuations
occur roughly equally in positive and negative directions, whereas in turbulence relatively long
periods at high Cp are followed by short, strong deviations in the negative Cp direction.
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Figure 3.33: Example pressure time history; α = 10◦, x/c = 0.34, y/s = 0.51.
Probability density functions (PDFs) of top surface Cp are shown in Figures 3.34, 3.35 and
3.36. These show probability density as a function of x/c and Cp; they were obtained by in-
terpolating between the normalized histograms for the individual taps. This interpolation oc-
casionally introduced artefacts when the PDF varied rapidly between adjacent taps (see for
example the top-left plot of Figure 3.34); these should be ignored. The histograms were gener-
ated by dividing the Cp range into 250 equal intervals and counting the number of samples in
each interval. Examination of the PDFs reveals that in nominally smooth flow the distribution
of pressure is roughly Gaussian with very little skewness. In contrast, those under both turbu-
lence conditions show significant skewness, noticeable from the long tails in the negative Cp
direction, and the negative deviation of the mean value from the modal value. This supports
the initial observation that the mean Cp is being reduced by relatively less frequent events that
cause strong suction. The skewness is universally greater toward the LE, suggesting that these
events have most influence near the LE.
It is well-known that vorticity is associated with low pressure (Bradshaw and Koh, 1981).
In an experiment on a blunt flat plate in highly turbulent flow, Saathoff and Melbourne (1997)
were able to show that bursts of strong suction near the LE were caused by the formation of
strong LEVs, by means of synchronized flow visualization and pressure measurements. Flow
visualization performed here also showed that LEVs are a dominant feature of the flow over
the wing subjected to turbulence (as was shown in Figure 3.15). It is therefore quite certain that
the phenomenon responsible for the transient, sharp decreases in pressure observed here is the
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Figure 3.34: PDF of surface pressures at y/s = 0.51. Green dots indicate mean values.
formation of LEVs.
Returning to the PDFs in Figure 3.34, it can be seen that at α = 4◦ and 6◦ a distinct modal
pressure distribution is evident in turbulence. Under both elevated turbulence conditions, this
distribution takes on a value ofCp ≈ –0.2 over the aft portion of the chord, decreasing gradually
to Cp ≈ –0.5 by x/c = 0.08. The same modal distribution is present at higher α, although as α is
increased it is gradually replaced by a broader modal distribution at lower Cp. The shape of the
initial modal distribution, along with its relatively high Cp values suggest that it corresponds
to an attached flow state. It should be noted that the PDFs give no temporal information,
so it cannot be immediately concluded that these modal pressures occur simultaneously and
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Figure 3.35: PDF of surface pressures at y/s = 0.51. Green dots indicate mean values.
therefore represent some flow state. However, examination of pressures in the time domain
showed that this distribution is indeed the “modal state” upon which fluctuations are imposed.
Flow visualization also showed significant periods of attached flow (as in Figure 3.37a).
A significant conclusion can be drawn from the presence of this modal attached flow state in
turbulence at angles of attack at which the flow is separated in nominally smooth flow. Unlike
the mean pressure distribution, this modal distribution is unaffected by the large fluctuations
caused by LEV formation. This means that attached flow is maintained in the absence of the
LEVs, and thus is likely maintained by mixing from finer-scale turbulence rather than mixing
generated by LEVs, which are in turn generated by large-scale fluctuations in the oncoming
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Figure 3.36: PDF of surface pressures at y/s = 0.51. Green dots indicate mean values.
flow. The net effect of the LEVs is to lower the mean pressures below their modal values. This
is consistent with the result of Ravi et al. (2012a) who found that an increase in turbulence
length scale resulted in mean pressure distributions more like those observed in smooth flow.
As α is increased beyond 6◦, the modal attached flow distribution becomes less significant
and is gradually replaced, starting at the LE, with a broader modal peak at lower Cp. This
indicates that the flow is spending more time in a separated state. This increased tendency
towards separation was also evident in the flow visualization of Ravi et al. (2012b) on the two-
dimensional airfoil. The broadness of this peak illustrates the randomness involved in the
separation; flow visualization also showed that the behavior of the separated shear layer was
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(a) (b)
(c) (d)
Figure 3.37: Smoke flow visualization for α = 12◦, y/s = 0.51, Iuvw = 12.3%; flow state varies between
(a) attached flow, (b) separated flow with mild shear layer roll-up, and (c,d) LEV formation.
dependent on the severity of the oncoming flow fluctuations. Large increases in flow pitch an-
gle resulted in tightly rolled-up LEVs which presumably caused large negative Cp fluctuations
(Figure 3.37c,d). In contrast, milder increases caused separation with much less roll-up, pre-
sumably causing milder decreases in Cp (Figure 3.37b). Unlike with the attached flow modal
peak, there is no evidence that the peak at lower Cp caused by flow separation corresponds to
a distinct flow state. Rather it is the net result of a broad spectrum of differing flow separation
events.
Comparing the two turbulence conditions, it can be seen that under higher turbulence in-
tensity the PDF tails in the negative direction are longer, consistent with the fact that large
flow pitch fluctuations causing intense LEVs are more likely under the higher turbulence level
(something which was also observed by Ravi et al. (2012b)). However, the reduction in mean
Cp caused by these events is to some extent offset by an increased tendency toward attached
flow under higher turbulence intensity, presumably due to increased small-scale mixing as dis-
cussed earlier. This results in fairly similar mean Cp distributions between the two turbulence
conditions up until α ≈ 12◦ where flow separation begins to dominate in the Iuvw = 7.1% case.
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3.2.2.2 Further Consideration of Leading Edge Vortices
Unlike the shear layer roll-up vortices observed in nominally smooth flow, the LEVs ob-
served in turbulence commence roll-up immediately at the LE, without the appearance of
growing instability waves. It is also well-known that a finite vortex sheet will roll up under
its own induced velocity field (Kundu and Cohen, 2008); thus it is fairly certain that these LEVs
roll up by themselves without the need for any instability mechanism. It was remarked ear-
lier that the separated shear layer observed in turbulence rolled up to varying extents, which
seemingly depended on the pitch angle of the oncoming flow. It is believed that this roll-up
is controlled by the rate of shedding of vorticity from the LE, which is in turn controlled by
instantaneous angle of attack (and likely also its rate of change). This cannot be confirmed
here because velocity measurements were not available; a parametric study of the relationship
between α, dα/dt, rate of vorticity convection by the separated shear layer, and vortex roll-up
behavior is recommended for future work in this area.
In order to demonstrate the effect of LEV formation on the surface pressures, a time series
of upper surface pressure distributions is shown in Figure 3.38. Although time-synchronized
flow visualization or velocity measurements were not available, it is fairly certain that this
corresponds to a LEV formation event. A clear suction peak is visible that forms at the LE and
subsequently advects downstream. The suction peak obtains its highest intensity when near
the LE and diminishes as it moves aft. It can also be seen that the pressure toward the TE is
much less affected by the passage of the LEV than that further forward. These two observations
explain in part the earlier observation that SD of pressure reached its peak value much closer
to the LE in turbulence than in smooth flow. Aft of the suction peak a small “depression” is
noticeable in the pressure distributions, this region of slightly higher pressure is believed to be a
result of the LEVs induced velocity impinging on the surface. Also noticeable from Figure 3.38
is the fact that the suction peak (and therefore presumably the vortex) advects downstream at
a velocity much lower than that of the freestream; this was also observed by Ravi et al. (2012b).
The large size of the LEVs compared to the shear layer roll-up vortices observed in smooth
flow contributes to the higher correlation between pressure fluctuations at different chordwise
positions. This is illustrated in Figure 3.39 which shows the correlation coefficient between
different taps (a value of 1 indicates perfect linear correlation). Under elevated turbulence,
the pressure at a given x/c is very often positively correlated with the pressure at any other
point on the chord. In contrast, the correlation between pressures at two different chordwise
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Figure 3.38: Time series of surface pressures at y/s = 0.51 during a LEV passage event. Dashes show
mean values.
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Figure 3.39: Correlation matrices of pressure fluctuations at y/s = 0.51, α = 8◦; Iuvw = 1.2% (top),
Iuvw = 7.1% (bottom left), Iuvw = 12.3% (bottom right).
positions in nominally smooth flow quickly drops to below zero as the distance between the
positions increases. This has obvious implications for fluctuations in net sectional force which
will be analyzed in Section 3.4.
3.2.2.3 Spectral Properties
Unlike in the smooth flow case, under turbulence the pressure spectra are much more sim-
ilar in shape across the chord (see for example Figures 3.40 and 3.41). This is the result of
pressure fluctuations being mainly caused by flow structures with a longer length scale. The
spectra show a single peak at fc/U ≈ 0.03–0.08, with the peak frequency being higher in the
Iuvw = 7.1% case, likely due to the shorter length scale of the oncoming flow fluctuations.
It is tempting to suggest that this peak frequency is the preferred rate of formation of LEVs,
however this is not possible since as mentioned earlier the pressure fluctuations are induced
by a continuous spectrum of flow separation events. Some of these result in tight roll-up into
a LEV, and others show significantly less roll-up. This then begs the question: what exactly
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Figure 3.40: Power spectrum of surface pressures at y/s = 0.51, α = 6◦, Iuvw = 7.1%.
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Figure 3.41: Power spectrum of surface pressures at y/s = 0.51, α = 6◦, Iuvw = 12.3%.
constitutes a LEV? This question often arises in the context of flapping wings (e.g. Hubel and
Tropea (2010); Jones and Babinsky (2011)); numerous criteria for vortex identification have been
established (e.g. Graftieaux et al. (2001)), all of which must contain some degree of arbitrariness
since the flow possesses a continuous distribution of vorticity.
The peak frequency increases with α in the Iuvw = 7.1% case, as shown in Figure 3.42. This
is consistent with the increased likelihood of flow separation events occurring at higher α. A
similar increase was observed by Ravi (2011) on the two-dimensional airfoil. It is believed that
such an increase also occurs in the Iuvw = 12.3% case, however it is less noticeable (Figure 3.43).
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Figure 3.42: Power spectrum of surface pressures at y/s = 0.51, x/c = 0.16, Iuvw = 7.1%.
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Figure 3.43: Power spectrum of surface pressures at y/s = 0.51, x/c = 0.16, Iuvw = 12.3%.
The larger range of pitch angle fluctuations in the oncoming flow in this case would diminish
the significance of a change in α; as a result the shift in peak frequency is barely evident. It
should also be noted that although it is believed that the change in peak frequency is definitely
occurring, the noise level in the spectral estimate makes accurate quantification of this change;
for future work it is recommended that longer sampling times (∼30min) are used to accurately
quantify these frequencies.
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3.2.2.4 Outboard Sections
It was shown in Section 3.1.2 that the mean and SD of surface pressures were much more
similar across the span in turbulence than in nominally smooth flow. The same is also true
of other statistical properties, particularly so for α ≤ 8◦ where only very small differences in
PDFs and spectra were evident across all spanwise positions. At higher α the station furthest
outboard (y/s = 0.84) shows significantly different behavior to the other stations in the Iuvw =
7.1% case; the same was evident for Iuvw = 12.3% but to a much smaller extent. The PDFs in
Figure 3.44 show that the attached flow modal peak is more apparent at y/s = 0.84, but at the
same time longer negative tails are present near the LE presumably indicating the strong influ-
ence of separation and strong shear layer roll-up. The strong negative Cp fluctuations are also
more localized; this is why the SD plots in Section 3.1.2 show a sharper peak closer to the LE for
y/s = 0.84 as compared to other spanwise positions. These effects combine to produce a more
curved mean pressure distribution, with relatively higher suction closer to the LE and faster
pressure recovery. The two effects are also seemingly at odds; downwash that reduces effective
α toward the tip would lead to longer periods of attached flow but intuitively would also de-
crease the likelihood of separation and strong shear layer roll-up. It is speculated that vortical
structures formed by separation from the tip could be involved, but further investigation into
this is needed.
Spectra gave little insight into what may be causing the phenomenon discussed above,
although as mentioned earlier future work using longer sampling times to produce spectra
with less noise may reveal more clues.
3.3 Mean and Standard Deviation of Sectional Forces and Moments
This section contains an analysis of sectional forces and moments; these were calculated
from raw pressures using the procedure described in Section B.1.9. This procedure includes
accounting for the stagnation point which occurs ahead of the first tap on the bottom surface.
3.3.1 Mean Sectional Forces and Moments
The mean sectional lift coefficients at each section for the three oncoming flow conditions
are shown in Figure 3.45. Referring initially to the nominally smooth flow results, it can be
seen that around α ≈ 4–6◦ the slope of the lift curve increases slightly beyond its value at low
α. This is particularly visible in the plot for y/s = 0.84 where the smooth flow curve is less
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Figure 3.44: PDF of surface pressures for Iuvw = 7.1%. Green dots indicate mean values.
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Figure 3.45: Mean Cl at each section for various turbulence conditions.
obscured by the other two curves. Ravi (2011) observed a similar trend in the two-dimensional
lift curve slope and attributed it to presence of the LSB, in what he called the “pseudo-camber
effect”. This effect was so named because the presence of the LSB causes the flow outside the
boundary layer to follow a more curved path as it flows around the LSB and then down toward
the airfoil surface upon reattachment. This results in the outer flow behaving as if the airfoil
were cambered, thus increasing lift at a given α. As the LSB grows with α, so does the effective
camber and resulting increase in lift; it is this change with α that causes the increase in lift curve
slope seen in the data.
A number of spanwise trends are apparent in the sectional Cl data for nominally smooth
flow:
• The α at which the pseudo-camber effect becomes significant increases with y/s — this is
consistent with the earlier observation that LSB size is smaller at higher y/s;
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Figure 3.46: Mean Cl at each section in nominally smooth flow.
• The lift curve slope is smaller at higher y/s (see Figure 3.46) — this is consistent with
the outboard sections experiencing a decreased effective α due to downwash from the tip
vortices;
• The stalling α increases with y/s — this is also consistent with a decrease in effective α;
• Clmax increases with y/s.
It is also notable from Figure 3.46 that although the pressure distributions have become
nominally two-dimensional at the inboard sections, they are still significantly different from
those on the two-dimensional airfoil. The trend of increasing Clmax with increasing y/s is per-
haps the most interesting; it cannot be explained by traditional LLT, but it is consistent with the
findings of Torres and Mueller (2004) who observed the overall CLmax of flat plates to increase
as the aspect ratio was decreased from 2 to 0.5. They somewhat vaguely suggested that this
was due to flow induced by the tip vortex “energizing” the flow on the upper surface and al-
lowing it to remain attached at higher α. They also remarked that the low pressure induced by
the tip vortex itself can contribute to lift, in a similar way to how an LEV generates additional
lift on a delta wing. However it is not certain to what extent each of these effects is responsible
for the increase in CLmax . Torres and Mueller (2004) did attempt to answer this question; they
observed a backward shift in the center of lift location (xCL) with increasing α in their tests on
LAR wings and suggested this was caused by increasing dominance of tip vortex lift, which
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Figure 3.47: Center of lift location at each section in nominally smooth flow.
was proposed to act further aft on the wing chord. The data obtained here do not agree with
this conclusion, as explained by the following argument. In smooth flow, at high α (take α =
18◦ for example), the lift at y/s = 0.84 is significantly higher than that at y/s = 0.34 suggesting
a significant amount of tip vortex lift. Yet, at the same α, xCL/c is approximately equal at 0.4
across all sections (Figure 3.47). If tip vortex lift was responsible for the backward shift in xCL,
one would expect to see a higher xCL/c further outboard at high α. Instead, with the benefit
of having pressure distributions, it can easily be deduced that the shift in xCL is caused by
formation and growth of a LSB. This tendency of the LSB to shift xCL backward will be further
examined when pitching moments are analyzed later in this section.
Turning now to the mean lift in turbulent flow (Figure 3.45), the most notable observations
are:
• Increasing Iuvw tends to nullify the increase in lift curve slope caused by the “pseudo-
camber” effect, consistent with the earlier observation that LSB formation is suppressed
under turbulent conditions;
• Increasing Iuvw increases both the stalling α and CLmax, consistent with the earlier obser-
vation that under turbulent conditions the flow showed an increased tendency towards
reattachment at a given α;
• Both of these effects intensify with increasing Iuvw;
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Figure 3.48: Mean Cd at each section for various turbulence conditions.
• Similar spanwise trends appear to exist as in nominally smooth flow.
Mean sectional drag coefficients are shown in Figure 3.48. It is important to note that all
drag values reported in this thesis take into account pressure drag only. Skin friction drag is
neglected, but based on previous comparisons of pressure drag with total drag (Ravi, 2011),
and similar comparisons presented later in this chapter (see Figure 3.62), it was concluded that
skin friction drag represents only a small portion of the overall drag. Therefore neglecting it
will result in only a small error. It can be seen from Figure 3.48 that increasing Iuvw causes a
small reduction in drag at intermediate α on account of LSB suppression. At high α drag under
turbulent conditions exceeds that in smooth flow due to the delay in stall because the higher
lift is accompanied by higher drag.
Mean sectional pitching moment coefficients are shown in Figure 3.49. Note that as per
convention these coefficients are based on the moment about the 1/4 chord point. These show
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Figure 3.49: Mean Cm at each section for various turbulence conditions.
that under all flow conditions, the wing behaves according to thin airfoil theory to a good
approximation at α ≤ 5◦ (i.e. Cm ≈ 0). Referring now to nominally smooth flow results, the
Cm curves are seen to “break” (i.e. suddenly decrease) at α ≈ 6–10◦. This is caused by the
formation and growth of the LSB; the growing region of roughly constant pressure underneath
the LSB causes the center of lift to move aft, causing a negative pitching moment. The “break”
in pitching moment occurs at higher α further outboard due to the smaller extent of the LSB
further outboard (this is highlighted in Figure 3.50). Also note that the maximum negative Cm
reached increases significantly with y/s; this appears to be a result of increasing Clmax with y/s
as opposed to a movement of the center of lift further aft, as evidenced by Figure 3.47.
In turbulent conditions, the Cm curves break later and do so in a more gradual manner.
This is consistent with the attenuation of LSB growth observed previously.
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Figure 3.50: Mean Cm at each section in nominally smooth flow.
3.3.2 Mean Spanwise Lift Distributions and Comparison to Lifting-Line Theory
Lifting-line theory (LLT) requires the two-dimensional lift curve slope in order to predict
the spanwise lift distribution on a finite aspect ratio wing. Since two-dimensional sectional
lift curves were not available at the current Reynolds number (43,000), and there is significant
variance among the lift curves reported by other researchers (see for example Figure 3.46), a
comparison of the present results to absolute Cl values predicted by LLT was not performed.
Instead, the experimental data were compared to the relative distribution of lift predicted by
LLT (i.e. the ratio of sectional lift at different points along the span). This comparison, for
each turbulence condition, is shown in Figures 3.51, 3.52, and 3.53. These were obtained by
equating the lift predicted by LLT at the most inboard section to the experimental data, thus
giving a relative comparison of the lift distribution.
Reasonable agreement is seen at low α; this agreement is generally better under turbulent
conditions, possibly due to the absence of a LSB which causes slight non-linearity of the lift
curve as discussed previously. At higher α LLT does not account for the non-linear behav-
ior and its predictions become more inaccurate. At certain angles of attack the spanwise lift
distribution becomes non-monotonic, something which cannot be predicted by LLT. This non-
monotonicity results from the combination of two tip vortex effects discussed earlier, namely
the reduction in effective α toward the tip, and the increase in CLmax toward the tip.
It should be mentioned that non-linear lifting line theories exist; these take into account
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Figure 3.51: Measured spanwise lift distributions in nominally smooth flow (◦) compared to lifting-line
theory (– –); α = 2–20◦ in steps of 2◦ (legend omitted for clarity).
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Figure 3.52: Measured spanwise lift distributions for Iuvw = 7.1% (◦) compared to lifting-line theory
(– –); α = 2–20◦ in steps of 2◦ (legend omitted for clarity).
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Figure 3.53: Measured spanwise lift distributions for Iuvw = 12.3% (◦) compared to lifting-line theory
(– –); α = 2–20◦ in steps of 2◦ (legend omitted for clarity).
non-linearity in the lift curve, however given that a reliable two-dimensional lift curve was not
available these could not be compared with the experimental data, even in a relative sense.
3.3.3 Standard Deviation of Sectional Forces and Moments
SD of lift (σ(Cl)) is shown in Figure 3.54. Because fluctuating rolling moments are also
highly relevant to MAV flight, SD of sectional rolling moment about the root (σ(Cly/s)) is
also plotted. Note that as mentioned earlier, the actual net rolling moment produced depends
highly on the spanwise correlation of lift fluctuations which could not be measured. In nomi-
nally smooth flow, σ(Cl) increases with α until a maximum is reached around α = 14◦ for y/s =
0.34 (higher for sections further outboard). This increase in σ(Cl) is believed to be mainly due
to the increase in the size of the structures shed from the LSB with α which was observed ear-
lier. Not only do the larger structures impart more powerful surface pressure fluctuations, but
the fluctuations are also more correlated across the chord leading to larger net lift fluctuations.
In turbulent conditions σ(Cl) also increases with α, although the increase is much less
marked than in nominally smooth flow (note the difference in scales across Figure 3.54). This
is indicative of the dominance of oncoming flow pitch angle fluctuations over α, and the fact
that pressure fluctuations induced by the large-scale structures seen in turbulent conditions are
well correlated even at low α.
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Figure 3.54: SD of Cl (left) and Cly/s (right). Note the difference in scale of the ordinate.
159
Fixed-Wing Experiments
0 5 10 15 20
0
0.005
0.01
0.015
0.02
I
uvw
 = 1.2%
α (°)
0 5 10 15 20
0
0.01
0.02
0.03
0.04
0.05
0.06
I
uvw
 = 7.1%
α (°)
0 5 10 15 20
0
0.02
0.04
0.06
0.08
I
uvw
 = 12.3%
α (°)
σ(C
m
)
 
 
y/s = 0.34
y/s = 0.51
y/s = 0.67
y/s = 0.84
Figure 3.55: SD of Cm. Note the difference in scale of the ordinate across the various plots.
Across all three flow conditions σ(Cl) is consistently greater toward the wing root, although
for σ(Cly/s), this trend is reversed due to the dominance of the moment arm. Potential rolling
moment fluctuations are thus still more likely to come from outboard sections. This is in ad-
dition to the fact that correlation with lift fluctuations occurring on the opposite wing (which
would reduce the net rolling moment) would presumably decrease toward the tip.
SD of pitching moment (σ(Cm)) is shown in Figure 3.54. In nominally smooth flow σ(Cm)
exhibits a dramatic increase at around α = 6◦, for the same reason as the similar increase in
σ(Cl) discussed earlier. At low α, the σ(Cm) values observed under both turbulent conditions
are surprisingly low, on the order of those seen in nominally smooth flow. As with lift, a more
gradual increase in σ(Cm) with α is observed in turbulence.
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To give an idea of the range of instantaneous sectional lift values experienced by the wing,
selected percentiles of Cl are shown in Figures 3.56 and 3.57. Smooth flow results for the most
part show symmetrical distributions, except for slightly post-stall where positive skew is no-
ticed mainly at the inboard sections. Turbulent flow results show positive slight skew across all
angles of attack; this skew appears to increase with α and Iuvw. As discussed earlier in relation
to surface pressure PDFs, the reason for this skew is the tendency of the flow to maintain a
modal attached state upon which transient periods of high top surface suction (and therefore
lift) are imposed.
Percentile plots for Cm are shown in Figures 3.58 and 3.59. Again smooth flow distributions
are fairly symmetric, although some negative skew is present post-stall. In contrast the turbu-
lent flow distributions are often highly skewed in the negative direction; the skew appears to
reach a maximum at α just higher than that at which the mean moment curve begins to “break”
(refer to Figure 3.49). It is believed that the skew is caused by the large transient negative pitch-
ing moments that occur when LEVs advect backward along the chord (recall the pressure time
sequence shown in Figure 3.38). As with lift the skew increases with Iuvw.
Typical spectra of sectional lift are shown in Figure 3.60 (left). In turbulent flow these exhib-
ited peaks at similar frequencies to those identified in the individual pressure spectra, which
was to be expected given the high chordwise correlation of pressure observed earlier (recall Fig-
ure 3.39). Conversely, the higher frequency peaks identified in smooth flow pressure spectra
were not as salient in the sectional force spectra, although the effect of roll-up vortex shedding
was often still visible as a diminishing rate of roll-off (Figure 3.60 (left) at fc/U ≈ 0.4). Most
of the fluctuating lift energy in the smooth flow case was attributed to the low frequency flow
unsteadiness discussed earlier.
Comparison of the lift spectra to the oncoming flow velocity spectra gives insight into the
“aerodynamic admittance” of the wing. This is done in Figure 3.60, where spectra of the vertical
velocity component (expected to have the most influence on lift, since it is roughly proportional
to oncoming flow pitch angle) are shown on the right. Under elevated turbulence, the spectral
peaks inCl and those in v appear to coincide, suggesting that the fluctuations are largely driven
by the oncoming flow rather than some inherent property of the wing. Contrast this to the
behavior in smooth flow at higher frequencies, where the oncoming flow spectrum decays
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Figure 3.56: Selected percentiles of Cl vs. α for inboard sections.
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Figure 3.57: Selected percentiles of Cl vs. α for outboard sections.
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Figure 3.58: Selected percentiles of Cm vs. α for inboard sections.
164
3.4 Further Statistical Analysis of Sectional Forces and Moments
0 5 10 15 20
−0.2
−0.15
−0.1
−0.05
0
0.05
α (°)
y/s = 0.67
I
uvw
 = 1.2%
C
m
0 5 10 15 20
−0.2
−0.15
−0.1
−0.05
0
0.05
α (°)
y/s = 0.84
I
uvw
 = 1.2%
C
m
0 5 10 15 20
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
α (°)
y/s = 0.67
I
uvw
 = 7.1%
C
m
0 5 10 15 20
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
α (°)
y/s = 0.84
I
uvw
 = 7.1%
C
m
0 5 10 15 20
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
α (°)
y/s = 0.67
I
uvw
 = 12.3%
C
m
0 5 10 15 20
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
α (°)
y/s = 0.84
I
uvw
 = 12.3%
C
m
 
 
Median 25/75 10/90 1/99
Figure 3.59: Selected percentiles of Cm vs. α for outboard sections.
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Figure 3.60: Spectra of Cl (left) and vertical velocity (right) under various turbulence conditions; α = 8◦,
y/s = 0.51.
continuously, but a plateau is observed in the lift spectrum. This is of course because the roll-
up vortex shedding responsible for the plateau is a local phenomenon inherent to the wing
itself.
Also notable in Figure 3.60 is the greater rate of roll-off in the Cl spectra relative to the
v spectra, suggesting that the wing becomes less sensitive to fluctuations of increasing fre-
quency. This phenomenon is well-known and was predicted as far back as Ku¨ssner (1929) who
analytically derived the admittance function1 of a flat plate airfoil using potential flow theory.
Comparison of the response of the present wing to these early aerodynamic theories (namely
Theodorsen (1935)) was attempted, but met with little success, mainly on account of the ex-
tremely non-linear behavior the occurs at such high turbulence levels. It is thought that even
trying to determine an admittance function experimentally would not be successful given that
such a function must assume linearity.
3.5 Estimation of Mean Overall Forces and Moments
The overall forces and moments presented in this section were calculated as described in
Section B.1.10. Since spanwise resolution was very low (effectively only 6 data points across
1An admittance function relates the aerodynamic force on an object to the oncoming velocity fluctuations as a
function of frequency. As such it assumes linearity.
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Figure 3.61: Estimates of mean CL for the entire wing.
the span were available — the 4 measurement locations, the tip, and the symmetry condition
at the root), they should only be taken as estimates. Nevertheless they are presented in order
to show that they agree reasonably well with existing measurements in the literature, giving
more confidence to the data presented throughout this chapter.
The overall predicted lift (Figure 3.61) in nominally smooth flow agrees reasonably well
with the results of Mueller (1999); one would expect the present results (where sAR = 2) to lie
somewhere in between the two curves of Mueller (1999). The lift curve obtained here is slightly
lower; this could easily be explained by the difference in Re, but in reality the error involved in
the integration is such that it is not worth speculating on. Good agreement of CD with existing
measurements appears to validate the assumption of the dominance of pressure drag over skin
friction drag (Figure 3.61). Estimated CM also fits in well with the curve lying in between the
sAR = 1 and sAR = 3 measurements of Mueller (1999).
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Figure 3.62: Estimates of mean CD for the entire wing.
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Figure 3.63: Estimates of mean CM for the entire wing.
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3.6 Chapter Summary & Conclusions
In this chapter, the results of an investigation of the time-varying pressures over a low
aspect ratio fixed wing at low Re in smooth and turbulent flow were presented. The main
conclusions from this investigation are summarized as follows:
• Greater peak mean suction and peak mean sectional lift are achieved at sections further
outboard, something not predicted by linear or non-linear Lifting Line Theory.
• Elevated freestream turbulence levels result in a more uniform mean pressure distribu-
tion across the span.
• In nominally smooth flow, pressure fluctuations are caused by a combination of vortex
shedding from the LSB and response to large-scale unsteadiness in the freestream.
• Pressure fluctuations induced by shedding from the LSB reach peak magnitude upstream
of the mean reattachment point.
• Pressure fluctuations induced by freestream unsteadiness peak at around the same chord-
wise position, although at certain spanwise positions and angles of attack increased sen-
sitivity is also seen in the vicinity of the leading edge.
• In elevated turbulence, a distinct modal pressure distribution is often present, upon which
large transient negative deviations are imposed.
• These deviations are caused by a spectrum of separation/shear layer roll-up events in-
cluding the large vortical structures observed by Ravi (2011) on the two-dimensional
wing.
The following minor conclusions were also drawn from the results:
• The central frequency of fluctuations induced by shedding from the LSB scales well with
bubble length when the mean flow reattaches; this agrees with observations of LSB shed-
ding on semi-infinite flat plates (Cherry et al., 1984; Saathoff and Melbourne, 1997).
• This shedding exhibits less periodicity and more randomness at sections further out-
board.
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• Pressure recovery coefficients previously measured on two-dimensional flat plates agree
well with those found here for y/s ≤ 0.51, although higher values are observed for y/s ≥
0.67.
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Chapter 4
Flapping-Wing Experiments
Presented in this chapter are the pressure measurements and flow visualization over the wing
undergoing pure root-flapping motion, in answer to the second research question specified
in Section 1.5.2. To the author’s knowledge these pressure measurements are of significantly
higher resolution than any previous pressure measurements on flapping wings available in the
literature. It also appears to be the first investigation subjecting a flapping wing to large-scale
turbulence.
For all tests, the wing was flapped at a constant flap amplitude of ±45◦ (i.e. 90◦ peak-to-
peak). Measurements were taken for a range of geometric angle of incidence (i.e. static angle
of attack), α0, from 0–12◦ in steps of 4◦. Reduced frequency, k, was varied between 0.075–0.3 in
steps of 0.075. Each of these combinations was tested in nominally smooth flow as well as the
two freestream turbulence conditions detailed in Section 2.3.3. Again Re based on freestream
velocity was held nominally constant at 43,000.
In the first half of the chapter, phase-averaged sectional lift coefficients and pressure distri-
butions are presented, in order of increasing reduced frequency. Pressure distributions are not
shown for every case, only when needed to demonstrate notable trends or to explain certain
observations in the sectional lift data. Sectional lift coefficients are mainly presented as Clinst
vs. αinst. In other words, sectional lift is non-dimensionalized using the instantaneous velocity
of the wing section (denoted Vinst), and lift is considered to be the component of the net force
perpendicular to the local induced angle of attack (see Section B.1.11 for definitions). This was
done in order to make them comparable to “quasi-steady” lift values measured on the fixed
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wing.
In the second half of the chapter, fluctuating sectional lift and pressure at constant phase
are analysed, again in order of increasing reduced frequency. Finally the overall fluctuating
sectional forces are given.
4.1 Phase-Averaged Sectional Lift and Pressure Distributions
4.1.1 Reduced Frequency = 0.075
4.1.1.1 Nominally Smooth Flow
Phase-averaged lift coefficient (〈Clinst〉) is plotted against instantaneous geometric angle of
attack (αinst) and time in Figure 4.1. For reference the fixed wing lift curves are also plotted.
Note that hysteresis loops in the (〈Clinst〉) vs. αinst plots are clockwise, throughout this entire
chapter, unless stated otherwise. Considerable similarity is seen between the fixed wing Cl
and flapping wing 〈Clinst〉 at y/s = 0.34 and α0 = 0–4◦. It is at these points that unsteady effects
should be the smallest, given that α˙inst is smaller further inboard and αinst remains below the
steady state stall value.
It should be noted that in comparing the flapping wing results to fixed wing results at a
given αinst, the effect of the positional angle of the wing during flapping has not been taken into
account. This effect would be most pronounced at the extremes of the stroke where the wing
is in closest proximity to the reflection plane. Such an effect would cause the flapping wing lift
curve to deviate from that of the fixed even in the absence of unsteady effects, and also possibly
induce a “false hysteresis” given that the wing achieves the same αinst at different positional
angles. It is believed that this effect is small in comparison to the true unsteady effects however,
because:
• The flap angle was limited to ±45◦;
• Hysteresis and deviation from fixed wing lift curve consistently increase toward the tip,
where the effect of the reflection plane would presumably be smaller and the effect of
unsteadiness would be greater due to larger α˙inst and V˙inst.
Similar to two-dimensional dynamic stall experiments (e.g. McCroskey (1981); Leishman
(1990)), only a small amount of hysteresis is observed when αinst remains below the steady
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Figure 4.1: 〈Clinst〉 vs. αinst and t/T for pure flapping motion; k = 0.075, nominally smooth flow. Circles
show fixed wing results.
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state stall value. Although this low-α hysteresis is on the order of the experimental error (ap-
proximate 95% precision uncertainty in Clinst for this case was pm0.016), a definite trend can
be seen in that it increases with y/s. This could possibly be the result of the added mass effect,
since it has the correct sign and the linear acceleration increases with y/s. However quick cal-
culations based on flat plate added mass coefficients given by Brennen (1982) showed that the
expected added mass forces are an order of magnitude smaller, so this was ruled out as a likely
explanation.
A trend clearly visible in the α0 = 0◦ case is a slight decrease of the lift curve slope as y/s is
increased. This is also just visible in the α0 = 4◦ case but appears to become overwhelmed by
other effects as α0 is increased further. Such a trend is expected given the stronger downwash
experienced further outboard. However, the decrease in lift curve slope exceeds that seen in
the fixed wing case and it therefore does not appear to be a quasi-steady effect. It is difficult to
ascertain whether it is caused by an essentially two-dimensional unsteady phenomenon which
appears exaggerated toward the tip due to the increase in the magnitude of α˙inst, or whether it
is caused by an unsteady feature of the tip vortex. Unfortunately the flow visualization did not
yield any clues because at this low k the instantaneous flow field is still largely dominated by
random roll-up vortex shedding that is not coherent with the flapping motion, similar to the
fixed wing case; this is demonstrated in Figure 4.2. Selected pressure distributions from this
case are shown in Figure 4.3; note that the colors of the 〈Cpinst〉 plots correspond to the colors
of the markers on the 〈Clinst〉 plots, in order to indicate the phase in the cycle at which each
distribution was measured. These show that this decrease in lift is due to pressure recovery
occurring further forward than that which occurs on the fixed wing. This in turn implies that
the phase-averaged flow on the flapping wing is reattaching further forward than the flow on
the fixed wing; in other words, separation has been delayed. A lag of this nature is predicted
by unsteady airfoil theory (Theodorsen, 1935), but this does not appear to be the cause in this
case. If it were, the same lag would be present on the αinst-decreasing part of the stroke (i.e. the
second half of the downstroke); this would result in a counter-clockwise hysteresis loop, along
with lift values greater than quasi-steady in the αinst-decreasing region.
Figure 4.1 also shows that when αinst exceeds the static stall angle, the width of the hystere-
sis loop increases significantly. Some insight into the reason for the hysteresis can be obtained
from the phase-averaged pressure distributions. Selected distributions for α0 = 12◦, y/s = 0.51
are plotted in Figures 4.4 and 4.5; these were typical of the cases exhibiting the high-αinst hys-
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Figure 4.2: Flow visualization during early downstroke (t/T = 0.066) showing incoherent roll-up vortex
shedding similar to fixed wing case; k = 0.075, α0 = 8◦, y/s = 0.51, nominally smooth flow.
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Figure 4.3: Selected phase-averaged pressure distributions for k = 0.075, α0 = 0◦, y/s = 0.84, nominally
smooth flow, compared to mean pressure distributions on the fixed wing at similar αinst.
teresis. Fixed wing results for y/s = 0.51 are replotted in Figure 4.6 to facilitate comparison.
On the αinst-increasing side of the loop (Figure 4.4), a delay in the backward movement of the
point at which pressure recovery begins is evident. This indicates that the phase-averaged sep-
aration region on the flapping wing is smaller for a given αinst than that of the time-averaged
separation region on the fixed wing. It is not simply a delay however, because greater suction
levels are evident on the flapping wing for a given “shape” of the pressure distribution. It
is this increased suction that is responsible for 〈Clinst〉 overshooting the fixed wing Clmax . A
flat, fully-stalled type pressure distribution is eventually obtained just after mid-downstroke,
however the suction level is still higher than the fully-stalled fixed wing. This suction is lost
quickly in the second half of the downstroke (Figure 4.5) but the flat distribution is maintained;
this apparent delay in reattachment causes the lift to drop below the quasi-steady value and is
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Figure 4.4: Phase-averaged pressure distributions for the αinst-increasing part of the hysteresis loop;
k = 0.075, α0 = 12◦, y/s = 0.51, nominally smooth flow.
responsible for the hysteresis. Hysteresis of this nature will be hereafter referred to as “reat-
tachment hysteresis”.
The consistent occurrence of clockwise hysteresis loops here differs from the results of Ri-
val and Tropea (2010), who studied a pitching and plunging SD7003 airfoil at Re = 60,000, and
found a mixture of clockwise, counter-clockwise, and crossing-over hysteresis loops at k = 0.05
and 0.1. Under certain conditions they also observed significant hysteresis in the linear αinst
region. Ol et al. (2009) also observed crossing-over hysteresis loops in a similar experiment at
k = 0.25. This difference in behavior is thought to be largely due to the difference in airfoil ge-
ometry, but of course three-dimensional effects cannot be ruled out. The SD7003, being thicker,
undergoes trailing-edge stall with a LSB often present over the mid-to-aft portion of the chord
(Ol et al., 2005), whereas thin-airfoil stall is observed in the present case. This appears to be
supported by the results of McCroskey (1981), who conducted pure-pitch dynamic stall experi-
ments on several different airfoils (albeit at much higherRe, in the context of helicopter blades)
and in general found larger clockwise hysteresis loops on the thinner airfoils.
Also of note is that each section achieves roughly the same maximum phase-averaged lift
coefficient for a given α0. Thus generally the overshoot of the static stall value is greatest at the
inboard sections.
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Figure 4.5: Phase-averaged pressure distributions for the αinst-decreasing part of the hysteresis loop;
k = 0.075, α0 = 12◦, y/s = 0.51, nominally smooth flow.
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Figure 4.6: Fixed-wing pressure distributions for y/s = 0.51, nominally smooth flow.
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4.1.1.2 Turbulent Flow
Phase-averaged lift coefficients for the Iuvw = 7.1% and Iuvw = 12.3% cases are shown in
Figures 4.7 and 4.8 respectively. For the α0 = 0◦ case these show little difference from the
nominally smooth flow results. However as α0 is increased, certain trends become apparent;
these are exemplified in Figure 4.9 which shows a direct comparison of the three freestream
conditions for α0 = 12◦, y/s = 0.51. The first trend is that increasing Iuvw leads to a slight
decrease in the maximum phase-averaged lift coefficient. The second is that the hysteresis loop
becomes narrower as Iuvw is increased. Equivalently the sharp drop in lift after it reaches its
maximum value that is seen in the nominally smooth flow case becomes more gradual as Iuvw
is increased (see right side of Figure 4.9).
Pressure distributions at various phases of the flapping cycle for the α0 = 12◦, y/s = 0.51,
Iuvw = 12.3% case are shown in Figures 4.10 and 4.11. Comparing the peak lift phase to the
nominally smooth result in Figure 4.4, it can be seen that the turbulent case exhibits greater
pressure recovery while peak suction is comparable. This results in a smaller peak lift in the
Iuvw = 12.3% case. It is also evident that the flat, fully-stalled pressure distribution seen in the
nominally smooth flow case is never achieved in the Iuvw = 12.3% case; pressure recovery is
always evident in the second half of the downstroke.
These observations bear resemblance to the those made for the fixed wing, in which tur-
bulence caused an apparent suppression of the time-averaged separation and consequently a
decrease in lift curve slope in the linear region due to loss of the “pseudo-camber effect”. In
the fixed wing case, stall was delayed by elevated turbulence, so at high α the mean lift in-
creased in turbulence. In the flapping case, at least at this reduced frequency, the decrease in lift
curve slope appears to carry through to the point of maximum αinst, and thus maximum lift is
decreased in turbulence.
The narrowing of the hysteresis loop in turbulence is consistent with the notion that the
degree of hysteresis is governed by the degree of phase-averaged flow separation, as inferred
from the phase-averaged pressure distributions. This average separation was impossible to vi-
sualize with smoke because the instantaneous flow field at a given phase on the flapping wing
at k = 0.075 was very random from cycle-to-cycle at a given phase and exhibited the varying
shear layer roll-up events as found on the fixed wing, suggesting that the instantaneous flow
field was governed largely by oncoming turbulent fluctuations as opposed to the flapping mo-
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Figure 4.7: 〈Clinst〉 vs. αinst and t/T for pure flapping motion; k = 0.075, Iuvw = 7.1%. Circles show
fixed wing results.
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Figure 4.8: 〈Clinst〉 vs. αinst and t/T for pure flapping motion; k = 0.075, Iuvw = 12.3%. Circles show
fixed wing results.
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Figure 4.9: 〈Clinst〉 vs. αinst and t/T under different turbulence conditions; k = 0.075, α0 = 12◦, y/s =
0.51.
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Figure 4.10: Phase-averaged pressure distributions for the αinst-increasing part of the hysteresis loop;
k = 0.075, α0 = 12◦, y/s = 0.51, Iuvw = 12.3%.
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Figure 4.11: Phase-averaged pressure distributions for the αinst-decreasing part of the hysteresis loop;
k = 0.075, α0 = 12◦, y/s = 0.51, Iuvw = 12.3%.
tion itself. For now it should be noted that this changed as flapping frequency was increased;
this is discussed further in Section 4.2 where fluctuating quantities are examined.
4.1.2 Reduced Frequency = 0.15
4.1.2.1 Nominally Smooth Flow
Figure 4.12 shows 〈Clinst〉 values obtained for the k = 0.15 case. Trends similar to the k =
0.075 case are evident, except that in general the hysteresis is more pronounced and the over-
shoot of quasi-steady lift values is greater. Fortunately in this case the flow visualization pro-
vided a reasonably clear picture of the phase-averaged flow field, allowing an explanation for
the lift overshooting the quasi-steady values to be identified. This was because the large-scale
flow structures apparent in the smoke wire images showed less variance from cycle-to-cycle as
k was increased, since the flow was increasingly dominated by the wing motion. Flow visual-
ization of two phases in the early stages of the downstroke from two different flapping cycles is
shown in Figure 4.13. These images show that the separated shear layer is more highly curved
(in comparison to those seen on the fixed wing); this curvature being associated with an acceler-
ation of the flow, and consequently an increase in suction and lift. The corresponding pressure
distributions for these two phases are shown in Figure 4.14, showing peak suction around the
location of maximum thickness of the separated region. This is in contrast to the fixed wing
behavior in nominally smooth flow at similar αinst which showed complete separation and lit-
tle shear layer curvature (recall Figure 3.5, and note that αinst values for the two phases being
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discussed are illustrated in the bottom right of Figure 4.14). It is however reminiscent of some
of the milder (i.e. those exhibiting less curvature) shear layer roll-up events observed to occur
on the fixed wing in turbulence (recall Figure 3.37b).
Visible in some of the data (particularly that for y/s = 0.84, and more noticeable when
〈Clinst〉 is plotted vs. αinst, see Figure 4.12 bottom left) is a small amplitude oscillation in lift
during certain parts of the cycle. This is believed to be an artifact of the wing vibrating, given
that it occurs around the natural frequency of the wing (∼50Hz). It was largely confined to the
k = 0.15 and k = 0.225 cases; in these situations it appeared as though the stepping frequency
of the motor during some parts of the cycle was resonating with the natural frequency of the
wing causing vibration which could be picked up mainly at the outboard section given that
this is where the amplitude of vibrational motion would be largest. In any case, the pressures
induced by this vibration appear small and should be ignored.
Considerable care was taken in deriving velocity field information from smoke wire images,
since in a highly unsteady flow streaklines and streamlines can differ markedly. Although
it obviously cannot be shown here, high-speed video often allowed individual “chunks” of
smoke to be tracked from frame to frame thus yielding qualitative velocity information. For
the case of Figure 4.13, it was verified that local velocities did follow the smoke lines to a
significant extent, which is why they were used as an example of the shear layer curvature.
A trend evident in the 〈Clinst〉 time history for the k = 0.15 case is that the timing of the lift
peak is advanced as α0 is increased. Such a trend was also discernible in the k = 0.075 case
although to a much lesser degree.
4.1.2.2 Turbulent Flow
〈Clinst〉 for all turbulence conditions is shown in Figures 4.15, 4.16, 4.17, and 4.18. The
relative difference in phase-averaged lift between the different turbulence conditions is smaller
for k = 0.15 than for k = 0.075. This was expected since as the flapping frequency increases, the
flow should become increasingly dominated by the wing motion and depend less upon velocity
fluctuations in the freestream. Given the error bounds (95% CI of 〈Clinst〉 estimated as ±0.05
for Iuvw = 12.3%, decreasing to ±0.02 for Iuvw = 1.2%), a statistically significant difference (i.e.
the reduction in peak lift) is really only apparent around the middle of the downstroke (t/T =
0.25) for all cases except α0 = 0◦ in which case the up and down strokes are symmetric.
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Figure 4.12: 〈Clinst〉 vs. αinst and t/T for pure flapping motion; k = 0.15, nominally smooth flow. Circles
show fixed wing results.
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Figure 4.13: Smoke flow visualization at two phases of two different cycles; k = 0.15, α0 = 8◦, y/s =
0.51, nominally smooth flow. t/T = 0.06 (left column), t/T = 0.10 (right column).
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Figure 4.14: Phase-averaged pressure distributions; k = 0.15, α0 = 8◦, y/s = 0.51, nominally smooth
flow. Phases correspond to flow visualization shown in Figure 4.13.
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Figure 4.15: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.15, α0 = 0◦.
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Figure 4.16: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.15, α0 = 4◦.
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Figure 4.17: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.15, α0 = 8◦.
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Figure 4.18: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.15, α0 = 12◦.
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Despite the fact that freestream turbulence has only a small effect on the phase-averaged
integrated lift, significant differences in the phase-averaged pressure distributions were evi-
dent. As an example, a comparison of surface pressure under the three turbulence conditions
for y/s = 0.67, α0 = 12◦ is shown in Figure 4.19. Other combinations of y/s and α0 showed
qualitatively similar behavior and are therefore not shown here. It is seen that the presence
of turbulence decreases the magnitude of the initial suction peak that occurs near the LE as
αinst increases (in this case this occurs before the beginning of the downstroke due to the high
α0). Following this, the broad region of high suction that occurs in nominally smooth flow is
shortened by the presence of turbulence, however the effect of this on net lift is partially off-
set by the higher peak suction present in turbulence. At the point of maximum lift coefficient
(t/T ≈ 0.18) similar suction levels are seen near the LE across all turbulence conditions, how-
ever the presence of freestream turbulence causes earlier pressure recovery, as observed in the
k = 0.075 case, resulting in a reduction in peak lift. In the second half of the downstroke, flat
pressure distributions and similar suction levels are observed across all three turbulence condi-
tions, consistent with fully-separated flow. A typical flow visualization image from the second
half of the downstroke in nominally smooth flow is shown in Figure 4.20, demonstrating the
lack of reattachment. Significant vortex shedding activity is also visible, as evidenced by the
wavy nature of the separated shear layer. This leads to significant surface pressure fluctuations
during this part of the stroke; this is discussed in Section 4.2.
4.1.3 Reduced Frequency = 0.225
4.1.3.1 Nominally Smooth Flow
Figure 4.21 shows 〈Clinst〉 values obtained for the k = 0.225 case. Peak lift values are again
higher than at lower k, and the lift traces show increasingly non-linear behavior at high αinst
(i.e. the “flattening” of the 〈Clinst〉 vs. t graph around the point of maximum lift; this is perhaps
clearer in Figure 4.27).
Flow visualization showed clearly that a strong LEV was formed during the downstroke
across all values of α0 at this reduced frequency. An example time sequence of flow visualiza-
tion photos is shown in Figure 4.22 for α0 = 8◦ with the smoke wire positioned around y/s =
0.51. As expected, the LEV can be seen to grow in size and advect towards the trailing edge
with time. This advection appears to take place consistently from the moment the vortex be-
gins to form, suggesting that the LEV is not stably attached as found on some three-dimensional
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Figure 4.19: Phase-averaged pressure distributions and net lift during the downstroke under various
turbulence conditions; k = 0.15, α0 = 12◦, y/s = 0.67.
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Figure 4.20: Smoke flow visualization; t/T = 0.32, k = 0.15, α0 = 8◦, y/s = 0.51, nominally smooth flow.
flapping wings (e.g. (Lentink and Dickinson, 2009b)). The significant region of reversed flow
adjacent to the wing surface (particularly visible in Figure 4.22e,f,g) highlights the strength of
the vortex.
The phase-averaged pressure distributions corresponding to the time instants shown in the
flow visualization in Figure 4.22 are shown in Figure 4.23. A distinct suction peak is present;
this peak moves aft and becomes broader with time, and eventually disappears. The precise
location of the LEV core could not be ascertained with flow visualization, since no smoke could
be injected therein, however it is almost certain that the location of this suction peak coincides
with the chordwise position of the LEV core. The amount of suction achieved depends on
the strength of the vortex and its distance from the surface. Maximum suction appears to be
reached when the LEV core is at around x/c = 0.2, following this the effect of advection of
the LEV core away from the surface appears to dominate any subsequent growth of the vortex
and the suction peak diminishes and eventually disappears. Diffusion of the vortex could
also affect the strength of the suction peak, however given the Reynolds number significant
(viscous) diffusion is unlikely to occur over such a short time scale. The same cannot be said
of diffusion by small-scale turbulence; indeed previous researchers have observed LEVs to
“burst” into turbulence and diffuse rapidly (Lentink and Dickinson, 2009b). It is uncertain
whether this phenomenon is of any significance here.
It is also worth noting from Figure 4.23 that the “flattening” of the 〈Clinst〉 vs. t curve appears
to coincide with the disappearance of the LEV-induced suction peak. Also remarkable is the
similarity between the pressure distributions on the flapping wing and those on the fixed wing
during a freestream turbulence-induced LEV formation/passage event (recall Figure 3.38).
The passage of the LEV also leaves a distinct signature in the 〈Cp〉 time histories of pressure
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Figure 4.21: 〈Clinst〉 vs. αinst and t/T for pure flapping motion; k = 0.225, nominally smooth flow.
Circles show fixed wing results.
193
Flapping-Wing Experiments
(a)
x
(b)
x
(c)
x
(d)
x
(e) (f)
(g)
Figure 4.22: Smoke flow visualization during the first half of the downstroke for k = 0.225, α0 = 8◦,
y/s = 0.51, nominally smooth flow. t/T = (a) 0.07, (b) 0.09, (c) 0.11, (d) 0.13, (e) 0.15, (f) 0.17, (g) 0.20.
Markers indicate chordwise position of vortex suction peak for phases at which it was discernable (see
Figure 4.23); airfoil outline shown in faint red.
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Figure 4.23: Phase-averaged pressure distributions during the first half of the downstroke; α0 = 8◦,
y/s = 0.51, k = 0.225, nominally smooth flow. Corresponding flow visualization shown in Figure 4.22.
taps on the upper surface of the wing. Referring to Figure 4.24, it can be seen that prior to the
LEV core passing over the tap a small rise in pressure occurs; this is seen under all conditions
in which a LEV forms. This is likely caused by the impinging of the downward moving flow
induced by the LEV downstream of its core. This is followed by a sharp drop in pressure as
the LEV passes over the tap. The high suction (Cp ≈ –3.5) is maintained only momentarily
and subsides well before the point of maximum αinst (i.e. t/T = 0.25), further suggesting that
the LEV is not stably attached. Interestingly, the peak suction level reached does not appear to
vary significantly with α0. For t/T & 0.5, αinst is for the most part negative and the tap is on
the pressure side. During this time the pressure appears to vary roughly linear manner with
respect to αinst, as expected.
While the magnitude of the LEV-induced pressure peak does not vary greatly with α0, the
timing of the peak moves backward (i.e. it occurs earlier) by a significant amount with increas-
ing α0 . Since dαinstdt is constant for a given k, this suggests that the onset of LEV formation takes
place at a certain αinst. This is consistent with the computational findings of Lua et al. (2008) on
a two-dimensional pitching/plunging flat plate who found that pitch amplitude (and therefore
instantaneous α) had a significant effect on the timing of LEV formation. This also has implica-
tions for the case in which the wing is subjected to freestream turbulence, as large-scale eddies
in the freestream turbulence cause perturbations to the effective αinst; this is discussed in the
next section.
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Figure 4.24: Phase-averaged pressures on the flapping wing at x/c = 0.15, y/s = 0.51, k = 0.225, nomi-
nally smooth flow.
Some insight into the three-dimensional nature of the LEV can be obtained from the span-
wise distribution of pressure. Selected pressure distributions from the early downstroke for the
α0 = 8◦ case are shown in Figure 4.25 (other values of α0 showed fairly similar behavior, albeit
with slight changes in the timing and magnitude of the suction peaks). The three most inboard
sections appear to follow a consistent trend, at least in the first three frames; the formation and
advection of the suction peak occur earlier further outboard, while greater peak suction levels
are obtained further inboard. A distinct peak in the y/s = 0.34 distribution persists past the
last frame (t/T = 0.17), which is in part responsible for the greater 〈Clinst〉max reached at that
spanwise location. The persistence of the suction peak further inboard is consistent with the
proposition of Lentink and Dickinson (2009b) that the lowerRo further inboard may contribute
to LEV stability. The pressure distribution at the most outboard section is somewhat perplexing
in that a distinct peak does form, but it remains close to the LE and eventually flattens out. It
also persists near the LE beyond the time during which the suction peaks at the middle sections
advect backward, suggesting it is not caused by the main LEV. Unfortunately given the highly
three-dimensional flow in the vicinity of this section, flow visualization did not shed any light
on this behavior; although the lack of a distinct LEV signature at y/s = 0.84 is not surprising
given that other researchers have observed the LEV to break off and merge into the tip vortex
around y/s = 0.75 (Ellington et al., 1996).
Although it is highly speculative, a possible flow structure that explains the behavior at the
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Figure 4.25: Phase-averaged pressure distributions during the first half of the downstroke; α0 = 8◦, k =
0.225, nominally smooth flow.
outboard section in the early downstroke is illustrated in Figure 4.26. Here the main LEV has
broken off and lifted away from the surface in the middle-to-outer portion of the span, while
downwash from the tip vortex induces a limited region of attached flow on the aft part of the
chord on the outer part of the span.
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Root
Tip
Figure 4.26: Postulated flow structure during the early downstroke. Core of main LEV is shown in blue,
core of tip vortex in red, and reattachment lines in the vicinity of the tip are shown in green.
4.1.3.2 Turbulent Flow
〈Clinst〉 for k = 0.225 under all turbulence conditions is shown in Figures 4.27, 4.28, 4.29,
and 4.30. Again little difference is noticed in phase-averaged lift values between the three
turbulence conditions. Significant differences in the phase-averaged pressure distributions are
evident, mainly in the first half of the downstroke (and the first half of the upstroke for low
values of α0), however these differences tend to cancel each other out when integrated over the
chord. These differences are demonstrated in Figure 4.31, which shows pressure distributions
at similar phases to those shown in the previous section (in Figure 4.23). It can be seen that
turbulence tends to “smooth out” the suction peak caused by the LEV and bring it closer to the
LE. Notably this would cause the phase-averaged pitching moment to become more positive
(i.e. more nose-up).
It is important to consider possible reasons for the “smoothing” of the phase-averaged suc-
tion peak in the presence of freestream turbulence. It could be the result of increased small-scale
turbulent mixing creating a vortex that is consistently more diffuse from cycle-to-cycle. Alter-
natively, it could be caused by the appearance of a vortex of different strength/position on each
downstroke, the phase-averaged effect of this being a smoothing of the suction peak. Both flow
visualization and analysis of the fluctuating component of pressure (which will be presented
in Section 4.2) suggest it is principally the latter. It was discussed earlier that changes in α0
change the timing of vortex formation; it is believed that in turbulence the large-scale pitch
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Figure 4.27: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.225, α0 = 0◦.
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Figure 4.28: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.225, α0 = 4◦.
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Figure 4.29: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.225, α0 = 8◦.
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Figure 4.30: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.225, α0 = 12◦.
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Figure 4.31: Phase-averaged pressure distributions and net lift during the early downstroke under var-
ious turbulence conditions; k = 0.225, α0 = 8◦, y/s = 0.51.
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Figure 4.32: Smoke flow visualization for two different strokes, at t/T = 0.12 for k = 0.225, α0 = 8◦,
y/s = 0.51, Iuvw = 12.3%.
angle fluctuations in the oncoming flow modulate the timing of LEV formation, and thus the
position of the suction peak at a given phase. Higher oncoming α yields earlier LEV formation,
while lower α delays or even suppresses it. This will be discussed further in Section 4.2. The
net effect of this random modulation is to produce a smoother phase-averaged suction peak at
a given phase, as seen in Figure 4.31.
An example of this modulation of the LEV by oncoming disturbances for the k = 0.225 case
is shown in Figure 4.32. Both images were taken at the same phase during the early downstroke
in two different cycles. It can be seen that when the oncoming flow pitch angle is higher (as
evidenced by the angle of smoke filaments upstream of the wing), the LEV is larger and more
developed than when the oncoming flow pitch angle is lower.
The effect of turbulence on the spanwise distribution of pressure is demonstrated in Fig-
ure 4.33, which shows the same conditions and time instants as Figure 4.25, except Iuvw =
12.3%. It is seen that turbulence has a similar effect across the whole span, with the pressure
distributions being “smoothed out” for the reasons discussed earlier.
4.1.4 Reduced Frequency = 0.3
4.1.4.1 Nominally Smooth Flow
Figure 4.34 shows 〈Clinst〉 values obtained for the k = 0.3 case. Again the highest 〈Clinst〉
values are obtained further inboard, and the flattening of the lift peak is particularly marked
at y/s = 0.67 (this is more clearly visible in Figure 4.42). The relative effect of α0 is also dimin-
ished, which is not surprising given the very large induced α at this reduced frequency. As
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Figure 4.33: Phase-averaged pressure distributions during the first half of the downstroke; α0 = 8◦, k =
0.225, Iuvw = 12.3%.
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expected, lift values continue to increase as k is increased.
Comparing the behavior of the LEV at mid-semi-span for k = 0.3 (Figure 4.35) to that ob-
served for k = 0.225 (Figure 4.23), it can be seen that the LEV suction peak is further forward at
a given t/T for k = 0.3 than for k = 0.225. Corresponding flow visualization for the k = 0.3 case
is shown in Figure 4.36). This is consistent with a constant advection speed; in fact when the
average advection speed of the suction peak is calculated from Figures 4.23 and 4.35, a speed of
V
Vfreestream
= 0.27 is obtained for both cases. This is very similar to the two-dimensional plung-
ing airfoil experiment of Rival et al. (2009) who found VVfreestream ≈ 0.25 in the initial stages
of LEV formation for several different kinematic regimes. However, this may be just a coin-
cidence since in the present three-dimensional case, the advection speed of the suction peak
varies along the span; recall it was mentioned earlier that the suction peak persisted longer at
the most inboard section. Also notable are the lower 〈Cpinst〉 values achieved in the k = 0.3 case
(i.e. greater suction) in comparison to the k = 0.225 case, indicative of a stronger LEV.
As was noted in the k = 0.225 case, the loss of the LEV suction peak coincides with the ini-
tial flattening of the lift peak. However, it can be seen in Figure 4.34 that a secondary “bump”
in 〈Clinst〉 is often present. This is believed to be due to the initiation of roll-up of the sepa-
rated shear layer to form secondary vortices after the shedding of the primary LEV. Unlike the
primary LEV, these secondary vortices did not induce a distinct suction peak, likely because
their formation was quite random with respect to the flapping cycle. This behavior appears
similar to that observed on the rotating plate by Jones and Babinsky (2010), in which the lift
was observed to drop following the shedding of the primary LEV, and then increase again to
an intermediate value upon the onset of secondary shedding.
It is difficult to compare the data obtained here with the results of previous investigations
in the literature, because pressure measurements of this nature have not been obtained before.
However, the nominally smooth flow pressure distributions do appear to agree quantitatively
with those obtained by CFD on a two-dimensional flapping airfoil by Tang et al. (2007). Typical
pressures in the presence of a LEV from this source are shown in Figure 4.37. Here a LEV
was present at “chord′′ = 0.26. A suction peak is noticed due to the LEV, and aft of the peak
a small “depression” in the pressure distribution is noticed (i.e. a region of slightly elevated
pressure), followed by a region of roughly constant pressure. These features are all present in
the data shown in Figure 4.35. The elevated pressure behind the LEV is presumably caused by
the impinging of the LEV-induced flow onto the wing surface as referred to earlier.
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Figure 4.34: 〈Clinst〉 vs. αinst and t/T for pure flapping motion; k = 0.3, nominally smooth flow. Circles
show fixed wing results.
207
Flapping-Wing Experiments
0 0.2 0.4 0.6 0.8
−4
−3
−2
−1
0
1
<Cp
inst
>
x/c
0 0.5 1
−2
−1
0
1
2
3
<Cl
inst
>
t/T
−20 0 20 40
−2
−1
0
1
2
3
<Cl
inst
>
αinst
Figure 4.35: Phase-averaged pressure distributions during the first half of the downstroke; α0 = 8◦,
y/s = 0.51, k = 0.3, nominally smooth flow. Corresponding flow visualization shown in Figure 4.36.
The flattening of the lift peak at y/s = 0.67, mentioned earlier, results in the 〈Clinst〉max
at y/s = 0.67 being significantly less than that at y/s = 0.51 and roughly similar in value to
that at y/s = 0.84 (this is particularly visible in Figures 4.42 and 4.43). This also occurred in
the k = 0.225 case albeit to a lesser degree (recall Figure 4.27). When normal force coefficients
non-dimensionalized by freestream velocity (i.e. 〈Cn〉) are plotted, it can be seen that around
the lift peak the normal force is actually greater at the inboard and outboard sections, and
smaller at y/s = 0.67. This is shown in Figure 4.38. This was not expected, since intuitively one
would expect the lift to increase with increasing distance from the root (due to the increasing
local induced velocity and α), until a certain point where downwash from the tip vortex causes
the lift to decrease to zero at the tip; this would lead to a spanwise distribution opposite to that
observed. This serves to highlight the highly three-dimensional nature of the flow at this aspect
ratio.
Some insight into why this distribution of lift occurs can be obtained from the pressure
distributions, as shown in Figure 4.39. Note that these are plotted as 〈Cp〉 rather than 〈Cpinst〉,
so that they can be more easily related to 〈Cn〉. As in the k = 0.225 case, the suction peak caused
by the LEV is lost quickly at y/s = 0.67 and is replaced by relatively low suction levels which
limit the maximum lift reached at that section. Meanwhile the y/s = 0.84 section exhibits a
region of roughly constant, high suction near the LE as observed in the k = 0.225, leading to
high maximum lift. This is attributed to the flow behavior as described in the preceding section
(recall Figure 4.26).
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Figure 4.36: Smoke flow visualization during the first half of the downstroke for k = 0.3, α0 = 8◦, y/s =
0.51, nominally smooth flow. t/T = (a) 0.07, (b) 0.09, (c) 0.11, (d) 0.13, (e) 0.15, (f) 0.19. Markers indicate
chordwise position of vortex suction peak (see Figure 4.35); airfoil outline shown in faint red.
209
Flapping-Wing Experiments
chord
Figure 4.37: Pressure distribution on a two-dimensional flapping thin elliptical airfoil obtained by Tang
et al. (2007) using CFD. A LEV was present at chord = 0.26.
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Figure 4.38: 〈Cn〉 vs. t/T for α0 = 4◦, k = 0.3, nominally smooth flow.
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Figure 4.39: Phase-averaged pressure distributions during the first half of the downstroke; α0 = 4◦, k =
0.3, nominally smooth flow. Note that these are plotted as 〈Cp〉 rather than 〈Cpinst〉.
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Tip
Root
Figure 4.40: Location of taps on spanwise-tapped wing (black) relative to those on the chordwise-tapped
wings (grey).
Since these results were unexpected, it was suspected that the low suction levels observed
at y/s = 0.67 were due to some undetected problem with the construction of that particular
wing. To verify the measurements, another wing was constructed with a spanwise row of 19
taps at x/c = 0.16, running from y/s = 0.34 to y/s = 0.94 (see Figure 4.40). This allowed
verification that the pressures measured on the individual wings with chordwise taps were
indeed representative of what occurs on a single wing, and that small undetectable differences
in geometry between the wings were not influencing the results. Fortunately, it was found
that the pressures measured on the wing with spanwise taps did match well with the data
obtained from those with chordwise taps, with an almost sinusoidal pressure distribution seen
at certain phases on the outboard part of the wing at x/c = 0.16 (see example in Figure 4.41).
Although it was interesting in itself, data from the “spanwise wing” was used purely to verify
data obtained from the other wings, and thus not analyzed any further; this was left for future
work.
4.1.4.2 Turbulent Flow
〈Clinst〉 for k = 0.3 under all turbulence conditions is shown in Figures 4.42, 4.43, 4.44, and
4.45. Almost no difference is noticed in phase-averaged lift values between the three turbulence
conditions.
An example of the spanwise pressure distribution under turbulent conditions is shown
in Figure 4.46, which shows the same conditions as Figure 4.39 (apart from the turbulence
level of course) to allow direct comparison. As observed in the k = 0.225 case, the presence of
freestream turbulence only has a significant effect on the phase-averaged pressure distributions
during the early- and mid- stroke, with turbulence tending to smooth out the LEV-induced
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Figure 4.41: Spanwise distribution of 〈Cp〉 at x/c = 0.16, t/T = 0.224, k = 0.3, nominally smooth flow.
Circles show data obtained from wing with spanwise taps, squares show those obtained from wings
with chordwise taps.
suction peak. This in general brings the point of peak suction toward the leading edge. Inter-
estingly the region of roughly constant pressure observed in nominally smooth flow near the
LE around the point of maximum lift at y/s = 0.84 becomes more rounded, however the reason
for this is uncertain.
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Figure 4.42: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.3, α0 = 0◦.
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Figure 4.43: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.3, α0 = 4◦.
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Figure 4.44: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.3, α0 = 8◦.
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Figure 4.45: 〈Clinst〉 vs. αinst and t/T for pure flapping motion under various turbulence conditions;
k = 0.3, α0 = 12◦.
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Figure 4.46: Phase-averaged pressure distributions during the first half of the downstroke; α0 = 4◦, k =
0.3, Iuvw = 12.3%. Note that these are plotted as 〈Cp〉 rather than 〈Cpinst〉 to allow direct comparison
with Figure 4.39.
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4.2 Fluctuating Sectional Lift and Pressure at Constant Phase
In this section, fluctuating pressures and lift at constant phase (i.e. σ
(
C ′′p
)
φ
and σ (C ′′l )φ, see
Appendix B.2 for a description of phase-averaged quantities) are analyzed. The overall fluc-
tuating lift (i.e. σ (C ′′l )) is considered separately in Section 4.3. The analysis focusses predom-
inantly on the behavior at the y/s = 0.51 section, as this was found for the most part to be
representative of what occurred at other sections. Before reading this section, it should be
noted that the relative uncertainty in standard deviation of lift at constant phase (σ (C ′′l )φ) was
significantly greater than for all other quantities (±10% was typical).
4.2.1 Reduced Frequency = 0.075
σ
(
C ′′pinst
)
φ
vs. t/T is shown in Figure 4.47 for the top surface, x/c = 0.20, y/s = 0.51, in nom-
inally smooth flow. These are representative of what occurred across all spanwise positions,
and show that the amount of randomness in the top surface pressure changes significantly
through the flapping cycle. Increased randomness is observed during the downstroke (t/T <
0.5), where the wing is at positive αinst and the incoherent shedding of shear layer roll-up vor-
tices was observed to dominate the flow field (and presumably, therefore, the surface pressure
fluctuations; recall Figure 4.2). During the upstroke (t/T > 0.5), where the wing is at negative
αinst the level of randomness decreases to a constant low level. As expected, the portion of the
cycle during which the top surface pressure exhibits increased randomness lengthens as α0 is
increased.
Also visible in Figure 4.47 is a brief spike of high randomness preceding the region of
elevated randomness due to roll-up vortex shedding. The point at which this occurs corre-
sponds to the point at which the phase-averaged pressure drops sharply, indicating that at this
point σ
(
C ′′pinst
)
φ
would be very sensitive to small oncoming flow fluctuations, variation in the
flapping motion cycle-to-cycle, and measurement jitter. These effects were quantified and a
quick sensitivity analysis based on the phase-averaged pressure showed that the effect of the
latter two on σ
(
C ′′pinst
)
φ
would be negligible in comparison to the effect of the (albeit slight)
freestream unsteadiness present in the nominally smooth flow (see Section C.3 for the method
used to quantify sensitivity to jitter). Approximate agreement of the magnitude of σ
(
C ′′pinst
)
φ
with σ (Cp) measured on the fixed wing also gives confidence that measurement jitter and
motion variance are not significantly affecting the results (top surface σ (Cp) at x/c = 0.20 was
between 0.08–0.18 for α between 6–12◦ on the fixed wing, while pressure surface σ (Cp) ≈ 0.02).
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Figure 4.47: σ
(
C ′′pinst
)
φ
vs. t/T for k = 0.075, x/c = 0.20, y/s = 0.51, nominally smooth flow.
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vs. x/c at selected times for k = 0.075, y/s = 0.51, α0 = 8◦, nominally smooth
flow. Arrows in legend indicate direction of change of αinst.
Like the phase-averaged pressure, σ
(
C ′′pinst
)
φ
also exhibited hysteresis with respect to αinst,
as exemplified in Figure 4.48. When αinst is increasing, the chordwise distribution of σ
(
C ′′pinst
)
φ
appears much like that on the fixed wing, with a single peak moving back as αinst increases.
The peak is further forward than on the fixed wing for a given α; this is consistent with the
earlier observation that the phase-averaged separation region on the flapping wing appears
smaller. As αinst decreases during the latter part of the downstroke, a fairly flat distribution
of σ
(
C ′′pinst
)
φ
is observed, commensurate with the apparent delay in phase-averaged reattach-
ment inferred previously (recall Section 4.1.1).
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Figure 4.49: σ
(
C ′′linst
)
φ
vs. t/T for k = 0.075, y/s = 0.51, nominally smooth flow.
Recall that in Chapter 3 the peaks in the chordwise distribution of σ (Cp) on the fixed wing
in nominally smooth flow were found to be caused by a combination of local roll-up vortex
shedding and low-frequency unsteadiness in the upstream flow. On the fixed wing, the con-
tribution of each to the overall σ could be separated in the frequency domain. Unfortunately
the same analysis cannot be applied to σ
(
C ′′pinst
)
φ
on the flapping wing as it is effectively cal-
culated from a massively down-sampled time series. It is likely that both sources contribute to
the measured σ
(
C ′′pinst
)
φ
.
In nominally smooth flow the fluctuations in integrated sectional lift followed the trend pre-
dicted by quasi-steady assumptions. A typical plot of σ
(
C ′′linst
)
φ
vs. t/T is shown in Figure 4.49.
As expected, at α0 = 0◦ the graph is roughly symmetrical about t/T = 0.5 as the magnitude of
αinst reached during the up and downstrokes is the same (although with opposite sign). As α0
is increased the lift fluctuations experienced in the downstroke increase in magnitude relative
to those in the upstroke as the magnitude of αinst reached in the downstroke increases and that
reached in the upstroke decreases. Note that the spikes seen in σ
(
C ′′pinst
)
φ
(Figure 4.47) do not
propagate to σ
(
C ′′linst
)
φ
as these are localized on the chord.
As with 〈Cpinst〉, σ
(
C ′′pinst
)
φ
showed less hysteresis in turbulence. In fact given the wider
confidence intervals on σ
(
C ′′pinst
)
φ
it could not be concluded that any hysteresis was present.
Typical chordwise distributions of σ
(
C ′′pinst
)
φ
are shown in Figure 4.50 for both elevated tur-
bulence conditions. Like on the fixed wing, peak fluctuations occur further forward under
elevated freestream turbulence than in nominally smooth flow; this also appears to be due to
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Figure 4.50: σ
(
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)
φ
vs. x/c at selected times for k = 0.075, y/s = 0.51, α0 = 8◦. Iuvw = 7.1% (◦),
Iuvw = 12.3% (). Arrows in legend indicate direction of change of αinst.
the occurrence of freestream turbulence-induced shear layer roll-up and LEV formation events
like those found on the fixed wing (recall the discussion in Section 3.1.2). These events show a
large amount of randomness with respect to the flapping cycle; in other words, the flow field at
a given phase appears to be dictated overwhelmingly by oncoming fluctuations rather than the
flapping motion itself. This is not surprising given the very low reduced frequency and high
freestream turbulence levels. This is demonstrated in Figure 4.51 which shows two phases in
the early downstroke from two different flapping cycles, for Iuvw = 12.3%. In the first cycle
(top row), high oncoming flow pitch angle has caused separation and roll-up of the shear layer,
whereas in the second cycle (bottom row) a low oncoming flow pitch angle has caused the flow
to remain attached.
Clearly the flow field is not completely random with respect to the flapping cycle, otherwise
σ
(
C ′′pinst
)
φ
, σ
(
C ′′linst
)
φ
, etc. would be the same at all phases. Instead, the flapping motion ap-
pears to cause a fairly shallow modulation of the susceptibility of the wing to flow separation
events that cause large fluctuations in pressure and lift. Recall that a similar modulation was
observed to be caused by changes in α on the fixed wing, where higher α increased the like-
lihood of large negative deviations in pressure due to flow separation events. It appears that,
for k = 0.075 at least, the changes in αinst do the same on the flapping wing in a largely quasi-
steady manner. This is evidenced by the similarity of the σ
(
C ′′pinst
)
φ
to the σCp distributions
on the fixed wing (recall Figures 3.13–3.20). Further evidence can be seen in Figure 4.52, which
shows how σ
(
C ′′linst
)
φ
is modulated throughout the flapping cycle. As expected, for α0 = 0◦,
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Figure 4.51: Flow visualization from two adjacent phases during two different flapping cycles; k =
0.075, α0 = 8◦, y/s = 0.51, Iuvw = 12.3%. t/T = 0.06 (left column), t/T = 0.07 (right column).
σ
(
C ′′linst
)
φ
is symmetric about t/T = 0.5 (within the error bounds) because the αinst during each
half of the stroke is the same magnitude but opposite sign. As α0 is increased, fluctuations in
the downstroke become stronger than those in the upstroke, indicating that they increase with
the magnitude of αinst. It was also found that this modulating effect was stronger further out-
board (this is why y/s = 0.84 was used as the example in Figure 4.52). This is consistent with
αinst having the dominant influence on fluctuations, since the variation in αinst throughout the
cycle is greatest at the outboard sections.
4.2.2 Reduced Frequency = 0.15
The variation of σ
(
C ′′linst
)
φ
throughout the cycle at k = 0.15 was very similar to that at
k = 0.075, under both nominally smooth flow and turbulent conditions. The only discernible
difference was an increase in the magnitude of σ
(
C ′′linst
)
φ
during the downstroke, most evident
in nominally smooth flow, as demonstrated in Figure 4.53 (compare with Figure 4.49 for k =
0.075).
Typical σ
(
C ′′pinst
)
φ
distributions during the downstroke in nominally smooth flow are shown
in Figure 4.54 for k = 0.15. The decreased salience of incoherent shear layer roll-up vortices in
the flow visualization compared to the k = 0.075 case (recall and contrast Figures 4.2 and 4.13),
together with the fact that the main peak in σ
(
C ′′pinst
)
φ
follows the point of maximum gradient
of 〈Cpinst〉 very closely, suggest that the observed peaks in σ
(
C ′′pinst
)
φ
are predominantly caused
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Figure 4.52: σ
(
C ′′linst
)
φ
vs. t/T for k = 0.075, y/s = 0.84, various turbulence conditions.
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Figure 4.53: σ
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C ′′linst
)
φ
vs. t/T for k = 0.15, y/s = 0.51, nominally smooth flow.
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Figure 4.54: 〈Cpinst〉 and σ
(
C ′′pinst
)
φ
vs. x/c at selected times for k = 0.15, y/s = 0.51, α0 = 8◦, nominally
smooth flow.
by the small-magnitude, large-scale freestream perturbations present in nominally smooth flow
rather than local incoherent shedding. This effect would be expected to intensify as the flap-
ping frequency is increased due to the increased sensitivity of top surface pressures to α0 (recall
Figure 4.24), but this high sensitivity is confined to the early downstroke when flow separation
or a LEV is propagating along the chord. In contrast, it is believed that the flat distributions
of σ
(
C ′′pinst
)
φ
observed following complete flow separation (i.e. in the latter half of the down-
stroke, see the last time instant in Figure 4.54) are principally due to the random shedding as-
sociated with complete separation, based on the fact that phase-averaged pressures are much
less sensitive to α at this part of the stroke.
In Figure 4.54 it is also noticed that at certain parts of the stroke (t/T = 0.067 and t/T =
0.095), two peaks appear in the distribution of σ
(
C ′′pinst
)
φ
. These are associated with the slight
bump in the mean pressure distribution (see upper plot in Figure 4.54). The presence of this
bump creates two locations that are sensitive to the location of the bump at a given phase (i.e.
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one at the front and one at the back of the bump), hence the two peaks in σ
(
C ′′pinst
)
φ
.
Under elevated turbulence conditions, σ
(
C ′′pinst
)
φ
distributions begin to differ from those
found on the fixed wing and the flapping wing at k = 0.075 (Figures 4.55 and 4.56). Peaks
are found further aft, commensurate with the higher αinst reached than at k = 0.075, but also
the peaks tend to be sharper (see in particular Iuvw = 7.1%, t/T = 0.031); this is a trend that
continues with increasing k and is discussed in the next section.
4.2.3 Reduced Frequency = 0.225 and 0.3
In nominally smooth flow, σ
(
C ′′pinst
)
φ
distributions show similar characteristics to those at
lower k, as demonstrated in Figure 4.57. The double peak is more noticeable, as the slight bump
in mean pressure distribution observed at k = 0.15 has become a fairly sharp suction peak due
to the strong LEV; the sharp gradients either side of the peak cause increased sensitivity of the
pressure at those locations to upstream disturbances. In the latter half of the downstroke, flat
distributions of σ
(
C ′′pinst
)
φ
are again observed as the flow is completely separated.
In Section 4.1.3.2, flow visualization was shown that suggested the smoothing of the phase-
averaged LEV suction peak in turbulence occurred due to changes in the timing of LEV forma-
tion from cycle-to-cycle. Further evidence for this can be found in the variation of σ
(
C ′′pinst
)
φ
with t/T for taps near the leading edge under the different turbulence conditions, examples of
which are shown in Figure 4.58. A large peak is noticed under elevated turbulence conditions
which occurs at the time of the sudden pressure drop due to LEV formation (recall Figure 4.24).
If a more diffuse LEV were being created consistently from cycle-to-cycle, which would prob-
ably be the case if small-scale mixing by increased freestream turbulence were the dominant
effect, then such a large peak would not be present.
Typical chordwise distributions of σ
(
C ′′pinst
)
φ
during the downstroke are shown in Fig-
ures 4.59–4.62 for k = 0.225 and k = 0.3 under elevated turbulence conditions. It can be seen
that a noticeable trend occurs with increasing frequency – the peaks found in σ
(
C ′′pinst
)
φ
dur-
ing the early downstroke become sharper (i.e. the fluctuating pressure is more localized on the
chord) and their magnitude increases. This is also evident in comparing these plots to the k =
0.15 case (recall Figures 4.55 and 4.56). This trend is important as it indicates that the fluctu-
ating component of pressure is becoming increasingly dominated by the flapping motion, as
explained in the following paragraph.
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Figure 4.55: 〈Cpinst〉 and σ
(
C ′′pinst
)
φ
vs. x/c at selected times for k = 0.15, y/s = 0.51, α0 = 8◦, Iuvw =
7.1%.
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Figure 4.56: 〈Cpinst〉 and σ
(
C ′′pinst
)
φ
vs. x/c at selected times for k = 0.15, y/s = 0.51, α0 = 8◦, Iuvw =
12.3%.
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Figure 4.57: 〈Cpinst〉 and σ
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vs. x/c at selected times for k = 0.225 and k = 0.3, y/s = 0.51, α0 =
8◦, nominally smooth flow.
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conditions.
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Recall that on the fixed wing, and the flapping wing at low k, the flow separation/shear
layer roll-up events incited by freestream turbulence caused a fairly broad distribution of σ (Cp)
/ σ
(
C ′′pinst
)
φ
across the chord (see for example Figures 3.19, 3.20, and 4.50). As the flapping
frequency is increased, these broad distributions change to distributions which exhibit narrow
peaks; these peaks occur at the locations of high gradient in 〈Cpinst〉. Hence it appears that
flapping frequency is increased, σ
(
C ′′pinst
)
φ
becomes increasingly influenced by the flapping
motion, and less influenced by random flow separation/shear layer roll-up events.
This trend points toward another important conclusion, which can be explained as fol-
lows. If the fluctuating pressure is increasingly dominated by the flapping motion and less
by random freestream turbulence-induced events, then this suggests that the flow field (at the
macroscale, at least) is also becoming less random from cycle-to-cycle, and more dominated by
the flapping motion, as flapping frequency is increased. Flow visualization corroborates this
conclusion, as shown in Figure 4.63. This shows the same phase in the early downstroke dur-
ing four different flapping cycles (k = 0.3, Iuvw = 12.3%). Unlike at low k, where the flow at
a certain phase varied from being completely separated and rolling up to completely attached
(recall Figure 4.51), the images in Figure 4.63 show that the flow field is dominated by the LEV
during every cycle.
While the flow field does become more coherent (i.e. less random) from cycle-to-cycle as k is
increased, it does still show some randomness at both the small and large scales. The large-scale
randomness is evident in Figure 4.63 as a variation in the timing (and also likely the strength)
of the LEV from cycle-to-cycle, this randomness being induced by oncoming turbulent fluctu-
ations. It is this variation in LEV position and strength at a given phase that is responsible for
the large peaks in σ
(
C ′′pinst
)
φ
, and the smoothing of the phase-averaged suction peak evident
in the plots of 〈Cpinst〉 discussed previously. The fact that the LEV becomes more consistent
from cycle-to-cycle as k is increased also explains why this smoothing effect diminishes as k is
increased.
It should be noted that the preceding discussion, regarding the appearance of a more consis-
tent flow field from cycle-to-cycle, applied principally to the early downstroke. In the latter half
of the downstroke, when in the majority of cases the flow had completely separated, the flow
field was highly random (even in nominally smooth flow) regardless of flapping frequency.
The main effect of k on this part of the stroke appeared to be on the scale of vortical structures
arising from the roll-up of the separated shear layer. At higher k these structures appeared to
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Figure 4.59: 〈Cpinst〉 and σ
(
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)
φ
vs. x/c at selected times for k = 0.225 (◦) and k = 0.3 (), α0 = 8◦,
Iuvw = 7.1%.
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Iuvw = 7.1%.
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Figure 4.62: 〈Cpinst〉 and σ
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φ
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Figure 4.63: Smoke flow visualization at t/T = 0.12 for several flapping cycles; k = 0.3, α0 = 8◦, y/s =
0.51, Iuvw = 12.3%. Markers indicate approximate position of vortex core; airfoil outline shown in faint
red.
be larger. The presence of larger, stronger structures is likely the reason why σ
(
C ′′pinst
)
φ
reaches
greater values at higher k during the mid-to-late downstroke (examples of this can be seen in
Figures 4.55, 4.56 and 4.62).
In summary, the change in the interaction between the flapping motion and oncoming tur-
bulent fluctuations with frequency can be described as follows: at low k the flapping motion
causes an almost quasi-steady modulation of the susceptibility of the wing to flow separa-
tion/shear layer roll-up events that dominate the flow structure and are responsible for most
of the pressure fluctuations. As k is increased, the flapping motion begins to dominate the
oncoming fluctuations, and eventually the reverse effectively happens — the oncoming large-
scale fluctuations modulate the timing of the flapping-induced flow separation/LEV forma-
tion.
The corresponding plots of σ
(
C ′′linst
)
φ
vs. t/T for the cases just discussed are shown in
Figure 4.64. σ
(
C ′′linst
)
φ
appears elevated very slightly in the early downstroke (t/T ≈ 0.05–
0.15) over the values found in the rest of the downstroke for Iuvw = 12.3%. This is possibly the
effect of the sensitivity of LEV development to turbulence as discussed earlier, although the
increase is so slight that this could in reality be due to experimental error. It can also be seen
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Figure 4.64: σ
(
C ′′linst
)
φ
vs. t/T for k = 0.225 and 0.3, y/s = 0.51, α0 = 8◦, various turbulence conditions.
that σ
(
C ′′linst
)
φ
throughout the downstroke is slightly higher at k = 0.3 than k = 0.225, thought
to be caused by the increase in strength of secondary shedding as discussed earlier, but again
this is a very small effect.
4.2.4 Behavior at Other Sections
Note that the preceding analysis of fluctuating pressures and lift at constant phase focused
mainly on the behavior at y/s = 0.51. This is because it was found that other sections exhib-
ited the same characteristics as discussed — the quasi-steady varying of σ
(
C ′′linst
)
φ
at low k,
the double peak in σ
(
C ′′pinst
)
φ
either side of the LEV suction peak in smooth flow (except for
y/s = 0.84 where no LEV suction peak was present), the narrowing of peaks in σ
(
C ′′pinst
)
φ
in
turbulence with increasing frequency, etc. The results presented can thus be considered repre-
sentative of those found at other sections.
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Figure 4.65: σ (C ′′n) vs. reduced frequency for the flapping wing. Note that marker and color variants
are shown separately in the legend, but are combined to produce each case in the plot.
4.3 Overall Fluctuating Sectional Forces
The overall (i.e. across the whole cycle) fluctuating sectional force is a metric by which the
susceptibility of the flapping wing to turbulence can be assessed. σ (C ′′n) for the flapping wing
is shown in Figure 4.65; C ′′n was used, as opposed to C ′′ninst , C
′′
l or C
′′
linst
, in order to avoid the
confounding effect of variations in αinst and Vinst throughout the cycle. The variation of σ (Cn)
with α for the fixed wing is shown in Figure 4.66 for reference. The increase in σ (C ′′n) sustained
in going from nominally smooth flow to turbulence is shown in Figures 4.67 and 4.68 for the
flapping and fixed wing respectively. Note that in these plots, the marker indicates α0 and
the color indicates y/s; rather than showing all combinations in the legend, these are shown
separately.
It can be seen that the numbers are reasonably similar between flapping and fixed wing
at k = 0.075, giving confidence to the flapping wing data. It is perhaps intuitive to expect
the fluctuating force to decrease as the wing is flapped faster, since the magnitude of the flow
velocity relative to the wing induced by the coherent flapping motion becomes larger relative
to the random velocities induced by freestream turbulence. Despite this, at least for the very
limited set of conditions examined here, the results do not support this idea. Fluctuating force
consistently increases with flapping frequency for a given turbulence condition; in fact this is
the only statistically significant trend apparent in the data. This is believed to be caused by a
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Figure 4.66: σ (Cn) vs. α for the fixed wing.
0.075 0.15 0.225 0.3
0
0.05
0.1
0.15
0.2
0.25
0.3
k
∆ 
σ
(C
n
’’
)
I
uvw
 = 12.3%
I
uvw
 = 7.1%
 
 
y/s = 0.34 y/s = 0.51 y/s = 0.67 y/s = 0.84
α0 = 0° α0 = 4° α0 = 8° α0 = 12°
Figure 4.67: Increase in σ (C ′′n) between nominally smooth flow and elevated turbulence, vs. reduced
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Figure 4.68: Increase in σ (Cn) between nominally smooth flow and elevated turbulence, vs. α for the
fixed wing.
combination of the following two factors:
1. The increased sensitivity of sectional force early in the stroke to perturbations in the tim-
ing of flow separation/LEV formation caused by the fact that a stronger LEV is formed
at higher flapping frequencies;
2. The increase in magnitude of sectional force fluctuations induced by random shedding in
the latter half of the stroke with increasing flapping frequency.
It is speculated that the latter effect is largely due to the increase in maximum αinst reached
at a given section with an increase in flapping frequency, but the increased Vinst may also play
a role. This is supported by data obtained from the wing in pure pitching motion which will be
discussed in Chapter 5. In order to uncouple the increase in αinst from f and Vinst, combined
flapping/pitching motion is necessary; this is recommended for future work.
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4.4 Chapter Summary & Conclusions
In this chapter, the results of an investigation of the time-varying pressures over a low
aspect ratio wing at low Re performing simple harmonic root-flapping motion in smooth and
turbulent flow were presented. The conclusions from this investigation are summarized below.
Analysis of the phase-averaged pressures led to the following main conclusions:
• Hysteresis in phase-averaged sectional lift is present whenever αinst exceeds approxi-
mately 8◦.
• Elevated turbulence tends to narrow the hysteresis loop at k = 0.075, however at k ≥
0.15, elevated turbulence has little effect on phase-averaged sectional lift beyond a slight
reduction in peak lift.
• The suction peak induced by the LEV can be identified at the three inboard sections
(y/s ≤ 0.67), however the chordwise pressure distribution at y/s = 0.84 does not show
clear evidence of the LEV. In certain cases this results in a non-monotonic sectional lift
distribution along the span, and is thought to be caused by the suppression of LEV for-
mation due to downwash from the tip vortex.
• Elevated turbulence causes a smoothing of the phase-averaged suction peak induced by
the LEV; this is a consequence of the random variation of the timing and strength of LEV
formation from cycle-to-cycle, induced by large-scale freestream fluctuations.
• In general higher sectional lift coefficients are achieved at sections further inboard.
Analysis of the fluctuating component of pressure led to the following main conclusions:
• At lower k the flapping motion causes an almost quasi-steady modulation of the suscep-
tibility of the wing to flow separation/shear layer roll-up events that dominate the flow
structure and are responsible for most of the pressure fluctuations.
• At higher k, the flapping motion begins to dominate the oncoming fluctuations and the
latter modulate the timing of the flapping-induced flow separation/LEV formation.
• There is no evidence to support the idea that flapping the wing faster would reduce the
fluctuations in sectional lift caused by freestream turbulence, although it is speculated
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that this may change if the flapping motion is accompanied by pitching such that an
increase in flapping frequency can be attained without increasing the maximum αinst
reached at each section.
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Chapter 5
Pitching-Wing Experiments
Presented in this chapter are the results of an investigation into the effect of freestream turbu-
lence on the wing undergoing pure pitching motion, in answer to the third research question
specified in Section 1.5.2. Part of the motivation behind this was to look for similarities and
differences in the observed trends between the flapping and pitching wings in an attempt to
differentiate those effects caused by the rotational flapping motion from those that are caused
by a change in angle of attack without rotational motion. The pure pitching motion also al-
lowed maximum αinst to be completely uncoupled from k which could not be done on the
wing in pure flapping motion. It is also believed that some of the effects observed on a pitching
wing may be relevant to rotary wing MAVs in forward flight through atmospheric turbulence.
Two pitch amplitude cases were examined (10◦ and 20◦), with a mean angle of attack of
zero, at the same reduced frequencies as in the flapping experiments. These were chosen in
order to represent the case where αinst remains in the linear range, and the case where it goes
deep into stall.
5.1 Phase-Averaged Sectional Lift and Pressure Distributions
5.1.1 Pitch Amplitude = 10◦
5.1.1.1 Nominally Smooth Flow
〈Clinst〉 vs. αinst and t/T for the 10◦ pitch amplitude case (Θ = 10◦) is shown in Figure 5.1.
Considerable similarity between the lowest frequency (k = 0.075) case and the fixed wing data
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is apparent, giving confidence to the pitching wing data. Note that vibrations are often visible,
as were found in some of the flapping wing data; these were again presumably introduced
by the stepper motor, but their small amplitude, along with further analysis of pressure dis-
tributions and flow visualization suggested that these vibrations did not have a significant
non-linear effect on the flow (e.g. by inducing vortex shedding, etc.) and can thus be ignored.
Recall that in Section 4.1.1 it was noted that the sectional lift curve slope on the flapping
wing at low k showed a decrease with respect to the fixed wing slope as y/swas increased. This
trend is not evident in the pitching wing data, suggesting that this effect is unique to flapping.
The most significant feature of the pitching wing data is the presence of a hysteresis loop which
grows larger as k is increased. No significant difference in the width of the hysteresis loop
across the span is apparent.
Some insight into the source of the hysteresis can be gained by comparison to Theodorsen’s
linear theory of unsteady airfoil motion (Theodorsen (1935); recall Section 1.4.2.3). Although
this theory cannot capture the effects of flow separation, the effects it predicts are still likely
to be relevant, especially for the Θ = 10◦ case in which αinst remains in the linear region and
complete flow separation does not occur. Two sources of hysteresis relevant to the present
problem are contained in Theodorsen’s equation — one due to pitch rate and one due to the
aerodynamic phase lag associated with vorticity shed into the wake. There is also an effect
proportional to α¨ but this is of second order, and also vanishes when the pitch axis is at half
chord (it is at x/c = 0.45 in the present case). The pitch rate effect is due to additional circulation
created about the airfoil as it rotates; this circulation has the same sense as the rotation and thus
causes an increase in lift as αinst increases and vice versa, thus forming a clockwise hysteresis
loop. The wake effect forms a counter-clockwise loop as the circulation (and lift) lags behind
the instantaneous position of the wing.
The 〈Clinst〉 vs. αinst plots in Figure 5.1 all exhibit clockwise hysteresis loops suggesting
that the pitch rate effect is the dominant cause of hysteresis. Although Theodorsen’s theory
is two-dimensional, the sectional data obtained here can be compared to that predicted by
Theodorsen’s theory, accounting for three-dimensionality by substituting in the three-dimensional
sectional lift curve slope in place of 2pi as a first approximation. Such a comparison is shown
in Figure 5.2 using y/s = 0.51 as a representative section. It can be seen that the lift predicted
by the full Theodorsen equation does not agree well with the data (contrast Figure 5.2a and c).
The predicted hysteresis loop is initially counter-clockwise at k = 0.075; the loop shrinks as k
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Figure 5.1: 〈Clinst〉 vs. αinst and t/T for pure pitching motion; Θ = 10◦; nominally smooth flow. Circles
show fixed wing results.
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Figure 5.2: 〈Clinst〉 vs. αinst for pure pitching motion at y/s = 0.51; Θ = 10◦; nominally smooth flow
as (a) measured, (b) predicted by Theodorsen’s theory excluding wake history, and (c) predicted by
Theodorsen’s theory. Hysteresis loops are all clockwise except for those in (c) at k = 0.225 and k = 0.3.
is increased and eventually changes direction at around k = 0.225, then begins to grow again.
In other words, phase lag due to wake vorticity is the dominant cause of hysteresis at lower
k, while pitch rate becomes more important as k is increased. Curiously, the data appear to
follow more closely the trend predicted by Theodorsen’s equation with wake effects removed
(Figure 5.2b). The width of the hysteresis loop is over-predicted somewhat, which is to be ex-
pected when the opposing effect of wake vorticity is ignored, but the trend in hysteresis follows
that in the measured data. It is speculated that this apparent diminishing of the wake vorticity
effect could be caused by either the three-dimensionality of the wake, or possibly a difference
in the rate of circulation build-up on the wing given that leading edge separation occurs at low
α, whereas Theodorsen’s theory is based on attached flow.
Further evidence that the pitch rate effect is the dominant cause of hysteresis can be found in
the pressure distributions. The pressure distribution over a flat plate predicted by Theodorsen’s
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Figure 5.3: Cp vs. x/c as predicted by Theodorsen (1935) for a two-dimensional flat plate with and
without a positive pitch rate.
theory, for the current kinematics, at αinst = 4◦, is shown in Figure 5.3. Wake history is ig-
nored. It can be seen that the additional pressure differential responsible for the extra lift due
to positive pitch rate is most significant over the aft portion of the airfoil, and the differential
is actually slightly decreased in the vicinity of the leading edge. This agrees reasonably well
with the measured pressure distributions, as demonstrated in Figure 5.4. The difference in lift
between the case with negligible hysteresis (i.e k = 0.075) and that with significant hysteresis
(k = 0.3) at the same αinst can be seen to be largely due to a greater pressure differential over
the aft portion of the airfoil, and suction is decreased in the vicinity of the leading edge.
Recall that in Section 4.1.1, the flapping wing was seen to exhibit a small amount of clock-
wise hysteresis when αinst remained in the linear region; the width of this hysteresis loop in-
creased with y/s. Since on the flapping wing dαinst/dt also increases with y/s for a given k, the
pitch rate effect that was observed here seems a likely candidate for this flapping wing hystere-
sis as well. It should be noted that this type of hysteresis is different from the “reattachment
hysteresis” that was observed on the flapping wing when αinst reached post-stall values.
Also evident in Figure 5.1 is that k has little effect on maximum 〈Clinst〉, although a very
slight decrease in maximum 〈Clinst〉 as k is increased is evident. This decrease is well within
the experimental error, but because it is consistent across all the data it is believed to be ac-
tually occurring. Interestingly, although maximum 〈Clinst〉 shows only a slight variation with
k, the chordwise pressure distributions show a much more marked variation. This is demon-
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Figure 5.4: 〈Cpinst〉 vs. x/c for pure pitching motion at y/s = 0.51; Θ = 10◦; nominally smooth flow.
strated in Figure 5.5, which shows pressure distributions at the phase of maximum lift for
different k values. It can clearly be seen that increasing k leads to a pressure distribution in-
dicative of a phase-averaged flow field that possesses a smaller separation region. This does
not significantly reduce the amount of lift produced however, because this “separation lag”
is accompanied by greater suction levels in the vicinity of the LE (note that the peak suction
is significantly greater than in the fixed wing case, recall Figure 3.1). This additional suction
largely offsets the loss in lift due to the smaller separation region leading to similar maximum
〈Clinst〉 values across all k. It is worth noting that pitching moment would be more significantly
affected, with the higher k cases producing a more nose-up pitching moment around the point
of maximum lift.
5.1.1.2 Turbulent Flow
〈Clinst〉 vs.αinst and t/T for Θ = 10◦ across all turbulence conditions is shown in Figures 5.6–
5.9. Similar to the flapping wing, these show that the only significant effect of turbulence on
the phase-averaged lift produced by the pitching wing is a small decrease in peak lift. The
effect of turbulence appears to diminish with increasing proximity to the tip; in fact no signif-
icant difference between all three conditions is ever observed at y/s = 0.84. As in the lower-k
flapping wing cases (recall Section 4.1.1), the chordwise pressure distributions indicate that
this reduction in peak lift appears to be the result of a less prominent phase-averaged separa-
tion bubble, as demonstrated in Figure 5.10. The effect of turbulence on phase-averaged lift
showed no significant variation with k, although it is interesting to note that the significant
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Figure 5.5: 〈Cpinst〉 vs. x/c for pure pitching motion at y/s = 0.51 at the point of maximum lift; Θ = 10◦;
nominally smooth flow. k = 0.075 (red), k = 0.15 (green), k = 0.225 (blue), k = 0.3 (cyan).
differences in chordwise pressure distribution that were observed in smooth flow around the
point of maximum lift (recall Figure 5.5) are diminished in turbulence. In fact for Iuvw = 12.3%
the distributions show very little variation with k, as shown in Figure 5.11.
Notably, turbulence does not have a significant effect on the width of the hysteresis loop in
this case (recall Section 4.1.1 in which it was shown that turbulence significantly reduced the
size of the hysteresis loop on the flapping wing at low k). This is believed to be due to the
differing sources of hysteresis. That occurring on the flapping wing at low k was shown to be
of the “reattachment hysteresis” type, in which the flat pressure distribution indicative of fully-
separated flow persists on the αinst decreasing side of the loop resulting in less lift than on the
αinst increasing side. In contrast, complete separation was never observed in the Θ = 10◦ pitch-
ing wing case, instead the hysteresis was attributed to the pitch rate effect as discussed earlier.
Of course care must be taken in comparing the flapping and pitching cases because there are
other differences, but this seems to suggest that turbulence significantly affects reattachment
hysteresis, but not pitch rate-induced hysteresis. Further evidence in support of this will be
discussed in the next section, as the 20◦ pitch amplitude case resulted in complete separation
and apparent reattachment hysteresis.
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Figure 5.6: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 10◦,
k = 0.075. Circles show fixed-wing nominally smooth flow results.
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Figure 5.7: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 10◦,
k = 0.15. Circles show fixed-wing nominally smooth flow results.
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Figure 5.8: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 10◦,
k = 0.225. Circles show fixed-wing nominally smooth flow results.
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Figure 5.9: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 10◦,
k = 0.3. Circles show fixed-wing nominally smooth flow results.
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Figure 5.10: 〈Cpinst〉 vs. x/c at y/s = 0.34 at the point of maximum lift under all turbulence conditions;
Θ = 10◦.
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Figure 5.11: 〈Cpinst〉 vs. x/c for pure pitching motion at y/s = 0.51 at the point of maximum lift; Θ =
10◦, Iuvw = 12.3%.
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5.1.2 Pitch Amplitude = 20◦
5.1.2.1 Nominally Smooth Flow
〈Clinst〉 vs. αinst and t/T for Θ = 20◦ is shown in Figure 5.12. Focussing initially on the
k = 0.075 values, it is seen that significantly more hysteresis is present than in the Θ = 10◦
case at this reduced frequency. Also, the shape of the hysteresis loop is markedly different
from those observed at higher k in the Θ = 10◦ case; the relatively sharp drop in lift following
the peak results in the hysteresis loop being widest at higher αinst rather than at αinst = 0
where pitch rates are greatest. This suggests that the primary cause for the hysteresis is not the
pitch rate effect discussed in the preceding section. Chordwise pressure distributions support
this argument, showing that the hysteresis is caused by the persistence of the flat pressure
distribution on the αinst decreasing side of the loop (see Figure 5.13). This is characteristic
of reattachment-type hysteresis. The 〈Clinst〉 vs. t/T curve also bears resemblance to those on
the flapping wing at k = 0.075 and high α0 in which this type hysteresis was observed (recall
Figure 4.9).
Also notable in the k = 0.075 results is the fact that the hysteresis loop is significantly nar-
rower further outboard, which agrees with the notion that the outboard sections experience a
lower effective α due to downwash and therefore become less stalled and thus experience less
reattachment hysteresis. Curiously however, this is at odds with the fact that all sections reach
a very similar 〈Clinst〉max, which suggests that downwash is not all that significant.
Turning now to the results for k ≥ 0.15, it can be seen that the shape of the hysteresis loop
becomes more like those observed for Θ = 10◦ in that it becomes widest around αinst = 0; the
reattachment hysteresis effect thus seems to diminish with increasing k. This is believed to
be because at higher k a LEV is formed (see for example Figure 5.14 which clearly shows the
suction peak characteristic of a LEV), and the hysteresis at high αinst would thus be largely dic-
tated by the growth/shedding of the LEV, therefore explaining why the nature of the hysteresis
differs from that at low k where no LEV is formed.
As expected given the absence of spanwise gradients in αinst and Vinst, the LEV formed
on the pitching wing shows less spanwise variation than that on the flapping wing over the
inboard sections (see for example Figure 5.14). Also seen here is a notable similarity between
the flapping and pitching wing cases at y/s = 0.84, in that the pressure distributions on the
pitching wing at this spanwise location also lack the “signature” of LEV formation/advection,
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Figure 5.12: 〈Clinst〉 vs. αinst and t/T for pure pitching motion; Θ = 20◦; nominally smooth flow. Circles
show fixed wing results.
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Figure 5.13: 〈Cpinst〉 vs. x/c for pure pitching motion at y/s = 0.34 on each side of the hysteresis loop;
Θ = 20◦, k = 0.075, nominally smooth flow.
and like on the flapping wing instead exhibit a region of very strong suction that remains close
to the LE. While phase-averaged lift time histories are similar between all four sections, the
strong suction at the LE at y/s = 0.84 would cause a significant nose-up pitching moment
relative to the inboard portion of the span. It is also interesting to note from Figure 5.14 that at
t/T = 0.35 virtually no lift is produced by the aft half of the chord at y/s = 0.84.
5.1.2.2 Turbulent Flow
〈Clinst〉 vs. αinst and t/T for Θ = 20◦ under all turbulence conditions are shown in Fig-
ures 5.15–5.18. Again focussing initially on the k = 0.075 results (Figure 5.15), it is seen that
turbulence causes a shrinking of the hysteresis loop along with a slight decrease in peak lift;
this behavior is similar to that observed on the flapping wing at low k. This effect diminishes
towards the tip where the hysteresis loops in nominally smooth flow are smaller to begin with.
At k ≥ 0.15, the effect of turbulence diminishes in that there is no appreciable change in the
width of the hysteresis loop and only the slight reduction in peak lift is evident. Again this is
very similar to the flapping wing results.
These results further support the idea that freestream turbulence has a significant effect on
reattachment hysteresis that is observed at low k on both the flapping and pitching wing, but
no significant effect on pitch rate-induced hysteresis or hysteresis that results when a LEV is
present.
Certain aspects of the pitching wing results could be extended to a wing performing com-
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Figure 5.14: 〈Cpinst〉 vs. x/c for pure pitching motion; Θ = 20◦, k = 0.3, nominally smooth flow.
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Figure 5.15: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 20◦,
k = 0.075. Circles show fixed-wing nominally smooth flow results.
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Figure 5.16: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 20◦,
k = 0.15. Circles show fixed-wing nominally smooth flow results.
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Figure 5.17: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 20◦,
k = 0.225. Circles show fixed-wing nominally smooth flow results.
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Figure 5.18: 〈Clinst〉 vs. αinst and t/T for pure pitching motion under all turbulence conditions; Θ = 20◦,
k = 0.3. Circles show fixed-wing nominally smooth flow results.
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bined flapping and pitching. Of course this should be done with caution and is in no way
conclusive, however it allows another conclusion to be reached regarding the change in the
effect of turbulence with k by the following argument. On the wing in pure flapping motion,
the amplitude of αinst could not be separated from k (nor dαinstdt ). It therefore could not be
discerned whether the diminishing effect of turbulence on the hysteresis loop with increasing
k was due to the change in the relative speed of flapping, or simply the increased magnitude
of αinst that was attained at each point in the cycle. The pitching wing allows the amplitude
of αinst to be uncoupled from k and dαinstdt , and exhibited the same diminishing in the effect
of turbulence with increasing k. It is therefore reasonable to suggest that if a wing is perform-
ing combined flapping and pitching in such a way as to keep the amplitude of αinst constant
with increasing k (i.e. higher k is accompanied by higher pitch amplitude), then it would also
experience the diminishing effect of turbulence on the hysteresis loop with increasing k. Of
course this is highly speculative and it is hoped that further work using the experimental rig
developed here will help to answer this question.
Example pressure distributions during LEV development under elevated freestream turbu-
lence levels are shown in Figures 5.19 and 5.20. These correspond to the same time instants
as shown in Figure 5.14, and are seen to exhibit the same smoothing of the phase-averaged
LEV suction peak as found on the flapping wing; this smoothing causes only a slight change in
phase-averaged lift but would generate a significantly more nose-up pitching moment. Flow
visualization confirmed that the mechanism by which this occurs is similar to that on the flap-
ping wing (i.e. modulation of LEV timing by large-scale upstream fluctuations), although the
degree of coherence from cycle to cycle was noticeably reduced compared to the flapping wing
at the same k; this is discussed further in the next section.
5.2 Fluctuating Sectional Lift and Pressure at Constant Phase
As expected, σ
(
C ′′p
)
φ
and σ (C ′′l )φ on the pitching wing showed less variation with y/s and k
than on the flapping wing. This, together with the much larger relative error in these quantities
as compared to phase-average values, meant that relatively few statistically significant trends
were apparent. These are discussed briefly here.
σ (C ′′l )φ increased by a similar order of magnitude to that seen on the flapping wing when
the pitching wing was exposed to elevated turbulence (see e.g. Figure 5.21), and was modulated
by αinst in a similar way (i.e. greater αinst causes greater σ (C ′′l )φ). σ (C
′′
l )φ was always slightly
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Figure 5.19: 〈Cpinst〉 vs. x/c for pure pitching motion; Θ = 20◦, k = 0.3, Iuvw = 7.1%.
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Figure 5.20: 〈Cpinst〉 vs. x/c for pure pitching motion; Θ = 20◦, k = 0.3, Iuvw = 12.3%.
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Figure 5.21: σ (C ′′l )φ vs. t/T on the pitching wing; Θ = 20
◦, y/s = 0.51, k = 0.075.
lower further outboard (see e.g. Figure 5.22), consistent with a quasi-steady prediction based
on the fixed wing results and the idea that downwash results in a smaller effective αinst further
outboard. There was no significant change in the magnitude of σ (C ′′l )φ with k.
Recall that for the flapping wing it was found that peaks in the chordwise distribution of
σ
(
C ′′p
)
φ
in turbulence during the early downstroke became narrower (i.e. fluctuating pressure
was more localized on the chord) with increasing k. This was linked to the flow field becoming
more coherent cycle-to-cycle; as k was increased the flapping motion increasingly dominated
the oncoming fluctuations during this part of the cycle. A similar trend is observed on the
pitching wing during the αinst increasing part of the cycle, as demonstrated in Figure 5.23.
This is significant as it suggests that an increase in dαinstdt alone can contribute to the increased
cycle-to-cycle coherence; in contrast on the flapping wing it could not be ascertained whether
dαinst
dt , αinst itself, or the increase in Vinst were responsible for the enhanced coherence with
increasing k, because they were all coupled. In reality all three of these probably contribute,
but the pitching wing result confirms that dαinstdt definitely plays a role.
5.3 Overall Fluctuating Sectional Forces
The overall (i.e. across the whole cycle) fluctuating sectional force on the pitching wing
(σ (C ′′n)) is shown in Figure 5.24. The increase in σ (C ′′n) sustained in going from nominally
smooth flow to turbulence is shown in Figure 5.25. In contrast to the equivalent plots for the
flapping wing (recall Figures 4.65 and 4.67), it can be seen that there is no significant change
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Figure 5.22: σ (C ′′l )φ vs. t/T on the pitching wing; Iuvw = 7.1%, Θ = 10
◦, k = 0.075.
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Figure 5.23: σ
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vs. x/c on the pitching wing; Θ = 20◦, t/T = 0.16, αinst = 16.6◦ (increasing).
263
Pitching-Wing Experiments
0.075 0.15 0.225 0.3
0
0.05
0.1
0.15
0.2
0.25
0.3
k
σ
(C
n
’’
)
I
uvw
 = 12.3%
I
uvw
 = 7.1%
I
uvw
 = 1.2%
 
 
y/s = 0.34 y/s = 0.51 y/s = 0.67 y/s = 0.84
Θ = 10° Θ = 20°
Figure 5.24: σ (C ′′n) vs. reduced frequency for the pitching wing.
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Figure 5.25: Increase in σ (C ′′n) between nominally smooth flow and elevated turbulence, vs. reduced
frequency for the pitching wing.
with k. This suggests that pitch rate has little effect on the overall fluctuating force. It can also
be seen that for a given spanwise section σ (C ′′n) is greater at the higher pitch amplitude. These
observations support the suggestion that was made in 4.3, that the increase in σ (C ′′n) with k
observed on the flapping wing was at least in part due to the higher αinst values associated
with an increase in k. Again this is not conclusive, and future combined flapping/pitching
experiments are needed to determine this with certainty.
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5.4 Chapter Summary & Conclusions
In this chapter, the results of an investigation of the time-varying pressures over a low
aspect ratio wing at low Re performing simple harmonic pitching motion in smooth and tur-
bulent flow were presented. The conclusions from this investigation are summarized below.
Analysis of the phase-averaged pressures led to the following main conclusions:
• The decrease in lift curve slope with increasing y/s that was observed on the flapping
wing at low αinst is not observed on the pitching wing.
• Hysteresis in phase-averaged sectional lift is apparent in the Θ = 10◦ case and is at-
tributed to the pitch-rate effect; elevated freestream turbulence has no significant effect
on this pitch-rate type of hysteresis.
• Reattachment type hysteresis is apparent in the Θ = 20◦ case; in this case elevated tur-
bulence tends to narrow the hysteresis loop at k = 0.075, however at k ≥ 0.15, elevated
turbulence has little effect on phase-averaged sectional lift beyond a slight reduction in
peak lift. The remarkable similarity of this to the flapping wing case, along with the fact
that k was varied independently of the magnitude of αinst on the pitching wing, suggests
that in the flapping wing case k was responsible for this change in behavior rather than
the magnitude of αinst itself. In other words, if k could be varied independently of the
magnitude of αinst for the flapping wing (i.e. by simultaneously pitching the wing), then
it would likely display the same behavior.
• As with the flapping wing, the suction peak induced by a LEV can be identified in the
Θ = 20◦ case at the three inboard sections (y/s ≤ 0.67), however the chordwise pressure
distribution at y/s = 0.84 does not show evidence of the LEV. The chordwise position
of the LEV core as deduced from the pressure distributions was significantly more two-
dimensional than on the flapping wing.
• As with the flapping wing, elevated turbulence causes a smoothing of the phase-averaged
suction peak induced by the LEV; this again appears to be a consequence of the modula-
tion of the timing of LEV formation by large-scale freestream fluctuations.
Analysis of the fluctuating pressures led to the following main conclusions:
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• As with the flapping wing, as k is increased the fluctuating pressures become more dom-
inated by the pitching motion.
• The overall fluctuating sectional force is larger for the higher pitch amplitude case, but
for a given pitch amplitude shows no significant change with k.
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Chapter 6
Conclusions & Recommendations
6.1 Summary of Original Contributions
The main contributions of this work are as follows:
• The development and validation of a technique to acquire time-resolved surface pressure
measurements on a flapping wing with sufficient resolution to obtain good estimates of
sectional forces and resolve features such as the LEV-induced suction peak. These mea-
surements are of significantly higher resolution than any previous experimental pressure
measurements on flapping wings found in the literature.
• The development of a method by which quick and precise calibration of a pressure mea-
surement system can be performed. The method was shown to outperform traditional
white-noise based methods in terms of precision for a given sampling time (a conference
paper providing further details of the method is attached in Appendix D).
• The development of an apparatus to flap/pitch the pressure-tapped wing at up to 3Hz
with kinematics precise enough such that pressure measurements could be decomposed
into phase-average and fluctuating parts without concern for wash-out1.
• An analysis of the mean and fluctuating pressures and sectional forces on a low aspect
ratio fixed flat plate wing at lowRe, in nominally smooth flow and replicated atmospheric
turbulence. This extended previous work on the two-dimensional airfoil (Ravi, 2011), and
1In this context, the term wash-out refers to a “blurring” of the phase-average component along with an artificial
increase in the fluctuating component caused by inconsistencies in the motion of the wing from cycle-to-cycle.
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also work on the three-dimensional wing in which only a single section was investigated
(Cruz et al., 2008; Loxton, 2011).
• An analysis of the phase-averaged and fluctuating pressures and sectional forces on the
wing undergoing harmonic root-flapping motion, in nominally smooth flow and repli-
cated atmospheric turbulence. To the author’s knowledge this is the first investigation
subjecting a flapping wing to well-mixed large-scale turbulence.
• An analysis of the phase-averaged and fluctuating pressures and sectional forces on the
wing undergoing harmonic pitching motion, in nominally smooth flow and replicated
atmospheric turbulence.
6.2 Conclusions
The research questions specified for this thesis were as follows:
• What are the surface pressures experienced by a low aspect ratio fixed wing in smooth
flow and under replicated atmospheric turbulence conditions, and how do these relate to
the salient flow features?
• What are the surface pressures experienced by a low aspect ratio flapping wing in smooth
flow and under replicated atmospheric turbulence conditions, and how do these relate to
the salient flow features?
• What are the surface pressures experienced by a low aspect ratio pitching wing in smooth
flow and under replicated atmospheric turbulence conditions, and how do these relate to
the salient flow features?
The conclusions for each configuration were given in the relevant chapters, and are recapped
here.
6.2.1 Fixed-Wing Experiments
The following main conclusions were drawn from the investigation of the fixed wing:
• Greater peak mean suction and peak mean sectional lift are achieved at sections further
outboard, something not predicted by linear or non-linear Lifting Line Theory.
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• Elevated freestream turbulence levels result in a more uniform mean pressure distribu-
tion across the span.
• In nominally smooth flow, pressure fluctuations are caused by a combination of vortex
shedding from the LSB and response to large-scale unsteadiness in the freestream.
• Pressure fluctuations induced by shedding from the LSB reach peak magnitude upstream
of the mean reattachment point.
• Pressure fluctuations induced by freestream unsteadiness peak at around the same chord-
wise position, although at certain spanwise positions and angles of attack increased sen-
sitivity is also seen in the vicinity of the leading edge.
• In elevated turbulence, a distinct modal pressure distribution is often present, upon which
large transient negative deviations are imposed.
• These deviations are caused by a spectrum of separation/shear layer roll-up events in-
cluding the large vortical structures observed by Ravi (2011) on the two-dimensional
wing.
The following minor conclusions were also drawn from the results:
• The central frequency of fluctuations induced by shedding from the LSB scales well with
bubble length when the mean flow reattaches; this agrees with observations of LSB shed-
ding on semi-infinite flat plates (Cherry et al., 1984; Saathoff and Melbourne, 1997).
• This shedding exhibits less periodicity and more randomness at sections further out-
board.
• Pressure recovery coefficients previously measured on two-dimensional flat plates agree
well with those found here for y/s ≤ 0.51, although higher values are observed for y/s ≥
0.67.
6.2.2 Flapping-Wing Experiments
Analysis of the phase-averaged pressures on the flapping wing led to the following conclu-
sions:
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• Hysteresis in phase-averaged sectional lift is present whenever αinst exceeds approxi-
mately 8◦.
• Elevated turbulence tends to narrow the hysteresis loop at k = 0.075, however at k ≥
0.15, elevated turbulence has little effect on phase-averaged sectional lift beyond a slight
reduction in peak lift.
• The suction peak induced by the LEV can be identified at the three inboard sections
(y/s ≤ 0.67), however the chordwise pressure distribution at y/s = 0.84 does not show
clear evidence of the LEV. In certain cases this results in a non-monotonic sectional lift
distribution along the span, and is thought to be caused by the suppression of LEV for-
mation due to downwash from the tip vortex.
• Elevated turbulence causes a smoothing of the phase-averaged suction peak induced by
the LEV; this is a consequence of the random variation of the timing and strength of LEV
formation from cycle-to-cycle, induced by large-scale freestream fluctuations.
• In general higher sectional lift coefficients are achieved at sections further inboard.
Analysis of the fluctuating component of pressure led to the following conclusions:
• At lower k the flapping motion causes an almost quasi-steady modulation of the suscep-
tibility of the wing to flow separation/shear layer roll-up events that dominate the flow
structure and are responsible for most of the pressure fluctuations.
• At higher k, the flapping motion begins to dominate the oncoming fluctuations and the
latter modulate the timing of the flapping-induced flow separation/LEV formation.
• There is no evidence to support the idea that flapping the wing faster would reduce the
fluctuations in sectional lift caused by freestream turbulence, although it is speculated
that this may change if the flapping motion is accompanied by pitching such that an
increase in flapping frequency can be attained without increasing the maximum αinst
reached at each section.
6.2.3 Pitching-Wing Experiments
Analysis of the phase-averaged pressures on the pitching wing led to the following conclu-
sions:
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• The decrease in lift curve slope with increasing y/s that was observed on the flapping
wing at low αinst is not observed on the pitching wing.
• Hysteresis in phase-averaged sectional lift is apparent in the Θ = 10◦ case and is at-
tributed to the pitch-rate effect; elevated freestream turbulence has no significant effect
on this pitch-rate type of hysteresis.
• Reattachment type hysteresis is apparent in the Θ = 20◦ case; in this case elevated tur-
bulence tends to narrow the hysteresis loop at k = 0.075, however at k ≥ 0.15, elevated
turbulence has little effect on phase-averaged sectional lift beyond a slight reduction in
peak lift. The remarkable similarity of this to the flapping wing case, along with the fact
that k was varied independently of the magnitude of αinst on the pitching wing, suggests
that in the flapping wing case k was responsible for this change in behavior rather than
the magnitude of αinst itself. In other words, if k could be varied independently of the
magnitude of αinst for the flapping wing (i.e. by simultaneously pitching the wing), then
it would likely display the same behavior.
• As with the flapping wing, the suction peak induced by a LEV can be identified in the
Θ = 20◦ case at the three inboard sections (y/s ≤ 0.67), however the chordwise pressure
distribution at y/s = 0.84 does not show evidence of the LEV. The chordwise position
of the LEV core as deduced from the pressure distributions was significantly more two-
dimensional than on the flapping wing.
• As with the flapping wing, elevated turbulence causes a smoothing of the phase-averaged
suction peak induced by the LEV; this again appears to be a consequence of the modula-
tion of the timing of LEV formation by large-scale freestream fluctuations.
Analysis of the fluctuating pressures led to the following conclusions:
• As with the flapping wing, as k is increased the fluctuating pressures become more dom-
inated by the pitching motion.
• The overall fluctuating sectional force is larger for the higher pitch amplitude case, but
for a given pitch amplitude shows no significant change with k.
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6.3 Discussion & Recommendations
In this section, the main limitations of this study are identified and discussed. Based on
these, suggestions for further work are put forward in the hope that future investigators can
build upon the knowledge gained here.
6.3.1 Fixed-Wing Experiments
It is believed that the most significant discovery of the fixed-wing experiments was that
of a modal pressure distribution on which fluctuations induced by oncoming turbulent fluc-
tuations are imposed; this was not detected in previous experiments on airfoils in replicated
atmospheric turbulence. This modal distribution is often quite different to the mean, and may
be more relevant than the mean in designing an MAV for flight through turbulence since at any
given time this is the pressure distribution that the MAV is most likely to be experiencing. It
is recommended that for future work this modal pressure distribution be further explored, to
determine whether it is unique to airfoils that undergo thin-airfoil stall or perhaps present in
thicker airfoils that exhibit different stall behavior.
Also of significance was the observation that CLmax is increased toward the wing tip. For
future work, volumetric velocity measurements in the vicinity of the tip are recommended in
order to elucidate the mechanism by which sectional Clmax is increased further outboard.
6.3.2 Flapping-Wing Experiments
The limitations of the flapping wing experiments are significant, and discussed in the para-
graphs to follow. Nevertheless it is believed the experiments captured the most significant
features of the interaction between oncoming turbulence and the flapping wing, namely the
increase in cycle-to-cycle flow field coherency with increasing k, and the modulation of the
timing and strength of the LEV by large-scale fluctuations in the oncoming flow.
Flapping the wing, as opposed to holding it fixed, complicates matters by introducing an
additional time scale. Thus there are essentially four relevant time scales at work (advective,
viscous, flapping, and that characteristic of the oncoming turbulence). Given that this work
was only an initial investigation into the effect of turbulence on flapping, the interplay be-
tween these time scales was not explored, nor was the turbulent time/length scale uncoupled
from turbulence intensity. A parametric study into this area would by useful, especially since
the ratio of turbulent to flapping time scales of potential flapping-wing MAVs would vary over
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several orders of magnitude, from being very large for craft such as the Harvard Flying Robotic
Insect to being O(1) for larger craft such as the Festo SmartBird (wingspan 1.96m). Greater
control over the integral time scale of freestream turbulence than that afforded by the use of
turbulence-generating grids could be achieved by employing active methods of large-scale tur-
bulence generation (e.g. (Larssen and Devenport, 2011)). Perhaps, given the very complicated
nature of the interaction between turbulence and the flapping motion, it may also be useful to
simplify the situation and study the response of the flapping wing to disturbances of discrete
frequencies. This could be done, for example, by inserting a cylinder upstream of the flapping
wing as has been done in a recent study on bumblebee flight in turbulence (Ravi et al., in press).
It was beyond the scope of the present work, but for future work it would be useful to
study combined flapping and pitching motion, for two reasons. Firstly it would enable the
decoupling of the αinst time history from k at a given Re while maintaining rotational effects.
Secondly, it would allow mean lift and thrust to be produced; this would allow a more realistic
flight condition under which the fluctuating lift could be fairly compared to that on the fixed
wing (i.e. match mean lift to that of the fixed wing, and zero drag/thrust).
It should also be noted that the flapping wing model studied here never produced a stably-
attached LEV, most likely due to the relatively low k, and also possibly the relatively high
Re compared to insects on which stable LEVs are commonplace. Sensitivity of the pressure
transducers set a lower bound on forward speed in the present work, but if possible, for future
work, it is recommended that the study be extended to higher k values, such that a stable
LEV may be produced, in order to determine whether the effect of turbulence is significantly
different when the LEV is stable.
6.3.3 Pitching-Wing Experiments
The pitching wing experiments suffer from similar limitations to the flapping ones in terms
of the time scale of the motion relative to that of the oncoming turbulence.
Due to the need to keep the size of the experimental matrix reasonable, and also the ge-
ometric limitation on pitch amplitude inherent in the rig, only two combinations of mean α
and pitch amplitude were tested. For future work it would be useful to study combinations
of higher mean α and lower pitch amplitude, to try and further isolate the reattachment type
hysteresis from the pitch-rate induced type.
273
Conclusions & Recommendations
In combination with the combined flapping and pitching experiments suggested earlier,
experiments on the wing in pure pitch with an effective sectional angle of attack time his-
tory matched to that of a flapping case may also be useful in isolating those effects induced
by rotation on a flapping wing. Such an investigation has recently been performed on a two-
dimensional airfoil by Baik et al. (2012). It would however be more difficult in a three-dimensional
context as angle of attack could only be matched at one section at a time.
6.3.4 General
Possibly the biggest shortcoming of this work, from a practical application point of view,
is the small integral length scale of the turbulence generated in the wind tunnel (maximum
0.31m) relative to that found in the atmosphere (which can be up to O(10m)). However, this is
still larger than previous investigations subjecting wings to turbulence, in which the turbulence
is usually of small scale relative to the wing. Nevertheless, it is still believed that interaction
of freestream turbulence and the wing observed here would be somewhat representative of
that experienced in flight through atmospheric turbulence given that all the results seemed to
indicate that the largest scales were having the greatest influence. In addition, the effect of
the very long scales of atmospheric turbulence would presumably be largely quasi-steady; it is
those on the order of the chord length and slightly greater that would have the most complex
effect and are therefore of most interest. For future work it is recommended that active meth-
ods for generating large-scale turbulence in wind tunnels (e.g. Larssen and Devenport (2011))
be employed to increase length scale and determine how significant an effect this has on the
results.
The range of turbulent conditions that can be experienced by an MAV in flight through
the ABL is virtually infinite, however only three conditions (including nominally smooth flow)
were examined here. This was considered adequate for an initial investigation but for future
work the sensitivity of the behavior to changes in freestream turbulence statistics may be useful.
The smoke flow visualization technique used here only provided qualitative flow field in-
formation. Also, given the high degree of unsteadiness present in the flow under elevated
turbulence conditions, instantaneous images only gave limited insight. Future work should
include velocimetry, such as PIV, so that velocity vector fields can be averaged to ascertain
the effect of turbulence on the time-averaged (for the fixed wing) and phase-averaged (for the
flapping wing) flow fields.
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Another limitation of the method was that simultaneous pressure measurements at dif-
ferent spanwise stations could not be taken. “Potential” rolling moments produced by fluctua-
tions at each pressure tapped section were calculated for the fixed-wing case, but the net rolling
moment is highly dependent on the spanwise correlation of surface pressures. For future work
it is recommended that these be investigated, although this will be difficult due to the need for
a large number of sensors.
Finally, it must be said that a MAV flying through atmospheric turbulence represents a
fully-coupled six degree-of-freedom problem and the dynamics of the aircraft itself cannot be
ignored. Large fluctuations in oncoming flow pitch angle that cause LEV formation on a fixed-
wing MAV would likely be alleviated somewhat as the aircraft accelerates in response to the
sudden change in lift. Nevertheless, the ultimate goal is to develop MAVs capable of maintain-
ing straight and level flight in high turbulence levels (as is achieved by many birds). It is thus
useful to know what the MAV will have to deal with assuming it is able to stay straight and
level, which is effectively the condition which was studied here.
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Appendix A
Validation of the Pressure Measurement
Technique
The method by which pressure measurements were taken in this work was complex, and it
was necessary to validate the method experimentally to ensure the measurements were valid.
Specific concerns were how the significant length of tubing, as well as the motion of the tubing
during flapping, would affect the pressures measured by the transducers. Fortunately, because
the amplitudes of pressure and velocity fluctuations within the tubes were so small, the system
behaved in a linear way. Thus it was possible to correct for these effects using the techniques
described in this appendix.
A.1 Dynamic Response of Tubing
A.1.1 Bergh-Tijdeman Model
A useful theoretical model for the dynamic response of tubing was developed by Bergh
and Tijdeman (1965). The model is based on the assumption of small amplitudes, which allows
the Navier-Stokes equations governing fluid flow in the tube to be linearized. This allows the
tube/transducer combination to be described as a linear, time-invariant system, with the input
being the pressure at the entrance to the tube, and the output being the pressure appearing at
the transducer. Thus the system is completely characterized by its frequency response function,
and the data can be corrected by applying the inverse of this function to recover the pressure
time history at the entrance to the tube. Figure A.1 shows an example tubing response function.
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Figure A.1: Amplitude and phase response for a tube of length 650mm, diameter 1mm.
While the Bergh-Tijdeman model has been successfully used in previous investigations,
there were three concerns with the applicability of the Bergh-Tijdeman model to this work:
1. The response function is very sensitive to tube diameter (6th power). The diameter toler-
ance of the commercially available PVC tubing that was used was unknown.
2. The way in which the tubes were connected to the surface taps may affect the response of
the system.
3. The Bergh-Tijdeman model was developed for straight tubing sections, and does not con-
sider tube curvature.
A.1.2 Dynamic Calibration Rig
In order to address the aforementioned concerns, a dynamic calibration rig was constructed
(Figure A.2). The device consisted of a 40mm diameter mylar cone speaker sealed to a small
chamber with two ports. One port was 4mm in diameter and surrounded by a rubber O-ring.
The smaller port was connected to a very short (50mm) length of PVC tubing for connection
to a reference transducer. Because the chamber was so small compared to the wavelengths of
interest (at 100Hz, wavelength was approximately 3.5m), it could be assumed that the pressure
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4
15
Figure A.2: Acoustic source (left), tone generator circuit (center), cross-section of acoustic source (right,
dimensions in mm).
was uniform throughout the chamber at any given time. It was also necessary to assume that
the reference tube followed the theoretical response exactly. Given that this tube was only
50mm in length, and the deviation from unity of its theoretical response was 0.6% at 100Hz,
even a ±10% uncertainty in this assumption would produce an uncertainty of only ±0.0006 in
the amplitude ratio calibration at 100Hz (even less at lower frequencies).
To calibrate a tap, the large port was placed over the tap on the wing surface, with the O-ring
creating a seal. The speaker was then driven with a pre-programmed waveform, and data from
the transducers sampled at 2kHz. The fact that the system was sealed allowed the relatively
low frequency sound waves to be transmitted into the tubes with minimal displacement of the
speaker cone, and thus minimal distortion.
The waveform driving the speaker consisted of a discrete set of 10 frequencies (a 10Hz fun-
damental plus 9 harmonics) with random phases, and had a duration of approximately 4s.
To determine the response function, the signals from the transducer under test and the refer-
ence transducer were first truncated to an integer number of periods of the driving waveform.
A DFT was then applied to both signals, and the amplitude and phase of the spectral peaks
was compared between the two in order to determine the transfer function. This method was
chosen in favor of a white noise excitation due to its ability to minimize errors in the spectral
estimation; the ratio of power in the frequency bins containing the harmonics to those either
side of them (i.e. a measure of spectral leakage) was at minimum O(103) (see Figure A.3). The
trade-off is that only a finite number of calibration points are obtained.
The effect of spectral leakage was tested by including differing numbers of adjacent bins
in the amplitude ratio calculation; the effect was not significant. Different sampling rates (up
to 5kHz) and different speaker waveforms (with the same frequency content) were also tested
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Figure A.3: Typical amplitude spectrum obtained during calibration.
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Figure A.4: Comparison of experimental data and Bergh-Tijdeman response for a 650mm tube.
and found to have insignificant effect. The method also proved to be very insensitive to im-
perfections in the seal; analysis of the transducer waveforms occasionally revealed significant
loss of pressure (up to 50%) due to an imperfect seal, yet the calibration results did not deviate
significantly from those where the seal was perfect. The results were generally repeatable to
within a worst-case standard deviation of 0.04%.
Figure A.4 compares results from the calibration rig to the Bergh-Tijdeman model for a tube
of 650mm length. Experimental data points are averages over five repeats; worst-case standard
deviation (which occurred at 100Hz) over the repeats was 0.00094 for amplitude ratio and 0.02◦
for phase difference.
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Figure A.5: Results of applying tubing correction (blue) to data measured through 650mm tube (green).
Actual pressure obtained by reference transducer is in red.
Figure A.5 illustrates the results of applying the tubing correction (i.e. inverse transfer func-
tion) to data obtained from the calibration rig with the same 650mm tube used to obtain Fig-
ure A.4. The correction was applied digitally in the frequency domain using the overlap-save
method (Smith, 1997). The plot illustrates both the significant distortion caused by the 650mm
tube, and the accuracy to which it can be corrected.
A.1.3 Calibration of the Wing Taps
The taps on each wing were calibrated while connected to the transducer banks in exactly
the same configuration as in the wind tunnel experiments. Thus a single calibration accounted
for the combined effects of tap geometry, tubing geometry, transducer dynamic response, trans-
ducer static calibration, DAQ card static calibration, and DAQ card inter-channel delay. It also
allowed for quick detection of leaking tubes, partially blocked tubes, and malfunctioning trans-
ducers. Three calibration runs were performed for each tap, and the average of the three runs
was used to obtain a unique transfer function for each tap. Since the calibration only yielded
data points at 10 discrete frequencies, cubic spline interpolation was used to obtain a continu-
ous transfer function across the whole frequency range. The accuracy of the interpolation was
estimated by performing the same procedure to a set of 10 data points obtained analytically,
and comparing the result to the known analytical transfer function. Across the 0–100Hz range,
the maximum error in interpolation was approximately 0.1%, even when inflection/turning
points were present in the transfer function.
Figure A.6 shows the tubing response for all taps on one wing. The response is fairly uni-
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Figure A.6: Measured response of system for all 34 taps on a single wing.
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Figure A.7: Measured response of system for all 34 taps on a single wing, after application of ITF cor-
rection.
form until the resonant peak is approached. Note that the tubing was not cut precisely to length
(still within ±10mm), however this is irrelevant since data from each tap was corrected using
the ITF method based on its individual response. Figure A.7 shows the measured frequency
response of the system after the application of the ITF correction.
A.1.4 Tube Curvature Test
A separate test was done to determine the effect of tube curvature. A 650mm tube was
sealed to the test port of the calibration rig, and run in a straight line to a 180◦ bend, then in
a straight line back to the transducer. The bend radius was varied from 65mm down to 3mm.
Two runs were performed for each radius to gauge repeatability; the calibration results for
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Figure A.8: Tube bending test results.
80Hz are plotted in Figure A.8. The response remained constant to within 0.1% for radii 7mm
and above, but began to drop off for radii below this value. At radii below 7mm, the tubes
were observed to kink. These results are in good agreement with Yoshida et al. (2001), who
also tested the frequency response of plastic tubing and found no significant effect until the
bend radius was reduced to the point where the tube began to kink.
The minimum curvature radius of the tubes when in the flapping rig was estimated as
approximately 50mm, at the top and bottom of each stroke. This radius is well above that at
which the tubes kink and the frequency response is affected.
A.2 Motion of Tubes During Flapping
The investigation into tube curvature proved that the response would not be affected by
the motion of the tubes during flapping in a “quasi-steady” sense. However during flapping
the tubes are being accelerated which induces forces on the fluid inside, possibly affecting the
measurements. The following two effects were considered relevant, and are discussed in the
following subsections:
1. The centrifugal force on the fluid in the portion of the tube inside the wing due to the
wing’s angular velocity about the root. This force is always in a direction parallel to the
tube and thus its effect may integrate along the tube to produce a significant pressure
drop. Presuming the radial velocities in the tubes are of second order compared to the
axial ones (as is done in the Bergh-Tijdeman model), Coriolis and Euler forces will be in
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a direction perpendicular to the tube and should not significantly affect the pressures.
2. The deformation of the portion of the tube in between the moving wing root and the
stationary attachment location below has the potential to cause spurious pressure fluctu-
ations.
A.2.1 Effect of Centrifugal Force on Measured Pressures
A.2.1.1 Theoretical Approximation
Given that the flapping frequency (≤ 3Hz) was very low compared to the characteristic
(i.e. resonant) frequency of the tubing (≈ 100Hz), it was hypothesized that a quasi-steady as-
sumption could be applied to estimate the pressure change induced by rotation of the wing.
Referring to Figure A.9, for a straight tube of length L rotating about its end at constant angular
velocity Ω, the pressure drop can be calculated by integration:
pA− (p+ dp)A+ ρΩ2r dV = 0
A dp = −ρΩ2rA dr∫ ∆p
0
A dp = −
∫ L
0
ρΩ2rA dr
∆p = −1
2
ρΩ2L2
Assuming quasi-steadiness, when Ω is varying with time the equation becomes:
∆p(t) = −1
2
ρ[Ω(t)]2L2
Assuming for the moment a perfectly sinusoidal flapping motion, the angular velocity induced
by flapping can be obtained by differentiating the equation for flap angle:
Φ(t) = A sin(2pift)
Ω(t) =
dΦ
dt
= 2pifA cos(2pift)
Thus the equation for pressure drop during flapping becomes:
∆p(t) = −1
2
ρ[2pifA cos(2pift)]2L2
∆p(t) = −ρ(pifAL)2(1 + cos(4pift))
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dr
ρΩ2r dVpA (p + dp)AΩ
Figure A.9: Integration of centrifugal force along length of tubing.
As expected, the mean value is negative as the centrifugal force always causes the pressure at
the rotating end to be less than that at the fixed end. The frequency has also doubled due to the
Ω2 term.
A.2.1.2 Validation
In order to allow correction of the measured pressures for the pressure drop, there must
be no non-linear interaction between the pressure fluctuations occurring at the tap and those
induced by the centrifugal force. Given that the amplitudes in question are so small, such inter-
action is unlikely but validation of this, along with the quasi-steady assumption, was still nec-
essary to give confidence in the method. In addition, the theoretical calculation assumed that
the entire tube underwent rotation, whereas in reality only part of it did. With the equipment
available, no experimental method could be conceived by which to perform the validation.
Instead a CFD simulation was used.
The commercial code Fluent 13.0 (ANSYS, Inc.) was used to solve the Navier-Stokes, conti-
nuity, and energy equations for flow in the tube in the presence of the time-varying centrifugal
force over part of the tube. The centrifugal force was included as a forcing term in the mo-
mentum equations. The code employed the finite-volume method, with 2nd-order spatial and
temporal discretization. The flow was assumed laminar, air was modeled as an ideal gas, and
the walls were assumed to remain at constant temperature, as per the model of Bergh and Ti-
jdeman (1965). The effect of transducer volume was ignored. The effect of tube deformation
was also ignored; this was dealt with in a separate test (see Section A.2.2). A simple struc-
tured mesh was employed, with the elements having constant size in the axial direction, and
being geometrically sized in the tangential direction to capture the boundary layer created at
the wall (see Figure A.10). The axisymmetrical solver was used to reduce the problem to two
dimensions.
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Pressure Inlet
Wall
Axisymmetry
Wall(transducer)
Figure A.10: Illustration of CFD mesh geometry (dimensions and number of elements not to scale).
Two types of simulations were performed — one with zero applied pressure at the open
end to isolate the pressure induced at the transducer by the centrifugal pressure drop, and
one with a pre-determined pressure waveform applied to the open end to confirm linear be-
havior. The applied waveform was similar to that used in the experimental calibration rig
(Section A.1.2), with frequency content from 0–100Hz and at amplitudes commensurate with
those experienced by the flapping wing.
Mesh and time-step refinement was performed by comparison of the frequency response
with the prediction of Bergh and Tijdeman (1965) in the absence of the centrifugal force. Fig-
ures A.11 and A.12 show the predicted frequency response converging as mesh and time-step
are refined. A slight (≤ 0.2%) discrepancy was observed between the theoretical and CFD re-
sults; this was considered small enough to ignore. A mesh of 19,500 cells, and a time-step of
0.05ms were found to adequately capture the frequency response over the range of interest,
and were thus used for all subsequent calculations.
Results of the simulations are shown in Figures A.13, A.14, and A.15 as the mean, ampli-
tude and phase of the induced pressure waveform respectively. The wing numbers refer to the
position of the taps on the wing, in order of increasing y/s (i.e. Wing 1 is y/s = 0.34, Wing 2
is y/s = 0.51, etc.). The quasi-steady estimate of mean pressure drop was found to agree well
with the simulation across all flapping frequencies investigated. The amplitude of the wave-
form was found to increase with frequency, consistent with the amplification of the induced
pressure fluctuations by organ-pipe resonance. For flapping frequencies 3Hz and below, the
amount of amplification agreed with that predicted by the Bergh-Tijdeman model to within a
small error. Similarly for phase, the simulations showed an increasing phase lag as frequency
increased. The value of this lag was again consistent with that predicted by the Bergh-Tijdeman
model. These results show that for the frequencies under investigation, the centrifugal pressure
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Figure A.11: Effect of mesh refinement on predicted frequency response. Legend shows number of cells;
timestep 0.05ms.
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Figure A.12: Effect of timestep refinement on predicted frequency response. Legend shows timestep;
grid cell count 19,500.
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Figure A.13: Mean pressure drop induced by flapping motion compared to quasi-steady estimate.
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Figure A.14: Amplitude of sinusoidal pressure drop waveform induced by flapping motion compared
to quasi-steady estimate.
drop can be accurately predicted by applying the tubing transfer function to the quasi-steady
prediction. Assuming the absence of non-linear interaction between the pressure disturbances
applied at the tap and those induced by the centrifugal effect, the centrifugal effect can there-
fore be removed by first applying the ITF correction to the measured data, then subtracting the
centrifugal drop predicted by the quasi-steady analysis.
To demonstrate that this correction does in fact work, and that there is no significant non-
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Figure A.15: Phase of sinusoidal pressure drop waveform induced by flapping motion compared to
quasi-steady estimate.
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Figure A.16: Correction applied to simulation results in which both applied pressure and centrifugal
effect were present.
linear behavior, the results of a simulation with both a pressure waveform applied at the tap
and the tube undergoing flapping at 3Hz are shown in Figure A.16. The applied waveform
has a fundamental frequency of 10Hz, and although small the centrifugal effect can be seen
superimposed on the measured waveform. The applied and corrected waveforms are in good
agreement.
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Figure A.17: Spurious pressure fluctuations induced by tube movement (shown as equivalent Cp) dur-
ing manual movement replicating combined flapping and pitching motion.
A.2.2 Deformation of Tubes During Flapping
The effect of tube flexure on the measured pressures was assessed by manually moving the
tubes back and forth at approximately 3Hz, while in position with the wing stationary. Al-
though the resulting tube movement did not exactly replicate that which occurred when the
wing was in motion, it served to estimate the order of magnitude of the spurious pressure
fluctuations induced by tube movement. It was found that for relatively gentle movements
like those that occurred during pure flapping and pure pitching motions, the magnitude of
the induced pressures were only just above the DPMS noise floor. During combined flapping
and pitching motion however, the tubes had to be allowed more slack and moved more awk-
wardly. When this type of motion was replicated, small but noticeable pressure fluctuations
were induced as shown in Figure A.17.
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Appendix B
Data Processing
The raw pressure and velocity data obtained from the experiments were processed in a series
of steps to arrive at the results presented in this thesis. This Appendix provides a summary of
the processing techniques used.
B.1 Pressure Data
A summary of the pressure data processing stages is shown in Figure B.1; each step is
detailed in the following subsections.
B.1.1 Data Acquisition
Pressure transducers were sampled at 2.5kHz. Immediately before each run the transducers
were zeroed. The tunnel was then started, and transducers were sampled for 5 minutes in the
case of fixed wing, and 200 flap/pitch cycles for the flapping/pitching wing cases. The tunnel
was then turned off, and sampling continued until the tunnel had come to a complete stop.
This provided a measure of how much each transducer had drifted over the run.
B.1.2 Detrending
Although sampling times were kept to a minimum, transducers drifted over the sampling
time by a small amount. Despite many attempts, the drift could not be correlated with changes
in temperature or other environmental factors. Over any given sampling period different trans-
ducers would drift at different rates, in different directions, some linearly, some nonlinearly,
etc.
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Acquire data
Apply ITF tubing correction
Apply centrifugal
pressure drop correction
Detrend
Low-pass filter
Non-dimensionalize
Calculate statistical properties
Cp, σ(Cp), Cl, etc.
Perform phase-averaging
           to calculate
      <Cp>, σ(Cp''), etc.
Integrate to find CN,CT
Resolve vectors to find CL,CD,CTh
Calculate spectra
Fixed-wing
Flapping-wing and pure-pitch
All
Figure B.1: Pressure data processing flow chart.
Drift was corrected by removing a linear trend between zero at the time the pressure trans-
ducers were zeroed, and the value each transducer returned to at the end of each run. This
method accounted for any linear drift over the sampling time, however as mentioned previ-
ously the drift was often nonlinear. Tests showed that the drift could be well represented by
a low order polynomial, however attempts to detrend using such a polynomial curve-fitted to
the data produced inconsistent results for the flapping experiments, likely due to the short run
times and dominance of low frequencies in the signals.
To quantify drift and test the effectiveness of the linear detrending method, transducers
were sampled with zero applied pressure for a period of time representative of a typical wind
tunnel run. The data were then low-pass filtered at a frequency of 0.1Hz to leave only the slow
drift. The mean and standard deviation of the data were then taken over the portion of the
sampling time during which the tunnel would have been at full speed. This gave a measure
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Figure B.2: Effect of drift on mean and S.D. of pressures. Colors represent different runs, squares and
circles are before and after detrending respectively.
of how much drift would have affected the mean and standard deviations calculated in wind
tunnel experiments. Results of this test, with and without the detrending applied, are shown
in Figure B.2. These show that the effect of drift was very small.
B.1.3 Tubing Correction
The dynamic response of the tubing was corrected for using the ITF method as detailed in
Section 2.4.1. It was applied using overlap-save with a block size of 16,384 samples (6.55s). This
gave a frequency bin size of 0.122Hz, considered small enough to maintain spectral accuracy.
B.1.4 Centrifugal Pressure Drop Correction
For flapping wing runs, the centrifugal pressure drop induced in the tubes by the flapping
motion was corrected by adding the offset as calculated by the formula given in Section A.2.1.1.
B.1.5 Low-Pass Filtering
To remove noise, pressure data were low-pass filtered digitally using a FIR filter, the fre-
quency response of which is shown in Figure B.3. The filter was designed with a sharp rolloff,
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Figure B.3: Frequency response of the low-pass filter.
in order to preserve frequency content up to 100Hz while eliminating noise arising from vibra-
tion of the rig which appeared to have a natural frequency of around 130Hz. In determining the
cutoff frequency, both the frequency content of pressure fluctuations induced by turbulence, as
well as those induced by the flapping motion were taken into account. Despite the low flap-
ping frequencies (≤ 3Hz), sharp transients were produced by growth of the LEV; this was the
limiting factor in determining the filter cutoff frequency. Filtering at a frequency of 100Hz (a
minimum of 33.3 times the flapping frequency) was found to preserve the sharp transients
while eliminating noise. In order to allow pressure data to be related to wing kinematics in a
time-accurate manner, the filter was applied using the forward-backward method to yield zero
phase distortion. Maximum passband ripple of the filter was 1%.
B.1.6 Non-Dimensionalization
Pressures are given non-dimensionally as pressure coefficients. The reference velocity is
either the freestream velocity U , as measured in the vicinity of the wing without the wing
present (detailed in Section 2.3.2), or the instantaneous velocity of the wing section in question,
denoted Vinst. The subscript (·)inst is used to denote a value non-dimensionalized using Vinst,
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as in the following formulas:
Cp =
p− p0
1
2ρU
2
Cpinst =
p− p0
1
2ρVinst
2
Instantaneous section velocity was calculated as:
Vinst =
√
U2 + Ω2r2
In each case the reference pressure p0 was a constant value, the mean freestream static pres-
sure. In turbulent conditions, the freestream static pressure fluctuated significantly, however
it was deliberately decided not to use the instantaneous static pressure in forming the pres-
sure coefficient. Doing this would have obscured the results of primary interest which are the
fluctuations of pressure on the wing.
B.1.7 Calculation of Statistical Properties for Fixed-Wing Data
Standard formulas were used for the mean and standard deviation of a variable:
X =
1
Nsamp
Nsamp∑
j=1
X
σ(X) =
√√√√ 1
Nsamp − 1
Nsamp∑
j=1
(X −X)2
B.1.8 Calculation of Power Spectra for Fixed-Wing Data
Power spectral density plots were obtained using the estimation method of Welch (1967).
This method divides a signal into overlapping blocks of pre-determined length, and estimates
the spectrum of each using the FFT. These spectra are then averaged, which gives an estimate
of the signal’s power spectrum that is much more precise than that which would be obtained
with a single FFT of the entire signal. The precision is obtained at the cost of frequency-domain
resolution, as the length of the FFT is reduced. Depending on the frequency resolution required,
a block size of either 16,384 samples (6.55s) or 131,072 samples (52.43s) was used. A standard
rectangular window function was used, and overlap was 75% of block size.
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B.1.9 Chordwise Integration of Pressure Distributions
Pressure measurements were integrated using the trapezoidal method to estimate sectional
forces and moments. Because it was known that a stagnation point exists on the pressure side,
this extra data point was added when performing the integration. It was impossible to locate
the stagnation point exactly given only a finite number of pressure taps, but a sensitivity study
showed that the precise location of the stagnation point did not significantly affect the calcu-
lated coefficients. As a first approximation, the stagnation point was assumed to be located at
the point where it would be for the two-dimensional inviscid solution at the same α (this was
obtained using the XFOIL code of Drela (1989)). For the flapping wing cases, the stagnation
pressure was calculated based on the instantaneous section velocity; in reality the stagnation
would be slightly higher due to the added mass effect, however this was considered small
enough to ignore.
Because taps could not be incorporated all the way to the TE, for the purposes of integra-
tion the pressure plots were “closed” at the TE by assuming the pressure there was half way
between the values of the rearmost taps on the top and bottom surfaces. In most cases the pres-
sures at the rearmost taps were quite similar, meaning that the rearmost portion of the wing
contributes only a small amount to the overall lift; as such the error involved in this estimation
was considered small enough to ignore.
B.1.10 Spanwise Integration of Sectional Forces
A very coarse spanwise integration was performed to obtain rough estimates of overall
forces and moments. This was done as illustrated in Figure B.4, where the shaded area rep-
resents the integrated value and the dots show the measured sectional values. Each of the
outboard taps was allotted an area equal to the distance between the rows of taps. The portion
furthest outboard was tapered linearly to zero at the tip. The inboard section was given the
value of the most inboard tap. It is believed that the inboard approximation would be fairly ac-
curate since the mean pressures showed only a small variation with y between the two inboard
rows of taps. Admittedly the accuracy of the tapering toward the tip may be worse, however
this only accounts for a relatively small portion of the overall net force.
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Figure B.4: Graphical representation of spanwise integration method. Dots show measured sectional
values.
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Figure B.5: Definition of sectional force components. Note that any down/upwash generated by the
wing was ignored when determining the local relative flow velocity vector.
B.1.11 Resolution of Force Components
The normal and tangential forces calculated by integration were resolved into lift and drag
components as shown in Figure B.5. For the fixed wing case, α was taken as the angle of the
chord line to the freestream velocity as per standard usage. For the flapping wing case, α was
taken as αinst, the angle between the chord line and the local relative velocity vector of the flow,
as induced by the combination of the freestream flow and the flapping motion. Mathematically:
αinst = α0 − arctan
(
Ωr
U
)
Here α0 is the static angle of attack (i.e. that when the wing is not moving). The decision to
present most of the results as Cl values, using αinst to resolve the force, rather than using α0 or
resolving the sectional force into the vertical direction for all points of the flapping cycle, was
made deliberately, in order to facilitate comparison with fixed wing results.
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B.2 Phase-Averaging
The technique of phase-averaging was applied to flapping-wing and pure-pitch pressure
data as well as integrated lift, drag, and thrust measurements.
Following a notation similar to Watmuff (1999), phase-averaging breaks down any flow
variable, X , into a global mean component, X , a periodic fluctuating component, x˜, and a
random component, x′′. The sum of the global mean and periodic fluctuating components is
denoted 〈X〉, and called the total phase-averaged component. The sum of the periodic flucu-
ating component and the random component, is denoted x′, and called the total fluctuating
component. Mathematically:
X = X + x˜+ x′′
= 〈X〉+ x′′
= X + x′
Which of these three decompositions is most appropriate depends on the variable in ques-
tion. For example, when considering pressure on a flapping wing, Cp is almost meaningless,
whereas 〈Cp〉 is a useful quantity. In contrast, when considering lift, both Cl and 〈Cl〉 are useful
quantities.
Naturally, global averages were calculated by:
X =
1
Nsamp
Nsamp∑
j=1
X
To obtain phase-averages, each flapping cycle was broken up into 250 equally spaced phase
intervals. Five cycles were removed from the beginning and end of each run to eliminate any
starting/stopping transients. Total phase-averages were then calculated using the following
formula, where the subscript φ denotes the value of a variable at a particular phase.
〈X〉φ = 1
Ncyc
Ncyc∑
j=1
Xφ
The magnitude of the random component was quantified using the standard deviation both
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globally and at each phase, calculated respectively as:
σ(x′′) =
√√√√√ 1
NcycNph − 1
Ncyc∑
j=1
Nph∑
k=1
(X − 〈X〉)2
σ(x′′)φ = σ(x′)φ =
√√√√ 1
Ncyc − 1
Ncyc∑
j=1
(X − 〈X〉)φ2
B.2.1 Phase Jitter
When breaking up each cycle into phases, the location in time of each phase will most likely
not coincide exactly with the time a sample was taken. The value from the nearest sample can
be used (i.e. 0th-order interpolation), but this leads to a source of error known as phase jitter.
Since the direction in which the interpolation is performed is not random, phase jitter can
potentially cause a bias error in the phase average 〈X〉 as well as an increased variance in the
fluctuating component x′′. The significance of phase jitter depends on the sampling rate and
slew rate of the signal. To minimize the effect of jitter, pressures were linearly interpolated
between adjacent samples to the exact time of the desired phase.
The term phase jitter also encompasses errors in the moment of time allocated to each phase.
Because the pressure measurements could only be synchronized with the wing motion down
to the nearest sample, an uncertainty of ±200µs in the timing of each phase was introduced.
This small uncertainty had a negligible effect on the majority of results, as demonstrated in the
error analysis in Appendix C.
B.3 Velocity Data
B.3.1 Summary
Velocity data was obtained from two sources. A Pitot-static tube, connected to the DPMS,
was used to obtain mean velocities during tunnel calibration and to obtain dynamic pressure
during each test for use in non-dimensionalizing results. A Cobra probe (see Section 2.5) was
used to obtain turbulence statistics. Sampling times and rates were the same as those used for
pressure data, with a sampling duration of 5 minutes used during tunnel calibration.
For the Pitot-static tube measurements, the linear detrending process outlined in Section B.1.2
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was applied, and the recorded time series averaged without any further processing.
For the Cobra probes, the TFI software performed correction for the internal tubing and
conversion of pressures to velocity components in real-time. Data was output as four streams
corresponding to the three velocity components and static pressure. Further post-processing
was much the same as that for pressure data:
• A linear detrend was performed in order to account for a small amount of drift (∼ 0.2m/s);
• A low-pass filter, of similar response to that applied to the pressure data but with a cutoff
frequency of 400Hz, was applied to eliminate high frequency noise;
• Relevant turbulence properties were then calculated as detailed in the following sections.
B.3.2 Calculation of Turbulence Intensity
Turbulence intensity in the three orthogonal directions was calculated according to the fol-
lowing definitions, where mean and standard deviation are calculated as in Section B.1.7:
Iu =
σ(u)
U
Iv =
σ(v)
U
Iw =
σ(w)
U
Overall turbulence intensity (an invariant under coordinate rotations) was calculated according
to:
Iuvw =
√
1
3(σ
2(u) + σ2(v) + σ2(w))
U
=
√
1
3Rkk
U
B.3.3 Calculation of Spectra
This was done in an identical manner to the pressure data as detailed in Section B.1.8.
B.3.4 Calculation of Integral Length Scales
The integral length scale can be loosely thought of as corresponding to the size of the largest
eddies in a turbulent flow. To define the length scale mathematically, it is necessary to first
introduce the spatial auto-correlation function for a velocity component. For the u velocity
component, at a point in space x the (normalized) auto-correlation function is defined as:
ρuu(r) =
u(x)u(x + r)
u2(x)
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Similar definitions apply for the v and w components. The auto-correlation for a particular
velocity component is thus a function of the spatial separation vector r, the direction and length
of which is arbitrary. The integral length scale for the u velocity component, in the direction
specified by the unit vector e, is then defined as:
Lu =
∫ ∞
0
ρuu(re) dr
Thus an infinite number of length scales exist any point, because the direction of e is arbitrary.
Most commonly e is taken as one of the basis vectors of the coordinate system by which the
velocity components are defined. Thus for a given basis there are nine commonly-used integral
length scales, indexed by the velocity component being correlated, and the direction in which
the correlation is performed. Despite their appearance, the nine components do not transform
as a rank-2 tensor. The length scales are typically labeled xLu, zLv, etc. The superscript indicates
the direction of the correlation, and the subscript the velocity component.
Physical measurement of the length scales as defined in the preceding section would require
instantaneous velocity measurements at a large number of adjacent points. In practice, Taylor’s
hypothesis is invoked to turn the spatial auto-correlation into a temporal one by assuming a
frozen turbulent velocity field is being advected past a single point at the mean flow velocity.
The (normalized) temporal auto-correlation for a stationary signal is a function of time lag, τ ,
and defined as:
ρuu(τ) =
u(t)u(t+ τ)
u2(t)
The symbol ρuu has been used for both spatial and temporal auto-correlations, with the under-
standing that a vector argument implies spatial auto-correlation and a scalar temporal. Thus
under Taylor’s hypothesis the following equality holds:
ρuu(τV) = ρuu(τ)
Note that this restricts measurement to only those length scales whose correlation direction is
aligned with that of the mean flow. When the so-called “wind axis system” is used, as in this
thesis, the mean flow is aligned with the x-axis, thus it is possible to calculate xLu, xLv, and xLw.
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Figure B.6: Typical streamwise velocity auto-correlation function for Iuvw = 12.3%.
B.3.4.1 Practical Considerations
Because the upper limit on the integral in the definition of the integral length scale is infinity,
the integral may not converge when performed on an auto-correlation function obtained from
a finite-length signal, due to statistical variance. In other words, the auto-correlation may not
asymptote to exactly zero. A common technique used to avoid this problem is to set the upper
limit of the integral to the first zero-crossing of the auto-correlation function (see Figure B.6);
this was done throughout this work.
B.3.4.2 von Karman Spectral Fitting
An alternative method of estimating integral length scale is termed “von Karman spectral
fitting”. The von Karman wind turbulence model (U.S. Military Specification, 1980) gives an
empirical formula for the PSD functions of atmospheric turbulence, Suu(f) and Sii(f) (where
i ∈ {v, w}), in terms of integral length scales:
Suu(f) · f
σ2(u)
=
4nu
(1 + 70.8nu2)
5/6
Sii(f) · f
σ2(i)
=
4ni(1 + 755.2ni
2)
(1 + 283.2ni2)
11/6
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Where the non-dimensionalized frequencies, nu and ni, are given by:
nu =
xLuf
U
ni =
xLif
U
Thus the length scales can be estimated by finding the value of xLi that yields the best fit
between the von Karman PSD and the measured PSD curves.
Both the autocorrelation and spectral fitting methods were used to calculate length scales
presented in this thesis. It was found that the spectral fitting results consistently yielded shorter
length scales, but only by a small amount (∼ 10mm). Values given throughout the thesis are an
average of the two methods.
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Error Considerations
The following items are discussed in this Appendix:
• Precision and bias errors in measurements;
• The effect of noise (electromagnetic or otherwise) on the measurement of fluctuating
quantities;
• The effect of temporal jitter on the phase-averaging process.
C.1 Bias and Precision Errors
The error in a measurement can be assigned to one of two categories:
• Precision errors (or repeatability errors) are those which cause scatter in a measured value
when the same measurement is repeated. These often arise from fluctuations in exper-
imental conditions that are not accounted for. It is relatively easy to estimate precision
error by performing a nominally identical experiment multiple times and using statisti-
cal methods to obtain a confidence interval for the measured value.
• Bias errors are those which introduce a consistent error into the measurement. These can
only be estimated by calibration to a reference value with a known accuracy.
Combining the bias and precision error levels into a single estimate of uncertainty is difficult
to do rigorously; there are a number of ways of doing so but all possess a certain amount of
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arbitrariness (Abernethy et al., 1983). For the experiments done here, bias errors were expected
to be small in comparison to precision errors. Furthermore, it is the precision error alone that is
of most relevance when determining whether or not a significant difference exists between two
or more sets of experimental results subjected to the same bias error. As such it was decided to
analyze and discuss precision and bias uncertainties separately. Precision errors are discussed
in Section C.1.1, in which precision uncertainties at 95% confidence level are estimated for the
various types of data presented throughout the thesis. Estimated bias uncertainties of various
quantities are discussed in Section C.1.2.
C.1.1 Precision Errors
Typical precision errors in the reported pressure statistics were estimated by repeating se-
lected wind tunnel runs six times. To obtain the true repeatability, these repeats were done
over a long time span (sometimes with several months between repeats) so that fluctuating
environmental conditions were taken into account. In between most repeats the rig would
have been un-installed/re-installed in the wind tunnel, the tunnel speed reset, and angle of
attack re-measured and reset. Thus the influence of all of these factors would show up as
precision errors rather than bias errors. Also, as mentioned previously, to eliminate the effect
of density variations the dynamic pressure was measured during every run and used in the
non-dimensionalization of results.
Precision error bars for the various types of data presented throughout the thesis are shown
in the following subsections. These are estimates of 95% confidence intervals (CIs), which were
obtained by assuming that the repeats were normally distributed (i.e. error bars are ±2σ). The
standard small sample size correction (see Walpole et al. (2010)) was applied to remove bias in
the estimation of the population standard deviation.
C.1.1.1 Fixed Wing
Estimated 95% CIs of mean and SD of Cp for the repeated cases are shown in Figure C.1.
For mean values these ranged from ±0.015 to ±0.038, and for SDs from ±0.004 to ±0.02. These
cases were chosen to represent typical errors in the low, intermediate, and high α ranges. Note
that the scale of the α = 2◦ case has been expanded, and that σ (Cp) values in nominally smooth
flow have been multiplied by 4. In general it was found that the errors were greatest for values
that were more sensitive to changes in α, it thus appears that angle of attack was a significant
source of repeatability error. Note also that another significant source of error in the Cp values
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is the precision error in the measurement of static pressure at the location of the wing (this was
re-measured each time the rig was set up or the turbulence condition was changed), but errors
in this value do not propagate through to the force coefficients because static pressure cancels
out in the integration.
Estimated 95% CIs of mean and SD of sectional force coefficients are shown in Figure C.2.
Again SD values for the nominally smooth flow case have been multiplied by 4. For mean
values, 95% CIs were around ±0.02, ±0.006, and ±0.007 for Cl, Cm, and Cd respectively. For
σ (Cl), ±0.007 was typical while those for σ (Cm) were around ±0.002.
It was difficult to plot error bars for spectra given the amount of noise, so instead typical
spectra from the set of six repeats are plotted together in Figure C.3. These show that the
amount of variance was not significant enough to affect any of the conclusions drawn from
the spectra. Estimated 95% CIs for pressure coefficient PDFs are shown in Figure C.4. Scatter
in both of these types of plots was not significant enough to affect any conclusions drawn in
Chapter 3. Finally, estimated 95% CIs of percentiles of Cl and Cm are shown in Figure C.5. As
expected those toward the long tails of the skewed distributions showed slightly more scatter
but even this was not significant.
C.1.1.2 Flapping Wing
Estimated precision errors in phase-averaged lift for selected k = 0.075 and k = 0.3 cases
are shown in Figure C.6. Worst-case 95% CIs in the k = 0.075 case for the three turbulence
conditions were approximately ±0.014, ±0.028, and ±0.043 (in order of increasing turbulence
intensity). For the k = 0.3 case these increased to ±0.028, ±0.045, and ±0.061 respectively.
Errors for intermediate k are expected to lie in between these values. The fact that scatter
increases significantly with turbulence intensity indicates the most significant source of error is
the finite sampling time (i.e. the variance of the sampling distribution). This was to be expected
since only 200 flaps were performed in each run. Also of note is that the error does not increase
significantly in areas of large temporal gradients, further suggesting that jitter was negligible.
Estimated precision errors in phase-averaged pressure distributions for selected k = 0.075
and k = 0.3 cases are shown in Figures C.7–C.10. Again these show an increase in error as
turbulence intensity and flapping frequency are increased. For phases in the early downstroke
it can also be seen that errors are much greater at the forward part of the chord, as pressures
are rapidly changing here. Absolute worst case 95% CI of 〈Cpinst〉 (i.e. for Iuvw = 12.3%, k =
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Figure C.1: Estimated 95% CIs of mean and SD of Cp on the fixed wing; y/s = 0.51. SD values for the
Iuvw = 1.2% case have been multiplied by 4.
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Figure C.2: Estimated 95% CIs of mean and SD of sectional force coefficients on the fixed wing; y/s =
0.51. SD values for the Iuvw = 1.2% case have been multiplied by 4.
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Figure C.3: Pressure spectra obtained from repeated experiments on the fixed wing; x/c = 0.34, y/s =
0.51. Nominally smooth flow (left) and Iuvw = 12.3% (right).
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Figure C.4: Estimated 95% CIs of probability density functions on the fixed wing; y/s = 0.51, α = 8◦.
0.3, early downstroke, forward part of chord) was around ±0.25, however errors under the
majority of other conditions were significantly less than this.
Estimated precision errors in SD of lift at constant phase (σ
(
C ′′linst
)
φ
) are shown in Fig-
ure C.11. As mentioned in Chapter 4, SD of both lift and pressure at constant phase showed a
larger relative error than other quantities. Confidence intervals of±0.01 and±0.04 were typical
for the nominally smooth flow and Iuvw = 12.3% cases respectively.
Errors in σ
(
C ′′pinst
)
φ
at selected phases are shown in Figures C.12 and C.13 for k = 0.075 and
k = 0.3 respectively. Note that values for the nominally smooth flow case have been multiplied
by 4. As with phase-average values, these show increased error in the early downstroke on the
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Figure C.5: Estimated 95% CIs of percentiles of sectional lift and pitching moment coefficients on the
fixed wing; y/s = 0.51.
forward part of the wing, with the worst case 95% CI being approximately ±0.2.
C.1.1.3 Pitching Wing
Estimated precision errors in phase-averaged lift for k = 0.075 and k = 0.3 cases are shown
in Figure C.14. These showed a slight increase in error as turbulence intensity was increased,
but no significant change with k. Confidence intervals of ±0.04 and ±0.06 were typical for the
nominally smooth flow and Iuvw = 12.3% cases respectively. Typical errors in phase-averaged
pressures are shown in Figure C.15 and C.15 for k = 0.075 and k = 0.3 respectively. Worst case
95% CI was around ±0.13. SD of both lift and pressure at constant phase showed very similar
relative error values as for the flapping wing case, and as such are not shown here.
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Figure C.6: Estimated 95% CIs of 〈Clinst〉 on the flapping wing; y/s = 0.51, k = 0.075, α0 = 12◦ (top row)
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Figure C.7: Estimated 95% CIs of 〈Cpinst〉 on the flapping wing at selected phases; k = 0.075, y/s = 0.51,
α0 = 12◦, nominally smooth flow.
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Figure C.8: Estimated 95% CIs of 〈Cpinst〉 on the flapping wing at selected phases; k = 0.075, y/s = 0.51,
α0 = 12◦, Iuvw = 12.3%.
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Figure C.9: Estimated 95% CIs of 〈Cpinst〉 on the flapping wing at selected phases; k = 0.3, y/s = 0.51,
α0 = 8◦, nominally smooth flow.
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Figure C.10: Estimated 95% CIs of 〈Cpinst〉 on the flapping wing at selected phases; k = 0.3, y/s = 0.51,
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Figure C.14: Estimated 95% CIs of 〈Clinst〉 on the pitching wing for y/s = 0.51, Θ = 20◦. k = 0.075 (top
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Figure C.15: Estimated 95% CIs of 〈Cpinst〉 at selected phases on the pitching wing; y/s = 0.51, Θ = 20◦;
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C.1.2 Bias Errors
In this section, the absolute accuracy of measurements of various quantities is discussed.
From these accuracy values, the bias uncertainty of experimental parameters such as Re, k,
and Iuvw was calculated. It was decided to end the error analysis at this stage, and not to
estimate the propagation of bias uncertainty to the resulting statistics of Cp, Cl, etc. for the
following reasons:
1. The sensitivity of Cp, Cl, etc. values to Re, k, and Iuvw was not known precisely and
would have required significant effort to obtain;
2. Bias uncertainty in Cp, Cl, etc. is likely to be very small given that the uncertainty in
Re, k, and Iuvw was small to begin with, and Cp, Cl, etc. would likely show only slight
sensitivity to Re and Iuvw;
3. Bias uncertainty in Cp, Cl, etc. does not affect any of the conclusions drawn in the thesis,
which were all based on relative comparisons between different conditions.
C.1.2.1 Measurement of Pressure
As detailed in Appendix A, all pressure transducers on the DPMS were calibrated dynam-
ically back to a single reference transducer. The transducers were also statically calibrated by
the DPMS manufacturer to a single reference. Thus, because Cp values were always calculated
as a ratio of two DPMS readings (i.e. one on the wing and another other connected to the Pitot-
static tube), this effectively eliminates any static bias error in the resulting values. Static bias
error in the DPMS did affect Cp values indirectly however, because a bias error in the reference
velocity changes Re and k, which in turn has a slight effect on Cp. The uncertainty in the static
calibration given by the DPMS manufacturer was ±1%. The transducer to which the DPMS
was calibrated to dynamically was also supplied by TFI, Inc., who stated it had a “flat” fre-
quency response up to 1kHz, well beyond the frequency range of interest here. Therefore any
bias in the dynamic response is also expected to be small.
It should be noted that pressure transducers can also be subject to non-linearity and hystere-
sis errors. For the DPMS these were specified as 0.25% of full-scale span (which was ±1000Pa);
this may seem high but this value is for worst case across the entire span. Given the very
small portion of the full-scale span the transducers were operated at here (1/2ρV 2 ≈ 14Pa), non-
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linearity was assumed negligible. Furthermore, no hysteresis was detected when a pressure of
similar magnitude to that obtained during testing was applied pressure to the transducers.
C.1.2.2 Measurement of Flow Velocity
Bias error in the Pitot-static tube measurements arose mainly due to bias error in the DPMS,
as alluded to earlier. No additional bias error due to positioning of the tube was expected, since
the value used was an average of 18 measurements between which the tube was repositioned.
Thus the estimated accuracy of the Pitot-static tube measurements was ±1%.
Manufacturer’s data for the Cobra probe specify an accuracy in flow speed of±0.5m/s and
a “flat” frequency response up to 2kHz. Since the majority of energy under the turbulence
conditions tested here was under 40Hz, frequency response was not expected to significantly
bias measurements of dynamic quantities. The ±0.5m/s accuracy value applied to the present
case would result in an accuracy worse than ±10%, but it appears that this value was very
conservative, and the true accuracy is likely heavily dependent on speed, because Cobra probe
measurements of mean velocity always agreed with Pitot-static tube measurements to within
±2%. Estimating the accuracy of first-order turbulence statistics measured by the Cobra probe
is very difficult, as it depends heavily on the flow conditions. However previous work on
validation of the Cobra probe (Chen et al., 2000) suggests that ±3% is a reasonable estimate.
C.1.2.3 Measurement of Flapping Frequency
The flapping frequency as measured by the DAQ system from the synchronization signal
sent from the microcontroller showed no significant bias error with respect to the DAQ time-
base. Accuracy of the DAQ timebase was specified by the manufacturer as ±0.01%.
C.1.2.4 Measurement of Atmospheric Conditions
Atmospheric temperature and pressure were recorded for each run in order to obtain den-
sity which was used in calculating flow speed. Standard values of viscosity for dry air based
on the measured temperature were used in calculating Re. Manufacturer data specified an
accuracy of ±100Pa for the barometer and ±0.1◦C for the thermocouple.
C.1.2.5 Measurement of Angle of Attack
Angle of attack was re-zeroed for every wing and turbulence condition by adjusting the
angle until mean pressures on both sides were equal. The angle was then set by moving the
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stepper motor to the desired position, and this was then cross-checked against a very large
print-out of a protractor attached to the reflection plane, by projecting the chord line of the
wing using a long ruler. The large radius of the protractor (approximately 500mm) meant that
angles could be measured very precisely. The accuracy of the stepper motor was specified by
the manufacturer as ±0.09◦ non-cumulative, and the approximate accuracy of the protractor
method was estimated to be about ±0.1◦.
C.1.2.6 Uncertainty in Experimental Parameters
In order to estimate bias uncertainty in values calculated from multiple measurements, the
standard method of sensitivities was used (Abernethy et al., 1983). In this method, the equation
relating a result variable to measured quantities is linearized about the nominal value, this be-
ing a valid assumption when uncertainty values are small. Mathematically, if R is a calculated
result and a, b, and c are measured variables, then:
R = f (a, b, c)
If a, b, and c are subjected to small errors a, b, and c, then the linearization gives for the error
in R, denoted R:
R =
∂f
∂a
a +
∂f
∂b
b +
∂f
∂c
c
If the errors are assumed to be independent random variables with a certain variance, then the
variance of the error in the calculated result is simply:
V ar (R) =
(
∂f
∂a
)2
V ar (a) +
(
∂f
∂b
)2
V ar (b) +
(
∂f
∂c
)2
V ar (c)
Applying this analysis to the calculation of experimental parameters yielded the uncertain-
ties shown in Table C.1.
C.2 Noise
As in any electronic measurement system, the DPMS and Cobra probe outputs contained a
certain amount of noise from thermal and electromagnetic sources. Such noise is by definition
zero-mean and therefore should not significantly affect mean values of the measured quantities,
so long as the noise level is not so high as to introduce a biasing effect due to non-linearity in the
transducer transfer function. However, noise does bias measurements of fluctuating quantities
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Parameter Nominal Value & Bias Uncertainty
Re 43,000 ± 433
k 0.075 ± 0.00075
0.150 ± 0.00150
0.225 ± 0.00225
0.300 ± 0.00300
Iuvw (%) 1.24 ± 0.0372
7.10 ± 0.2130
12.3 ± 0.3690
α / α0 (◦) 0–20 ± 0.1
Table C.1: Summary of bias uncertainties in experimental parameters.
such as σ (Cp), Iuvw, and spectral density. Provided the noise is uncorrelated with the quantity
being measured, this bias is always positive (energy is added to the signal).
Noise was estimated by sampling pressure transducers (both those in the DPMS and those
in the Cobra probes) with zero applied pressure, under identical conditions to those in the
experiments. Thus electromagnetic noise from the flapping rig motors and the wind tunnel
was taken into account. This was achieved by venting the transducers to the outside of the
tunnel with tubing (for the case of the Cobra probe, a 5mm ID tube was placed over the probe
head and sealed to the body). To convert the noise measured in the Cobra probe transducers to
an equivalent velocity, a constant pressure corresponding to the velocity used in all tests was
added to the noise, then the pressures were run through the Cobra probe software in order to
convert them to velocities.
Typical noise spectra are shown in Figure C.17. These show that the noise floor was well
below the quantities being measured. While it is possible to correct measurements of σ(Cp),
etc. for noise by subtracting the noise level, this was not done for pressure data because the
effect of noise was small and did not affect any of the conclusions drawn. Spectra for the
Cobra probe (Figure C.18) show that for the elevated turbulence conditions the energy levels
were well above the noise floor. In nominally smooth flow, it was found that noise did have
a significant effect; this was corrected by subtracting the noise variance from the measured
variance. Iuvw was initially measured as 1.38% but after correction decreased to 1.24%.
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Figure C.17: Pressure spectra from upper surface wing tap (x/c = 0.15, y/s = 0.51) under various
conditions compared to noise floor.
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Figure C.18: Streamwise velocity spectra under various turbulence conditions compared to noise floor.
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C.3 Phase Jitter
As discussed in Section B.2.1, the timing of any given phase was expected to suffer a uni-
formly distributed error of up to ±200µs due to limitations in the synchronization of pressure
measurements and wing motion. Provided the assumption of uniformity is valid, the resulting
error in 〈Cp〉 is zero, while the additional variance in C ′′p due to jitter can be approximated to
first order as follows:
Cpmeas = 〈Cp〉+
d〈Cp〉
dt
+ C ′′p
V ar(C ′′pmeas) = V ar
(
d〈Cp〉
dt
+ C ′′p
)
V ar(C ′′pmeas) =
(
d〈Cp〉
dt
)2
V ar() + V ar(C ′′p )
V ar(C ′′pmeas)− V ar(C ′′p ) =
(
d〈Cp〉
dt
)2
V ar()
V ar(C ′′pmeas)− V ar(C ′′p ) =
1
3
(∆t)2
(
d〈Cp〉
dt
)2
Where  is the random jitter time, ∆t is the maximum jitter (i.e. 200µs), and it was assumed that
 and C ′′p are uncorrelated.
An example of the application of this analysis to the flapping wing data is shown in Fig-
ure C.19. These cases correspond to those shown in Figure 4.57. They were chosen because
they represent those in which jitter would be most significant — nominally smooth flow, high
flapping frequency, and during the part of the cycle where the LEV is present and pressures
are changing rapidly. It can clearly be seen that the jitter-induced portion of σ
(
C ′′pinst
)
φ
is small
relative to the overall measured value (also note that the jitter-induced and actual σ
(
C ′′pinst
)
φ
would add as perpendicular vectors rather than scalars to yield the overall measured value).
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Figure C.19: Estimated jitter-induced σ
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compared to that measured; y/s = 0.51, nominally
smooth flow.
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Appendix D
Dynamic Calibration of Pressure
Measurement Systems: An Improved
Method
The peer-reviewed paper shown on the following pages was presented at the 18th Australasian
Fluid Mechanics Conference in Launceston, Tasmania, Australia in 2012. It is included to pro-
vide further detail on the method developed to calibrate pressure measurement systems, which
was considered one of the contributions of this work.
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Abstract 
This paper describes a portable system allowing fast and accurate 
in situ calibration of a pressure measurement system. It is shown 
that by sacrificing unnecessary frequency resolution, the system’s 
transfer function can be determined with better accuracy than the 
more commonly used white-noise method for a given sampling 
time. 
Introduction 
Measurement of fluctuating pressure at a tap connected to a 
remote transducer via a length of sealed tubing is a common 
technique in wind engineering [3]. It has also been applied to the 
study of airfoils [6] and in other situations where placement of a 
transducer at the measurement location is infeasible [2]. As 
pressure disturbances at the tap propagate through the tubing, 
they are distorted by a combination of effects resulting from 
“organ pipe” resonance and viscous damping. As a result, the 
output of the transducer does not accurately represent the time-
history of pressure appearing at the tap.  
Bergh and Tijdeman [1] developed a useful theoretical model for 
the distortion introduced by a series of connected tubes of 
different diameter and length, and found it to agree well with 
experimental observations. The basis of the model is the small-
amplitude assumption which allows the tubing system to be 
represented as a linear, time-invariant (LTI) system. Such a 
system is characterized by a transfer function giving the 
amplitude and phase distortion of a sine wave input of a given 
frequency. Example transfer functions are shown in Figure 1. 
Historically, the distortion was corrected by introducing 
restrictions into the tubing at certain locations in order to flatten 
the resonant peaks and produce an amplitude response as close as 
possible to unity, and a phase response as linear as possible. 
Today the correction is typically done digitally using the inverse 
transfer function (ITF) method first demonstrated by Irwin et al. 
[4]. Basically, this method amounts to convolution of the 
digitized transducer signal with a linear filter, the frequency 
response of which is the inverse of the tubing system’s response. 
The output is thus an approximation of the pressure time-history 
at the tap. 
The accuracy of the correction depends on the accuracy to which 
the tubing transfer function is known. The theoretical model can 
be used, however the transfer function is very sensitive to certain 
parameters, in particular tube internal diameter which appears in 
the equation raised to the 6th power (and which is usually 
nominally given by the manufacturer and may vary slightly along 
the length of the tube). Figure 1 demonstrates this sensitivity. 
Typically if accuracy of better than ±5% is required then the 
system should be calibrated experimentally; in addition there are 
situations in which the theoretical model is not applicable (e.g. 
branched systems). Experimental calibration is performed by 
subjecting the tap to some kind of acoustic excitation; by 
measuring the amplitude and phase spectra of both the input and 
output the transfer function can be determined. Commonly the 
excitation signal is white noise [4], a frequency sweep of sine 
waves [3], a step change [5], or some other kind of periodic 
signal (e.g. square/triangle/sawtooth waves). 
This paper describes a system which was developed to calibrate a 
pressure measurement system consisting of 155 taps in total, each 
connected to transducers by different lengths (ranging from 300–
700mm) of 1mm I.D. PVC tubing. The transducers were part of a 
Dynamic Pressure Measurement System supplied by Turbulent 
Flow Instrumentation (TFI), Inc. Calibration results for three 
representative tubing lengths are presented, and compared to 
those obtained using the commonly-used white noise method. 
 
Figure 1. Amplitude response of a 750mm tube of various inner 
diameters. 
Hardware 
The device consisted of a 40mm diameter mylar cone speaker 
sealed to a small chamber with two ports (known as an acoustic 
coupler, see Figure 2). One port was 4mm in diameter and 
surrounded by a rubber O-ring, which could be placed over a tap 
being calibrated. The smaller port was connected directly to a 
reference transducer, also supplied by TFI, which had a flat 
frequency response up to 2kHz. In order to assume that the 
reference transducer accurately measures the pressure appearing 
at the tap, it is necessary that the distance between the two ports 
be small compared to the sonic wavelength at the frequencies of 
interest. Given that the frequency range of interest for the 
application for which the system was designed was 0–100Hz, this 
condition was easily met (d/λ ≈ 0.002), and it is expected that the 
system could be used to calibrate at much higher frequencies. 
The rubber seal was necessary to allow the generation of low-
frequency pressure fluctuations at the tap without excessive 
displacement of the speaker cone and distortion associated 
therewith. 
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In order to compare the performance of the discrete spectrum 
method to the white noise method, the system was temporarily 
reprogrammed to output a continuous white noise signal. A 4s 
(i.e. the same duration as used with the discrete spectrum 
method) portion of the signal was then used to estimate the 
transfer function of the 850mm tube. The resulting estimate is 
very noisy, as shown in Figure 7. Even when the result was 
averaged over 5, and then 30 realizations, significant noise 
remained in the amplitude estimate, although phase became 
reasonably smooth. 
 
 
Figure 5. Amplitude and phase error resulting from cubic spline 
interpolation using points from 10–100Hz (– –) and from 10–120Hz (—) 
in steps of 10Hz. 
Obviously the transfer functions obtained using the white noise 
method must be smoothed (typically with a moving average 
filter) before they can be used in applying the ITF method. 
Results of smoothing with a moving average filter of window 
length approximately 18Hz (the minimum required to produce 
reasonably smooth results) are shown in Figure 8. These show 
that even after smoothing, there is still significant variance in the 
resulting transfer function estimates (mainly in amplitude). The 
smoothing also tends to flatten the amplitude peak, the amount of 
flattening being dependent on the window size used. This 
introduces another source of error which is difficult to quantify. 
The measurement variance of each method at frequencies from 
0–100Hz is compared in Table 1 and Table 2, showing that the 
discrete spectrum method far outperforms the white noise method 
in terms of measurement precision, even when white noise results 
are averaged over a longer sampling time. Note that white noise 
figures were obtained post-smoothing. 
 
 
Figure 6. Amplitude and phase response as measured (—), and as 
calculated by the model of Bergh and Tijdeman [1] (– –). Error bars show 
±30σ. 
Bias Errors 
The calibration process was shown to give very small precision 
error, but bias errors have not been addressed. These include 
errors in static calibration of the reference transducer, as well as 
non-linearity and hysteresis of all transducers. For the transducers 
used here these errors are estimated to be approximately 0.5%. 
Thus the calibration uncertainty, which usually forms a large part 
of the error budget in a dynamic pressure measurement, has been 
reduced to the point where bias error becomes the limiting factor 
on accuracy. 
Conclusion 
A portable system allowing fast and accurate in situ calibration of 
a pressure measurement system was developed. It was shown that 
by sacrificing unnecessary frequency resolution, the transfer 
function can be determined with better accuracy than the 
commonly used white-noise method for a given sampling time. 
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Figure 7. Amplitude and phase response of the 850mm tube obtained 
using the white noise method, averaging over 1, 5, and 30 realizations. 
 
f (Hz) 
2σamp (%) 
White 
noise 
White noise, 
averaged over 5 
realizations 
Discrete 
spectrum 
20 2.318 1.205 0.083 
40 2.448 1.628 0.037 
60 2.364 2.052 0.092 
80 2.747 1.206 0.068 
100 2.567 0.945 0.174 
Table 1. Comparison of measurement standard deviations (amplitude) for 
850mm tube. 
 
f (Hz) 
2σphase (°) 
White 
noise 
White noise, 
averaged over 5 
realizations 
Discrete 
spectrum 
20 1.231 0.687 0.042 
40 1.628 0.806 0.032 
60 1.775 1.312 0.058 
80 2.407 1.450 0.110 
100 3.527 2.516 0.124 
Table 2. Comparison of measurement standard deviations (phase) for 
850mm tube. 
 
 
Figure 8. Amplitude and phase response obtained using the white noise 
method after smoothing with a moving average filter. Results of 30 
repeats are plotted. 
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