ABSTRACT Transactions bias arises when properties that trade are not a random sample of the total housing stock. Price indices are susceptible because they are typically based on transactions data. Existing approaches to this problem rely on Heckman-type correction methods, where a probit regression is used to capture the differences between properties that sell and those that do not sell in a given period. However, this approach can only be applied where there is reliable data on the whole housing stock. In many countries-the UK included-no such data exist and there is little prospect of correcting for transactions bias in any of the regularly updated mainstream house price indices. This paper suggests a possible alternative approach, using information at postcode sector level and Fractional Probit Regression to correct for transactions bias in hedonic price indices based on one and a half million house sales from 1996 to 2004, distributed across 1200 postcode sectors in the South East of England.
Introduction
House price indices are typically computed on the basis of the sale price of properties traded in a given period. If one is interested in changes in selling price of traded properties, then these indices will offer suitable measurement, provided one uses an appropriate method for computing price change and controls for dwelling heterogeneity.
1 However, if one is attempting to compute changes in the value of houses in the entire stock of dwellings, then indices based on traded dwellings may be subject to transactions bias because properties that trade in a given period may not be typical of all dwellings. Sample-selection bias becomes problematic when there is systematic tendency for certain property types and locations (such as low-density properties) to trade less frequently than others, and when properties that are less likely to trade have a different rate of price appreciation.
The existence of sample-selection bias in the computation of house price indices is widely acknowledged. Papers that have attempted to correct for this bias, either in repeat sales indices (Gatzlaff and Haurin 1997; Hwang and Quigley 2004) or in hedonic indices (Gatzlaff and Haurin 1998) have been published in leading real estate journals and are cited frequently.
1 Variation in the type of house coming on the market can distort the computation of the average price and so "hedonic" estimation methods (see Malpezzi 2003) have been developed as a way of estimating the value of a standardised unit of housing. We do not attempt to address all the problems associated with hedonic house price measurement.
Issues not considered here include the effect of variation in selling times and the role of liquidity in changing the interpretation of sale prices in a given period (see Leung, Lau and Leong, 2002; Fisher et al., 2003; Clayton, Miller and Peng, 2010; and Levin and Pryce, 2009 ) and various problems associated with hedonic price indices (Case et al. 2003; Hill and Melser 2008 ).
Yet, there remain two major problems with the application of these methods.
First, the techniques used have not been adopted in the mainstream hedonic literature, nor have they changed the way that institutions calculate house price indices. Given that volumes of hedonic indices are published each year and that GHHQ (Gatzlaff, Haurin, Hwang and Quigley) have established the need for selection bias correction, why is there a discrepancy between the demand for and supply of corrected indices? Unfortunately, the methods used by GHHQ require data that are not readily available in most countries.
In particular, the selection equation used in these studies to estimate the probability that a property will enter the market requires detailed information, not only on the properties that sell, but also on all those that do not.
A second problem is that existing approaches tend to allow temporal variation either in the determination of the probability of sale, or in the effect of that probability on the price equation, but not both. In reality, there is reason to expect that both will vary because changes in the probability that certain types of property come on the market at different times of the year and different phases of the economic cycle, driven by a the complex interaction of factors that affect the chances of certain types of property coming onto the market Our goal in this paper is to address both these problems. We attempt to develop a method that: (i) can be applied to data that are readily available in countries such as the UK; (ii) can be easily updated; and (iii) is sufficiently straightforward for publishers of official statistics to feasibly adopt as an element of their regular house price index updates. We also 4 permit both the effect of the estimated sample-selection bias and its determination to vary over time.
The paper is structured as follows. In section 1 we summarise the existing literature and section 2 we explain in more detail the problems with the methods used. In section 3, we describe our proposed method for dealing with transactions bias. In sections 4 and 5 we describe our data and present our results. We conclude the paper with a brief summary. Gatzlaff and Haurin (1998) argue that 'house value indices derived from the conventional hedonic method are subject to bias if the sample of houses is not a random sample of the stock'. They conclude that 'Correction requires joint estimation of the probability that a house will sell and the sale price' (Gatzlaff and Haurin, 1998, p.199; see also and Hwang and Quigley, 2004) . The standard approach applied widely in the wider economics literature and based on the Heckman (1979) two-step selection model, treats sample-selection bias as an omitted variable problem and corrects for it by introducing a term that captures the effect of observations being systematically excluded from the sample. So, if the hedonic price regression being estimated is given by [1] , a second regression [2] needs to be estimated to compute the correction term used as an explanatory variable in
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where y 2i is unobserved, and y 1i is only observed when y 2i > 0, the error term U 2i is assumed to be normally distributed, allowing [2] to be estimated using probit regression. From the probit regression, one can derive  i , the inverse Mills' ratio (often abbreviated to "Mills' ratio"), defined as the ratio of the standard normal density function to the cumulative density function. The procedure has become a standard way of dealing with censored data and is described in most intermediate econometrics textbooks.
There have been various advances on this in the wider economics literature, such as the development of procedures that permit correction for selection bias where the error term in the selection equation is not normally distributed. Olsen's (1980) linear selection model, for example, allows U 2i to be uniformly distributed, while Lee's (1983) In terms of correcting sample-selection bias in house price regressions, we should note that there is no agreed set of factors that determine the probability of sale. In the Hwang and Quigley's (2004) study, 6 for example, the selection equation is determined entirely by property attributes and does not include economic and demographic drivers which Gatzlaff and Haurin (1998) find to be important. A notable omission from these papers are equity and loss aversion effects on the decision to sell (see Stein, 1995; Mayer 1997, 2001 ). There is good reason for this (and for their omission in our analysis below). Estimating equity requires one to estimate house value but this in turn requires one to correct for transactions bias. By including local economic and demographic drivers, Gatzlaff and Haurin (1998) are likely to have gone some way to controlling for such effects and this is the approach we use here.
Problems with existing approaches
As noted in the introduction, there are two main drawbacks with the GHHQ research.
(a) Requires Data on the Entire Housing Stock
First, estimation of the selection equation using probit analysis of whether each dwelling in the housing stock has sold in a given period, will be problematic in most countries. This is because attribute information is not usually available for the entire housing stock at individual dwelling level, which makes it impossible for providers of published house price indices to correct for sample-selection bias. Hemmer 2008 , Sapra 2008 .
The meaning and reliability of the indices used in each of these respective fields is potentially crucial to the functioning of the market and to efficient policy responses. Distortions in published indices, or confusion over their meaning, could significantly affect personal financial decisions, investment choices, planning and policy. Of course, for some applications, transactions bias is not relevant -estate agents and lenders, for example, may only be interested in the price trends of properties that actually sell. However, in other contexts, particularly the measurement of housing wealth, the potential for equity withdrawal and the impact of intergenerational bequests, it is the value of the entire stock of private housing that is of interest and so there is a need to find ways of measuring and correcting for transactions bias.
(b) Variation in Sample-selection Determination and Bias over Time
A second problem with existing approaches is the failure to allow both the determination of the probability of sale, and the hedonic Mills' ratio coefficient to vary over time. Gatzlaff and Haurin (1998) , for example, allow the coefficient on the Mills' ratio to vary, but estimate a single probit on all years. Hwang and Quigley (2004) , on the other hand, include time dummies in the probit equation, but do not appear to allow temporal variation of the Mills' ratio coefficient in the repeat-sales regressions.
This may be problematic. For example, if the prices of low-turnover dwellings rise relative to high-turnover properties, then one would expect the coefficient on the Mills' ratio to change over time. This is not an implausible scenario. Kim et al. (2005) find that the intention to move is much more prevalent in high-density neighbourhoods. Although it is only one side of the story, it does indicate that low-density neighbourhoods may tend to have a lower turnover of stock. And there may be periods when the value of low-density housing is likely to rise at a faster rate, due, for example, to the combination of rising incomes and low-density housing having a greater income elasticity of demand than high-density housing; or because of an ageing population and older households seeking lower-density locations; or because the majority of new construction is high-density due to planning policy, which increases the supply of high-density housing relative to that of low-density housing. Thus, in certain circumstances, prices of low-density, low-turnover stock would rise in value at a faster rate than high-density, high-turnover dwellings.
It seems implausible, however, that properties that trade infrequently (and hence have a low probability of entering a database of transacted properties in every year), will have a permanently different rate of price appreciation from those that trade frequently (and hence have a higher probability of being traded in a given year). It is more likely that certain types and locations of houses will experience lower rates of price appreciation than the average for a period and then go through a catch-up phase. At least, this is the story one might infer from the findings of the house price convergence literature (Meen, 1999; Cook, 2003 Cook, , 2009 Holmes and Grimes, 2008) and from the cycles in housing wealth inequality observed by . As a result, one might expect both the determination of probability of sale and the hedonic coefficient on the sample-selection correction term to vary over time as particular areas-and particular house types-have bouts of increased/decreased sales volumes, and corresponding periods of divergence/convergence in the rates of price appreciation. So, while the selection effect is unlikely to cause adjusted and unadjusted price levels to diverge inexorably over long periods (it seems implausible to expect non-traded properties to rise at ever greater or lesser rates), one might expect selection bias to affect the short term rate of price increase-i.e. the volatility of prices.
These arguments are closely related to the notion of submarkets. Jones et al. (2003) argue that for localities to be considered as separate submarkets, not only must their attribute prices be different at a particular time, but also the dynamics of house prices must be independent. They consider 'whether price differences between submarkets have been eroded by a process of arbitrage operating through supply-side responses and/or migration flows' (p.1315) and verify that differences in price dynamics can persist over time between areas in close proximity. This finding is relevant because differences in the rate of price appreciation across neighbourhoods will affect the probability of dwellings coming onto the market due to the impact on the absolute difference in the value of housing equity and the transactions costs (see Stein, 1995; Mayer 1997, 2001 ). The corollary is that a subregion could temporarily switch from being a lowturnover area to being a high-turnover area simply because the values of dwellings have increased at a faster rate than in other subregions. The 13 adjustment process could be less than smooth due to tipping points that arise in the volume of subregional transactions caused by the existence of housing chains (Rosenthal, 1997) .
Tipping points could also be caused by information imperfections arising from the publication of uncorrected house price indices. For example, suppose low-density housing increases in value over a prolonged period at a rate that exceeds that of other property types. That difference in appreciation rates may not be widely known because house price information may only be presented in the form of averages for all property types (as in the UK). When owners do eventually become aware of the accelerated appreciation of their houses, there may be a rush of low-density dwellings being traded by households keen to access their accumulated equity, purchased by investors newly aware of the favourable long-term prospects of this asset class. The dam-burst effect catapults areas of lowdensity housing from being classified as low-turnover to being highturnover areas, at least temporarily. This could have the perverse effect of causing the coefficient on the probability of non-selection in the hedonic price equation to change sign: the set of properties with high-probabilities of non-selection temporarily loses the expensive low-density properties that are experiencing a transactions boom -the set of properties with high probability of non-selection is dominated for a time by those that infrequently trade because they are of particularly low quality (occupants are eager to sell, but no-one wants to buy).
Taken together, these arguments highlight the multifaceted nature of housing transactions and the difficulty in knowing a priori what the effect of a particular type of housing or rate of turnover will be on the direction of the 14 sample selection bias. The situation is made more complex by the interaction of spatial, temporal and structural effects. Quality and type of construction of a dwelling along with other factors will determine the desirability of a neighbourhood; the history of planning decisions and economic development will affect the spatial clustering of property types across neighbourhood desirability; market cycles, local demographic trends, and information imperfections will shift selection patterns over time.
Proposed Econometric Solution
Whilst regularly updated data on each and every dwelling in the housing stock are not available in many countries (the UK included), it is often possible to access the total number of dwellings in an area (from the UK Postal Address File, for example). Provided the data on house price transactions include the postcode sector, it will be possible to compute the proportion of the housing stock that trades in each area in a given period.
By combining this information with data on socio-economic variables that affect the number of properties selling, it is feasible, in principle, to estimate the probability of a property in a given postcode sector selling in a particular period.
If we use the proportion of sales in each postcode sector as our dependent variable, the probability of sale cannot be modelled using standard probit or logit because the dependent variable will not be dichotomous. Neither will OLS yield appropriate estimates because
proportions are bounded at zero and one-OLS assumes the dependent variable to be unconstrained and so could predict outside of the feasible range. The solution proposed here is to use Fractional Probit Regression 15 (FPR) developed by Papke and Wooldridge (1996) An earlier solution to the problem of modelling variables bounded between zero and one had been to apply the log-odds transformation to the dependent variable (log[y/(1-y)]), which allows OLS to be applied to the estimation of x. According to Wooldridge (2002) this approach has two major drawbacks, however:
"First, it cannot be used directly if y takes on the boundary values, zero and one. While we can always use adjustments for the boundary values, such adjustments are necessarily arbitrary. Second, even if y is strictly inside the unit interval,  is difficult to interpret: without further assumptions, it is not possible to recover an estimate of E(y|x), and with further assumptions, it is still nontrivial to estimate E(y|x)." (Wooldridge, 2002, p.662) . Papke and Wooldridge (1996) and Wooldridge (2002) suggest modelling E(y|x) either as a logistic function (Fractional Logit Regression), or as a probit function (Fractional Probit Regression), which ensures that "predicted values for y are in (0,1) and that the effect of any x i on E(y|x) diminishes as ." (Wooldridge, 2002, p.662) . A particularly attractive feature of FLR   x and FPR from a practical point of view is that it can be easily estimated using standard software packages, "Interestingly, the robust standard errors … in the context of ordinary logit and probit are computed almost routinely by certain statistics and econometrics packages, such as STATA ® and SST ® . Unfortunately, the packages with which we are familiar automatically transform the dependent variable used in logit or probit into a binary variable before estimation, or do not allow non-binary variables at all (fall into the first category). With the minor change of allowing for fractional y in so-called binary response analysis, standard software packages could be used to estimate the parameters… and to perform asymptotically valid inference." (Papke and Wooldridge (1996) , p.623).
Fortunately, STATA ® have since made the recommended amendment as part of the "glm" command. This is the method proposed here to correct for sample-selection bias in hedonic house price indices. Consider the following pseudo-Heckman two-step estimation:
where: 
18
The direction of the effect on the probability of sale of variables included in vectors B, A, N, E, D, will be ambiguous because they affect not only the decision to sell but also the decision by potential purchasers to buy a given property. Given that the demand and supply effects are likely to run in opposite directions, it will be the net effect that will determine the sign of each coefficient in a given period.
One important difference between the approach presented here and the standard Heckman method is the computation of standard errors in the hedonic regression. The usual Heckman computation of standard errors will almost certainly be incorrect because residuals are clustered within years (because many of the explanatory variables are annual rather than monthly)
and within postcode sectors (many of the explanatory variables are at postcode sector level, including, of course, the selection term), whereas the dependent variable, house price, is measured at the individual dwelling level.
To address this we adopt a method for computing standard errors that allows for intragroup correlation, relaxing the usual requirement that the observations be independent. 4 This assumes that observations are independent across groups (clusters) but not necessarily within groups.
Allowing for intra-group correlation of errors, when combined with the inclusion of neighbourhood variables in the price regression, had a major effect on the hedonic results, reducing the t-ratios considerably. On the basis of these corrected standard errors we refine the hedonic regression, keeping only variables that were consistently statistically significant. The standard errors in the Fractional Probit Regression were computed as specified by
Papke and Wooldridge (1996, see summary above).
Data
In principle, the correction technique described above could be applied to any hedonic house price index provided one is able to source the postcode sector of each house transaction in the sample and then model the proportion that sell in each period using socio-economic drivers measured at that level. Given that the approach could be used in conjunction with many Whether the technique can be applied in other countries depends on knowing the number of houses in each postal area, census tract etc. Provided the number of addresses in each area (however defined) are known, and the data source on house transactions is geocoded to this area, it will be possible to compute the % all houses in each area that enter the researcher's dataset.
The advent of mass marketing via junkmail means that it is likely that all residential addresses in a country are held somewhere. At what cost and spatial level that data are available in each country we do not know but it is something that is likely to be known to indigenous housing researchers.
Data used in the Estimation
Our Tenants of municipal housing in the UK have the 'Right to Buy' which means that such dwellings can potentially enter the set of dwellings that transact. Public ownership of a property is likely to reduce the probability of sale, partly because of the bureaucracy associated with privatisation of a public asset, and partly because of the limited demand for housing that is often aesthetically unappealing and often situated in deprived areas.
Whether one screens out such properties from the calculation of house price indices depends on whether one wants to value the entire housing stock (public and private), or just that of private housing. In this paper we assume the latter, so we use information on the proportion of social renting in each area to predict sale probabilities as though the stock were comprised only of private housing.
6 Table 1 Descriptive Statistics
Results
The probability of sale in each postcode sector for each year was estimated by running separate selection equation regressions for each year. The dependent variable in each Fractional Probit Regression was the proportion of the housing stock that sold in that year. Explanatory variables included the proportion of socially rented dwellings, the proportion of economically active households, the average education score, the incidence of violent crime and burglary, the average distance between dwellings, the proportion of dwellings that were built before 1920, the proportion of semi-detached housing, the percentage change in population over the preceding ten years and the proportion of the population over 65.
As a baseline, we first present the OLS results of these annual regressions (Table 2) . On the whole, we were able to explain around a third of the variation in the dependent variable (the adjusted R 2 ranges between 0.308 in 2004 to 0.313 in 1996) . This compares very well with the Gatzlaff and Haurin (1998) OLS estimates of the probability of a house selling, which explained less than 1% of the variation in the dependent variable (adjusted R 2 of just 0.003). It is difficult to ascertain how well this compares with Hwang and Quigley (2004) because they only present the probit results, which do not include an adjusted R 2 diagnostic. We can, however, compare significance levels on individual coefficients. Our FPR results are reported in Table 3 run on each year separately and each year's regression yields 4 or 5 variables with t-ratios greater than 2. Again, this compares favourably with GHHQ. In Gatzlaff and Haurin (1998) probit regression, for example, only one variable, age of dwelling, has a t-ratio greater than 2 (their full list of reported t-ratios are 0.3, 0.0, 2.9, 1.6, 0.8, 0.1, 0.9, 1.8 and 0.8). Hwang and Quigley (2004) report six out of nine variables in the probit regression with t-ratios greater than 2.
In our results, the most significant variable was the proportion of socially rented housing (t-ratios of around -13.5). We found that the greater the proportion of socially rented housing in an area, the lower the probability of sale in a given year. Better school performance was significant in all years and tended to raise the probability of sale in each year (perhaps good schools attract a steady inflow of parents seeking access for their children, and a steady outflow of households for whom access to good schooling is no longer of value because their children have left school).
Distance between dwellings also proved to be highly significant in most years (t-ratios of around -9) and to have a negative effect, which suggests that dwellings in low-density areas have a lower probability of trading in a given year, other things being equal. Violent crime, burglary and the proportion of dwellings built pre-1920 did not appear to be particularly significant. Increases in population raised the probability of sale and the effect was statistically significant in all years except 2003 and 2004. The impact of the proportion of households aged over 65 had a positive effect in most years, and the effect was only significantly different from zero in all years. Table 3 presents the FPR results which have a similar pattern of statistical significance to those reported in the OLS regressions (Table 2) . with GHHQ. Crucially, the Mills' ratio is negative and highly significant (t = -13.4 which compares favourably with the t = 5.4 value reported in Hwang and Quigley, 2004) 7 . This suggests that properties that trade, as reported in the LR data, are not a random subsample of the housing stock, a corollary of which is that most other UK house price indices (which are based on a subset of the LR data) are likely to be characterised by transactions bias. Advantages with this approach are that it incorporates the possibility that 'implicit prices may change over time' (Meen and Andrew, 1998, p. 10) , which is useful for our purposes because we want to allow the coefficient on Mills' ratio to vary. Unlike running a single hedonic regression on the entire dataset as in Table 4 , the Fleming and Nellis method also has the advantage that it can be readily updated with information on subsequent time periods without changing all previous parameters and index values).
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Exponentiated predicted values from each regression using the average set of characteristics from 1996 are presented in Table 5 , and the index values for each month are plotted in Figure 2 . The cumulative effect over the entire period appears to be that the unadjusted index tends to overstate the true rate of price inflation of the stock of private housing (we observe a 306% increase in the unadjusted index compared with a 261% increase in the adjusted index). This is not dissimilar to the Hwang and Quigley (2004) study which found that the unadjusted index yielded a cumulative price increase of around 370% whereas the Mills' ratio-adjusted index gave a cumulative increase of around 310%. Gatzlaff and Haurin (1998) find the opposite effect -the unadjusted hedonic tends to underestimate the rate of price change -but the effect is very small, perhaps due to the weak explanatory power of their probit selection equation.
The main difference between our results and those of GHHQ is that the adjusted hedonic index varies much more from month to month than the unadjusted hedonic index (the coefficient of variation of monthly change = 3.6 and 1.1 for the adjusted and unadjusted indices respectively).
9 This may be due to the fact that we have allowed both the coefficients in the Fractional Probit selection equation and the coefficient on the Mills' ratio in the hedonic regressions to vary over time. If so, previous studies may have overlooked an important aspect of unadjusted series: that they underestimate the month to month volatility in house prices. Indeed, greater volatility, rather than long-term differences in the rates of change, is what one might expect from a selection-adjusted index, given the likely convergence over time of house price appreciation in different housing sectors. However, our time series is too short to draw firm conclusions -further investigation using a longer time series and simulated data would be required to verify whether the cause of this discrepancy with GHHQ is due to genuine volatility in the price of the stock of dwellings, or whether it is a characteristic of our data or method. 
Conclusion
This paper has not solved all the issues associated with the computation of house price indices. We have not, for example, considered how changes in liquidity over the housing cycle affect the interpretation and measurement of house price indices (see Leung, Lau and Leong, 2002; Fisher et al., 2003; Clayton, Miller and Peng, 2010; and Levin and Pryce, 2009 ); nor have we addressed the implications of hedonic methods for the price index problem raised by Hill and Melser (2008) or the broader set of issues associated with hedonic methods (Malpezzi, 2003; Case et al. 2003) .
Our objective has been focussed on establishing whether it is possible to develop a method for correcting transactions bias, a distortion that is widely acknowledged but generally overlooked-we are not aware of any published house price index across the world that either measures or corrects for the bias that arises from traded properties being a non-random sample of all properties in the stock of housing. We have argued that, while the selection effect is unlikely to cause adjusted and unadjusted price levels to diverge inexorably (it seems implausible to expect non-traded properties to rise at ever greater or lesser rates), one might expect selection bias to affect the short term rate of price increase-i.e. the volatility of prices.
Our approach has been to develop a method that could conceivably correct transactions bias in house price indices where attribute data on individual dwellings are not available for the population of dwellings, but where information exists at neighbourhood level on factors that influence the probability of sale (factors such as crime, population change, tenure, school performance, and density). Fractional Probit Regression was used to derive an estimate of the inverse Mills' ratio for inclusion as a correction term in the hedonic house price regression-similar to the traditional Heckman (1979) approach except that the selection equation explains the probability of sale in each area rather than the probability of sale of each individual dwelling. We found evidence that the inverse Mills' ratio had a statistically significant effect in a simple hedonic price equation, suggesting that sample-selection bias was indeed present. We also found evidence that the coefficient on this correction varied over time, suggesting that selection bias was not constant. Overall, the unadjusted index tended to overestimate the true rate of price appreciation of the stock of private housing (consistent with the findings of Hwang and Quigley (2004) which were based on dwelling-level probit regressions).
However, our results also revealed greater month-to-month volatility, which was not apparent in earlier studies (if anything, the adjusted series in Gatzlaff and Haurin 1998 and Hwang and Quigley 2004 look slightly smoother) . While different rates of volatility, rather than differences in long term price appreciation, is what one might intuitively expect from a comparison of selection-adjusted and -unadjusted price indices, further investigation is needed to confirm whether the increase in month-to-month variation is peculiar to our data (one could, for example, construct a simulated population of houses and explore the conditions under which sample selection bias causes smoothing).
In principle, our approach could be adapted to correct for transactions bias in repeat sales indices (such as the Case-Schiller index).
For example, there is no obvious reason why the FPR Mills' ratio could not be incorporated into repeat sales indices in much the same way that Gatzlaff and Haurin (1997) and Hwang and Quigley (2004) incorporate the standard binary-probit Mills' ratio into repeat sales and hybrid index estimates. Our method could also be used to correct indices based on subsamples of the traded stock, such as mortgage transactions data (e.g. Nationwide and
Halifax in the UK) where the selection bias is potentially greater (because of the exclusion of cash purchases and transactions based on mortgages from other lenders). It is less obvious, however, how our method could be applied to survey/market sentiment based indices, such as those published by RICS and Hometrack, where there is no regression to which the FPR Mills' ratio can be added.
A further area for future research is the effect that sample selection has on the ability to predict changes to the value of the housing stock.
Forecasting is likely to be made problematic by the potential for the selection process to change. Finally, we should note that there may be applications of our approach to sample selection problems other than house price index calculation. In principle, the FPR Mills' ratio could be useful whenever probit regressions on individual observations cannot be estimated but where Fractional Probit Regressions can be used to model selection probabilities based on proportions of the population within mutually exclusive areas or groups. 
