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We study full trios generated by commutative languages. We give, for instance, a 
necessary and sufficient condition for a commutative language to be erasable. This allows 
us to show that slip commutative languages are erasable. We prove also the existence, 
in the family of nonrational commutative languages, of a minimal language for rational 
transductions. 
INTRODUCTION 
Loperation de transduction rationnelle est maintenant une notion de base en theorie 
des langages. L’Ctude des cones rationnels qui sont justement les families de langages 
closes par transductions rationnelles est done d’un inter& incontestable. La caracterisation 
des transductions rationnelles en terme de bimorphismes alphabetiques qui a CtC Ctablie 
par Nivat [23] facilite grandement l’etude de telles familles et nous allons l’appliquer 
ici aux c&es rationnels commutatifk. La fermeture commutative, notee c(L), d’un 
langage L defini sur un alphabet T est l’ensemble des mots obtenus par permutations 
a partir des mots du langage L, done c(L) = Y-l 0 Y(L) oh Y est la fonction de Parikh 
(i.e. l’homomorphisme canonique de T* dans le monoide commutatif libre engendrt 
par T). Un langage commutatif L (verifiant L = c(L)) peut &tre, alors, confondu avec 
son image par la fonction de Parikh et &tre represent6 par un sous-ensemble de N* 
oti k est le cardinal de l’alphabet sur lequel est defini L. La meme constatation a deja 
CtC faite pour les langages inclus dans u$ e.0 ud oh les “a;’ sont les lettres de l’alphabet. 
Le rapport entre les langages commutatifs et les langages bomb qui, eux, ont deja 
fait l’objet de nombreux travaux est renforce par l’egalite entre V(COM), le plus petit 
cone rationnel contenant la famille de tous les langages commutatifs, notee COM et 
c&,(B), le plus petit cSne rationnel clos par intersection et contenant la famille de tous 
les langages born&, notee B [19]. C eci motive l’etude des langages commutatifs et des 
c8nes rationnels commutatifs qui sont les c6nes rationnels engendres B partir de familles 
de langages commutatifs. On peut, ainsi, constater que certains rksultats concernant 
les langages born& restent valables pour les langages commutatifs et admettent, alors 
parfois une demonstration plus simple. En effet, la famille COM est fermee par homo- 
morphisme inverse, homomorphisme alphabetique et intersection. En particulier, tout 
langage appartenant B V(COM) est l’image par un homomorphisme alphabetique de 
l’intersection d’un langage commutatif et d’un langage rationnel. Une autre propriete 
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que nous utiliserons implicitement est la suivante: Si L est un langage commutatif 
et T une transduction rationnelle telle que I,’ = T(L) soit un langage borne, le langage 
rationnel associe a la transduction 7, peut &tre suppose de hauteur d’etoile inferieure 
a 2, ce qui lui donne une structure particulierement simple. Ceci est d’autant plus 
interessant que si L’ est inclus dans uf **a cz,” oh les “a,” sont des lettres, c(L’) appartient 
aussi a g(L) (proposition 1.8). 
Les transductions rationnelles peuvent faire correspondre ?I un langage recursif, 
un langage non recursif. Par contre ce n’est pas le cas pour les transductions rationnelles 
fiddles oh le nombre de lettres consecutives qui sont effacees est borne, d’oh une difference 
importante entre ces deux notions, Un langage L est effacable si V(L) est Cgal 5 W(L), 
la plus petite famille de langages contenant L et close par transduction rationnelle fiddle. 
Nous donnons, ici, une condition ntcessaire et suf%ante pour qu’un langage commutatif 
soit effacable et nous en deduisons que tout PSL-langage commutatif est effacable. 
Les PSL-langages (en anglais slip-languages) sont les langages dont l’image par la fonction 
de Par&h est un semilineaire. La famille des PSL-langages commutatifs est done egale 
a c(Rat) = {c(R)/R R t} E a ou Rat designe la famille des langages rationnels. Dans [19], 
il est montre que ,EY = %(c(Rat)) est le plus petit cone rationnel commutativement 
clos (L E 2$ implique c(L) E 2&), qu’il est Cgal a VJ{o”b”/n 2 0}) et qu’il est non 
principal. Un autre langage joue un role particulier dans cette famille, c’est BF le 
complementaire de 0; = c((ab)*), le langage de Dyck sur une lettre. En effet, en utilisant 
un resultat de Berstel et Boasson [4] concemant les langages algebriques inclus dans 
a*b*, nous montrons que tout PSL-langage commutatif L non rationnel defini sur un 
alphabet de deux lettres est tel que e(L) contient D c. 11 etait, aussi, montre dans [4] 
que le cone rationnel engendre par le langage L = {a”bW/n # p ou n # q} ne contient 
pas Q IT a*b* et contient une hierarchic infinie decroissante de cones rationnels 
engendres par des langages born&. Au contraire, il est facile de verifier que @ appartient 
a V(c(L)). Cette remarque est 2 l’origine de la proposition III.14 oti nous etablissons 
que Q est un langage commutatif minimal. 
Donnons, maintenant, le plan detail16 de cet article. Dans la premiere section, nous 
Ctablissons quelques resultats gentraux sur les langages commutatifs, qui montrent 
les liens entre les langages born& et les langages commutatifs ainsi qu’entre le produit 
et l’operation “shuffle.” Nous en deduisons, en particulier, qu’un cone rationnel com- 
mutatif est clos par produit si et seulement s’il est clos par intersection (Proposition I. 10). 
La deuxieme section est reservee aux langages commutatifs effacables. Nous montrons 
qu’un langage commutatif L est effacable si et seulement si W(L) est ~10s par quotient 
rationnel. Cette condition n’est plus suffisante si L n’est pas commutatif. Nous exhibons, 
en effet, une famille finie B de langages born& telle que W(.Y) soit clos par quotient 
rationnel mais pas par homomorphisme quelconque. Ceci apporte une reponse a une 
question de Ginsburg ([I I], page 34). Cette condition nous permet de montrer que tout 
PSL-langage commutatif est effacable ce qui implique que 22$ = %‘JDf) est Cgal a 
U,f(@), Nous en deduisons aussi une caracterisation des langages commutatifs effacables 
inclus dans Dr. Dans la troisieme section, nous nous restreignons aux langages de la 
famille 2& . En utilisant un resultat de Durieux [9], nous montrons que 0: n’appartient 
pas a F(g), la plus petite FAL contenant les langages born& ce qui permet, grace a 
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une propriete des langages saris insertion (cf. [21]), d’etablir que gY n’est pas inclus 
dans $$(@, la plus petite FAL close par substitution et contenant ?8. Nous prouvons, 
alors, que tout langage appartenant a c(Rat) est une intersection finie de langages com- 
mutatifs appartenant B W(D$). Nous caracterisons, ensuite, les langages commutatifs 
appartenant a $?(tit) ce qui nous permet de montrer que B,* est un langage commutatif 
minimal, c’est a dire que, si L est un langage commutatif non rationnel, L E V(@) 
implique st E V(L). Enfin, nous terminons cette section en montrant que tout langage 
appartenant a VP,(@) est effacable. Dans la derniere section, ce sont les langages 
algebriques commutatifs qui nous intbessent. Nous commencons par prouver l’existence 
de langages algebriques commutatifs n’appartenant pas a ‘X(0:), puis nous montrons 
que si L, et L, sont deux langages non rationnels definis sur des alphabets disjoints, 
shuf(L, , L,) n’est pas un langage algebrique. Ce resultat a comme corollaire immediat 
que Rat est le seul cone rationnel clos par intersection inclus dans la famille des langages 
algebriques. 11 permet, en outre, a l’aide de la proposition 1.9, d’etendre B tous les langages 
algebriques commutatifs une propriCtC deja demontree pour Df, dans [20] par un tout 
autre moyen: Si L est un langage commutatif algebrique et L, , L, deux langages d&finis 
sur des alphabets disjoints tels que L,L, E V(L), alors l’un des deux langages est 
rationnel. 
Indiquons, enfin, que le lecteur interesse pourra trouvcr dans [17] certaines demonstra- 
tions plus detaillees ainsi que d’autres resultats concernant les cones rationnels com- 
mutatifs. 
NOTATIONS ET DEFINITIONS 
Soient /Q l’ensemble des entiers naturels, Z l’ensemble des entiers relatifs et N+ = 
N\(O). Pour tout p E fW+ , f+J” est Cgal a {(ir ,..., i,)/Vj E {l,..., p}, ij E t+J}. Un sous-ensemble 
S de Np est Zin&zire ssi il existe u,, ,..., uk E NP tels que S = {ua + Cl”=, h,u,/Vi E {l,..., k}, 
hi E N}, ensemble que nous noterons L(u, ; {ul ,..., Us}). Un ensemble semi-linkzaire 
est une union finie d’ensembles lineaires. 
Soit T = (aI ,..., a,} un alphabet. Pour tout mot w E T*, E(w) dbigne la longueur 
de w et Vie{1 ,..., p3, Z,+( w est Cgal au nombre d’occurrences de la lettre ai dans w. ) 
Nous noterons $ la fonction de Parikh definie sur T* par 
VW> = (L&4..., L&4)’ 
Un langage L est un PSL-Zanguge ssi $(L) est un ensemble semi-lineaire. La 
fermeture commutative de L, notee c(L), est Cgale a I/J-~ 0 #(L). Un langage L est 
commututif ssi L = c(L), il est K-born6 ou borne’ ssi il existe des mots yi ,..., yk tels 
que LCy,* --.y:. 
Nous designerons par Rat la famille des langages rationnels, par COM la famille 
de tous les langages commutatifs et par B celle des langages born&. La famille des 
langages m-commututifs qui sont les langages commutatifs definis sur un alphabet de 
cardinalite &gale a k sera notee COM,, . 
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L’opCration “shuffle” est definie par: 
VLl , L, C T”, shuf(L, , Ls) = (xiy, *** x,y,/Vi E {I ,..., q}, xi , yi E T*, 
Xl% “‘X~~Li,YlY2 ..‘Yll~Lz). 
Une substitution s definie sur T* est une P-substitution ssi Va E T, s(a) est un langage 
appartenant a 3. 
Nous dirons qu’un homomorphisme de T * dans A* est (strictement) alphab&ique 
ssi h(T) est inclus dans A u {E}(A) oti E designe le mot vide. Nous dirons que h est 
k-Zimitt R _C T* ssi xuy E R et h(u) = E impliquent Z(u) < k. Un homomorphisme g 
est limite’ sur R ssi il existe k E N, tel que g soit k-limit6 sur R. 
Soient 9r et 3s deux familles de langages. Alors, 9ru9s designera la famille {s(L,)/ 
Ll E -Ep1 et s est une S?s-substitution}. 
Nous dirons que .S? est un cdne rationnel (jd 1) k e ssi Y est clos par intersection avec 
un langage rationnel, homomorphisme inverse et homomorphisme (limite) ou ce qui 
est equivalent, par transduction rationnelle (fidele). En fait, toute famille de langages 
close par intersection avec un langage rationnel, homomorphisme inverse, homo- 
morph&me strictement alphabttique et union avec le langage {c} est un cone rationnel 
fiddle [6J. 
Pour toute famille de langage 9, V(9)(W(9)) d Csi g ne le plus petit cone rationnel 
(fiddle) contenant 8, %?&%‘)(%‘uf(9)) est la cloture par union de u(a)(gf(Z)). Enfin, 
%‘,,(9)(Wnf(-EP)) designe le plus petit cone rationnel (fiddle), clos par intersection et 
contenant 3’. La plus petite FAL (fiddle) contenant 3’ sera notee 9(9’)(W(9)) et 
est Bgale a Rat &(9)(Rat &f(9)). 
Un cone rationnel 2 est principal ssi il existe un langage L tel que g(L) = Y. Deux 
langages L, et L, sont rationnellement equivalent ssi Sf(L,) = V(LJ. 
I. Langages commutatifs, langages borru% et produit 
Remarquons, en premier lieu que l’operation “shuffle” commute avec les homo- 
morphismes alphabktiques, ce qui permet d’tnoncer: 
LEMME I. 1. Soient h un homomorphisme alphabitique dt$ni sur un alphabet T, L, ,..., L, 
des langages in&s darts T* et L = shuf(l, ,..., L,). Alors h(L) est &gal 6 shuf(h(L,),..., h(L,,)) 
et si les kzngages h(L,),..., h(L,) sent commutatifs, h(L) est aussi commutatif. 
Nous pouvons maintenant demontrer le lemme de base de cette section. 
LEMME 1.2. Soient Tl ,..., T,, des alphabets d&joints &ux h darx, L’ un langage inclus 
dans Tz *** T,” et L” 6gal ci {y E shuf(xi ,..., x,)/xl me* X, EL’ et Vi E {I,..., n}, xi E Tt}, 
Alors, pour tout langage commutatif L, on a: 
(i) L’ E V(L) ssi L” E W(L) 
(ii) L’ E W(L) ssi L” E W(L). 
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D&mstration. Comme L’ = L” n T;” ... Tz, L” E%(L) (resp. L” g%f(L)) implique 
L’ E q(L) (resp. L’ 6 W(L)). 
Prenons, maintenant, L’ E Q?(L). I1 existe un alphabet 2, un langage rationnel R et 
deux homomorphismes alphabetiques h et g tels que L’ = g(h-l(L) n R). Pour tout 
i E {I,..., n}, posons 2, = (z E Z/g(z) E Ti u {e}}. Comme L’ est inclus dans Tf *.. Tz, 
L’ est Cgal $g(h-l(L) n R’) oh R’ = R n Z,* * * * 22. Alors il existe des langages rationnels 
Ri,$ tels que R’ = (Jl, R,,, a** Ri,% 06 Vi E {l,..., p>, Vj E (l,..., n>, R,,$ est inclus darts 2:. 
Considerons le langage rationnel R” = U&l Shuf(Ri,l ,..., R&. 11 est, alors, clair que 
L” = g(h-l(L) n R”). 
Maintenant si L’ E W(L), on peut reprendre les m&mes notations en ajoutant le fait 
que g est k-limit6 sur R pour un certain k EN.+ . 11 est clair que g est encore k-limit6 
sur les Ri,j et il est facile de verifier que g est k-limit6 sur R” avec k’ = kn. 1 
Le langage L” construit au lemme precedent est inclus dans c(c). D’autre part, si 
Xl ,-**> X, sont des mots definis chacun sur un alphabet d’une seule lettre, shuf(x, ,..., x,) 
est Cgal a c(xi *.. xJ. Done, dans le cas oti Ti ne contient qu’une lettre, L” est &gal a 
c(L’) et nous avons: 
COROLLAIRE 1.3. Soient l’alphabet T = {aI ,..., a,} et le langagel’ inclus duns at .*. a: . 
Pour tout langage commutatifL on a: 
(i) L’ E W(L) ssi c(L) E V(L) 
(ii) L’ E gf(L) ssi c(L’) E W(L). 
En particulier en prenant pour L un langage rationnel commutatif, nous retrouvons 
un resultat bien connu: 
COROLLAIRE 1.4. Soient un alphabet T = {a, ,..., a,] et un langage L C a: .** af . 
Alors L est rationnel si et seulement si c(L) est rationnel. 
Remarquons que ce resultat n’est plus valable pour un langage L borne quelconque. 
En effet, L = (ab)* est rationnel, alors que c(L) = Df est non rationnel. 
En utilisant des r&&tats de Berstel [3], Berstel et Boasson [4], concernant les langages 
algebriques in&s dans a*b*, nous allons obtenir a I’aide du corollaire 1.3, une propriete 
pour les PSL-Iangages commutatifs inclus dans {a, b}*. Notons Of = c((ab)*) et 
@ = {a, b}*\DT: 
PROPOSITION 1.5. Pour tout PSL-langage commutatif non rationnel L C {a, b}*, on a 
V(DF) C ‘9(L) C V(D;). 
Demonstration. Le langage L’ = L n a*b* est un PSL-Iangage in&s dans a*b*, 
done il appartient & %?({aflb”/n 3 0)) [3] et, a fortiori, L’ E 40:). Le corollaire I.3 
implique, alors, L = c(L’) E ‘ip(D:). D’apres Ie corollaire 1.4, L’ est non rationnel, ce 
qui entrafne (cf. [4]) que V(c) contient I’un des trois langages S+ = {anbr/n # p}, 
S, = {a”bP/p > n >, O> et S, = {a”bp/O < p < n}. Du corollaire 1.3, nous pouvons 
deduire que q(L) contient l’un des trois langages c(S+) = @, c(S,) et c(SJ. Comme 
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il est facile de verifier que %(c(S,)) = V(c(S<)) 
obtenons @ E%‘(L). 1 
contient Df = c(S,) U c(S<), nous 
Consider-or-n+, maintenant, L’ C u$ *.a u: et L _C bf *a* b$ tels que L’ E V(c(L)). Ceci 
n’implique pas mkessairement L’ E ‘Z?(L). Pour s’en convaincre, il suffit de prendre 
L = S, et L’ = S, . Cependant on peut montrer: 
PROPOSITION I.6 [17]. Pour tout Zanguge L E V(COM) et tout lungage borne L’ E g(L), 
il existe un langage rationnel bornE R tel que L’ E %?(L n R). 
Cette propriete n’est plus valable quand le langage L n’appartient pas A %?(COM). 
En effet, considerons, par exemple, L = {uba’% *a* &b/n > l}. 11 est facile de montrer 
que L ne contient aucun langage borne infini ce qui implique que pour tout langage 
rationnel borne R, %(L n R) = %Yf(L n R) = Rat, alors que {aW/n 2 0} E Vf(L). 
Nous allons maintenant utiliser le corollaire 1.3, pour dtduire d’un resultat concernant 
les langages born& un rtsultat semblable pour les langages commutatifs: 
COROLLAIRE 1.7. Pour toute famille @tie 3 de langages m-commutatifs, il existe un 
langage m-commutatifl tel que V(L) = G?J9) et gf(L) = Uvf(Y). 
Demonstration. On peut supposer que 8 = {L, ,.,., L,) oh Vi E {l,..., p}, Li est un 
langage commutatif defini sur l’alphabet T = {a, ,..,, a,}. Considerons la famille 
8’ = {L; ,..., L’,} oh Vi E(l)..., p}, Li = Li n uf ..* a;. D’apres [13], il existe un 
langage L’ E a1* ... a$ tel que %(L’) = U,(9) et Vf(L’) = gUf(2?‘). Posons L = c(L’). 
D’aprts le corollaire 1.3, comme Li E %f(L’) 2 c”f(L), Li = c(L;) E %f(L), Vi E {I,..., p} et 
-9 c %?f(L) C V(L) q ui sont des cones rationnels clos par union, done %‘Uf(5P) C W(L) 
et ~&Y) C q(L). 11 reste a montrer que L E g,,(Z). Comme L’ E V,f(Y), il existe 
L; ,..., Lz in&s dans a$ a.* a$ tels que L’ = &L; et ViE{l,...,p}, L5 E%?f(L;) ce 
qui implique c(LI) E %‘f(Li). D one L = c(L) = &, c(L;) E %Y”f(-Y). 1 
Considerons, maintenant, une famille TZ de langages commutatifs et un langage L 
inclus dans uf -a- uz appartenant a VU(p). I1 existe, alors, une famille finie _Epr _C B 
telle que L E V,(Y) et d’apres le corollaire precedent un langage commutatif L’ tel 
que g”(Y) = +?(L’). L e corollaire I.3 entraine, alors, c(L) E W(L’) = WU(5?‘) _C V:,(2). 
Si L E VUf(6P> on raisonne de la m&me fagon et l’on obtient: 
PROPOSITION 1.8. Soient un alphabet T = (a, ,..., a,,} et un langage L in&s dans 
a: . . . af . Alors, pour toute famille 9 de langages commutatifs on a: 
(i) L E V”(2) ssi c(L) E V”(L) 
(ii) L E 5ZUf(9) ssi c(L) E W”f(-EP>. 
Nous allons maintenant dtduire du lemme r.2, un resultat que nous .utiliserons a 
la section rv: 
PROPOSITION 1.9. Soient TI ,..., T,, des alphabets disjoints deux h deux; L, ,..., L, 
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des langages dtjinis respectivement SUY TI ,..., T, , L = L, *e-L, et L’ = shuf(L, ,..., L,). 
Pour toute famille S de langages commutatifs on a: 
(i) L E U,(Z) ssi L’ E U,(9) 
(ii) L E UJ(9) ssi L’ E gUf(9). 
De’monstration. Si L E q;(Y), il existe une famille finie 9’ C 9 telle que L E V,(Y) 
et un langage commutatif L; tel que V(Li) = V,(B’). D’apres le lemme 1.2, L’ = 
shuf(L, ,..., L,) = {y E shuf(x, ,..., x,)/x1 ... x, EL et Vi E (l,..., n>, xi E TF} appartient 
ii %‘(L;) done a V”(9). 
Reciproquement si L’ E %“,(9), L = L’ n TT *.* Tz appartient encore a V,(s). 
On raisonnerait de la m&me faGon pour demontrer (ii). fi 
11 s’en deduit aisement: 
PROPOSITION 1.10. Soient 64 une famille de langages commutatifs et 2’” = V(9) 
(resp. W,(Z), Wf(P), %Yuf(T2’)). Alors 2” est clos par produit ssi 8’ est clos par intersection. 
II. Langages commutatifs et eJjCacement 
Dans cette section, nous allons donner une condition necessaire et sufhsante pour 
qu’un langage commutatif L soit effacable, c’est a dire que V(L) = G?f(L). Nous en 
deduirons en premier lieu que tout PSL-langage commutatif est effaqable. Nous mon- 
trerons ensuite que certains langages commutatifs inclus dans Df, qui ne sont pas des 
PSL-langages, sont effaqables. Cette condition fait intervenir l’operation de quotient 
rationnel defini par: Pour tout langage L et tout rationnel R, 
L/R = {x/3y E R tel que 3-v EL). 
Pour toute famille de langage 9, nous noterons 
Z/Rat = {L’/L’ = L/R avec L G 9’ et R E Rat}. 
Nous dirons que 9 est clos par quotient rationnel si 9 contient g/Rat ce qui implique, 
en fait, 9 = s/Rat. 
Tout cone rationnel est clos par quotient rationnel (cf. [Ill). Par contre, ce n’est 
pas toujours vrai pour un cone rationnel fiddle. Nous allons donner, maintenant, une 
condition pour que le plus petit cone rationnel fiddle clos par union contenant une 
famille de langage 9 soit clos par quotient rationnel: 
LEMME 11.1. Pour toute famille de langage 9, %'?,f(LZ') est clos par quotient rationnel 
si et seulement si Z/Rat est inclus duns %J(9). 
D6monstration. Comme g/Rat C %J(%‘)/Rat, %?J(Z’) clos par quotient rationnel 
implique g/Rat C %?J(9). 
Reciproquement, prenons L’ E 64, L” E W(L’), R’ G Rat et montrons que L”IR’ 
appartient Q @J(Z). Comme L” E W(L), il existe un alphabet A, un langage rationnel 
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R _C A* et deux homomorphismes alphabetiques g et h tels que L” = g(B) avec B = 
P(L’) n R et g limit6 s ur R. L’homomorphisme g &ant alphabetique g(B)/R’ = 
g(B/gl(R’)). Posons R” = g-l(R’) et considerons l’automate d’etat fini dCterministe 
M=(Q,A,f,qo,F)q ui reconnait R. Pour tout q E Q, notons R, = (w E A*/f (q,, , w) = q} 
et Ii,- = (w E A*/f(q, w) EF). 11 est facile de montrer que B/R” est egal a 
(JqeEH (h-‘(L,) n R,) oh H = {q E IQ/R6 # @a> et L, = L’/h(R” n R&. 
Nous avons, alors, L”/R’ = g(B/R”) = (JQEHg(kl(Lp) n R,). Par hypothbe, L, = 
L’/h(R” n R& E g/Rat, qui est in&s dans gJ(T). D’autre part, pour tout q E H, 
I’homomorphisme g est IimitC sur R* . En effet, dans le cas contraire, comme 4 E H, 
il existe y E R, et g serait non limit6 sur R,y 2 R d’oh la contradiction. Done L”/R’ 
appartient Q 97&Z’), pour tout langage L” E W(9). Enfin, si L E %‘J(,EP), il existe 
L 1 ,..., L, E W(Z) tels que L = UT=, L, et pour tout rationnel R’, L/R’ = (Jy=, (LJR’) 
appartient a VUf(5?). 1 
LEMME 11.2. Soit 9 un cbne rationnelfi&le clos par union. Si 9 est clos par quotient 
rationd, gf(_Ep) = Rat 02 est aussi clos par quotient rationnel. 
Dt%onstration. Si L E flf(5?), il existe un langage rationnel RI C T;” et une Z-sub- 
stitution o telle que L = o(RJ. C onsidbons un langage rationnel Rz C T.$ et montrons 
que u(RJR2 E .W(P). P our i = 1, 2, soit Mj = (Qi , Ti , fi , qi.0, FJ un automate 
d’ttat fini dkterministe qui reconnait Ri . Pour i = 1, 2 et q E Qi , notons Ri,P = 
(w E Tt/fi(qi,o , w) = q> et Ri,, = {w E TT/f,(q, w) EF~}. Considerons alors, l’ensemble 
H inclus dans Q1 x TI x Q, defini de la manike suivante: 
H = ((4, a, q’)l+,,~J n &, f 0 avec qa = fi(s 4). 
Nous avons, alors, I’egalitC entre u(RI)/R2 et Y u ((JQ,~.~,)~~ o(RI , q)(a(a)/R,,,*)) oh 
I’ = {c> si E E u(RI)/R2 , o sinon. 
La demonstration s’acheve en remarquant que u(RI,J appartient h sf(9’) puisque 
RI,, est un langage rationnel et que u(a)/R,,, f E Z/Rat = 9 par hypothbe. Comme H 
est fini, u(RI)/R2 E 4tf(6p q ui est done clos par quotient rationnel. 1 
En utilisant ces deux resultats on peut alors enoncer le lemme suivant dont la de- 
monstration sera faite en annexe: 
LEMME 11.3. Soit une famille de langage 2 = (L, , L, , L3} avec L, = (a”b%“/p > 
n > 0}, L, = {a*bW/p > n > q 3 0) et L, = (a”b%q/p > q > n > 0). La plus petite 
FALfidtVe contenant 9, flf(,E”), est close par quotient rationnel. 
D’autre part il est facile de verifier que, pour i = 1,2, 3, tout langage infini appartenant 
a V(LJ possede un facteur it&ant. Done L = {a*b*/n > 0) & G?J(,Ep et comme c’est 
un CIL-langage il n’appartient pas non plus a %f(Z) = Rat &J(9) (cf. [21]). Comme 
L E %?(L1), sf(9) est une FAL fiddle close par quotient rationnel mais pas par homo- 
morphisme effacant. Ceci apporte une reponse a une question de S. Ginsburg ([II], 
p. 34). Remarquons aussi, que 9 &ant clos par miroir, on peut montrer, en utilisant 
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des proprietes symetriques des lemmes II.1 et 11.2, que pour toutl’ E Ff(p), Sub w(L’) = 
(w/34, w tels que ur0v EL’} E W(9). 
Au contraire, si 8 est une famille de langages commutatifs, nous allons montrer 
maintenant que VJ(9) est Cgal a V,(9) si et seulement si V,f(9) est clos par quotient 
rationnel. Etablissons d’abord: 
LEMME 11.4. Soit L un langage commutatif inch duns T*. Pour tout L’ E g(L), il existe 
des langages rationnels R, ,..., R, C T* tels que L’ E @J(2) avec 8 = {L/R, ,..., L/R,). 
Dhwnstration. 11 existe un langage rationnel R C Y* et deux homomorphismes 
g et h tels que L’ = g(h-l(L) n R). Soient M = (Q, T, f, qa, F) un automate d’etat 
fini deterministe qui reconnait R et k le nombre d’etats de cet automate. Pour tout 
x E T*, notons Q(x) = {a E Q/3x’ tel que x = X’X” et f(q,, , x’) = q} et pour tout 
XC (2, posons RX = {x E R/Q(x) = X>, R; = RX\T*ZkT*, oh Z designe (y E Y/ 
g(y) = c>. 11 est clair que R; est un langage rationnel et que R = uXco RX. Pour 
tout 4 E Q, notons 2, = {x E Z*/f(e x) = 4) et pour tout XC Q, Z, = ((JaGI Z,)* et 
L, = g(h-l(L) n R-J. Alors, VXC Q, L, = g@+(L) n RiZ,). 
Etant don& que g(Z,) = (~1, L, = g(h-l(L) n R;Z,) est Cgal a g((h-l(L)/Z,) n R;) 
et comme h-l(L)/Z, = F(L/h(Z,)), L, = g(h-l(L/h(Z,)) n R’J. Par definition de R; , 
l’homomorphisme g est k-limite sur R; , done L, appartient B Vf(L/h(Z,)) oh h(Z,) 
est un langage rationnel inclus dans T*. Enfin, L = g(h-l(L) n R) = g(h-l(L) n 
(UKO R,d) = UxcoL, E gufW> oh 2 = {L/R, ,..., L/R,) avec {RI ,..., R,} = {Wx)/ 
XC-Q}. [ 
Nous pouvons en deduire immediatement: 
PROPOSITION 11.5. Un langage commutatif L est eflqable (i.e. Vf(L) = V(L)) si et 
seulement si pour tout langage rationnel R, L/R appartient h @f(L). 
Cette proposition se generalise aisement: 
PROPOSITION 11.6. Pour toute famille 22’ de langages commutatij?, g”(9) = %Tuf(2') 
si et seulement si %?,f(-s4) est clos par quotient rationnel. 
Comme, pour tout langage commutatif L, L/R est encore commutatif, du corollaire I.7 
et du lemme 11.4, nous pouvons deduire aussi: 
COROLLAIRE 11.7. Soit L un langage m-commutatif. Pour tout langage L’ E%‘(L), 
il existe un langage L”m-commutatif tel que L” E q(L) et L’ E qf(L”). 
COROLLAIRE 11.8. Pour toute famille Y de langages (m-) commutatifs, il existe une 
famille 9’ de langages (m-) commutatifs vkijiant %‘f(9) = V&Y). En particulier, 
GT(COM) = W(COM). 
ConsidCrons un langage L C a* oti a est une lettre. Pour tout entier i positif, L/(ai)* 
est un langage regulier, done, pour tout langage rationnel R C a*, L/R E @‘f(L) et la 
proposition II.5 permet de retrouver un resultat dtmontre en premier lieu par Ullian. 
316 MICHEL LATTEUX 
COROLLAIRE II.9 [24] [12]. Tout langage L inch dans a* est flyable. 
Donnons, maintenant, une condition suffisante pour que L/R appartienne B %f(L) 
avec L langage commutatif et R langage rationnel: 
LEMME 11.10. Soient L un langage commutatif, R un langage ration& et L’ = L/R. 
S’il existe k E I% &@ant: Vx EL’, 3y E R tel que xy EL et Z(y) < k(l(x) + I), alors L’ 
appartient 6 gf(L). 
Dbmonstration. On peut supposer, sans nuire a la generalit de la demonstration, 
que Y(R) est un ensemble lineaire. Done il existe des mots PO,, eu, ,..., w, E T* tels 
que Y(R) = Y(w,,wT .** wf). Comme L est commutatif L/R = L,/eo, oh Ll = L/R’ 
avec R’ = (wl ,..., w,,}*. Soient T=(?i/aET)avec TnT= a, A=TUTet les 
homomorphismes h et g definis sur A par h(g) = k(a) = a, g(a) = a, g(a) = E, Va E T. 
Considerons le langage rationnel R” = shuf( T*, R’)\A*T”+lA*. 11 est facile de verifier 
que L, est Cgal g g(k-l(L) n R”). C omme, par definition de Ii”, g est k + I-limite sur R”, 
LX = L/R’ = g(h-l(L) n R”) appartient a @f(L). Enfin, L/R = L,/w, E W(LJ _C Q?f(L). 1 
Remarquons que la condition du lemme precedent n’est pas une condition necessaire. 
En effet, prenons L = {aan!/% 3 01 et R = a *. Alors, L/R = a* appartient d f$f(L) bien 
qu’il n’existe pas k G lW verifiant: Vn E N, (n + I)! - (n! + 1) \< k(n! + 2). 
Nous sommes, maintenant, en mesure de demontrer le resultat principal de cette 
section: 
PROPOSITION II. 11. Tout PSL-langage commutatifl est eflacable, c’est-&dire Wf(L) = 
w>. 
Dkmonstration. Considtrons d’abord un langage commutatif L _C T* tel clue Y(L) 
soit un ensemble lineaire et un mot y E T +. Le langage L’ = L/y* est un PSL-langage 
commutatif et nous allons Ctablir que L’ E %?f(L). 11 existe, alors, u,, E TX, ?r, ,..,, ua E T-t 
tels que L = c(u,u,* *.. u,“). Le langage L’ est Cgal a L; U a** U Lk oh Vii{l,..., n}, 
Li = c(LJ et ??‘(L$ est un ensemble lineaire. Considerons le langage L; = c(xOxT *.. XT) 
avec x0 E T* et V’e {I,..., s}, xi e Tf. Comme x0x? est inclus dans L/y*, pour tout i E N, 
il existe ri E N tel que x,+izy~* E c(uOu~ ... u,“), done il existe X,,, ,..., X,, E: N tels que 
xoxliy” G C(UoU~‘J *-- z@.Q). c omme tout sous-ensemble infini de Na+l possede deux 
elements comparables, il existe j, j’ E N tels. que j <j’ et zj < .zj’ oti Vi E N, xi designe 
le vecteur (ri , h,,i ,..., hi,,). Done il existe un entier positif h, = j’ - j et pi = yi’ - 
rj E N tels que x$yp E c(uI* .*. u,“). En raisonnant de la m&me facon pour les mots 
33 Ye.*, x,, on montre que, Vt e {I,..., s}, il existe h, E N, et pt E N tels que +yUt E 
44 *.. u,“). L’ensemble I = {(iI ,..., iJ/Vt E (l,..., s}, 0 < it < h,} est fini, et comme 
L, est inclus dans L/y*, il existe kk E FW verifiant: V(i, ,..., Q E I, 3p < k; tel que 
x0x2 0.. x$yp EL. Montrons la propriete: 
(*) 3k E N, Vx ELI, 3w Ey* tel que xw EL et 2(w) < k(Z(x) + 1). 
Posons, en effet, k = Z(y) sup{ki , pi ,..., pQ) et prenons x ELI. 11 existe, alors, 
ji ,...,j$ E N tels que x E c(x0x3;’ *a. tij). Pour tout t E {I,..., s},jt peut s’ecrire X,ji + j;l avec 
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0 <j; < A, done (j; ,..., jz) E I et il existe un entier p < Ki tel que x&6$ *** x$y” EL. 
De plus, Vt E cl,..., s}, xjiAtyr;Ut appartient a c(ul* .--u$), done xy*~L avec 01 =p + 
Cg, jip, . Alms Z(y”) < Z(y) k; + kC:_, ji < 4 y) k; + kl(x) < W(x) + 1). 
On peut raisonner de la m&me faGon pour Li ,..., LL , done la propriCt6 (*) reste vraie 
si on remplace Li par L’ = L/y* = L; u ..* u LL . Le lemme precedent implique 
alors L’ E 9?(L). 
Si I, est un PSL-langage commutatif quelconque, L -= uy=ILi oti Vi E {l,..., ml, 
L, est un PSL-langage commutatif et Y(LJ est un ensemble lineaire. Done L/y* = 
((Jam, L,)/y* = (J& (L,/y*) et pour tout i E (l,..., nl}, il existe 01~ E N verifiant: Vx E Lily*, 
3w my* tel que xw E Li et Z(w) < ol,(Z(x) + 1). 11 est alors, facile de montrer que !X = 
SUP(“Ji E {l,..., m}} verifie: Vx EL/y* = (Jy=“=, (Lily*), 3w E y* tel que xw EL = (JFL, Li 
et Z(w) .< a(Z(x) + 1). L e 1 emme 11.10 entraine de nouveau L/y* E W(L). 
Prenons, enfin, un langage rationnel R C T *. Comme Lj(R, u R,) == L/R, u L/R, 
et que tout langage rationnel est une union finie de langages rationnels dont l’image 
par la fonction de Parikh est un ensemble lineaire, nous pouvons supposer c(R) z=- 
c(y,y: ... yt) avec y,, E T*, y1 ,..., yu E T+. Done L/R = L/(y,,yz ...yz) et comme 
WWJ = WG.)IR~ 7 nous en deduisons, par induction, le resultat &non&. 1 
XOUS pouvons deduire de cette proposition un certain nombre de resultats interessants: 
COROLLAIRE 11.12. Pour toute famille 9 de PSL-Zangages commutatifs eJ.9) = 
%,f(9), Ze plus petit c&e rationnel $dtYe clos par intersection et contenant 9. 
Dkmonstration. Remarquons, d’abord que 3 C zF, le plus petit cone rationnel 
commutativement clos, implique %JT) _C FF?~(-(;~) = Y?, done Fn(=??) ne contient 
que des PSL-langages (cf. [19]). Tout langage L E F:,(z) s’ecrit h(L, n ... n L,) oh 
h est un homomorphisme et Vi E {l,..., n}, L, G V,f(=Y) (cf. [ll]). D’apres le corollaire 1.7, 
pour tout i E {I,..., n}, il existe un langage commutatif L: E Y?“f(L) tel que Li E W(L;). 
On peut supposer que les langages L; sont definis sur des alphabets disjoints. Alors 
L’ -= shuf(Li ,..., Lh) est un PSL-langage commutatif appartenant a g7nf(a et tel 
que I, == h(L, n ... n L,) E V(L’) (cf. [ll]). La proposition precedente implique, alors, 
%?(L’) :~: Vf(L’) et L E W(L’) C %?‘,f(2?). 1 
Prenons, en particulier, 9 = {Of} avec D ,*, le langage de Dyck sur une lettre, egal 
B c((ab),>*). Comme 0: = shuf(C, , CiR) avec C, = (aW/n > 0} et CiR = {bnaVL/n ;> 0) 
(cf. [19]), 0: E gnf(C,) et %‘JDT) = Vnf(Dt) m= %‘,f(C,). 
COROLLAIRE 11.13. Le plus petit c&e vationnel commutativement clos, A?$, , est &gal au 
plus petit cdne rationneZ$d6Ze clospar intersection et contenant le langage C, = (anbn/n 3 O}. 
Comme %JC’i) est Cgal a la famille des langages accept& par les automates non 
deterministes multicompteurs “one-line” qui operent de telle faGon que chaque compteur 
fait au plus un nombre borne de “reversal, ” l’egalite entre eJCi> et O,f(C,) permet de 
preciser un resultat de Baker et Book ([2], theoreme 5): 
COROLLAIRE II. 14. Pour tout automate non dgterministe multicompteur “one-line” qui 
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opere de telle sorte que chaque compteur fait au pks un nombre borne de “reversal,” il existe 
un automate de m&me type qui accepte le m&me langage et qui travaille en temps reel. 
Notons Lin, la famille des langages algebriques lineaires. Comme Lin g %(COM) 
[19] et que C, E Lin, now avons: 
COROLLAIRE 11.15. La famille YV est in&se strictement dans %Tfif(Lin). 
En utilisant alors les resultats de Book, Nivat et Paterson [8], concernant la famille 
‘2Tnf(Lin), nous obtenons: 
COROLLAIRE 11.16. Tout langage de 2$ est l’image par un homomorphisme strictement 
al’hab&ue de I’intersection de trois langages algebriques lineaires. 
Nous allons maintenant, utiliser la proposition II.5 et le lemme 11.10, pour montrer 
que certains langages commutatifs qui ne sont pas des PSL-langages sont effacables. 
Plus precidment, nous obtenons une condition necessaire et suflisante qui ne depend 
que de la longueur des mots de L, pour qu’un langage commutatif L C 0;” soit effacable. 
Montrons d’abord: 
LEMME 11.17. Soient L un langage commutatif inclus darts 9z et t un entier positif. 
Alors L/(atbt)* appartient a a(.@,*). 
Demonstration. Pour tout i E CO,..., t - I], Ri dbignera le langage rationnel Cgal a 
{x E {a, b}*/&(x) E i (mod. t)) et posons I = {i E {O,..., t - l}/L n Ri est infini}. 11 est 
clair que pour tout i E I, (L n Ri)/(atbt)* = D,* n Ri et que pour i E 1 = {O,..., t - 1}\1, 
(L n WWt)* est fini. Done WV* = (Uc(o.....t--l~ (L n Rt))WW* = Uio~oo....,t-l~ 
((L n W(aW*) = F u (UiEI (0; n 4)) oh F est fini. Done L/(atbt)* E %?(Df). 1 
PROPOSITION 11.18. Soit L un langage commutatif in.ni inks darts 9:. Alors, les 
trois proprit%s suivantes sont @ivalentes: 
(i) L est e@afable 
(ii) 9f appartient a V(L) 
(iii) 3h E IV vkiJiant Vx EL, 3y EL tel que Z(x) < Z(y) ,< h(Z(x) + 1). 
Demonstration. Montrons d’abord que (iii) implique (ii). Prenons z E 0: = L/(ab)* 
et soit t le plus petit entier >O tel que y = z(ab)t EL. Comme L est commutatif, l’hypo- 
these entraine, alors, Z(y) < J@(z) + 1) et a fortiori, Z((ab)‘) < h@(z) + 1). Done, 
d’apres le lemme 11.10, D,* = L/(ab)* E W(L). 
Montrons, maintenant, que (ii) implique (i). D’apr&s la proposition 11.5, il suffit 
de montrer que pour tout langage rationnel R C (a, b}*, L/R E W(L). On peut supposer 
que Y(R) est un ensemble lineaire, done il existe x, , x, ,..., x, E (a, b)* tels que L/R = 
L/x&X$ .‘. xT = L,/x, avec & = L/x: *.. x$. Comme L E ‘ipf(LJ il suffit de montrer que 
4 E W(L). Distinguons plusieurs cas 
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(a) 11 existe t E IV+ tel que (&) E c($ a.. xz). Comme L est commutatif, L, = 
L,lxF .*. xz avec L, = LJ(u b ) t t *. Le lemme precedent implique, alors, L, ~v(Df’) 
et comme 0: et L, , sont des PSL-langages commutatifs, nous obtenons, en utilisant 
la proposition II.1 1, L, E Q(Lz) = W(LJ C W(Df) q ui est in&s, par hypothese dans 
W(L). 
(b) Pour tout i E {l,..., s}, Z&xi) > &(xi). Done, il existe k E N, qui verifie: Vi E 
(L..., 4, k@i) 2 (k + 1) 4( i) x ce q ui entraine que pour tout y appartenant ?i x1” 3.. x$, 
kZ,(y) >, (k + 1) lb(y). Si x ELM, il existe y E xc *.. xf tel que xy EL Z Df. Done 
Z,(xy) = Zb(xy) = TZ, kZ,(y) >, (k + 1) Z*(y) et comme Z,(y) < n, nous obtenons Zb( y) d 
kn/(k + l), b(x) = n - Zr,( y) > 71 - kn/(k + 1) = n/(k + 1) et KY) = la(y) + b(y) G 
n(2k + l)/(k + 1) < (2k + 1) Z6(x) < (2k + l)(Z(x) + 1). Le lemme 11.10 entraine 
alors, L, E W(L). 
(c) Pour tout i E {l,..., s}, Z&xi) > Za(xi). 0 n utilise alors, le mGme raisonnement 
qu’au (b). 
Montrons, enfin, que (i) implique (iii). Si L est effacable, C, = DF n a*b* = 
(L/(d)*) n a*b* E W(L). Done, il existe un alphabet Y, un langage rationnel R’ C Y* 
et deux homomorphismes alphabetiques h et g de Y* dans {a, b}* tels que C, = 
g(h-l(L) n R’) et g est k-limit6 sur R’. On peut supposer que, pour tout y E Y, soit 
g(y) # E, soit k(y) # E. Soit k’ le nombre d’etats d’un automate d’etat fini deterministe 
qui reconnait R’. Si wu E R’ avec k(x) = E, /Z(W) EL et Z(x) >, k, x se factorise en 
x,x,x, avec x2 # E et done g(xa) # e avec W~X$X,O C R’ et h(ux,x~x,v) = h(uw) EL ce 
wi imp We &x&(x2))* g(w) C G 9 ui ne contient pas de facteur it&ant d’oh la 
contradiction. Done, si uxw E h-‘(L) n R’ avec x E Z* (2 = (y E Y/k(y) = c)), Z(x) < k’. 
Alors, il est facile de verifier que C’, = g(h-l(L) n R”) oh R” = R’\Y*Z”‘Y*. Prenons 
w EL avec Z(w) = 2n et t = k’(n + 1). Comme aW E C, , iI existe w’ E R” tel que 
h(w’) EL et g(w’) = aW. C omme h est k-limit& sur R”, Z(w’) < k’(Z(h(w’)) + 1) et 
done Z(h(w’)) > Z(w’)/k’ - 1 ce qui implique, puisque g est alphabetique, Z(k(w’)) > 
Zt/k’ - 1 > Z(w). D’autre part, h est alphabetique et g est k-limit6 sur R’, done aussi 
sur R” c R’ ce qui implique Z(h(w’)) < Z(w’) < k(Z(g(w’) + 1)) = k(2t + 1) = 
k(2k’(n + 1) + 1) < k”(2n + 1) avec k” = 2kk’ + I. Done h(w’) EL et verifie Z(w) < 
VW)) d k”W) + 1). I 
III. PSL-Lunguges commututifs 
Dans cette section, nous allons nous interesser plus specialement, aux langages com- 
mutatifs dont l’image par la fonction de Parikh est un semilin&ire, c’est a dire aux 
langages appartenant a c(Rat). Dans [19], il Ctait montre l’egalite V(COM) = qn(B) 
ou B dbigne la famille de tous les langages born&. Montrons, d’abord, que l’intersection 
est necessaire. Plus precisement, nous allons etablir que c(Rat) n’est pas inclus dans 
TV(B), la plus petite FAL contenant les langages born& et close par substitution. Pour 
obtenir ce resultat, nous utiliserons la proposition suivante qui est due a J. L. Durieux 
et qui conceme l’image par une transduction rationnelle des mots definis sur un alphabet 
d’une seule lettre: 
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PROPOSITION III.1 [9]. Soient s une transduction rationnelle de X* vers Y*, x une 
let&e de X, u et v deux mats de YY*. Alors, il existe deux entiers positif k, t ne dependant 
que de s et des longueurs de u et v et vt%iJant: 
Si ~“,tWy E S(P) et sip, 4 > k, alors il existe i, j E N avec i + j = t tels que: 
(1) caPi@~+~y E s(xn) et fz&fi/?vq-4 E s(x”) 
(2) si i = 0 alors j = t et auP/Ivg-j(vj)*y _C s(xn) 
(3) si j = 0 alors i = t et aluP-~(ui)* /3vqy C s(9). 
Cette proposition va nous servir a montrer que Dt n’appartient pas 5 s(B). Nous 
utiliserons, aussi, un autre resultat similaire au lemme 11 de [19]: 
LEMME 111.2. Soit Y un cdne rationnel clos par union. Alors 9: appartient ci %(-Ep) 
si et seulement si il existe dans 9 un langage L tel que Qi* CL C 9f. 
Demonstration. Considerons l’homomorphisme h defini sur (a, b}* par h(a) = b 
et h(b) = a. Si D;* 2 L _C Df, nous avons (D;*h(D;*))* C (Lb(L))* C (Dfh(Df))* et 
comme, clairement, (DFh(Df))* et (Di*h(D;*))* sont Cgaux g D;“, (Lb(L))* = DF. 
Done, L E 3 implique Df = (Lb(L))* E s(9). 
Reciproquement si D? E s(3), 1 i existe un langage rationnel R C T* et une Y-sub- 
stitution s tels que s(R) = Df. On peut supposer que Vd E T, s(d) # o et que d occurre 
au moins dans un mot de R. Pour tout i E Z, notons L, = {w E {a, b}*/l,(w) - l,(w) = i}. 
I1 est clair que pour tout d E T, il existe i E Z tel que s(d) 6 Li , De plus, si x est un 
facteur d’un mot de R, il existe x’, x” de longueur inferieure au nombre d’etats de 
I’automate qui reconnait R, tels que x’xx” E R. Done il existe un entier positif k verifiant: 
(*) Si uxv E R, s(x) C Lj avec -k < j < k. 
Notons, alors, B = ((4, t, d)lO < q, t < 2k + 1, d E T et s(d) _C Li avec i = q - t} 
et pour p = (4, t, d) E B, posons A, = {w/aqwP E s(d)}. 11 est facile de montrer que 
L = LB A, verifie les proprietes du lemme. 1 
Nous pouvons maintenant Ctablir: 
PROPOSITION 111.3. Le langage .9f n’appartient pas a s(B), la plus petite FAL 
contenant les langages born&. 
DtGnonstration. D’aprbs le lemme precedent, si DF E g(B), il existe un langage 
L E g(B) tel que D;* _C L C 0:. I1 existe, alors, un alphabet T = {a, ,..., a,}, un langage 
L’Ca;” ***a,* et une relation rationnelle s = {(g(w), h(w))/w E R) tels que L = s(L’). 
ConsidCrons un automate d’etat fini M = (Q, Y, j, q,, , F) qui reconnait R. Pour tout 
q, q’ E 8, po-s Rqoql = {w E Y*/Y(q, 4 = q’l et s,,,’ = M4t 44)/w 6 %,,+ A 
chaque relation rationnelle s,,,’ et pour l(u) = l(v) = 1, la proposition 111.1, fait 
correspondre un entier positif k. Prenons un entier p superieur a chacun des k ainsi 
definis. Alors z = (aW)n+l E D;* et il existe y E L’ tel que a E s(y). 11 est clair qu’il 
existe une factorisation de y en y1y2y3 et une factorisation de z en zIzzz3 de telle facon 
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que ys E 4, z, E s,,,,(yJ, xa = x~a~b%~ E se,,y(y2), xa E ~~r,&ya) avec Q, q’ E Q et q” EF. 
La proposition 111.1 implique alors qu’il existe deux entiers ii , i, > 0 tels que ir + iz > 0 
et %s = z$ p+~lb~-%s; E sg ,,( yz) ce q ui entraine Z,Z~X, EL C Df, d’oti la contradiction 
puisque la(z&z3) - lB(z,&,) = i1 + i, > 0. 1 
Considerons, maintenant, le langage L = c((abcd)*). Supposons que L appartienne 
2 %(B). Alors L n {a, b}* c*d* = (xcndn/x E Df, 12 = l(x)) est un langage sans insertion 
(cf. [21]) qui appartient a K(B), done a g(B), d ‘oii la contradiction d’aprb la proposition 
preddente et nous pouvons Cnoncer: 
COROLLAIRE 111.4. La famille c(Rat) n’est pas incluse dam la plus petite FAL close 
par substitution et contenant les langages born&. 
I1 Ctait montre dans [19], que c(Rat) c hp,(D:), c’est a dire que pour tout R E Rat, 
iI existe des langages L, ,..., L, E V(Dc) et un homomorphisme h tels que c(R) = 
h(L, n 0.. n ~5,). Nous allons, maintenant, preciser ce resultat, en montrant que l’homo- 
morphisme h peut se reduire a l’identite et que les langages L, ,..., L, peuvent etre 
choisis commutatifs. Pour obtenir ce resultat, nous allons utiliser un raisonnement 
analogue a celui de Liu et Weiner dans [22] mais rendu plus simple par I’emploi d’un 
lemme de Ginsburg [lo], concernant les ensembles lineaires propres. 
DEFINITION. Un ensemble lineaire L(u, ; (~1 ,..., +}) inclus dans N” est propre si 
les vecteurs u, ,..., uk sont lineairement independants. 
LEMME III.5 [lo]. Tout ensemble semilinkaire est une union jinie d’ensembles linkaires 
propres. 
LEMMA 111.6. Soient un alphabet T = {al ,..., a,} et un langage ration& R C T*. 
Si S = Y(R) est un lin6aire propre, il existe n langages commutatij” L, ,..., L, appartenant 
ti ‘%?(L@) tels que c(R) = no=, Li . 
Dt!monstration. Si S est fini, c(R) est fini et appartient a %‘(DF). 11 suffit alors de 
prendre L, = .*. = L, = c(R). 
Si S est infini, il existe p vecteurs lineairement independants ( 1 < p < n), x1 ,. . . , x, E N n 
et x,, E Nn tels que S = L(x, ; {xi ,..., ~~1). Posons S’ = L(0; {xi ,..., x0}) et considerons 
la matrice A 8 p lignes et n colonnes oh pour tout i E {l,..., p}, la i&me ligne de A, notee 
Ai est Cgale a xi . Comme les lignes de A sont lineairement independantes, A possede 
une sous matrice de rang p et on peut supposer sans nuire a la gCnCralitC de la demonstra- 
tion que la matrice car&e A’, obtenue a partir de A en ne gardant que les p premieres 
colonnes, est de rang p et done reguliere. Notons A”, la matrice formCe des n - p 
dernieres colonnes de A. Nous avons, alors, S’ = {AA/X E ND} = {(yI ,..., yn) E Nn/ 
(Yl ,.**3 yD) A’-l E ND et (y,.+i ,..., yJ = (yi ,..., yD) A’-lA”}. Pour i E {I ,..., p), notons 
si = ~(Yl,...,Y7J E W(Yl Y’.., Y~\(A’--I)~ E iY}((A’-l)i designe la i&me colonne de la matrice 
A’-l). Pour i E ( p + I ,..., n}, notons Si = {(yi ,..., yJ E iV/(yi ,..., yp)(A’-lA”)i--P = y,>. 
Comme A est une matrice a elements dans kJ et que A’ est inversible, les elements des 
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matrices A’-l et A’-IA” sont des nombres rationnels. Alors, il est facile de verifier 
que pour tout iG (l,..., n}, L: = Y-l(&) est un langage commutatif appartenant a 
%?(@). D’autre part, il est clair que S’ = fiy-, S, , done L’ = !P(S’) = ?P(n~-, Si) = 
ni”=, Y-‘(S,) = L; n a** n L:, . Le langage c(R) est Cgal a shuf(Y-r(x,), L’) = 
shuf(Y-l(x,), fly-, Lj) et comme les langages L; sont commutatifs, L est tgal B fir=, Li 
oh ViE{l,..., n}, Li = shuf(Y-l(x,), Li). Etant don& que YI-l(xs) est un langage commu- 
tatif, pour tout i E {I,..., n}, L, est un langage commutatif appartenant ?i %(L:) C 97(Df), 1 
Pour tout langage rationnel R, Y(c(R)) = Y(R) es un ensemble semilineaire. Done, t 
d’aprb le lemme 111.5, Y(R) est une union finie de lineaires propres. Alors, en utilisant 
la distributivite de l’union par rapport a l’intersection et le fait que V(Dt) soit clos 
par union, nous pouvons deduire du lemme precedent: 
PROPOSITION 111.7. Tout PSL-langage commutatif est une intersection jinie de langages 
commutatif appartenant h U(&Q. 
Considerons, maintenant, un PSL-langage L in&s dans 4 *em at oti les ai sont des 
lettres. Comme L est Cgal a c(L) n 4 +-* at, la proposition prCcCdente implique: 
COROLLAIRE 111.8. Tout PSL-langage inch dam a$ a.0 a: ozl les ai sont des lettres, 
est une intersection Jinie de langages born& appartenant ci %‘(.Qf), 
Par contre si L est un PSL-langage in&s dans w? *** w,* oti les wi sont des mots 
quelconques, L n’appartient pas necessairement a Z& = W,-,(D$ puisque q(L) peut 
contenir des langages qui ne sont pas des PSL-langages (cf. [17]). Si on ajoute l’hypothbe 
que L E yy, l’egalite L = c(L) 17 wf **a w$ n’est pas toujours vCrifiCe puisque l’homo- 
morphisme h defini par h(aJ = wi , Vi E (I,..., n}, peut ne pas Gtre injectif. Cependant, 
comme il existe un rationnel R C {a, ,..., a,}* qui est en bijection par h avec wf -0. w,” [lo], 
en utilisant le m&me raisonnement que dans [18], on obtient: 
COROLLAIRE 111.9. Soit L un langage borne’. L appartient h Zy ssiL est une intersection 
Jinie de langages born.4 appartenant ri U(.@). 
Enfin, dans [18], il Ctait montre que tout langage borne appartenant a &, (ou a un 
PSL-cone ratiom-rel) etait l’image par un homomorphisme alphabetique de I’intersection 
de dew langages algebriques born&. Montrons que ces deux langages ne peuvent pas 
toujours &tre choisis dans Gf(D:). Plus pr&isCment, Vk E N+, il existe des langages 
born& appartenant a -CZ$ qui ne sont pas images homomorphes de I’intersection de k 
langages bomb de %?(D$). Pour tout n E N+ , posons: 
BC,, = {k(L, n a** n L,)/h est un homomorphisme et Vi E {I,..., n} 
Li est un langage borne de W(Dz)>. 
Montrons que pour tout entier positif n, le langage E,,+l = {a,81b: *es a$b>:i/si > 0} 
n’appartient pas a BC, . Le cone rationnel %‘JDt) = (J,+r %(c(E,J) est non principal 
[19], done c(En+J n’appartient pas a %(c(E,J) q ui est clos par union et la proposition I.8 
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entraine E,,, $V(c(E,,)). D’autre part, %‘(c(E,)) = (h(L, A ..* r\L,)/h est un homo- 
morphisme, Vi E {l,..., n}, Li E %(Dz)} (cf. [ll]), done contient BC, . Comme il est 
clair que E, appartient a BC, , nous obtenons: 
PROPOSITION 111.10. Pour tout entier positif n, BC, est in&s strictement dans BC,,, . 
PourtoutnEkJ,, notons Rat, la famille des langages rationnels d&finis sur un alphabet 
d’au plus n lettres. Si R E Rat, , c(R) = R est rationnel. Si R E Rat, , la proposition I.5 
dit que c(R) appartient a V(DT) et que Df = {a, b}*\D: appartient a %‘(c(R)) si c(R) 
est non rationnel. Nous allons essayer d’etendre ces resultats. Pour tout k E N, , posons 
E; = c((uI e.9 uJ*). On montre aisement: 
LEMME 111.11. Soit w un mot d&i SUY l’alphubet A = (b, ,... , bk}. Alors c(w*) 
uppurtient i2 q&E). 
Si on remplace w* par un langage rationnel defini sur le m&me alphabet, on ne sait 
pas si le lemme precedent reste valable pour k > 2. On obtient cependant: 
PROPOSITION 111.12. Soit R un lunguge rutionnel de&i SW l’alphubet A = {b, ,..., bk}. 
Alors c(R) uppurtient h %?(&;+,). 
De’monstration. Comme %(Ek+J est clos par union, on peut supposer que Y(R) est 
un ensemble lineaire. Done, il existe ws , wr ,..., w, E d * tels que c(R) = c(wOwc *.. w$). 
Posons w = wr ... wDbk+l et pour i E {l,..., p}, w; = wr ... wi-rwi+r ... w,bk+l . Conside- 
rons les homomorphismes h et g definis sur Y = {aI ,..., uk , b, ,..., bk+l} par: Vi E { l,.. ., k), 
h(q) = h(b,) = b, , g(aJ = bi , g(bJ = E et h(bk+l) = b,,I , g(b,+,) = E. Alors, L = 
g(h-l(c(w*) n RR)) oh R = UT ... ucw;* *.. wi* verifie c(L) = c(wF ... w$). Comme L 
est inclus dans 6: ... b,$ , la proposition I.8 implique c(L) E%?(c(w*)) et comme w est 
defini sur l’alphabet (6, ,..., bk+l}, le lemme precedent entraine que c(w*) E %?(E~,,) 
done c(L) E ??(EL,,). La demonstration se termine en remarquant que c(R) = shuf(c(ws), 
c(L)) E VW)). I 
Interessons nous, maintenant, plus particulierement au langage DT = {a, b)*\D: dont 
I’interet est mis en evidence par la conjecture suivante: 
Conjecture. Pour tout PSL-langage commutatif L non rationnel, Q+ appartient a g(L). 
Commencons par demontrer une propriete plus faible pour @ en etablissant que 
r>T est un langage minimal dans c(Rat), c’est a dire que si L est un langage commutatif 
non rationnel appartenant Q %T(@), alors %?((L) = U(D,*). Donnons, d’abord, une 
caracterisation pour les langages commutatifs qui appartiennent a %(D,“): 
LEMME 111.13. Soit L un lunguge commututifinclus duns {aI ,..., a&*. Alors L E %?(Df) 
ssi L = urz, (L, n 3-i) ori Vie{],..., n>, 2-i est un lunguge futionnel commutatif et Li = 
!Fl({x E Nk/x(uJT # pi}) uvec & E Z et (ui)T dksignant le vecteur transpose’ de ui E 72”. 
Dt!monstrution. Si LE%T(D~*), L’ =Ln@ **. at E V(Dt) et verifie Y(L) = Y(E). 
11 existe, alors, un alphabet Y, un langage rationnel A C Y* et deux homomorphismes 
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alphabetiques h et g tels que L’ = g(h-l(Df) n Z?) avec g(R) _C u$ ... &. Pour tout 
iE {l,..., k}, notons Yi = {y E Y/g(y) E {ai , e}}. Al ors, R est une union finie de produits 
Rl *** R, oti, ViE{l,..., K}, Ri est inclus dans Yf et Y(RJ est un ensemble lineaire. 
Considerons un tel produit et le langage Li = g(h-I(@) n RI ..+ R,). Comme Y(R,) 
est un ensemble lineaire, il existe u,, , u, ,..., u, E YT tels que Ri = u,,uf 1.. ut v&&e 
c(R,) = c(R;) et comme h-l(@) et g(R,) _C a$ sont des langages commutatifs, on obtient 
L; = g(h-l(Df) n RiR, ... Rk). Pour tout mot w E {a, b}*, notons d(w) = Z,(w) - &,(w) 
et montrons que le langage Rr = (3 E R;/3x’ E R; tel que g(x’) = g(x) ,et d(h(x)) # 
d(h(x’))} est un langage rationnel. En effet, posons V = {(iI ,..., i,) E N~/u,,u~ .** ~2 E Ri} 
et V, l’ensemble des elements minimaux de r (w E V, v’ E V, et ZI ,< v’ 3 w = 0’). 
Comme V, C NP ne contient que des elements incomparables,, le lemme de Kijnig 
entraine que V, est fini. D’autre part, pour tout v E Y, , L, = {u,&’ a.* u:/(& ,-., i,) 3 4 
est un langage rationnel et il est facile de verifier que (1; ,...,j,) > z, entraine (j, ,...,j,) E v. 
Done Ri = uuev, L, est un langage rationnel. Montrons, maintenant, que L; = 
g(h-I(@) n R;R, .-* Rk) est Cgal a g(R;R, a** R,). 11 est clair que L; est inclus dans 
AR; ... R,). Reciproquement, prenons w = g(w) avec x E Rl et z E R, ..* Rlc. Par 
construction de R; , il existe x’ E R; tel que g(x’) = g(x) et d(h(x’)) # d(h(x)) ce qui 
entraine que l’un des deux mots h(xz), h(x’z) appartient 8 @ et w = g(xz) = g(x’s) EL; . 
Done LI = g(R; e-0 Rk) est un langage rationnel. Alors, L; = Li u L; avec L; = 
g(h-l(@) n R;R, .a* RJ oh R;’ = Ri\Ri est un langage rationnel qui verifie: 
(*) Vx, x’ E R;, g(x) = g(d) =P d@(x)) = d@(d)). 
Le langage Rr est une union finie de langages rationnels dont les images par la fonction 
de Parikh sont des ensembles lineaires. Considerons l’un de ces langages. En raisonnant 
de la m&me facon que ci-dessus, on peut supposer qu’il est Cgal B vOv$ **. w$ ou ViE 
(0 ,..., 4}, vi E YT. Pour tout i E (0 ,..., q}, posons ti = Z(g(a,)) et si = d(h(vJ). Pour tout 
i, j E {l,..., q}, sitj = siti . En effet, dans le cas contraire, considerons les mots x = zl,-,v~, 
X’ = ~J,,zJ: avec sitj # sjti . Alors g(x) = g(x’) = ~4’ avec t’ = to + titi , mais par 
contre d(h(x)) = s,, + Siti # so + Sjti = d(h(x’)), d ‘oh la contradiction avec la pro- 
priete (*), puisque x et x’ appartiennent a R;‘. De m&me si ti = 0, a, et W,+TJ~ ont la m&me 
image par g et la propriete (*) entraine si = 0. Posons, alors, Q = {i E {I,..., 4)/t{ # O}. 
Si Q est vide, prenons U, = (zJ,,}. Dans le cas contraire, soit t le plus grand commun 
diviseur de l’ensemble {tJiE Q}. I1 existe h, ,..., h, E B tels que t = IL, Xiti . Alors, 
S = Cfcl hiSi vbifie: Vi E (1 ,..., q}, st, = s,t. De plus, il existe un ensemble fini I C N 
et i0 E N tels que cc:=, ffiti/CLi E Nj = {cd / (Y. F.Z> u {(is + a)t/Lu E N}. Done, pour tout 
XEVl* **.vz, il existe un entier (Y tel que Z(g(x)) = at et d(h(x)) = ols avec 01 El U 
{i/i 3 io}. Prenons alors, v E YT tel que g(w) = ult et d(h(et)) = s et posons U, = 
{U&/i 151) U z@W*. 11 est clair que Vi est un langage rationnel qui verifie: g(Z.-l(&+) n 
WCS e.. RJ = g(F(DF) n v,,v$ a.. v,$R, s.. Rk). 
En recommencant les m&mes constructions pour R, ,..., R, , on peut, ainsi, montrer 
que L’ est Bgal a l’union finie de langages rationnels et de langages qui peuvent se mettre 
sous la forme g(h-l(@+) n xlyf *-. xky$ avec Vi E (l,..., K}, g(x,y$) C u: et g(yi) = 
E * yi = E. Soit S un tel langage. Pour tout i E {l,..., K}, posons rnj = d(h(x,)), mi = 
d(h(yJ), B: = Z(g(x,)) et n, = Z(g(y,)). 11 est, alors, facile de verifier que Y(S) est Cgal 2 
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((4 + hl >.“, nI, + hknk)/Ai E N, C,“-, (rni + Ajmj) # O}. Posons Q’ = (i E {I,..., k}/ 
ni > 0). Si Q’ est vide, yr = .a* = ylc = E et g&l(@) n xi ... xlc) est un langage 
fini, done rationnel. Si Q’ est non vide, soit Y le plus petit commun multiple des elements 
de Q’ et considerons le vecteur x = (zr ,..., zk) E iZk avec Vi E {l,..., tz), xi = rmi/ni si 
n, > 0, Y sinon. Comme le produit scalaire (n; + h,n, ,..., nI, + hknk) zT est Cgal 8 
I& n:.q + y I& 4mj , on en deduit que S = o$(u;l)* **. a$(@)* A y-l({x E N”/’ 
xzT # zo)) avec z0 = C%, ($a+ - rm;). Enfin, si on prend e = (l,..., 1) E N”, le 
langage ?F({x E Nk/xeT # -l} est Cgal a {a, ,..., al,)* et done pour tout langage 
rationnel X, X = X fJ UI-l({x E Nk/ xeT # -1)). Done L’ = UL, (Xi n LJ oti Vi E 
{l,..., n}, Xi est un langage rationnel inclus dans uf “’ U$ et Li = Ye’({X E Nk/X(Ui)T f /Ii}) 
et L = c(C) = UL, (Xi n Li) oh Xi = c(Xi) est un langage rationnel commutatif. 
Pour montrer la reciproque, il suffit d’etablir que pour tout z = (zr ,..., zlc) f iz” 
et z0 E Z, le langage L = Y-l({x E W/ xzT # x0}) appartient B @(DC). I1 est clair que 
L’ rz (w E {a, b}*/&(w) - &(w) # zO} est rationnellement equivalent a @. Done U(DF) 
contient L = h-‘(I,‘) oh l’homomorphisme h est defini sur {ui ,..., al,) par h(aJ = uic si 
z, 3 0, bP& sinon. 1 
Nous allons utiliser cette caracterisation des langages commutatifs appartenant 5 
%?(LJT) pour montrer: 
PROPOSITION 111.14. Tout lunguge L commututif non rutionnel, appurtenant 2 %?(Dt) 
est rutionnellement &p&dent it II,* (i.e. U(Df) = G??(L)). 
De’monstrution. Soit L C (ul ,..., uk}* un langage commutatif non rationnel appartenant 
a %(Df). Nous allons raisonner par recurrence sur k. Si k = 2, le resultat se deduit 
immediatement de la proposition 1.5. Supposons done k superieur a 2. D’apres le lemme 
precedent, L’ = L n u,” ... a$ peut s’ecrire UT=, (Li n Xi) ou Xi est un langage rationnel 
inclus dans u: ... uz et Li = Y-‘({x E W/x(r# # pi)) avec ui E Ek et isi E Z. On peut 
supposer, sans nuire a la gCnCralitC de la demonstration que pour i,je {l,..., n}, soit 
Xi n Xj = O, soit Xi = X,’ . Tout rationnel R C u: ... uz est une union finie disjointe 
de langages rationnels dont l’image par la fonction de Parikh est un ensemble lineaire 
propre, c’est $ dire de la forme xry: *.a xky$ avec Vi E (I,..., K}, xi , yi E u:. 
11 existe, done, des langages rationnels Yr ,..., Y, , disjoints deux a deux, dont les 
images par Y sont des ensembles lineaires et tels que tout Xi soit une union de tels 
langages. Comme L’ est non rationnel et queL’ = L’ n (Y, U ... U Y,) = &, (L’ f3 YJ, 
il existe i tel que L’ n Yi soit non rationnel. Pour tout j E (I,..., n}, soit Y, n Xj := ;9, 
soit Yi C Xj , done il existe I = {j G {l,..., n}/Y% C Xj} tel que L’ n Yi == L” n Y, avec 
L” = uiE,Li . 11 existe .vr , yr E a:,..., xk, yk E uf tels que Y, = xly: ... xky,$ . ConsidC- 
rons les homomorphismes h et g d&finis sur {ur , ui ,..., a,, uk> par: Vi E {I ,..., k}, 
h(q) = yi , h(u;) = xi , g(q) =,ui et g(ai) = 
. . . &$) c &fl . . . &",yZ, 
E, ainsi que le langage K = g(h-l(L” n Yi) n 
’ * 
alal ... xkyF EL”). Comme L” n Yi est Cgal a h&l(K) n 
al% ’ * ... ~;a,*), K est un langage non rationnel. Posons, pour tout i E (1 ,..., k}, si = 2(x,) 
et ti ~7 Z(y,). Alors, K = vi., Ki avec Y(Ki) = {(iI ,..., ik)/(sl + i,t, ,..., sk + iktk)(tiJT # 
pi> = {x E Nk/x(zQT If &} oh ui = (ql ,..., ui,3, 24; = (tlql ,..., tkqk) et /3; = pi - 
Cf=, sjui,j . Supposons I = {I ,..., p> et considerons la matrice A a k lignes et p colonnes 
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oh la i&me colonne, notee A”, est egale h (24:)’ ainsi que le vecteur /l’ = (S; ,..., 8;). 
Alors le langage K = ai *.. a$\K vtkifie: Y(K) = {x E N”/xA = /?‘I. Distinguons 
plusieurs cas: 
(A) Le langage if possede un facteur it&ant. 11 existe j E {I,..., A}, t E N,, w, , 
w2 E (aI ,..., ak}* tels que wl(ajt)* w2 C K ce qui entraine que lajeme ligne de la matrice A, 
not&e Ai ne contient que des zeros. Done K = shuf(/+(K), a:) n aF .-* a: 0~ & est 
l’homomorphisme defini sur {a, ,..., at} par hj(a,) = E si i = j, ai sinon. De m&me 
K = shuf&(K), a?) n a? -.* a: ce qui entraine que IQ(K) est un langage non rationnel 
in&s dans a: *.* aj*-laT+I 1.. a: qui appartient a V(L). La proposition I.8 implique, 
alors, c(QK)) E ‘S?(L) t e comme c(hj(K)) est defini sur un alphabet de k - 1 lettres, 
l’hypothese de recurrence s’applique et @ E %T(c&(K))) C g(L). 
(B) Placons nous, maintenant, dans le cas oh le langage K ne posstde pas de 
facteurs it&-ants et considerons le rang T de la matrice A. Comme K est infini, r est 
inferieur a k. Distinguons, alors, deux cas: 
(i) Si r est inferieur a K - 1, 5’ = {x E N”/xA = 0) possede un Clement 
z = (z1 ,...) zk) tel que 3i,j E {I,..., k}, Zi = 0, Z, > 0. Prenons X = (X1 ,..., XJ E Y(K) 
et posons F = K n af .** a:: -*. af. Comme Y(K) contient I’ensemble {x + k/h E k~}, 
R’ est infini et done non rationnel puisque K ne contient aucun langage rationnel intini. 
Done K” = Kn a: *a. a:: *-a a$ = a? *a* a;: *a* a,*\R’ est un langage non rationnel 
appartenant a V(L) et comme K” = shuf(&(K”), a::) n a: *.- a$ oh hto(a,) = E si 
j = i. , ai sinon, I’hypothbe de recurrence permet de conclure en utilisant le m&me 
raisonnement que dans le cas A. 
(ii) Si r est Cgal a k - 1, en triangularisant la matrice A, on peut trouver 
1~~ , or, , 01~ E Z tels que olr # 0 ou 01~ # 0 et Vx = (x1 ,..., xk) E Y(K), (~rxr + cz,x, = tis . 
Supposons or, # 0. Soit R un langage rationnel inclus dans {al , a.&* tel que Y(R) = 
@I , x2) E wwl + 01 x 2 a = ~a}. Le langage H = h,(c(K) n Ra,* **a a,$) avec hl(a,) = E 
si i = 1, ai sinon, est in&s dans a$ ..* af et appartient a V(L). Si H est un langage 
non rationnel, l’hypothese de recurrence permet de conclure. 11 ne nous reste done 
plus qu’a examiner le cas oh H est un langage rationnel. Nous avons I’CgalitC entre 
fl = a$ . . . a$\H et h,(K) u R’a,* ... a: oh R’ est Cgal a {a$/Jj tel que (i, i2) E Y(R)}. 
11 est facile de verifier que Y(R) = {xa E kJ/ti3 - olaxa E {Ara,/h, E RJ}} est un ensemble 
semilintaire ce qui implique que R’ C a.$ est rationnel ainsi que R’ac ... a$. D’autre 
part, il est clair que h,(K) et R’a$ .*. a: sont disjoints, done si H est rationnel, f7 et 
h,(K) sont aussi rationnels. Si A,(K) est fini, K est Cgal a (Jwsh,(g) (((K/w) n a1*)w) est 
rationnel puisque pour tout w E h,(K), (K/w) n a: est un PSL-langage in&s dans a:. 
Enfin, si h,(K) est un rationnel infini, il existe i E {2,..., K}, t E N, , u, v tels que u(a,“)*v C 
h,(K), done K n a$(ait)*v est infini ce qui implique qu’il existe un Clement a = 
(Xl ,-.a, zk) E h!” tel que zA = 0, zi > 0 et V’G{~,..., k}\(i), zj = 0. Alors, le raisonne- 
ment utilise au (i) permet de conclure. 1 
Ce resultat est a opposer a celui de Berstel et Boasson [4] qui ont montre I’existence 
d’une suite intinie decroissante de cones rationnels engendres par des langages born& 
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appartenant a %(Dc n a*b*). Nous allons terminer cette section en montrant deux 
proprietts pour les langages appartenant a U,(.@), le plus petit cone rationnel clos par 
intersection et contenant @. Pour tout entier positif n, considCrons l’alphabet d, = 
{al , a; ,..., a, , an} et definissons le langage 0, en posant 0, = Jr,(@) et Vi 3 2, 
Oi = shuf(&, , k,(@)) ou hi est l’homomorphisme dCfini sur {u, b} par hi(a) = ai 
et h,(b) = ai . Alors, d’aprb [ll], U,(D,*) = UDr %(oi). La propriM suivante, 
concernant le langage 0,) se demontre tres facilement: 
LEMME 111.15. Soient n E N+ , u, x, v des mots appartenant & AZ . Alors ux*v n 0, 
est non vide ssi il existe i < n tel que uxiv E 0, . 
LEMME 111.16. Soient L c T* un langage appavtenant h %‘,,(Df) et A C T. II existe 
un entier k vkifiant: si uxu EL avec x E A*, 3y E A* tel que uyv EL et Z(y) < k. 
De’monstration. Si L E g4,(DF), il existe n E N, , un alphabet Y, un langage rationnel 
R c Y* et deux homomorphismes alphabktiques h et g tels que L = g(h-l(o,J n R). 
Posons 2 = (y E Y/g(y) E A u {c}} et considerons un automate d’etat fini dkterministe 
M = (Q, Y, f, q. ,F) qui reconnait R. Si uxw EL avec x E A*, il existe u’, v’ E Y*, 
x’ E Z* tels que k(u’x’w’) E 0, , u’x’d E R, g(u’) = u, g(x’) = x et g(r!) = o. Notons 
q = f(q,, , u’), q’ = f(q, XT) et R’ = {w E Z*/f(q, w) = q’). Le langage R’ est un langage 
rationnel qui contient x’, done il existe x,, , x1 ,..., xt E Z* tels que Y(x’) E Y(x,,xf -0. xc) C 
Y(R’). 11 existe, done, i1 ,..., i, E N tels que Y(x’) = Y(x,x? **a xi<) et comme iT, est 
commutatif, il contient h(u’) w,,wff *** vttk(w’) oh Vj E {O,..., t), We = k(xJ. D’apres le 
lemme precedent, il existe jr ,..., j, tels que h(u’) r+,w$ *a* #z(o’) E 8, avec Vs E {l,..., t}, 
j, < n. Alors, il existe y’ E R’ tel que Y(y’) = Y(x&> .** x:1) et, comme h-r((5,) est 
commutatif, u’y’w’ E h-l(8,) n R. Done y = g(y’) verifie: y E A*, uyw EL et, puisque 
g est alphabetique, Z(y) < Z(y’) < nZ(xaxl ... x3. Etant don& que x,, , x1 ,..., xt ne 
dependent que de M, A, q et q’, il est clair qu’on peut trouver pour Z(y) une borne k, 
ne dependant que de L et A. 4 
PROPOSITION 111.17. Tout langage injini appartenant h U,(D,*) est effafuble et poss&de 
un facteur itkant. 
Dhnonstration. Prenons L E %‘(a,) et L’ E V(L). Alors L’ = g(F(L) n R) oh R est 
un langage rationnel defini sur l’alphabet Y et k, g sont des homomorphismes alphabC- 
tiques. Posons L” = k-‘(L) n R et A = {y E Y/g(y) = c}. Comme L” E (le,(Df), le 
lemme precedent entraine qu’il existe k E N tel que L’ = g(L”) = g(L” n (Y *\Y *A”Y *)) = 
g(k-l(L) n R’) avec R’ = R n (Y*\Y*A”Y*). Done g est k-limit& sur R’, L’ E W(L) 
et L est effacable. 
Soit H = g,(g;‘(O,) n K) oh K est un rationnel defini sur l’alphabet 2 et g, , g, 
sont des homomorphismes. Si H est infini, il existe u, x, w E Z* tels que ga(ww) E 8, , 
ux*w C K et gl(x) # E. Pour tout i E {l,..., n} et tout w E A; , Di(w) designera la valeur 
absolue de la,(w) - Zhs(w). Alors, posons t = sup{Di(g,(uw))/i E {l,..., n}} et montrons 
we gl(ux"+l)(gl(x>)*gl(o) t es inclus dans H. En effet, si D,(g,(x)) = 0, comme 
g,(uxv) E 0, , D,(g,(uw)) > 0 ce qui implique D,(g2(ux%)) > 0, Vj E fV. Par contre, 
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si Q(g,(x)) > 0, Vj > t, Di(g2(x5)) > t 2 Q(g,(uw)) et D,(g2(uxb)) > 0. Done, 
Vj > t, uxb sg;l(&) n K et g1(z4) g#‘g,(v) E H q ui contient un facteur it&ant 
pique g&) # c. I 
Nous en dkduisons immkdiatement: 
COROLLAIRE 111.18. La famille U,(@) est in&se strictement dans py . 
Par contre, considkrons le langage L > = {anbP/n > p > 0) et I’homomorphisme h 
dCfini sur {a, b} par h(a) = b et h(b) = a. Comme 0;” = c(Lp) n h(c(L,)), %‘Jc(L>)J = 
&, , alors que VJL>) $ 9Ty puisque Fn(Lz), la plus petite FAL close par intersection 
et contenant L, ne contient que des langages rkcursifs [I], done ne contient pas DT 
(4tn(@) est Cgal a la famille de tous les langages rkcursivement Cnumerables). 
IV. Langages a@briques commutatifs et c&w rationnels clos par intersection 
Nous allons, dans cette section, nous intkresser uniquement aux langages algkbriques. 
ConsidCrons, d’abord, les langages algkbriques commutatifs. La proposition 1.5, montre 
que si L est un langage algkbrique dCfini sur un alphabet T contenant au plus deux 
lettres, c(L) appartient g %?(Df). Par contre, si T contient plus de deux lettres, il est 
clair que c(L) n’est plus nkessairement un langage algkbrique. Nous allons montrer 
que, m&me si c(L) est algkbrique il peut ne pas appartenir & V(DF). Examinons une 
famille particulikre de grammaires algkbriques qui vont nous permettre de construire 
des langages commutatifs. 
Pour tout n E N, , notons T, = {a, ,..., a,} et pour tout A Z TS2 tel que Vi E {l,..., n}, 
ai occurre au moins dans un mot de A, G, est la grammaire algkbrique ((S}, T, , PA , S) 
oh I’ensemble des rbgles est Cgal 2 
PA = (5’ -+ E) u {S -+ SS} u {S -+ aiSaJaiaj E A}. 
CaractCrisons, maintenant, les grammaires GA qui engendrent un langage com- 
mutatif L, = L(G,). Nous laissons, au lecteur, le soin de vkrifier: 
LEMMJZ IV.1. Les quatre propriM s&antes sont t.!quivalentes: 
(i) LA est commutatif, 
(ii) LA = c(A*), 
(iii) c(A2) CL, , 
(iv) A est commutatif et V&j, K E {I ,..., n}, aiaj E A implique soit aiak E A, soit 
ajak E A. 
En particulier, si nous prenons A = {aiaj/i, j E {I,..., n>, i # j}, la propriCtC (iv) 
est vCrifiCe, le langage LA est commutatif et il est alors facile de vkrifier que L, = L, 
oh Vn > 2, L, dksigne le langage {w E Tz/l(w) = 2~ et ViE{l,..., n}; l,,(w) < p}. 
Montrons, que pour tout entier n supkrieur a 2, L, n’appartient pas B V(Df). Comme, 
pour tout n, j E N, L, est Cgal & L,+j n Tz , il suffit de montrer que L, 4 V(D:). Pour 
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obtenir ce resultat, nous utiliserons la notion de paire it&ante qui a ettc introduite et 
CtudiCe par Boasson [5] et qui s’est revvtlee tres fructueuse dans 1’Ctude des langages 
algebriques. 
D&FINITION [5]. Soient L un langage dCfini sur un alphabet T et u, x, w, y, e, des 
mots appartenant a T*. Alors ?T = (u, x, w, y, w) est une paire it&ante dans L si xy f E 
et si Vn E N, , uxnwynv EL. 
DEFINITION [S]. La paire it&ante T est dite tres stricte s’il existe K e N tel que 
Vm E N le nombre d’Clements des ensembles {n E N/z@wy’% EL} et {n E N/ux”wy”et EL} 
soient born& par k. 
DEFINITION [5]. Nous dirons que r = (u, x, w, y, w) est une prepaire it&ante tres 
stricte dans L si il existe s, t E N tels que (u, x8, w, yt, v) soit une paire it&ante tres 
stricte dans L. 
Etablissons, maintenant, une propriete des prepaires it&antes tres strictes dans un 
langage appartenant a V(@): 
PROPOSITION IV.2. Soit L C T* un langage appurtenant ci V(Df). Alors, pour tout 
x, y E T+, il existe k E N ve’rifiant: si (u, x, w, y, v) est une prbpaire it&ante t&s stricte 
duns L, il existe deux ethers k, , k, infe’rieurs 2 k tels que uxklwykw EL. 
DCmonstration. Prenons L E E4(D:). I1 existe alors un alphabet Y, un langage rationnel 
R C Y* et deux homomorphismes alphabetiques h et g tels que L = g(l+(DF) n R). 
Comme 0: est effacable (proposition II.ll), on peut supposer que g est limit6 sur R. 
Soit M = (Q, Y, f, q,, , F) un automate d’etat fini deterministe qui reconnait R. Pour 
tout q, q‘ E Q, notons RR,,,, = {z E Y*/f (q, z) = q’), R,.,@) = R,,,, n g-l(x) et 
R%,,(Y) = R*d n g-‘(y). Soient s et t Ies entiers tels que (24, x3, w, yt, v) soit une 
paire it&ante tres stricte dans L. I1 est facile de verifier qu’il existe u’, w’, o’ E Y*, 
q, q’, q1 , qi E Q tels que g(h-l(D,*) n u’RP,Jx) w’R Q,,,;(y) 0’) n {uxSnwytnv/n E IV,} soit 
infini avec g(u’) = u, g(w’) = w, g(v’) = v, f (q,, , u’) = q, f (q’, w’) = q1 et f (q; , et’) E F. 
Tout langage rationnel est union finie de langages rationnels dont l’image par la fonction 
de Parikh est un ensemble lineaire, done il existe R, C R,,,,(x), R, CR,+,;(y), R; = 
x0x1” ... x ; , R; = y,,y; *.. y:, les xi, yj appartenant a Y*, tels que c(R,) = c(Ri), 
c(R,) = c(RL) et A n {uxs%yt%/n E N+} soit infini avec A = g(h-l(D,*) n u’Rlw’R2w’) = 
g(h-l(D,*) n u’R;w’R$‘). 
Pour tout iE (O,..., p], posons si = d(h(x,)) = I,(h(x,)) - l,(h(x,)) et soit ti E N tel 
que g(xJ = xti. De m&me, VjE (O,..., r), posons s; = d(h(y,)) et g(yi) = yt;. Comme 
A n (ux*“wy%/n E fU+} est infini et que (u, xs, w, yt, v) est une paire it&ante tres 
stricte, on peut montrer que Vi E {I,..., n}, ti E N, et que ‘di,j E (I,..., p}, sitj = t,si . De 
m&me, on montre que, Vi E {l,..., r}, t; E N, et que Vi, j E (l,..., T}, siti = t:si . 
On peut, alors, trouver yr ,..., ys , 7; ,..., r: E R4, ne dependant que de x et y, tels que 
U’Z~W’Z~U E h-l(D:) n u’R~w’R$ avec zi = x,,x~ *.. x2 et zi = y,,y$ --.y$. Done 
uxklwykw = g(u’z~w’&‘) EL oh k, = t, + t,yl + .** + tpyp et k, = tb + t$ + .*. $- 
tiyi ne dependent que de x et y. 1 
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Considerons, maintenant, le langage L, defini au debut de cette section. Supposons 
que L, E %‘(Df), et soit K la borne de la proposition precedente pour L = L, , x = a2 
et y = a,. Pour tout n E k!, , a, a ‘lcankaank EL, et comme at”a$aJ EL implique -2k < a 
i - j < 2k (a:“, a2, E, a, , l ) est une prepaire it&ante tres stricte dans L, et d’aprb 
la proposition 111.2, il existe des entiers positifs k, et k, inferieurs & k tels que af”a3a3 EL, 
d’oti la contradiction, puisque kl + k, < 2k. Done L, n’appartient pas 9?(@). Par 
contre 0: est rationellement equivalent B L, n T$, done 0;” E %‘(LJ et: 
PROPOSITION IV.3. I1 existe un langage alg&rique commutatifL tel que %‘(D:) s W(L). 
Montrons maintenant que Rat est le seul cone rationnel (fiddle) clos par intersection 
et contenu dans la famille des langages algebriques. En fait nous allons Ctablir une 
propriett plus fine qui nous permettra d’etendre aux langages commutatifs algebriques 
un resultat deja montre pour le langage Df. 
PROPOSITION IV.4. Soient Ll C Tc, L, C Tz des langages alghiques avec Tl A T, = 0. 
Alors L = shuf(L, , LJ est algbbrique ssi I’m des deux langages L, , L, est ratiomel. 
Dt%wmtration. Si L, E Rat, L = shuf(Lr , L,) E %f(L,) et L est algebrique. De meme 
si L, est rationnel, L est algebrique. 
Considerons les alphabets T,’ = {aila, E T,}, Ti = {ai/az E T,} tels que Tl , T, , 
T; , Ti soient disjoints deux a deux et les homomorphismes h, , h, d&ink respectivement 
sur T; et Ti par kJa;) = al , Vai E T; et h2(h) = a2, Va; E Ti . Le langage L’ = 
{xlx2x;x;/xi E Td+, x; E T;+, x&~(x~) E Li , Vi E (1,2)) est egal a h-l(L) n T,+T,+T;+Ti+ 
oti h est I’homomorphisme defini sur T = Tl U T, U Tl u T,’ par k(a) = a si a E 
Tl u T, , h,(a) si a E T,’ . Done L’ E %‘(L) et si L est algtbrique, L’ est aussi algebrique 
et il existe une grammaire algebrique reduite G = (N, T, P, S) qui engendre L’. Comme 
L’ C TT+, on peut supposer que G est sous forme de Greibach double, c’est B dire que 
PC NxTV*T avec V = NUT (cf. [16, 231). Notons, alors, PI = P n (NxT,V*Ti) et 
P2 = P CI (NxT,V*Ti). Comme L’ est in&s dans T$ T.$T;*Ti*, aucune derivation 
S %- w EL’ ne peut utiliser des regles de PI et des regles de P2 , done L(G) = L(G,) u 
L(G,) oh Vi E {1,2}, Gi est la grammaire (N, T, P\P, , 5’). Pour i = 1,2, soit gi I’homo- 
morphisme dtfini sur V par gi(x) = l si x E Ti u T; , x sinon et posons Yi = g,(L(G,)), 
Y; = g,(L(G,)). Alors, soit Yr = g,(L), soit Yl = g,(L’). 
Supposons, alors, que Y1 soit egal a g,(L) (1 e cas Yi = gl(L’) se traiterait de facon 
symetrique) et montrons, que L, est un langage rationnel. Pour obtenir ce resultat, 
nous allons construire une grammaire algebrique qui engendre Yr et qui soit aussi 
“proche” que possible de la grammaire G. Posons H = ({B + g,(z)}/{B -+ z} E P\Pl} 
et soit la grammaire algebrique G; = (N’, Tl U T3 , P’, S) construite a partir de la 
grammaire (N, Tl U T3 , H, S) en appliquant l’algorithme d’elimination des regIes 
donnant le mot vide. Comme Yr = g,(L(G,)) est in&s dans T,+T,‘+, il est clair que 
L(Gi) = Yr . Pour tout z E V’ = N’ u Tl u T3 , notons L(Gi , z) = {w E ( Tl u TJ*/ 
x 9 ’ w}. Alors N’ se partitionne en N,’ u Ni u Ni avec Ni = {B E N’/L(Gi , B) C Tl+}, 
Ni 2(B E N’/L(Gi , B) C T;“} et Ni = {B E N’/L(Gi , B) n T,+T,‘+ # 0). Notons 
Pi = {{B + x} E P’/z E ( Tl U Ni)*( Ti U Ni)*} et pour toute regle rr = {B + zlzz} E Pi 
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avec z, E (Tr u N;)* et xa E (7’; u A$)*, posons L, = (wL(G; , x,)/S go; wB avec 
w E T$} et LL = L(Gi , xs). 11 est, alors, facile de verifier que L(Gi) = &,,;LJ: et que 
T = {B + +zs} E Pi, on obtient wrw; EL, , w2 E LL , w E L,Ll et L(Gi) = uqep; LJ:. 
Nous avons, done, g%(L’) = &.r;L&, oti Pi est un ensemble fini, L, C T,+ et 
Li C T;+. Alors, pour tout mot w eLI , de longueur superieure a 1, et toute factorisation 
w = w,wi avec wr , WI # E, il existe T E Pi tel que wr EL, et WI E h,(L:). Pour tout 
x E TT, soit D(X) = { z xz ELM}, l’ensemble des contextes a droite de x pour L, . Alors, / 
D(E) = L, et pour x # E, D(X) = {z E h,(Li)/x EL,} u E oh E est Cgal a {c} si x EL, , 
o sinon. Done (O(X)/X E Tf} est fini et L, est un langage rationnel. 1 
En fait, la demonstration precedente reste valable si nous remplacons dans 1’CnoncC 
de la proposition, shuf(L, , L,) p ar k,(L, , L,) l’intercalation de rang 2 que S. Greibach 
a definie dans [ 151 par: 
& , L,) = {x y x y x ix 1 1 2 2 3 l,xl,x2, x3~ T: 3~1 ,Y~E T,* > w2~3~Ll ,~lyz~L,l. 
Alors, pour tout langage L non rationnel, si nous prenons une recopie L de L sur un 
alphabet disjoint, la proposition precedente implique que iz(L,L) et shuf(L,L) ne sont 
pas des langages algebriques, done: 
COROLLAIRE IV.5. La famille des langages rationnels, Rat, est le seul c&e rationnel 
( fiddle) clos par intersection contenu darts la famille des langages algebriques. 
Prenons, maintenant, un langage algebrique cummutatif L et supposons que S?(L) 
contienne le produit L,L, avec L, C T?, L, _C T,*, TI IT T, = 0. Alors, d’aprb la 
proposition 1.9, L’ = shuf(L, , L,) E V(L) et L’ est un langage algebrique ce qui entraine, 
d’aprb la proposition IV.4 que l’un des dew langages L, , L, est rationnel. Nous obtenons, 
alors, pour tous les langages algebriques commutatifs une propriM deja demontree 
pour 0: [20], mais par une methode tout a fait differente: 
COROLLAIRE IV.5. Soient L, , L, deux langages d&nis sur des alphabets disjoints et L 
un langage ab$brique commutatif. Alors, si LILz E V(L), l’un des deux langages L, , L, 
est rationnel. 
Cette propriM est aussi v&ifiCe pour les langages lineaires [14]. En utilisantl’operateur 
crochet, dCfini par Boasson, Crestin et Nivat [6], nous allons pouvoir etendre le corollaire 
IV.5 a une famille plus large de langages algebriques, contenant en particulier les 
langages lineaires. 
Pour tout langage L, posons [L] = { eoxwR/w E (a, b}*, x EL} oh wR est l’image miroir 
de w. 
Une famille de langages 2 est close par crochet si L E 2 implique [L] E 2. 
Pour toute famille de langages 2, [JZ’l designera le plus petit cone rationnel contenant 
Y, clos par union et crochet. 
Ainsi, [Rat] = Lin la famille des langages lineaires. Pour tout c6ne rationnel 3 
clos par union, L,L, E [6pl implique &L, E dp si &, L, sont des langages non rationnels 
definis sur des alphabets disjoints [21]. Soit AC, la famille des langages algebriques 
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commutatifs. Comme V(AC) est clos par union, le corollaire IV.5 nous donne imme- 
diatement: 
COROLLAIRE IV.6. Soient L, et L, deux langages dt@is sur des alphabets disjoints. 
Si L,Lz E [AC], le plus petit c&e rationnel contenant les langages alg&briques commutatifs, 
clos par union et crochet, alors Pun des langages L, , L, est ration& 
ANNEXE 
Cette annexe est rtservee 5 la demonstration du lemme 11.3. Considerons la famille 
9 = {LI , L, , L3} avec L, = (anb%“/p 3 n 2 0}, L, = {anb%‘J/p 3 n > q > 0}, L, = 
{a”b%g/p > q >, n > 0) et montrons que Ff(Z), la plus petite FAL fiddle contenant 9, 
est close par quotient rationnel. 
D’aprb les lemmes 11.1 et 11.2, il nous suffit de montrer que B/Rat C ‘+?J(9’) et 
done d’etablir que pour i = 1,2,3, Li/R E %J(5?) pour tout langage rationnel R. 
Clairement on peut supposer que R est inclus dans a*b*c* et que Y(R) est un ensemble 
lineaire. 
Considerons d’abord le cas oh R est inclus dans c*. Si R est tini, nous avons L,/R E 
V(Li) C VJ(dLP), Vi E (1, 2, 3). Si R.est infini, comme Y(R) est un ensemble lineaire, 
3j E N et k E N, tels que R = c (c ) j k *. Soit h l’homomorphisme defini sur T = {a, b, c} 
par h(x) = xk, Vx E T. Pour tout i E (0 ,..., k - 11, Ll = shuf(h(L,), aibib*ci) n a*b*c* 
appartient a W(L2), done L;I = L,/(c”)* = &~ L; E %?f(LJ C %?“f(-EP) et L,/R = 
L;/& E W(Ll) C WJ(9). Comme L,/(c”)* est Cgal a L, , nous avons aussi L,/R E W(LJ c 
%?J(Z). Enfin, montrons que Li = L,/(@)* appartient a V(L, u L,). Pour tout i E 
{O,..., k - 1}, soient Yi le langage rationnel {anb%q/p - q = hk + i avec X E H} et 
Zi = {anbV/p > q, p >, n + i> n Yi . 11 est clair que Li = uf,’ Zi . 
D’autre part, il est facile de verifier que pour tout i E {O,..., k - 1}, Zi = shuf(L, u L, , 
{bicj/O < j < i}) n Yi , done Zi E Vf(L, U LJ, Ll E %‘f[L2 U L,) C W(U) et L,/R = 
L;/cj E W(L;) c W&Y). 
Considerons maintenant un langage rationnel R inclus dans {a, b}+ c*. Comme R 
peut s’ecrire comme l’union finie de produit de la forme Ri,R, oh R, et R, sont des 
langages rationnels in&s respectivement dans {a, b}+ et c*, il nous suffit de montrer 
que L/R,R, E W(9). Or, comme tout mot de R, contient au moins une lettre de {a, b}, 
* L/R,R, est Cgal Q A/R, avec A = (L/R,) n a b *. D’aprb ce que nous avons montre 
ci-dessus, A E W(9) et comme A est un PSL-langage inclus dans a*b*, A est un langage 
algebrique inclus dans a*b* et il est, done, effacable [17], ce qui entraine A/R, E W(A) C 
gf(-% I 
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