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Abstract 
The values of the hysteresis parameters produced by micromagnetic models 
are usually lower than those found experimentally, and in the case of grains 
which have been subjected to stress the simulated values can be as much as an 
order of magnitude too low. It has been suggested that the presence of crystalline 
defects within these stressed grains may be responsible for raising the coercivity 
and saturation remanence values in comparison with unstressed grains. 
Grains of magnetite containing a regular array of screw dislocations are mod-
elled for different grain sizes and different dislocation densities using a micro-
magnetic model which considers the exchange, demagnetising, magnetoelastic, 
magnetocrystalline anisotropy and external field interactions. 
It is found that the values obtained from the new model for the coercivity and 
saturation remanence rise with increasing dislocation density in line with exper-
imental results. Models containing dislocations are found to have the magnetic 
properties of defect-free grains of smaller grain size, again in line with experi-
ment. The unblocking temperature of a ljim grain of magnetite in zero applied 
field is found to decrease in an approximately linear manner with increasing 
dislocation density. 
This thesis shows that by considering the magnetoelastic energy arising from 
the presence of screw dislocations the discrepancy between the hysteresis param-
eters of magnetite obtained theoretically and experimentally may be resolved. 
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Chapter 1 
Introduction 
This first chapter introduces three topics; 
Paleomagnetism - the study of magnetic signals stored in rocks in order 
to obtain information about the effects of natural processes on the Earth. 
Rock magnetism - the study of the mechanisms involved in the acquisition 
of a magnetic signal within a rock. 
Micromagnetics - the branch of rock magnetism with which this thesis is 
concerned. 
At the end of this chapter there is a brief outline of the content of this thesis 
and its goals. 
1.1 Paleomagnetism 
Paleomagnetism is the study of ancient magnetic signals recorded in rocks. The 
signals are stored by magnetic minerals such as magnetite, the most common 
naturally occurring magnetic mineral, within the rock matrix. As a newly 
formed rock cools through the magnetic blocking temperature, the point at 
which a magnetic signal is 'locked in', its constituent magnetic minerals store 
the direction and intensity of the magnetic field in which the rock is located - 
that of the Earth. One of the first discoveries of paleomagnetism is that rocks of 
1 
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different ages carry signals, or remanences, which have opposite polarities. The 
existence of these oppositely polarised rocks implies that the Earth's magnetic 
field changes its polarity through time. This switching of the geomagnetic field 
occurs at random intervals with each stable period lasting on average ' iO 
years (Berggren et al., 1995). Polarity switching is seen most clearly at the mid-
ocean ridges where new sea-floor is formed (Vine and Matthews, 1963). Fig. 1.1 
illustrates the creation of new sea-floor and shows the stripes of sea-bed with 
opposingly aligned magnetic remanences. 
Mid'en rickt 
Figure 1.1: A schematic showing the process of sea-floor spreading. Courtesy of the 
USGS. 
The sea-floor spreading hypothesis played an important role in the development 
of the theory of plate tectonics, as it provided a mechanism for the movement 
of the continents. Paleomagnetism provided further evidence for the validity of 
plate tectonics when it was discovered that samples dating from 175 million 
years ago carried signals with declinations and inclinations consistent with the 
existence of one giant super-continent prior to that time. Furthermore, it was 
found that the remanences contained within younger rocks from the same loca-
tion change declinations and inclinations through time, due to the break up of 
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the super-continent and the subsequent separation of the land masses (Irving, 
1.2 Rock Magnetism 
Whereas paleomagnetism is concerned with the retrieval of magnetic data from 
rock samples, rock magnetism concentrates on investigating the mechanisms 
involved in the original storage of the information. 
The science of rock magnetism developed so as to provide a solid theoretical 
base which paleomagnetists could use to ensure the validity of their conclusions. 
Rock magnetists were able to explain some of the basic findings of paleomag-
netism, such as why the stability of a magnetic signal is inversely proportional 
to the size of the magnetic grain. They found that magnetic grains split into 
regions of differing magnetization known as domains, and that these magnetic 
domains increase in number as the grain size increases. The size and shape of 
these domains depends upon several competing interactions which favour dif-
ferent alignments for the magnetization of the individual magnetic spin dipoles 
within a magnetic mineral. These findings are discussed in Chapter 2. 
Rock magnetists were unable to provide a precise microscopic prediction of 
the distribution of domains within a grain due to the complexity of the equations 
governing the domain structure. The onset of widely available computing power 
changed this and led to the birth of a new discipline within rock magnetism - 
micromagnetism. 
1.3 Micromagnetism 
Micromagnetists model the various interactions controlling the magnetization of 
a magnetic grain and find a stable distribution of magnetization by summing the 
energies arising from these interactions and minimising the total with respect to 
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the direction of magnetization. 
Micromagnetics can be used to model the stability of the remanences stored 
in the most effective recorders of magnetic signals, single domain (e O.1m) 
grains and pseudo single domain grains ('-' 0.2im-5im), to thermal effects and 
external magnetic fields. 
Coercivity and saturation remanence values obtained from micromagnetic 
models agree well with experimental data for synthetic magnetites, which con-
tain few crystalline defects, but tend to be significantly lower than those found 
for crushed magnetites which have high defect densities. 
1.4 Goal of this Thesis 
This project studies the effect of incorporating crystalline defects into a micro-
magnetic model. Screw dislocations are included in the micromagnetic model 
developed by Williams and Dunlop (1989) by constructing a magnetoelastic en-
ergy term dependent upon the internal, static, stress-field of screw dislocations 
(see Chapter 4). Differing densities of screw dislocations are modelled and the 
effects on the magnetic properties of magnetite discussed. The purpose of this 
thesis is to examine whether or not the consideration of crystalline defects has 
a significant effect on the magnetic properties obtained from the micromagnetic 
model. 
1.5 Thesis Summary 
Chapter 2 reviews magnetic theory, from basic ferromagnetism through to mi-
cromagnetism. A review of previous work in the field of micrornagnetism can be 
found in Chapter 3. Chapter 4 discusses the particular form of defect modelled 
in this work, the screw dislocation, and ends with a section reviewing previous 
work on the effects of crystalline defects on the magnetic properties of grains. 
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The micromagnetic model used in this work is introduced in Chapter 5. The 
methodology used for simulating hysteresis is also found here. 
Chapter 6 presents coercivity and saturation remanence values obtained from 
models of defect-free grains and is used as a control for later results. The switch-
ing process is followed through a hysteresis simulation for various grain sizes. 
Chapter 7 explains how the boundary condition of zero stress at any free surface 
of a grain is resolved within the model. The coercivity and saturation rema-
nence values for grains in free space containing screw dislocations are presented 
in Chapter 8. The switching process is examined as the model is cycled through a 
hysteresis loop and compared to that obtained from defect-free grains. The mag-
netic properties of imperfect grains of magnetite embedded in a non-magnetic 
material possessing similar elastic constants to those of magnetite are examined 
in Chapter 9. Chapter 10 examines how the energy surface of a 0.09/-Lm grain of 
magnetite is transformed by the presence of screw dislocations. The effects of 
screw dislocations on the unblocking temperature of magnetite in zero applied 
field are investigated in Chapter 11. 
The conclusions of this study and some suggestions for further work are found 
in Chapter 12. 
Chapter 2 
Background Theory 
This chapter gives a brief introduction to the theories of ferromagnetism and 
introduces two common analytical tools, hysteresis loops and energy surfaces, 
which are used later in this study. 
2.1 Ferromagnetism 
A paramagnetic material has constituent molecules which have randomly aligned 
individual magnetic moments (see Fig. 2.1). In the presence of an external 
magnetic field these moments align with the applied field producing an overall 
magnetic moment. The dipoles are not in exact alignment with the external 
field due to the disordering effects of thermal fluctuations (see Fig. 2.2). When 




Figure 2.1: A paramagnetic material has randomly oriented individual magnetic 
dipoles. 
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Figure 2.2: An external magnetic field aligns the individual dipoles with itself, re-
sulting in the grain gaining an overall magnetic moment. 
A ferromagnetic material also contains individual magnetic dipoles. A much 
smaller external applied field is needed to induce an overall magnetic moment in 
a ferromagnetic body than in a paramagnetic body. This is due to the differences 
in the values of the respective magnetic susceptibilities, X, of paramagnets and 
ferromagnets. x is the ratio of the induced magnetic moment to the applied 
field and is typically 10 for paramagnetic materials and between 50-10,000 
for ferromagnetic materials (Palmer, 1992). The magnetic moment induced in a 
ferromagnetic material is described as permanent since a portion of it remains 
after the external field is removed. In order to explain this difference in behaviour 
between ferromagnetic and paramagnetic materials, Weiss (1907) postulated the 
existence of an internal molecular field within ferromagnetic materials. This 
internal molecular field provides a mechanism for short-range ordering within a 
ferromagnetic material which counters the effect of thermal fluctuations and thus 
aids the external field in aligning the dipoles with itself. Once the external field is 
removed the internal molecular field prevents thermal effects from disrupting the 
ordered structure of the dipoles and a portion of the overall magnetic moment 
remains. 
If all of the individual dipoles were aligned in the same direction the overall 
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magnetic moment would be much larger than that which is observed experimen-
tally. In order to explain this discrepancy Weiss (1907) introduced the concept 
of a magnetic domain. A magnetic domain is an area within a ferromagnetic 
material wherein the individual magnetic dipoles have approximately the same 
alignment (see Fig. 2.3). A ferromagnetic body can be split into several domains, 
each with its own alignment, and so the total magnetic moment is less than if 
every individual dipole were pointing in the same direction. 
Figure 2.3: A grain containing several magnetic domains. 
It can now be seen that the presence of an external field, H, causes the 
domains aligned with H to expand relative to the non-aligned domains, resulting 
in an overall magnetization, M (see Fig. 2.4), a portion of which will remain 
when the field is removed. Thus domain theory is able to explain the difference 
between paramagnetic and ferromagnetic behaviour. 
\, 
H 
Figure 2.4: The domains aligned with H expand at the expense of the other domains. 
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In general, the larger a grain of ferromagnetic material the more magnetic 
domains are present within the grain. Rock magnetists are most interested in 
the grains that hold the largest remanences: these are the smallest remanence 
carrying grains, the so-called single domain (SD) grains. This thesis deals mainly 
with grains that are too large to be fully single domain and yet are not truly mu!-
tidomain (MD). Such grains are known as pseudo single domain (PSD) grains. 
PSD grains are important because of the large remanences they may hold in 
comparison with MD grains. In a sample containing both MD grains and PSD 
grains the remanences held by MD grains may be insignificant in comparison to 
those held by PSD grains. 
2.2 Energy terms 
The interaction of the magnetization of a grain with an external magnetic field is 
one of several factors determining the domain structure of the grain. The most 
important interactions governing the domain structure within magnetic grains 
are introduced in this section. 
2.2.1 The exchange energy 
The molecular field introduced in Section 2.1 was found to be too weak to explain 
ferromagnetism by itself, and so other possibilities needed to be explored. This 
search for an alternative mechanism led to the formulation of the exchange 
energy, which originates from quantum theory. Heisenberg (1928) reasoned that 
within any material there is a considerable overlap of electron orbitals and it is 
sensible to assume that these overlapping electrons will interact electrostatically. 
Consider two electrons, 1 and 2, associated with two nuclei, a and b (see 
Fig. 2.5). Since there is an overlap between the orbitals electron 1 will sometimes 
be associated with nucleus a and at other times with nucleus b; similarly for 
electron 2. 
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Figure 2.5: The two electrons, 1 and 2, can be associated with either nucleus at any 
time but never simultaneously with the same nucleus. 
The product wave function, 'I', defines the probability of finding electron 1 
at position r1 and electron 2 at position r2 simultaneously, where r 1 and r2 are 
measured relative to each electron's nucleus. 
The Coulomb potential energy of interaction between the two electrons is 
given by 
Eeff
e2I'42 = 	 dr1 dr2 	 (2.1) 
r1 - r2 
where e is the electric charge carried by an electron. 
Since Ee  depends on the overall wave-function, 'I', which is itself dependent 
on the spins of the electrons (Dunlop and Ozdemir, 1997), it can be seen that 
Le is different for parallel and antiparallel spins. This difference is called the 
exchange integral, Je.  Whether parallel coupling (ferromagnetism) or antiparal-
lel coupling (antiferromagnetism) is favoured depends on the degree of overlap 
of the electron orbitals. However, only the first instance is of interest in this 
work. Thus it can be seen that exchange coupling is a means of promoting 
ferromagnetic behaviour. 
The exchange energy for a pair of spins in a coupled lattice is given by, 
Ee = — 2JSj Si 	 (2.2) 
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where S i and S3 are the respective spins of atoms i and j. 
2.2.2 The magnetocrystalline anisotropy energy 
When spontaneous magnetization occurs it usually aligns along a preferred crys-
tallographic axis known as the easy axis. This preference arises from the mag-
netic coupling of the spin magnetic moment and the orbital magnetic moment; 
the orbital moment is coupled directly to the crystal lattice which gives the di-
rectional dependency of M. The energy needed to move the spins away from 
the easy direction is known as the magnetocrystalline anisotropy energy. 
In order to quantify the anisotropy energy a phenomenological approach is 
taken where the anisotropy symmetry is found experimentally and an equation 
with the same symmetry modified to fit these results. Magnetite has cubic 
anisotropy and this situation is modelled with the following semi-empirical for-
mula, 
Ek = f [K1 (ca + ac + ac) + K2 cc + ...]dV 	(2.3) 
where K 1 and K2 are the anisotropy constants, a 1 , a2 and a3 are direction 
cosines relative to the basis vectors and the integration is carried out over the 
volume of the grain. Usually only the K 1 term is used and the K2 term neglected. 
Some materials have only one easy axis and this uniaxial anisotropy is mod-
elled with 
Ek = K1V sin 2 0 + K, 2 V sin' 0 	 (2.4) 
where 0 = 0 or 180° are equivalent directions along the easy axis. Equation (2.4) 
is often used to model cubic materials for the sake of simplicity in micromagnetic 
models (Dunlop and Ozdemir, 1997). 
2.2.3 Magnetostriction and the Magnetoelastic energy 
When a ferro/ferrimagnetic body gains a spontaneous magnetization there is 
an accompanying change in its dimensions. This change of shape is known as 
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magnetostriction. If the grain expands in the direction of M then the magne-
tostriction is defined as positive. The saturation magnetostriction, A, is defined 
as the longitudinal strain in a specified direction when the magnetization changes 
from zero to M3  (Dunlop and Ozdemir, 1997). 
Magnetostriction arises from the interaction between the magnetization of 
the crystal and the mechanical strain within the lattice. This interaction pro-
duces another energy term, known as the magnetoelastic energy. For the sim-
plest case of isotropic magnetostriction the magnetoelastic energy is given by 
Ea = _A3a cos 2 O 	 (2.5) 
where A 3 is the magnetostriction constant, or is the magnetoelastic stress and 9 
is the angle between a and M. 
This simplest case of isotropic magnetostriction is not a good model for most 
materials. However, more realistic assumptions render this problem practically 
unsolvable. 
2.2.4 External field energy 
The external field energy arises from the interaction of individual spins with an 
external field. The external field will attempt to align the individual moments 
with itself. The external field energy is given by 
EH = _ o fM HeXtdV 	 (2.6) 
where Hext is the external field and po is the permeability of free space. 
2.2.5 The Magnetostatic energy 
The final major energy interaction controlling the domain structure of a mag- 
netic grain is the magnetostatic, or demagnetising, interaction, a long-range 
interaction between each and every dipole in the grain. This interaction tends 
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to reduce the total magnetization of the grain by minimising the number of 
surface poles (see Fig. 2.6); this minimisation is in fact the fundamental reason 
why magnetic domains are formed. The magzietostatic energy is given by 
Ed = —=Mi . Hpo 	 (2.7) 
xyz 
where H, is the magnetic field due to the other atomic magnetic dipoles in the 
grain. 
Figure 2.6: Closure domains form to reduce the number of surface poles. 
2.3 Magnetic Domains 
As specified earlier, magnetic domains are regions within a grain which have 
approximately the same alignment of magnetization. The size and shape of 
these domains, referred to earlier as the magnetic domain structure, depends 
on the interaction of the energy terms introduced in the previous section. All 
systems in nature seek to minimise their free energy and magnetic structures 
are no exception. In this case, the free energy is the total of all of the individual 
energy terms, 
EtEe +Ek+Ecr+EH+Ed- 	 (2.8) 
A stable domain structure can be found by minimising the total energy with 
respect to the angles of magnetization within the grain. This minimisation can 
be viewed as a competition between the various energies since they all favour dif-
ferent alignments for M. For example, in ferromagnetic materials the exchange 
interaction attempts to align all of the spins parallel to each other. This conflicts 
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with the demagnetising interaction, which prefers the total number of spins with 
the same alignment on the surface of the grain to be minimal. Simultaneously, 
the magneto crystalline anisotropy is striving to align the magnetization along 
the easy axis whilst the external field is trying to bring the spins into alignment 
with itself. The structures resulting from this conflict are discussed in the next 
chapter. 
2.3.1 Domain walls 
Each domain is separated from its neighbours by a domain wall. A domain wall 
is a region within which the alignment of the dipoles is changing from that of 
one domain to that of its neighbours. There are two mechanisms by which this 
change of alignment may occur; the first is via rotation within the plane of the 
spins and the second is via rotation out of the plane of the spins. A domain wall 
with spin rotation in the plane of the spins is known as a Née! wall (Née!, 1955) 
whilst a domain wall with spin rotation out of the plane of the spins is known 
as a Bloch wall (Bloch, 1932), see Fig. 2.7. 
Figure 2.7: In the case of a Bloch domain wall, the dipoles rotate out of the plane of 
the spins. 
The width of a domain wall is dependent upon the competing energy terms. 
The exchange energy favours a wide wall, so as to keep neighbouring spins as 
close to parallel as possible, while the anisotropy interaction prefers a narrow 
wall, so as to minimise the number of spins out of alignment with the easy 
axis. The width of a domain wall can be found by minimising the sum of the 
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exchange and anisotropy energies. Equation (2.2) gives the exchange energy for 
two neighbouring spins. Assuming that the angle between these spins is small, 
(2.2) can be approximated as 
Ee = — 2JES2 + JESO 	 (2.9) 
where the first term on the right hand side is simply the energy for two spins 
when they are parallel and is therefore a constant. This constant will be referred 
to as E,1. Assuming that 9 is the same for all neighbouring spins leads to O, 
the angle between two neighbouring spins being given by 
Oij = 	 (2.10) 
where N is the number of spins in a wall and L9 is the total angular difference 
between the magnetization of the two neighbouring domains. For antiparallel 
domains LO = 1800, and so 
Oij = 	:. (2.11) 
Substituting this into equation (2.9) gives, 
JE S2 ii2 E,-= E,, + 2N 
	
(2.12) 
Now it is necessary to find the anisotropy energy of the wall. Equation (2.4) 
gives the anisotropy energy of a uniaxial system. Neglecting the second term 
gives 
Ek = f K sin2 q5dV 	 (2.13) 
where K is the uniaxial anisotropy constant and 0 is the angle between a dipole 
and the easy direction and is equal to 
So, remembering that the wall separates two antiparallel domains, i.e., the 




Ek = a Ksin2 - 	= 2 	
(2.14) 
k=1 
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Thus the wall energy, E, is given by the sum of (2.12) and (2.14). 
JES2 IT 2 	T\T a3 K 
EwEe+EkE//+ 
2N + 2 	
(2.15) 
In order to find the equilibrium width of the wall it is necessary to minimise 
(2.15) with respect to the number of spins within the wall, N. 
i c2 2 
2— 
a_A__lw  
- 	-+ a 3 K 	 (2.16) 
dN 2  
At equilibrium (2.16) is equal to zero and hence it is possible to find the 
width of the domain wall, &, 
1 JE S2 r 2 





With the appropriate values for the constants substituted into (2.17), the 
domain wall width for magnetite is found to be O.1irn. This compares to an 
experimental value for the domain wall width within magnetite of 0.05-0.06m 
(Dunlop et al., 1973). 
Ned (1955) examined the behaviour of domain walls in thin films. He found 
that Bloch walls are energetically unfavourable in thin films due to the high 
inagnetostatic energy produced when the wall intersects the surface of the grain 
giving free poles on the surface. Néel predicted the existence of a lower energy 
mechanism in which the spins rotate within the plane (see Fig. 2.8). 
11 
Figure 2.8: In the case of a Néel domain wall, the dipoles rotate within the plane of 
the spins. 
This configuration has a lower inagnetostatic energy than a Bloch wall when in 
contact with the grain surface but in other circumstances this is not necessarily 
the case. Inside the body of a grain the divergence within the body of a Née! 
wall mean that a Bloch wall may he energetically favourable. In general, domain 
walls tend to combine features of both Bloch and Neel walls so as to miriinnijse 
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the magnetostatic energy. 
2.3.2 Critical grain size 
If a grain is too small to allow a domain wall to form within it, it is known as a 
single domain grain. When the diameter of the grain reaches a critical length, 
d0 , a domain wall is formed and the grain is no longer single domain. There are 
two definitions of this critical grain size, the Mel (1947) criterion and the Kittel 
(1949) criterion. 
The Mel criterion states that the maximum width for a single domain grain 
is that of a domain wall at equilibrium. From (2.17) we get a value for d0 of 
O.1m. 
The Kittel criterion states that at the critical grain size the energy of the 
two domain state is equal to that of the single domain state, i.e. E2d = ESD. i 
only the magnetostatic energy and the domain wall energy are considered then, 
NSD jIOMd 	 NSDOM&Q (2.18) 
4 	 2 
This implies that 
4E 
d0 = IUONSDM 	
(2.19) 
Equation (2.19) states that a high value of the anisotropy constant will give 
a large d0 due to the wall energy's dependence on K as shown in equation (2.15). 
It can also be seen that d0 is highly dependent on M5 with a large saturation 
magnetization implying a smaller critical grain size. 
Micromagnetic studies, for example Schabes and Bertram (1988), predict 
that there is no sharp transition at d0 . Instead, there is a transformation from 
the single domain state to a variety of possible states other than a simple 2D 
state. These other states are discussed further in the next chapter. 
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2.4 Energy surfaces 
Section 2.3 discussed how the sum of the individual energy terms is minimised 
in order to find a stable state. This stable state corresponds to a local energy 
minima (LEM) on the energy surface of the grain. An energy surface is a 
plot of the total energy against one or more system variables, for example the 
magnetization angles of the dipoles. 
Energy 
Figure 2.9: This figure shows how a one-dimensional energy surface varies with x. 
A-E are energy minima with respect to x and represent stable solutions. 
Fig. 2.4 shows an example energy surface which illustrates the variation of 
the energy of a system with the system's controlling variable, x. A - E are local 
energy minima and represent the stable solutions available to the system. C 
is the deepest energy minimum, the absolute energy minimum (AEM) of the 
system. The system could occupy any of the LEM states: in order to move from 
one LEM to another it is necessary to give the system energy. In this work the 
energy of the system is increased by applying an external magnetic field or by 
increasing the temperature. If the system inhabited the AEM state, C, then 
sufficient energy to overcome the energy barrier EC_B  would need to be given to 
the system before it could change from the C state to the B state. The energy 
barrier blocking the transition from C to D, ECD is larger than EC_B  and so 
the transition from C to B is the most likely to occur. 
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For a magnetic system the temperature needed to move the magnetization 
out of a stable state (LEM) is known as the unblocking temperature. In Chapter 
10 the effect of increasing dislocation density on the unblocking temperature of 
magnetite in zero applied field is investigated. 
2.5 Hysteresis 
A convenient way of representing the properties of a ferromagnet is by plotting its 
hysteresis loop. A hysteresis loop is obtained by applying an external magnetic 
field to a sample and varying this field from +11 to -H and back again, or vice 
versa, and then plotting the magnetization of the sample, M, against H. An 
example of a hysteresis loop is shown in Fig. 2.10. 
Figure 2.10: A typical hysteresis loop. 
It is possible to find the coercivity and saturation remanence of a grain from 
its hysteresis loop. The coercivity is given by the x-intercept of the loop and 
is the value of the applied field necessary to reduce the magnetization from its 
saturation value down to zero. The remanence of a grain is the remnant of the 
saturation magnetization which the grain still possesses when the applied field 
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is reduced to zero and so is given simply by the y-intercept of the loop. The 
behaviour of a grain in a varying magnetic field is discussed below. 
A multidomain (MD) grain has three possible reactions to an applied field: 
Earlier in this section it was shown that domains aligned with H expand 
at the expense of the other, non-aligned, domains: it can now be seen that 
this process can be accounted for by domain wall displacement (Dunlop and 
Ozdemir, 1997). In a perfect crystal the wall energy, E, would be the same at 
any location of the wall (provided that the wall area does not change), and the 
energy needed to move the wall would be small. However, real crystals contain 
defects, for example dislocations, which change E in the locality of the defect. 
This means that more energy must be given to an imperfect grain in order to 
move the wall than is the case for a defect-free crystal. This energy is supplied by 
increasing H. When the field is subsequently decreased the wall will not return 
to exactly the same position that it previously occupied. This wall pinning is 
the phenomena mainly responsible for hysteresis in multidomain ferromagnets 
and ferrimagnets. 
The application of an external field may result in the nucleation of new 
domains within a grain. The field required to nucleate a new domain against an 
anisotropy barrier is higher than that needed to unpin a domain wall (Dunlop 
and Ozdemir, 1997). Demagnetising fields near sharp corners and local reduc-
tions in K near defects can reduce the energy barrier to domain nucleation. 
This reduction may be enough to allow nucleation to occur in otherwise en-
ergetically unfavourable situations. In a sample containing a high density of 
defects a new domain may be formed and then have its boundaries pinned by 
defects, thus rendering the domain unable to propagate until a larger external 
field is applied. This delayed appearance of new domains is known as secondary 
nucleation. When H reaches higher values the domains not in alignment with 
H contract and finally shrink away. This process is known as denucleation. 
iii) The final option for a MD grain is that of domain rotation. This is 
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where the domains which are not aligned with H rotate their magnetization 
vectors into alignment with the applied field. This is a higher energy process 
than the two previous options and so is an unlikely result in MD grains. In 
classical micromagnetism domain rotation is the only possible option for SD 
grains, implying that a much higher field needs to be applied to SD grains 
than to MD grains in order to change M. In fact, domain rotation is not 
the only possible response for an SD grain; computational micromagnetism has 
discovered other options such as flowering and buckling which are discussed in 
the next chapter. 
2.6 Summary 
A magnetic domain is a region within which the magnetization has approxi-
mately the same alignment. Magnetic domains are separated by regions known 
as domain walls. Larger grains tend to have more magnetic domains than smaller 
grains. The distribution of magnetization within a grain can be found by min-
imising the sum of the exchange, anisotropy, magnetoelastic, demagnetising and 
external field energies. The stability of a magnetization state can be found by 
examining the energy surface of the grain. The coercivity of a grain is defined to 
be the magnetic field applied to the grain in order to reduce the magnetic signal 
to zero. The saturation remanence of a grain is defined to be the magnetic signal 
retained by the grain in zero applied field after the magnetization has previously 
been saturated by an external field. The coercivity and saturation remanence 
values of a grain can be found from the grain's hysteresis loop. 
Chapter 3 
Micromagnetics - a review. 
This chapter reviews the scientific literature relevant to the micromagnetic the-
ories used in this thesis. The development of micromagnetics is followed from 
its roots in classical ferromagnetic theory through to the present day. 
A separate review of the literature relating to the effect of crystalline defects 
on the magnetic properties of magnetite is presented in Chapter 4. 
3.1 Development of micromagnetic methods 
The early investigations of domain structures by Mel (1947) and Kittel (1949) 
are discussed in the previous chapter. Another important development was made 
by Stoner and Wohlfarth (1948), who examined domain rotation of ellipsoidal 
single domain grains. Using the simple assumption that the magnetization of a 
ferromagnetic body rotates coherently, they were able to produce a good model 
of SD hysteresis. The Stoner-Wohlfarth model is limited in that it only considers 
the external field and demagnetising energies along with a constant exchange 
energy term. If other energy terms are considered Stoner- Wohlfarth type models 
become intractable and so new methods and/or new assumptions had to be 
devised. The new methodology that evolved became known as micromagnetics. 
Micromagnetic calculations tend to follow the approach put forward by Lan- 
22 
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dau and Lifshitz (1935) in which the magnetization of the individual dipoles 
is assumed to have a constant magnitude but is allowed to vary in direction. 
Landau and Lifshitz were interested in studying domain wall structures and 
worked with a very basic model considering only an exchange-type energy and 
the magneto crystalline anisotropy energy. They modelled an infinitely large 
crystal which would therefore have no surface poles and hence no magnetostatic 
energy. This lack of a magnetostatic energy term implied that domains would 
not occur naturally in their model and so the existence of domains and domain 
walls had to be postulated in order to be investigated. Landau and Lifshitz 
were able to calculate the width of a domain wall, the energy associated with a 
domain wall and the direction of magnetization of the dipoles within a domain 
wall, all from this simple model. Their method of constraining the magneti-
zation to be constant in magnitude but variable in direction is still used in 
micromagnetic calculations today, including those in this thesis. The main dif-
ference between modern micromagnetics and the work of Landau and Lifshitz 
is that the availability of powerful computers allows modern micromagnetics to 
work in three-dimensions and to incorporate more of the major energy terms. 
A significant development in micromagnetics came when Brown (1963) pro-
duced a more realistic model than that of Landau and Lifshitz accounting for 
the exchange, demagnetising, external field and anisotropy energy terms intro-
duced in Chapter 2. Brown derived the differential of the total free energy with 
respect to the magnetization angles of the individual dipoles. This led to the 
formulation of two partial differential equations in the unknown magnetization 
angles, the solution of which is a minimum of the total free energy and hence a 
stable magnetic structure. Brown's equations are non-linear and are not solvable 
analytically in three dimensions. Brown had previously solved a linear approx-
imation to these equations (Brown, 1940) but his approximation is only valid 
when the external field is large compared to the self-demagnetising field. 
The advent of computers enabled micromagnetics to take a huge leap for- 
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ward. It was no longer necessary to try and solve Brown's equations analytically 
as it was now possible to use computerised algorithms to solve them numerically. 
The first computational model was put forward by Brown and LaBonte (1965) 
who modelled a one-dimensional domain wall in a thin film as a one-dimensional 
strip split into discrete areas, each with a magnetization of arbitrary orientation 
but constant value, M3 (see Fig. 3.1). 
Y 
M(I) = M (a (I)i V (I)j +y (I)k } 
M(1)=- M 5 k 
M(N+2) = + M k 
I 	 I 	 I 	 I 	 I 	 I 
I 	 I 	 I I 	 I I 
4234 	II 
N+lLN+2: 
Figure 3.1: Geometry of the model put forward by Brown and LaBonte (1965). The 
z-axis is the easy direction of magnetization. The magnetization is constrained to be 
-M3 k for x<O and +M8 k for x> a. 
They considered only the exchange, anisotropy and magnetostatic energy terms 
and minimised the sum of these energies with respect to the direction of mag-
netization. Using this model Brown and LaBonte (1965) found that Bloch and 
Mel walls are the only reversal mechanisms available to thin films. The other 
main result of this model is that the wall energy density is found to be an 
approximately linear function of the film thickness. 
Labonte (1969) extended his and Brown's previous work to two dimensions 
and modelled a Bloch wall in a thin film. His results differed greatly from those 
obtained from the one dimensional model. The internal structure of the two- 
dimensional domain walls exhibited extensive flux closure, thus giving a very 
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low density of free poles on the surface of the grain. LaBonte found that the 
two dimensional walls had a substantially lower wall energy than that found 
in one dimensional models due to the decrease in niagnetostatic energy arising 
from the low density of free surface poles. Similar two dimensional models were 
developed by Aharoni and Jakubovics (1986), Fredkin and Koehler (1987), and 
Zhu and Bertram (1988). 
During the 1980s computing power became cheaper and more accessible, 
allowing the formulation of increasingly realistic micromagnetic models. Enkin 
and Dunlop (1987) extended the one-dimensional model of Brown and LaBonte 
(1965) by taking into account crystal elongation and external fields. They were 
able to calculate the critical size for the transition from SD to 2D and obtained 
a value for the critical SD grain size of d0 = 0.084 ± 0.012im in magnetite. 
They were also able to study the transition mechanism between stable states 
and found that coherent rotation is the lowest energy transition mechanism 
for the smallest SD grains. For grains just below d0 it was found that the 
nucleation, propagation and subsequent denucleation of a domain wall is the 
energetically favourable transition mechanism. Another one dimensional model, 
put forward by Moon and Merrill (1988), also showed that reversal by domain 
wall propagation had a lower activation energy than coherent rotation in all but 
the smallest SD grains. 
The next logical step in micromagnetic research was to develop a three-
dimensional model and such models were developed independently by Schabes 
and Bertram (1988) and Williams and Dunlop (1989). These models take a 
cubic grain and split it into discrete sub-cells each with a uniform and constant 
value for the magnetization which has an arbitrary alignment. The total free 
energy is then minimised with respect to the direction of the magnetization of 
the sub-cells. The model developed by Williams and Dunlop (1989) is discussed 
extensively in Chapter 5, as it forms the basis for the model used in this project. 
Schabes and Bertram (1988) used a set of material constants describing an 
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imaginary magnetic material and found that, for this material, the classical 
uniform state was only viable for the smallest SD grains with diameters below 
-'0.01jim. They found two new stable states for SD grains, the so-called 'flower' 
state and the vortex state. 
- 	-c -t - 	- 
- 
- -c -  
, 
Figure 3.2: The flower state is predicted to be the stable state for cubic SD grains of 
between O.Olpm and 0.05pm in diameter. 
The flower state is named after the 'flowering' of the magnetization at the 
corners of the grain. This deflection of the magnetization in the flower state 
(Fig. 3.2) lowers the demagnetising energy but raises the exchange and anisotropy 
energies. Provided that the total energy of the system is reduced via this de-
flection the flower state is the stable magnetization state. For the smallest SD 
grains, with d < 0.01 pm, the rise in the exchange and anisotropy energies due 
to deflecting the dipoles more than offsets any reduction in the demagnetising 
energy and hence the uniform state becomes the favoured state. 
The vortex state (see Fig. 3.3) has complete flux closure which drastically 
reduces the magnetostatic energy and the total energy although, as with the 
flower state, there is an accompanying rise in the exchange and anisotropy ener-
gies. The vortex state is thus only energetically viable for the larger SD grains 
where the exchange energy is small compared to the magnetostatic energy. 
Three-dimensional micromagnetic models agree with two-dimensional mod-
els in so far as they both imply that coherent reversal is only a favoured mode 
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Figure 3.3: The vortex formation is predicted to be a stable state for cubic SD grains 
with d0 > d> 0.05pm. 
of reversal for the smallest SD grains. For the larger SD grains the three-
dimensional models suggest more complicated modes of reversal, for example 
via vortex formation, rather than by simple domain wall propagation. In order 
to go through a typical reversal process it is necessary to introduce the concept 
of the switching field, H 3 , which is the value of the applied field at which the 
magnetization of the grain irreversibly reverses (Schabes, 1991). 
For a grain in the flower state Schabes and Bertram (1988) found that in-
creasing the applied field such that H < H3 leads to the flower state opening 
up slightly, i.e. the deflection angle increases. This increases E e and Ek but 
decreases Ed thus lowering the total energy, E. It is interesting to note that the 
initial energy difference between the flower state and the uniform state increases 
as the applied field increases. When the applied field reaches the switching field 
the increase in the exchange and anisotropy energies can no longer be compen-
sated for and the flower state closes up. The magnetization then switches by 
coherent rotation. 
For a grain in the vortex state the reversal process is simpler. When the 
switching field is approached a vortex forms perpendicular to the easy axis. 
This vortex is unstable and quickly switches the magnetization of the whole 
grain. 
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The discovery of these new transition modes by micromagnetic theory is 
supported by analytical work by Aharoni (1963). Aharoni showed that in a 
prolate spheroid there are only three possible transition modes; 
Coherent rotation as described by Stoner-Wohlfarth theory. In this case 
coherent rotation also covers domain rotation via the flower state. 
Magnetization curling in a similar manner to that discovered micromag-
netically. 
Magnetization buckling, where the spin rotation occurs only in the x 





Figure 3.4: An example of magnetization buckling. 
Aharoni proved that domain switching by buckling is not possible for prolate 
spheroids with aspect ratios of less than 5:1. He also argued that if the buckling 
mode exists at all in a finite ellipsoid it can at most be an insignificant transition 
between coherent rotation and curling and so may be neglected. Jacobs and 
Bean (1955) and Frei et at. (1957) looked at incoherent reversal of ellipsoidal SD 
particles and also proposed curling and buckling as means of domain switching. 
Butler and Bannerjee (1975) suggested that domain wall propagation is probably 
a more important mode of reversal in parallelepiped grains of magnetite, such 
as those found in rocks, than the more exotic modes suggested by ellipsoidal 
models. 
Williams aiicl lDuiilo1 ( 1995) used their iiiodel to simulate hvsteo'sis in rains 
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of magnetite with diameters between O.lpm and 0.7m. They obtained both 
discrete and gradual changes in the magnetization state as the grains were taken 
through hysteresis. Their predictions for the coercivity of magnetite grains ob-
tained from the simulated hysteresis loops agree well with experimental data. 
Energy surfaces obtained from this model were used by Enkin and Williams 
(1994) to examine the stability of magnetic remanences in grains of magnetite 
near the critical single domain size, d 0 . Enkin and Williams plotted the con-
strained energy surfaces of sub-micron grains and found the least energy path-
ways for transitions between stable states. They were able to show that vortex 
propagation through a grain offers a lower energy pathway than coherent ro-
tation for grains far below the critical SD grain-size. If vortex propagation is 
the preferred mode of switching it is found that measures of magnetic stability, 
such as the coercivity and blocking temperature, are significantly reduced in 
comparison to the values for coherent rotation. 
3.1.1 LEM states 
There was a major paradigm shift in micromagnetics during the early eighties 
when Halgedahi and Fuller (1983) suggested that magnetic grains do not nec-
essarily inhabit the lowest possible energy state. They found that many grains 
above the single-domain critical grain size fail to nucleate domain walls and hence 
remain in the single-domain state, although this is supposedly energetically un-
favourable. Moon and Merril (1984) tackled this problem theoretically using a 
variational technique considering the exchange, magnetostatic and anisotropy 
interactions. The results of their calculations show that the absolute energy 
minimum (AEM) configuration is not the only magnetization state available to 
a grain. Saturated grains trapped in a stable configuration, or LEM (see Sec-
tion 2.4), require additional energy to escape the LEM and nucleate a domain 
wall. If sufficient extra energy is not available then these grains will remain 
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trapped in the single-domain state. This reasoning is expanded by Moon and 
Merrill (1985) to explain why the number of domains observed experimentally 
is generally lower than that found theoretically. 
Domain transitions are thought of as transitions between LEM states with 
the energy needed to surmount the energy barrier between these states being 
supplied externally, by applied heat or by applied magnetic field for example. 
Halgedahl (1991) separates these driving energies into two different types; the 
classical driving energies, which are continuous and deterministic and arise from 
the magnetic state of the grain, and the stochastic driving energy due to thermal 
fluctuations. Halgedahi puts forward thermal activation as a suitable mechanism 
for LEM-LEM transitions, thermal blocking and for explaining her own experi-
mental results. The viability of this description depends on the answers to two 
questions: 
are thermal fluctuations strong enough to drive transitions at tempera-
tures just below the Curie temperature (on laboratory time-scales), where do-
main walls nucleate in a weak, rather than zero field? 
do sufficient numbers of LEMs occur to explain observed domain obser-
vations? i.e. are enough stable states predicted to match the different domain 
structures observed experimentally? 
Moon and Merrill (1988) found the energy barrier for AEM-LEM transi-
tions to be much greater than the energy available from thermal fluctuations 
at room temperature and that multi-domain particles must be heated virtually 
to the Curie point before thermal fluctuations can trigger domain transitions 
in zero applied field. Very near to the Curie point a weak field can saturate 
an otherwise MD grain because the applied field will be much greater than the 
demagnetising field of the grains saturated state, a consequence of this is that 
no domain walls can nucleate until the grain is cooled to a temperature where 
the demagnetising field is greater than the applied field. If this temperature is 
below the temperature where thermal fluctuations are likely to drive transitions 
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during experimental time-frames then classical, deterministic, energies will gov-
ern the subsequent evolution of the domain structure during cooling and the 
non-classical, stochastic, driving force can be neglected. This is one of the issues 
addressed in this thesis, see Chapter 10. 
Chapter 4 
Introduction to the screw 
dislocation. 
The main argument of this thesis is that the presence of an internal stress field 
due to the presence of crystalline defects within a grain has a significant effect on 
the magnetic properties of the grain. The first section of this chapter briefly dis-
cusses dislocation theory and provides an introduction to the screw dislocation, 
the form of crystalline defect modelled in this thesis. 
The second section of this chapter extends the literature review of the pre-
vious chapter by discussing previous work on the effects of imperfections on the 
magnetic properties of magnetite and other materials. 
4.1 The screw dislocation 
Starting from the simple cubic lattice shown in Fig. 4.1 it is possible to define 
three types of dislocation line; the edge dislocation, the screw dislocation and 
the mixed dislocation which is a hybrid of the previous two. Edge and mixed 
dislocation lines are not considered any further in this thesis and the interested 
reader is referred to Weertman and Weertman (1992). 
A screw dislocation is formed by transforming the atomic planes perpendic- 
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Figure 4.1: A perfect simple cubic lattice. 
ular to the line AA (see Fig. 4.2) into a spiral ramp. Screw dislocations can 
be either left-handed or right-handed depending on their orientation, in Fig. 4.2 
the dislocation is right-handed. 
A A 
Figure 4.2: The atoms are moved parallel to the line AA to form a screw dislocation. 
4.1.1 The Burger's vector 
In order to describe a dislocation line completely it is necessary to specify the 
position of the line within the crystal lattice and the character of each segment 
of the line. The mechanism used to find such a description of a dislocation line is 
the Burger's vector. If a circuit is drawn around the part of a lattice containing a 
dislocation with an equal number of transitions, up and down and left and right, 
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there is a closure failure. This situation is depicted in Fig. 4.3 where there are 
two up/down transitions and three left/right transitions. The Burger's vector, 
b, is defined to be the closure failure and it points from the end of the circuit 
to the beginning. 
I 
b 
Figure 4.3: The circuit does not start and end on the same atom. The distance 
between the start and end of the circuit is the Burger's vector. 
Comparing Fig. 4.3 with Fig. 4.2 it is possible to see that the Burger's vector 
for a screw dislocation is parallel to the dislocation line AA. The direction of 
the Burger's vector can be defined to be positive or negative arbitrarily in this 
work. It can be seen from Fig. 4.3 that dislocations are atomic phenomena. 
However, the strains resulting from these atomic phenomena are long-range and 
can be modelled using continuum theory provided that it is remembered that 
the continuum theory breaks down when the distance from the dislocation, r, is 
less than or equal to 5b. 
4.2 Elasticity theory 
The presence of crystalline defects within a lattice causes internal stresses and 
strains to form and these stresses have an effect on the domain structure of 
magnetic materials. Before these changes in the magnetic microstructure can 
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be examined it is necessary to model the stresses and strains caused by the 
presence of screw dislocations. The standard derivations of the stresses and 
strains associated with a screw dislocation in the remainder of this chapter are 
taken from Weertman and Weertman (1992). 
4.2.1 Strain within a body 
Figure 4.4: The displacements of the corners in this block of material after deforma-
tion are modelled. 
The presence of internal stresses deforms the defect free rectangular block shown 
in Fig. 4.4. After deformation the displacement of the corner (x,y,z) is defined 
as (u,v,w) while the other corners are displaced differently, since the displace-
ments are seldom constant throughout the entire block. The displacement of an 
arbitrary point close to (x,y,z) can be found via a Taylor series expansion such 
that the displacement at (x + ox, y + Oy, z + Oz) is given by 
I 	au 	 t9v Ox + Oy  + 
9v 
(u+ —Ox + —Oy+ —Oz,v + — 	— —Oz, ' ox ay 	Oz 	Ox Oz 
Ow 	Ow 	Ow 
	
W + —Ox + —Sy + —Oz. 	 (4.1) Ox ay Oz 
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So, if /.x, Ay and Az are small then the displacement of the corner at (x + 
Ax, y, z + Liz) is given by 




' Ox Oz Ox Oz 	Ox Oz  
Expressions for the displacements of the other corners may be found in the 
same manner. 
If all of the derivatives other than On/Ox, Ov/Oy and Ow/Oz are set to zero 







(x,y,z) 	 d 
dx 
Figure 4.5: Only displacements in the x, y and z directions are non-zero. 
The deformed block has been translated by (-u, -v, -w) so that one corner 
of the block is at the same position as it was before deformation. The block 
has been stretched and elongated in the x-direction by an amount equal to 
(Ou/Ox).zx. This gives an elongation per unit length of Su/Ox. The tensile 
strain in the x-direction is defined to be the elongation per unit length, 
au 
Exx = - 
Ox 
(4.3) 
If 	is positive then the strain is said to be tensile and if Ex., is negative 
then the strain is said to be compressive. 
Expressions for the strain in the y and z-directions can be found in the same 
dw 










Consider the case where Ott/3x, 9v/9y and 0w/,9z are the only zero deriva-
tives, see Fig. 4.6. 
Axi 
Figure 4.6: The rectangular block is deformed such that it is now rhombic in shape. 
The deformed block is again moved by (-u, -v, -w) so that one corner is at the 
same position as it was in the case of the undeformed block. If the deformation 
is small then each of the angles, 0, qS and 0 are almost equal to 7r/2. Three shear 







EXY  = I - . 	 (4.7) 
The direction in which these shear strains act is given by their subscripts, 
for example e acts across the face that was originally perpendicular to the y 
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axis. 
It is possible to express 0, 0 and in terms of the various derivatives provided 
that the strains are small. Consider the case of 0 . The edge of the undeformed 
block from (x, y, z) to (x + Ax, y, z) can be represented by a vector, Ax, where 
is a unit vector in the x direction. This edge is denoted edge 1. Similarly the 
edge from (x, y, z) to (x, y + Ay, z) can be represented by the vector Ayj. 
This edge is labelled edge 2. After deformation these edges are moved to new 
positions specified by the following vectors, 




—Axk 	 (4.8) 
Ox - Ox - 
edge2 -* -Ay. + Ayj + - 
Ow  
--Ayk. 	 (4.9) Ely 
The dot product of these two deformed edges gives cosq5. If second-order 
terms are neglected 
	
19U 	 Ely 	
(4.10) cos0=—+—. 
Ely Ox 
Using the small angle approximation (cosO = 7r/2 - ) and considering equa-
tion (4.7) it can be shown that 
1 au 	Ely 
(4.11) 
2 9y 9x 
Similarly, 
1OU Ow 
= —(_+   —) 	
(4.12) 
20z Ox 
1 Ely Ow 
(4.13) 
Combinations of the six strains, Exx etc, are sufficient to model any strain 
within a block. 
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4.2.2 Stress within a body 
Now that the strain within the block has been calculated it is possible to find 
the stress within the block. It is the internal stress fields and their effect on the 
magnetoelastic energy that is important in this work. Stress is defined as force 
per unit area. A stress acting perpendicular to a surface of a body is known as 
a tensile stress if it is directed out of the surface and compressive if it is directed 
into the surface. Stresses acting parallel to a surface are known as shear stresses 
and these are analogous to the shear strains discussed earlier. The different 







Figure 4.7: Illustrating the various stress components. 
The six shear stresses are not independent entities. Since the body is station-
ary it is obvious that the forces associated with the shear stresses must sum such 
that no couple acts on the block, i.e. o = etc. Hooke's law, which states 
that stress is proportional to strain, can be used to calculate the components of 
the stress tensor, 
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Oxx CUE= + C12 6 ± C13E + C14E + C15E ZX + C16E 	(4.14) 
Oryy C2 1 	+ C22 , + C23--2 + C24e + C25e + C26E 	(4.15) 
Uzz = C31e + C32 yy + CEzz + C34E + C35E + C366 	(4.16) 
ayz = C41Exx + C42E + C43- + C44e + C456 + C46E 	(4.17) 
zx = C51E + C52 EY ± C53E + C54E + C55E + C56E 	(4.18) 
OrXY = C61 	+ C62 , + C63 E + C64-- + C65-- + C66E 	(4.19) 
where 	are constants, some of which are related. 
For an isotropic material the constants Cij can be reduced to the two Lamé 
constants, p and A, and so (4.14 - 4.19) become: 
= (A + 2/1)E 	+ AE 	+ AEzz (4.20) 
AExx + (A ± 2)E 	+ AE (4.21) 
Uzz = 	AE 	+ AE 	+ (A + 2/i)E (4.22) 
UY Z = 	AEYZ (4.23) 
UzX = XzX (4.24) 
OrXV = 	/lExy . (4.25) 
4.2.3 Position dependent stresses 
So far it has been assumed that the internal stresses and strains are constant 
throughout the body of material being studied. The situation where the stresses 
and strains are dependent on position is now considered. 
Fig. 4.8 shows all of the forces acting in the x-direction on an arbitrarily 
small volume element. The forces acting on the yz faces of the element, A and 
B, may be found by a Taylor's expansion. The force on the yz face +8x/2 from 
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the origin is, 




'öyöz 	 (4.26) 
while the force on the yz face —(5x/2 from the origin is, 
A = (as5 - 
1 Oo 
6x)5y5z. 	 (4.27) 
Fig. 4.8 shows other forces acting on the volume element in the x direction 
and the total force acting in the x direction is given by, 
1 aa55 	 1 Oa5 





8cr 1 Oa5 
+ oy)oxoz - (a5y - 	Sy)OxOz 






Oz y - ( 55 - - 0 Oz)OyOz. 	(4.28) 
2z 2z 
This simplifies to 
00r55 + Oa5y 
 + 	) oxoyoz. 	(4.29) Force = ( 
Ox 	ay 9z 
The mass of a volume element OxOySz is given by pOxSyOz, where p is the 
density of the material, and so there is now sufficient information to apply 
Newton's Second Law. Using eqn. (4.29) and p8x6y8z as the mass of the volume 
element N2 gives 
92 U 	0a55 Oa5 , Ocr55 
+  
Ox 	
+ 	. 	 (4.30) at2 
Similarly, 
192V 3a5, (90,YY 
+ 
Ocr,5 	
(4.31) P __ Ox ± ay 
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A Fil 
Figure 4.8: Illustrating the various forces, A-F, acting in the x-direction on a small 
volume element. 
32w ôa 	ôo 	ao-, 
P 5t2 = a + + . 	 ( 4.32) 
Equations (4.30 - 4.32) are the equations of dynamic equilibrium. Setting 
the left hand sides of these equations to zero generates the equations describing 
static equilibrium. The equations of dynamic equilibrium are used in the next 
section to describe the internal stresses caused by the presence of a stationary 
screw dislocation. 
4.3 The stress induced by a screw dislocation 
The stresses and strains in the immediate locality of an infinitely long straight 
stationary screw dislocation are examined in this section. Setting the coor-
dinate system such that the z-axis is along the dislocation line removes any 
z-dependence from the stresses and strains and implies that all of the deriva-
tives with respect to z in eqns. (4.30 - 4.32) vanish. Using this, eqns. (4.20 - 
4.25) and the expressions for 	etc (eqns. (4.3 - 4.4)) the equations of dynamic 
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equilibrium become 
82 u 	82 u 	92 u 	02 v 
p- = (\+2ii)- +/i + (A+ji) 58 	 (4.33)
XY  
82v 	a2 V 	 82u  
p- = 	+ (+ 2i)- + (A + 	 (4.34) 
02 w 	02w 8 2 w 
P = + (4.35) 
Since the dislocation line is stationary the left hand sides of eqns. (4.33 - 4.35) 
can be set to zero. When the Burger's vector was introduced in Section (4.1.1) 
it was shown that if a complete circuit is made around a dislocation then the 
displacement of the end point differs from the displacement of the start point by 
a distance equal to the length of the Burger's vector. This difference implies that 
the displacements must be multi-valued functions of position since one value of z 
has two associated displacements each separated from z by the Burger's vector. 
The simplest multi-valued functions which can be used to model this situation 
are the inverse trigonometric functions (Weertman and Weertman, 1992). 
The axes are aligned such that the z-axis is along the dislocation line and 
the tangent vector of the dislocation is taken to point in the positive z direction. 
Since the dislocation line is in the z direction the Burger's vector may be written 
as b = bk and hence it can be seen that a positive value of b denotes a left-
handed screw dislocation whilst a negative value of b results in a right-handed 
screw dislocation. The displacements in the z-direction are thus given by 
	
w = -- 
b 
 —arctan y 	 (4.36) 
2ir 	x 
Eqn. (4.36) satisfies eqn. (4.35), and so if u and v are set to zero this so-
lution satisfies all of the equilibrium equations and accurately describes the 
displacements of a screw dislocation. Therefore the elastic strains about a screw 
dislocation are given by 
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6Xz19U + 
n Sw 	b 	y = - - - 
Sz 	ax 27r x 2  + y2 	
(4.37) 
Sv Sw 	b 	a; 
eyz = 	± = 2irx + y2 	
(4.38) 
EXX = Eyy  = Ezz = EXY = 0. 	 (4.39) 
From eqns (4.20 - 4.25) the internal stress components due to the presence 
of a screw dislocation line are 
Mb y (4.40) 
27rx2 +y2  
a; 
o•yz = 27rx2+y2 	
(4.41) 
7zx = °•yy = O'zz = OrX Y = 0. 	 (4.42) 
The stresses and strains can be expressed in a simpler fashion using cylin-
drical polar co-ordinates, where 
x 2 +y2 	 (4.43) 
tan  = y - 	 (4.44) 
X 
z = Z. 	 (4.45) 
The elastic displacements parallel to the r, 0 and z directions are Ur, U9 and 
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_ 	1 Oug 
- Egg 	- (4.47) 
r 00 
Ow 
Ezz = - (4.48)  
Oz 
lOw 	Ottg 
= 	+ (4.49) 
'9U, 	Ow 
Erz = 	+ - (4.50) 
Oz Or 
Erg 	= 	
OUO 	Ug 	1 OUr  (4.51)  
Or 
and the stresses are given by 
= 	(A + 2/i)Err + As gg + AE zz  (4.52) 
o,00= AE, r + (A + 21t)Egg + AE (4.53) 
cJ 	= 	AE rr + AE90 + (A + 2/1)E (4.54) 
	
= PErz 	 (4.55) 
Oroz = /.tEOz 	 (4.56) 
are = PErO. 	 (4.57) 
Thus, the z displacement is given by 
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__ 
W - - 
b9
- 	 (4.58) 
2ir 
Ur = UO = 0 	 (4.59) 
the strain is given by, 
b = - 	 (4.60) 
2irr 
6rr = EOO = &zz = E.9 = E rz = 0 	 (4.61) 
and, most importantly, the stress is given by (Weertman and Weertman, 
1992), 
4ab = 	 (4.62) 
27rr 
Urr = Oroo = Uzz = 0 r0 = arz = 0. 	 (4.63) 
4.4 Review of the effect of crystal defects in 
magnetic materials 
The movement of domain walls within a grain is responsible for most of the 
bulk magnetic properties of multi-domain grains. So far in this thesis only the 
magnetostatic effects on domain wall motion have been discussed. This section 
will introduce another factor influencing domain wall motion - the distribution 
of defects within a grain (Lowrie and Fuller, 1969). 
Becker (1932) suggested that the existence of inhomogeneous strains within 
a grain may be a dominant factor in controlling the movement of domain walls 
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and hence in controlling the magnetic properties of multi-domain grains. This 
suggestion received support from Kondorsky (1937) who found that the coerciv-
ity of a grain is proportional to the maximum stress gradient within the sample. 
This stress gradient is dependent upon the distribution of crystalline defects 
within the grain. Kersten (1938) used these findings to put forward a model 
where the energy variations controlling domain wall motion are caused by non-
magnetic inclusions or voids. This work was extended by Mel (1944) to include 
the free pole distributions in the locality of the stressed regions giving rise to 
the 'dispersed' field model of coercivity (Née!, 1946). 
The work mentioned above is concerned only with defects such as inclusions 
and voids and takes no account of dislocation lines. Vicena (1954) looked at 
the relationship between coercive force and internal stress and discovered that 
for grains which contain dislocation lines the coercivity is mainly determined 
by the stress fields associated with the dislocations (Vicena, 1955). Stacey and 
Wise (1967) modelled the coercivity by examining the force exerted on a domain 
wall by the stresses associated with partially ordered edge dislocations. They 
concluded that dislocations are probably responsible for the observed coercivity 
of magnetite, but conceded that this is not the only possible mechanism. 
Verhoogen (1959) proposed a novel mechanism, fundamentally different to 
domain wall pinning, to explain the change in coercivity resulting from the pres-
ence of dislocations within a grain. Verhoogen suggested that the presence of a 
dislocation would deflect the spin directions of the dipoles close to the disloca-
tion and, providing that the stresses are of sufficient magnitude, maintain this 
deflection irrespective of the magnetization of the surrounding domain. Shive 
(1969) attempted to use Verhoogen's mechanism to model coercivity but found 
independent control of magnetization by dislocation stress fields to be energet-
ically unfavourable. However, Shive investigated only one particular way in 
which a single dislocation could affect the magnetic properties of a material and 
states that groups of dislocations using Verhoogen's mechanism could still have 
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a significant effect. 
Kobayashi and Fuller (1968) put forward a model which considers the ex-
istence of the two different types of dislocation moments; those which attract 
domain walls and those with SD-like reversal modes which were considered by 
Verhoogen. Kobayashi and Fuller used their model to explain the remanence 
unpinning seen during low temperature demagnetization (Dunlop and Ozdemir, 
1997) in terms of the two types of dislocation moments but their model was 
unable to describe clearly the remanence that remains after a sample has been 
put through an LTD cycle. 
Experiments carried out by Van Oosterhout and Kiomp (1962) found that 
when grains of magnetite were ground down their coercivity increased and then 
subsequently decreased as a result of high temperature annealing in a vacuum. 
There was no change in particle size or any evidence of oxidation during the an-
nealing process to account for this decrease in coercivity and so it was concluded 
that the decrease must be caused by changes in the dislocation structures within 
the grains. A similar decrease in coercivity during the annealing of magnetite 
powder was noticed by Parry (1965). 
Borradaile and Jackson (1993) examined the coercivity of grains of mag-
netite between 40nm and 2m in diameter when compacted under pressures of 
up to 220MPa in magnitude. They found a steady increase in coercivity with in-
creasing applied stress which they interpreted as a consequence of increasing the 
dislocation density within the grains. An interesting observation of Borradaile 
and Jackson is that upon increasing the applied stress, thus increasing the dislo-
cation density, the magnetic properties of stressed grains become equivalent to 
those of finer grains, tending towards single-domain behaviour. One last point 
to note is that they found that pre-stressed grains, which have high dislocation 
densities, and single domain grains both have high energy barriers for domain-
wall movement and moment rotation and are unaffected by high external stress. 
More evidence for the increase in coercivity due to internal stress came from Hei- 
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der et al. (1987). They compared the coercivities of crushed magnetite grains, 
which have high internal stress, with hydrothermally recrystallised magnetite 
crystals, which have low internal stress, and found that the crushed magnetite 
grains had coercivities approximately five times those of the hydrothermally 
recrystallised grains of the same size. 
Experiments performed by Hodych (1982), which he later extended (Hodych, 
1990), to investigate the relationship between the coercivity and the magne-
tostriction constant in multi-domain grains led him to conclude that the tem-
perature dependence of the bulk coercivity is predominantly controlled by in-
ternal stress, presumably the stress fields due to crystalline defects. Theoretical 
work by Xu and Merrill (1992) modelled the internal stresses investigated by 
Hodych with the stress associated with dislocation lines and agreed with the 
conclusions of Hodych except for SD, or nearly SD, grains when the stability is 
primarily controlled by grain shape. Work by Appel and Soffel (1985) indicates 
that internal stresses may be even more important in controlling the magnetic 
remanence of multi-domain particles. Halgedahl (1987) also emphasised the ef-
fect of internal stress on magnetic remanence and proposed that internal stress 
may be an explanation for the difficulties of nucleating domain walls in pseudo 
single domain grains. 
Lowrie and Fuller (1969) found a direct relationship between blocking tem-
peratures and the dislocation structure in multi-domain magnetic materials by 
drawing on the experimental work of Everitt (1962). Everitt had found a direct 
relationship (linear for single-domain grains (Everitt, 1961)) between the coer-
civity spectra of TRM and the range of blocking temperatures for SD and MD 
grains. As they knew that the dislocation structure determined the coercivity 
of a grain Lowrie and Fuller were able to link the dislocation structure of the 
sample to its blocking temperature through Everitt's work. 
Moskowitz (1993) produced a one-dimensional micromagnetic model which 
incorporated dislocations and planar defects. He summed and then minimised 
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the magnetoelastic, anisotropy, exchange, demagnetising and external field en-
ergies with respect to domain wall width and the position of the wall relative 
to the defect. This model was used to calculate the thermal dependency of the 
microcoercivity, h, produced by the unpinning of a domain wall from a dis-
location or planar defect and then used the work of Xu and Merrill (1990) to 
find the thermal dependency of the bulk coercivity. Moskowitz found a ther-
mal dependence of H consistent with experimental data of crushed magnetites 
when he used a population of positive and negative dislocation dipoles with a 
distribution of dipole widths. 
A two-dimensional model of cylindrical defects in a regular periodic array 
of otherwise perfect material was put forward by Jatau and Della Torre (1994). 
They found that the coercivity decreases non-linearly as the distance between 
the defects increases and that it increases as the size of the defects increases. 
This model is interesting because it is the only one which uses a wall motion 
approach to coercivity, rather than the domain nucleation approach used by Xu 
and Merrill (1992) and others. 
4.5 Summary 
Experimental results suggest that grains containing defects have higher coerciv-
ity and saturation remanence values than perfect grains, and that they behave 
in a similar fashion to defect-free grains of smaller grain size. The presence of 
defects may raise the single-domain boundary size with respect to those usually 
predicted for stress-free grains (Halgedahl and Jarrard, 1995). The presence of 
defects is also believed to affect TRM although it is not thought that energy bar-
riers and blocking temperatures will be greatly reduced (Dunlop et al., 1994). 
The aim of this thesis is to obtain a more detailed theoretical understanding of 
the effects of screw dislocations on the coercivity, remanence and temperature 
behaviour of magnetite. 
Chapter 5 
The Model 
The micromagnetic model used in this work is based on that of Williams and 
Dunlop (1989). The model was improved upon by Wright (1994) who developed 
a more efficient method of calculating the demagnetising energy using a Fast 
Fourier Transform (FFT) technique (see Appendix B). 
This work extends the model by incorporating a term for the magnetoelastic 
energy due to the internal stress field induced by the presence of screw disloca-
tions. The total free energy is now given by the sum of the exchange, anisotropy, 
demagnetising and magnetoelastic energies. 
This chapter introduces the model and describes the discretization of the 
energy terms. The conjugate gradient method of minimisation, which is used to 
minimise the total free energy in this study, is also described. 
5.1 Introducing the model 
Williams and Dunlop (1989) modelled magnetic grains as rectangular prisms 
split into sub-cubes, with each sub-cube containing a magnetization vector which 
represents the average magnetic vector of the dipoles within that sub-cube. Sta-
ble configurations are found by minimising the total free energy with respect to 
the magnetization directions of the sub-cell, 0 and 0 (see Fig. 5.1). 
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Figure 5.1: The cube is split into sub-cubes each with its own magnetization, M, 
with a direction specified by 0 and 0. 
5.2 Energy terms 
The individual energy terms introduced in Chapter 2 need to be discretized 
so that they can be modelled computationally. This section contains a brief 
recap of the individual energy terms which are then rearranged into discrete 
formulations. 
5.2.1 Exchange Energy 
The exchange energy is related to the possibility of exchanging electrons between 
neighbouring dipoles and is therefore proportional to the area of overlap of the 
electron charge clouds, 
E = —2J(r)s i .s2 	 (5.1) 
where J(r) is the exchange integral which is a constant dependent on r, the 
distance between the two dipoles. s 1 and s 2 are the spin vectors of the interacting 
moments. 
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A five-point difference scheme to calculate the exchange energy was developed 
by Wright (1994) such that 
Ee = - 
C, ", L\ 	
m23 , V2 mk, 	 (5.2) 
i=1 j=1 k=1 
where mk represents the magnetization of the i,, k sub-cell, .\ is the edge-
length of a sub-cube, and V 2 is the three-dimensional five point difference equa-
tion. 
For magnetite CE = 1.322x10 11 Jmn' (Wright, 1994). 
5.2.2 Anisotropy energy 
The niagnetocrystalline anisotropy interaction is a second-order exchange inter-
action which tends to align the magnetization along certain easy crystallographic 
axes. In micrornagnetics a phenomenological approach is taken in regard to cal-
culating the anisotropy energy by measuring the anisotropy symmetry in the 
laboratory and then fitting an equation with the same symmetry to these re-
sults. For a lattice with cubic symmetry. 
Ek = f [Ki(c2 32 + 22  + 722)  + K2 2 fl 2 72 ...]dV 	(5.3) 
where K 1 and A 2 are anisotropy coefficients and the greek characters are the 
direction cosines of the magnetization with respect to the basis vectors of the 
lattice. 
Eqn. (5.3) can be rearranged to give 
Ek = 	>(1 - 	(m j ) 4 )LX 3 	 (5.4) 
where rrlj1 , ( i = 1,2,3) are the direction cosines of the magnetization of the 
sub-cell and K 1 is the anisotropy constant, -1 .25x10 4 Jm 3 for magnetite 
(Wright, 1994). 
The easy directions are the 111) directions while the hard directions are the 
100 directions. 
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5.2.3 Demagnetising energy 
A more computationally efficient method of calculating ED than that given by 
equ. (2.7) was developed by Wright et al. (1997), whose logic is followed in this 
section. An expression for the field due to the individual magnetic vectors, H', 





where J is the current density. 
If J is assumed to be zero, a scalar potential <D can be defined such that H' = 
—V4'. For a ferromagnet with volume V and surface area S the potential at a 
point r1 due to a magnetostatic charge at r 2 can be found from the appropriate 
Green's function (Jackson, 1975), 
1(ri)=--1-- f V.M(r2)dV+l 	
M(r2).n2 
dS2 . 	(5.6) 
47r v F1 - F2 I 	47r is r -:: r 2 
This model, as with most micromagnetic models, assumes that the magneti-
zation of each sub-cube is constant in direction and magnitude and so V . M = 
0. This means that the first term in eqn. (5.6) disappears and the calculation of 
1" becomes simply a sum over charged plates. In order to split the cubic system 
into charged plates Williams and Dunlop (1989) use a pair of charged plates as 
their fundamental unit and the calculation becomes a sum over each sub-cell. 
Using the divergence theorem, 
f ' FdV = JF . ndS 	 (5.7) 
and defining al as the charge density on the plate 1, a = mn, a E {o 7 i3 1 y}, 
the energy per unit volume between the two plates shown in Fig. 5.2 can be 
written as 
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Ed = —PO fM(ri).H'dV 
= /10 f M(r j ) VdV 
= PO f[v. (M(r i )) - 	M(r1)]dV 
= POM3 i crj dS1 . 	 ( 5.8) 
m 
Figure 5.2: The two charge sheets al and am interact magnetostatically. 
The scalar potential, 1, at I due to the plate at m is given by the second 
term in eqn. (5.6) and so 
= 1_L0M fS, k 0,101M,1 dSdSm 47r  lrjrm l 
' '2 
= 	Wi_ m Um Ut. 
4ir 
(5.9) 
Wi_ rn  is a coefficient of dimension L and is calculated using the method 
derived by Rhodes and Rowland (1954). For the case shown in Fig. 5.2 the set 
of points inside the charged plates a1 and Urn are (y 1 ,zj) and (Xm ,Zm ) respectively 
and Wi_rn  is given by, 
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,A r 1 
Wi_ rn 	I J j J 	dyidzidx m dzm 	 (5.10) Jo 	0 	0 	0 r 
where r is the distance between (y j ,z j ) and (X m ,Zrn ). The evaluation of interaction 
coefficients such as Wi_ rn  in eqn. (5.10) is discussed in Appendix A. 
Figure 5.3: There are four possible interactions for the two types of charge sheet at 
and 13rn. 
Fig. 5.3 illustrates the different interactions which when summed give W'. 
The demagnetising energy due to the interactions between the c plates of sub-





The summations are carried out from 1 to n in each of the three dimensions. 
In order not to count each combination of plates twice during the double summa-
tion a factor of 1 has been included in eqn. (5.11). The interaction between the 
c plates of sub-cube m and the fi plates of sub-cube I also need to be considered 
in order to find the total value of the demagnetising energy, 
E = 
	
( Wjaj13m + W 1 I3m). 	(5.12) 
8ir 	712 
There is also an additional constant value for each sub-cells self- demagnetising 
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interaction given by ir,oM2 z 3  (Rhodes and Rowland, 1954). The full demag-
netising energy is thus given by 
Ed = — 0 M 	(m W) 
MI 	 (5.13) 
8ir 	I 
where W, the demagnetising tensor, is given by 
W° 	wcry 
= w13a W OO w'3- 	 (5.14) 
w.yc W 3 
and 
Wok = Wcfi 
= 
W 	= W. 	 (5.15) 
Eqn. (5.11) requires 0(N2 ) calculations but this can be reduced to 0(NlogN) 
by considering eqn. (5.11) in terms of a convolution and then working in fre-
quency space as shown in Appendix B. 
5.2.4 Magnetoelastic energy 
The magnetoelastic energy arises when a linear stress is applied to the grain and 
the domains aligned with the applied stress expand at the expense of the other 
domains which are not in alignment with the applied stress. The magnetoelastic 
energy is given by, 
A 3 acos 2 qdV 	 (5.16) 
where or is the applied stress, 0 is the angle between the direction of stress and 
the magnetization and ) is the dimensionless magnetostriction constant, 4x105 
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for magnetite (Moskowitz, 1993). 
Screw dislocation lines are placed in a regular lattice parallel to the z axis 
and extending throughout the crystal. The stress field associated with a screw 
dislocation is given by, 
/1 
Urr aoOazzroarz° 	 (5.17) 
27rr 
where a is the stress, p is the shear modulus, b is the Burger's vector and r is 
the distance from the dislocation. 
Values of j= 96GPa and b = 0.84/v''2_ . 4/V' nm are used for magnetite (Moskowitz, 
1993). 
Figure 5.4: An example stress-field, one central screw dislocation 
The magnetoelastic energy associated with a screw dislocation at a sub-cell 
a distance r from the dislocation line is thus given by, 
E. — 
- 3. 8 pbL 3 
(mx - m x y) 2 	 (5.18) 
4irr3 
where A is the length of a sub-cell side, mx and m are the x and y components 
of the magnetization of the sub-cell and x and y are the distances from the 
dislocation line in the x and y directions respectively. It can be seen from 
eqn. (5.18) that a singularity exists at {r=O. This singularity is avoided by 
displacing the dislocation from the centre of the sub-cube by a distance of /2. 
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This displacement also circumvents any problems arising from the breakdown of 
the continuum theory at small values of r mentioned in Chapter 4. 
5.2.5 External field energy 
Applying an external field to the grain of magnitude H gives the following 
expression for the external field energy, 
EH = - M H• mkL 3 . 
	 (5.19) 
ijk 
5.3 The conjugate gradient method of minimi-
sation 
The conjugate gradient method is the technique used in this study to find the 
magnetic microstructures which correspond to energy minima. The purpose 
of this method is not to find the absolute energy minimum (AEM), although 
it is always a possibility that the LEM obtained is in fact the AEM of the 
system. This section introduces the conjugate gradient method and discusses 
the implementation of the technique in this micromagnetic model. 
The magnetic structure of the model is defined in terms of the direction of 
each sub-cube's magnetization and these variables can be grouped together into 
a vector x such that, 
X = 	 ( 5.20) 
where N is the total number of variables. 
Define f(x) to be the function to be minimised, in this case E, and g(x) to 





aj 	____ ____ 
+ 	... ++ g(x) = V Xf() 	n9  + a 	
(5.21) 
7 
where the basis vectors u are defined by the set u = (u 1 , ug,, ..., U04 7 uGN). 
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The conjugate gradient method is an iterative technique which minimises 
along successive directions, d, d+1, ... which are derived from the vector g j (x). 
It. is necessary to make sure that the direction of each step is consistent, with 
the previous steps, i. c. make sure that the solution does not move in a direction 
which would take the algorithm back along a previous search direction. f(a+x) 
can be approximated by a Taylor series (Wright, 1994), 
	
f(a+x) = f(a) 	 +... 
c—bx+xAx 	 (5.22) 
where, 
a2j 
c 	f(a) 	b 	a a. 	(5.23) 
The condition that d + 1 does not double back on di can he enforced by 
ensuring that the change in gradient stays perpendicular to d, 
d, (Vf) = 0. 	 (5.24) 
Time change in the gradient along a direction 6x is given by, 
(Vf) = A (ax) 	 (5.25) 
so that by substituting eqri. (5.25) into eqn. (5.24) the following condition for 
('OH] ugacy is obtained, 
dAd 1 =0. 	 (5.26) 
The immet.hod works as follows. Consider a function, 1(x), that is to be mm-
i1i1iS((l. Start at. an initial, arbitrary, point and therm niinimnise along the direc-
tion of the basis vectors, firstly d o = (u 1 0) to find x 1 and then d 1 = ( 0, a2 ) 
to fiuml x2. Find a new search direction which is conjugate to d 1 by calculating 
d2 = x2 - x0. Minimising along d2 will give x 5 . It is now possible to iterate by 
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putting d0 = (0, u2 ), d 1 = x2 - x0 and d3  = x5 - x3 . This process is repeated 
until the minimum is found (Wright, 1994). 
The conjugate gradient method was improved upon by Powell (1977), who 
devised a method where the minimisation sequence is restarted if the search 
along a particular set of directions becomes inefficient. The algorithm used in 
this model is described below (Wright, 1994). 
Choose an initial guess, x0 , set the counter, i = 0, and set d0 = g0 = —Vf(xo ). 
Move a distance ) along d 1 until the point where f(x + )d) is at a minimum 
is reached. 
Set x21 = x + Ad, and gi = g(xj+i ). 
If g(xi1 ) = 0 then a minimum has been found and the algorithm will termi-
nate. If not, choose a new search direction given by, 
d 1 = —g+i+I13d+'ydt 	 (5.27) 
- (gi+i - gj) . g+i (5.28) 
- d2 (gj1 - gj) 
gji (gt+i - gt) 	 (5.29) yi = d . (gt+i - gt) 
where t is the restart counter which is initially set at t = 0. 
Check if a restart is necessary. If necessary set t = i, d t = d1 , gt = gj and 
return to step 1. If a restart is not necessary then return to step 2. 
It is necessary to restart the minimisation if any of the following conditions 
are met: 
i) The gradients lose their orthogonality, 
gji . gj ~: 0.2(g +1 . g). 	 (5.30) 
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The direction of search begins to coincide with a previous direction, Z'. e. if 
after N iterations dt+i = dt+N+1. A restart is necessary if i + 1 - t > N. 
The new search direction is not steep enough, i.e. d g 2 1 < 0.2d gi. 
The choice of the steepness necessary to avoid restarting is arbitrary. When 
restarting, the start direction is that given by eqn.(5.27) with -y j set to zero. 
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Figure 5.5: An example hysteresis loop illustrating the coercivity and saturation 
remanence. 
Williams and Dunlop (1995) used their model to simulate hysteresis in grains of 
magnetite. Hysteresis is modelled by applying a magnetic field along a particular 
direction and increasing it from OmT to 150mT in steps of lOmT. A complete 
hysteresis loop is obtained by reducing the field to -150mT and then increasing 
the field back up to 150mT in steps of 2mT. The final solution for each field-step 
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is used as the initial guess for the following step. Williams and Dunlop (1995) 
found that the structures obtained during the hysteresis loop were independent 
of the initial magnetic structure. The magnetization intensity of the grain is 
calculated as being the component of magnetization lying in the direction of 
the applied field. Values for the coercivity and remanent magnetization of a 
material can be obtained from its hysteresis loop (see Fig. 5.5), and so Williams 
and Dunlop were able to compare their results with experimental data. Their 
simulated values of coercivity and remanent magnetization agree well with data 
obtained from laboratory grown magnetites. 
This method of modelling hysteresis as devised by Williams and Dunlop 
(1995) is used to produce almost all of the magnetic structures shown in this 
thesis. This is because magnetic structures taken from the zero field point of a 
hysteresis simulation, i.e. saturation remnant states, are usually of lower energy 
(and therefore more realistic) than the magnetic structures obtained from a 
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Figure 5.6: Illustrating the difference in reduced energy between the structures taken 
from the zero point of a hysteresis loop (saturation remnant strudutures) and the 
structures obtained from a single minimisation. (Magnetite grain of 1irn diameter) 
Chapter 6 
Dislocation Free Grains 
This chapter follows the methodology of Williams and Dunlop (1989) to sim-
ulate hysteresis in defect-free grains of magnetite between O.1im and 1m in 
diameter. These models are used as a control when observing the effects of 
incorporating screw dislocations in later chapters. The first section examines 
the coercivity and saturation remanence values obtained from these models and 
compares them with previous work. The second section discusses the different 
switching mechanisms adopted by the model during hysteresis simulations of 
different sized grains. A brief summary of the results of this chapter and their 
significance is found at the end of the chapter. 
6.1 Coercivity and Saturation Remanence 
This section compares the coercivity and saturation remanence values obtained 
from the dislocation free model with values obtained from previous experimental 
and theoretical work. 
The coercivity and remanence values produced in this study are obtained 
from the average of three hysteresis loops; one in which the external field is 
applied along the easy axis, one in which the external field is applied along 
the hard axis and one in which the external field is applied at an angle of 
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9 = 201 , 0 = 200 . In theory it is necessary to integrate the hysteresis parameters 
over a sphere (for cubic anisotropy) in order to produce accurate values for 
the coercivity and saturation remanence. This integration is computationally 
intensive and so the practice adopted by Williams and Dunlop (1995) of simply 
averaging the values obtained from the different hysteresis simulations is used 
here. 
Each hysteresis simulation models a 16x16x16 cube of magnetite with an 
applied field which varies from 0.3T to -0.3T and back again in steps of 0.02T. 
On average, each hysteresis simulation takes approximately eight hours to run 
on a Silicon Graphics Indigo 2 workstation. 
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Figure 6.1: The dislocation free model produces coercivity values in agreement with 
previous theoretical micromagnetic data. Theoretical values are plotted as open sym-
bols. 
Fig. 6.1 is a plot of previous experimental and theoretical micromagnetic 
data. The high coercivity values found by Day et al. (1977), Worm and Markert 
C 
• 0.1 
(1987) and King (1996) are obtained from grains which have been subjected to 
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external stress. Day, for example, obtained his sub-micron samples by crushing 
larger grains of magnetite. The theoretical data of Williams and Dunlop (1989), 
Wright (1994) and the new data presented here plot considerably lower than that 
found for stressed grains. Argyle and Dunlop (1990) measured the hysteresis 
properties of hydrothermally grown crystals of magnetite, which are expected to 
have low internal stress fields, and this data also plots lower than that found for 
stressed grains. It is shown in Chapter 8 that by considering a magnetoelastic 
energy term arising from the presence of screw dislocations it is possible to raise 
the coercivity values found from micromagnetic models towards the levels found 
in stressed grains. All the data in Fig. 6.1 show that the coercivity of magnetite 
decreases with increasing grain size. 
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Figure 6.2: The saturation remanence data produced by the dislocation-free model 
is in agreement with previous theoretical micromagnetic models. Theoretical values 








From Fig. 6.2 it can be seen that there is also a difference in the satura-
tion remanence values found for stressed and unstressed grains, although to a 
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lesser degree than that previously seen for the coercivity values. Once again, 
the stressed grains exhibit higher values than the unstressed grains and micro-
magnetic models. The saturation remanence of magnetite also decreases with 
increasing grain size. 
This difference between the behaviour of defect-free and stressed grains has 
already been discussed in Chapter 4 and will be expanded upon in Chapter 8. 
6.2 The switching process 
This section examines the evolution of the domain structure within four different 
sized grains (0.1pm, 0.3im, 0.6tm and 1im) during hysteresis. Hysteresis is 
modelled by starting with an applied field of 0.3T and decreasing this to -0.3T 
in steps of 0.02T and then increasing the field back up to 0.3T. A maximum 
magnitude of 0.3T is used in an attempt to ensure that the grain is in a saturated 
uniform state at either end of the hysteresis loop. There is a description of the 
switching process for each grain size and figures showing the important steps in 
the process, taken from the first half of the hysteresis loop (where the applied 
field varies from 0.3T to -0.3T). Most of the figures shown are slices taken from 
the central x, y and z slices of a 16 x 16 x 16 model, since these show the switching 
process in more detail than the slices at the surface of the grain. In this section 
the external field is applied at an angle of 9 = 20 ° , 4 = 201 , see Fig. 5.1 on p.52. 
This angle is chosen such that the applied field is not directly in line with either 
the easy or hard anisotropy axes so that a more general switching mechanism is 
found. 
6.2.1 Results for a O.liim grain 
The hysteresis loop of a O.liim grain is shown in Fig. 6.3. It can be seen from 
Fig. 6.3 that the remanence in a 0.1im grain is very stable, in fact the strength 
of the recording is almost constant until the switching field is reached. This high 
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stability of magnetic signals in the smallest grains illustrates why SD grains are 
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Figure 6.3: The hysteresis loop of a 0. 1tm grain is very square which shows the high 
stability of the recorded magnetic signal. 
The hysteresis loop for a 0.1im grain is very square, which implies that the 
switching process is very sharp and discontinuous. This is seen to he the case 
by examining Figs. 6.4 to 6.7. As the applied field, is decreased from 
0.3T there is a very slight rotation of the magnetization away from the direction 
of the external field, see Fig. 6.4. There is a Barkhausen jump (Dunlop and 
Ozdemir, 1997) (an irreversible change in the magnetization) at Happ 0.04T 
and the magnetization of the grain enters a flower state aligned with the negative 
applied field. Flowering occurs in order to reduce the number of free surface 
poles and so minimise the demagnetising energy. As the applied field increases 
in magnitude the flowering decreases (Fig. 6.5) since the external field energy 
dominates the demagnetising energy. The magnetization approaches saturation 
Chapter 6. Dislocation Free Grams 
in the direction of H (J)J, at -0.3T. 
The switching process described here agrees with that found by Williams 
and Dunlop (1995). 
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Figure 6.4: At 0.3T the magnetization of the grain is saturated in a uniform state 
aligned with the applied field. As the applied field is decreased there is a very slight 
rotation of the magnetization away from the direction of applied field. The external 
field is applied at an angle of 0 = 200, 0 = 200. 
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Figure 6.5: At Happ=0.04T the magnetization switches its alignment via a 
Barkhausen jump. The grain rotates into complete alignment with the applied field 
as it is reduced to -0.3T. 
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Figure 6.6: A O.1m grain is in the flower state at -0.02T, immediately prior to the 
Barkhausen jump. 
Figure 6.7: The flowering decreases as the applied field is reduced to -0.3T. (-0.04T). 
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6.2.2 Results for a 0.3im grain 
The hysteresis loop of a 0.3.im grain (Fig. 6.8) is very different to that of the 
0. 1im grain discussed previously. The remanence of the larger grain starts to 
decay long before the magnetization switches alignment in direct contrast to the 
more stable recording exhibited by the smaller grain. The 0.3zm loop is narrower 
and much less square than the 0.1,am loop, implying that the switching process 
is more gradual than in the larger grain. 
0.4 
0.2 






-0.3 -0.2 	-0.1 	0 
Defect-free 
0.1 	0.2 	0.3 
Applied field, T 
Figure 6.8: The hysteresis loop of a 0.3gm grain is less square and narrower than 
that of a 0. 1m grain, reflecting the more gradual nature of the reversal process. 
The magnetization of the grain is in a saturated SD state at 0.3T. The 
magnetization at the corners of the grain rotates coherently as the applied field is 
reduced until a vortex forms in the y-plane at Hap p  = UT. The domain structure 
immediately prior to vortex formation and immediately afterwards is shown in 
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Fig. 6.9. The core of the y-vortex can be seen in the x and z slices separating 
opposingly aligned domains. The vortex structure lowers the demagnetising 
energy of the grain by reducing the number of surface poles but leads to an 
increase in the exchange and anisotropy energies. The size of the vortex core 
depends upon the competition between the demagnetising energy, which favours 
a small core possessing a small magnetic moment, and the exchange energy which 
favours a large core with many parallel spins. If the core is aligned along the 
easy axis the anisotropy interaction will also favour a large core. As the applied 
field becomes more negative (Fig. 6.10) the domain aligned with the applied field 
expands, pushing the vortex away from the centre of the grain. Simultaneously, 
the core of the vortex begins to rotate into alignment with the applied field. At 
Happ = —O.1T the vortex is no longer visible since its core is now in alignment 
with the applied field. The movement of the vortex is illustrated in Figs. 6.11 
and 6.12 which show the y-vortex moving away from its central location. Once 
the vortex has dissipated, the magnetization of the grain rotates into a saturated 
state in complete alignment with the applied field. 
Williams and Dunlop (1995) also predict vortex formation to be the switching 
mechanism for a 0.3pm grain of magnetite. 
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Figure 6.9: The magnetization slowly rotates from a saturated SD state into the 
structure shown for 0.06T. Vortex formation occurs at zero field. 
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Figure 6.10: The domain aligned with the applied field expands, moving the vortex. 
The core of the vortex rotates into alignment with the applied field. 
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Figure 6.11: The y-vortex is clearly visible spanning the length of the grain. (OT). 
Figure 6.12: As the applied field becomes more negative the domain aligned with 
Happ expands, thus pushing the vortex away from its central location. (-0.04T). 
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6.2.3 Results for 0.6im grain 
The hysteresis loop of a 0.6gm grain is similar to that of a 0.3pm grain but the 
lower coercivity and saturation remanence values of the larger grain mean that 
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Figure 6.13: The hysteresis loop for a 0.64m grain is similar in shape to that of a 
0.3im grain but is narrower due to the trend of decreasing coercivity with increasing 
grain size. 
The reversal mechanism of a 0.6im grain is similar to that of the 0.3im 
grain with vortex formation an integral part of both processes. At 0.3T the 
magnetization of the grain is in a saturated uniform state aligned with the 
applied field. As the applied field is reduced to 0.1T, a non-uniform domain 
structure starts to evolve. Vortex-type structures appear in the x, y and z 
directions at 0.04T as shown in Fig. 6.14. The magnetization of the core of the 
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z-vortex is in the direction of positive Happ whereas the x and y vortex cores 
have magnetizations aligned normal to the applied field. The y-vortex can be 
seen to be the dominant feature of the domain structure in Fig. 6.15 and is the 
most fully formed and stable of the vortices at zero applied field. It can also be 
seen that the magnetization within the cores of all of the vortices is in alignment 
with the direction of negative applied field at this value of H app. Fig. 6.16 shows 
the surface of the grain at OT. As the applied field becomes more negative, the y-
vortex is slowly pushed towards the surface of the grain via the expansion of the 
domain aligned with the applied field. Fig. 6.17 shows the surface of the grain at 
-0.08T. The vortex dissipates as it approaches the surface. The magnetization 
rotates into a uniform state as the applied field is reduced to -0.3T. 
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Figure 6.14: Vortices form in the x, y and z planes as the field is reduced from 0.3T 
to O.04T. 
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Figure 6.15: The vortex cores move into alignment with the direction of negative 
applied field. As the applied field becomes more negative the magnetization rotates 
into a uniform state. 
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Figure 6.16: At OT the y-vortex is the dominant structure. 
Figure 6.17: At -0.08T the expansion of the domains aligned with the negative applied 
field is quite clear. 
Chapter 6. Dislocation Free Grains 
	 83 
6.2.4 Results for a 1m grain 
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Figure 6.18: The hysteresis loop of a 1m model is narrower than that obtained from 
the models of smaller grain size. 
The reversal mechanism for a iim model is somewhat different to that found 
for the smaller grains and consists mainly of the rotation of a large central 
uniform domain. As the applied field is reduced from the saturation value, a 
stable domain structure emerges which persists throughout the whole of the 
reversal process, see Fig. 6.19. A large uniform central domain can be seen in 
the x, y and z slices bounded by closure domains formed by two z-vortices. The 
magnetization of the cores of the z-vortices begin to rotate into alignment with 
the direction of negative applied field as Happ is reduced. Simultaneously, the 
central domain coherently rotates from the direction of positive applied field 
into the direction of negative applied field, see Fig. 6.20. The rotation of the 
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magnetization is further illustrated in Fig. 6.21. The magnetization continues 
to rotate until it is saturated. Figs. 6.22 and 6.23 show the expansion of the 
regions aligned with the applied field from -0.04T to -0.08T resulting from the 
rotation of the magnetization. 
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Figure 6.19: A large central domain can be seen in all of the slices bounded by two 
z-vortices which form closure domains. 
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Figure 6.21: As the magnitude of the applied field increases the magnetization ap- 
9000000 C 009 
00099 
P0090 	 00 
$ 	 POP PP 0 
0$ $ ø'90 000098 
900 	 000 9 000 
proaches saturation. 
Chapter 6. Dislocation Free Grains 
Figure 6.22: The domain structure of a 1pm grain with an applied field of -0.04T. 
Figure 6.23: The regions aligned with Happ expand due to the rotation of the mag-
netization. 
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6.3 Summary 
The experimental data plotted in Figs. 6.1 and 6.2 show that the coercivity and 
saturation remanence of magnetite decrease with increasing grain size. These 
trends are found for both stressed and unstressed grains. Grains which have 
been subjected to stress, for example crushed grains, have larger values of co-
ercivity and saturation remanence than low defect density magnetites grown 
hydrothermally. Micromagnetic models predict values for the coercivity and 
saturation remanence considerably lower than those found experimentally for 
stressed grains. 
The smallest defect-free grains studied in this work, d=O.1m, reverse their 
magnetization via increasing flowering at the corners of the grain, followed by 
a Barkhausen jump into alignment with the applied field. Vortex formation is 
the favoured switching mechanism for the medium sized grains (d = 0.2im to 
d = 0.7jtm). The largest grains considered here, d = 0.8im to d 
= 1gm, have 
more complicated reversal mechanisms resulting in the formation of vortices and 
well-developed domains which rotate coherently. 
Chapter 7 
The Boundary Problem 
If a magnetic grain is in free space, as opposed to being embedded in a matrix 
of surrounding rock (see Chapter 9), the shear stresses tangential to the free 
surface and the stresses normal to the free surface must both be equal to zero. 
It is likely that the stresses fade gradually as the surface is approached rather 
than falling to zero abruptly at the surface (Weertman and Weertman, 1992). 
For screw dislocations, a relatively simple method of finding the stress field near 
a free surface is to consider the effect of image dislocations. Image dislocations 
are analogous to the image charges commonly used in electrostatics. 
Consider the situation shown in Fig. 7.1. The screw dislocation, v, runs in 
the z-direction, i.e. out of the page, and possesses an associated stress field. 
The stress field associated with a screw dislocation is derived in Chapter 3 and 
is given by eqn. (4.40). 
	
pb 	Y = - (7.1) 
2ir x2 +y2 




This clearly does not satisfy the boundary condition of zero stress at the free 
x surface. 







Figure 7.1: The image dislocation is a reflection of the real dislocation in the free 
surface. 
Imagine an elastic medium with the same elastic constants to the right of 
the surface (Fig. 7.1) as to the left of the surface. Now, suppose that there 
is a screw dislocation, v', positioned a distance x from the free surface. The 
image dislocation, v', is defined to be identical in magnitude but opposite in 
Burger's vector to the original, real, dislocation. Along the plane x = 0 the 




At the free surface, where v and v' are equidistant, the sum of the respec-
tive stresses given in eqns. (7.2) and (7.3) is zero, thus fulfilling the boundary 
condition. This suggests that a suitable expression for the stress field due to v 
is given by 
pb 	y 	 y 
o•xz ( 7 . 4 ) -- 2 x'2 +y'2 2x 2 +y2  
This method can be extended to more than one dimension providing that the 
magnitude of the image dislocations stress fields vary so as to allow the stress at 
the surface of the grain to remain zero. The stress field for one screw dislocation 
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in a three-dimensional grain of magnetite is shown in Fig. 7.2. 
Figure 7.2: The stress field of one screw dislocation in a grain of magnetite. 
When dealing with more than one dislocation it is more convenient to con-
sider the stress field of the grain as a whole rather than considering one dislo-
cation at a time. The overall method is exactly the same as that introduced 
above with the stress field of the grain reflected in the free surface. The image 
stress fields are then scaled so as to ensure that the stress at the surface of the 
grain is zero. The total stress field is given by the sum of the stresses due to the 
original dislocations and the stresses due to the image dislocations. The stress 
field for a 0.5 1am grain of magnetite containing thirty six dislocations is shown 
in Fig. 7.3. 
So, for each sub-cell (i, J, k) the stress in the x direction is given by 
a(i) j,k) = a7(i,j,k) - ('ycr(i,j,k) +7o (i,j,k)) - 
'y(a(i,j, k) - (yoj(i,j,k) + ycr(i,j,k))) 	(7.5) 
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Figure 7.3: The stress field of thirty six screw dislocations in a grain of magnetite. 
where 	(i, j, k) represents the original stress field before the consideration 
of image dislocations and are the scaling factors. depend upon the 
position of the sub-cell within the grain and ensure that the stress at the surface 
of the grain is equal to zero. 
A similar expression can be obtained for the stress in the y direction, 
OrXZ 	or' (i,j,k) - ('ya(i,j,k) +'yo(i,j,k)) - 
	
y(o(i,j, k) - ('ya(i,j, k) + y,a(i,j, k))). 	(7.6) 
Eqns. (7.5) and (7.6) are used in the calculation of the magnetoelastic energy 
of unconfined grains containing screw dislocations. In both of these equations 
the first term represents the original stress field prior to the consideration of 
image forces, the second term incorporates the x - y image forces and the third 
term considers the z image forces. 
The magnetic properties of unconfined grains containing screw dislocations 
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are investigated in the following chapter. 
Chapter 8 
Imperfect grains in free space 
This chapter highlights the differences between the results obtained from the 
defect-free model (Chapter 6) and the results obtained from the model when 
a magnetoelastic energy term is considered. The first section of this chapter 
consists of an examination of the effects of screw dislocations on the coercivity 
and saturation remanence of magnetite of various grain sizes. The second section 
investigates how the presence of screw dislocations affects the switching process 
during hysteresis. A summary can be found at the end of the chapter. 
8.1 Coercivity and saturation remanence of im-
perfect grains 
The discrepancy between the hysteresis values obtained for stressed grains and 
the values found from micromagnetic models is discussed in Chapter 6. This 
section shows that this discrepancy may be resolved by considering the mag-
netoelastic energy term arising from the presence of screw dislocations. The 
coercivity values presented below are produced in the same manner as the val-
ues presented in Section 6.1 for defect-free grains. The screw dislocations are 
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the z-axis. The dislocation distribution is marked on each of the diagrams pre-
sented in Section 8.2. 
Simulations were run for grain sizes from O.lpm to 1/-Lm in steps of 0.1/1m with 
dislocation densities varying from p = 4 x 10 12 m 2 to p = 4 x 10 14 m 2 for each 
grain size. This compares to dislocation densities of p = 1012m2 - 10 14 m 2 for 
crushed grains (Xu and Dunlop, 1995) and p  3 x 10 1° m 2 for hydrothermally 
grown crystals (Heider et al., 1987). 
0.1 
Grain size, tm 
Figure 8.1: The upper limit approximates the data obtained from the stressed grains 
shown in Fig. 6.1 while the lower limit approximates the data obtained from previous 
micromagnetic studies. n is the number of screw dislocations. The dislocations are 
arranged in a square array which traverses the length of the cube aligned with the 
z-axis. 
Fig. 8.1 shows that the coercivity of the model rises as the number of disloca-
tions is increased. This rise in coercivity is explained in the next section, which 
discusses how the presence of screw dislocations affects the switching mecha-
nisms available to the model during hysteresis. The coercivity appears to be 
very sensitive to the number of dislocations within the grain. This high degree 
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of sensitivity is likely to be due to the fact that the screw dislocations are placed 
in a highly ordered array, whereas it is probable that both random and ordered 




















Grain size, .tm 
Figure 8.2: The upper limit represents the stressed grain data from Fig. 6.2 while the 
lower limit represents the data from previous micromagnetic models. Increasing the 
number of dislocations, n, raises the saturation remanence values towards those found 
for stressed grains. The saturation remanence values are normalised to the saturation 
magnetization. 
Fig. 8.2 depicts a similar situation to that found for the coercivity. Increasing 
the dislocation density raises the saturation remanence values obtained from the 
model towards those found for stressed grains. 
The coercivity and saturation remanence values are plotted as a function of 
dislocation density in Figs. 8.3 - 8.8 for each grain size. It is necessary to plot 
individual graphs for each grain size because grain size itself is an important 
factor in determining the values of the hysteresis properties. It can be seen from 
these figures that the hysteresis properties approach and then exceed the values 
for crushed grains as p is increased. 












Dislocation free - 
Crushed grain ----- 
d=0.3 0 
4e+13 	6e+13 	8e-.-13 	le+14 	I.2e+14 	
1.4e+14 	1.6e+14 	L.oe+1' 
Dislocation density, m 2 















I 	 I 
0 
Dislocation free - 
0 	
Crushed grain ----- 
d=o.60 
le+13 	2e+13 	3e-,-13 	4es-13 	5e+13 	6e+13 	7e+13 	
8e+13 	9e+Ii 	1e4-14 
Dislocation density. m 












Dislocation free - 








Chapter 8. Imperfect grains in free space 
	
99 
0 	le+13 	2e+13 	3e-s-13 	4e+13 	5e+ 13 	6e+13 	7e+13 
Dislocation density, m 2 
Figure 8.5: The coercivity of a 1.tm grain as a function of dislocation density. 
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Figure 8.6: The saturation remanence of a 0.3.tm grain as a function of p. 
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Figure 8.8: The saturation remanence of a 1im grain as a function of dislocation 
density. 
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8.2 The switching process 
This section investigates how the presence of screw dislocations within a grain af-
fects the process of magnetization reversal during hysteresis. Evidence of domain 
wall movement being hindered by dislocation lines is presented and discussed as 
a possible explanation for the increased coercivity of imperfect grains in com-
parison with the defect-free grains discussed in Chapter 6. As in Chapter 6 only 
the first half of the hysteresis loop, where the applied field varies from 0.3T to 
-0.3T in 0.02T steps, is discussed. Only models of 0.1im, 0.3tm, 0.6zm and 
1im are shown here as these grain sizes exhibit the whole range of sub-micron 
reversal mechanisms. The location of each dislocation line is marked on the 
central slices used to illustrate the reversal process. 
8.2.1 Results for a 0.1m grain 
The z=8 slice of the stress field for a 0.1im grain with n = 4, a dislocation 
density of 4 x 10 14 m 2 , is shown in Fig. 8.9. The magnitude of the stress field 
within the unconfined grains modelled in this chapter approach zero as z—+ 0 
and as z—+ 16 so as to obey the boundary condition of zero stress at the grain 
surface. 
The hysteresis loop for a 0.1iim grain containing four screw dislocations is 
shown in Fig. 8.10, where it is directly compared with that of a defect-free grain. 
Examination of the hysteresis loop with n = 4 shows it to be more square than 
in the defect-free case, implying that the imperfect grain is magnetically harder 
than the ideal grain. This in turn implies that a magnetic signal stored in a 
0.1uim grain containing four dislocations is more stable than it is in a defect-free 
grain. 
The switching mechanism for a 0.1pm grain containing four dislocations is 
very similar to that discussed in Section 6.2.1 for a defect-free 0.1jim grain. The 
magnetization reversal takes place at a higher magnitude of applied field in the 




Figure 8.9: This is the central z-slice of the stress field induced by four dislocations 
in a 0.1zm grain. The stress reduces to zero as the edges of the grain are approached. 
The arrows are centred at the base of the head. 
imperfect grain reflecting the increased stability of the magnetic signal. Fig. 8.11 
shows a slight rotation of the spins away from the applied field direction as Happ 
is reduced from 0.3T to -0.17. At H app  = —0.12T the magnetization enters the 
flower state by means of a Barkhausen jump. This sudden transition is shown 
in Figs. 8.12 and 8.13. As the applied field is decreased to -0.3T the flower state 
closes up and the magnetization approaches saturation, see Fig. 8.14. 
The addition of screw dislocations to the model appears to have had very 
little effect on the switching mechanism of a O.lpm grain. The mechanism itself 
is unchanged although the start of the transition is delayed. The mechanism 
is stable to the addition of screw dislocations because the grain is sufficiently 
small for the exchange energy to dominate the other energy terms and so a near -
uniform SD state remains the most energetically favourable. The fact that the 
transition is delayed implies that the presence of screw dislocations inhibits the 
rotation of magnetization within magnetite. 
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Figure 8.10: The hysteresis loop of the model with ri = 4 is much squarer than that 
of the defect-free model. 
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Figure 8.11: The dislocation lines are marked on the central slices. With an applied 
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Figure 8.14: At -0.12T the magnetization reverses by way of a Barkhausen jump. 
The flower state closes as the magnitude of the applied field is increased. 
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8.2.2 Results for a 0.3m grain 
Two hysteresis loops for a 0.3jm grain are shown in Fig. 8.16 to illustrate the 
hardening of the magnetic properties of the model as the dislocation density 
increases. It can be seen that as p increases the hysteresis loop obtained from 
the model becomes more square and resembles that seen for a defect-free 0.111m 
grain, shown in Fig. 8.10. The similarity between the hysteresis loops of these 
two models implies that the 0.3izm model exhibits the magnetic properties of 
the smaller defect-free 0.1im grain. This is in line with the experimental work 
of Borradaile and Jackson (1993), who show that if the stress applied to a grain 
is increased the grains magnetic properties resemble those of a grain of smaller 
grain size, tending towards single domain behaviour. 
The reversal process obtained from hysteresis simulations of a 0.3im grain 
with n = 4, 9 and 16 are very similar and so only the n = 4 case is discussed 
here. 
0.3pm model with ii = 4 (p = 4.44 x 10 13 m 2 ) 
The stress field used in this simulation is shown in Fig. 8.15. 
Section 6.2.2 demonstrates that the switching mechanism for a defect-free 
0.3,am grain involves the formation of a central y-vortex which eventually dis-
sipates as the domain aligned with the applied field expands. The reversal 
mechanism for a 0.3pm model containing four dislocations is described below. 
The magnetization enters a vortex state at Happ  = 0.06T, earlier than in 
the defect-free model. The n = 4 vortex is non-central (see Fig. 8.17) and is 
of opposite handedness to that found in the defect-free grain. As the external 
field becomes more negative the domain in alignment with Happ expands (see 
Fig. 8.18), moving the vortex in a manner similar to that seen in the simulation 
of a defect-free grain. The core of the vortex remains normal to the direction 
of applied field until Happ is reduced to -0.12T, at which point the vortex core 
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Figure 8.15: This is the central z-slice of the stress field induced by four dislocations 
in a 0.3j.zm grain. 
begins to rotate into the direction of the external field. Figs. 8.19 and 8.20 
show the y-vortex dissipating as the vortex core rotates into the direction of 
the external field. The magnetization of the grain approaches saturation as the 
applied field is reduced to -0.3T, Fig. 8.21. 
As the number of screw dislocations increases, the only differences in the 
switching mechanism are that the vortex state is more robust, remaining stable 
at higher magnitudes of H an,, and that the vortex core decreases in size. Taking 
into account the results obtained from the 0.1jim model with n = 4, as well 
as the results from the 0.3tm model, it would appear that increasing the dislo-
cation density does not radically alter the switching mechanism used by these 
small grains, it merely delays the completion of the magnetization reversal. The 
enhanced stability of the vortex and the decrease in the size of the vortex core 
with p may be caused by the resistance of the magnetization to rotation due to 
the presence of the screw dislocations. The increase in coercivity with dislocation 
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density may be explained in terms of the vortex having difficulty moving across 
the dislocation lines. The possibility that screw dislocations present a barrier to 
domain expansion/domain wall motion is further explored in the remainder of 
this chapter. 
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Figure 8.16: As p increases the hysteresis loop obtained from the model becomes 
increasingly square. Both the n = 4 and the n = 16 loops are much wider than the 
loop obtained from the defect-free model shown in Fig. 6.8. 
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Figure 8.17: With four dislocations present the magnetization reversal is facilitated 
via the formation of a y-vortex. 
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Figure 8.18: The domain in alignment with the applied field expands, pushing the 
vortex towards the surface of the grain. 
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Figure 8.19: At -0. 1T the vortex is still quite stable but is moving towards the surface 
of the grain. 
Figure 8.20: At -0.12T the vortex is beginning to dissipate as it approaches the 
surface of the grain. 
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Figure 8.21: Once the vortex has dissipated, the final transition to a saturated state 
is achieved via rotation. 
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8.2.3 Results for a 0.6J1m grain 
The hysteresis loops shown in Fig. 8.23 again show that the values of the hys-
teresis properties of magnetite increase with dislocation density. 
The switching mechanism adopted by a 0.6jim grain is dependent upon its 
dislocation density. There are two distinct switching mechanisms for imperfect 
0.6m grains, one for grains with p < 4.44 x 10 13 m 2 and one for grains with 
p > 4.44 x 10 13 m_2 . This section examines two hysteresis simulations: firstly 
n = 4 which characterises the low p mechanism and, secondly, n = 25 which 
is typical of the higher dislocation density process. Neither of these reversal 
processes resembles that found for the defect-free model. 
0.6im model with n = 4 (p = 1.11 x 10 13 m 2 ) 
The stresses induced by four dislocations in a 0.6m grain are shown in Fig. 8.22. 
It can be seen that the stresses are significantly smaller in this grain size than 
was found for the smaller O.1tm and 0.3im grains. This decrease is due to the 
inverse proportionality of the stress with distance from the dislocation line. 
The magnetization is saturated at 0.3T. As the applied field is reduced, the 
spins slowly rotate to form the non-uniform domain structure shown in Fig. 8.24. 
With no applied field there is a large uniform central domain which is aligned 
towards the direction of negative applied field. It can be seen that there are 
vortex structures in both the x and y planes bordering this central domain. The 
central domain appears as though it may be bordered by the dislocation lines. As 
the applied field becomes negative the central domain expands in a Barkhausen 
jump and the x-vortices are no longer present. This expansion is shown in Fig. 
8.25, where it can be seen that although the uniform domain has expanded at 
Happ = — 0.06T it has not rotated any further into alignment with the applied 
field. The region bordering the central domain remains largely unchanged by 
the sudden expansion. Figs. 8.26 and 8.27 show the expansion of the central 
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Figure 8.22: This is the z=8 slice of the stress field produced by four dislocations in 
a 0.6jim grain. The magnitude of the stress field falls with grain size. 
domain which now extends to the surface of the grain following the Barkhausen 
jump. As the magnitude of the applied field increases the magnetization of the 
grain slowly rotates into a saturated uniform state. 
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Figure 8.23: The hysteresis loops shown above are similar in shape to those shown 
in Fig. 8.16 for the 0.3pm model. 
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Figure 8.24: A large central uniform domain appears as the applied field is reduced. 
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Figure 8.25: The central region expands past the dislocation lines in a Barkhausen 
jump at -0.06T. 
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Figure 8.26: At zero field the uniform central domain does not extend to the surface 
and is within the region defined by the dislocation lines. 
Figure 8.27: At -0.06T the central domain undergoes dramatic expansion and is now 
visible on the surface of the grain. 
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0.6tm model with n = 25 (p = 6.94 x 10 13 m 2 ) 
Fig. 8.28 illustrates the stress field used in this simulation. In contrast to the 
stress fields seen previously the presence of a central dislocation line prevents 
the stresses from cancelling at the centre of the grain. 
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Figure 8.28: This is the central z-slice of the stress field produced by a dislocation 
density of 6.94 x 10 13 m 2 in a 0.6m grain. The stresses do not cancel at the centre 
of the grain. 
The second hysteresis simulation, with ii = 25, is markedly different to 
that described for n = 4. As in the lower dislocation density model a large 
uniform central domain forms as the applied field is reduced. Fig. 8.29 shows 
the domain structure with no applied field. It can clearly be seen that the central 
uniform domain is bounded by the dislocation lines. The magnetization of the 
uniform domain is aligned almost normal to the direction in which the external 
field is usually applied and lies in the plane of the stress field produced by the 
screw dislocations. As the applied field is increased in magnitude there is no 
sudden expansion of the central domain as was the case for the ii = 4 model. 
Instead, there is a slow rotation of both the central domain and its surrounding 
region towards alignment with the external field. There is a Barkhausen jump 
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at —0.1T, at which point the majority of spins in the central z-slice rotate 
into alignment with Happ. While the majority of the spins rotate towards the 
direction of the applied field, the magnetization of the central domain rotates 
back into the plane of the stress-field, as seen in Fig. 8.30. The Barkhausen 
jump is further illustrated in Figs. 8.31 and 8.32, where it can be seen that 
the central uniform domain is larger than it would appear from the z=8 slice 
alone. The magnetization of the central domain slowly rotates into alignment 
with the applied field and the magnetization of the grain becomes saturated 
before Happ = 0.3T. 
Comparing the two different switching mechanisms, it can be seen that the 
central domain is much more distinct in the higher dislocation density mecha-
nism and much more stable. The magnetization of the central domain aligns in 
the plane of the stress-field of the dislocations in the high p mechanism whereas 
the magnetization tends towards the direction of negative applied field in the 
low p mechanism. Whereas vortex formation occurs in both the defect-free and 
low p switching mechanisms there are no vortices involved in the high p magne-
tization transition. This implies that the presence of screw dislocations inhibits 
the formation of vortices in larger grains. This is because the demagnetising 
and exchange energies do not dominate the magnetoelastic energy to as great 
an extent as grain size increases. 
The two mechanisms provide further evidence of the resistance to magne-
tization rotation caused by the presence of screw dislocations. In the low p 
mechanism the magnetization rotates smoothly while with a high dislocation 
density the magnetization rotates in discrete steps. The coherent rotation in 
the n = 4 model implies that there are no significant energy barriers to mag-
netization reversal whereas this is clearly not the case for the discrete jumps 
seen in the n = 25 simulation. These mechanisms are discussed further in the 
following section. 
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Figure 8.29: A distinct uniform domain forms in the centre of the grain as the external 
field is reduced. This domain is clearly bordered by the dislocation lines. 
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Figure 8.30: In contrast to the low dislocation density reversal mechanism no vortices 
form in the y plane. 
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Figure 8.31: It can be seen that the central domain extends to the top surface of the 
grain at Happ = 0.08T. 
Figure 8.32: The central domain contracts as the applied field is reduced to -0.1T. 
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8.2.4 Results for a 1m grain 
The hysteresis simulation of a 1m grain containing nine screw dislocations 
produces a loop which is very similar to that obtained for a defect-free 0.3pm 
model, see Fig. 8.34. This again shows that a grain containing defects exhibits 
the magnetic properties of a defect-free grain of smaller grain size. 
The hysteresis simulations of a 1jtm grain with ii = 9 and ii = 36 are 
discussed in this section. 
1m model with n = 9 (p = 9 x 10 12 m 2 ) 
Fig. 8.33 shows that the presence of a central dislocation line allows the support 
of non-zero stress at the centre of the grain. 
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• I 	 • - - 4 
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• . 	. - - 	 - - 
Figure 8.33: The central z-slice of the stress field produced by a dislocation density 
of 9 x 1012 m 2 in a 1jm grain. 
The switching process in a him model containing nine dislocations is much 
the same as the low dislocation density mechanism described for the 0.6iim 
model. Once again, a uniform central domain forms as the applied field is 
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reduced to zero, see Fig. 8.35. There is clear evidence that this uniform region 
is bounded by the dislocation lines at zero applied field. The magnetization of 
the grain rotates into the direction of the applied field as Happ is reduced and 
the central region expands in two Barkhausen jumps, one at -0.06T and one at 
-0.12T, as shown in Figs. 8.36 - 8.38. After the second Barkhausen jump the 
remainder of the transition to a saturated uniform state is achieved via rotation. 
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Figure 8.34: The hysteresis loop of an unconfined 1ini grain (huttoni) with n = 9 
closely resembles that of a detect-free (J .3 pin grain (top). 
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Figure 8.35: A uniform region forms in the centre of the grain at 0.06T. Vortices 
form in the y-plane during the low defect density magnetization transition. 
Chapter 8. Imperfect grains in free space 	 130 
-0.06T  
DDW 







V. 4-O4 44 
y=8 
a 4r T. 0 3 VL - 
a 	Q a 	a A a 
a a 	a 	a 
ó 	 a a 	a & 









o a a a a a a a a a a a a a c 
a a a a a a a a a a a a a a 





a Z Ma 700 
* 	 V. 
z=8 
Figure 8.36: The magnetization rotates continuously until saturation is achieved at 
-O.3T. 
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Figure 8.37: The central uniform region is visible with zero field. 
Figure 8.38: The central domain expands dramatically when a field of -0.06T is 
applied. 
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1pm model with n = 36 (p = 3.6 x 10 12 m 2 ) 
Fig. 8.39 shows the stress field caused by the presence of thirty six screw dislo-
cations in a 1/Lm grain. Since n is even there is zero stress at the centre of the 
grain. 
Figure 8.39: The central z-slice of the stress field produced by a dislocation density 
of 3.6 x 10 13 m 2 in a 1pm grain. 
For a 1pm model with n = 36 the magnetization reverses in a similar manner 
to the high dislocation density mechanism described for the 0.64m model. As 
the external field is reduced a more complicated structure emerges than that seen 
in the smaller grain. Instead of a single uniform central domain there is a more 
complex five domain structure, which is shown in Figs. 8.40 and 8.42. At 0.04T 
the magnetization of three of the domains lies in the plane of the stress-field and 
the domains are clearly bordered by the dislocation lines. At Happ 0.08T 
the outermost domains have rotated into alignment with the external field and 
are undergoing expansion, see Fig. 8.43. The central uniform region remains 
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mostly unchanged. As the applied field is reduced the central region begins to 
rotate into the direction of the external field. There is a small Barkhausen jump 
at Happ = — 0.16T, similar to that seen for the 0.6pm grain, and only the central 
domain remains unaligned with the external field. The magnetization rotates 
into a uniform saturated state as the applied field is reduced to 43T. 
From the simulations of imperfect grains of 0.6pm and ljim it can be seen 
that there are two reversal mechanisms available to these larger grains. For low 
dislocation densities, the magnetization reverses via the formation of a central 
region of uniform magnetization followed by continuous rotation of magnetiza-
tion. For grains with higher dislocation densities the process is more compli-
cated, consisting of the formation of a complex lamellar-type domain structure 
followed by discrete bursts of magnetization rotation with concurrent domain ex-
pansion/contraction. The magnetization of the central domain tends to align in 
the plane of the stress field induced by the dislocations, implying that the incor-
poration of screw dislocations is equivalent to the addition of a new anisotropy 
term. 
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Figure 8.41: No vortices are formed during the magnetization reversal in the high p 
mechanism. 
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Figure 8.42: A lamellar domain structure can be seen at Happ = 0.04T. 
Figure 8.43: The number of domains decreases as the applied field is reduced to 
-O.08T. 
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8.3 Summary 
The work discussed in this chapter shows that incorporating screw dislocations 
into the micromagnetic model increases the coercivity and saturation remanence 
values obtained from hysteresis simulations. This increase is in line with exper-
imental data which predicts higher coercivities and more stable recordings for 
grains with higher defect-densities and hence with more internal stress (Hodych, 
1982). 
Simulations of grains containing dislocations show that they exhibit the mag-
netic properties of defect-free grains of smaller grain size, i.e. they are magnet-
ically harder with higher coercivities and remanences than defect-free grains of 
the same size. This is in line with the experimental work of Borradaile and 
Jackson (1993). It is also shown that grains with similar dislocation densities 
exhibit similarly shaped hysteresis loops which implies that p is an important 
factor governing the hysteresis properties of magnetite. 
The switching process has been shown to alter as the dislocation density 
increases. Examination of the domain structure during hysteresis simulations 
suggests that screw dislocations hinder magnetization rotation. It is suggested 
that the consideration of screw dislocations is equivalent to the addition of an 
extra anisotropy term to the model. With higher dislocation densities (p 
10 13 m 2 ) it has been shown that dislocation lines halt the expansion of domains 
by pinning domain walls. Whereas vortex formation is a common occurance 
in the reversal process for defect-free grains it is shown that the presence of 
screw dislocations suppresses vortex formation for all but the smallest grains 
and lowest dislocation densities. Fig. 8.44 gives a brief summary of the reversal 
mechanisms employed by different grain sizes of increasing dislocation density. 
There are gaps in Fig. 8.44 for the smallest grains, since it is impossible to 
have p < 1 x 10 14 m 2  for a O.1,um grain, and for the largest grains where a 
dislocation density of 4 x 10 14 m 2  corresponds to ii = 400. The maximum 
number of dislocations modelled in this study is 64. 
p < 4 x 10 12
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Imperfect grains embedded in a 
rock matrix 
This chapter examines the effects of screw dislocations on the magnetic prop-
erties of grains of magnetite which are embedded in a matrix possessing elastic 
constants similar to those of magnetite. Rock matrices whose elastic constants 
differ to those of magnetite are not considered in this work since the magnetic 
properties of grains contained in such matrices are bounded by those of uncon-
fined grains, modelled in Chapter 8, and embedded grains which are modelled 
in this chapter. 
The first section introduces the method used to model embedded grains. 
Values for the coercivity and saturation remanence obtained from this model are 
presented in the second section. The switching processes adopted by embedded 
grains are examined in Section 9.3. A summary is found at the end of the 
chapter. 
9.1 Embedded grains 
If a grain of magnetite is embedded in a surrounding matrix whose elastic con- 
stants are similar to those of magnetite, the boundary condition of zero stress 
139 
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at the surface of the grain can be ignored. This implies that the stress field 
used in the calculation of the rnagnetoelastic energy term is simply that given 




0 rr = Ogg = 0 zz = rO = arz = 0. 
Since the stress no longer needs to decay to zero at the edges of the grain, it 
is to be expected that the addition of the magnetoelastic energy term will have 
more of an effect on the magnetic properties of embedded grains than was seen 
in the previous chapter for free grains. The differences between the magnetic 
behaviour of embedded grains and free grains are discussed in the remainder of 
this chapter. 
9.2 Coercivity and saturation remanence of em-
bedded imperfect grains 
The hysteresis values plotted in Figs. 9.1 - 9.5 are obtained in the same way as 
those discussed in Chapters 6 and 8, i.e. the average of three separate hysteresis 
simulations. 
It can be seen that the hysteresis values obtained from the embedded model 
are larger than those obtained from the unconfined model. It can also be seen 
that the hysteresis values of the embedded grains diverge from those of the free 
grains as the dislocation density is increased. This divergence is to be expected 
because the magnitude of the stress field near the surface of the embedded grain 
increases as the dislocation density is increased, whereas in the unconfined grain 
the stress field is always forced to decay to zero at the surface. The effect of 
neglecting the boundary condition of zero stress at the surface of the grain is 
more pronounced on the hysteresis values of the smaller grain sizes due to the 
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Figure 9.1: The coercivity values found from the embedded model behave in a similar 
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Figure 9.2: The saturation remanence values plot higher than those found for the 
same number of dislocations in an unconfined grain, c.f. Fig. 8.2. 
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Figure 9.3: Coercivity as a function of p for a confined 0.3m grain. The coercivity 
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Figure 9.4: Coercivity as a function of dislocation density for a 0.6jim grain. 
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Figure 9.5: Coercivity as a function of p for a 1im grain. The divergence between 
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Figure 9.6: The saturation remanenCe as a function of dislocation density for a 0.3iim 
grain. The saturation remanence obtained from the embedded grain plots above that 
obtained from the unconfined model. 
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Figure 9.8: Saturation remanence as a function of p for a 1zm grain. The divergence 
between the values obtained from the embedded and unconfined grains is again clearly 
visible. 
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9.3 The switching process 
The switching processes undertaken by imperfect grains of magnetite in free 
space are examined in Section 8.2. This section investigates whether there is 
any significant change to the reversal mechanisms adopted when the grains are 
embedded in a material with the same elastic constants as magnetite. 
9.3.1 Results for a O.1im grain 
The hysteresis loop of an embedded O.1,im grain is significantly wider than that 
found for a similar sized grain in free space. The hysteresis values obtained from 
the model for this grain size are unrealistically high due to the large dislocation 
density of 4 x 10 14m 2 . The hysteresis values are probably exaggerated by the 
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Figure 9.9: This hysteresis loop is much wider than that seen in Fig. 8.10 for an 
unconfined 0.1jim grain with ri = 4. 
The stress field used in the simulation of a 0.liim grain with four dislocations 
is shown in Fig. 9.10. The stress field is invariant in z for embedded grains. The 
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stresses do not reduce to zero towards the surface of the grain giving a signif- 
icantly different stress distribution to that seen in Fig. 8.9 for the unconfined 
grain. 
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Figure 9.10: This is a z-slice of the stress field produced by a dislocation density of 
4 x 10 1 m 2  in a 0.1gm grain. The stress field is identical in each z slice. 
The switching process for a 0.1gm grain follows the same pattern as has 
been seen for both the defect-free grain and the imperfect grain in free space. 
As in the previous cases the magnetization state is very stable over a wide range 
of applied fields. Whereas the magnetization of the defect-free grain switches 
at Hap,, = —0.04T, and that of the free grain switches at Hap,, 0.12T, 
the magnetization of the embedded grain does not undergo the Barkhausen 
transition until H,,PP = —0.24T. The Barkhausen jump is shown in Fig. 9.11. 
Considering the results of the previous chapters, as well as those in this 
section, it can be seen that the reversal mechanism of a 0.1m grain is very 
robust and that the process itself does not undergo any significant change when 
dislocations are added to the model. This resilience of the mechanism to added 
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stress is due to the dominance of the exchange energy in small grains which 
prevents a more complicated domain structure from forming, even with the high 
values of p modelled here. The only effect of adding screw dislocations to a 
O.1jtm grain is to delay the Barkhausen jump, implying that the stress-fields of 
the dislocation lines impede magnetization rotation. 
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Figure 9.11: The Barkhausen jump is further delayed in an embedded grain. 
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9.3.2 Results for a 0.3im grain 
The hysteresis loop for the confined grain (Fig. 9.12) is squarer than that seen 
in Fig. 8.16 for the unconfined grain, although the averaged hysteresis values are 
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Figure 9.12: The average hysteresis values obtained from the confined and unconfined 
0.3gm grains with a dislocation density of 4.44 x 10 13 m 2 are similar. 
As the grain size increases, the stress distributions found for embedded grains 
begin to resemble those seen for unconfined grains. The stress distribution for 
a confined 0.3j.tm with n = 4 is shown in Fig. 9.13. 
The reversal mechanism of a 0.3im grain is found to be resilient to the 
incorporation of screw dislocations in Chapter 8. The formation of a y-vortex 
is central to the reversal mechanism in both the defect-free and the unconfined 
models. The only difference between the two processes is that the vortex is more 
stable and slower moving in the imperfect grain than in the traditional model, 
due to the hindering effect of the dislocation lines on domain wall movement. 
The reversal mechanism seen for the confined 0.3jim grain is found to be more 
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Figure 9.13: This is a z-slice of the stress field produced by a dislocation density of 
4.44 x 10 1 m in a 0.3pm grain. The stress field is invariant with z. 
like the mechanisms seen previously for the 0.6pm and 1im grains in Chapter 
8 than the vortex propagation process seen in Chapter 6 for defect-free 0.3im 
grains. As the applied field is reduced to 0.02T, the magnetization of the grain 
jumps from a uniform state to the complicated structure seen in Fig. 9.14. The 
domain structure becomes more distinct as the applied field is reduced further, as 
shown in Figs. 9.15 - 9.17. At H a = —0.06T it can be seen that the structure 
consists of three uniform domains separated by two large z-vortex structures 
which are anchored by the dislocation lines. The z-vortices are energetically 
favourable structures because they form closure domains, thus minimising the 
number of free poles on the surface of the grain. The central domain is of opposite 
polarity to the two surrounding domains. As the applied field is reduced, all 
three domains rotate coherently into alignment with the applied field. The two 
outermost domains rotate in one sense whilst the central domain rotates in the 
opposite sense. 
Chapter 9. Imperfect grains embedded in a rock matrix 	 151 
Whilst the formation of a uniform central domain is reminiscent of the re-
versal mechanisms seen for the larger grain sizes in Chapter 8, this mechanism 
is significantly different from those previously described. There is no sudden 
domain expansion like that seen in the low p mechanism, while the rotation of 
the magnetization into alignment with H,,pp is continuous, unlike the discrete 
jumps seen in the high p mechanism. This implies that the magnetoelastic en-
ergy does not provide any sizeable barrier to coherent rotation, despite allowing 
the formation of a complex domain structure. The formation of this complex 
microstructure must be a consequence of the stress-field extending throughout 
the entire grain since no similar structure appears in the unconfined grain, even 
at higher dislocation densities. 
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mately uniform state via a Barkhausen transition at 0.02T. 
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Figure 9.15: The three domains are all aligned in the plane of the stress field at 
-0.06T. As the applied field is increased the domains rotate towards saturation. 
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Figure 9.16: At -0.02T the z-vortices are beginning to form on the surface of the 
grain, as well as in the centre. 
Figure 9.17: At -0.06T the z-vortices are well formed. The edges of the grain have 
already begun to rotate into alignment with the applied field. 
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9.3.3 Results for a 0.6im grain 
The results for a 0.6m model confined in a surrounding matrix are similar to 
those seen for the unconfined model. However, the two switching mechanisms 
described in Section 8.2.3 are not as distinct in the confined grain. 
The hysteresis loop of a confined 0.6im grain with n = 4 is very similar to 
that found for an imperfect grain in free space. The hysteresis loop obtained 
from the 0.6jm model with n = 16 is much squarer than the one obtained in 
the unconfined case. This shows that the hysteresis properties increase much 
more quickly with p in confined grains than in free grains. The loops for n = 4 
and n = 16 are plotted in Fig. 9.19. 
0.6im model with n = 4 (p = 1.11 x 10 13 m 2 ) 
Fig. 9.18 illustrates the stress distribution used in this hysteresis simulation. 
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Figure 9.18: This is a z-slice of the stress field produced by a dislocation density of 
1.11 x 10 13 m 2 in a 0.6m grain. 
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In this situation, magnetization reversal is achieved in a manner resembling 
a hybrid of the high and low p mechanisms described in Chapter 8. A single 
uniform central domain is formed as in the low dislocation density process; 
however, the magnetization of the surrounding region is aligned in the opposite 
direction to that seen in the unconfined grain. This is because the boundary 
condition of zero stress at the surface means that the spins near the surface of 
the free grain are not as strongly associated with the stress field as in case of 
the embedded grain. The switching process is described in more detail below. 
There is little change in the domain structure until the applied field is re-
duced to 0.06T, when two y-vortices form, Fig. 9.20. As H,,pp is reduced further, 
the magnetization at the edges of the grain rotates faster than the magnetiza-
tion at the centre of the grain. This leads to the creation of the central domain 
shown in Fig. 9.21. The central uniform domain is still in general alignment 
with the direction of positive applied field, whereas the surrounding region is 
mainly aligned in the direction of negative applied field. The rotation of the 
central region, and subsequent Barkhausen jump, seen for the unconfined grain 
is not necessary here since the surrounding region is already aligned with H app. 
Instead, the central domain only needs to rotate into alignment with the sur-
rounding region which it does via a Barkhausen jump at -0.17. This rotation 
is shown in Figs. 9.22 and 9.23. The magnetization approaches saturation via 
coherent rotation. 
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Figure 9.19: Hysteresis loops obtained from embedded simulations of 0.6im grains 
become magnetically harder at a faster rate than those obtained from unconfined 
0.6im grains. 
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Figure 9.20: There is little change from the saturated state until two y-vortices form 
at 0.06T. 
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Figure 9.21: The central domain jumps into alignment with the surrounding region 
at -O.1T. 
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Figure 9.22: It can be seen that the central domain does not extend to the surface 
of the grain at -0.06T. 
Figure 9.23: After the Barkhausen jump at -O.1T the majority of the spins are 
oriented towards the direction of the applied field. 
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0.6j.m model with n = 16 (p = 4.44 x 10 13m 2 ) 
As the dislocation density is increased, the magnitude of the stress seen towards 
the surface of the grain increases in comparison with that seen for the lower 
dislocation density case. The stress distribution modelled in this section is shown 
in Fig. 9.24. 
ft 	ft .P - ..O - 	- 	- -D 	- - - CI 	' 
- 	- -* 	- 	- - - ••4 ' 	• 
- 	- - 
, I.. 'I • I '4, 
.4 
d 	d 
.- - ',. 	- 4- -. 	- d zI 	d 
4- - Zr 6 
4- Ar a, 	or 
Figure 9.24: This is a z-slice of the stress field produced by a dislocation density of 
4.44 x 10 13 m 2 in a 0.6im grain. 
The reversal process here is a more extreme version of the high p method 
seen in Chapter 8 for this grain size, and is similar to that already seen for 
a confined 0.3pm grain with four dislocations. An elaborate domain structure 
appears in a Barkhausen jump at -0.04T. This structure consists of a uniform 
central domain (smaller than that seen in the unconfined grain) separated from 
two outer domains by large domain walls, see Fig. 9.25. This situation is similar 
to that already seen for a confined 0.3m grain with four dislocations. As the 
applied field is reduced, the three domains rotate towards alignment with Happ, 
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as shown in Figs. 9.27 and 9.28. A Barkhausen jump occurs at -0.12T and 
the domain walls disappear, leaving behind the central domain surrounded by 
a single region aligned with the applied field. The central domain rotates into 
alignment with H,,pp and saturation is achieved. 
The fact that this mechanism has much in common with that of the 0.34m 
grain described in Section 9.3.2 is significant because they share the same dis-
location density, p = 4.44 x 1013M-2  . This implies that although dislocation 
density is not the only factor influencing the hysteresis behaviour of magnetite, 
it is the factor which dominates the choice of reversal process employed by a 
grain containing dislocations. 
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Figure 9.25: The domains are preferentially aligned with the stress field when they 
form. This is due to the additional anisotropy induced by the dislocations. 
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Figure 9.26: The central domain has almost rotated away by -0.16T. 
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Figure 9.27: The magnetization of the y=l slice appears to be almost uniform at 
-O.04T. 
Figure 9.28: Whereas there appears to be little change to the domain structure 
between -0.04T and -0.08T in the central slices, the expansion of the region aligned 
with the applied field is noticeable in these plots of the surface magnetization. 
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9.3.4 Results for a 1im grain 
The divergence of the hysteresis behaviour of confined grains from that seen for 
free grains with increasing p is noted in Section 9.2, and is further illustrated in 
this section. The hysteresis loops shown here (Fig. 9.29) for a 1pm grain with p = 
4 x 1012  m-1 and p = 2.5 x 10 13m 2  are very similar in shape to those seen for an 
unconfined 1pm grain with p = 9 x 10 12m 2 and p = 3.6 x 10 13 m 2 respectively. 
The switching processes for the low p grains are also very similar. However, the 
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Figure 9.29: The hysteresis loops shown above are very similar in shape to those of 
an unconfined 1/Am grain with slightly higher dislocation densities. 
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1pm model with n = 4 (p = 4 x 10 12 m 2 ) 
As the grain size increases, the distance between the dislocation lines and the 
surface of the grain increases. This allows the stresses to decay much further in 
larger grains than in smaller grains. The stress field caused by the presence of 
four screw dislocations in a 1pm grain is shown in Fig. 9.30. 
- 
- I 
Figure 9.30: This is a z-slice of the stress field produced by a dislocation density of 
4 x 10 12 m 2 in a 1pm grain. 
The reversal process in this situation is almost identical to that found in 
Section 8.2.4 for the unconfined grain with ri. = 9. The grain remains in an 
almost saturated state until the applied field is reduced to 0.04T, at which point 
vortex structures form in the y-plane. As the external field is reduced further 
the now familiar central region appears (Fig. 9.31), although it is less uniform 
than in previous cases. Decreasing the applied field to -0.08T rotates the central 
plane into alignment with the external field and begins the process of rotating the 
remaining spins into a similar alignment (see Fig. 9.32). Saturation is reached 
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as the applied field is reduced below -0.16T. The approach towards saturation 
is shown in Figs. 9.33 and 9.34. 
One explanation for why low dislocation density processes are similar in both 
confined and unconfined 1im grains is that the dislocations are relatively distant 
from the surface of the grain. This distance allows the stress field induced by 
the dislocations to decay away in a similar manner to that enforced by the zero 
surface stress boundary condition in the unconfined grains. 
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Figure 9.31: The central uniform state emerges as the applied field is lowered past 
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Figure 9.32: At -0.08T the central region can be seen to be bordered by the dislocation 
lines from examination of the x slice. 
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Figure 9.33: The surface of a litm grain containing four screw dislocations at Hap,, = 
Molue  .11 
Figure 9.34: The grain is almost saturated when the field is reduced to -0.16T. 
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1im model with n = 25 (p = 2.5 x 10 13 m 2 ) 
Fig. 9.35 illustrates the stress distribution of twenty five screw dislocations in 
a simulation of a 1/,Lm grain. The stresses towards the surface of the grain can 
be seen to be larger than those at the centre of the grain. This is completely 
opposite to the situation for odd numbers of dislocations in the unconfined model 
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Figure 9.35: This is a z-slice of the stress field produced by a dislocation density of 
2.5 x 10 13 m 2 in a 1im grain. 
It is difficult to recognise any coherent pattern in the reversal process of 
a confined 1im grain containing twenty five dislocations. The magnetization 
remains in a near saturated state until the field is reduced to zero (Fig. 9.36). 
At this point, two y-vortices form and the x=8 slice indicates the presence of 
a central uniform domain. This central domain has no distinct boundaries in 
the z-plane. As the applied field is reduced, pockets of magnetization begin to 
switch into alignment with H app via Barkhausen transitions. These Barkhausen 
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transitions continue until the grain becomes almost saturated at -0.18T, the 
remainder of the reversal process is accomplished via rotation. The sudden 
magnetization reversals are illustrated in Figs. 9.37 - 9.39. 
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Figure 9.36: It is difficult to comprehend any noticeable structure in the z slice of 
the grain. 
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Figure 9.37: The magnetization reverses in small pockets of spins via Barkhausen 
jumps. 
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Figure 9.38: The surface plot shows that a central domain aligned towards the direc-
tion of positive applied field is present at OT. 
Figure 9.39: The central domain shrinks dramatically as H app is lowered to 0.06T. 
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9.4 Summary 
It is shown that the coercivity and saturation remanence values obtained from 
models of embedded grains are higher than those found from models of uncon-
fined grains. The values for the embedded grains diverge from the unconfined 
grains as the dislocation density increases. This divergence is caused by the 
increase in magnitude of the stress field near the surface of the embedded grain 
with increasing p. 
Similar reversal mechanisms to those introduced in Chapter 8 are employed 
by embedded grains. The high p process is found to be more common in confined 
grains than in free grains. The preferential alignment of emerging domains with 
the plane of internal stress is again seen. This consolidates the hypothesis that 
the incorporation of screw dislocations into the model is equivalent to the addi-
tion of an extra anisotropy term. A guide to the reversal mechanisms employed 
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The effect of screw dislocations 
on the energy surface of 
magnetite 
This chapter investigates the effect of screw dislocations on the energy surface of 
a 0.09iim grain of magnetite. The first section explains how the energy surfaces 
are obtained using the method derived by Enkin and Dunlop (1987) for a one-
dimensional model, and was later extended to three dimensions by Enkin and 
Williams (1994). The second section examines the energy surface of a defect-free 
0.09im model which is used for comparison with the models containing screw 
dislocations in Section 10.3. A summary of the results of this chapter can be 
found at the end of the chapter. 
10.1 Calculating the energy surface 
The energy surface of the model is found by forcing the model to transform 
from one known domain structure to another known domain structure. This 
transformation is controlled by constraining the direction of magnetization of 
certain sub-cells (Enkin and Williams, 1994) within the model. In the case of 
179 
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a 7 x 7 x 7 model it is possible to control the domain structure by placing 
constraints on the magnetization of eight of the sub-cells, four on the top z-slice 
and four on the bottom z-slice (see Fig. 10.1). 
/./ 
Figure 10.1: By controlling the magnetization of certain sub-cells it is possible to 
constrain the magnetization of the whole grain. 
The 0 component of the magnetization of the constrained sub-cells is set to 
zero while the 0 component of each set, O top and 0bott,  is the same throughout 
each individual set. Each set is allowed a different value of 0. If Otop = °bott 
the magnetization of the grain is in a flower state, while if 9top = — Ob,ttom the 
magnetization is in a vortex state. The energy surface is obtained by rotating 
0top and Ob,ttom independently and calculating the total energy for each resulting 
structure. In this work Ot ,,p and °bott are rotated from 7r/2 to 31r/2 in steps of 
7r/12, so as to map the entirety of the energy surface. 
In order to ensure that all of the LEM states can be visited by simply rotating 
Ot,, and 0bott-,i it is necessary to model grains with uniaxial, rather than cubic, 
anisotropy. Grains of d = 0.09pm with cubic anisotropy possess a minimum 
energy state where the magnetization is in the flower state, aligned in the (111) 
easy direction. This state cannot be reached with 0 set to zero, implying that 
the energy surface obtained using this method is not a true representation of 
the energy surface of a grain with cubic anisotropy. 
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Uniaxial anisotropy is modelled with the following equation, 
n 	I 
Ek = 	 ( 10.1) 
j=1 j=1 k=1 
where K 1  is the anisotropy constant, A is the length of a sub-cell and cbjik is 
the angle between the magnetization of the ijk sub-cell and the easy direction. 
The easy direction is defined to be the x axis in this study. 
Since this method relies on transforming the domain structure from one 
known state to another known state it is limited to examining the energy sur-
faces of grains whose LEM domain structures are well known and very simple, 
i.e. single domain grains. These single domain grains have only two possible do-
main states, the flower state and the vortex state, and so the whole of the energy 
surface can be mapped. This chapter concentrates on the effects of screw dis-
locations on a 0.09 pm grain. This grain size is chosen because the flower state 
becomes unstable in larger grains, thus making the energy surfaces obtained 
using this method unreliable. 
10.2 The energy surface of a defect-free grain 
The energy wells representing the two different types of stable state available to 
a defect-free 0.09jtm grain are shown in Fig. 10.2. A defect-free 0.09jim grain 
has the following stable configurations: 
Flower state aligned along the positive easy axis. This is the energy well 
visible at 0top = °bottom = 0 in Fig. 10.2. 
Flower state aligned along the negative easy axis. This is the stable state 
represented by the energy well visible at Ota, = Ob.tt. = it in Fig. 10.2. 
Vortex state. The two vortex states correspond to the energy wells at 
0top = - °bottom 
It can be seen from Fig. 10.2 that the energy barrier preventing the model 
from moving from the flower state to the vortex state, Etb0_0 , is smaller than 
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Figure 10.2: The two stable states are clearly visible for a 0.09iin model. The energy 
is normalised to that of a purely uniform state of the same grain size. 
the energy barrier preventing the model from moving from the vortex state to 
the flower state, E °' 11° . This implies that the vortex state is more stable than 
the flower state for a 0.09zm grain with no dislocations. 
10.3 The energy surface of a model containing 
screw dislocations 
This section examines the energy surfaces of a 0.09pm model containing one, two, 
three, and four screw dislocations. This corresponds to a selection of dislocation 
densities between p = 1.23 x 10 14 m 2 and p = 1.11 x 10' 5 m 2 . As in previous 
chapters, the screw dislocations are placed parallel to the z-axis and traverse 
the whole of the grain. At the end of the section there is a brief comparison of 
the energy surfaces obtained from the new model with the energy surface of a 
defect-free 0.07izm model. 
Chapter 10. The effect of screw dislocations on the energy surface 
	
183 
10.3.1 n = 1 
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Figure 10.3: With one central screw dislocation, the energy wells corresponding to 
the flower state deepen and the vortex state energy wells become less deep. 
Fig. 10.3 illustrates that adding one central screw dislocation to the model alters 
the energy surface in a subtle, but very important, manner. There is a slight 
deepening of the two flower state energy wells and a flattening out of the two 
vortex state energy wells. The flower state energy wells also expand slightly, 
implying that the flower state is stable for a wider range of initial conditions 
than is the case for a defect-free grain. In contrast to the defect-free model, the 
flower state is of lower energy than the vortex state in the n = 1 simulation. 
This means that the flower state is the energetically favourable magnetization 
state in a 0.09gm grain containing one central screw dislocation. 
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10.3.2 n = 2 
Y 
X 
Figure 10.4: This diagram illustrates the positioning of the two screw dislocation 
lines. 
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Figure 10.5: The energy surface of 0.09sm grain with n = 2. 
Fig. 10.5 shows that the energy wells corresponding to the flower state in the 
= 2 model are noticeably larger, and significantly deeper, than those seen in 
the defect-free and n = 1 models, shown in Figs. 10.2 and 10.3 respectively. The 
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flower state energy wells remain centred on the magnetocrystalline anisotropy 
easy directions. The expansion towards the hard directions implies that align-
ments of the flower state away from the easy axis become increasingly stable as 
p is increased. The degree of flowering decreases as the number of dislocations 
increases. The vortex energy wells are much smaller in the n = 2 model than in 
the previous n = 0 and n = 1 simulations and are of higher energy. This implies 
that as n increases the vortex state becomes less stable and so is less likely to 
be the preferred magnetization state. 
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Figure 10.6: There are no stable vortex states available to the model with n = 4. 
The only stable solutions are flower states. 
The energy surface shown in Fig. 10.6 for a 0.09/Lm grain containing four disloca-
tions is significantly different to those seen for grains containing lower dislocation 
densities. The flower state energy wells are similar in size and shape to those 
seen in the n = 2 model, but the energy wells associated with the vortex state are 
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no longer present. This implies that the vortex state is not accessible to grains 
containing four or more dislocations and, therefore, the grain must exist in the 
flower state. This flower state can be aligned in either of the easy directions as 
in a defect-free grain. The disappearance of the vortex state can be explained 
by considering the extra anisotropy term associated with the stress field of the 
dislocations. This extra anisotropy term attempts to align the magnetization of 
the grain in the same plane as the stress field, so making the vortex state highly 
unfavourable. 
Assuming that the energy surfaces of other grain sizes behave in a similar 
manner with regard to increasing dislocation density, it is possible to define 
a critical dislocation density above which the flower state is the only stable 
magnetization state. for a 0.09gm grain this critical dislocation density is 4.9 x 
10 14m 2 . 
If the presence of screw dislocations affects the energy surfaces of the larger 
pseudo single domain grains in the same way as it has been shown to affect 
single domain grains in this work, it is likely that the critical grain size for single 
domain behaviour will be larger in imperfect grains than in stress-free grains. 
The possibility of high internal stress raising the single domain boundary size 
has previously been raised by Halgedahl and Jarrard (1995). 
10.3.4 A defect-free 0.07m grain 
In Chapter 8 it was found that stressed grains exhibited the magnetic properties 
of defect-free grains of smaller grain size. This section compares the energy 
surfaces obtained for a stressed 0.09 jim grain with the energy surface of a defect-
free 0.07jim grain, Fig. 10.7. 
In contrast to the defect-free 0.091im grain, the smaller 0.07jim grain has 
only one form of stable state which is one of uniform magnetization. This 
uniform state can be aligned along either of the easy directions. The uniform 
Chapter 10. The effect of screw dislocations on the energy surface 	187 
[III ABOVE 1.70 
El 	1.65- 1.70 
El 1.60-1.65 
El 	1.55-1.60 
El 1.50- 1.55 
El 	1.45-1.50 
1.40- 1.45 
- 	1.35- 1.40 
- 1.30- 1.35 
- 	1.25- 1.30 
- 1.20-125 
- 	1.15- 1.20 
- 1.10- 1.15 
- 	1.05- 1.10 
- 1.00- 1.05 
- 	0.95- 1.00 
- 0.90 - 0.95 
- 0.85 - 0.90 
- 0.80 - 0.85 





 10.7: There are no vortex states available to the smaller 0.07izm grain. 
energy wells are very large and are separated by the energy barrier preventing 
the magnetization rotating across the anisotropy hard axis. 
It can be seen that the energy surface obtained for a grain containing four 
dislocations (Fig. 10.5) resembles a hybrid between the energy surfaces obtained 
from the two defect-free models. The uniform state energy wells are much larger 
in the smaller 0.07prn grain than the corresponding flower state wells in the 
imperfect 0.09pm grain, due to the increase in the importance of the exchange 
energy with the decrease in d. The uniform/flower states are aligned along the 
easy axis in both the larger grain with n = 4 and the smaller defect-free grain. 
It is clear from the work in this section that the energy surface of a stressed 
0.09j.tm grain becomes more like that of a defect-free 0.07pm grain as p is in-
creased. This similarity of the energy surfaces implies that the stressed 0.09im 
grain will exhibit magnetic properties resembling those of the defect-free 0.07pm 
grain, reinforcing the conclusion reached in Chapter 8. 
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10.4 Summary 
This chapter has shown that incorporating screw dislocations into the model 
alters the energy surface obtained from the model. It is found that when p 
exceeds a certain critical value a 0.09/1m grain no longer possesses a stable 
vortex state. This means that the grain is forced to exist in a flower state where 
the magnetization is aligned in the plane of the stress-field induced by the screw 
dislocations. It is shown that the energy surface of a grain containing screw 
dislocations shares features with that obtained from a smaller defect-free model. 
This similarity could provide the basis for an explanation of why stressed grains 
exhibit some of the magnetic properties of defect-free grains of smaller grain 
size. 
Chapter 11 
The effect of screw dislocations 
on the unblocking temperature 
of magnetite. 
This chapter examines the effect of screw dislocations oil the unblocking tern-
perature of magnetite. The effect of temperature is taken into account by using 
the known temperature dependencies (Heider and Williams, 1998) of the various 
constants used in the model, for example the saturation magnetization. In this 
work the unblocking temperature is defined as the temperature at which suffi-
cient energy has been given to a grain to allow its magnetization to escape its 
current stable state, without the application of an external field. The first sec-
tion examines the validity of ignoring thermal fluctuations. The method used to 
cleteririine the unblocking temperature is introduced in the second section. The 
unblocking temperatures for a 1ini grain with various dislocation densities are 
presented in Section 11.3. A brief summary is found at time end of the chapter. 
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Chapter 11. Unblocking temperatures of imperfect grains 	 190 
11.1 Thermal fluctuations 
This work only considers the deterministic driving force of increasing temper-
ature. The stochastic effects of thermal fluctuations are ignored. In order to 
ensure that it is valid to neglect these stochastic effects, it is necessary to check 
that the energy barrier to domain transitions is greater than the energy avail-
able from thermal fluctuations. This is accomplished by examining the energy 
surface of the model at various temperatures. Fig. 11.1 shows the energy sur-
face of a 0.09m grain at T=570°C, just below the Curie temperature. At this 
temperature only the uniform state is stable and the energy barriers between 
the different stable uniform states are very small. 
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Figure 11.1: At temperatures near the Curie point the energy barriers preventing 
transitions from one uniform state to another are very small. (Defect-free 0.09im 
grain, kbT = 2.28 x iO in normalised units.) 
Fig. 11.2 shows the energy surface of a 0.09.im grain at T=560°C. It can be 
seen that the energy surface now more closely resembles that of a 0.09iun grain 
at room temperature, seen previously in Chapter 10 (Fig. 10.2). The energy 
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wells associated with the vortex wells are visible and are the minimum energy 
state. The energy barriers between the stable states are much larger than those 
at T=570°C. 
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Figure 11.2: As the temperature of the grain decreases to 560°C the energy barriers 
grow rapidly preventing domain transitions driven by thermal fluctuations. (kBT = 
2.2 x 10 in normalised units.) 
It can be seen from Fig. 11.3 that the energy barriers preventing domain 
transitions increase rapidly with decreasing temperature. At 560°C the energy 
barrier is larger than the energy available from thermal fluctuations on a labo-
ratory time-scale ('-" 25kBT) and by 540°C there is insufficient energy available 
on the geological time-scale ('--i  60kT) to drive domain transitions. 
11.2 Method 
The method used to find the unblocking temperature in this study is empirical 
in nature and consists of examining the structures obtained from the mid-point 
Energy barrier 
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Temperature, Celsius  
Figure 11.3: The model is stable to the effects of thermal fluctuations for tempera-
tures below 5600 C. 
of hysteresis simulations of grains at different temperatures. It is found that 
the domain structure evolves continuously until a certain temperature, at which 
point there is a dramatic change in the microstructure. The continuous evolution 
of the domain structure is due to the deformation of the energy surface caused 
by the increase in temperature. As additional energy becomes available to the 
system a LEM state may change its position on the energy surface. This implies 
that the magnetization state which corresponds to this LEM must change its 
configuration such that it remains trapped within the energy well. The energy 
surface eventually deforms sufficiently that the LEM state no longer exists on 
the energy surface, and so the magnetization must find another minimum en-
ergy state to inhabit. The temperature at which this dramatic change in domain 
structure takes place is defined to be the unblocking temperature. Figs. 11.4 to 
11.9 illustrate the method as applied to a 1pm grain containing 25 screw dislo-
cations. A graph of the various interaction energies plotted against temperature 
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(Fig. 11.10) also shows a dramatic change at the unblocking temperature, as is 
to be expected. The fact that the energies change in a continuous way until this 
point suggests that it is valid to assume that the grain is in a single evolving 
domain state before the sudden change in microstructure. 
This method is extremely time-consuming. Simulations were run from room 
temperature up to near the Curie point (Tc = 578°C) in steps of 20°C. Once 
the unblocking temperature is located a further simulation is run with the tem-
perature 10°C below the previous run, in order to tie the result down to within 
5°C. Each hysteresis simulation takes approximately eight hours to complete on 
a Silicon Graphics Indigo 2 workstation. 
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Figure 11.4: A ljim grain containing twenty five screw dislocations at 25°C. 
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Figure 11.5: As the temperature is raised to 100°C the domain structure starts to 
evolve. 
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Figure 11.6: At 200°C the domain structure still resembles that of a grain at room 
temperature. 
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Figure 11.7: The microstructure evolves in a continuous manner as the temperature 
is increased to 300°C. 
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Figure 11.8: At 400°C the magnetization appears to be less ordered. 
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Figure 11.9: The domain structure undergoes a dramatic change at 500°C. This point 
is taken to be the unblocking temperature. 
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Figure 11.10: There is a drastic change in the interaction energies at 500°C. This 
point is taken to be the unblocking temperature. Before this point the various energy 
terms change in a continuous manner. 
11.3 Results 
This section presents the results obtained from examinations of the temperature 
behaviour of a 1pm grain with a dislocation density ranging from 4 x 10 12 rn 2 
to 4.9 x 10 13 m 2 . Insufficient computer time was available to complete full data 
sets for any other grain size. However, it was found that a defect-free 1pm grain 
did not undergo the sudden domain transition at temperatures below 570°C. 
The unblocking temperatures found for a 1pm grain are plotted in Fig. 11.11. 
It can be seen that the unblocking temperature for an imperfect 1pm grain in 
free space appears to decrease in an approximately linear fashion with increasing 
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Figure 11.11: The unblocking temperatures of a 1m grain decrease with dislocation 
density in an approximately linear manner. 
grains containing defects has previously been suggested by Dunlop et al. (1994), 
although they suggested that any such decreases would only be small. 
The unblocking temperature defined in this work has little in common with 
the unblocking temperature used in paleomagnetism, where it refers to the tem-
perature at which the magnetization is moved out of its LEM state by a specific 
value of magnetic field. This does not mean that this work is unable to provide 
any insight into the more general physical processes underlying the temperature 
behaviour of magnetite. If an external field is applied to a magnetic grain then 
it gives the system more energy with which to attempt to escape its LEM. In 
this work it is shown that as the temperature of an imperfect grain is increased 
Chapter 11. Unblocking temperatures of imperfect grains 	 199 
its LEM becomes shallower. This implies that a lower value of applied field is 
required to move the magnetization of an imperfect grain out of its room tem-
perature LEM than is needed to achieve the same result in an ideal grain. This 
in turn implies that the difference between the unblocking temperatures seen for 
low defect density magnetites and those seen for high defect density magnetites 
should increase with p. 
11.4 Summary 
It is shown that thermal fluctuations do not provide sufficient energy to drive 
domain transitions on the laboratory time scale. A new method of determining 
the unblocking temperature of a magnetic grain in zero applied field has been 
introduced. The unblocking temperature of a 1m grain of magnetite is found to 
decrease in an approximately linear manner with increasing dislocation density. 
Chapter 12 
Conclusions 
This thesis has investigated the effects of crystalline defects on the magnetic 
properties of magnetite. Screw dislocations have been modelled by constructing 
a term for the magnetoelastic interaction which takes into account the boundary 
condition of zero stress at any free surface. The boundary condition is satisfied 
by using image dislocations to cancel the stress at the surface of the grain. In 
the case of particles embedded in a non-magnetic matrix possessing the same 
elastic constants as magnetite the zero surface stress boundary condition can be 
neglected. 
It is found that the values obtained from hysteresis simulations for the co-
ercivity and saturation remanence of magnetite increase with increasing dislo-
cation density. This is in line with experimental work, for example that of Day 
et al. (1977), which demonstrates that crushed grains have much higher coer-
civities and saturation remanences than defect-free grains. It is also shown that 
these hysteresis parameters increase at a faster rate in embedded grains than 
in unconfined grains. This is due to the stronger stress fields found in confined 
grains. It is proposed that the presence of screw dislocations increases the values 
of the hysteresis parameters by hindering the rotation of magnetization in single 
domain grains and by hampering domain wall motion in larger grains. 
Simulations of hysteresis in imperfect grains of magnetite suggest that the 
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mechanism used to reverse the overall magnetization of a grain is heavily depen-
dent upon the grain's dislocation density. Grains with low dislocation densities 
tend to form almost uniform central domains as the applied field is reduced. 
These uniform domains switch their magnetization via coherent rotation. High 
p grains also form central domains but in this case the central domains switch 
magnetization via discrete domain wall movement or by discrete bursts of mag-
netization rotation. Grain size is found to be an important factor in the choice 
of reversal mechanisms. Grains of d < 0.3m use transition mechanisms similar 
to those used by defect-free grains, although the onset of the switching pro-
cess is delayed in imperfect grains. Figs. 8.44 and 9.40 illustrate the different 
mechanisms used by the different grain sizes for unconfined and confined grains 
respectively. 
The hysteresis loops obtained from imperfect grains, both unconfined and 
embedded, become more square as p is increased. This increase in magnetic 
hardness, together with evidence gained from inspection of the energy surfaces 
of magnetite containing various numbers of dislocations, suggests that imperfect 
grains exhibit the properties of defect-free grains of finer grain size, tending 
towards single domain behaviour. This agrees with the experimental work of 
Borradaile and Jackson (1993) who noted similar behaviour. 
The energy surfaces of an imperfect 0.09pm grain of magnetite discussed in 
Chapter 10 show that as the dislocation density is increased the uniform state 
becomes increasingly energetically favourable. This increase is brought about 
by the magnetoelastic energy which acts as an extra source of anisotropy within 
the model. The stress field within the grain attempts to align the magnetization 
in the same plane as itself, thus making the vortex state unfavourable. The 
presence of screw dislocations within a grain effectively creates a low energy 
easy plane. 
A new method of determining the unblocking temperature is introduced. 
This method consists of examining the minimum energy structures obtained 
Chapter 12. Conclusions 	 202 
from the mid-point of hysteresis simulations at various temperatures. It is shown 
that the domain structure of the model undergoes continuous evolution until the 
unblocking temperature is reached at which point there is a dramatic change in 
the magnetization state of the grain. Plots of the various energy terms with 
temperature also suggest a continuous evolution of domain structure followed 
by a sudden change at the unblocking temperature. The data obtained in this 
way demonstrate that the unblocking temperature of magnetite falls in an ap-
proximately linear manner with dislocation density in a 1pm grain. Thermal 
fluctuations are ignored in this method since it is found that stochastic effects 
do not provide enough energy to drive domain transitions on laboratory time 
scales. 
In summary, it can be seen that the consideration of crystalline defects can 
play an important role in improving our understanding of magnetic processes in 
sub-micron magnetites. 
12.1 Suggestions for future work 
This study is limited in that it only considers one particular distribution of one 
particular form of crystalline defect. This was chosen to be the case so that a 
baseline could be drawn, against which more complicated models may be com-
pared in future work. Such future work could include the modelling of the effects 
of voids, inclusions and edge dislocations on the magnetic properties of grains. 
Eventually it may be possible to find the crystalline structure of a grain from its 
hysteresis loop. In the short term, work on different distributions of screw dislo-
cations is desirable to examine how much of an affect the distribution of defects 
has on the magnetic properties of magnetite. The choice of defect distribution 
is believed to have a noticeable effect on the hysteresis parameters obtained 
from the model (Moon and Merrill, 1985) although this thesis suggests that the 
presence of dislocations will always raise the values of the hysteresis parameters 
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because of the hindering effect of dislocations on domain wall movement and 
magnetization rotation. On the experimental front, more work is needed on 
the imaging of domain structure in sub-micron magnetites so that the domain 
structures obtained from micromagnetic studies may be verified. 
Due to limited computational resources it was impossible to complete a full 
data set for more than one grain size during the investigation of the temperature 
behaviour of magnetite. It would be useful to discover whether the unblocking 
temperatures of smaller, single domain, grains decrease in an approximately 
linear manner with dislocation density. 
Appendix A 
Interaction co-efficients 
This appendix discusses the evaluation of the interaction coefficients needed to 
calculate the demagnetising energy as given by eqn. (5.9) in Chapter 5. 
Consider two charged sheets, s  and 82 , with charges of a and 0'2  respectively. 
The energy of interaction between s 1 and 82  is given by 
Ema2 10", fo V(x 2 ,y2 ,z2 )dx 2 dy2 	 (Ad) 
where V(x 2 , Y2,  z2 ) is the potential at the point (x 2 , Y2,  z2 ) on the second sheet, 
82 , due to the charge on the first sheet, s 1 . Hence 
V(x 2 ,y 2 ,z2 ) =a1 fo dxlfo ((x 2 —x1)2+(y2 
y) 2 +z2 )_dy1 	(A.2) 
where A is the length of the charge sheets, i.e. the diameter of a sub-cube. 
For a three-dimensional model it is necessary to consider magnetostatic in-
teractions between both parallel and orthogonal sheets. Rhodes and Rowland 
(1954) solved for the case of parallel sheets in terms of a function .F(x, y, 
given by 
2F(x, y, z) = z 2 x sinh -1 	
a; 
( ) + x 2 z sinh'(_
Z 
y2)  + y 2 z sinh(z/y) y 2 ±z2 	 x 2 + 
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+y2x sinh'(x/y) + xyz tan' ((x
2 + Y 2  + z 2 ) h /2 Y) 
xz 






'( ) - irxyz 
y 2 +z2 	 x 2 +y2 
_(x2 + Z 2) (X2 + y 2 + Z2) -1/2 - y2(x2 + 
_y2(y2 + z2)112 	 (A.3) 
for the interaction between pairs of x - y planes. 
For interacting orthogonal planes the integral to be evaluated is similar to 
eqn. (A.2) except that for an xy plane interacting with an xz plane the integra-
tion in eqn. (A.2) is now over x and z. 
This result can be represented in terms of a function !9 (x, y, 
g(x,y,z) 	xyz+ln(p+x)+xyln(p+z)+XZ1n(P+Y) 
in (X2  + y2 ) + 
1 
 z in (X2 + z2 ) + 	In [(
Z2 + 2 ) 1/2 + y] 
12 	 12 	 6 
+ y3 ln [(z2  + y2 ) 1 /2 + z] + xtan'() + y2xtan_1() 
+ z2xtan_ 1 () + zy(y2 + z2)'12 - xyz1n(y2 + z 2 ) 
—y ln(p+z) - z ln(p+y) - x yln(x +y 
—x 2 z ln(x 2  + z ) -ln(y) - 	In(z) 
—irx(x 2  + 3y 2  + 3z ) - —pzy 	 (A.4) 
12 	 3 
where p = (x 2 + y2 + z 2 )'/2 
The functions needed for the orthogonal interactions between other pairs of 
sheets can be obtained via symmetry. 
The convolution theorem requires the interaction between the sub-cube at 
position i = 1, j = 1, k = 1 and every other sub-cube. The interaction coef- 
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ficients, in terms of the functions g, between this sub-cube at position (1,1,1) 
and a sub-cube at co-ordinates iA = a, jA = b, kA = c are given by 




+9(2A + a, 2A + b, A + c)] - 4(A + a, b, A + c) + g(a, b, 2A + c) + g(a, b, c) 
+9(2A + a, b, 2A + c) + (2A + a, b, c) + 4[(A + a, A + b, 2A + c) + 
9(A+a,2A+b,A+c)]+9(a,2A+b,2A+c)+9(a,2/.+b, c) + 
(2A + a, 2A + b, 2A + c) + (2A + a, 2A + b, c) 	 (A.5) 
and from symmetry 
W(c,13,y) = W(3,c,'y) 	 (A.6) 
W QO 	= W(y,3,a). 	 (A.7) 
The coefficient WOO is given by 
WOO = 2[F(2A+a,A+b,2A+c)+(2A+a,A+b,C)+4(A+a,A+b,A+C) 
A + b, 2A + c) + F(a, A + b, c) + .F(2A + a, b, A + c) 
+.F(A + a, b, 2A + c) + F(A + a, b, c) + F(a, b, A + c) 
—F(2A + a, b, c) - 41.(A + a, b, A + c) ± F(a, b, 2A + c) 
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—(a, b, c) - .7(2L ± a, 2 + b, 2L + c) + ..F(2z + a, 2L + b, c) 
—4J(L + a, 2 + b, A + c) + 2F(a, 2L + b, 2A + c) + F(a, 2L + b, c). (A.8) 
As the limits of integration of eqns. (A.1) and (A.2) have to be split differently 
depending on the relative positions of the interacting sheets the following con-
ditions have to be taken into consideration. 
When i' j4 O,j 	O,k 	0: 
W°' 3 0, W' 3 0, W 	0 and W = W, W' 3'3 = Wf' 3 , W = W 
When i' :A 1,j' 54 1,k' = 1: 
= WI3 " = 0, W = W and w°° = W3"', W 1313 = W536 , W = Wj. 
When i' = 1,j' 	1,W j4 1: 
Wa'3 = W' 3 , W' 3 " = W = 0 and W° W, W' 3'3 = w5'f, W = Wi". 
When i' :~ 1,j = 1,k 1: 
= W = 0, W'3" = W*'37 and W° - W5°c' W' 3'3 = 300 , W - - 5c-  
When i' 54 1,j' = 1,k' = 1: 
W' 3 = W = 0 and W"a - w°-2a 	 w 2a W' 3'3 = ' 3' 3 , w = w 
When i'= 1,j'= 1,k'7~ 1: 
W'' 3 = W 11 ' = W"Y = 0 and Wca = W, W' 3'3 = W21 ,'3 , W = W. 
When i' = 1,j' :A 1, k' = 1: 
W' 3 = W' 3 ' = W"Y =0 and W°' = W, W' 3'3 = W 0 , W = W. 
When i' = 1,j' = 1,k' = 1: 
In this situation the calculation gives the self energy of the volume element, 
E ijk Dself 
The various interaction coefficients, W, are given below: 
= 
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+g(A, A + b, 'y)  + (A, A + b, 2A + c)] 
—2[4g(A, A + b, A + c) + g(A, 2A + b, y) 
+g(A, /3, 'y) + G(A, 2A + b, 2A + c) 
+g(A, /3, 2A + c)]. 	 (A.9) 
From symmetry 
W- 1 (a, 0, 'y) = W*(fl, y, W` 13 	3, 'y) = W*( y,  3, cr). 	(A. 10) 
The coefficient W 1 1313 is given by 
= 4(2.T(A, A + b, A) - .F(A, b, A) - .F(A, 2A + b, A)) 	(A.11) 
and symmetry gives 
Wj(a, 0, 'y) = W 11"' (0, 'y,  a)W(a, 0, 'y) = Wf(fl, c, 'y). 	(A.12) 
The coefficient W is given by 
W 	= 4[F(2A + a, 0, A) - 29A + a, 0, A) + .F(a, 0,,A) 
(A.13) 
From symmetry 
W(a,/3,'y) = W('y,fi,c) 	'3 (A.14) 
W(a,/3,y) = W(0,a,'y) 	 (A.15) 2ca
W - W 	W = W2 	W - 	 (A.16) 2a 2a - 2a 
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The coefficient W 3 130 is given by 
WOO = 
2F(L + a, 0, 2z + c) + 4F(z + a, 0,,A + c) - 2F(A + a, 0, c) + 
.F(a, 0, 2A + c) - 2(a, 0, A + c) + F(a, 0, c)) - 
2(.F(2L + a, ., 2L + c) - 2(2A + a, L, A + c) + 
2J(L + a, A, c) + F(a, A, 2L + c) - 2(a, z, A + c) + T(a, A, c)). 
Symmetry implies that 
W(a,fl,y) = W(c,7,/3) 	 (A.17) 
W3a I (a,/3,'y) = W(8,a,'y) 	 (A.18) 
The coefficient Wf O  is given by 
W,f = 
.92z + a,,3, A + c) + ..'F(z + a, 0, 2z + c) + J(L + a, 0, y) 
a, 2L+ b,  2z+ c) + 	+ a, 2z+ b, 'y) 
+F(a, 2L + b, A + c)j - 4[(2L + a, A + b, Li + c) 
a, A + b, 2A+ c) + (A+ a, A + b, 'y) 
+2(a, A + b, A + c)] - (2A + a, 0, 2A + c) - (2A + a, 0, y) 
—4'F(A + a,,3, A + c) + F(a, /3, 2A + c) - J(o, /3, 'y) 
—192A + a, 2A + b, 2A + c) + .F(2A + a, 2A + b, 2') 
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_4F(A+a,2A+b,A+c)+F(c,2A+b,2A+C) 
±F(c, 2A + b, -y). 
And from symmetry 
W49a,fi,y) = W4 (a,'y,/3) 




The coefficient W,f is given by 
W 	= 2(F(2A + a, A + b, A) - 41F(A + a, A + b, A) + 2.F(a, A + b, A) 
—2(2A + a, b, A) + 2F(A + a, b, A) - F(a, b, c) 
_Jr(2A + a, 2A + b, A) ± 2F(A + a, 2A + b, A) - .F(a, 2A + b, c)). 
 
And from symmetry 
W(a, 3, 7) 
W(c,  





W(/3,a,7) 	 (A.23) 5~
W5"(7,0,o) 	 (A.24) 
W7,c) 	 (A.25) 
W(o,7,/3) 	 (A.26) 
W(7,a,/3). 	 (A.27) 
Appendix B 
The demagnetising energy 
This appendix demonstrates how the calculation of the demagnetising energy is 
made more efficient by considering eqn. (5.11) in terms of a convolution (Wright 
et al., 1997). 
The demagnetising energy due to the interaction between the surface charges 
a1 and a is given by 
Ed 	>jVimUiUm. 	 (B.1) 
87r 1 rn 
The standard form for a convolution is 
(W * =E Wj m Urn 	 (B.2) 
M 
and so eqn. (B.1) can be written as 
Ed = 
,Lo
—a 1 (W*a) 1 . 	 ( B.3) 
7r 1 
It is possible to use the convolution theorem to rewrite eqn. (B.3). The 
convolution theorem states that 
(W * cr)1 = .F'(Wk&k) 	 (B.4) 
where Wk and ök are the Fourier transforms of W and or (in this thesis the terms 
Fourier transform and Fast Fourier Transform, or FFT, are used interchange- 
211 
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ably). Hence 
Ed = 	61F 1 (Wk6)t. 	 (B.5) 
87 
Wright (1994) showed that it is unnecessary to calculate the inverse FFT if 
all of the multiplications are carried out in frequency space, which means that 
Ed = 	UkO_kWk 	 (B.6) 
87rN k  
where ãk is the complex conjugate of 
The final expression for the demagnetising energy is found by writing &k in 
terms of the magnetization giving 
	
Wk) 	 (B.7) Ed= 4irN k 
where 
/k iwafi WaY 
Wk = 	W$a 1 Woo I W07. 	 (B.8) 
,-Yc 'N3 
Since W = W 3' 	can be reduced using the following equation 
1  1:0_kW ° + 	/3ka_kW = 	kI3_kW 	 (B.9) 
which gives 
= 	0 	W'' 	. 	 (B.10) 
0 	0 
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