In 1962 Pósa conjectured that every graph G on n vertices with minimum degree δ(G) ≥ 2 3 n contains the square of a hamiltonian cycle. In 1996 Fan and Kierstead proved the path version of Pósa's Conjecture. They also proved that it would suffice to show that G contains the square of a cycle of length greater than 2 3 n. Still in 1996, Komlós, Sárközy, and Szemerédi proved Pósa's Conjecture, using the Regularity and Blow-up Lemmas, for graphs of order n ≥ n 0 , where n 0 is a very large constant. Here we show without using these lemmas that n 0 := 2 × 10 8 is sufficient. We are motivated by the recent work of Levitt, Szemerédi and Sárközy, but our methods are based on techniques that were available in the 90's.
Introduction
The square H 2 of a graph H is obtained by joining all pairs {x, y} ⊂ V (H) with distance dist(x, y) = 2 in H. If H is a path (cycle) then H 2 is called a square path (cycle). Now fix a graph G = (V, E) on n vertices. We say that v 1 . . . v t is a square path (cycle) in G if v 1 . . . v t is a path (cycle) in G and its square is contained in G. In 1962 Pósa [5] conjectured: Conjecture 1. Every graph G with δ(G) ≥ 2 3 |G| contains a hamiltonian square cycle.
During the 90's there were numerous partial results on Pósa's conjecture. Here we review a number that have a direct impact on this paper. Fan and Kierstead [6, 7, 8] proved the following three theorems. The first is a connecting lemma that immediately yields an approximate version of Pósa's conjecture.
Theorem 2 (Fan and Kierstead [6] ). For every ǫ > 0 there exists a constant m such that for every graph G with δ(G) ≥ ( 2 3 + ǫ)|G| + m and every pair e 1 , e 2 of disjoint ordered edges, G has a hamiltonian square path starting with e 1 and ending with e 2 . In particular, G has a hamiltonian square cycle.
We shall need two ideas from this paper-weak reservoirs 1 , and optimal square paths and cycles-which will be presented in the next section. Roughly, given a graph G on n vertices, a weak reservoir is a small fraction R of the vertex set V (G) such that |N ∩ R| ≈ |N||R|/n for any neighborhood N := N(v). Weak reservoirs were used to connect long square paths contained in V (G) \ R. The second theorem is a path version of Pósa's Conjecture.
Theorem 3 (Fan and Kierstead [7] ). Every graph G with δ(G) ≥
2|G|−1 3
contains a hamiltonian square path.
The third theorem shows that V (G) can be partitioned into at most two square cycles.
Theorem 4 (Fan and Kierstead [8] ). Suppose G is a graph with δ(G) ≥ 2 3 |G|. If G has a square cycle of length greater than 2 3 |G| then G has a hamiltonian square cycle. Moreover, V (G) can be partitioned into at most two square cycles, each of length at least 1 3 |G|.
The proofs of Theorems 3 and 4 are based on optimal paths and cycles, but do not use weak reservoirs. Theorem 4 is essential to this paper, because it allows our constructions to terminate as soon as we get a square cycle of length greater than 2 3 |G|. Next came a major breakthrough. Komlós, Sárközy and Szemerédi proved their famous Blow-up Lemma [13] , and used it and the Regularity Lemma [19] to prove:
Theorem 5 (Komlós, Sárközy and Szemerédi [12] ). There exists a constant n 0 such that every graph G with |G| ≥ n 0 and δ(G) ≥ 2 3 |G| has a hamiltonian square cycle.
Their proof has the following structure. First they determine extremal configurations that are very close to being counterexamples, but because of the tightness of the degree condition, cannot achieve this status. (For example, if the independence number α(G) > 1 3 |G| then G does not have a hamiltonian square cycle, but then also does not satisfy δ(G) ≥ 2 3 |G|. Moreover if G has an almost independent set of size almost 1 3 |G| and δ(G) ≥ 2 3 |G|, then we will see that G does have a hamiltonian square cycle.) Next they proved that if |G| is sufficiently large, δ(G) ≥ 2 3 |G|, and G has an extremal configuration, then G has a hamiltonian square cycle. When there are no extremal configurations, the Regularity Lemma imposes a pseudo random structure on the graph that can be exploited, using this lack of extremal configurations and the Blow-up Lemma, to construct a hamiltonian square cycle. The use of the Regularity Lemma causes the constant n 0 to be extremely large.
Very recently Rödl, Ruciński and Szemerédi have made another important advance [16, 17] . They proved the following version of Dirac's Theorem for 3-uniform hypergraphs (3-graphs) . An open chain P :
Theorem 6 (Rödl, Ruciński and Szemerédi [17] ). There exists an integer n 0 such that for every 3-graph H on at least n 0 vertices, if every pair of vertices of H is contained in at least ⌊ 1 2 |H|⌋ edges of H then Hcontains a hamiltonian closed chain.
The remarkable proof is very long, but has a similar structure to the proof of Theorem 5. However, a major difference is that the non-extremal case does not use any version of the Blow-up Lemma, and regularity (weak hypergraph regularity) is only used in a quite generic way to construct various strong reservoirs-weak reservoirs with no extreme sets. The Blowup Lemma is replaced by a construction based on an ingenious absorbing path lemma, and a connecting lemma, that uses the strong reservoir.
Levitt, Sárközy and Szemerédi [9] applied similar techniques to the non-extremal case of Pósa's Conjecture without using the Regularity Lemma, and thus proved the result for much smaller graphs than those considered in Theorem 5.
Here we show that Pósa's Conjecture holds for graphs of order at least 2 × 10 8 without using the Regularity-Blow-up method. In addition, our proof of the extremal case holds for all n. We were influenced by the ideas of [9] , but only rely on results from [6, 7, 8] , and the idea from [12] of dividing the problem into an extremal case and a non-extremal case. We avoid the Blow-up Lemma and absorbing paths by using Theorem 4. Our approach is explained fully in the next section.
Notation
Most of our notation is consistent with Diestel's graph theory text [3] . In particular note that P n is a path on n edges, |G| = |V (G)|, G = |E(G)|, and d(v) is the degree of the vertex v. For A, B ⊆ V (G), let A, B = |E(A, B)|, where E(A, B) is the set of edges with one end in A and the other in B, in particular we shall write a, B if A = {a}. We also use A, B to denote the number of edges in the complement of G that have one end in A and the other in B.
Main theorem and proof strategy
Here is our main result: Theorem 7. Let G be a graph on n vertices with n ≥ n 0 := 2 × 10
n, then G has a hamiltonian square cycle.
In this section we organize the structure of the proof. The first step is to define a usable extremal configuration. Our choice is simpler than the choice in [9] , which was much simpler than the several extremal configurations used in [12] . A priori, this makes the extremal case easier and the non-extremal case harder.
and v, S < α n 3 for all v ∈ S.
The proof divides into two parts, depending on whether G is . The extreme case is handled in Section 4, where we prove the following theorem without assuming anything about the order of G. Its proof only requires elementary graph theory. Notice that K 3t+2 −E(K t+1 ) demonstrates that the degree condition is tight.
Theorem 9 (Extremal Case). Let G be a graph on n vertices with δ(G) ≥ 2 3 n. If G has a 1 36 -extreme set, then G has a hamiltonian square cycle.
The non-extremal case is more complicated. In Section 3 we will prove:
Theorem 10 (Non-extremal Case). Let G be a graph on n vertices with δ(G) ≥ -extreme set, then G has a hamiltonian square cycle.
Note that if G has an α-extreme set S ⊆ V (G) for some α < , then S is a n. Then we use the Path Cover Lemma (Lemma 23) to construct two disjoint square paths
n using techniques and results from [6, 7] . Finally, we use the properties of the special reservoir R, together with our version of the Connecting Lemma (Lemma 21), to connect the ends of P 1 to the ends of P 2 by disjoint square paths in R so as to form a square cycle of length greater than 2 3 n. Thus by Theorem 4 we obtain a hamiltonian square cycle.
Reservoirs and the Connecting Lemma
The bottleneck in this line of attack is in determining properties for special reservoirs that are strong enough to prove the Connecting Lemma, yet weak enough to ensure the existence of special reservoirs in moderately sized graphs. In the process of constructing a connecting square path we need to know that certain subsets of the reservoir are nonextreme. Since it is too expensive to ensure that all subsets are nonextreme, we anticipate a limited collection of special subsets that might appear in this construction, and construct a reservoir with no extreme special sets.
A set S of size at least (1 − α) n 3 that is not α-extreme has at least one vertex with "large" degree to S, but we will need more than one vertex of "large" degree, so we define a more general notion of extremity.
and there are fewer than β
that is not (α, β)-extreme has at least β n 3 vertices with "large" degree to S. In the non-extremal case we know that G contains no α-extreme sets, but we must ensure for the Connecting Lemma that the reservoir has no (α ′ , β ′ )-extreme special sets. So we use the following simple observation when constructing the reservoir.
Lemma 13. Let G be a graph on n vertices and let α, β > 0. If G has no α-extreme sets and
for all v ∈ S \S ′ , contradicting the fact that G has no α-extreme sets.
Here are the technical definitions of (ǫ, ̺)-weak, (α, ǫ, ̺)-strong and (α, β, ǫ, ̺)-special reservoir.
An (α, β, ǫ, ̺)-special reservoir is an (ǫ, ̺)-weak reservoir R such that for all special sets
A routine application of Chernoff's bound yields (ǫ, ̺)-weak reservoirs R in moderately large graphs. The reason for this is that we have only polynomially many conditions to preserve. A similar observation allows us to construct (α, β, ǫ, ̺)-special reservoirs. However this standard approach fails for (α, ǫ, ̺)-strong reservoirs, because there are exponentially many conditions to check.
A connecting lemma should state that any two disjoint ordered edges in V (G) \ R can be connected by a short square path whose interior vertices are in R. For example, Fan and Kierstead [6] proved:
|G| then there exists a square path connecting any two disjoint edges.
In the context of Theorem 2, (ǫ/2, ̺)-weak reservoirs are sufficient since the degree bounds ensure that δ(G[R]) > 2 3 |R|. In [9, 17] the authors prove connecting lemmas for strong reservoirs. We use a simpler argument and show that it works for special reservoirs.
Optimal paths
Let e 1 := v 1 v 2 and e 2 := v s−1 v s be disjoint ordered edges. A square (e 1 , e 2 )-path is a square path of the form
Definition 16. An optimal square path (or cycle, or (e 1 , e 2 )-path) is a square path (or cycle, or (e 1 , e 2 )-path) P such that among all square paths (or cycles, or (e 1 , e 2 )-paths) (i) P is as long as possible, (ii) subject to (i), P has as many 3-chords as possible, and (iii) subject to (i) and (ii), P has as many 4-chords as possible.
All the work in [6, 7, 8] starts with lemmas about optimal square paths.
Lemma 17 (Fan-Kierstead [6] , [7] Lemma 1). Suppose that P is a square path in a graph G and v ∈ V (G − P ). If P is an (e 1 , e 2 )-optimal square path then v, Q ≤ 2 3 |V (Q)| + 1 for every segment Q of P . Moreover, if P is an optimal square path then v, P ≤ .
In the extremal case we will take advantage of the following fact.
Corollary 18. Pósa's Conjecture is true, if it holds for all G with |G| divisible by 3.
Proof. Suppose |G| = 3k + r, where 1 ≤ r ≤ 2. Let G ′ be G with r vertices deleted. Then
Thus by hypothesis, G ′ has a hamiltonian square cycle C ′ . So an optimal square cycle C in G has length at least 3k. Suppose C is not hamiltonian in G. Then there exists x ∈ V (G − C). By Lemma 17, we have the following contradiction:
We will also need:
Lemma 19 (Fan-Kierstead [7] , Lemma 9). Let P be an optimal square path of G. Let xy be an edge of G − P such that there are square paths, of at least q vertices, starting at xy and
q + 2.
Probability
If X is a random variable with hypergeometric distribution (and our experiment consists of drawing n items from a collection of N total items, m of which are good and N − m of which are bad) the expected value of X is given by
Theorem 20 (Chernoff's bound [2, 10] ). Let X be a random variable with binomial or hypergeometric distribution. Then the following hold:
, t ≥ 0;
EX .
Non-extremal case
In this section we prove Theorem 10. We have compromised optimality somewhat in our constructions and calculations in favor of clarity of exposition. For instance, we know how to reduce n 0 by a factor of 2. That being said, we can make the reservoir lemma slightly simpler and we can choose "nicer" constants throughout the non-extremal case at the cost of a factor of 3 in n 0 .
We first show that if H is a graph with no (α, β)-extreme special sets whose minimum degree is almost 2 3 |H|, then any two disjoint edges in H can be connected by a short square path. Let xy ∈ E(H); we say that P {xy}Q is a square path if one of P xyQ or P yxQ is a square path.
Lemma 21 (Connecting Lemma). Let 0 < β < α ≤ }. Let H = (V, E) be a graph on n vertices with no (α, β)-extreme special sets such that δ(H) ≥ (
If ab, cd are any two disjoint ordered edges in H − L, then there is a square (ab, cd)-path P of order at most 14 for which
Proof. Let ab, cd be disjoint ordered edges in H − L and set A := {a, b, c, d}. Here is our plan. First (a) we find disjoint edges
We will often use the following statement:
To see this, note that since S is not (α, β)-extreme and n ≥ 69 β , S has at least β n 3 > l + 12 vertices with degree at least α
which gives
Case 1:
Looking ahead to an application in Case 2.a, we will construct
n − ǫn. Thus by (3), and using α − β ≥ 15.1ǫ and n ≥ 660 ǫ , we have
Moreover,
Thus by (1), there exists an edge uv ∈ S 4 ∩ V ′′ , and we set Q := uv. Case 2: |S 4 | ≤ l + 12. Let
Then T 1 and T 2 are both special sets. Note that S 3 is partitioned as (T 1 \ S 4 ) ∪ (T 2 \ S 4 ) and T 1 ∩ T 2 = S 4 . By (3) and the fact that |T 1 | + |T 2 | = |S 3 | + 2|S 4 |, we have
Without loss of generality, |T 1 | ≤ |T 2 |, and so T 2 = ∅. Finally, note that by (3) and the case assumption we have,
Case 2.a:
− ǫ)n, (6), α − β ≥ 15.1ǫ and n ≥ 660 ǫ we have
By (1) and (8), there exist edges
By (8), for any x ∈ A ′′ ,
By (9), (10), and n ≥ 660 ǫ , we have x, U ≤ 6ǫn + 3l + 32 < 1 5 |U ∩ V ′′ |. Thus there exist more than l + 12 vertices in S 4 (A ′′ ). Thus by Case 1, there exists a square path
Thus by (1), there exists an edge yz ∈ E(S ∩ V ′ ). Let Q := xyz.
Now we prove the reservoir lemma.
and n ≥ n 0 := 2 × 10 8 . If H is a graph on n vertices such that δ(H) ≥ 2 3 n and H contains no α-extreme sets, then H contains an (α ′ , β ′ , ǫ, ̺)-special reservoir.
Proof. Let γ :=
We will show that there exists a set R ⊆ V (H) such that |R| = ⌈̺n⌉ which satisfies the following three properties.
(ii) For all special sets
, then |S ∩ R| ≤ 1.05̺|S| and for all special sets
, then there exists a set
Then we will show that these three properties imply that R is an (α ′ , β ′ , ǫ, ̺)-special reservoir. Let R ⊆ V (H) be a set of size ⌈̺n⌉ =: r chosen at random from all n r possibilities. There are five calculations that follow. In each of these calculations we will need n to be large, specifically n ≥ 2 × 10 8 is large enough. Let u ∈ V (H). The expected value of u, R is rd(u) n ≥ ̺d(u). So by Theorem 20.3, we have
There are n vertices in V (H). So by applying Boole's inequality, the probability that there exists a vertex which does not satisfy property (i) is less than 1/3.
. The expected value of |S ∩ R| is r|S| n
. So by Theorem 20.1, we have
So with high probability,
Now let S ⊆ V (H) be a special set such that
and thus by (11) , |S| ≥ |S∩R| 1.05̺
. The expected
. Using Theorem 20.1 again, we have
There are at most n 5 special sets S ⊆ V (H). So by applying Boole's inequality, the probability that there exists a set S which does not satisfy property (ii) is less than 4/9.
. Since H has no α-extreme sets, we see by Lemma 13 that S is not (α, 2cα)-extreme. So there exists a set S ′ ⊆ S having the property that |S ′ | = 2cα
and for all v ∈ S ′ , v, S ≥ α n 3
. Let T ′ := S ′ ∩ R. We first show that with high probability,
. So by Theorem 20.2, we have
Next we show that, with high probability, every vertex in S ′ has at least
There are at most n 5 special sets S ⊆ V (H) and at most n 6 sets defined when we examine the neighborhood of vertices in each special set. So by applying Boole's inequality, the probability that there exists a set S which does not satisfy property (iii) is less than 2/9. The probability that R doesn't satisfy one of the conditions is less than 1, thus there exists a set R ⊆ V (H) satisfying properties (i)-(iii).
We now show that R is an (α ′ , β ′ , ǫ, ̺)-special reservoir. Since R satisfies property (i), R is a (ǫ, ̺)-weak reservoir. Let S ⊆ V (H) be a special set such that |S ∩ R|
, and thus
there is, by property (iii), a set of vertices
We now prove a lemma which allows us to cover most of the complement of the reservoir with at most two long square paths.
Lemma 23 (Path Cover Lemma). Suppose ǫ ≤ 1 500
and n ≥ 6000. Let H be a graph on n vertices with δ(H) ≥ 2 3 − ǫ n. Then (a) H has a square path P with |P | ≥ (
(b) H has two vertex disjoint square paths P 1 and P 2 so that
Proof. (a) Let P := u 1 u 2 ...u p be an optimal square path in H and suppose that p < (
− 2ǫ)n and thus p > (
h. Thus by Theorem 3, H ′ has a hamiltonian square path of length more than than 1 2 n, contradicting the optimality of P . Thus there is a vertex x ∈ V (H ′ ) such that x, P > ( q. We claim that q < ( − 2ǫ)n. Otherwise,
contradicting Lemma 17. On the other hand, since |N(x, u i )| ≥ (
p, Lemma 17 implies x and u i have a common neighbor y in H ′ . Also, by Lemma 17 we have
and thus for any edge uv in
− 2ǫ)n. Hence, we can find a square path P ′ of length at least (
− 2ǫ)n starting at xy. Since |P ′ | > q, the square path P ′ yxu i u i+1 ...u p is longer than P , a contradiction. This completes the proof of part (a).
(b) Let P 1 be an optimal square path in H and let p := |P 1 |. Note that p ≥ ( − 2ǫ)n, then set P 2 = ∅ and we are done. So we may assume that p ≤ (
Extremal Case
In this section we prove Theorem 9. First we need two propositions. Note that the length of an (ordinary) path P is the size P of its edge set.
Proposition 24. Every connected graph H with |H| ≥ 3 has a path or cycle of length min(2δ(H), |H|).
Proof. Let P be a maximum length path in H. If we are not done, then P < 2δ(H). So, as in the proof of Dirac's Theorem [4] , G has a cycle C that spans V (P ). If C is hamiltonian then we are done; otherwise, using connectivity, we can extend C to a path longer than P , a contradiction.
Proposition 25. If H is a graph with circumference l > |H|−δ(H), then l ≥ min(2δ(H), |H|), and moreover, if |H| is also even, then H has an even cycle of length at least min(2δ(H), |H|).
Proof. Let C ⊆ H be a cycle of length l, and fix an orientation of C. If |C| = |H| then we are done, even if |H| is even. Otherwise, let P := v 1 . . . v p be a maximum path in H − C. Then all neighbors of v p are on P ∪ C. By hypothesis δ(H) > |H| − l ≥ p, and so v 1 has a neighbor x ∈ C and v p has a neighbor on C − x. Let y, z = x be neighbors of v p on C with y as close as possible to x in the forward direction and z as close as possible in the backward direction (possibly y = z). Then zCx , xCy ≥ p + 1, as otherwise we could replace the interior vertices of one of these segments with P to obtain a longer cycle, which would yield a contradiction. Moreover, since C has maximum length, any two neighbors of v p are separated by at least one vertex on C. Since v p has at least d(v p ) − p neighbors on C − x,
Now suppose |H| is even. If |C| is even we are done, so suppose |C| is odd. Consider the path P and vertices x, y, z defined above. If xCy and zCx have different parity, then replace xCy with xP y or replace zCx with zP x to get an even cycle of length at least 2δ(H). So assume xCy and zCx have the same parity, and thus yCz is odd. Now v p has k ≥ d(v p ) − p neighbors on yCz. Let y = a 1 , a 2 , . . . , a k = z be the neighbors of v p on yCz in their natural order. Since yCz is odd, some segment a i Ca i+1 must have odd length. By replacing a i Ca i+1 with a i v p a i+1 , we get a cycle C ′ with even length such that
Proof of Theorem 9. Let G = (V, E) be a graph on n vertices with δ(G) ≥ 2 3 n. By Corollary 18 we may assume n = 3k, which gives δ(G) ≥ 2k. Set α := , and suppose G has an α-extreme subset. Let S ⊆ V be an α-extreme set of minimal order, so |S| = ⌈(1 − α)k⌉.
So by Dirac's theorem T has a hamiltonian cycle C := y 1 . . . y 2k y 1 . Since G[S, T ] is complete we can insert the vertices x 1 , x 2 , . . . , x k of S into C so that y 1 y 2 x 1 y 3 y 4 x 2 . . . y 2k−1 y 2k x k y 1 y 2 is a hamiltonian square cycle. So for the rest of the proof assume k ≥ 1/α.
√ αk⌋, and subject to this, T 0 , S is as small as possible. Set T 1 := T \ T 0 , and note that |T 1 | is even. We have,
Every vertex in T 1 has at most as many nonneighbors in S as every vertex in T 0 . Thus, using α = 1 36
, and expressing k as k = 36q + r with q, r ∈ Z and 0 ≤ r ≤ 35, we have
Set m := k − |T 0 | + ⌊αk⌋ and note that since k ≥ 36,
Thus we have
Case 1: There exists an even cycle C ⊆ G[T 1 ] of length 2l ≥ 2m; say C := y 1 . . . y 2l y 1 . Looking ahead to an application in Case 2, we prove something slightly more general than what is needed for Case 1. For some
Enumerate the vertices of T ′ 1 as z 1 , . . . , z 2t . Let P := {p 1 , . . . , p t } be a set of ports, where p i := {z 2i−1 , z 2i , z 2i+1 , z 2i+2 } and addition of indices is modulo t. We say that a vertex x ∈ S can be inserted into port p i if p i ⊆ N(x).
Claim 26. For S ′ ⊂ S with |S ′ | ≥ |S| − 4, let Γ be the S ′ , P -bigraph with xp ∈ E(Γ) if and only if x can be inserted into p. Then Γ has a matching M := {x i p i : i ∈ [t]} that saturates P .
Proof. Using Hall's Theorem, since |S ′ | ≥ |T 1 |/2 ≥ |P |, it suffices to show that
If x ∈ S ′ , then x, T G ≤ 2 ⌊αk⌋ by (12) . Since each y ∈ T ′ 1 is in two ports, each nonedge xy contributes to two nonedges in Γ. So x, P Γ ≤ 4 ⌊αk⌋. Thus
If p ∈ P , then S ′ , y G ≤ ⌊ √ αk⌋ for each y ∈ p by (13) .
Since
< 1, summing (17) and (18) yields (16) .
Let S ′ := S and P := {p 1 , . . . , p l }, where p i := {y 2i−1 , y 2i , y 2i+1 , y 2i+2 } and addition of indices is modulo 2l. By Claim 26, there exist x 1 , . . . , x l such that y 1 y 2 x 1 y 3 y 4 x 2 . . . y 2l−1 y 2l x l y 1 y 2 is a square cycle of length 3l. By (15) , 3l ≥ 3m > 2k, and so Theorem 4 implies that G has a hamiltonian square cycle. Case 2: Not Case 1. Since |T 1 | is even, using Proposition 25 and (15),
First suppose G[T 1 ] is connected. By Proposition 24, there exists a path in G[T 1 ] of length at least 2m.
Claim 27. Let P = y 1 . . . y l be a path of maximum length in
Proof. Suppose there exists y i ∈ N(y 1 ), y j ∈ N(y l ) such that i > j. With respect to this condition, choose y i and y j such that i − j is minimum.
k, set D := y 1 . . . y j y l . . . y i y 1 . By (14) , |D| ≥ 2m − 1 3 k > k, which contradicts (19) .
k, let h be maximum such that y h ∈ N(y 1 ) and set D := y 1 y 2 . . . y h y 1 . Since i − j − 1 > k and i − j is minimum, we have |D| ≥ h ≥ m + i − j − 1 > k, which contradicts (19) .
Let P := y 1 . . . y l be a path of maximum length in G[T 1 ] and with respect to this condition, choose P so that j − i is minimum, where y j is the smallest indexed neighbor of y l and y i the largest indexed neighbor of y 1 . Note that by Claim 27, j − i ≥ 0. By (19) we have,
Set A := {y 1 , . . . , y i−1 }, B := {y i , . . . , y j }, C := {y j+1 , . . . , y l }.
Without loss of generality we may suppose |A| ≥ |C| and thus we have
and
Next we show that A, C = 0.
Suppose a < i ≤ j < b and y a y b ∈ E. Choose y a ′ ∈ N(y 1 ) and
′ < b and both a ′ −a and b−b ′ are minimal. Now D := y 1 P y a y b P y l y b ′ P y a ′ y 1 is a cycle having the property that N(y 1 )∪N(y l ) ⊆ V (D) and thus |D| ≥ |N(y 1 )∪N(y l )| ≥ 2m−1 > k, contradicting (19) .
Set A ′ := {y h ∈ A : y h+1 ∈ N(v 1 )} and C ′ := {y h ∈ C : y h−1 ∈ N(y l )}. Note that |A ′ | ≥ m and |C ′ | ≥ m. We claim that the vertices in A ′ ∪ C ′ are good in the sense that
Without loss of generality, suppose some y h ∈ A ′ has a neighbor y
, then y ′ y h . . . y 1 y h+1 . . . y l is longer than P which is a contradiction. Otherwise, by 
For Y ∈ {A, C}, let
Suppose there exists v ∈ V \ (A ∪ C) and c ∈ C ′ such that |(N(v) ∩ N(c)) ∩ C| ≤ 2. This implies that v, C ≤ |C| − m + 2 by (24). So we have
Let a ∈ A ′ , then by (14) ,
Claim 29. There exist two disjoint square P 5 's connecting edges of A to edges of C. ⌋. Choose nonadjacent vertices x, x ′ ∈ S and a 2s , c 1 ∈ N(x) with a 2s ∈ A ′ and c 1 ∈ C ′ . Since a 2s and c 1 are nonadjacent they have at least k + 1 common neighbors distinct from x, and these common neighbors are not in A ∪ C. One of them v must also be adjacent to x. By Claim 28 there exists, without loss of generality, a 2s−1 ∈ A such that a 2s , v ∈ N(a 2s−1 ). Since x ∈ S, there exists c 2 ∈ C such that x, c 1 ∈ N(c 2 ). Thus Q := a 2s−1 a 2s vxc 1 c 2 is a square P 5 connecting a 2s−1 a 2s to c 1 c 2 . Similarly, we can choose a 1 , c 2t ∈ N(x ′ ) with a 1 ∈ A ′ − a 2s−1 − a 2s and c 2t ∈ C ′ − c 1 − c 2 . Since a 1 and c 2t are nonadjacent, there exist k common neighbors of a 1 and c 2t that are distinct from x ′ and v. One of them v ′ is adjacent to x ′ , and v ′ = x by the choice of x, x ′ . Moreover, v ′ / ∈ A ∪ C. So as above, we can choose a 2 ∈ A and c 2t−1 ∈ C so that Q ′ := c 2t−1 c 2t {v (14) we have
By (22) and (26), we have
Thus for all a, a ′ , a ′′ ∈ A, is a square cycle of length at least 2s + 2t + 4 + s − 1 + t − 1 ≥ 3m − 1 > 2k. Thus by Theorem 4, G has a hamiltonian square cycle.
Conclusion
We have established a concrete threshold n 0 := 2 × 10 8 such that Pósa's Conjecture holds for all graphs of order at least n 0 , using methods essentially from prior to 1996. It seems in retrospect, that we were blinded by the brilliance of the Regularity-Blow-up method, and missed that the crucial idea of [12] was just to divide the problem into extremal and nonextremal cases. However Pósa's Conjecture remains open. We suspect that our probabilistic methods cannot be used to obtain an improvement of more than a factor of 1000. On the other hand we believe that ordinary graph theoretic methods have not yet been exhausted.
We have also developed the method of special reservoirs, for removing regularity from certain arguments. We believe that this could be used on other problems. The paper [9] was written with the goal of developing methods for a more general set of problems. In particular they used an absorbing path lemma which contributes to a much larger value of n 0 . However other problems do not (yet) have an analog of Theorem 4, while the absorbing technique is quite adaptable. Here are some other possible candidates for applying these new techniques, the first of which was discussed in [9] .
Conjecture 30 (Seymour [18] ). For all positive integers k, every graph G with δ(G) ≥ k k+1 |G| contains the k th power of a hamiltonian cycle.
Komlós, Sárközy and Szemerédi [14, 15] used the Regularity and Blow-up Lemmas to prove that there exists a function n(k) such that Seymour's Conjecture holds for all k and graphs of order at least n(k).
Châu also used the Regularity and Blow-up Lemmas to prove the following Ore-type version of Pósa's Conjecture for graphs of large order.
Theorem 31 (Châu [1] ). Let G be a graph on n vertices such that d(x) + d(y) ≥ n + 2, then for sufficiently large n, G contains a hamiltonian square cycle.
For a directed graph G, the minimum semi-degree of G, denoted δ 0 (G), is the minimum of the minimum in-degree δ − (G) and the minimum out-degree δ + (G). An oriented graph is a directed graph with no 2-cycles. Keevash, Kühn, and Osthus proved the following oriented version of Dirac's theorem using the Regularity-Blow-up method (with a directed version of the Regularity Lemma).
Theorem 32 (Keevash, Kühn, Osthus [11] ). Let G be an oriented graph on n vertices. If δ 0 (G) ≥
3n−4 8
and n is sufficiently large, then G contains a hamiltonian cycle.
Finally Treglown conjectured the following oriented version of Pósa's conjecture.
Conjecture 33 (Treglown [20] ). Let G be an oriented graph on n vertices. If δ 0 (G) ≥ 5n 12
, then G contains a the square of a hamiltonian cycle.
