The basis matrices corresponding to consecutive iterations of the simplex method only differ in a single column. This fact is commonly exploited in current LP solvers to avoid having to compute a new factorization of the basis at every iteration. Instead, a previous factorization is updated to reflect the modified column.
Introduction
Let a linear programming problem be given as min c T x
where c ∈ R n , A ∈ R m×n and b ∈ R m . The simplex method finds a finite optimal solution x * to (1) if such a solution exists. It exploits two central results from linear programming theory. First, the feasible region P := {x ∈ R n + : Ax = b} is a polyhedron, and if the optimum is finite, then at least one vertex of P is an optimal solution. Secondly, every vertex of P is a basic feasible solution of (1), i.e. it can be obtained through a basis of (1) . A basis B of (1) is a subset of size m of the column indices {1, . . . , n}, such that the corresponding columns of A form an invertible matrix B. Note that the term basis is often used to designate both B and B.
We do not describe the simplex method here, and instead focus on a few aspects (sometimes called numerical kernels) of the linear algebra involved in the steps of the algorithm. We refer the interested reader to Chvátal [3] * Partially supported by NSERC Discovery Grant RGPIN-05623 and MRI's Early Researcher Award ER11-08-174 for a comprehensive introduction to the simplex method, and to Maros [17] for a detailed description of its implementation details.
A central requirement of the simplex method is the ability to solve determined linear systems involving a linear programming basis. These systems are usually solved by computing an LU factorization of B, i.e. LU = B where L is lower triangular and U is upper triangular.
At a given iteration t+1 of the simplex method, the current basis B (t+1) differs from the previous one B (t) in only one column. This fact can be exploited to modify the factorization B (t) = L (t) U (t) and obtain a factorization of B (t+1) that can be used to solve linear systems. The objective is to solve the linear systems involving B
(t+1)
at a lower computational cost than would be incurred with a fresh LU factorization of B (t+1) .
There are multiple known methods to build such an updated factorization. As a first step, one can easily obtain a factorization of the new basis where one of the factors remains unchanged, while the other loses triangularity (see e.g. [4, 23] ). The various update methods differ in the structure of the nontriangular factor and in how to restore its triangularity. We propose a method that finds a permutation of its rows and columns that is triangular, whenever such a permutation exists. As such, our approach is less general than existing ones: it fails when no triangular permutation exists, in which case we must fall back on one of the other methods. However, basis matrices are known to have a special structure where permutations of rows and columns can almost yield triangularity. We will show that, because of this, a triangular permutation does indeed often exist.
The outline of the paper is as follows. In Section 2, we describe this structure and we explain how it is currently exploited by linear programming solvers. Though this is part of the folklore in linear programming, to the best of our knowledge, the results presented in this section were never formalized. We discuss them in order to introduce some further concepts and for the sake of clarity. In Section 3, we present previous approaches to obtaining updated factorizations and then present our algorithm, whose particularity is that it takes advantage of the sparsity of the factors. As a consequence, it can have a very limited computational cost, given a careful implementation (described in Section 4). Finally, Section 5 presents our computational results. There, we confirm that (a) our method applies to many simplex iterations, (b) its computational cost is indeed small, and (c) it has a beneficial impact on the execution speed of the simplex method overall.
Factorizing with small nuclei
Since computing the factorization is an important step of the simplex method, problem structure is exploited to speed up its implementation. For instance, in the overwhelming majority of linear programming formulations encountered in practice, the matrix A is sparse. As an example, the average nonzero density of the 87 problems in the MIPLIB 2010 [15] benchmark set is 1.62% (all but 5 of the instances have a density below 5%, and those 5 instances all have fewer than 50000 nonzeros, while the overall average is above ten times more). Since basis matrices are formed of a subset of the columns of A, they are typically sparse as well.
Moreover, linear programming bases have one interesting property that separates them from the sparse matrices usually found in other scientific applications. Let us consider a permutation of the rows and columns of B that takes the form
where U is upper triangular, L is lower triangular, and P and Q are permutation matrices. The parts of the matrix marked with a * can have any structure. The remaining non-triangular part G is called the nucleus.
We call this form pseudo triangular. In order to obtain an LU factorization of a matrix of the form (2) , it is sufficient to factorize the nucleus, i.e. compute L G U G = G by regular Gaussian elimination. Then,
It is part of the folklore among simplex practitioners that one can typically find permutations P and Q such that the nucleus G is extremely small. This fact was known to Orchard-Hayes as early as 1968 [19] , and Suhl and
Suhl describe the implementation details of a procedure to exploit it [24] . The scientific literature on the subject is relatively scarce however, and there was little numerical data on the topic, until a recent computational survey by Luce et al. [16] .
Luce et al. [16] quantify the numerical properties of the basis matrices occurring in the resolution of a large collection of LP instances. They use the Soplex code [26] both as a simplex solver (to sample simplex bases), and as a reference implementation for the factorization. As every modern simplex code, Soplex implements a sparse direct LU factorization with some variant of Markowitz pivoting [26] . The intent of Luce et al. [16] is to compare the traditional (in the context of linear programming) LU factorizer of Soplex with several stateof-the-art generic methods. Their results provide rigorous data that confirm the "folklore wisdom" in the field.
Basis matrices are indeed typically sparse, and so are the L and U factors. Also, nuclei are small, especially for larger problems: for every single instance from their testset with more than 300000 constraints, the average nucleus size (over all bases factorized) was less than 4% of the basis size. They further show that the relative fill-in of factors obtained with Soplex is close to minimal. In other words, dynamic Markowitz pivoting generates factors that are almost as sparse as the sparsest possible factors (note that while even a dense factorization can be performed in O(m 3 ) operations, finding the sparsest one is NP-hard [27] ). As a consequence, for basis matrices, the traditional factorizer included in Soplex consistently outperforms even the most elaborated generic LU codes.
We now show how the permutations P and Q are found, and what guarantees they offer when constructed appropriately. All the results in this section are direct and well known among simplex practitioners, but we need to introduce some formalism in order to clarify the subsequent exposition.
Definition 1.
A square matrix H ∈ R m×m is said to be in pseudo triangular form if
where U is a square upper triangular matrix, L is a square lower triangular matrix and G is a square matrix.
We call G the nucleus of H.
Note that any matrix is immediately in pseudo triangular form, since we allow the U and L block submatrices to be empty, in which case H = G. However, as mentioned previously, we are interested in writing matrices in pseudo triangular form with nuclei of small sizes.
In this paper, we exclusively consider the factorization of invertible matrices, since basis matrices are always nonsingular. For such matrices, we can use the following property.
Lemma 1.
Let H be a pseudo triangular matrix partitioned as in (4).
In particular, if H is nonsingular, then so are U , L and G. Moreover, this implies that all diagonal elements of U and L are nonzero.
Proof. Observe the LU factorization of a pseudo triangular matrix given in (3). Both factors are block triangular.
Their determinant is therefore the product of the determinants of the diagonal blocks, yielding det(H) =
Definition 2. Let H be an m × m matrix. The element H ij = 0 is called a column-singleton if H lj = 0 for all l = i, i.e. if H ij is the only nonzero element in its column. Column j of H is then said to be a singleton-column.
Similarly, H ij is a row-singleton if H ik = 0 for all k = j, in which case row i is a singleton-row.
Finding a pseudo triangular permutation is straightforward. It simply consists in moving all column-and row-singletons to the front of the matrix. For instance, given a matrix H that has a column-singleton H ij (Figure 1a ), we can in slide column j is into the first position, moving columns 1, . . . , j − 1 to the right by one place (Figure 1b) , then slide row i into the first position, moving rows 1, . . . , i − 1 down one place (Figure 1c) .
The resulting matrix H has a column-singleton in the first position H 11 . It is thus pseudo triangular with an upper triangular part of size 1. The process can then be iterated by eliminating the first row and column and considering the remaining submatrix. Remark that while one column-singleton is eliminated at every iteration, all other column-singletons in H remain column-singletons in H . Moreover, the elimination of one row from H may create new column-singletons in the remaining submatrix. Algorithm 1 formalizes this method.
Algorithm 1. Permutation of the rows and columns of a matrix into a pseudo triangular form.
Input: B ∈ R m×m nonsingular.
Initialize: Set B (0) := B and k := 0. Figure 1 : Sliding a column-singleton into U p .
Step 1: Let B (k) be partitioned into
where
has no column-singleton, then set κ := k and go to Step 2. Otherwise, let G (k) ij be the only nonzero in column j of G (k) , and set
F i1 = 0 for all i ≥ 2, so the partition of B (k+1) at the next iteration of Step 1 will have the appropriate structure (i.e. zeros below U (k+1) ). Set k := k + 1 and go to Step 1.
Step 2: Let B (k) be partitioned into
has no row-singleton, then set λ := k and go to Step 3. Otherwise, let G (k) ij be the only nonzero in row i of G (k) , and set
, and Q = (e j |e 1 | . . . |e j−1 |e j+1 | . . . |e m−k ). Again, F 1j = 0 for all j ≥ 2, so the partition of B (k+1) at the next iteration of Step 2 will have the appropriate structure (i.e. zeros right of L (k+1) ). Set k := k + 1 and go to Step 2.
Step 3: The result is B (λ) , a pseudo triangular matrix with an upper triangular part of size κ × κ, a lower triangular part of size (λ − κ) × (λ − κ), and a nucleus of size (m − λ) × (m − λ).
From a computational perspective, Step 1 of Algorithm 1 may be implemented as described in Pseudocode 1.
The process is symmetric for Step 2, eliminating singleton-rows from the matrix. We finish this section by
showing that Algorithm 1 indeed computes the smallest possible nucleus. To the best of our knowledge, we provide the first formal proof of this result, although the result itself is widely known and exploited.
For all j, compute nz[j], the number of nonzeros in column B j . Compute the set S := {j : nz[j] = 1} of column-singleton indices in B k := 0 while S is not empty { Let j ∈ S, and i be such that B ij is the nonzero of "diagonal" will always imply "nonzero". The proof works in three steps. Since it is a nonzero in the row i a of B (λ) , we know that j b ∈ L ∪ G. However, because c
this contradicts the construction of j a as argmin j∈L∪G c * (j).
(ii) We can reverse the roles of B (λ) and B * in the proof of (i). Therefore, every column in
Together, (i) and (ii) prove that U is a permutation of
(iii) We transpose the reasoning that led to (i) and (ii) and apply it to the submatrices formed with the columns (Figure 3 ). This yields |L| = |L * | and hence |G| = |G * |, completing our proof. 
Exploiting basis changes and updating a factorization
In this section we present our main contribution, which is a new method to exploit the particular structure of basis updates in the simplex algorithm. We start by presenting what was previously done and then present our idea.
Background and previous work
The method presented in the previous section is conceptually very simple, but it is applied to the whole basis matrix, while Gaussian elimination is only performed on the nucleus. As a result, it represents a sizable portion of the computational effort dedicated to the LU factorization, as shown on Table 1 (the complete data are presented in Table 6 and the conditions of the experiment are discussed in Section 5). When we force our code to compute a new factorization at each iteration, it spends 58.01% of the solution time computing factorizations, on average over the set of LP instances. This includes 25.20% of the overall solution time spent computing pseudo triangular permutations, despite the simplicity of Pseudocode 1, and only 20.10% of the overall time spent performing comparatively much more complex Gaussian eliminations.
On the other hand, from one iteration of the simplex method to the next, only one column of the basis matrix is modified. Several methods have been proposed to exploit this fact and update the factorization across consecutive iterations. These factorization updates are key to a successful implementation of the simplex method. This is emphasized in Table 2 , which shows that forcing the CPLEX solver to recompute a new LU factorization at every iteration slows it down by a factor 3 to 4 (complete data in Table 5 ). The full LU factorization, despite being mostly performed via permutation, is not cheap enough to be computed at every iteration of the simplex method. This is somewhat counter-intuitive given the simplicity of the permuting process. But once an effective update method is implemented, the factorization becomes so much faster that it is not the bottleneck anymore.
Then, more time is typically spent in the triangular solves. [23] , and Huangfu and Hall in 2014 [11] . Update methods are also available for other representations of the basis inverse (e.g. for the product-form inverse [11] ). As a result of his computational experience with CPLEX [25] and Gurobi [8] , Bixby recommended the use of "some variant" of the ForrestTomlin update in 2009 [2] . We thus only focus on the Forrest-Tomlin update here, and its Suhl-Suhl refinement (the former can be seen as a simplified version of the latter). A good overview of all the different methods is provided by Chvátal [3] , and recent updates on the implementation details of the Forrest-Tomlin and Suhl-Suhl updates are provided by Hall [9] , Maros [17] , Koberstein [13, 14] and Huangfu [10] .
The Forrest-Tomlin approach starts with the following observation. Let B be the basis matrix at a given iteration. Assume that we have a factorization B = LU of that matrix. At the next iteration, the basis matrix = · Figure 6 : Factorization W = η Ū via Gaussian elimination.
B
1 is the same as B except in column i, which is replaced by the entering column vector a j . We can write
is, by construction, upper triangular except in column i. The ith column of W is called the spike, and W is thus called a spiked upper triangular matrix. The first operation we perform on W is to pivot the diagonal element of the spike to the back of the matrix (Figure 4 ). It is here that the Suhl-Suhl update refines Forrest-Tomlin, by only considering the diagonal submatrix that fully contains the spike as its leftmost column ( Figure 5 ). We obtain a matrix W = P T W Q that is upper triangular with a row spike (if P and Q are the appropriate permutation matrices). The row spike is then eliminated by Gaussian elimination, providing the factorization W = η Ū ( Figure 6 ) whereŪ is upper triangular and η is diagonal except in one row (matrices of that form are commonly referred to as "row eta matrices"). We now consider the matrices η := P η andŪ :=Ū Q T . It is easy to see that W = ηŪ . A factorization of B 1 is thus given by
The matrixŪ is not upper triangular, but we know that it can be permuted into a triangular matrix, and we keep track of the corresponding permutation matrices P and Q. That is enough to permit forward or backward substitution (FTRAN or BTRAN) and solve linear systems. Similarly, it is easy to solve with a permuted row eta matrix such as η. As will be clear below, performing the pivot is necessary in order to obtain a row spike, which can be eliminated through premultiplication by an eta matrix (postmultiplication would not allow us to iterate on the Forrest-Tomlin formula).
The process can be generalized to multiple consecutive iterations. Let
The first basis in the sequence is obtained by computing a factorization of B 0 = LU 0 as described in the previous section. We keep track of the permutation matrices P k and Q k that are such that
upper triangular. We start with P 0 := I, Q 0 := I and H 0 := I. We obtain the relations
. Specifically, we start with the column-spiked matrix P k T W k Q k and pivot the diagonal element of the spike to the back. We obtain the row-spiked P k+1 T W k Q k+1 , on which we perform Gaussian elimination to obtain P k+1 T W k Q k+1 = η Ū . We finally let η k+1 := P k+1 η and U k+1 :=Ū Q k+1 T , and verify that
The different update methods let us avoid the computation of a fresh LU factorization at each iteration of the simplex method. We instead perform algebraic operations that are much less expensive computationally. The drawback is the accumulation of eta matrices in the factorization of the basis. This increases the time required to solve linear systems and decreases the numerical accuracy of the solutions to those systems. To compensate for this, simplex codes regularly perform fresh refactorizations of the basis matrix. That way, the number of eta matrices stays limited.
Exploiting sparsity
The objective of this paper is to detect when the spiked matrix W k is actually upper triangular already, up to a permutation of its rows and columns. In such a case, the Forrest-Tomlin procedure can be skipped altogether for the current iteration, and no additional eta matrix has to be included in the factorization.
We described a method for detecting such occurrence in the previous section: we could simply slide all columnsingletons to the front of the matrix, yielding a triangular permutation of W k whenever one exists. This idea is not novel. Reid [20] proposed it as a first step to its method. We implemented this approach, but as shown in Table 3 , it is not a practical one (details on Table 6 ). This result is to be expected in light of the previous experiments: A code computing an LU factorization at every iteration spends about 25.20% of its time just for finding a pseudo triangular permutation of basis matrices (Table 1) , and only 20.10% performing Gaussian elimination. On the other hand, employing an LU update method makes the solver around 3 to 4 times faster overall ( Table 2) . It is thus natural that looking for a triangular permutation at every iteration using the same method is prohibitively slow. However, one surprising result arises from this experiment: On average, in our test, 53.897% of the W k matrices could be permuted into a triangular matrix.
As opposed to a renewed application of Pseudocode 1, we propose an approach that exploits the sparsity of the basis matrices. To introduce the approach, let us first introduce a few definitions and provide some theoretical Table 3 : The impact of factorization update in our code.
To start, note that since B is a basis, it is not singular. Neither are its factors in any given factorization, because det(B) is equal to the product of the determinant of its factors. Let E ∈ R s×s be the square diagonal submatrix of W k such that its leftmost column is the spike (Figure 7 ). Despite not being triangular, W k can be written in the block-triangular form
where U 11 and U 33 are upper triangular. It is then easy to see that E is an N-matrix, as defined in Definition 3.
Definition 3. A nonsingular matrix E is an N-matrix if E ij = 0 for all 1 < j < i and E ii = 0 for all 1 < i.
Lemma 2 then shows that E is invertible, and that a triangular permutation of W k exists if and only if one exists for E.
Lemma 2. Let H ∈ R m×m be a nonsingular block upper triangular matrix of the form
where H tt are square matrices for all t ∈ {1, . . . , ν}. Then, H can be permuted into an upper triangular matrix if and only if H tt can be permuted into an upper triangular matrix for all t ∈ {1, . . . , ν}.
Proof. If: direct. Only if: Let H * be a permutation of the rows and columns of H that is upper triangular. There exist permutation matrices P and Q such that
The proof proceeds in two steps.
(i) We show that every diagonal element H * kk of H * corresponds to an element in a diagonal block H tt of H for some t. This is a property of the permutation matrices P and Q, and it can be proven as follows. We construct the matrix
, where • denotes the Schur product and e k is the kth column of the
The matrix H µ also has zeros wherever H * has, so P T H µ Q has the same block triangular structure as H. Suppose that H * kk does not correspond to an element in a diagonal block of H.
This implies det(H) = 0, which is a contradiction.
(ii) For any τ ∈ {1, . . . , ν}, we construct a triangular matrix H * τ τ that is a permutation of the rows and columns of H τ τ . Observe that one can remove row k and column k from a triangular matrix and obtain a new triangular matrix. By (i), we know that every diagonal element H * kk of H * corresponds to an element of H tt for some t. For every k such that t = τ , we remove row k and column k from H * . The resulting matrix is the desired matrix H * τ τ . Indeed, we removed from H * exactly all the rows and columns that do not correspond to rows and columns of H τ τ . It is thus a permutation of the rows and columns of H τ τ . Furthermore, as mentioned earlier, H * τ τ is triangular by construction.
We now focus on finding an upper triangular permutation of E and start by defining the N-graph on the nonzeros of E. An example of an N-matrix and its N-graph is given on Figure 8 . Note that distinct nodes of the N-graph may share a same label.
Definition 4. Let E be an N-matrix. The N-graph of E is a directed tree constructed in the following way:
The root node is a special element labeled 1. If a node labeled 1 is not the root node, then it is a leaf node, and it is called a spike leaf node. Otherwise, a node labeled i has one child for every nondiagonal nonzero element (a) (b) Figure 9 : E jj is a column-singleton that is pivoted to the front.
in row i of E, and each child is labeled with the corresponding column index, i.e. the children correspond to
Theorem 2 shows that a simple depth-first search on the N-graph of E is enough to find a triangular permutation of E whenever one exists. The proof is constructive and Pseudocode 2 shows how to build the permutation of the rows and columns. We claim that the method is superior to Pseudocode 1 because the N-graph is a sparse structure. It lets us consider only the row-singletons that we need to pivot in order to find a triangular permutation, as opposed to iteratively pivoting out all of them.
Theorem 2. Let E ∈ R s×s be an N-matrix that is not in upper triangular form. Then E admits an upper triangular permutation if and only if its N-graph has exactly one spike leaf node.
We first show in Lemma 3 that we may ignore rows and columns of E that are not covered by any label of its N-graph. Then, Lemma 4 shows that we can also ignore subtrees of the N-graph that do not contain spike leaf nodes, and all the rows and columns corresponding to the associated labels.
Lemma 3.
If there is no node labeled i in the N-graph of E, then row i and column i can be pivoted out of E.
More precisely, there exists a permutation of the rows and columns of W k yielding a partition of the form (5) where E ∈ R s×s and every index i ∈ {1, . . . , s} appears in the labels of its N-graph.
Proof. Let I be the set of all labels among {1, . . . , s} that do not appear in the N-graph of E. We find the minimum element j of I, i.e. j := min{i ∈ I}. Note that since the root node is labeled 1, 1 / ∈ I so j > 1.
Suppose that there exists a nonzero element E ij in column j with i = j. Because j > 1 and E is an N-matrix, we know that i < j. Thus i / ∈ I, so there is a node labeled i in the N-graph of E. But given that E ij = 0 and i = j, by Definition 4, that node has a child labeled j, contradicting j ∈ I. Therefore, E jj is a column-singleton and we can pivot it to the front of E (Figure 9 ). We then set I := I \ {j} and proceed until I is empty.
Lemma 4. Let T be a subtree of the N-graph of E rooted at a node labeled r > 1, consisting of r and all its descendants. If T has no spike leaf node, then row r and column r can be pivoted out of E. In other words, there exists a permutation of the rows and columns of W k yielding a partition of the form (5) where all the leaf nodes in the N-graph of E are spike leaf nodes.
(a) (b) Figure 10 : E ii is a row-singleton that is pivoted to the back.
Proof. Pick a leaf node of T . Since it is not a spike leaf node, it has a label i > 1. The element E ii is a row-singleton, and we can pivot it to the back of E (Figure 10 ), eliminating row i and column i. We then update E and its N-graph. Note that this does not create any new spike leaf nodes, so T will still have no spike leaf node. We may proceed until all rows and columns corresponding to labels of T are permuted out. Repeated application of the latter procedure for every non-spike leaf node proves the lemma.
Corollary 2. The N-graph of an N-matrix has at least one spike leaf node.
Proof. Let E be an N-matrix. If there is no spike leaf node, then E 11 = 0 and by Lemma 4, all the nondiagonal nonzero elements of the first row of E can be pivoted out. This contradicts the assumption that E is nonsingular.
Proof of Theorem 2. The proof is constructive. First, we use Lemma 4 to permute out every subtree of the N-graph that does not contain a spike leaf node. We may now assume that every leaf node of the N-graph of E is a spike leaf node. If there is exactly one spike leaf node, then the N-graph is a path, otherwise it is a tree.
(i) We first assume that the root node has exactly one child. This is the case e.g. if the N-graph is a path.
Let that child be labeled i. The element E 1i = 0 is a row-singleton in the first row. If the child is a spike leaf node, then i = 1 and we can slide E 11 into the bottom-right position, directly obtaining a triangular matrix ( Figure 11 ). Otherwise, we slide E 1i into the bottom-right position, then slide the spike column into position i − 1 ( Figure 12 ). The resulting permuted matrix takes the form
where P and Q are permutation matrices, and V (1) is upper triangular. By construction, E (1) is an N-matrix of dimension (s − i + 1) × (s − i + 1). Furthermore, its first row corresponds to the ith row of E, minus the diagonal element E ii . Therefore, the N-graph of E (1) is the subtree of the N-graph of E rooted at our initial (a) (b) Figure 11 : E 11 is a row-singleton.
(a) (b) (c) Figure 12 : E 1i is a row-singleton.
child node labeled i (with nodes relabeled to follow the new indexing). By Lemma 2, there is a triangular permutation for E if and only if there is one for E (1) . Proceeding with E (1) , we obtain a finite sequence of
of strictly decreasing size. If the N-graph of E is a path, then the root of the N-graph of E (τ ) has one child labeled 1, and we obtain a triangular permutation of E.
(ii) Otherwise, if the N-graph of E is a tree, then the root node of E (τ ) has two children, for some τ ≥ 0. We then use Lemma 3 to permute out every row and column i of E (τ ) that is absent from the labels of the N-graph of E (τ ) , obtaining
where P and Q are permutation matrices, V and U are upper triangular, and E ∈ R s ×s has the same N-graph structure as E (τ ) . By our use of Lemma 3, all the rows {2, . . . , s } of E have an associated label in its N-graph, and because we initially applied Lemma 4, all leaf nodes are spike leaf nodes. Therefore, E has no singleton-row, so by Lemma 2, there is no triangular permutation of E.
The discussion in the proof of Theorem 2 directly yields an algorithm for finding the triangular permutation of E if such a permutation exists. An example implementation is described by Pseudocode 2. Calling subtree(E, 1) is equivalent to performing a depth-first search on the N-graph of E. It returns the number of spike leaf nodes and two lists of pivots P 0 and P 1 . The pivots in P 0 correspond to the subtrees containing no spike leaf nodes, while the pivots in P 1 correspond to the path from the root to the spike leaf node, if unique. If there is exactly one spike leaf node, pivoting the elements in P 0 ∪ P 1 to the back of the matrix performs the appropriate permutation. Note that the pivot lists are ordered, so we use the operator ∪ to designate an ordered concatenation that discards duplicate pivots from its right-hand side.
Pseudocode 2 exploits the sparsity of E by ignoring all the rows that have no label in its N-graph. In this sense, it does not use Lemma 3, which we only use as a theoretical tool to prove Theorem 2. 
Implementation issues
Our code follows directly from the previous exposition. As Pseudocode 2 describes, we perform a depthfirst search on the N-graph of the N-matrix E. The graph is not explicitly stored in memory but instead arises implicitly from a packed sparse representation of the rows of E. We deviate from a straightforward implementation in that row i is maked as "explored" just before subtree(E, i) returns. This way, a row (and the corresponding subtree) is never traversed twice.
In practice, the simplest way to store the permutation of the U factor that yields a triangular matrix U is performed on row bwd and col bwd, while row fwd and col fwd are updated accordingly to reflect the change.
As illustrated on Figure 13 , p pivots can be performed simultaneously in O(n + p) operations. However, this is a dense operation, and despite its apparent simplicity, it can be computationally expensive (especially for updating the row fwd and col fwd arrays, whose access pattern is not cache-friendly during the operation).
Moreover, with the Forrest-Tomlin or Suhl-Suhl updates, only symmetric permutations are performed. The corresponding vectors row * and col * would always contain the same data, so in practice only one of them is used. As a consequence, whatever time is spent updating the permutation vectors in the Suhl-Suhl update, double that time would be spent with our method.
The computational cost of updating these dense row (and/or column) mappings is a known problem. Koberstein [14] mentions that the Coin-Clp code [5] features a method for doing it in constant time for the ForrestTomlin update, but it also states that whether an analogous method exists for the Suhl-Suhl update is an open question.
To mitigate this issue, we introduce a datastructure that represents * bwd as a doubly-linked list. That way, deletions and insertions can be performed in constant time. One operation that is not O(1) with linked lists is order comparison: given two list elements A and B, tell whether A is before B or B is before A in the list. This operation is necessary to implement sparse triangular solves. However, we can compensate for this shortcoming by adding a numeric label to each element. Whenever an element is inserted, it gets assigned a label that is strictly greater than that of the previous element, and strictly smaller than that of the next. When no such label exists (because of our representation of numbers with a finite number of bits), we need to relabel the whole list. Specifically, when inserting p elements, we divide the label range between the element preceding them and the one following them into p + 1 intervals (Figure 14) . In the worst case, we insert elements at the same place at every iteration of the simplex method, exploiting every time log(p) more bits in the representation of the labels. Assuming that we use 64-bit integers, that means relabeling every (64 − log(n))/ log(p) iterations, where log(p) and log(n) are much smaller than 64, even for the largest instances. This is in the worst case though, and in practice, we will show that performing the pivots on this datastructure takes a very small fraction of the overall solution time.
A final refinement is that we store col * and row * information together in a single array of structures, described in Pseudocode 3. This should not improve performance in any significant way, but it simplifies some bookkeeping. Each struct element corresponds to a diagonal element; its members i and j indicate where to find it in U , the equivalent of row bwd[] and col bwd[] previously. Rows and columns can be enumerated in the order of U (i.e. in the triangular order) by following the linked list, starting from head or tail. Rows (resp. columns) of U can be associated to elements of the linked list by using row fwd (resp. col fwd). Then, they can be compared to each other using their label member. Note that the exact indices of rows and columns of U can not be obtained or used directly, but label, prev and next together fill that role.
struct permutation { struct element *head, *tail; struct element **row fwd; struct element **col fwd; }; struct element { int i, j; unsigned long label; struct element *prev, *next; }; 
Results
We perform our computational experiments on two sets of instances. First, we consider the root node LPs of problems in the MIPLIB 2010 [15] benchmark set. Because they are relevant in the context of the branch-andbound method for mixed-integer programming, we first preprocess every instance using the MIP presolver of CPLEX 12.6 [25] , then drop all integrality constraints. The second set is composed of various LP instances gathered by Mittelmann [18] for benchmarking purposes. The Mittelmann instances are harder to solve, so we use them only for confirming our final results on bigger instances (their solution times are typically a couple of orders of magnitude larger than the solution times for preprocessed MIPLIB 2010 instances).
We run our own implementation of the dual simplex method, with steepest-edge pricing ("dual algorithm 1" [6] ) and a variant of the bound-flipping ratio test [12, 7] . No LP preprocessing was applied to the instances. Where possible, we also run the LP solver of CPLEX 12.6 to ensure that our conclusions are not particular to our code (Table 5 ). There, we use the dual simplex implementation of CPLEX with LP preprocessing disabled; all other parameters are kept to their defaults. All tests are performed on a computer with an Intel Core i5-3210M processor clocked at 2.50 GHz clock and 8 Gb of RAM. All running times shown for instances in the MIPLIB 2010 [15] benchmark set are averaged over three runs.
Across all tables, the label it denotes the number of iterations, time the total solution time in seconds, and t/it the time per iteration, in milliseconds. For time and t/it, the geometric means presented are shifted by a constant s, i.e.
geom.mean(t 1 , . . . , t n ) :
The value of s is 10 in both cases: 10 seconds for time and 10 milliseconds for t/it.
Usefulness of factorization update methods. In Section 3, we discussed the computational cost of existing factorization update methods, with the support of aggregate experimental results in Tables 1, 2 and 3 . We now present the details of these experiments, in Tables 5 and 6 . They include only MIPLIB 2010 instances. Two variants of the CPLEX code are compared on Table 5 : CPLEX (refactor) gives results for CPLEX with the maximum interval between refactorizations fixed to 1, effectively disabling the Forrest-Tomlin update, while CPLEX (update) corresponds to CPLEX in its default configuration. The main observation is that enabling the factorization update yields a dramatic drop in time per iteration, from 2.749ms to 0.595ms in shifted geometric mean. Table 6 shows similar outcomes with three variants of our code: in the first, refactor, there is no factorization update; the second, Suhl-Suhl update, is the default configuration; and the third, Reid + Suhl-Suhl update, attempts to find a triangular permutation of U by using the dense method proposed as a first step by Reid [20] . Because we can instrument our code, we have more details here:
• The columns labeled %factor indicate, for each instance, the percentage of time spent computing or updating the basis factorization. It is broken down into
• %b, the percentage of time spent building fresh LU factorizations. In refactor, %factor = %b and it is further broken down into
• %p, the time taken to find pseudo-triangular parts of the basis matrix, and
• %G, the time spent performing Gaussian elimination.
• %∆, the percentage of time spent looking for triangular permutation updates, and
• %S, the time required to perform the Suhl-Suhl update.
• The columns labeled %solve indicate the percentage of time spend solving systems of the type Bx = b or B T y = e, given a factorization of B (i.e., the cost of computing a factorization of B is not included).
Whenever multiple columns are grouped under a single category (for example, %p and %G grouped under %b), a column labeled + indicates the total for the parent category (in the example, %b).
As noted previously, enabling the factorization update yields a drop in time per iteration, from 4.003ms to 0.797ms. However, attempting to skip some of the Suhl-Suhl updates by finding triangular permutations with the first step of Reid's update [20] makes the time per iteration rise again, to 1.119ms.
Then, we answer two computational questions that arise from our developments.
Success rate of our algorithm. The first question is related more to the nature of LP bases than to our method specifically: How often can a spiked upper triangular factor be permuted into a triangular matrix? As mentioned in Section 3, we already answered this question using the naive method inspired by Reid's update. On average, 53.897% of the spiked matrices can be permuted into a triangular one. We give more detailed results, obtained with our new method, in Tables 7 and 8 . At each iteration, a basis factorization is needed. If we have one from the previous iteration, then we compute the spiked upper triangular factor W k . The columns labeled permute indicate the number of iterations for which there exists a triangular permutation of W k , and such a permutation is found by our method (it is the raw number of times this happens, and % gives that number as a percentage of the overall number of iterations). When this fails, we fall back on the Suhl-Suhl update method (columns labeled Suhl-Suhl ). When this fails too, we compute from scratch a fresh LU factorization of the basis matrix (refactor ). These three possibilities sum up to roughly 100%, but not necessarily exactly 100%, as the simplex code can decide to compute a fresh factorization, even after an update was successfully computed.
Note that both update methods (permute and Suhl-Suhl ) may fail for an additional reason, besides the obvious ones (no previous factorization exists, or no triangular permutation exists). We enforce a Markowitz-type condition on the U factor: the diagonal elements of U must not be too small compared to the other elements in their row. In practice, we impose |U ii | > 0.001 · max j |U ij | for all i. Whenever an update would yield a U factor that would violate this condition, we abort the attempt. For a new factorization, the Markowitz threshold is 0.01. Tables 7 and 8 With the Mittelmann test set, the percentages are 42.124% and 54.321%, respectively.
Computational cost of the algorithm. The second question is: Does our method make the dual simplex method faster overall? Table 4 Table 4 : Impact of the permutation method on running time.
below the relative standard deviation in running time from one run to another, and variations in the update algorithms yield differing solution paths, creating even more noise in our measurements. Therefore, while our method seems beneficial, it is difficult to conclude it, from these numbers, with absolute certainty. However, are small, they come with essentially negligible costs.
Conclusion
We present a new method for finding triangular permutations of spiked upper triangular matrices. It finds a permutation if and only if one exists. While other methods have been presented previously for the same task, our approach takes into account the sparsity of the matrix and performs only the pivots that are absolutely necessary to build the permutation.
Surprisingly, our experiments show that around half of the spiked upper triangular matrices can be permuted into a triangular one. Exploiting this fact only leads to modest gains in solving linear optimization problems, but we show that it has no significant drawbacks. Table 10 : Running time: with and without of our permutation method (Mittelmann testset) 
