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Abstract
In this paper we construct the fundamental solution to the Schödinger equation on a compact symmetric
space with even root multiplicities using shift operators of Heckman and Opdam. Next, we prove that
the support of the fundamental solution becomes a lower dimensional subset at a rational time whereas its
support and its singular support coincide with the whole symmetric space at an irrational time. Moreover,
we also show that generalized Gauss sums appear in the expression of the fundamental solution.
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1. Introduction
It is an important problem to study when and where the fundamental solution to a given
differential equation becomes zero in particular if the differential equation in question arises
from physics. One famous example is Huygens’ principle for the wave equation on the odd
dimensional Euclidean space. An analogous Huygens’ principle holds for the modified wave
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Roughly speaking, the above Huygens’ principle shows that waves on such a symmetric space
propagate along the light cone, namely, the support of the fundamental solution to the mod-
ified wave equation coincides with the light cone. This result and some generalizations are
obtained by Branson, Olafsson and Pasquale [1], Branson, Olafsson and Schlichtkrull [2], Cha-
lykh and Veselov [3], Gonzalez [4], Helgason [9,10], Helgason and Schlichtkrull [11], Olafsson
and Schlichtkrull [13], and Solomatina [17]. In this sense, wave equations on symmetric spaces
have been extensively studied by a lot of people from several different points of view. How-
ever, in contrast with the wave equation, nothing is known about the support of the fundamental
solution to the Schrödinger equation on a compact symmetric space. In general, we cannot ex-
pect a similar phenomenon to the Huygens’ principle for Schrödinger equations. Nonetheless
surprisingly, under some conditions, the support of the fundamental solution to the Schrödinger
equation becomes a lower dimensional subset.
Now let us state our main result.
Let M = U/K be a compact symmetric space with even root multiplicities and let A ⊂ M
be a maximal torus. We assume a certain condition on the weight lattice and the coroot lattice
associated with the maximal torus A. (We will give this condition later in Section 2. See Defi-
nition 2.4 and Assumption 2.5.) We consider the following Cauchy problem for the Schödinger
equation on M
(Sch)M
{√−1∂tψ +Mψ = 0, t ∈ R,
ψ(0, x) = δo(x), x ∈ M.
(1.1)
Here δo(x) denotes the Dirac’s delta function with singularity at o = eK ∈ U/K and M denotes
the Laplace–Beltrami operator on M with respect to the U -invariant metric. In addition, for
simplicity, we denote ∂
∂t
by ∂t . (We consider M to be a non-positive operator as in the case
of Rn.) Let EM(t, x) be the fundamental solution to the Schödinger equation corresponding to a
free particle on M , namely, the solution to the above equation (Sch)M .
Then our main theorem is stated as follows.
Theorem 1.1. (See Theorem 4.6.) There exists a positive number c such that the following (I)
and (II) hold.
(I) In the case when t/c is a rational number. Let us put t
c
= p
q
∈ Q, where p,q ∈ Z, q > 0 and
p and q are coprime. Then there exists a finite subset Gq of A depending on q such that the
support of EM(cpq , ·) (as a distribution on M) is given by
SuppEM
(
cp
q
, ·
)
= {k · a ∈ M | k ∈ K, a ∈ Gq}.
(We will construct the above finite set Gq = G[q;Λ,Γ0] explicitly in Section 2. See (2.24).)
(II) In the case when t/c is an irrational number. The support of EM(t, ·) is given by
SuppEM(t, ·) = Sing SuppEM(t, ·) = M.
Here Sing SuppEM(t, ·) denotes the singular support of EM(t, ·).
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assumptions of the above theorem. Such symmetric spaces are given in the following list.
(i) M = SO(2m+ 2)/SO(2m+ 1) (∼= S2m+1). The odd dimensional sphere.
(ii) M = SU(2m)/Sp(m).
(iii) M = E6/F4.
(iv) M = (U × U)/U (∼= U) for any compact simple Lie group U . Here U denotes the
diagonal set {(u,u) ∈ U ×U | u ∈ U}.
Remark 1.3. In this paper, we do not necessarily assume that M is irreducible. So we need to
make some condition on the weight lattice and the coroot lattice. (See Assumption 2.5.) Thereby
it is implied that Theorem 1.1 requires no such condition if M is irreducible. (See Corollary 4.10.)
As is well known in physics, the Schödinger equation (Sch)M describes the motion of a free
particle on M . Then the above theorem asserts that a free particle starting from the origin o at
t = 0 exists on a lower dimensional subset of M at a rational time, whereas, by contrast, such
a free particle can exist anywhere on M at an irrational time. In particular, we would like to
stress that a free particle on M distinguishes a rational number and an irrational number. In
addition, as we show later, it also recognizes some number theoretical quantity such as Gauss
sums.
This paper is organized as follows. In Section 2, we construct the fundamental solution to
the Schrödinger equation on the maximal torus A with the flat metric. Section 3 is devoted to
a summary of Heckman–Opdam theory on shift operators. In Section 4, using shift operators,
we construct the fundamental solution to the Schrödinger equation (Sch)M on M and prove the
main theorem (Theorem 4.6). Then we apply our main theorem to the Schrödinger equation with
smooth initial data in Section 5. In Section 6, we deal with two examples, the odd dimensional
sphere and SU(6)/Sp(3).
2. Schrödinger equation on the maximal torus
In this section, we study the support of the fundamental solution to the Schödinger equation
on the maximal torus with the flat metric.
We start with the notations and the settings.
Notation 2.1. Let M = U/K be a compact symmetric space, where U and K are a compact
semisimple Lie group and its closed subgroup respectively. Let u and k be the Lie algebras of U
and K respectively. Let u = k ⊕ m be the Cartan decomposition. Let us take a maximal abelian
subspace a ⊂ m. We put d = dimR a = rankU/K . Let A ⊂ U/K be the maximal torus corre-
sponding to a. We fix an Ad-U -invariant inner product 〈·,·〉 on u, which induces inner products on
m and on a. We denote these induced inner products by the same 〈·,·〉. Let W = W(U,K) be the
Weyl group of U/K . For α ∈ a, let uα = {X ∈ uC | [H,X] =
√−1〈α,H 〉X, for ∀H ∈ a}. α is
called a restricted root (or a root of (u,a)) if uα = {0}. Let R be the set of restricted roots. We put
mα = dimC uα for α ∈ R and call it the multiplicity of α. In addition, we write α∨ = 2α/〈α,α〉
for α ∈ R. We choose the set of positive roots and denote it by R+. Let γ1, . . . , γd ∈ R+ be the
simple roots.
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(EMC):
(EMC): mα is even for any restricted root α ∈ R.
Notation 2.3. For a lattice Γ ⊂ a and for H ∈ a, we denote by [H ]Γ the equivalence class of
H with respect to Γ (namely, an element of the quotient set a/Γ ). In other words, [H1]Γ =
[H2]Γ ⇔ H1 −H2 ∈ Γ .
Now let us take
Γ = {H ∈ a ∣∣ exp(H) ∈ K}. (2.1)
Then the maximal torus A is identified with a/Γ by the mapping a/Γ  [H ]Γ → exp(H) ∈ A.
Furthermore, let
Γ0 := Zγ1∨ ⊕ · · · ⊕ Zγd∨. (2.2)
The above lattice Γ0 is called the coroot lattice. As is well known, if we assume (EMC), then the
lattice Γ is written as Γ = πΓ0. (See Takeuchi [18, Chapters 6–7].)
Let Λ be the dual lattice of Γ0. Let us take the generators of Λ, λ1, . . . , λd ∈ a such that
〈λi, γj∨〉 = δij . Λ is called the weight lattice and each λi (1  i  d) is called a fundamental
weight.
Next, let us consider the Schrödinger equation on a/Γ .
(Sch)a/Γ
{√−1∂tψ +a/Γ ψ = 0, t ∈ R,
ψ(0, [H ]Γ ) = δa/Γ ([H ]Γ ), for [H ]Γ ∈ a/Γ.
(2.3)
Here δa/Γ ([H ]Γ ) denotes the Dirac’s delta function on a/Γ with singularity at [0]Γ ∈ a/Γ and
a/Γ denotes the Laplacian on a/Γ with respect to the flat metric on a/Γ . In other words, if
we take an orthonormal basis H1, . . . ,Hd ∈ a, then a/Γ is written as a/Γ = ∂2r1 + · · · + ∂2rd
for H = r1H1 + · · · + rdHd . Note that we sometimes identify a distribution on a/Γ with a Γ -
periodic distribution on a.
We see easily that the fundamental solution Ea/Γ to the Schrödinger equation (Sch)a/Γ is
given by
Ea/Γ
(
t, [H ]Γ
)= 1
Vol(a/Γ )
∑
λ∈Λ
e−4
√−1〈λ,λ〉t+2√−1〈λ,H 〉. (2.4)
In order to study the support of Ea/Γ (t, ·) as a distribution on a/Γ , we will introduce a certain
condition on lattices.
Definition 2.4. For two lattices Γ1 and Γ2 in a d-dimensional real vector space, we write Γ1 ≈ Γ2
if there exists a real number c = 0 such that cΓ1 ⊂ Γ2. We say that Γ1 is homothetic to Γ2 if
Γ1 ≈ Γ2. We call the least positive number among such c’s the homothetic ratio of Γ1 to Γ2 and
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C[Γ1:Γ2] := min{c | c > 0, cΓ1 ⊂ Γ2}. (2.5)
Suppose that e1, . . . , ed and f1, . . . , fd are the generators of Γ1 and Γ2 respectively. Then the
above condition means that there exist c0 > 0 and T ∈ GL(d,Z) such that c0ej = Tfj for all j ,
1 j  d , from which it follows that Γ2 ≈ Γ1. In fact, we have detTc0 fj = T (co)ej , where T (co)
denotes the cofactor matrix of T . Moreover, if Γ1 ≈ Γ2 and Γ2 ≈ Γ3, then Γ1 ≈ Γ3. So “≈” is an
equivalence relation. We also note that the relation “Γ1 ≈ Γ2” is weaker than the relation that Γ1
is linearly equivalent to Γ2.
Assumption 2.5. Now we assume that Λ ≈ Γ0 for the weight lattice Λ and the coroot lattice Γ0.
By definition, there exists a real number c0 = C[Λ:Γ0] > 0 such that
c0λ1 ∈ Γ0, . . . , c0λd ∈ Γ0. (2.6)
Let us first consider the case when t/πc0 is a rational number.
We put t = πc02 × pq , where p,q ∈ Z, q > 0 and p and q are coprime.
Lemma 2.6. We define a finite set Γ0[q] by
Γ0[q] :=
{
1γ1
∨ + · · · + dγd∨ ∈ Γ0
∣∣ 1, . . . , d ∈ Z, 0 1, . . . , d  q − 1}. (2.7)
Then, as a distribution on a/Γ , we have
1
Vol(a/Γ )
∑
λ∈Λ
e2
√−1〈λ,qH 〉 = q−d
∑
μ∈Γ0[q]
δa/Γ
([
H − π
q
μ
]
Γ
)
. (2.8)
Proof. Using the Poisson’s summation formula, we have
1
Vol(a/Γ )
∑
λ∈Λ
e2
√−1〈λ,qH 〉 =
∑
μ∈Γ0
δ(qH − πμ)
= q−d
∑
μ∈Γ0
δ
(
H − π
q
μ
)
. (2.9)
Since μ ∈ Γ0 is written uniquely as μ = qμ′ + μ′′, μ′ ∈ Γ0, μ′′ ∈ Γ0[q], we can rewrite the
right-hand side of the above equality as follows.
R.H.S. of (2.9) = q−d
∑
μ′∈Γ0
∑
μ′′∈Γ0[q]
δ
(
H − π
q
μ′′ −μ′
)
. (2.10)
Therefore, as an equality of a distribution on a/Γ , we obtain (2.8). 
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Λ[q] := {1λ1 + · · · + dλd ∈ Λ | 1, . . . , d ∈ Z, 0 1, . . . , d  q − 1}. (2.11)
Then each λ ∈ Λ is written uniquely as λ = qλ′ + λ′′ for λ′ ∈ Λ, λ′′ ∈ Λ[q]. Thus we have
4〈λ,λ〉t = 4〈qλ′ + λ′′, qλ′ + λ′′〉× πc0
2
× p
q
= 2π
{
pq
〈
c0λ
′, λ′
〉+ 2p〈c0λ′, λ′′〉+ p
q
〈
c0λ
′′, λ′′
〉}
≡ 2πp
q
〈
c0λ
′′, λ′′
〉
(mod 2πZ). (2.12)
In the above computation, we note that 〈c0λ′, λ′〉, 〈c0λ′, λ′′〉 ∈ Z by the assumption that Λ ≈ Γ0.
Making use of Lemma 2.6 and (2.12), we have
Ea/Γ
(
πc0
2
× p
q
,H
)
= 1
Vol(a/Γ )
∑
λ′∈Λ
∑
λ′′∈Λ[q]
e
−√−1 2πp
q
〈c0λ′′,λ′′〉+2
√−1〈qλ′+λ′′,H 〉
= 1
Vol(a/Γ )
∑
λ′′∈Λ[q]
e
−√−1 2πp
q
〈c0λ′′,λ′′〉+2
√−1〈λ′′,H 〉 ∑
λ′∈Λ
e2
√−1〈λ′,qH 〉
= ϕ(H ;p,q,Λ)× q−d
∑
μ∈Γ0[q]
δa/Γ
([
H − π
q
μ
]
Γ
)
= q−d
∑
μ∈Γ0[q]
ϕ
(
π
q
μ;p,q,Λ
)
δa/Γ
([
H − π
q
μ
]
Γ
)
, (2.13)
where we put
ϕ(H ;p,q,Λ) =
∑
λ′′∈Λ[q]
e
−√−1 2πp
q
〈c0λ′′,λ′′〉+2
√−1〈λ′′,H 〉
. (2.14)
For p,q ∈ Z with p, q coprime, for the lattices Λ and Γ0, and for μ ∈ Γ0[q], let
G(p,q;μ;Λ,Γ0) := ϕ
(
π
q
μ;p,q,Λ
)
. (2.15)
Then we see easily that
G(p,q;μ;Λ,Γ0) =
∑
λ∈Λ[q]
e
√−1 2π
q
{p〈c0λ,λ〉−〈λ,μ〉}. (2.16)
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Ea/Γ
(
πc0
2
× p
q
,H
)
= q−d
∑
μ∈Γ0[q]
G(p,q;μ;Λ,Γ0)δa/Γ
([
H − π
q
μ
]
Γ
)
. (2.17)
Let us call the above sum G(p,q,μ;Λ,Γ0) a Gauss sum associated with Λ and Γ0. In fact, it
turns out that G(p,q,μ;Λ,Γ0) is a generalization of a quadratic Gauss sum appearing in the
theory of cyclotomic fields. (See the first example in Section 6.)
Now let us consider when the Gauss sum G(p,q,μ;Λ,Γ0) vanishes. We start with the fol-
lowing lemma by Turaev.
Lemma 2.7. (See Turaev [19, Lemma 1].) Let L be a finite abelian group and Q : L → Q/Z
be a quadratic form in the sense that the associated pairing BQ : L × L → Q/Z defined by
BQ(x, y) := Q(x + y) − Q(x) − Q(y) is bilinear. We define a Gauss sum G(L,Q) associated
with L and Q by
G(L,Q) := |L|− 12
∑
x∈L
e2π
√−1Q(x). (2.18)
Let K be the kernel of the homomorphism L  x → BQ(x, ·) ∈ Hom(L,Q/Z). If Q(K) = 0, then
G(L,Q) = 0. If Q(K) = 0, then |G(L,Q)| = |K| 12 .
We identify Λ[q] with Λ/qΛ, and define a quadratic form Qμ : Λ/qΛ → Q/Z by
Qμ(λ) :=
[
1
q
{
p〈c0λ,λ〉 − 〈λ,μ〉
}]
Z
. (2.19)
Here, as in Notation 2.3, for r ∈ Q we denote by [r]Z the equivalence class of r with respect
to Z. We apply Lemma 2.7 to the case when L = Λ/qΛ ∼= Λ[q] and Q = Qμ. Then in this
case the corresponding bilinear form BQμ : Λ/qΛ × Λ/qΛ → Q/Z is given by BQμ(λ, ν) =
[ 2pc0
q
〈λ, ν〉]Z. Using these notations, G(p,q;μ;Λ,Γ0) is rewritten as
G(p,q;μ;Λ,Γ0) = q d2 G(Λ/qΛ,Qμ). (2.20)
(Note that |L| = |Λ/qΛ| = qd .) Let K[p,q;Λ,Γ0] be the kernel of the homomorphism Λ/qΛ ∼=
Λ[q]  λ → BQμ(λ, ·). Then we have the following lemma.
Lemma 2.8. Let
K[q;Λ,Γ0] :=
{
λ ∈ Λ/qΛ ∼= Λ[q] ∣∣ 2c0〈λ, ν〉 ≡ 0 (mod q), for ∀ν ∈ Λ/qΛ}. (2.21)
Then K[p,q;Λ,Γ0] = K[q;Λ,Γ0] for any p such that p and q are coprime.
Proof. It follows easily from the assumption that p and q are coprime. 
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p〈c0λ,λ〉 − 〈λ,μ〉 ≡ 0 (mod q), for ∀λ ∈ K[q;Λ,Γ0]. (2.22)
Since K[q;Λ,Γ0]  λ → pλ ∈ K[q;Λ,Γ0] is a bijection, we have
(2.22) ⇔ p2〈c0λ,λ〉 − p〈λ,μ〉 ≡ 0 (mod q), for ∀λ ∈ K[q;Λ,Γ0]
⇔ 〈c0pλ,pλ〉 − 〈pλ,μ〉 ≡ 0 (mod q), for ∀λ ∈ K[q;Λ,Γ0]
⇔ 〈c0λ,λ〉 − 〈λ,μ〉 ≡ 0 (mod q), for ∀λ ∈ K[q;Λ,Γ0].
Thus the condition Qμ(K[p,q;Λ,Γ0]) = 0 is equivalent to
〈c0λ,λ〉 − 〈λ,μ〉 ≡ 0 (mod q), for ∀λ ∈ K[q;Λ,Γ0]. (2.23)
Note that the above condition (2.23) does not depend on p such that p and q are coprime.
Then due to Lemma 2.7, we obtain the following.
Proposition 2.9. G(p,q,μ;Λ,Γ0) = 0 if and only if μ ∈ Γ0[q] satisfies the condition (2.23).
Now let us define a finite subset G[q;Λ,Γ0] of a/Γ ∼= A by
G[q;Λ,Γ0] :=
{[
π
q
μ
]
Γ
∈ a/Γ ∼= A
∣∣∣ μ ∈ Γ0[q] satisfies the condition (2.23)
}
. (2.24)
Since K[q;Λ,Γ0] is W -invariant, the above set G[q;Λ,Γ0] is also W -invariant.
Taking account of (2.17) and Proposition 2.9, we see that the fundamental solution
Ea/Γ (t, h) to the Schrödinger equation (Sch)a/Γ at t = πc02 × pq has a delta type singularity
at h ∈ G[q;Λ,Γ0].
Next, let us consider the case when t/πc0 is an irrational number.
Since the Laplacian a/Γ on a/Γ is self-adjoint, e
√−1ta/Γ is a unitary operator on L2(a/Γ ).
In addition, e
√−1ta/Γ is given by the convolution operator
L2(a/Γ )  f (h) →
∫
h′∈a/Γ
Ea/Γ
(
t, h− h′)f (h′)dh′, (2.25)
on the compact group a/Γ . Thus the above expression (2.25) shows that Ea/Γ (t, h) has a sin-
gularity at some point h0 = [H0]Γ ∈ a/Γ . In fact, if Ea/Γ (t, [H ]Γ ) ∈ C∞(a/Γ ), then the above
operator (2.25) maps L2(a/Γ ) into C∞(a/Γ ), which is a contradiction.
Here we have the following lemma.
Lemma 2.10.
Ea/Γ
(
t, [H − 4tλ]Γ
)= e4√−1〈λ,λ〉t−2√−1〈λ,H 〉Ea/Γ (t, h),
for ∀λ ∈ Λ, h = [H ]Γ ∈ a/Γ. (2.26)
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theta functions. So we omit the proof.
Using Lemma 2.10, we see that Ea/Γ (t, [H ]Γ ) has a singularity at [H ]Γ = [H0 − 4tλ]Γ for
any λ ∈ Λ. By the assumption, we write t = 14πc0ω for some irrational number ω. Here we note
that πc0λ ∈ Γ for any λ ∈ Λ by the assumption that Λ ≈ Γ0. Since ω is irrational, the subset
{[H0 −ωπc0λ]Γ ∈ a/Γ ∣∣ λ ∈ Λ} (2.27)
is dense in a/Γ . On the other hand, since Sing SuppEa/Γ ( 14πc0ω, ·) the singular support of the
distribution Ea/Γ ( 14πc0ω, ·) is a closed set, Sing SuppEa/Γ ( 14πc0ω, ·) includes the closure of
the above set (2.27), which shows that
Sing SuppEa/Γ
(
1
4
πc0ω, ·
)
= a/Γ. (2.28)
Therefore, we obtain
SuppEa/Γ
(
1
4
πc0ω, ·
)
= Sing SuppEa/Γ
(
1
4
πc0ω, ·
)
= a/Γ. (2.29)
Summarizing the above argument, we obtain the following.
Theorem 2.11. We assume that the weight lattice Λ is homothetic to the coroot lattice Γ0. (See
Definition 2.4 and Assumption 2.5.) Let c0 = C[Λ:Γ0] the homothetic ratio of Λ to Γ0. Then the
following (I) and (II) hold for the solution Ea/Γ to the Schrödinger equation (Sch)a/Γ .
(I) In the case t
πc0
is a rational number. We put t = πc02 × pq , where p,q ∈ Z, q > 0 and p and
q are coprime. Then, the fundamental solution Ea/Γ (t,H) at t = πc02 × pq is written as
Ea/Γ
(
πc0
2
× p
q
,H
)
= q−d
∑
μ∈Γ0[q]
G(p,q;μ;Λ,Γ0)δa/Γ
([
H − π
q
μ
]
Γ
)
, (2.30)
where G(p,q;μ;Λ,Γ0) is a generalized Gauss sum given by (2.16). Moreover, we have
SuppEa/Γ
(
πc0
2
× p
q
, ·
)
= G[q;Λ,Γ0], (2.31)
where G[q;Λ,Γ0] is the finite set defined by (2.24). In particular, SuppEa/Γ (πc02 × pq , ·) does
not depend on p.
(II) In the case t
πc0
is an irrational number. Then we have
SuppEa/Γ (t, ·) = Sing SuppEa/Γ (t, ·) = a/Γ. (2.32)
Remark 2.12. Assumption 2.5 is essential in the above theorem. In fact, if we remove As-
sumption 2.5, then such a strange phenomenon as in Theorem 2.11 does not occur. Let us
consider the following example. We take a lattice Γ0 = Zγ ∨ ⊕ Zγ ∨ ⊂ R2 and its dual lattice1 2
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longer homothetic to Γ . Let ER2/Γ (t, h) be the fundamental solution to the Schrödinger equation
{√−1∂tψ +R2/Γ ψ = 0, t ∈ R,
ψ(0, h) = δR2/Γ (h), for h ∈ R2/Γ.
(2.33)
Then taking account of the proof of the above theorem, we see that
Sing SuppER2/Γ (t, ·) = SuppER2/Γ (t, ·) = R2/Γ, for any t ∈ R \ {0}. (2.34)
Remark 2.13. If we take into consideration the proof of Theorem 2.11(II) more carefully, we
see that Ea/Γ (t, ·) is not continuous anywhere in a/Γ in the sense that for any open subset U of
a/Γ there exists a point h0 ∈ U such that Ea/Γ (t, ·) is not continuous at h = h0.
3. Shift operators of Heckman and Opdam
In this section, we give a summary of Heckman–Opdam theory on shift operators. We use
the framework in the book [6] by Heckman and Schlichtkrull. (See also Heckman [5] and Op-
dam [14–16] for the details of their theory.) As in Section 2, we assume the even multiplicity
condition (EMC) on the restricted root system R. Before going into the summary, we note that
the multiplicity function k = (kα) in [6] is half of our multiplicity function and that our restricted
root is half of the restricted root in [6].
Notation 3.1. For a multiplicity function m = (mα)α∈R , we put
Ω(m)a (H) :=
∏
α∈R+
(
sin〈α,H 〉)mα , H ∈ a, (3.1)
ρ(m) := 1
2
∑
α∈R+
mαα. (3.2)
Since all the mα’s are even, Ω(m)a is W -invariant and thus well defined as a W -invariant function
on the maximal torus a/Γ ∼= A. We sometimes write Ω(m)a (h), h ∈ a/Γ .
Now let us define a differential operator L(m) on a/Γ ∼= A by
L(m) := a/Γ +
∑
α∈R+
mα cot〈α,H 〉∂α −
〈
ρ(m), ρ(m)
〉
, (3.3)
where ∂α = 〈α,grad〉.
Then due to Heckman and Opdam, the following theorem holds.
Theorem 3.2. There exist two W -invariant differential operators D(+)m and D(−)m on a/Γ satis-
fying the following.
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D(−)m L(m) = a/Γ D(−)m . (3.5)
For the above theorem, see Theorem 3.4.3 of [6]. See also Heckman [5, Theorem 3.15] and
Opdam [15, Theorem 3.6].
Remark 3.3.
(1) The above operators D(+)m and D(−)m are called shift operators with shift m and −m respec-
tively. Note that a/Γ coincides with the operator L(0) corresponding to the multiplicity
function 0.
(2) These operators D(±)m are given respectively by D(±)m = cG±(m) for some constant c. Here
the operators G+(m) and G−(m) are called a raising operator with shift m and a lower-
ing operator with shift −m respectively. We will determine the above constant c later. (For
the construction of G±(m) and their detailed properties, see Heckman and Schlichtkrull
[6, Part I, Chapters 1 and 3].)
(3) Taking account of Remark 3.3.8 in [6], we see that the operators G+(m) and G−(m) are
written in the form
G+(m) = const.
{
Ω
( 12 m)
a (H)
}−1 ∏
α∈R+
(∂α∨)
1
2 mα + lower order terms, (3.6)
G−(m) = const.Ω(
1
2 m)
a (H)
∏
α∈R+
(∂α∨)
1
2 mα + lower order terms. (3.7)
Here we remark that the above operators are elements of the Weyl algebra A of polynomial
differential operators on the affine space (a/Γ )W and thus their coefficients do not have
singularities in these W -invariant coordinates. This fact is due to [15, Lemma 3.5]. (See also
the proof of Corollary 3.6.5 of [6].)
Next, following [6], we introduce Jacobi polynomials P(λ,m). Let
Λ+ := {1λ1 + · · · + dλd ∈ Λ | 1, . . . , d ∈ Z, 1, . . . , d  0}. (3.8)
For λ ∈ Λ+, we put
Mλ(H) :=
∑
μ∈Wλ
e
√−1〈μ,H 〉, H ∈ a. (3.9)
Then we see easily that Mλ is Γ -periodic and W -invariant, and therefore well defined as a W -
invariant function on a/Γ .
Definition 3.4. For λ ∈ Λ+ and a multiplicity function m = (mα)α∈R , we define a Jacobi poly-
nomial P(λ,m) on a/Γ as follows.
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∑
μ∈Λ+,μλ
cλμ(m)Mμ, cλλ(m) = 1, (3.10)
(P(λ,m),Mμ)m = 0, ∀μ ∈ Λ+, μ < λ. (3.11)
Here in (3.11) (·,·)m denotes the L2 inner product on a/Γ defined by
(F,G)m :=
∫
h∈a/Γ
F (h)G(h)Ω(m)a (h) dh, F,G ∈ C(a/Γ ). (3.12)
Since the Jacobi polynomial P(λ,m) is a function on a/Γ ∼= A, we sometimes write P(λ,m)(h),
h ∈ a/Γ or P(λ,m)(a), a ∈ A.
Remark 3.5. As is well known, the Jacobi polynomial P(λ,m) multiplied by some constant coin-
cides with the restriction of the zonal spherical function on U/K associated with weight λ to the
maximal torus A. (See, for example, Takeuchi [18].)
The shift operators D(+)m and D(−)m in Theorem 3.2 map each Jacobi polynomial to a different
Jacobi polynomial. More precisely, we have
Theorem 3.6. There exist polynomials η(+)(m, λ) and η(−)(m, λ) of λ such that
D(+)m P(λ,m) = η(+)(m, λ)P(λ−ρ(m),2m), (3.13)
D(−)m P(λ,m) = η(−)(m, λ)P(λ+ρ(m),0)
(= η(−)(m, λ)Mλ+ρ(m)). (3.14)
Moreover, η(−)(m, λ) = 0 for λ ∈ Λ+.
Proof. Combining (EMC) with Corollary 3.2.4-5 and Theorem 3.3.7 in [6], we obtain (3.13)
and (3.14). The last statement follows from Remark 3.3.8 of [6]. 
In addition, the lowering operator G−(m) satisfies the following.
Theorem 3.7. (See [6, Corollary 3.6.5].) For a W -invariant smooth function F on a/Γ , we have
G−(m)(F )(0) = G−(m)(1)(0) · F(0). (3.15)
We take the constant c in Remark 3.3(2) so that cG−(m)(1)(0) = 1, namely, we take
D(−)m =
{
G−(m)(1)(0)
}−1
G−(m). (3.16)
We note that G−(m)(1)(0) =0. In fact, we see easily that {G−(m)P(λ,m)}(0)=η(−)(m, λ)|W |.
Since η(−)(m, λ) = 0 for λ ∈ Λ+, by taking F = P(λ,m) in Theorem 3.7, we have 0 =
{G−(m)P(λ,m)}(0) = G−(m)(1)(0) · P(λ,m)(0).
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Corollary 3.8. For a W -invariant smooth function F on a/Γ , we have
{
D(−)m F
}
(0) = F(0). (3.17)
Finally, we prove some important property of the differential operator D(−)m .
Proposition 3.9. Let q be a positive integer. If λ ∈ Λ+, 2qλ − ρ(m) ∈ Λ+, and h ∈ {[πμq ]Γ ∈
a/Γ | μ ∈ Γ0[q]}, then we have
(
D(−)m P(2qλ−ρ(m),m)
)
(h) = η(−)(m,2qλ)|W |. (3.18)
Proof. Let us write h = [πμ
q
]Γ for some μ ∈ Γ0[q]. By the formula (3.14) in Theorem 3.6, we
have
(
D(−)m P(2qλ−ρ(m),m)
)
(h) = η(−)(m,2qλ)M2qλ
([
πμ
q
]
Γ
)
= η(−)(m,2qλ)
∑
w∈W
e
√−1〈2qw·λ, πμ
q
〉
= η(−)(m,2qλ)
∑
w∈W
e2π
√−1〈w·λ,μ〉
= η(−)(m,2qλ)
∑
w∈W
1 = η(−)(m,2qλ)|W |. (3.19)
In the above computation, we used the fact that 〈w · λ,μ〉 ∈ Z. 
Remark 3.10. Here we note that the detailed properties of Jacobi polynomials (Theorems 3.6,
3.7, Corollary 3.8, and Proposition 3.9) are also due to Opdam [15,16].
4. Schrödinger equation on M =U/K
In this section, we construct the fundamental solution to the Schrödinger equation on a com-
pact symmetric space with the even multiplicity condition and prove the support theorem.
We start with the following theorem.
Theorem 4.1. (See Helgason [8, Chapter II, Proposition 3.11], Takeuchi [18, Theorem 10.4].)
The radial part rad(U/K) of the Laplacian U/K on U/K is given by
rad(U/K) = a/Γ +
∑
α∈R+
mα cot〈α,H 〉∂α, for H ∈ a. (4.1)
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Corollary 4.2. The operator rad(U/K) satisfies the following.
rad(U/K) = L(m) +
〈
ρ(m), ρ(m)
〉
, (4.2)
D(−)m rad(U/K) =
(
a/Γ +
〈
ρ(m), ρ(m)
〉)
D(−)m . (4.3)
Next, we introduce an operator M : C∞(U/K) → C∞(a/Γ ) as follows
Mf (H) =
∫
k∈K
f
(
k exp(H)K
)
dk, f ∈ C∞(U/K), H ∈ a. (4.4)
Here in the above dk is the normalized canonical measure on K . Note that the above operator
M maps C∞(U/K) to C∞(a/Γ )W the space of W -invariant smooth functions on a/Γ .
Then we have
Lemma 4.3.
MU/Kf (H) =
{
rad(U/K)Mf
}
(H), f ∈ M, H ∈ a. (4.5)
Proof. The above equality (4.5) follows easily from Weyl integration formula. 
Remark 4.4. By Theorem 4.1, we see that each coefficient function of the first order term of
rad(U/K) has singularity on some Weyl wall. So rad(U/K)F is not necessarily well defined
for all F ∈ C∞(a/Γ ) on each Weyl wall. However, Lemma 4.3 shows that if F ∈ C∞(a/Γ )
belongs to the image of the operator M, then rad(U/K)F is extended to a smooth function
on a/Γ .
As we stated in Introduction, let EM(t, x) be the fundamental solution to the Schrödinger
equation (Sch)M
(Sch)M
{√−1∂tψ +Mψ = 0, t ∈ R, x ∈ M,
ψ(0, x) = δo(x),
(4.6)
where o = eK ∈ M = U/K .
As a distribution on M with parameter t , we write EM(t, x) as
EM(t)[f ] =
∫
x∈M
EM(t, x)f (x) dx, for f ∈ C∞(M). (4.7)
Then our first main theorem is stated as follows.
Theorem 4.5. Under the assumption that M = U/K satisfies the even multiplicity condi-
tion (EMC), the fundamental solution EM(t), i.e., the solution to (Sch)M is given by
EM(t)[f ] = e
√−1〈ρ(m),ρ(m)〉tEa/Γ (t)
[
D(−)m Mf
]
, for f ∈ C∞(M). (4.8)
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√−1∂t +M)EM(t) = 0.
We take an arbitrary function f ∈ C∞(M) and fix it. By Corollary 4.2 and Lemma 4.3, we
have
MEM(t)[f ] = EM(t)[Mf ]
= e
√−1〈ρ(m),ρ(m)〉tEa/Γ (t)
[
D(−)m MMf
]
= e
√−1〈ρ(m),ρ(m)〉tEa/Γ (t)
[
D(−)m rad(M)Mf
]
= e
√−1〈ρ(m),ρ(m)〉tEa/Γ (t)
[(
a/Γ +
〈
ρ(m), ρ(m)
〉)
D(−)m Mf
]
= −√−1∂t
{
e
√−1〈ρ(m),ρ(m)〉tEa/Γ (t)
[
D(−)m Mf
]}
= −√−1∂tEM(t)[f ].
In the above computation, we used the fact that (
√−1∂t +a/Γ )Ea/Γ (t) = 0. We also note that
this computation uses the fact that D(−)m maps C∞(a/Γ )W into itself and the fact that M maps
C∞(U/K) to C∞(a/Γ )W .
Next, we prove the initial condition EM(0) = δo. For f ∈ C∞(M), Mf is a W -invariant
smooth function on a/Γ . Thus by Corollary 3.8 and the initial condition of Ea/Γ (t),
EM(0)[f ] = Ea/Γ (0)
[
D(−)m Mf
]
= (D(−)m Mf )(0)
= Mf (0)
=
∫
k∈K
f (kK)dk = f (o),
which proves the assertion. 
Next, let us go into the second main theorem.
Theorem 4.6. In addition to the even multiplicity condition (EMC), we assume that the weight
lattice Λ is homothetic to the coroot lattice Γ0 (Assumption 2.5). Let c0 be the homothetic ratio
of Λ to Γ0. (See Definition 2.4.) Then the support of the fundamental solution EM(t) is given as
follows.
(I) In the case when t/πc0 is a rational number. Let us put 2tπc0 =
p
q
∈ Q, where p,q ∈ Z, q > 0
and p and q are coprime. Then, as a distribution on M , the support of EM(πc0p2q ) is given
by
SuppEM
(
πc0p
2q
)
= {k · a ∈ M | k ∈ K, a ∈ G[q;Λ,Γ0] ⊂ A},
where G[q;Λ,Γ ] is a finite subset of A ∼= a/Γ defined by (2.24).0
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EM(t) is given by
SuppEM(t) = Sing SuppEM(t) = M.
Here Sing SuppEM(t) denotes the singular support of EM(t).
Proof. Theorem 4.6(II) follows easily from Theorem 2.11(II). So we have only to prove (I).
We define a distribution E˜a/Γ (t) on W\a/Γ by
E˜a/Γ (t)[F ] := Ea/Γ (t)
[
D(−)m F
]
, F ∈ C∞(a/Γ )W . (4.9)
Then by Theorem 2.11(I), Supp E˜a/Γ (πc0p2q ) ⊂ G[q;Λ,Γ0]. We will prove the opposite inclusion.
Let us take any element h0 = [πμ0q ]Γ ∈ G[q;Λ,Γ0] and fix it. Let us also take a test function φ on
a/Γ and sufficiently small open neighborhoods U1,U2 of h0 such that
U1 ⊂ U2, U2 ∩ G[q;Λ,Γ0] = {h0},
Suppφ ⊂ U2, φ(h) ≡ 1, for h ∈ U1. (4.10)
Next, let
φW(h) :=
∑
w∈W
φ(w · h),
UWj := {w · h ∈ a/Γ | w ∈ W, h ∈ Uj } (j = 1,2). (4.11)
Then by definition, φW is W -invariant, and in addition we have
UW1 ⊂ UW2 , UW2 ∩ G[q;Λ,Γ0] = {w · h0 ∈ a/Γ | w ∈ W },
SuppφW ⊂ UW2 , φW (h) ≡ 1, for h ∈ UW1 . (4.12)
Therefore, by Proposition 3.9, we have
(
D(−)m P(2qλ−ρ(m),m)φW
)
(h0) = η(−)(m,2qλ)|W ||Wh0 |, (4.13)
where we put Wh0 = {w ∈ W | w · h0 = h0}. Here we note that the Gauss sum G(p,q,μ;Λ,Γ0)
defined by (2.16) is W -invariant with respect to μ, that is, G(p,q,w · μ;Λ,Γ0) = G(p,q,μ;
Λ,Γ0) for ∀w ∈ W .
By making use of (4.12), (4.13), Theorem 2.11(I), and W -invariance of D(−)m P(2qλ−ρ(m),m)φW ,
we have
E˜a/Γ
(
πc0p
2q
)[
P(2qλ−ρ(m),m)φW
]
= Ea/Γ
(
πc0p
)[
D(−)m
(
P(2qλ−ρ(m),m)φW
)]
2q
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∑
w∈W
G(p,q;w ·μ0;Λ,Γ0)
(
D(−)m P(2qλ−ρ(m),m)φW
)
(w · h0)
= q−d |W |G(p,q;μ0;Λ,Γ0)
(
D(−)m P(2qλ−ρ(m),m)φW
)
(h0)
= q−d |W |2|Wh0 |G(p,q;μ0;Λ,Γ0)η(−)(m,2qλ). (4.14)
Since G(p,q;μ0;Λ,Γ0) = 0 for h0 = [πμ0q ]Γ ∈ G[q;Λ,Γ0],
E˜a/Γ
(
πc0p
2q
)[
P(2qλ−ρ(m),m)φW
] = 0, (4.15)
for the above W -invariant test function P(2qλ−ρ(m),m)φW , which means that
h0 ∈ Supp E˜a/Γ
(
πc0p
2q
)
. (4.16)
Thus we have Supp E˜a/Γ (πc0p2q ) ⊃ G[q;Λ,Γ0].
The fundamental solution EM(t) is given by the composition of the distribution
e
√−1〈ρ(m),ρ(m)〉t E˜a/Γ (t)
and the mean value operator M, namely, EM(t)[f ] = e
√−1〈ρ(m),ρ(m)〉t E˜a/Γ (t)[Mf ]. There-
fore, we obtain the conclusion. 
Taking account of Theorem 2.11 and the proof of Theorem 4.6, we see that a free particle on
M recognizes a generalized Gauss sum G(p,q,μ;Λ,Γ0) defined by (2.15) and (2.16). More
precisely, we have the following.
Corollary 4.7. We fix a Weyl chamber A+. Let h0 = [πq μ0]Γ ∈ G[q;Λ,Γ0] ∩ A+ and let U be a
sufficiently small neighborhood of h0 in A+ such that U ∩ G[q;Λ,Γ0] = {h0}. Then we have
EM
(
πc0p
2q
)
[f ] = q−d |W |2G(p,q,μ0;Λ,Γ0)e
√−1〈ρ(m),ρ(m)〉 πc0p2q (D(−)m Mf )(h0),
forf ∈ C∞0 (K · U), (4.17)
where K · U denotes the tubular neighborhood of the K-orbit of {h0} defined by {k · a ∈ M | k ∈
K, a ∈ U}.
Here we have two remarks.
Remark 4.8. Due to (4.17), a free particle on M also recognizes the rank of M and the dimension
of M . In fact, if we put N := dimM , then the order of D(−)m is given by 12
∑
α∈R+ mα = 12 (N−d).(We put d = rankM in Section 2.)
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D(−)m = const.Ω(
1
2 m)
a (H)
∏
α∈R+
(∂α∨)
1
2 mα + lower order terms. (4.18)
Moreover, as a result of Theorem 4.6, we obtain the following.
Corollary 4.10. If M = U/K is one of the symmetric spaces in the list of Remark 1.2, then the
same statement as in Theorem 4.6 holds.
Proof. Each symmetric space in the list satisfies the even multiplicity condition (EMC). In fact,
multiplicities for symmetric spaces in the list are given as follows. (i) In the case M = S2m+1,
mα = 2m. (ii) In the case M = SU(2m)/Sp(m), mα = 4 for any α ∈ R. (iii) In the case M =
E6/F4, mα = 8 for any α ∈ R. (iv) In the case M = (U × U)/U(∼= U) for a compact simple
Lie group U , mα = 2 for any α ∈ R. (See Table VI in Chapter X of Helgason [7].) It remains
to prove that the weight lattice Λ is homothetic to the coroot lattice Γ0. Since M is one of the
symmetric spaces in the list of Remark 1.2, the Dynkin diagram of the corresponding restricted
root system is connected. So for any two simple roots γ and γ˜ , there exists a sequence of simple
roots {γ (i)}ri=1 such that γ (1) = γ , γ (r) = γ˜ and
〈γ (i), γ (i+1)〉
〈γ (i), γ (i)〉 ∈ Q \ {0}, and
〈γ (i), γ (i+1)〉
〈γ (i+1), γ (i+1)〉 ∈ Q \ {0} (1 i  r − 1). (4.19)
Let B = (bij ) be the d × d matrix defined by bij := 〈γ ∨i , γ ∨j 〉. Then by (4.19) we have
bB ∈ GL(d,Q) for b := 〈γ ∨1 , γ ∨1 〉 ∈ R \ {0}. Let us write λi =
∑d
k=1 cikγ ∨k (1  i  d), and
put C = (cik). Since 〈λi, γ ∨j 〉 = δij , we have CB = I . Thus b−1C ∈ GL(d,Q), that is, Nb−1C ∈
GL(d,Z) for some integer N . We put c := Nb−1. Then ccij ∈ Z for any i, j = 1, . . . , d , which
means that
cλi =
d∑
k=1
ccikγ
∨
k ∈ Γ0, for ∀i (1 i  d).  (4.20)
5. Application
In this section, we apply Theorem 4.6 to the Cauchy problem for the Schrödinger equation
with smooth initial data.
Let us take any point y ∈ M and fix it. Next, let us take u ∈ U such that u · o = y. Since M
is U -invariant, ψ(t, x) = EM(t, u−1 · x) satisfies
{√−1∂tψ +Mψ = 0, t ∈ R,
ψ(0, x) = δy(x), x ∈ M. (5.1)
Here δy(x) denotes the Dirac’s delta function with singularity at y ∈ M .
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on the choice of u. So let us write
EM(t, x, y) := EM
(
t, u−1 · x). (5.2)
Then EM(t, x, y) is well defined as a distribution on M ×M for each t ∈ R.
For any f ∈ C∞(M), let
ψ(t, x) :=
∫
y∈M
EM(t, x, y)f (y) dy. (5.3)
We note that the integral of the R.H.S. of (5.3) is well defined in the sense of distribution and
becomes smooth as a function of x.
Then we have the following.
Theorem 5.1. The solution to the Cauchy problem for the Schrödinger equation
{√−1∂tψ +Mψ = 0, t ∈ R,
ψ(0, x) = f (x), x ∈ M (5.4)
is given uniquely by (5.3).
Proof. The above theorem easily follows from (5.1). 
From now on, we assume that the initial data f ∈ C∞(M) of (5.4) satisfies the following
condition.
Assumption 5.2. There exist a point x0 ∈ M and a sufficiently small positive number ε such that
Suppf ⊂ {x ∈ M ∣∣ dist(x, x0) < ε}. (5.5)
As a consequence of Theorem 4.6(I), we obtain the following.
Theorem 5.3. We assume the same conditions as in Theorem 4.6 on M . Let c0 be the homothetic
ratio of the weight lattice Λ to the coroot lattice Γ0. In addition, we put
G(ε)[q;Λ,Γ0] :=
{
a ∈ A ∣∣ dist(a,G[q;Λ,Γ0]) < ε}. (5.6)
Then under Assumption 5.2 the solution ψ to the Schrödinger equation (5.4) at t = πc0q2p satisfies
Suppψ
(
πc0q
2p
, ·
)
⊂ {u0k · a ∈ M ∣∣ k ∈ K, a ∈ G(ε)[q;Λ,Γ0]}, (5.7)
where we take u0 ∈ U such that u0 · o = x0.
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ciently small domain at t = 0 then such a free particle exists in the union of a finite number of
very narrow zonal sets at a rational time.
6. Examples
In this section, we deal with two examples; one is the odd dimensional sphere S2m+1 ∼=
SO(2m+ 2)/SO(2m+ 1), and the other is SU(6)/Sp(3). For the above two examples, we deter-
mine the support of the fundamental solution to the Schrödinger equation at t = πc02 × pq . Here
p,q ∈ Z, q > 0, and p and q are coprime. For the definition of the constant c0, see Definition 2.4.
6.1. In the case U/K = SO(2m+ 2)/SO(2m+ 1) ∼= S2m+1
In this case, we identify K = SO(2m + 1) with {( 1 00 k ) ∈ SO(2m + 2) | k ∈ SO(2m + 1)}. As
a maximal torus A of S2m+1 we choose A = {x(θ) := (cos θ)e1 + (sin θ)e2 ∈ S2m+1 | θ ∈ R},
where ei denotes the i-th unit vector in R2m+2.
Obviously, rankS2m+1 = 1 and A ∼= S1 ∼= R/2πZ. So Γ = 2πZ, Γ0 = 2Z, and the weight
lattice Λ = 12Z. Thus, the homothetic ratio c0 of Λ to Γ0 is given by c0 = C[Λ:Γ0] = C[ 12 Z:2Z] = 4.
Then the corresponding Gauss sum is given by
G(p,q;μ;Λ,Γ0) = G
(
p,q,2k,
1
2
Z,2Z
)
=
q−1∑
=0
e
2π
√−1
q
{p2−k}
, (6.1)
for p,q ∈ Z with p and q coprime, and for μ = 2k ∈ Γ0 = 2Z. The right-hand side of (6.1)
coincides with the quadratic Gauss sum appearing in the theory of cyclotomic fields. (See, for
example, Lang [12, Chapter IV].) In this case, the quadratic form Q = Qk for μ = 2k ∈ Γ0 is
given by
Qk() =
[
1
q
{
p2 − k}]
Z
for
1
2
 ∈ Λ[q]. (6.2)
By applying Proposition 2.9 to this case, we have the following.
(i) If q ≡ 1,3 (mod 4), then K[q;Λ,Γ0] = {0}, and
G[q;Λ,Γ0] =
{[
2πk
q
]
2πZ
∈ R/2πZ ∼= S1
∣∣∣ 0 k  q − 1}. (6.3)
(ii) If q ≡ 0 (mod 4), then K[q;Λ,Γ0] = {0, q4 }, and
G[q;Λ,Γ0] =
{[
2πk
q
]
2πZ
∈ R/2πZ ∼= S1
∣∣∣ k = 0,2,4, . . . , q − 2}. (6.4)
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G[q;Λ,Γ0] =
{[
2πk
q
]
2πZ
∈ R/2πZ ∼= S1
∣∣∣ k = 1,3,5, . . . , q − 1}. (6.5)
Let ES2m+1(t, x) be the fundamental solution to the Schrödinger equation, namely, the solution
to the Cauchy problem
(Sch)S2m+1
{√−1∂tψ +S2m+1ψ = 0, t ∈ R,
ψ(0, x) = δo(x), x ∈ S2m+1.
(6.6)
Here in the above o = e1. As a distribution on S2m+1, we will write the above fundamental
solution as C∞(S2m+1)  f → ES2m+1(t)[f ] instead of ES2m+1(t, x). Then ES2m+1(t)[f ] is given
explicitely by
ES2m+1(t)[f ] = e
√−1m2tES1(t)[DmMf ], (6.7)
where ES1(t) is the fundamental solution of (Sch)S1 given by
ES1(t, θ) =
1
2π
∑
n∈Z
e−
√−1n2t+√−1nθ . (6.8)
In addition, in (6.7), Dm and M are a differential operator and a mean value operator defined
respectively by
DmF(θ) = 2
mm!
(2m)!
(
∂θ ◦ 1
sin θ
)m(
F(θ) sin2m θ
)
, F ∈ C∞(S1), (6.9)
Mf (θ) =
∫
k∈SO(2m+1)
f
(
k · x(θ))dk, f ∈ C∞(S2m+1), (6.10)
where dk denotes the normalized invariant measure on SO(2m+ 1). Then the support of ES2m+1
at t = 2πp
q
is given by
SuppES2m+1
(
2πp
q
, ·
)
= {k · x(θ) ∈ S2m+1 ∣∣ k ∈ SO(2m+ 1), [θ ]2πZ ∈ G[q;Λ,Γ0]},
(6.11)
for the above finite set G[q;Λ,Γ0] ⊂ S1.
6.2. In the case M = U/K = SU(6)/Sp(3)
In this case, we consider Sp(3) to be the subgroup of SU(6) defined by {g ∈ SU(6) | t gJ3g =
J3}. Here J3 =
( 0 −I3 )
. We choose a maximal abelian subspace a to be the space of all theI3 0
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√−1 diag(r1, r2, r3, r1, r2, r3) with real rj ’s and
r1 + r2 + r3 = 0. Then the corresponding maximal torus A is given by
A = {exp(H(r1, r2, r3))Sp(3) ∈ SU(6)/Sp(3) ∣∣ r1 + r2 + r3 = 0}.
We identify a with the subspace {r1 + r2 + r3 = 0} of R3 by the mapping a  H(r1, r2, r3) →
(r1, r2, r3) ∈ R3. We take a suitable Ad-SU(6)-invariant metric on su(6) so that the induced inner
product 〈·,·〉 on a coincides with the standard inner product on R3. Then the restricted roots are
αij := ei − ej (1 i, j  3, i = j ) and the multiplicities mαij = 4 for ∀i, j (i = j). The simple
roots are γ1 := α12, γ2 := α23. The corresponding fundamental weights are λ1 = 13 (2,−1,−1),
λ2 = 13 (1,1,−2). (Note that γ ∨i = γi (i = 1,2) in this case.) So the coroot lattice Γ0 and the
weight lattice Λ are given respectively by Γ0 = Zγ1 ⊕ Zγ2 and Λ = Zλ1 ⊕ Zλ2. Thus in this
case the homothetic ratio c0 of Λ to Γ0 is given by c0 = C[Λ:Γ0] = 3. Moreover, we identify the
maximal torus A with a/Γ , where Γ = πΓ0.
Therefore, for p,q ∈ Z, q > 0 with p and q coprime, for μ = k1γ1 + k2γ2 ∈ Γ0, and for the
above two lattices Γ0, Λ, we have
G(p,q;μ;Λ,Γ0) =
q−1∑
1=0
q−1∑
2=0
e2π
√−1Q(k1,k2)(1,2), (6.12)
where
Q(k1,k2)(1, 2) =
[
1
q
{
2p
(
21 + 12 + 22
)− (k11 + k22)}
]
Z
. (6.13)
Hence
λ = 1λ1 + 2λ2 ∈ K[q;Λ,Γ0] ⇔ 41 + 22 ≡ 0, 21 + 42 ≡ 0 (mod q). (6.14)
By applying Proposition 2.9 to this case, we have the following list.
(i) In the case q ≡ 0 (mod 6).
G[q;Λ,Γ0] =
{[
πk1
q
γ1 + πk2
q
γ2
]
Γ
∈ a/Γ
∣∣∣ 0 k1, k2  q − 1,
k1, k2 ∈ 2Z, k1 + k2 ∈ 6Z
}
. (6.15)
(ii) In the case q ≡ 3 (mod 6).
G[q;Λ,Γ0] =
{[
πk1
q
γ1 + πk2
q
γ2
]
Γ
∈ a/Γ
∣∣∣ 0 k1, k2  q − 1,
k1, k2 ∈ Z, k1 + k2 ∈ 3Z
}
. (6.16)
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G[q;Λ,Γ0] =
{[
πk1
q
γ1 + πk2
q
γ2
]
Γ
∈ a/Γ
∣∣∣ 0 k1, k2  q − 1, k1, k2 ∈ 2Z
}
. (6.17)
(iv) In the case q ≡ 1,5 (mod 6).
G[q;Λ,Γ0] =
{[
πk1
q
γ1 + πk2
q
γ2
]
Γ
∈ a/Γ
∣∣∣ 0 k1, k2  q − 1, k1, k2 ∈ Z
}
. (6.18)
Let EM(t, x) be the fundamental solution to the Schrödinger equation on M , namely, the
solution to the Cauchy problem
(Sch)M
{√−1∂tψ +Mψ = 0, t ∈ R,
ψ(0, x) = δo(x), x ∈ M.
(6.19)
As in the first case, if we write the above fundamental solution as EM(t)[f ] (f ∈ C∞(M)), then
EM(t) is given by
EM(t)[f ] = e32
√−1tEa/Γ (t)[DMf ], (6.20)
where Ea/Γ (t) is the fundamental solution of (Sch)a/Γ constructed in Section 2 and
M : C∞(M) → C∞(a/Γ ) is the operator defined by (4.4). In addition, in (6.20), D is a dif-
ferential operator on a/Γ of the form
D = const.
{ ∏
1i<j3
sin(ri − rj )
}2{ ∏
1i<j3
(∂ri − ∂rj )2
}
+ lower order terms. (6.21)
Here in (6.20) we note that ρ := 12
∑
1i<j3 mαij αij = (4,0,−4) and therefore 〈ρ,ρ〉 = 32.
Using the finite set G[q;Λ,Γ0] in the above list, the support of the fundamental solution EM(t, x)
to the Schrödinger equation (Sch)M at t = 3πp2q is given by
SuppEM
(
3πp
2q
, ·
)
= {k · a ∈ SU(6)/Sp(3) ∣∣ k ∈ Sp(3), a ∈ G[q;Λ,Γ0] ⊂ a/Γ ∼= A}.
(6.22)
7. Some remarks
7.1. In the case of product spaces
Here we consider the case when M is of the form M = M1 × · · · ×Mm, where Mj = Uj/Kj
(1 j m) are compact symmetric spaces which satisfy the assumptions in Theorem 4.6. Let
Aj be a maximal torus of Mj and cj be the homothetic ratio of the weight lattice to the coroot
lattice associated with Aj . Moreover, let Ej(t, x) be the solution to the Schrödinger equation
2762 T. Kakehi / Advances in Mathematics 226 (2011) 2739–2763{√−1∂tψ +Mjψ = 0, t ∈ R,
ψ(0, xj ) = δoj (xj ), xj ∈ Mj .
(7.1)
Here oj is the origin of Mj and Mj denotes the Laplace–Beltrami operator on Mj . Then by
Theorem 4.6 SuppEj(t, ·) is a lower dimensional subset of Mj if t/πcj is rational whereas
SuppEj(t, ·) = Mj if t/πcj is irrational. Let us consider the Schrödinger equation on the direct
product M = M1 × · · · ×Mm.
{√−1∂tΨ +MΨ = 0, t ∈ R,
Ψ (0,x) = δo(x), x = (x1, . . . , xm) ∈ M = M1 × · · · ×Mm,
(7.2)
where o := (o1, . . . , om) ∈ M is the origin of M and M :=∑mj=1 Mj is the Laplace–Beltrami
operator on M . Obviously the solution EM(t,x) to (7.2) is given by EM(t,x) =∏mj=1 Ej(t, xj ).
Now we first consider the case when there exists a positive constant c such that πcj/c ∈ Q for
∀j (1 j m). Then again by Theorem 4.6 we have the following.
Theorem 7.1.
(I) If t/c ∈ Q, then there exist finite subsets Gj ⊂ Aj (1 j m) such that
SuppEM(t, ·) =
{
k · aK ∈ M ∣∣ k ∈ K, a = (a1, . . . , am) ∈ G1 × · · · × Gm}, (7.3)
where K = K1 × · · · ×Km.
(II) If t/c /∈ Q, then SuppEM(t, ·) = Sing SuppEM(t, ·) = M .
Next, we consider the case when there is no such a positive constant c as above. Even in this
case, a similar result to (I) of Theorem 7.1 occurs. In fact, if t/πcj ∈ Q for some j (1 j m),
then SuppEM(t, ·) is included in a lower dimensional subset of M . For simplicity, we assume
that t/πc1 ∈ Q. Then we have
SuppEM(t, ·) ⊂
{
k · a ∈ M ∣∣ k ∈ K, a = (a1, a2, . . . , am) ∈ G1 ×A2 × · · · ×Am}. (7.4)
7.2. Other cases
In this paper, we assume the even multiplicity condition (EMC) on the restricted root system of
M to prove the support theorem for the fundamental solution to the Schrödinger equation on M .
If we remove the condition (EMC), then we can no longer expect a similar support theorem.
However, a similar statement is expected to hold for the singular support of the fundamental
solution in the case of compact symmetric spaces of type BC.
Acknowledgments
The author would like to thank Professor Sigurdur Helgason, Professor Fulton Gonzalez, Pro-
fessor Shin-ichi Doi, and Professor Hiroshi Isozaki for their helpful advices about harmonic
analysis and Schrödinger equations on symmetric spaces. The author is also grateful to the ref-
eree for carefully reading and valuable suggestions.
T. Kakehi / Advances in Mathematics 226 (2011) 2739–2763 2763References
[1] T. Branson, G. Olafsson, A. Pasquale, The Paley–Wiener theorem and the local Huygens’ principle for compact
symmetric spaces: the even multiplicity case, Indag. Math. (N.S.) 16 (2005) 393–428.
[2] T. Branson, G. Olafsson, H. Schlichtkrull, Huygens’ principle in Riemannian symmetric spaces, Math. Ann. 301
(1995) 445–462.
[3] O.A. Chalykh, A.P. Veselov, Integrability and Huygens’ principle on symmetric spaces, Comm. Math. Phys. 178
(1996) 311–338.
[4] F.B. Gonzalez, A Paley Wiener theorem for central functions on compact Lie groups, in: Contemp. Math., vol. 278,
2001, pp. 131–136.
[5] G.J. Heckman, An elementary approach to the hypergeometric shift operators of Opdam, Invent. Math. 103 (1991)
341–350.
[6] G.J. Heckman, H. Schlichtkrull, Harmonic Analysis and Special Functions on Symmetric Spaces, Perspect. Math.,
vol. 16, Academic Press, 1996.
[7] S. Helgason, Differential Geometry, Lie Groups, and Symmetric Spaces, Academic Press, New York/San Fran-
cisco/London, 1978.
[8] S. Helgason, Groups and Geometric Analysis, Academic Press, Orlando, 1984.
[9] S. Helgason, Huygens’ principle for wave equations on symmetric spaces, J. Funct. Anal. 107 (1992) 279–288.
[10] S. Helgason, Integral geometry and multitemporal wave equations, Comm. Pure Appl. Math. 51 (1999) 1035–1071.
[11] S. Helgason, H. Schlichtkrull, The Paley–Wiener space for the multitemporal wave equation, Comm. Pure Appl.
Math. 52 (1999) 49–52.
[12] S. Lang, Algebraic Number Theory, Grad. Texts in Math., vol. 110, Springer-Verlag, New York, 1994.
[13] G. Olafsson, H. Schlichtkrull, Wave propagation on Riemannian symmetric spaces, J. Funct. Anal. 107 (1992)
270–278.
[14] E.M. Opdam, Root systems and hypergeometric functions III, Compos. Math. 67 (1988) 21–49.
[15] E.M. Opdam, Root systems and hypergeometric functions IV, Compos. Math. 67 (1988) 191–209.
[16] E.M. Opdam, Some applications of hypergeometric shift operators, Invent. Math. 98 (1989) 1–18.
[17] L.E. Solomatina, Translation representation and Huygens’ principle for the invariant wave equation on a Riemannian
symmetric space, Izv. Vyssh. Uchebn. Zaved. Mat. 84 (6) (1986) 72–74 (in Russian); English transl.: Soviet Math.
(Iz. VUS) 30 (6) (1986) 108–111.
[18] M. Takeuchi, Modern Spherical Functions, Transl. Math. Monogr., vol. 135, Amer. Math. Soc., Providence, 1993.
[19] V. Turaev, Reciprocity for Gauss sums on finite abelian groups, Math. Proc. Cambridge Philos. Soc. 124 (1998)
205–214.
