Abstract. Most of existing data processing approaches of wireless sensor networks are real-time. However, historical data of wireless sensor networks are also significant for various applications. No previous study has specifically addressed distributed historical data query processing. In this paper, we propose an Index based Historical Data Query Processing scheme which stores historical data locally and processes queries energyefficiently by using a distributed index tree. The simulation study shows that our scheme achieves good performance on both query responding delay and network traffic.
Introduction
Nowadays large-scale sensor networks are widely deployed around the world for various applications. Sensor networks are used to report live weather conditions, monitor traffic on highways, detect disasters, monitor habitat of animals, etc. Tremendous volumes of useful data are generated by these deployments. Most existing applications just process real-time data generated by sensor networks (e.g., [1, 2] ). However, historical data of sensor networks are also significant to us, especially statistical meaning of historical data. For instance, maximum, minimum, and average temperatures of the past two months in a specific area are concerned in the weather monitoring application. By capturing rush hours and the bottleneck of traffic according to historical data, a large quantity of useful information can be provided to improve traffic conditions. Through analysis of historical data, some knowledge, principles, and characteristics can be discovered.
One simple method to process historical data is that the base station collects all data and processes in a centralized manner. Nevertheless, sensor nodes will deplete energy rapidly for continually reporting and forwarding data. Another method is storing data locally, that is, data are stored at a sensor node where they are generated. Intuitively, a sensor node cannot store a large quantity of historical data since its memory capacity is low. Popular motes such as Mica2 and Micaz [3] are equipped with a 512K bytes measurement flash memory, it can store more than 100,000 measurements. Another popular mote, TelosB [3] , has a 1024K bytes flash memory. 512K or 1024K bytes are really small memory capacity. However, it is enough to store most of sensing data, sampling data, or statistical data during a sensor node's entire lifetime since the lifetime of a sensor node is short due to the limitation of batteries. For a Mica mote powered by 2 AA batteries, the lifetime is 5-6 days if continuously running, and it can be extended to over 20 years if staying sleep state without any activity [4] . For most applications, a sensor can live for several weeks or months [5] . Assume a Mica mote with a 512K bytes flash memory can live 3 months. (100, 000/90) = 1111 measurements can be saved locally every day. Suppose we have 4 sensing attributes need to be saved, frequency of sampling can be 1 per 5 minutes which is normal in wireless sensor network applications. If proper compressing techniques are applied according to data's characteristics, much more data can be stored locally. Consequently, storing data locally at a sensor is feasible. The historical data can be downloaded when the battery is replaced or recharged if possible.
The motivation of storing historical data is to support historical data queries. However, locally storing data might cause a query to be flooded in the entire network to probe data when it is processed. We propose a scheme in this paper named Historical Data Query Processing based on Distributed Indexing (HDQP) which stores historical data in network and processes queries energy-efficiently by using index techniques. Historical data is stored at each sensor. For saving memory capacity, compressing and sampling techniques can be used according to data characteristics and users' requirements. To process queries quickly and energy-efficiently, in-network distributed tree-based indexes are constructed. Using indexes to process queries can reduce the number of involved sensors as many as possible, thus conserving energy consumption. To avoid load skew, index data are partitioned on different nodes according to their time stamp. That is, there exist multiple index trees in the network. Which index trees are used depends on query conditions. The rest of this paper is organized as follows. Section 2 discusses related work. Section 3 describes how to store historical data at a sensor node. Constructing and maintaining the distributed index trees are addressed in Section 4. Section 5 explains how to process historical data queries. Simulation results and analysis are presented in Section 6. Finally, we conclude in Section 7.
Related Work
Many approaches have been proposed to describe how to store data for sensor networks. One category of such storage solutions is that the base station collects and stores all data. However, such approaches might be more applicable to answer continuous queries . Obviously, the mortal drawback of collecting all data is shortening the network lifetime.
For improving network lifetime, in-network storage techniques have been addressed to solve ad-hoc queries. These frameworks are primarily based on the Data-Centric Storage (DCS) concept [6] . In DCS, relevant data are stored by name (e.g., tiger sightings). All data with the same general name will be stored at the same sensor node. Queries for data with a particular name can be sent directly to the node storing those named data. In-network DCS schemes differ from each other based on the events-to-sensors mapping method used.
The works in [7] , [8] , and [9] use a distributed hashing index technique to solve range queries in a multi-dimensional space. The work in [2] proposed a distributed spatio-temporal index structure to track moving objects.
Specially, most of these approaches just store partial data, which satisfy conditions or present events and moving objects, generated by sensors . To our best knowledge, no in-network distributed historical data storage, indexing, and query processing schemes have been presented in the literature.
Historical Data Storage
Since a sensor node's memory capacity is limited, we have to fully utilize it to store as many data as possible. The administrator of the sensor network can specify the attributes which need to be stored locally according to users' requirements. Suppose there are n attributes (A 1 , A 2 , · · · , A n ) need to be saved, and the sensor node senses the values V 1 , V 2 , · · · , V n of A 1 , A 2 , · · · , A n respectively at sensing intervals. For each sensing interval, a record with the format (T ,V 1 , V 2 , · · · , V n ) (where T is a time-stamp) is written to the flash memory. However, if the sensing interval is very short such as 5 seconds, the flash memory will be full filled quickly. Then the rest of coming sensing data cannot be stored. To avoid this happen, whenever the flash memory is occupied more than 80%, a weight-reducing process is trigged. One record of every two consecutive records is erased. This weight-reducing process can make at least half of memory space available again. Applying the weight-reducing process repeatedly causes partial historical data lost. However, as we mentioned in Section 1, even though the flash memory capacity is small, it still can store 5 to 10 values per hour for each attribute. Consequently, the historical data stored in the flash memory can reflect the changing trend of each sensing attribute.
Each sensor node needs to calculate the maximum, minimum, and average for each attribute periodically. The administrator specifies an update interval which is much greater than the sensing interval. For instance, if the sensing interval is 5 minutes, the update interval can be 2 hours. At the end of each update interval, a sensor node sends the index update message including the maximum, minimum, and average values of that interval to its parent node of the index tree (we will discuss it in the next section).
Construct and Maintain Distributed Index Tree
Constructing effective distributed index structures can help process queries efficiently. In this section, we introduce how to construct and maintain distributed index trees.
Construct a Hierarchical Index Tree
00 00 11 11 00 00 11 11 0 0 1 1 00 00 11 11 00 00 11 11 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 We assume that any point in the monitored area is covered by at least one sensor node. Moreover, the sensor network is static, and absolute or relative locations (2-D cartesian coordinates) of sensor nodes are known via using GPS or location algorithms. This is necessary since users use the location as query conditions or results sometimes. At the base station, the entire network is divided into four subregions in vertical and horizontal directions, and each subregion has almost the same number of sensor nodes. Then, for each generated subregion, it is continuously divided into four subregions with almost the same number of sensor nodes. This partition process keeps going until there is no enough sensor nodes to promise that every generated subregion has at least one sensor node. A partition example is shown in Figure 1 . The entire network is divided into a lot of rectangles called cells in this paper. Each cell has at leat one sensor node. In each iteration of the partition, a generated subregion is assigned an ID from 0 to 3 according to its relative position to others respectively. Finally, the cell id (CID) is the combination of IDs generated by all partition steps (as shown in Figure 1 ). After partition, the location and CID of each cell are recorded and sent to the sensor nodes within that cell. We use 2-D coordinates of the cell's top-left and bottom-right vertices, {(x tl , y tl ), (x br , y br )}, to describe the cell's geographical position.
For processing queries efficiently, a hierarchical index tree is constructed. An index tree example is shown in Figure 1 Other nodes in that cell set the leader as their parent. Since only the leader has a chance to be the index node, to maintain energy balance, sensor nodes in the same cell serve as the leader in turn. In the example, node N 13, N 14, and N 15 are in the same cell, and node N 13 is chosen to be the leader of N 14 and N 15. If a cell only has one sensor node, the only node is chosen to be the leader naturally. Then, the index tree is established in a reverse manner of network partition. In other words, the index tree is constructed from bottom to top. For each group of four cells which are generated from the same subregion, the leader of the top-left cell is chosen to be the parent of these four cells' leaders including itself. Then, for each group of four generated parent nodes which belong to the same subregion in the partition process, the top-left one is chosen to be the parent. The process continues until the root is generated. In the example shown in Figure 1 , Node N 1 is chosen to be the parent of Node N 1, N 2, N 6, and N 8. Node N 4, N 12, and N 16 are chosen to be the parents of other three groups respectively. Next step, Node N 1 is chosen to be the parent of N 1, N 4, N 12, and N 16, and the root N 1 is generated. The structure of the index tree is shown in Figure 2 . Obviously, the index tree is a quad-tree, and all inter nodes have four children. If we use the same index tree during the entire network lifetime of networks, the accumulative index data will occupy most memory space quickly, especially the top layer nodes. Furthermore, index nodes will use up energy much earlier than others because the query processing frequently accesses these nodes. To balance index data distribution and energy consumption among sensor nodes, a set of index trees is generated by switching nodes' positions in the index tree periodically.
The administrator needs to specify a tree switching period P S . The ideal value of P S is the estimated network lifetime divided by the number of sensor nodes. Thus, every node has a chance to sever as an index node. Four children of the root serve as the root node in turn. For the root node (first layer), the switching period is P S . Each node in the second layer also makes its four children serve as the parent in turn. However, the switching period of nodes in the second layer is 4 * P S . The switching period for nodes in the layer L is 4 L−1 * P S . The lower the layer, the longer the switching period. In fact, in our index tree structure, a higher layer index node contains more data than a lower layer index node since an internal node appears at each layer of the subtree rooted at itself. For example, the root node N 1 in Figure 2 appears in every layer of the index tree. Our schedule replaces the higher layer nodes more frequently than lower layer nodes, thus evenly distributing index data to all sensor nodes.
Through switching nodes in the index tree, a large number of index trees are available. However, a sensor node does not need to store all these index trees. Since we follow the rules to switch nodes, a sensor node can calculate its current parent according to the current time-stamp T . For a node in the (L)th layer of an index tree, its parent's CID at time T can be calculated by replacing its own CID's (L − 1)th bit with ( T /(4 L−1 * P S ) %4). Geographic routing is used to generate routes among nodes of the index tree since the CID of a sensor node also indicates its relative position. The leader of each cell is responsible for calculating the maximum, minimum, and average values of each attribute for the cell it belongs to periodically. If there are more than one sensor node in a cell, the maximum, minimum, and average values are calculated among all sensing values of the current interval from these sensor nodes. At the end of each update interval, the leader sends the update message, (T, max, min, avg) (where T is the beginning time stamp of the current time interval), to its parent in the index tree. The update message also includes the time stamp and node ID of the max and min values. The internal node in the index tree maintains the received index data with the structure as shown in Table 1 . When an update message is received, it is inserted into the index structure. The internal node also merges four update messages for the current time interval T by calculating max, min, and avg, and sends this update message to its parent.
Index Maintaining

Historical Data Query Processing
Historical data queries can inquire max, min, and avg values for a past period of time in a specified geographic area. Also, the sensing values of specific sensor nodes or locations in the past can be retrieved. A historical query can be issued at the base station or a sensor node in the network which is named as query node. If the query node receives a query like Query Example1, the query is forwarded to the query location {(10, 10), (30, 30)}. When a sensor node within {(10, 10), (30, 30)} receives this query, it forwards this query to the closest ancestor node (node N 1 at the second layer in Figure 1 ) of the index tree, whose location contains the query location. Then, N 1 accesses its indexes and sends the query to all its children which have intersection with the query location. Thus, the query is sent to sensor nodes which possibly satisfy the query conditions through the index tree. When a sensor node receives a query, it verifies itself. If the conditions are satisfied, it sends corresponding results back to the query node. In this query example, the index tree can bound the number of involved sensor nodes efficiently. Only cells which have intersection with location {(10, 10), (30, 30)} are probed.
For Query Example2, the query node forwards the query to the lowest layer index node (the root N 1 in Figure 1 The distributed index tree can guide queries to be processed efficiently and restrict the number of involved sensor nodes. For some queries, the results are already stored in the index structure, so accessing one or several index nodes instead of a large number of sensor nodes can acquire the results.
Simulation
In this section, we evaluate the performance of our proposed HDQP. The sensing interval of a sensor is 5 minutes, and the update interval P S of the index tree is 2 hours. Since network traffic greatly affects energy efficiency, we use it as the metric for performance evaluation.
The main cost of maintaining the index tree is sending and forwarding update messages along the index tree periodically. Figure 3 shows the number of average accumulative messages of sensor nodes with 100, 500, and 1000 sensor nodes in the network respectively. The more sensor nodes the network has, the more cost of maintaining the index tree. The reason is that a bigger network must generate a bigger index tree structure, thus increasing the maintaining load. Since for a sensor node, one time index updating just causes about 2 messages averagely, and the index tree is not updated frequently, so the cost of maintaining the index tree is acceptable for wireless sensor networks with limited energy. Furthermore, as can be seen in Figure 3 , the maintaining cost does not rapidly increase with the increasing of the network size. Therefore, the distributed index structure is also suitable for large-scale wireless sensor networks. The performance of our HDQP is evaluated on two aspects, delay of query processing and cost of network traffic. The delay of query processing is query responding time since the query is issued until the user receives results. In our simulation, computation delay of sensor nodes is ignored, so this delay is measured by the number of hops of the longest path for sending a query and returning results. Network traffic is defined as the average number of messages sent and forwarded by all sensor nodes. Figure 4 shows the average query responding delay and network traffic (including cost of maintaining the index tree) of processing 1000 queries during 72 hours. We compare our HDQP with Flood method where the query node floods the query to entire network and all sensor nodes satisfied query conditions send corresponding data back to the query node. As seen in Figure 4 (a), with the increasing of network size, query responding delay increases too since the length of pathes for sending queries and returning results increases with the network size. HDQP achieves shorter delay than Flood because it does not need to probe all qualified sensor nodes, and partial or all results can be acquired from the index tree. Figure 4(b) shows that HDQP is much better than Flood on network traffic especially for large-scale networks. This is because the index tree can help HDQP to answer queries by accessing index nodes and a small number of qualified sensor nodes if necessary. However, Flood method lets all qualified sensor nodes involve in the query processing. Network traffic of HDQP decreases with the network size increasing since for processing the same number of queries, a large-scale network has much more nodes to share work load. Figure 4 (c) shows the average network traffic with variant involved sensor nodes percentage of queries. This parameter is decided by the location condition in a query. As shown in the figure, with the increasing of involved node percentage, the network traffic of Flood increases obviously since all involved nodes need to report results. However, HDQP is not affected by this parameter obviously, since HDQP acquire most of data from the index trees. The average network traffic with variant length of query time window is shown in Figure  4 (d). With the increasing of time window length, the network traffic of HDQP increases too. Since index data are partitioned by time stamp, more index nodes are accessed for processing queries with a longer time window. When the length of time window reaches a certain value, the network traffic does not evidently increase any more. The reason is that when the time window is long than 4 times of partition period of the accessed layer, the number of accessed index nodes does not increase any more. However, an index node may include index data of several time slices. In summary, our HDQP scheme can process historical data query quickly and energy-efficiently, and it is also suitable for large-scale networks.
Conclusion
In this paper, we have proposed a scheme, HDQP, to process historical data queries of wireless sensor networks. Our approach is the first work to study distributed historical data query processing by using an effective distributed index tree. The indexes can help process queries energy-efficiently and reduce the query responding delay. Index tree switching mechanism also can balance the load among sensor nodes to avoid data distribution and energy consumption skew.
