Abstract: A novel and computationally efficient algorithm is presented to compute the water surface profiles in steady, gradually varied flows of open channel networks. This algorithm allows calculation of flow depths and discharges at all sections of a cyclic looped open channel network. The algorithm is based on the principles of (1) classifying the computations in an individual channel as an initial value problem or a boundary value problem; (2) determining the path for linking the solutions from individual channels; and (3) an iterative Newton-Raphson technique for obtaining the network solution, starting from initial assumptions for discharges in as few channels as possible. The proposed algorithm is computationally more efficient than the presently available direct method by orders of magnitude because it does not involve costly inversions of large matrices in its formulation. The application of this algorithm is illustrated through an example network.
Introduction
In hydraulic engineering applications, it is necessary to compute steady state, gradually varied flows in open channels such as rivers, streams, and canals. These computations enable determination of the water surface elevations along the length of a channel for a specified discharge. An exact knowledge of the water surface elevations allows the planning, design, and safe operation of the system. The effect of channel modifications, on the upstream or the downstream water level, can be assessed through these computations. Steady flow solutions are also required for specifying accurate initial conditions for starting unsteady flow computations. Also, a steady flow solver may be used as a subroutine in mathematical models for sediment transport or stream water quality, in which the subroutine calls to the flow solver are made thousands of times.
Several efficient numerical techniques have become available for gradually varied flow (GVF) computations in the last four decades (Chow 1959; Chaudhry 1993) . Classical numerical methods such as the standard step method, which are based on singlestep calculations, are well suited for single and series channels, but not for complex open channel networks. However, in many situations, GVF computations may be required for steady flow in open channel networks or a system of interconnected channels. Open channel networks occur in braided river systems, divided shipping channels, interconnected storm water systems, or irrigation canal systems (Wylie 1972) . The Brahmaputra-Ganga deltaic system in the Indian subcontinent (Mukherjee 1985) and the Mekong river basin in South East Asia (Cunge et al. 1980 ) are a few examples of interconnected rivers with complex flow situations.
Although considerable research has been carried out in recent years with regard to unsteady flows in channel networks (Choi and Molinas 1993; Kutija 1995; Nguyen and Kawano 1995; Sen and Garg 1998) , not much attention has been paid to the problem of steady GVF computation in open channel networks. Wylie (1972) developed an algorithm to compute the flow around a group of islands, in which the total length of the channel between two nodes is treated as a single reach to calculate the loss of energy and the node energy is used as a variable. In this method, the channel is not divided into several reaches as in a finitedifference method. A reach is defined as the portion of the channel between two finite-difference nodes. Chaudhry and Schulte (1986) presented a finite difference method for analyzing steady flow in a parallel channel system. Their formulation is in terms of the more commonly used variables, flow depth and discharge. Schulte and Chaudhry (1987) later extended their method for application to general looped channel networks. In their method (referred to as the Direct Method in the rest of the text), a channel i in the system is divided into several reaches, N i . The continuity and the energy equations can be written in terms of flow depths, and flow rates for all the reaches, resulting in a total of 2͚ i=1 M ͑N i ͒ equations because there are N i + 1 nodes in any channel i and there are M channels in the system. Additional 2M equations, required for closing the system, are obtained from the boundary conditions and the compatibility conditions at the junctions. The system of nonlinear simultaneous equations resulting from the above formulation is solved using the Newton-Raphson iteration technique. This requires inversion of the system Jacobian for every iteration step. In this formulation, the size of the Jacobian increases if the number of reaches in each channel is increased to increase accuracy. Therefore the above method becomes computationally intensive for large unstructured channel networks. Recently, Sen and Garg (2002) developed an efficient solution technique for one-dimensional steady and unsteady flow in a general channel network system. In their method, the number of equations to be solved simultaneously during any iteration is only four times the number of branches of the network. This resulted in a significant improvement in the computational efficiency as compared to the existing methods. Naidu et al. (1997) followed a different solution methodology and developed an order of magnitude more efficient algorithm for GVF computation in tree-type open channel networks. Their algorithm is based on: (1) decomposing the channel network into small units, (2) solving the smaller units using the fourth order Runge-Kutta method, and (3) connecting the above solutions for the whole network using an iterative algorithm based on the principles of the shooting method (Press et al. 1986) .
In this study, a new algorithm is presented for GVF computations in cyclic looped channel networks. The proposed algorithm is based on (1) classifying flow computation in each channel of the system into either an initial value problem (IVP) or a boundary value problem (BVP), (2) choosing as few iterative flow variables as possible after scanning the network, and (3) correcting the current estimates of iterative flow variables using the Newton-Raphson technique. The size of the matrix, to be inverted during each iteration step, is drastically reduced by this approach. The number of equations to be solved simultaneously during any iteration is less than the number of branches, and thus this method is computationally more efficient than all the currently available methods. For brevity, cyclic looped networks are considered. However, the proposed methodology can be extended to any general channel network. An example is presented for illustrative purposes.
Problem Definition
The present problem involves determination of water-surface levels and discharge variation throughout the system for given (1) discharge at the upstream end of the inlet channel, (2) flow depth at the downstream end of the outlet channel, (3) network configuration, and (4) channel characteristics. For the sake of simplicity, the following assumptions are made: (1) the looped-channel system is cyclic with a single inlet channel and a single outlet channel, (2) there are no hydraulic structures within the system, and (3) the flow is subcritical throughout the system. However, the principles presented in this study can be extended to other networks with multiple sources, intermediate control structures, and multiple outlets by applying appropriate boundary conditions. Supercritical flow requires special treatment, and its analysis is beyond the scope of the present study.
Governing Equations
The following GVF equation is used to determine the variation of flow depth in any individual channel between the upstream and the downstream nodes of that channel
where hϭflow depth; xϭdistance; S 0 ϭslope of the channel bed; Qϭdischarge; Aϭcross-sectional area; Tϭwater surface width; ␤ϭmomentum coefficient; and gϭacceleration due to gravity. The friction slope, S f , is determined using Manning's equation. ␤ is taken as unity in this study. The standard step method can also be used instead of Eq.
(1) for computing the water surface profile in a channel between two junctions. Other than Eq.
(1), we also require junction compatibility equations to connect solutions from individual channels and obtaining the solution for the entire network. Consider a junction formed by channels i , j, and k with incoming flow and channels l and m with outgoing flow. The continuity and energy equations at this junction can be written as follows:
where Zϭbed elevation, subscript "d" refers to the values at the downstream point of a channel, and the subscript "u" refers to the values at the upstream point. At the junction, the form losses and the differences in the velocity heads are generally small, and thus neglected. It can be seen that any control structure may be treated as a junction point with the appropriate governing equation for energy conservation. Eqs. (2) and (3) are used to determine the flow depth variation at a junction.
Initial Value Problem and Boundary Value Problem
The proposed method consists of two parts. In the first part, the given open channel looped network is broken into individual channels. Computation of GVF profiles in these individual channels is classified either as an initial value problem (IVP) or a boundary value problem (BVP). The second part deals with the application of the fourth-order Runge-Kutta method to individual channels, and then connecting the individual channel solutions, using appropriate junction compatibility conditions, to get the required solution for the entire network.
In the context of a single channel, IVP refers to the solution of Eq. (1) for either a specified downstream depth h d or specified upstream depth h u , and for a specified discharge.
This equation can be solved by the fourth-order Runge-Kutta method (Chaudhry 1993) . The BVP for a single channel refers to the solution of Eq. (1) for specified upstream and downstream depths, say h = h d at x = L, and h = h u at x = 0. The problem is to determine the discharge and the flow depth variation with x in that channel. The boundary value problem is solved by the shooting method (Press et al. 1986; Naidu et al. 1997 ). In the iterations for a BVP problem, the following equation is used to get the initial estimate for the discharge.
where T m ϭtop width of the channel based on the average flow depth; and A m ϭarea of cross section based on the average flow depth. F is determined using the following equation:
where
In the above equations, Lϭchannel length, nϭManning's roughness coefficient, and R m ϭhydraulic radius based on the average flow depth. This procedure is based on (1)finite-differencing the left-hand side of Eq.
(1) between the two ends of the channel, (2) using the average values of area, top width, and hydraulic radius to evaluate the right-hand side, and (3) solving for "Q" from the above approximate equation.
Network Algorithm
The proposed algorithm consists of: (1) classifying the flow computation in any channel as an IVP or as a BVP (2) assuming discharges in as few channels as necessary, (3) marching the computations along a predetermined path, (4) checking for the compatibility conditions at as many junctions as the number of assumed discharges, and (5) improving the estimates for assumed discharges using the Newton-Raphson method. The proposed algorithm is best explained by considering a network as shown in Fig. 1 . In this problem, the discharge entering the system at node 1 and the controlling depth at node 8 are specified. It is required to compute the water surface profiles in all channels. Flows in different channels are assumed to be positive in the directions shown by the arrows in Fig. 1 . Since there is only one outlet channel in the above network, the discharge in channel 10, Q 10 , is equal to the discharge in the inflow channel 1, Q 1 . In the proposed algorithm, computations start from the outlet channel, i.e., channel 10. In this case depth at 8 ͑h 8 ͒ is specified, and Q 10 is known. Therefore Eq. (1) can be solved as an IVP and the flow depth at node 7 in channel 10 ͑h 7/10 ͒ is determined. Application of the energy equation [Eq. (3)] gives flow depths at node 7 in channels 9 and 8, h 7/9 and h 7/8 , respectively. The next step is to assume the discharge in one of the inflow channels at node 7, say channel 8, with the effect that the discharge Q 8 and the controlling depth ͑h 7/8 ͒ at the downstream end of channel 8 are known. Therefore Eq. (1) can be solved for channel 8 as an IVP and h 6/8 is determined. The continuity equation [Eq. (2) ] and the energy equation [Eq. (3)] can now be applied at node 7 to determine the discharge and downstream depth for channel 9. Computation can be then marched as an IVP in channel 9, and h 4/9 is determined.
At this stage it is not possible to march the computations beyond node 6 or node 4 unless a second assumption is made, say for the discharge in channel 5, Q 5 . Eq. (3) can be applied at node 6 to determine the downstream depth ͑h 6/5 ͒ in channel 5 at node 6. Using this depth and the assumed discharge, computations can be marched in channel 5 as an IVP. Eqs. (2) and (3) can now be applied at node 6 for determining the discharge and the downstream depth for channel 6. Computation can be then marched as an IVP in channel 6 and h 5/6 is determined. Eq. (3) can now be applied at node 3 to determine the upstream flow depth h 3/4 in channel 4 at node 3. Since the flow depth in channel 6 at node 5, h 5/6 , is also known, the energy equation [Eq. (3)] can be applied at node 5 to determine the flow depth h 5/4 in channel 4 at node 5. At this stage, we know both the upstream depth h 3/4 and downstream depth h 5/4 for channel 4. Therefore computation in channel 4 can be carried out as a BVP, and the discharge in channel 4, Q 4 , can be determined.
Computations can be marched in the above manner (Fig. 2) to determine the discharges and flow depths in all the channels and at all the nodes. Since Q 8 and Q 5 are assumed values and may not be correct, the solution obtained may not be consistent. The Newton-Raphson method is then applied to obtain a better estimate for the initial assumed discharges. In the computations performed so far, either the continuity equation or the energy equation has not been applied at some nodes. For the problem under consideration (Figs. 1 and 2) , the continuity equation [Eq. (2)] has not been used at node 5 and the energy equation [Eq. (3)] has not been used at node 2. These nodes are called "check nodes," and the missing (hitherto unimplemented) compatibility conditions can be utilized for improving the assumed discharges. Two functional equations can be formulated for the missing compatibility conditions as follows:
The flows Q 8 and Q 5 are selected such that the left-hand sides of Eqs. (6) and (7) are minimized to zero. The values of the left-hand sides of Eqs. (6) and (7) are determined for the assumed values of Q 8 and Q 5 by making one pass through the network as 
where the vector on the right-hand side and the Jacobian on the left-hand side of Eq. (8) are computed using the assumed values of Q 8 and Q 5 . The elements of the Jacobian are numerically computed by perturbing Q 8 and Q 5 by small amounts, dQ 8 and dQ 5 (usually less than 0.0001 m 3 /s), and making two more passes through the network. It may be noted that a total of three passes through the network is required to determine the vector on the right-hand side and the Jacobian of Eq. (8), in this particular case where two discharges are assumed. For example, the element (1,1) of the Jacobian is calculated as given below
The other elements of the Jacobian are determined in a similar way. The improved values of Q 8 and Q 5 are then determined by solving Eq. (8) and applying a relaxation factor
where kϭrelaxation factor. The previously described computations are repeated with the new values of Q 8 and Q 5 until convergence is achieved. The flow computations are shown in chart form in Fig. 2 . It may be noted here that the number of equations to be solved simultaneously during any iteration is only two for the network shown in Fig. 1 , while the number of branches is 10.
Computational Efficiency
The order of computational efficiency of the proposed algorithm as compared to the direct method may be approximately determined by counting the number of floating-point operations performed by each method. It is assumed that the fourth order Runge-Kutta method is used for solving the IVP as well as in the shooting method for the BVP. For a wide channel, approximately 10 floating point operations are involved in one evaluation of the right-hand side of Eq.
(1). Application of the fourth order RungeKutta method involves four such evaluations at each node. Thus, if each channel in the network is represented by N nodes, i.e., N − 1 reaches, application of the IVP subroutine to a single channel amounts to 40N floating point operations, while application of the BVP subroutine to a channel amounts to 40 Np1 floating point operations, if p1 iterations are taken for the convergence of the BVP. Assuming that the same number of ͑p1͒ iterations are taken for each BVP, the total number of floating point operations (refer to the flow chart in Fig. 2) , OC p , involved in the proposed method for the looped channel network of Fig. 1 is OC p = ͓2+͑6 +2p 1 ͒3p͔ 40N. The operation count, OC p , is determined assuming that it takes p iterations for the overall convergence. It should be noted here that it takes three passes through the network per iteration to compute the Jacobian and f1, and f2. The floatingpoint operations involved in inverting the 2 ϫ 2 Jacobian are neglected. For the direct method, the size of the Jacobian for the channel network shown in Fig. 1 is 20N . The number of floating point operations involved in the inversion of the Jacobian make up most of the computation. Since the Jacobian is neither banded nor diagonally dominant, it is necessary to use elimination methods for inverting the Jacobian. The number of operations for the solution of a 20N ϫ 20N matrix equation, q times (qϭnumber of iterations for convergence), is equal to OC d = ͓͑20N͒ 3 /3͔q (assuming that the LU decomposition method is used). Both of the methods use the gradients for determining the update values. Therefore the number of iterations taken for convergence could be of the same order of magnitude in both cases, i.e., p = q. Therefore the efficiency factor of the proposed method as compared to the direct method for the illustrated network (Fig. 1) , is given by
Numerical experience with the problems solved in the present study indicated that the total number of iterations for convergence is on the order of 6. For a value of p1=6, Х 1.23N 2 . It can be seen that the efficiency factor for the proposed method increases quadratically as the number of nodes in each channel is increased.
is equal to 30 if each channel is divided into four reaches ͑N =5͒ while it is equal to 492 when the number of nodes in the channel is increased to N = 20 to obtain more accuracy. Although the exact increase in speed obtained by the proposed method cannot be determined using the above logic due to assumptions regarding the number of iterations, it is obvious that the proposed method is orders of magnitude more efficient than the direct method. This is especially so if the channels are long and a large number of nodes are used to increase the accuracy. It may be noted that the number of equations to be solved simultaneously in Sen and Garg's (2002) method is equal to four times the number of branches. On the other hand, the number of equations to be solved simultaneously in the proposed method is less than the number of branches. Sen and Garg (2002) reported that, for the network in Fig. 1 , their method is 80 times faster than the direct method when each channel is divided into 20 nodes. Thus it can be concluded that the proposed algorithm is computationally more efficient than Sen and Garg's (2002) method also.
Path of Marching
According to the computational path given in the flow chart (Fig.  2) for Fig. 1 , discharges need to be assumed for channels 8 and 5. The continuity equation [Eq. (2) ] at node 5 and the energy equation [Eq. (3)] at node 2 are used for applying the NewtonRaphson method to estimate the improved discharges in subsequent iterations. According to a different path of marching of computations (Reddy 2001) discharges could be assumed for channels 8 and 7. Then the continuity equation [Eq. (2)] at node 6 and the energy equation [Eq. (3) ] at node 2 could be used for applying the Newton-Raphson method for improving the assumed discharges in subsequent iterations. Thus different paths of marching are possible for any given network. However, irrespective of the path of marching, the resulting number of assumed discharges and the size of the Jacobian matrix are of the same order. There is a path of marching for which the number of assumptions to be made is a minimum. Finding such a path of marching is beyond the scope of this work.
A subroutine has been developed for finding the path of marching of computations and for classifying the channels into BVP or IVP. This subroutine, at the present stage of development, applies to only cyclic looped channels in which there is only one inlet channel, one outlet channel, and there are no dendritic parts. Such networks occur in braided river systems in mountainous areas, divided shipping channels, and some irrigation canal systems. Also, any general network can be decomposed into several cyclic and dendritic networks using the principles of graph theory (Kutija 1995) . It should also be noted that the principles presented here can be extended to any general network. This subroutine scans the entire network configuration, specified in terms of network connectivities, and assigns the order in which the channels are to be taken up for GVF computation. The terminology used in this subroutine is presented first. 1. "startingNode": Upstream node of the inlet channel; 2. "nextTo StartingNode": Downstream node of the inlet channel; 3. "endNode": Initially, "endNode" is the downstream node of the outlet channel, but as the subroutine advances through the path of marching from node to node, the "endNode" is shifted from node to node; 4. "twoUnknownsChannel": A channel in which two out of the three variables (upstream depth, downstream depth, and discharge in that channel) are unknown; 5. "computationalNoOfChannel": This is the number given to the ith channel in the path of marching. For example, computationalNoOfChannel(i)ϭ1 means GVF computations start with that channel and computations proceed to the next channel which is having computationalNoOfChannel(i)ϭ2; and 6. "typeOfChannel": This denotes the way computations proceed in that channel, i.e., as IVP or BVP, and the end conditions for that channel. Six types of "typeOfChannel" as described in Table 1 are possible. The algorithm for path of marching is as follows. 1. Scan the input connectivity matrix: "startingNode" ϭ upstream node of inlet channel, "nextToStartingNode" ϭ downstream node of inlet channel, and "endNode" ϭ downstream node of outlet channel; 2. Start the path of marching with the outlet channel. For this channel, assign "typeOfChannel"=0, and "ComputationalNoOfChannel"=1. Shift the "endNode" to the upstream node of the outlet channel; 3. Update depths in all channels incident on the "endNode."
Count the number of "twoUnknownsChannel"s connected to the "endNode." If this number is equal to m, flow rates in m − 1 channels are assumed;
4. Check the conditions for all channels incident on the "endNode," assign the "typeOfChannel" as per conditions given in Table 1 , and assign the "ComputationalNoOfChannel" to each of them in the order of checking; 5. If the "endNode" is connected to "k" other nodes, update the number of unknowns in all channels incident on these "k" nodes; 6. Count the number of "twoUnknownsChannel"s at each of the "k" nodes connected to the "endNode." Shift the "endNode" to that node where the number of "twoUnknownsChannel" is a minimum, but not equal to zero; 7. Repeat the steps 2 -6 until "endNode" ϭ "nextToStartingNode." At any stage in steps 2 -6, if the number of "twoUnknownsChannel"s at all the "k" nodes connected to the "endNode" =0, then "endNode" ϭ "nextToStartingNode"; 8. Check whether all the channels except inlet channel are assigned the "computationalNoOfChannel" and "typeOfChannel." If not, the downstream node of channel, which is not assigned the computational number of the channel, is taken as the endNode; 9. Repeat steps 2 -7 until the "endNode" ϭ nextToStartingNode" and all the channels except inlet channel are assigned the "computationalNoOfChannel" and "typeOfChannel"; 10. Now "endNode" is "nextStartingNode" and inlet channel is assigned the "computationalNoOfChannel" and the "typeOfChannel"=2; and 11. Determine the check nodes. Check nodes are those nodes at which none of the inflow channels has a "typeOfChannel" =2 and none of the outflow channels has a "typeOfChannel" =4. Continuity equation is used at these check nodes in defining the elements of the Jacobian. "nextToStartingNode" is also a check node at which energy equation is used in defining the elements of the Jacobian.
Illustrative Example
A computer program, incorporating the principles presented in the previous sections, has been developed. The program determines the path of marching, classifies the channels, accesses the IVP and BVP subroutines in a sequential way as dictated by the path of marching, and then performs the Newton-Raphson iterations for the assumed discharges. An idealized channel network as shown in Fig. 3 was analyzed with the computational procedure described in the previous sections [see Reddy (2001) for more applications]. This particular network is a larger and more complex network than the networks considered in the earlier studies. The arrows in Fig. 3 indicate the assumed flow directions. All channels had a rectangular cross section. The bed levels in all the incident channels at a junction 
were assumed to be the same. The flow in all of the channels was subcritical. The incoming discharge in channel 1 and the flow depth at node 14 were specified as 150 m 3 / s and 5.0484 m, respectively. The channel characteristics for this problem are presented in Table 1 . The Manning roughness coefficient for all the channels was specified as 0.013, which is equal to the value for a concrete lined canal with trowel finish (Chow 1959) . In the numerical computation, each channel is divided into nine reaches.
The iterative procedure, for GVF computations determined by the subroutine for the path of marching, started with initial estimates for discharges in channels 22, 8, 17, and 10 . Note that initial estimates were required for only four channels out of a total of 24 channels in the system. The initial estimates for channels 22, 8, 17 , and 10 were 75, 25, 10, and 7 m 3 / s, respectively. The check nodes were 9, 6, and 5 where conservation of flow was checked, and 2 where conservation of energy was checked. The perturbations given to the estimated discharges to compute the Jacobian were equal to 0.00001 m 3 / s. Numerical experimentation showed that this perturbation value should be very small in the case of large networks where the left-hand sides of Eqs. (8) and (9) are very sensitive to the assumed values of discharge. For the problems considered in this study, the perturbation value ranged from 0.001 to 0.00001 m 3 / s. The tolerance for the BVP computation was specified as 0.001 m, and the relaxation factor as 0.5. The error tolerances for the mass balance and the energy balance at the check nodes were taken as 0.5 m 3 / s and 0.0001 m, respectively. The discharge, upstream flow depth, and the downstream flow depth for all the channels obtained using the proposed method are shown in the last three columns of Table 1 . The correctness of the network solution was checked by individually solving for the water surface profile in each channel, using as inputs the previously computed network solutions for channel discharge and downstream depth. The individual channel solutions for upstream depth were then compared with the computed network solutions for upstream depth. The maximum difference between the two values was less than 0.001 m. The overall flow balance error, as determined by comparing the specified and computed flows in the inflow channel, was only 0.06%. The maximum flow balance error, which occurred at node 9, was only 1.5%. This error could be further reduced by specifying a lower value for the error tolerance. That, of course, would increase the number of iterations for convergence. The specification of 0.2 m 3 / s as the error tolerance at the check nodes resulted in 19 iterations for the solution of the example network in Fig. 3 . The largest velocity head difference at a node was 1.14ϫ 10 −2 m (0.24% of the flow depth). As mentioned earlier, the effect of velocity head can be easily incorporated into Eq. (3), if required.
For the illustrative network in Fig. 3 , the proposed method took 10 iterations (for a specified error tolerance of 0.5 m 3 /s) to converge to the correct solution and the IVP subroutine, which is at the core of the iteration loop, a total of 1,860 times. In this example, 10 nodes were specified in each channel. Therefore the number of floating point operations involved in the proposed method was approximately equal to 1 , 860ϫ 40ϫ 10= 744, 000. It may be assumed that the direct method would take the same number of iterations as the proposed method for convergence because both methods are based on the Newton-Raphson iteration procedure. Thus the number of floating point operations involved in the application of the direct method to the illustrative network would be 368.64ϫ 10 6 . Therefore it may be concluded that the proposed method is approximately 500 times more efficient than the direct method.
It should be noted that initial estimates were required for only four variables. It can also be seen that the initial estimates for discharges were quite far away from the correct values, and still the solution converged in only 10 iterations. The flows in channels 5, 13, and 20 were negative, indicating that the initially assumed flow directions in those channels were not correct.
The solution convergence was not affected by the wrong assumption for the flow direction, which indicates the robustness of the method. In Table 2 the notation of upstream and downstream depths are based upon the initially assumed flow directions. Numerical experiments have also indicated that other computational measures to increase speed, for example, not solving the BVPs exactly in the initial outer loop iterations, not updating the Jacobian as convergence is being achieved, etc., could easily be integrated into the proposed model.
It is well known from the literature that the Newton-Raphson method may not always converge if the initial assumptions for one or more unknowns are very inaccurate (Press et al. 1986) . That is true for the case of open channel flow computation also (Wylie 1972) . The need for an assumption regarding the flow direction adds further difficulties. Therefore, as mentioned earlier, a relaxation parameter is used while implementing the corrections through Eqs. (12) and (13). In general, its value is less than one to prevent divergence in the solution. A value of one may be used when good initial estimates can be made for the unknown values and the correct flow directions are known a priori. This was evident when the proposed algorithm was used to solve the simple network illustrated in Schulte and Chaudhry (1987) . However, k = 0.5 was used in other more complicated networks studied by the writers. It should be noted that globally convergent NewtonRaphson methods, in which the above relaxation parameter is chosen automatically depending upon the history of convergence, are also available in literature (Press et al. 1986, P. 376) . However, at this stage of development of the present algorithm, a constant value of k is specified as an input.
Concluding Remarks
In this study, an iterative method has been developed for computing the water surface profiles in cyclic looped channel networks. The method determines the water surface profile in a network given the discharge in the inflow channel and the control depth at the downstream point. The efficiency of the proposed method is based on sequentially computing the flow in each channel, either as an IVP or a BVP, according to a predetemined order, and embedding those computations in an overall iterative loop. A network scanning algorithm is developed for determining the sequential order and the nature of computation in each channel. The fourth order Runge-Kutta method is used for solving the IVP, and For cyclic looped channel networks, the proposed method is computationally more efficient than the direct method by orders of magnitude. It does not involve solving the large matrix equation and therefore requires less computer storage. The proposed method is very useful for analyzing steady gradually varied flows in looped irrigation canal networks and multi-island river systems. Also, principles presented here can be extended to other looped networks.
Notation
The following symbols are used in this paper:
A ϭ cross-sectional area of the channel; A m ϭ area of cross section based on the average flow depth; F ϭ Froude number; g ϭ acceleration due to gravity; h d ϭ downstream depth of a channel; h u ϭ upstream depth of a channel; k ϭ relaxation factor; L ϭ channel length; N ϭ number of nodes in a channel; n ϭ Manning's roughness coefficient; OC d ϭ operational count in terms of floating point operations of the direct method; OC p ϭ operational count in terms of floating point operations of the proposed method; p ϭ iterations for the overall convergence of the proposed method; p1 ϭ iterations taken for the convergence of the BVP; Q ϭ discharge in the channel; q ϭ number of iterations for convergence of the direct method; R m ϭ hydraulic radius; S f ϭ friction slope of the channel; S 0 ϭ slope of the channel; T ϭ water surface width; T m ϭ top width of the channel based on the average flow depth; Z ϭ bed elevation; ␤ ϭ momentum coefficient; and ϭ efficiency factor of the proposed method as compared to the direct method.
