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Many realistic epidemic networks display statistically synchronous behavior which we will refer to
as epidemic synchronization. However, to the best of our knowledge, there has been no theoretical
study of epidemic synchronization. In fact, in many cases, synchronization and epidemic behavior
can arise simultaneously and interplay adaptively. In this paper, we first construct mathematical
models of epidemic synchronization, based on traditional dynamical models on complex networks,
by applying the adaptive mechanisms observed in real networks. Then, we study the relationship
between the epidemic rate and synchronization stability of these models and, in particular, obtain
the conditions of local and global stability for epidemic synchronization. Finally, we perform
numerical analysis to verify our theoretical results. This work is the first to draw a theoretical
bridge between epidemic transmission and synchronization dynamics and will be beneficial to the
study of control and the analysis of the epidemics on complex networks.VC 2011 American Institute
of Physics. [doi:10.1063/1.3622678]
Exploring the correlation between different dynamical
behaviors which may appear in complex networks is an im-
portant and interesting pursuit on the way toward under-
standing them better. Among these different dynamical
behaviors, synchronization and epidemic spreading on net-
works are closely related. For example, with the spread of
an infective disease, people may reduce the frequency of
inter-personal contact and take collective protective meas-
ures with increased regularity (for example, by washing
hands frequently with clear water and soap, avoiding going
to crowded place, and so on). This means that the spread of
information between people during transmission of an epi-
demic disease can induce spontaneously collective risk-min-
imisation behaviour in spite of (or at least independently
of) the actual disease pathology. Similar phenomena can
also be found in many animal-borne infections. Hence, syn-
chronization of individual’s behavior and their epidemic
behavior on networks can occur simultaneously and inter-
play adaptively. However, very little theoretical work has
been done to consider these two dynamical behaviors to-
gether. In this work, we address this deficit. We will investi-
gate mathematically the correlation between the dynamical
synchronization and the epidemic behavior on complex
networks for us to understand them in depth.
I. INTRODUCTION
It is well known that complex networks can accurately
describe the topological structure of many dynamical systems
in the real world. For example, the world wide web can be con-
sidered as a network of websites with hyperlinks. The Internet
is formed by routers with physical connections. Similarly, the
human brain can be also regarded as a system of neurons
linked by synapses. Many other examples can be also found:
the global economy, market, food cycle, metabolism, disease
spreading, computer virus, energy diffusion, etc. Recently,
research in the area of complex network has advanced signifi-
cantly and will lead to a deeper study and more practical appli-
cations in future. Synchronization dynamics and epidemic
dynamics are two of the main research fields in complex net-
work science. In the last ten years, with the important discov-
ery of small-world and scale-free networks, synchronization in
complex networks has attracted great attention.1–13 Epidemic
transmission in complex networks has also become an impor-
tant research focus as it offers potential to advance the simple
assumptions of homogeneously mixed models.14–19
Since synchronization and epidemic spreading are appa-
rently two quite distinct behaviors, there is very little work to
consider them together. Actually, synchronization and epi-
demic behavior on networks can arise simultaneously and
interplay adaptively. Many realistic epidemic networks have
displayed statistically synchronized behavior that we define as
the epidemic synchronization which, for the moment, can be
classified as epidemic induced synchronization and epidemic
characteristic synchronization. For examples, with the spread
of SARS (the severe acute respiratory syndrome), Bird Flu, or
H1N1 influenza, people will spontaneously take some protec-
tive measures such as washing hands frequently with clear
water and soap, avoiding going to crowded place, and so on in
order to improve self-protection.20 When rhinoceroses and hip-
popotami are infected with epidemic ringworm, they will
a)Author to whom correspondence should be addressed. Electronic mail:
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spontaneously go to a lakefront to have a bath in mud which
will also provide either cure or protection. As the spread of
these epidemic diseases becomes weak, these spontaneous pro-
tective behaviors (in either humans or animals) will decrease
accordingly. Here, we choose to describe these consistent
human or animal behaviors, which result from epidemic
spreading, as the epidemic induced synchronization. For
another example, weekly measles case reports21 for Birming-
ham, Newcastle, Cambridge, and Norwich between 1944 and
1958 have shown their singular oscillatory behavior and an
in-phase synchronized pattern between Birmingham and
Newcastle, but an anti-phase pattern between Cambridge and
Norwich. Similarly, the reported cases of syphilis and gonor-
rhoea for the Midwest, South, Northeast, and West cities in
United States between 1941 and 2002 have also exhibited
the oscillatory characteristic and phase synchronized pat-
terns.22 In addition, collective synchronization induced by
epidemic dynamics on complex networks has also been stud-
ied numerically.23 For integrality, we define here these con-
sistent oscillation of measures, which quantify the epidemic
degree or other characteristics and do not refer to concrete
human or animal behaviors, in epidemic networks as the epi-
demic characteristic synchronization. In this paper, we just
address the epidemic induced synchronization.
The spatial synchronization of epidemics is considered to
be a key factor affecting their long-term patterns of persistence
and extinction.24 However, there are very few theoretical
works exploring the real reason for epidemic synchronization
apart from some numerical analyses from the view of statistics.
So, it is significant to seek a reliable theory for epidemic syn-
chronization. To this end, in this paper, we first establish the
mathematical models to realize the epidemic synchronization
and make further analysis of these models to reveal their exhi-
bition mechanisms, based on the theory of dynamical systems.
This paper is organized as follows. In Sec. II, we introduce
the traditional models of complex dynamical network and the
epidemic network. In Sec. III, the models of SIS (the suscepti-
ble-infected-susceptible) epidemic synchronization and SIR
(the susceptible-infected-recovered or the susceptible-infected-
removed) epidemic synchronization are constructed. Then, we
investigate the local and global conditions of epidemic syn-
chronization with respect to the epidemic rate of these models.
Finally, in Sec. IV, we use some numerical simulations to
verify our theoretical results obtained in Sec. III. Section V
concludes this paper and lists some possible further works.
II. MODELS OF COMPLEX DYNAMICAL NETWORK
AND EPIDEMIC NETWORK
Without loss of generality, we introduce a complex dy-
namical network5 with linear coupling which can be
described as
_xiðtÞ ¼ f ðxiðtÞÞ þ c
XN
j¼1
aijHxjðtÞ; i ¼ 1; 2;…;N; (1)
where xiðtÞ 2 Rn denotes the state variable of the ith node at
the time t, and the function f() defines the local dynamics of
each node and is supposed to be chaotic. The constant c> 0
is coupling strength and the matrix H 2 Rnn represents the
inner-coupling matrix which is a constant 0 – 1 matrix link-
ing coupled variables, and we assume it is positive. The cou-
pling matrix A¼ (aij)N N with zero-sum rows shows the
coupling configuration of the network. If nodes i and j are
connected, then aij¼ aji¼ 1, otherwise aij¼ aji¼ 0. The di-
agonal elements of the coupling matrix A are
aii ¼ 
XN
j¼1;j 6¼i
aij ¼ ki; i ¼ 1; 2;…;N; (2)
where ki denotes the degree of node i. With these assump-
tions, the eigenvalues of matrix A can be given by
0 ¼ k1  k2     kN . Hence, by matrix theory, there exists
unitary matrix U such that A¼UKUT, where UTU¼ I,
K¼ diag(k1, k2,… ,kN).
Now, the standard SIS and SIR epidemic models17,19 in
a complex network can be written as
_IkðtÞ ¼ kk½1 IkðtÞHðt; kÞ  IkðtÞ; k ¼ 1; 2;…; dm (3)
and
_SkðtÞ ¼ kkSkðtÞHðt; kÞ;
_IkðtÞ ¼ kkSkðtÞHðt; kÞ  IkðtÞ;
_RkðtÞ ¼ IkðtÞ;
k ¼ 1; 2;…; dm
8><
>: ; (4)
respectively. Here, the epidemic rate k 2 0; 1ð  denotes the
probability with which each susceptible node is infected if it
is connected to one infected node and dm represents the maxi-
mal degree in the network. The variables Sk(t), Ik(t), and Rk(t)
denote the densities of susceptible, infected, and removed
nodes (individuals) with connectivity (contact) k at time t,
respectively. These variables satisfy the normalization condi-
tion Sk(t)þ Ik(t)¼ 1 or Sk(t)þ Ik(t)þRk(t)¼ 1 for all k-classes
in model (3) or (4). The term H(t,k) gives the probability that
a randomly chosen link emanating from a node of connectiv-
ity k leads to an infected node. Moreover,H(t,k) has the form
Hðt; kÞ ¼
X
k0
pðk0jkÞIk0 ðtÞ; (5)
where the conditional probability p k0jkð Þ means that a ran-
domly chosen link emanating from a node of connectivity k
leads to a node of connectivity k0. We suppose that the con-
nectivities of nodes in the whole network are uncorrelated,
i.e., p k0jkð Þ ¼ k0p k0ð Þ=hki, where hki ¼Ps spðsÞ. The further
details of models (3) and (4) can be found in Refs. 17, 19.
III. MODELS OF EPIDEMIC SYNCHRONIZATION
AND ITS ANALYSIS
Based on the above traditional models (1) and (3), we can
construct the following model of SIS epidemic synchronization:
_xiðtÞ ¼ f ðxiðtÞÞ þ cðtÞ
XN
j¼1
aijHxjðtÞ;
_IkðtÞ ¼ kk½1 IkðtÞHðt; kÞ  IkðtÞ;
_cðtÞ ¼ aIðtÞ
N
XN
j¼1
sðtÞk  xjðtÞ
2
1þ sðtÞk  xjðtÞ
2;
8>>>><
>>>>:
(6)
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where i¼ 1, 2,…,N, k¼ 1, 2,… , dm, parameter a> 0, and
IðtÞ ¼Pdmk¼1 pðkÞIkðtÞ. The initial condition of system (6)
can be set as follows. The initial state xi(0) is chosen ran-
domly from real number set and Ik(0)¼q, c(0)¼ 0 with
0 < q  1. The state variable s(t) is the synchronous state of
system (6) with respect to epidemic induced synchronization
or epidemic characteristic synchronization.
By the similar entrainment mechanism between the
above traditional models (1) and (4), we can design the fol-
lowing model of SIR epidemic synchronization as
_xiðtÞ ¼ f ðxiðtÞÞ þ cðtÞ
XN
j¼1
aijHxjðtÞ;
_SkðtÞ ¼ kkSkðtÞHðt; kÞ;
_IkðtÞ ¼ kkSkðtÞHðt; kÞ  IkðtÞ;
_RkðtÞ ¼ IkðtÞ;
_cðtÞ ¼ aIðtÞ
N
XN
j¼1
sðtÞk  xjðtÞ
2
1þ sðtÞk  xjðtÞ
2;
8>>>>>>><
>>>>>>>:
(7)
where i¼ 1, 2,… ,N, k¼ 1, 2,… , dm, parameter a> 0, and
epidemic prevalence IðtÞ ¼Pdmk¼1 pðkÞIkðtÞ.The initial condi-
tion of system (7) can be set as follows. The initial state xi(0)
is chosen randomly from real number set and Sk(0)¼q,
Ik(0)¼ 1 – q, Rk(0)¼ 0, c(0)¼ 0, where 0 < q  1.
When we consider the epidemic induced synchroniza-
tion, xi(t) indicates the state variable of node-i in the epi-
demic network. In this case, the models (1) and (3) (similarly
for Eqs. (1) and (4)) have the same topological structure, i.e.,
dynamical process of individuals and epidemic process arise
simultaneously in the same network. And f defines the
locally dynamical behavior which indicates the summation
of various behavior of individual node concerning epidemic.
By supposing that f is chaotic, we mean that the functional
behaviour of each individual node is active, dynamic, and
sufficiently complex.
When we take the epidemic characteristic synchroniza-
tion into account, the variables xi(t) denotes the various fac-
tors influencing the epidemic transmission (such as the
weekly infection rate of cities) and f shows the locally dy-
namical behavior of that variable. In this case, the models
(1) and (3) (similarly for Eqs. (1) and (4)) may have different
general topological structures. In this paper, we just address
the first case where the synchronization is induced by the
epidemic dynamics, which is realized by the adaptive cou-
pling strength c(t) mainly depending on the change of I(t)
and synchronization error.
In the third equation of model (6), the change of c(t) is
controlled synthetically by I(t) and
PN
j¼1
ksðtÞxjðtÞk2
1þksðtÞxjðtÞk2, where
I(t) denotes the average density of infected nodes and this
summation term can measure synchronization degree in a
network. On one hand, individuals will send spontaneously
safeguard information more frequently to protect themselves
when disease prevalence becomes larger. So, it is reasonable
to conclude that the rate of change of the coupling strength
_cðtÞ is directly proportional to the density I(t) of infected
nodes. On the other hand, when the collective protective
behavior increases sufficiently, communication of safeguard
information among individuals will become stable since they
have come to an agreement of protection. Thus, the propor-
tional relation between _cðtÞ and synchronization errorPN
j¼1
ksðtÞxjðtÞk2
1þksðtÞxjðtÞk2 is also valid. We take the same considera-
tion in the fourth equation of model (7).
A. Local stability of epidemic synchronization
For the network system (1), we have the following basic
result.
Lemma 1: Considering the network (1) with chaotic
individual nodes, the coupling strength c¼ c(t), H¼ IN, and
the maximal Lyapunov Exponent hmax of function f, if there
is T> 0 such that
cðtÞ > hmaxjk2j ; for t > T; (8)
then the synchronization of network (1) is exponentially
stable.
Proof: By reference,25 we know that the n(N – 1) Lyapu-
nov exponents of network (1) on the synchronization mani-
fold can be expressed as li kkð Þ ¼ hi þ lim supt!1 c tð Þkk,
where hi is the Lyapunov exponent of f and i¼ 1, 2,… , n,
k¼ 2, 3,… ,N. If there is T> 0 such that cðtÞ > hmaxjk2j for all
t> T, then we get hi þ lim supt!1 c tð Þkk < 0 for all i¼ 1,
2,… , n, k¼ 2, 3,… ,N. This means all n(N – 1) Lyapunov
exponents of network (1) on the synchronization manifold
are negative. According to the transverse stability of syn-
chronization,25 we obtain the exponential stability of net-
work (1). h
Theorem 1: Suppose that kc> 0 is the epidemic thresh-
old of system (3) and f() is a chaotic function of the corre-
sponding model (6) with H¼ IN. If the epidemic rate k> kc
in system (6), then xi(t), i¼ 1, 2,… ,N can achieve
synchronization.
Proof: If k> kc, by the definition of epidemic threshold,
there is a constant I 2 0; 1ð ] such that limt!þ1I tð Þ ¼ I. By
defining dðtÞ ¼ aIðtÞN
PN
j¼1
ksðtÞxjðtÞk2
1þksðtÞxjðtÞk2, we know d(t)  0.
Now, we show that xi(t), i¼ 1, 2,… ,N can realize synchroni-
zation in model (6).
If this is not the case, we obviously have limt!þ1
d tð Þ 6¼ 0. Now, we will prove limt!1 c tð Þ ¼ þ1. In order to
verify this limitation, we first show c(t) is boundless. Other-
wise, there exists M> 0 such that jc(t)j<M for all t  0. By
noting _cðtÞ ¼ dðtÞ  0, we can deduce that c(t) must have li-
mitation with t !þ1, which means limt!1 d tð Þ ¼ 0. So
c(t) is unbounded in (0,þ1). By combining the monotone
property of c(t), we get limt!1 c tð Þ ¼ þ1. On the other
hand, by Lemma 1, xi(t), i¼ 1, 2,… ,N can achieve synchro-
nization if c tð Þ > hmax= k2j j. This contradiction concludes
this theorem. h
Theorem 2: Suppose that kc> 0 is the epidemic thresh-
old of system (3) and f() is a chaotic function of the corre-
sponding model (7) with H¼ IN. If the epidemic rate k> kc
in system (7), then xi(t), i¼ 1, 2,… ,N can achieve
synchronization.
Proof: The proof is similar to the proof of theorem 1, we
omit it here for simplicity. h
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Now, we consider the infinite state of coupling strength
c(t).
Theorem 3: Considering the model (6) or (7), for every
k 2 0; 1ð Þ, there is always a constant c > 0, such that
limt!1c tð Þ ¼ c.
Proof: Obviously, for the model of epidemic synchroni-
zation (6) or (7), its epidemic threshold satisfies kc 2 0; 1ð Þ
in its corresponding epidemic model. Now, we will prove
this theorem for two cases with respect to k.
On one hand, if 1< k 	 kc, by the above analysis, we
know that xi(t), i¼ 1, 2,… ,N can realize synchronization.
This means that limt!1 k s tð Þ  xj tð Þ k¼ 0 for every
j 2 1; 2;…;Nf g. Moreover, it is easy to see that
0 < aIðtÞN 	 aN. So, we get limt!1 _cðtÞ ¼ 0 for the model of
SIS epidemic synchronization (6) or SIR epidemic synchro-
nization (7). By combining the initial condition
cð0Þ ¼ 0; _cð0Þ > 0 and inequality _cðtÞ  0, we find that there
is always a constant c*> 0, such that limt!1c tð Þ ¼ c.
On the other hand, if 0< k 	 kc, we have limt!1
I tð Þ ¼ 0 for the models (6) and (7) by the definition of epi-
demic threshold. In addition, it is obvious to see that
a
N
XN
j¼1
sðtÞk  xjðtÞ
2
1þ sðtÞk  xjðtÞ
2 < a:
Thus, for the model of SIS epidemic synchronization (6) or
SIR epidemic synchronization (7), we obtain limt!1
_cðtÞ ¼ 0. In this case, by combining the initial condition
cð0Þ ¼ 0, _cð0Þ > 0, and inequality _cðtÞ  0, we obtain the
same result. Hence, the Theorem is proved. h
B. Global stability of epidemic synchronization
Based on the paper,10 the synchronous state in network
(6) or (7) can be defined as sðtÞ ¼ 1N
PN
i¼1 xiðtÞ. Hence, the
corresponding synchronization errors can be set as
ei(t)¼ xi(t) – s(t), i¼ 1, 2,… ,N. It is easy to obtainPN
i¼1 eiðtÞ ¼ 0 and _sðtÞ ¼ 1N
PN
i¼1 f ðxiðtÞÞ. Consequently, the
error system can be described as
_eiðtÞ ¼ f ðxiðtÞÞ  f ðsðtÞÞ þ cðtÞ
XN
j¼1
aijHejðtÞ þ gðtÞ;
i ¼ 1; 2;…;N; (9)
where gðtÞ ¼ f ðsðtÞÞ  1N
PN
i¼1 f ðxiðtÞÞ.
Hypothesis 1: Suppose that P¼ diag(p1,p2,… ,pn) is a
positive matrix. If there is a constant n, such that for all
x tð Þ; y tð Þ 2 Rn, and t> 0, then we always have that
ðx yÞTP½f ðxÞ  f ðyÞ 	 nðx yÞTðx yÞ: (10)
By letting FðtÞ ¼ ðf x1 tð Þð ÞT  f s tð Þð ÞT ;…; f x1 tð Þð ÞT
 f s tð Þð ÞTÞT , G tð Þ ¼ gT ;…; gTð ÞT , and e tð Þ ¼ eT1 ;…; eTN
 T
,
then the system (9) is rewritten as
_eðtÞ ¼ FðtÞ þ cðtÞðA
 HÞeðtÞ þ ðIN 
 InÞGðtÞ; (11)
where 
 is Kronecker product.
Theorem 4: Suppose that kc> 0 is the epidemic thresh-
old of system (3). If k> kc in system (6), then the synchro-
nous manifold of system (6) is globally asymptotically
stable.
Proof: We construct the following Lyapunov function
candidate
VðtÞ ¼ 1
2
eTðtÞðIN 
 PÞeðtÞ þ 1
2
bðc0  cðtÞÞ2;
where b ¼ k2kmin(PH)> 0, kmin(PH) denote the minimal
eigenvalue of matrix PH and c0 is a undetermined constant.
The derivative of V(t) with respect to t along the solution of
system (6) is given by
dVðtÞ
dt
¼
XN
i¼1
eiðtÞTP½f ðxiðtÞÞ  f ðsðtÞÞ
þ cðtÞeðtÞTðA
 PHÞeðtÞ
þ eðtÞTðIN 
 PÞGðtÞ  bðc0  cðtÞÞ _cðtÞ
¼
XN
i¼1
eiðtÞTP½f ðxiðtÞÞ  f ðsðtÞÞ
þ cðtÞeðtÞTðA
 PHÞeðtÞ  bðc0  cðtÞÞ _cðtÞ
	 n
XN
i¼1
eiðtÞTeiðtÞ þ cðtÞeðtÞTðA
 PHÞeðtÞ
 bðc0  cðtÞÞ _cðtÞ: (12)
Now, introducing a transformation y tð Þ ¼ yT1 tð Þ;…;

yTN tð ÞÞT ¼ UT 
 Inð Þe tð Þ and combining Eq. (12), we obtain
dVðtÞ
dt
	 n
XN
i¼1
eiðtÞTeiðtÞ þ cðtÞyTðtÞðK
 PHÞyðtÞ
 bðc0  cðtÞÞ _cðtÞ
¼ n
XN
i¼1
eiðtÞTeiðtÞ  bc0 _cðtÞ
þ cðtÞyTðtÞðK
 PHÞyðtÞ þ bcðtÞ _cðtÞ
	 n
XN
i¼1
eiðtÞTeiðtÞ
þ c0k2kminðPHÞ aIðtÞ
N
XN
i¼1
eiðtÞTeiðtÞ
1þ eiðtÞTeiðtÞ
þ cðtÞk2kminðPHÞ aIðtÞ
N
XN
i¼1
eiðtÞTeiðtÞ
1þ eiðtÞTeiðtÞ
 cðtÞk2kminðPHÞ _cðtÞ: (13)
If epidemic rate k> kc, then there exists I 2 0; 1ð , such that
limt!þ1I tð Þ ¼ I. By choosing e0 2 0; Ið Þ, then there is t0
such that I tð Þ > I  e0 > 0 for all t> t0. When t> t0, by Eq.
(13) we have
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dVðtÞ
dt
	 n
XN
i¼1
eiðtÞTeiðtÞ
þ c0k2kminðPHÞ aðI
  e0Þ
N
XN
i¼1
eiðtÞTeiðtÞ
1þ eiðtÞTeiðtÞ
þ cðtÞk2kminðPHÞ aIðtÞ
N
XN
i¼1
eiðtÞTeiðtÞ
1þ eiðtÞTeiðtÞ
 _cðtÞ
" #
¼ n
XN
i¼1
eiðtÞTeiðtÞ
þ c0 ak2kminðPHÞðI
  e0Þ
N
XN
i¼1
eiðtÞTeiðtÞ
1þ eiðtÞTeiðtÞ
:
Thus, we can select an adequately large constant c0, such
that
dVðtÞ
dt 	 0. On the other hand, it is easy to see that
kminðPÞ
2
eTðtÞeðtÞþ1
2
bðc0cðtÞÞ2	VðtÞ	 kmaxðPÞ2 eTðtÞeðtÞþ12bðc0
cðtÞÞ2. So, the Lyapunov function V(t) has infinitesimal
upper bound and is infinitely large.26,27 Therefore, the zero
solution of error system (9) is globally asymptotically stable,
i.e., the synchronisation manifold of system (6) is globally
asymptotically stable. h
Similarly, if epidemic rate k> kc, the synchronisation
manifold of system (7) is also globally asymptotically stable.
Remark 1: Actually, we just need the existence of the
above constant n in Hypothesis 1 to achieve the global stabil-
ity of epidemic synchronization, as shown by the above anal-
ysis. So, it is convenient to use Theorem 4 for analysis in
realistic applications.
Remark 2:. In fact, since some certain synchronization
patterns can accelerate or weaken epidemic prevalence, it is
more realistic to consider the effect of these synchronization
dynamics on epidemics synchronously, as we investigate the
relationship between the epidemic dynamics and synchroni-
zation dynamics on a network. If we embed this anti-effect
function in model (6) or (7), it must influence the epidemic
process, i.e., either enhancing or reducing the epidemic prev-
alence I(t). But from the results obtained above, our synchro-
nization conditions are all independent on this epidemic
process, but depend only on the epidemic rate. So, the above
synchronization conditions are still valid in this case.
IV. NUMERICAL SIMULATION
To verify the above results, we now investigate numeri-
cally the model of SIS epidemic synchronization (6). Since
this analysis can be generalized analogously to the model of
SIR epidemic synchronization (7), we omit this generalization
for simplicity. The network embedded in model (6) is made
to be the BA (the Barabasi and Albert model) scale-free (pref-
erential attachment) network28 with size N¼ 500. This net-
work evolves from initial network with size m0¼ 4 and we
add each new node with m¼ 3 new edges. Without loss of
generality, we suppose that the f in model (6) is defined as the
chaotic Lorenz oscillation. Certainly, this assumption is rather
difficult to justify from the point of view of a physical epi-
demic transmission process, but we just use it for numerical
simulations. This oscillation can be described as
dx1ðtÞ
dt
¼ a1ðx2ðtÞ  x1ðtÞÞ
dx2ðtÞ
dt
¼ a2x1ðtÞ  x2ðtÞ  x1ðtÞx3ðtÞ
dx3ðtÞ
dt
¼ x1ðtÞx2ðtÞ  a3x3ðtÞ
8>>><
>>>:
(14)
where parameters a1¼ 10, a2¼ 28, and a3¼ (8/3). H is cho-
sen as the identity matrix. The Figures 1, 2, and 3 show the
changes in synchronization error e(t), epidemic prevalence
I(t), and coupling strength c(t) in the model (6) with epi-
demic rate k¼ 0.02, 0.1, and 0.2, respectively. Here, the syn-
chronization error is defined as eðtÞ ¼PNj¼2 x1ðtÞk xjðtÞ=
N. From Fig 1, we can see that I(t)! 0(t!1), i.e., the epi-
demic does not break out. In this case, the synchronization
error e(t) does not converge to zero, which means that the
FIG. 1. The changes of synchronization error e(t), epidemic prevalence I(t),
and coupling strength c(t) in model (6) with epidemic rate k¼ 0.02. The net-
work is BA scale-free network with size N¼ 500, the maximal degree
dm¼ 60 and 192 nodes with the minimal degree 3. Other parameters are set
as a¼N – 1, initial infection density q3¼ 0.03125, qk¼ 0, k¼ 4,…,dm, i.e.,
there are originally 6 infected nodes with degree 3 and the other nodes are
all susceptible.
FIG. 2. The changes of synchronization error e(t), epidemic prevalence I(t),
and coupling strength c(t) in model (6) with epidemic rate k¼ 0.1. The net-
work is BA scale-free network with size N¼ 500, the maximal degree
dm¼ 60 and 192 nodes with the minimal degree 3. Other parameters are set
as a¼N – 1, initial infection density q3¼ 0.03125, qk¼ 0, k¼ 4,…,dm, i.e.,
there are originally 6 infected nodes with degree 3 and the other nodes are
all susceptible.
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epidemic dynamics cannot successfully induce the synchro-
nization of individuals under small epidemic rate k¼ 0.02.
From Fig 2, we can see that I(t) converges to a positive num-
ber and e(t) converges to zero, which implies that the epi-
demic dynamics can induce successfully the synchronization
of individuals with larger epidemic rate k¼ 0.1. Increasing
further the epidemic rate to 0.2, we find that the epidemic dy-
namics can not only induce successfully the synchronization,
but also enhance the speed of synchronization. These simula-
tions show that if the epidemic transmission spreads more
easily on the network, then the epidemic dynamics can
induce the synchronization of individuals more effectively.
This is consistent with the attained theoretic results in Sec.
III—an aggressive disease leads to a strong response from
individuals.
V. CONCLUSIONS
Based on the synchronization behavior of individuals
induced by epidemic dynamics in real epidemic networks,
this paper has proposed some mathematical models of epi-
demic synchronization which can characterize this kind of
phenomenon very well. We have studied the relationship
between the epidemic rate and synchronization stability of
these models and obtained a very explicit condition for syn-
chronization with respect to the epidemic rate, i.e., k> kc.
Numerical simulations show that if the epidemic disease
breaks out more easily, then the epidemic dynamics can
induce the synchronization of its individuals more effec-
tively. This conclusion accords very well with the character-
istics of real epidemic networks.
In future, we will extend our work to address the follow-
ing two issues. First, since in realistic epidemic networks the
individuals are generally different, the local dynamics of
nodes can not be identical in a whole network. So, it must be
more appropriate to consider network models with both com-
munity structure and (distinct) individual behavior. Second,
we anticipate that some certain synchronization patterns can
accelerate or weaken epidemic prevalence. So, it may be
very significant to consider the effect of these synchroniza-
tion dynamics on epidemics when we study the epidemic
synchronization on complex networks.
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