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Chapter 2
Introduction
Let R be a discrete valuation ring with residue field κ, fraction field K =
Frac(R), and L a finite Galois extension of K. If κ is perfect, there is a satisfac-
tory ramification theory for L/K, see for example [Ser 68]. On the other hand,
if κ is not perfect this theory is not as well-established; for a comprehensive
survey on ramification see [Xia-Zhu 13].
In the 1980’s, Brylinski and Kato defined conductors when κ is not nec-
essarily perfect and L/K is attached to a character of rank 1, see [Bry 83] and
[Kat 89]. Recently, Abbes and Saito succeeded in providing a general definition
of higher ramification groups in an `-adic context that agrees with the classical
case of a perfect residue field; see [Abb-Sai 02] and [Abb-Sai 11]. Consequently,
they also define a conductor in [Abb-Sai 11]. Moreover, their conductor agrees
with that of Brylinski and Kato’s in rank 1, see [Abb-Sai 09].
In another direction, in the 1970’s Deligne had initiated a program of mea-
suring ramification of sheaves along a divisor in terms of transversal curves,
see [Del 76], which was further developed by Laumon in [Lau 81] and [Lau 82].
We remark that one of the principal aims of these works was to achieve new
Euler-Poincare´ formulas for surfaces (over algebraically closed fields). Let us
also mention work by Brylinski [Bry 83] and Zhukov [Zhu 02].
A natural question then became if one could follow Deligne’s program and
express Abbes-Saito’s conductor in terms of curves. In this direction, Matsuda
established results in the so-called ‘non-log’ case of Brylinski-Kato’s conductor,
see [Mat 97] and [Ker-Sai 13, Coro 2.7]. There are also stronger results for the
‘non-log’ case recently obtained by T. Saito, see [Sai 13]. For a modern survey
on wild ramification in the sheaf-theoretic context, see [Sai 10].
The main result of this thesis is the description of Brylinski-Kato’s ‘log’
conductor in terms of curves, see Theorem 6.1.2. In other words, we estab-
lish that Abbes-Saito’s ‘log’ conductor in rank 1 is given in terms of curves.
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Our approach is a slight generalization of Deligne’s original idea of analyz-
ing ramification via transversal curves and instead considering all curves on a
scheme with special attention to tangent curves. We conjecture that our result
also holds for `-adic sheaves of finite rank, see Conjecture A as well as Con-
jecture B below. We hope our conjectures can be used for non-abelian higher
class field theory.
As applications of our main result, we confirm an expectation of Esnault
and Kerz [Esn-Ker 12, §3] in the smooth rank 1 case, see Theorem 7.2.1, and
we also obtain a reformulation of the recent ‘non-log’ Existence Theorem of
higher class field theory obtained by Kerz and S. Saito, [Ker-Sai 13, Coro II] in
the ‘log’ case, see §8.3. In a slightly different direction, we also generalize an
Isomorphism Theorem of Kerz and Schmidt [Ker-Sch 09, Thm. 8.2] by relaxing
an assumption on being generically proper over a curve, see Thm. 8.2.4.
4
Chapter 3
Notation and definitions
3.1 Notation and definitions
Unless otherwise mentioned:
• By the dimension of a ring or a scheme we mean the Krull dimension.
• The group of effective divisors on a scheme X is denoted by Div+(X).
• An effective divisor D is a simple normal crossing divisor on X if Zariski
locally1 there is a finite family of sections ( fi)i∈I , fi ∈ OX such that the
following two conditions hold:
(i) D =
∑
i∈I div( fi)
(ii) for each x ∈ Supp(D), the restrictions ( fi)x that satisfy ( fi)x ∈
mX,x form a part of a regular system of parameters in OX,x.
• We will routinely abbreviate ‘simple normal crossing divisor’ by sncd.
• An effective divisor D is a normal crossings divisor (ncd) if (i) and (ii) hold
e´tale locally.
• A variety is a scheme that is reduced, separated, and of finite type over a
field k.
• Smk is the set of connected, smooth varieties over Spec(k).
• A curve C is an integral scheme of dimension 1. A curve C on a scheme X
is a closed curve C ⊂ X.
• A smooth sheaf is a locally constant constructible sheaf.
1Our definition follows [Gro-Mur 71], Def 1.8.2 and is more flexible than that of SGA 1
[XIII, 2.1] and SGA 5 [3.1.5] where the fi are required to be global sections fi ∈ Γ(X,OX).
5
• The set of closed points of a scheme X is denoted by |X|. The set of
codimension r points is denoted by X(r).
• N denotes the natural numbers; this set includes 0 (the cardinality of the
empty set).
• For a noetherian local ring A, denote by Ah the henselization of A and Aˆ
its completion. We have A ⊂ Ah ⊂ Aˆ.
6
Chapter 4
Background on Swan conductors
4.1 Overview
In this chapter, we begin by defining the Swan conductor at the level of finite
extensions of discrete valuation fields with separable residue field extensions in
Sec. 4.2, see Def. 4.2. In Sec 4.3 we give the definition of the conductor for
a curve defined over a perfect field of finite characteristic, see Def. 4.3. We
provide an example calculation of this conductor for an Artin-Schreier exten-
sion in Ex. 4.3.4. Basic lemmas for Artin-Schreier extensions are provided in
Lemmas 4.3.1 and 4.3.2.
The Brylinski-Kato filtration is introduced in Sec. 4.4 from which we derive
a generalized conductor for finite extensions of discrete valuation fields whose
residue field extension is not necessarily separable, see Def. 4.4.4. Finally, in
Sec. 4.5 we define the log conductor of an F`-sheaf of rank 1 at a given generic
point of a divisor on the boundary in Def. 4.5.1. As a prelude to the next
chapter, where we state our two main expectations, we include in subsection
4.5.1 an example that gives evidence for computing the log conductor in terms
of a limit of conductors of curves tangent to a given divisor.
4.2 Conductor for discrete valuation fields with per-
fect residue field
We briefly review here the classical case of Swan conductors which we later
relate to the Brylinski-Kato conductor. Classically, the Swan conductor is de-
fined for finite extensions of discrete valuation rings with separable residue
field extensions, which we begin with here. Let R be a henselian discrete
valuation ring of characteristic p > 0. Let k be the residue field of R. Put
K = Frac(R). Let F be a constructible F`- sheaf of finite rank on S = Spec (R)
and η¯ = Spec (Ksep) a geometric point of S. Then the stalk M = Fη¯ is an
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F`[Gal(Ksep/K)]-module and dimF`(Fη¯) is finite. The action of Gal(Ksep/K)
on Fη¯ factors through a quotient of Gal(Ksep/K) by a closed normal subgroup
Γ of finite index. Fix such a quotient and write it as
G = Gal(Ksep/K)/ Γ.
Let L be the fixed field of Γ, i.e.
L = (Ksep)Γ;
then G = Gal(L/K). Let R′ be the normalization of R in L and let k′ be the
residue field of R′.
For i ≥ 0, let Gi denote the i-th (lower) ramification group of G, i.e.
Gi = ker[G → Aut(R′/mLi+1)],
where mL is the maximal ideal of R′. Clearly, each Gi is a normal subgroup of
G.
We now state the main assumption of this section: assume that
the extension of residue fields k′/k of R′/R is separable. (4.1)
Lemma 4.2.1. For i 0, Gi is trivial.
Proof. Let vL denote the discrete valuation of L. First observe that since the ex-
tension of residue fields k′/k is finite and separable, the theorem of the primi-
tive element implies that there exists x¯′ ∈ ksep such that k′ = k[x¯′]. There is a
lifting x′ ∈ R′ of x¯′ such that R′ = R[x′] (see e.g. [Neu 99, II.10.4]).
We have then
Gi = {σ ∈ G : vL(σ(x′)− x′) ≥ i + 1}.
Since G is a finite group, there are only finitely many values vL(σ(x′)− x′)
as σ ranges over all elements of G and therefore
i′ > max
σ∈G
{vL(σ(x′)− x′)} ⇒ Gi′ is trivial.
Since G acts on M, then so does each Gi. Let MGi denote submodule of M
fixed by Gi. Let s = Spec (k) be the closed point of S = Spec (R). Then we
define
Sws(M) =
∞∑
i=1
1
[G0 : Gi]
. dimF`(M/M
Gi). (4.2)
Notice that this sum starts at i = 1 and not at i = 0 and this sum is finite by
Lemma 4.2.1.
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Lemma 4.2.2. The definition (4.2) does not depend on the choice of Γ.
Proof. This result depends on a compatibility between the lower and upper
higher ramification groups of G0, which itself depends on our assumption that
k′/k is separable; see [Ser 68, Ch IV, §3].
4.3 The case of a curve
Let k be a perfect field and X/k a smooth curve. Fix a codimension 1 point x ∈
X(1) and fix a geometric point x¯ above x. Now consider the strict henselization
of X at x,
R = OshX,x¯,
and let
S = Spec (R).
Having fixed a geometric point x¯, a choice of a separable closure ks of the
residue field k(x) = OX,x/mx is fixed. The scheme S is a strictly henselian
local scheme; let s = Spec (ks) be its closed point and η = Spec (K) the generic
point of S. For a fixed separable closure Ksep of K, let η be the corresponding
geometric point of S. Let F be a constructible F`-sheaf of finite rank on X. The
action of Gal(Ksep/K) on Fη¯ factors through a finite quotient G = Gal(K′/K)
of Gal(Ksep/K). Since X is of finite-type over k and x ∈ |X| (as dim(X) = 1),
then k(x) is a finite extension of k. Therefore k(x) is perfect and so ks = k(x)sep
is algebraically closed. So for R = OshX,x¯ and R′ the normalization of R in K′,
we have that the extension of residue fields from R′/R is trivial and therefore
the finite extension R′/R satisfies (4.1). We then define
Swx(F ) = Sws(Fη¯). (4.3)
We include the following Example 4.3.4 below, which is [Lau 81, Exemple
1.1.7], since it will fit in nicely with subsequent examples. Before doing so,
we prove the following well-known results about Artin-Schreier extensions,
which will be used in the sequel.
Lemma 4.3.1. Let K be a field of characteristic p > 0. Let a ∈ K and consider
the polynomial
f (t) = tp − t− a ∈ K[t].
Then the finite extension of K
L = K[t]/( f (t)),
is Galois with Gal(L/K) either trivial or isomorphic Z/p.
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Proof. First observe that the formal derivative of f (t) is equal to −1 which is
coprime to f (t) and therefore L/K is separable. Next, since
tp − t =
p−1∏
i=0
(t− i) ∈ K[t],
then if α ∈ Ksep is a root of f (t), so is α+ i for i = 0, . . . p− 1. Therefore, L is
the splitting field of f (t) and since L/K is separable, then L/K is normal. We
conclude that if f (t) admits no roots in K, the extension L/K is non-trivial and
Galois with Gal(L/K) = Z/p.
Lemma 4.3.2. Let K be a discrete valuation field of characteristic p > 0 with
uniformizer pi and normalized valuation v : K× → Z. For a fixed a ∈ K,
consider the polynomial
f (t) = tp − t− a ∈ K[t].
Then if L = K[t]/( f (t)) is a non-trivial extension of K, we have
(i) L/K is unramified if ∃y ∈ K such that v(a− (yp − y)) ≥ 0.
(ii) L/K is totally ramified if ∃y ∈ K and m > 0 such that v(a− (yp − y)) =
−m < 0, and (p, m) = 1.
Proof. Let pi′ be a uniformizer of L. Let A, resp. B, denote the ring of integers
of K, resp. L. Recall the different DB/A from [Ser 68, Ch III]. Let α ∈ Ksep be a
root of f (t) so that L = K[α].
(i). Suppose y ∈ K is such that v(a − (yp − y)) ≥ 0. Then for w = α − y
and b = a − (yp − y) we have L = K[w] and the minimal polynomial of w
is g(t) = tp − t − b. Note that w is integral over A since v(b) ≥ 0. Now by
[Ser 68, Ch. III, §6, Coro 2], DB/A divides the principal ideal (g′(w)). Since
g′(t) = −1, then g′(w) = −1 and so (pi′) does not divide DB/A and hence
B/A is unramified by [Ser 68, Ch. III, §5, Thm. 1].
(ii). Let w and b be as in (i), so
wp − w = b.
Let e = e(B/A) be the ramification index of B/A and v′ the normalized dis-
crete valuation on L. We have
v′(b) = −m.e,
and
v′(b) = v′(wp − w) = p.v′(w).
Since e ≤ [L : K] = p, then e = p and v′(w) = −m.
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Remark 4.3.3. In fact, in both (i) and (ii) of Lemma 4.3.2 we also have the con-
verse statements if K is perfect. See [Sti 09, Prop. 3.7.8]; our proof above is only
a slight refinement of the proof in loc. cit.
We now turn to [Lau 81, Example 1.1.7]. For a general discussion of Artin-
Schreier-Witt extensions, see Section 4.4 below. We point out that this example,
while elementary, is slightly long. We will see a significant reduction in its
required computations in Example 4.4.11 below.
Example 4.3.4. (cf. [Lau 81, Exemple 1.1.7]) Let k be an algebraically closed
field of characteristic p > 0, and let X = A1k = Spec (k[x]). Let U be the
complement of the closed subvariety V(x), that is
U = Spec (k[x, 1/x]).
Fix an integer m ≥ 1 and let U′ → U by the Artin-Schreier cover of U given by
tp − t = x−m,
i.e.
U′ = Spec (k[x, 1/x][t]/(tp − t− x−m)).
To calculate ramification induced by U′ → U along the boundary V(x), we
define the following (henselian) discrete valuation rings R and R′ as follows.
Let R be the henselization of k[x] at the the prime ideal (x) and let K = Frac(R).
Set
L = K[t]/(tp − t− x−m),
and define R′ as the integral closure of R in L. 1
By Lemma 4.3.2 (ii), the prime ideal (x) of R is totally ramified in R′/R and
by Lemma 4.3.1 Gal(U′/U) = Z/p = Fp. An element σ ∈ Gal(U′/U) acts on
t as σ(t) = t + σ. A fixed non-trivial homomorphism
ρ : Fp → F×` ,
and the morphism U′ → U yields a smoothF`-sheafF on U. For j : U → X the
open immersion of U into X and 0 ∈ X the closed point of X that corresponds
to the prime ideal (x) ≤ k[x], we show that the Swan conductor
Sw0(j!F ) = m′,
where m = m′.pe with (m′, p) = 1 and e ≥ 0. There are two methods to see
that we can reduce to the case that U′ → U is given by solving the equation
Tp − T = x−m′ . (4.4)
1Recall that the integral closure of a henselian dvr in a finite extension of its fraction field
is again a henselian dvr.
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The first is by the Artin-Schreier-Witt isomorphism, provided in Section 4.4.1
below, which in this case reads
W1(R)/(F− 1)W1(R) ∼= H1(Spec (R),Z/p),
where F : R → R is the Frobenius morphism a 7→ ap and (F − 1)R ≤ W1(R)
denotes the subgroup generated by {(F− 1)(b) = bp − b; b ∈ R}. According
to this isomorphism, R′ is given by solving
Tp − T = x−m′.pe ,
where x−m′.pe is the image of x−m′.pe in the quotient W1(R)/(F− 1). Since
(F− 1)e (x−m′) = x−m′.pe − x−m′ ,
we have
x−m
′.pe ≡ x−m′ mod (F− 1)R.
Therefore, the extension of R′/R obtained from tp − t = x−m is equivalent to
the extension obtained from Tp − T = x−m′ . The second method of seeing this
isomorphism is to consider the polynomial f (t) = tp − t− x−m ∈ R[t] and set
u = x−m
′.pe−1 + x−m
′.pe−2 + · · ·+ x−m′ .
Then
f (t + u) = tp − t + up − u− x−m = tp − t− xd,
and since u ∈ R, we have an isomorphism of R-algebras
R[t]/( f (t)) ∼= R[t]/( f (t + u)),
which gives the desired reduction.
In order to compute Sw0(j!F ) by (4.2), we compute the ramification groups
Gi of G = Gal(U′/U). Since the order of G is prime, then either Gi = G or
Gi = 〈0〉. Therefore, we just have to compute the number of subgroups Gi that
are non-trivial. To do so, observe that on denoting the discrete valuation of R′
of by v′ (so v′(x) = p) and pi′ a uniformizer of R′, we have Gi = {σ ∈ G :
v′(σ(pi′)− pi′) ≥ i + 1}. We show that the value v′(σ(pi′)− pi′) is constant for
σ ∈ G\{0}; namely, we claim that
v′(σ(pi′)− pi′) = m′ + 1, ∀σ 6= 0.
It will then follow that the number of non-trivial Gi is equal to m′ + 1 and so
Gj is non-trivial for m′ many indices j ≥ 1. Let pi′ = xa.tb where a, b ≥ 1 are
such that ap− bm′ = 1. Then,
v′(t) = −m′ < 0.
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Observe that
σ(pi′) = σ(xa.tb)
= xa(σ+ t)b
= xa(t(1+ t−1.σ))b
= pi′(1+ t−1.σ)b
Thus,
v′(σ(pi′)− pi′) = v′(pi′[(1+ t−1.σ)b − 1])
= v′(σ.pi′[b.t−1 + σ.b(b− 1)
2
.t−2 + · · ·+ σb−1.t−b])
= v′(pi′) +min{m′, 2m′, . . . , bm′}
= v′(pi′) + m′
= 1+ m′.
Therefore, Gi = G for 0 ≤ i ≤ m′ and Gj = 〈0〉 for j ≥ m′ + 1 and since the
module M is M = F` in this case we have
Sw0(M) =
∞∑
i=1
1
[G0 : Gi]
. dimF`(M/M
Gi) =
m′∑
i=1
1 = m′ ,
as desired. 
Luckily, the computation of such a Swan conductor can be significantly
simplified, as we will see in the next section. See in particular Example (4.4.11)
where the above computation is essentially reduced to one line.
4.3.1 Remarks on separable residue field extensions
4.4 Conductor for general discrete valuation fields
We mostly follow the notation of [Abb-Sai 09, §9]. Let R be a discrete valuation
ring of characteristic p > 0.
Let K be the fraction field of R, fix a separable closure Ksep of K. First
we recall the Brylinski-Kato filtration on truncated Witt vectors over K. Let
v denote the normalized discrete valuation on K. Let n ≥ 0 and denote by
Wn+1(K) the ring of Witt vectors of length n + 1 over K.
We define an increasing filtration on the additive group of Wn+1(K), which
was studied by Brylinski [Bry 83] and Kato [Kat 89].
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Definition 4.4.1. For m ≥ 0 define the subgroup filmWn+1(K) as
filmWn+1(K) =
{
(x0, . . . , xn) : pn−i.v(xi) ≥ −m (0 ≤ i ≤ n)
}
.
We have that for x = (x0, . . . , xn) ∈ Wn+1(K), x ∈ filmWn+1(K) if and only
if
m ≥ sup{−pn.v(x0), . . . ,−p.v(xn−1),−v(xn), 0}. (4.5)
This filtration yields a conductor. Being in rank 1, we choose to define conduc-
tors at the level of characters. See Appendix 9.2 for the precise correspondence
between characters, extensions of K, and sheaves for Z/pn-extensions. Set
H1(K) := lim−→
r≥1
H1(K,Z/rZ) = H1(K,Q/Z).
Remark 4.4.2. Note that since Gal(Ksep/K) is a compact topological group (un-
der the usual Krull topology) andQ/Z is a discrete topological group, then an
element
χ ∈ H1(K) = Homcont(Gal(Kab/K),Q/Z),
must have finite image inQ/Z and this image is therefore a finite cyclic group.
We continue to assume that K is the fraction field of a dvr R of characteristic
p > 0. The relationship between truncated Witt vectors over K and cyclic pn-
extensions of K is provided by the Artin-Schreier-Witt isomorphism which we
now recall. Put η = Spec (K) and recall that for n ≥ 1 there is a short exact
sequence of sheaves over ηe´t :
0 −→ Z/pn −→Wn F−1−→Wn −→ 0. (4.6)
Let us show that H1(K, Wn) vanishes.
We first briefly recall the argument establishing the additive version of
Hilbert ’90 [Ser 68, Ch. X, Prop. 1], which says that H1(GK, Ksep) = 0. Let
L/K be a Galois extension with Galois group G and write G = {σ1, . . . , σr}.
The normal basis theorem yields an element x ∈ L such that {σi(x)}1≤i≤r is a
basis for L/K. Then we have an isomorphism of G-modules: K ∼= K⊗ZZ[G],
implying that K is an induced G-module (in the sense of [Ser 68, Ch. VII, §2])
and thus Hi(GK, K) = 0 for each i > 0. Note that since G is finite, then in
fact Z[G] ⊗Z K = HomZ(Z[G], K) and so K is also a co-induced G-module.
Taking colimits one immediately obtains H1(GK, Ksep) = 0, or in our notation:
H1(K, W1) = 0.
Next, we show that for n > 1, H1(K, Wn) = 0. Consider the short exact
sequence
0 −→Wn V−→Wn+1 −→Wn+1/V(Wn) −→ 0,
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where V : Wn(K) → Wn+1(K) is the Verschiebung, i.e. it is the additive
map that sends (x0, . . . , xn−1) to (0, x0, . . . , xn−1). This gives a filtration on
H1(K, Wn+1)whose quotients are each trivial by the case n = 1, and so H1(K, Wn+1) =
0 as well.
Therefore, the beginning of the long exact sequence obtained from the short
exact sequence (4.6) is
0 −→ Z/pn −→Wn(K) F−1−→Wn(K) δ−→ H1(K,Z/pn)→ H1(K, Wn) = 0.
(4.7)
Hence, we have a canonical isomorphism of groups
Wn(K)/(F− 1) ∼= H1(K,Z/pn), (4.8)
and this isomorphism classifies finite cyclic extensions of K of order pn
′
, for
n′ ≤ n. Moreover, there is a commutative diagram
Wn(K)
V

δn // H1(K,Z/pn)
·p

Wn+1(K)
δn+1
// H1(K,Z/pn+1)
. (4.9)
Now write
filmH1(K,Z/pn) := δn(filmWn(K)). (4.10)
The above filtration induces a filtration on H1(K) via
filmH1(K) := H1(K)[p′] + filmH1(K)[p∞], (4.11)
where
H1(K)[p′] = lim−→
l≥1,(l,p)=1
H1(K,Z/l),
and
H1(K)[p∞] = lim−→
r≥1
H1(K,Z/pr).
Definition 4.4.3. Let χ ∈ H1(K). The Swan conductor of χ, denoted by Sw(χ),
is the minimal integer m ≥ 0 for which χ ∈ filmH1(K).
Remark 4.4.4. That this definition agrees with the classical definition appearing
in (4.3) when K is complete and the residue field of K is finite 2 is a theorem of
Brylinski [Bry 83, Coro. to Thm. 1] and the case where K is complete and has
2such fields are traditionally called local fields, [Neu 99, Ch. II, §2]
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perfect residue field is due to Kato, [Kat 89]. Note that in [Bry 83], the proof is
for the Artin conductor, which differs from the Swan conductor by a potential
difference of +1, cf. [Bor 02, §2.8].
We will use the following results in the sequel to justify explicit calculations
of conductors using Witt vectors. Recall that v denotes the normalized discrete
valuation on K. To begin, the Brylinski filtration inspires the following map:
Γ : Wn+1(K)→ Z,
defined by (x0, . . . , xn) 7→ sup{−pnv(x0),−pn−1v(x1), . . . ,−v(xn), 0}.
Proposition 4.4.5. Let χ ∈ H1(K,Z/pn+1) with Sw(χ) = N ≥ 0. Let x¯ ∈
Wn+1(K)/(F− 1) correspond to χ. Suppose x = (x0, . . . , xn) ∈ Wn+1(K) satis-
fies x ≡ x¯ mod (F− 1) and Γ(x) = N. Furthermore, suppose N = −v(xn) >
−pn−m.v(xm) for m = 0, . . . , n− 1. Then for each y = (y0, . . . , yn) ∈ Wn+1(K)
we have the inequality
Γ(x + (F− 1)y) ≥ Γ(x). (4.12)
We begin with a basic lemma used to prove Prop. 4.4.5.
Lemma 4.4.6. Suppose x and y are elements of a discrete valuation field with
uniformizer pi and normalized discrete valuation v. Then
(i) v(x) + v(y) 6= 0⇒ v(x + y) = min{v(x), v(y)}
(ii) x + y = 0⇒ v(x + y) = +∞.
Proof. It suffices to prove (i). We may assume v(x) < v(y). Set m = v(x).
There is a k ∈N such that v(y) = m+ k. We have v(x+ y) = v(pim(1+pik)) =
mv(pi) + v(1+ pik) = m = v(x), as desired.
Next, observe that for y = (y0, . . . , yn) ∈Wn+1(K)we have y = (y0, . . . , yn−1, 0)+
(0, . . . , 0, yn) and therefore
(F− 1)y = (F− 1)(y0, . . . , yn−1, 0) + (F− 1)(0, . . . , 0, yn).
Hence, it suffices to prove Prop. 4.4.5 for y = (y0, . . . , yn−1, 0) and y = (0, . . . , 0, yn).
We begin with the first case.
Lemma 4.4.7. Prop. 4.4.5 holds for y = (y0, . . . , yn−1, 0).
Proof. The proof is by induction on n ≥ 1. The base case is n = 1 which is
verified as follows. Setting z0 = y0 − yp0 (recall y1 = 0 here) we have
~w = (x0 + z0, x1 + p−1(x
p
0 + z
p
0 − (x0 + z0)p)).
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We divide the argument into two cases: case i) −p.v(z0) ≤ −v(x1) and case ii)
−p.v(z0) > −v(x1).
For case (i),we show that v(w1) = v(x1). Observe that
v(w1 − x1) = v
p−1∑
k=1
xp−k0 z
k
0
 ,
and this sum consists of p− 1 monomials of degree p. Hence, the conditions
−p.v(x0) < −v(x1) and −p.v(z0) ≤ −v(x1) yield that
−v(w1 − x1) < −v(x1),
i.e. v(x1) < v(w1 − x1) and so v(w1) = v(x1).
Next, for case (ii) we have
−p.v(x0) < −v(x1) < −p.v(z0),
hence v(w0) = v(z0), which gives Γ(~w) ≥ −p.v(z0) > −v(x1) and the case
n = 1 is complete. 3
Now assume the lemma is true for Wn(K) for a fixed n > 1. Given ~y ∈
Wn+1(K), let zi = yi − ypi for 1 ≤ i ≤ n (recall yn = 0 by hypothesis). Again,
the argument is divided into two cases: Case i) −p.v(zi−1) ≤ −v(xi), ∀i and
Case ii) −p.v(zi−1) > −v(xi), ∃i, where 1 ≤ i ≤ n.
For Case (i) we show that v(wn) = v(xn). To compare v(wn − xn) and
v(xn) we make use of the following observation. Use the polynomials Sj as in
[Ser 68, II.6] to express the addition law in Wn+1(K) as
~a +~b = (S0(a0, b0), S1(a0, a1, b0, b1), . . . , Sn(~a,~b)).
Providing the ring Z[a0, . . . , an, b0, . . . , bn] with the grading where ai and bi
have weight pi, then Sj(a0, . . . , aj, b0, . . . , bj) is a homogeneous polynomial of
degree pj, for j = 0, . . . , n.
Thus, wn − xn is comprised of the following sums: for each m ∈ [0, n −
1], there are pn−m − 1 monomials in xm, zm of polynomial degree pn−m. Our
assumptions in this case yield that v(xn) is strictly less than each valuation
v(
∑pn−m−1
k=1 x
pn−m−k
m zkm) for m ∈ [0, n− 1], from which we conclude that v(xn) <
v(xn − wn). Hence, v(wn) = v(xn).
For Case (ii), we divide the argument into two subcases. The first is if the
inequality −p.v(zn−1) > −v(xn) holds. Then, we have
−p.(zn−1) > −v(xn) > −p.v(xn−1),
3NB: we only needed −p.v(z0) ≥ −v(x1) for case (ii).
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hence, v(zn−1) < v(xn−1). Induction applied to (w0, . . . , wn−1) gives v(wn−1) =
v(zn−1) and therefore
Γ(~w = (w0, . . . , wn)) ≥ −p.v(zn−1) > −v(xn),
as desired. On the other hand, suppose −p.v(zn−1) ≤ −v(xn). Here, we need
to compare the remaining zk with xn. If for some k′ with 0 ≤ k′ ≤ n− 2 the
inequality −pn−k′ .v(zk′) > −v(xn) holds, then induction gives v(wk′) = v(zk′)
and then
Γ(~w = (w0, . . . , wn)) ≥ −pn−k′ .v(zk′).
Finally, if −pn−k′ .v(zk′) < −v(xn) for all such k′, then applying a similar argu-
ment as in Case (i) above gives v(wn) = v(xn).
The following lemma completes the proof of Prop. 4.4.5. Namely, replacing
x by x + (F− 1)(y0, . . . , yn−1, 0) we show that x + (F− 1)(0, . . . , 0, yn) has the
desired property.
Lemma 4.4.8. Suppose x ∈Wn+1(K) satisfies Γ(x) ≥ N and−v(xn) ≥ −pn−mv(xm)
for m = 0, . . . , n− 1. Then
Γ(x + (F− 1)(0, . . . , 0, yn)) ≥ −v(xn).
Proof. We have
(x0, . . . , xn) + (F− 1)(0, . . . , 0, yn) = (x0, . . . , xn + ypn − yn).
By Lemma 4.4.6, v(xn + y
p
n − yn) = min{v(xn), v(ypn − yn)}, if v(xn) 6= v(ypn −
yn). Finally, observe that v(xn) ≥ min{v(xn), v(ypn − yn)}, i.e.
−min{v(xn), v(ypn − yn)} ≥ −v(xn),
which completes the proof.
We make some additional remarks regarding ramification.
Remark 4.4.9. If χ′ ∈ H1(K)[p′], then Sw(χ′) = 0, by (4.11) above. Therefore, in
the rank 1 case, our study of wild ramification is reduced to that of characters
in H1(K)[p∞].
4.4.1 Witt vectors and extensions; computation of conductors
Lemma 4.4.10. Let χ ∈ H1(K,Z/pn) and suppose n′ ≤ n. Then χ corresponds
to a Z/pn
′
extension of K if and only if its corresponding Witt vector is in the
image of the iterated Verschiebung modulo (F− 1),
Vn−n
′
: Wn′(K)/(F− 1)→Wn(K)/(F− 1).
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Proof. This follows by the the isomorphism (4.8) and the commutative diagram
(4.9).
Using the isomorphism (4.8), we can explicate p-cyclic extensions of K as
follows. If L/K is Galois and satisfies Gal(L/K) = Z/pn+1, then there are Witt
vectors
x = (x0, . . . , xn) ∈Wn+1(K), (α0, . . . , αn) ∈Wn+1(Ksep)
such that
L = K[α0, . . . , αn] (4.13)
where (α0, . . . , αn) ∈Wn+1(Ksep) satisfies
(F− 1)(α0, . . . , αn) = (x0, . . . , xn).
The Swan conductor of L/K can be computed as follows.
By (4.8) there is an attached character χx ∈ H1(K). Then Sw(χx) is the
minimal integer m ≥ 0 satisfying
x ∈ (filmWn+1(K))/(F− 1).
Moreover, we may also illustrate the calculation of this conductor by choos-
ing a lift of the image of x in Wn+1(K)/(F− 1) as follows. Choose an element
y = (y0, . . . , yn) ∈Wn+1(K) such that
(i) y ≡ x mod (F− 1)Wn+1(K).
(ii) There is a k ∈ [0, n] such that −pn−kv(yk) = Sw(χx).
Clearly such a y exists simply because Wn+1(K) → Wn+1(K)/(F − 1) is
surjective.
Then with such a y satisfying (i) and (ii) above we have by (4.5) that
Sw(χx) = sup{−pn.v(y0), . . . ,−p.v(yn−1),−v(yn), 0} (4.14)
Note that we consider the integer 0 in the right-hand side of (4.14) since it
is possible that each yi has v(yi) > 0; in this case there is no wild ramification
and the conductor is zero.
The isomorphism (4.8) for n+ 1 = 1 gives us a relatively explicit method of
exhibiting examples of Artin-Schreier extensions of any field of characteristic
p. Namely, if K is such a field, then for a fixed a ∈ K, the extension
K[T]/(Tp − T − a),
is a Z/p-extension of K if and only if a 6= (F − 1)(y) = yp − y, ∀y ∈ K. We
now provide examples of Artin-Schreier-Witt extensions and the computation
of their conductors.
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Example 4.4.11. Let K be a discrete valuation field of characteristic p > 0. Let
m ≥ 1 and write m = pr.m′ where m′ ≥ 1 is prime to p and r ≥ 0. Denote by pi
a uniformizer of K. Consider the polynomial
f (T) = Tp − T − 1
pim
∈ K[T].
By Lemma 4.3.1, the splitting field of this polynomial is a Z/p-extension of K.
We now compute the Swan conductor of this extension using (4.14) in W1(K);
let χ ∈ H1(K,Z/p) be the character attached to this extension.
We have 1/pim ≡ 1/pim′ mod (F − 1). Now, y = 1/pim′ ∈ W1(K) is a
‘minimal lift’ of the image of 1/pim in W1(K)/(F− 1) in the sense of conditions
(i) and (ii) above (4.14).
Therefore,
Sw(χ) = sup{−(−m′), 0} = m′.
Cf. the computations in Example 4.3.4 above. 
Example 4.4.12. Let K be as in Example (4.4.11) and let
x¯ = (x0, x1) =
(
1
pi
, 0
)
∈W2(K).
Since x¯ is not in the image of the Verschiebung
V : W1(K)→W2(K),
then by Lemma 4.4.10 x¯ defines a Z/p2-extension of K. Let χ ∈ H1(K,Z/p2)
be the corresponding character obtained from the Artin-Schreier-Witt isomor-
phism (4.8) above. The conductor is computed via (4.14) and we have
Sw(χ) = sup(−p.v(x0),−v(x1), 0) = sup(−p.(−1), −∞, 0) = p.
We can further describe this extension as follows. Let the extension be L/K;
then L is expressed as
L = K[α0, α1],
where (α0, α1) ∈W2(Ksep) satisfy
(F− 1)(α0, α1) = (x0, x1).
To go further, we write down the coordinates of (F − 1)(α0, α1). In order to
keep the calculations brief in this particular example, we now assume that
p = 2. Then the additive inverse of an element (a0, b0) ∈W2(K) is given as
−(a0, a1) = (−a0,−a20 − a1) = (a0, a20 + a1),
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where the last equality is valid since char(K) = 2. We have then
(F− 1)(α0, α1) = (αp0 , αp1)− (α0, α1)
= (α20, α
2
1) + (α0, α
2
0 + α1)
= (α20 + α0, α
2
0 + α
2
1 + α1 +
1
2
(α40 + α
2
0 − (α20 + α0)2))
= (α20 + α0, α
2
0 + α
2
1 + α1 + α
3
0).
Therefore, the ordered pair (α0, α1) ∈ Ksep×Ksep gives a solution to the system
of equations in K[T0, T1] :
T20 + T0 =
1
pi
, T30 + T
2
0 + T
2
1 + T1 = 0.

Combining Remark 4.4.2 and Remark 4.4.9 narrows our focus to p-cyclic
extensions of K, but for further applications, such as higher class field theory,
we define a conductor for any finite abelian extension of K as follows. Given a
homomorphism
χ : Gal(Ksep/K)→
⊕
j
Z/pej ,
with finite image, χ then corresponds to a finite extension L/K with Gal(L/K) ≤
⊕jZ/pej . There are natural projections
pj :
⊕
j
Z/pej → Z/pej .
Put
χj = pj ◦ χ ∈ H1(K,Z/pej) ⊂ H1(K,Q/Z).
We have then
Definition 4.4.13. The conductor of χ = ⊕jχj is defined as
Sw(χ) = max
j
{Sw(χj)},
where the Sw(χj) are defined in Definition 4.4.3.
We can check that Def 4.4.13 is well-defined by showing that it is invariant
under the automorphisms of a given Galois extension of K. Namely, suppose
that L/K is Galois with degree [L : K] = m > 0.
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Lemma 4.4.14. Let (A, v) be a valuation ring (not necessarily discrete) with
fraction field K and value group Γ. Define a function
v : Km → Γ
by
v(b1, . . . , bm) = min
i
(v(bi)).
Then v is invariant under the action of GLm(A).
Proof. Given b = (b1, . . . , bm) ∈ Km, suppose the index j0 is such that v(bj0) =
v(b). Then each bj0 .bi is in the ring A and by the choice of j0, we have v(b
−1
j0
.b) =
0. Now for any M ∈ GLn(A) we have
v(Ab) = v(b−1j0 .Ab) + v(bj0) = v(Ab
−1
j0
.b) + v(bj0).
Therefore, it suffices to show shat if b satisfies v(b) = 0, then v(Mb) = 0, for
arbitrary M ∈ GLm(A). In fact, this assertion is equivalent to: if b has a non-
zero coordinate modulom, the maximal ideal of A, then Ab also has a non-zero
coordinate modulo m. Since M ∈ GLm(A), we have det(M) ∈ R\m and hence
det(M) is non-zero modulo m. The assertion is then reduced to: for k = A/m,
if b¯ ∈ km is non-zero, then for any M¯ ∈ GLm(k), we have M¯b¯ 6= 0 ∈ km, which
is clear.
4.5 Conductor of a variety
Let X/k be a normal variety and U ⊂ X a k-smooth open subscheme such that
the closed complement X\U = E is the support of an effective Cartier divisor
and let D ∈ Div+(X) be an effective Cartier divisor with Supp(D) ⊂ E.
Denote by I the set of generic points of E; then I ⊂ X(1). For λ ∈ I, let Kλ
be the fraction field of the henselian discrete valuation ring OhX,λ. Note that
the residue field of Kλ is the function field of the divisor {λ} on X.
Recall that in Def. 4.4.3 we defined the Swan conductor for characters over
discrete valuation fields.
Let χ ∈ H1(U,Q/Z).
Definition 4.5.1. We define
χ|λ ∈ H1(Kλ,Q/Z),
to be the pullback of χ to Spec(Kλ) induced by the canonical composition
Spec(Kλ)→ Spec(OhX,λ)→ X.
22
The log Swan conductor of χ|λ, as defined by Def. 4.4.3, is denoted by
Swλ(χ)log.
Remark 4.5.2. Observe that since k is perfect and X/k is assumed to be of finite
type, the residue field of Kλ has transcendence degree equal to dim(X)− 1 and
therefore this residue field is perfect if and only if dim(X) = 1.
Definition 4.5.3. A curve C is a one-dimensional integral scheme and a curve C
on a scheme is a closed subscheme that is a curve.
Definition 4.5.4. We let Z1(X, E) denote the set of curves C¯ on X such that C¯
is not contained in E, i.e. such that C¯ 6⊂ Supp(E).
Definition 4.5.5. For C¯ ∈ Z1(X, E) let
ΨC¯ : C¯
N → C¯,
denote the normalization of C¯. We put
C¯∞ = {z ∈ |C¯N| : ΨC¯(z) ∈ E}. (4.15)
When we want to specify a divisor D′ ⊂ Supp(E), we write Z1(X, D′),
resp. C¯∞(D′).
We can think of C¯∞ as the set of places of the global field K(C¯) = K(C¯N)
“on the boundary” E. Given C¯ ∈ Z1(X, E) and z ∈ C¯∞, we write K(C¯)z for the
henselization of K(C¯) at the place corresponding to z.
Definition 4.5.6. Given C¯ ∈ Z1(X, E) and z ∈ C¯∞, we define
χ|C¯,z ∈ H1(K(C¯)z,Q/Z),
to be the restriction of χ via
Spec(K(C¯)z)→ C¯ ↪→ X.
Since dim C¯ = 1, we do not need to emphasize a ‘log’ conductor and we un-
ambiguously write
Swz(χ|C¯),
for the conductor of χ|C¯,z, which coincides with the classical Swan conductor
(see Remark 4.4.4). More generally, suppose C˜ is a curve with a given finite
morphism
φ : C˜ → X,
and that z˜ ∈ |C˜| is a closed point satisfying φ(z˜) ∈ E. We will often emphasize
the morphism φ by writing
Swz(φ∗χ),
for the conductor of χ restricted to C˜.
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4.5.1 Example of computing by tangent curves
After giving examples of computing conductors by restriction to curves, we
conjecture a general formula of this phenomena in 5.1 and prove this conjec-
ture in rank 1 for an sncd in Sec. 6.1.
Example 4.5.7. (Artin-Schreier for a surface.) Let k = Fp and
U = Spec (k[x, y][1/y]).
The surface U is an open subscheme of the affine plane X = Spec (k[x, y]) and
X\U = V(y). Take D = V(y); then D is indeed an sncd (D ∼= A1k) and D has
unique generic point (y). We will consider both “fierce” and “non-fierce” wild
ramification (cf. [Lau 82, §2]) to give evidence that conductors obtained from
curves (locally) tangent to (y) handle both phenomena.
Let A be the henselization of k[x, y] at (y) and K = Frac(A). We will con-
sider Galois covers of U with group Fp. Given a non-trivial morphism
ρ : Fp → GL1(F`) = F×`
consider an Artin-Schreier equation over A:
tp − t = xa/yb,
with a ≥ 0, b ≥ 1. We can further assume that xa/yb is not a pth-root in K, i.e.
that p is prime to a or b. This equation and the character ρ yield a rank 1 sheaf
F of F`-modules on U. Let
L = K[t]/(tp − t− xa/yb),
and let B be the integral closure of A in L; then B is also a discrete valuation
ring. We will restrict F to Spec (K) via Spec (K) → X. Let k(A) = k(x) de-
note the residue field of A and k(B) the residue field of B. By definition B/A
is fierce if the extension k(B)/k(A) is inseparable, i.e. (in this case) if k(B)
contains a p-th root of x. For both cases, consider curves of the form Ce ⊂ X
defined by the equation y = xe, for e > 0. Each Ce is a 1-dimensional closed,
irreducible, subscheme of X since Ce ∼= A1k and, geometrically, as e increases,
the Ce progressively become more tangent to the x-axis near the origin in the
plane, i.e. to the divisor defined by D = V(y). Let j : U → X be the open
immersion of U. Then j!F is a constructible F`-sheaf on X and its restric-
tion j!F|Ce is also constructible and is associated to the Artin-Schreier equation
given by
tp − t = xa/xbe = 1
xbe−a
.
Let φ : Ce ↪→ X denote the closed immersion of Ce into X and fix a closed point
z ∈ |C| such that φ(z) ∈ D
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(i) Non-fierce case. In this case, p|a or (b, p) = 1. For simplicity, assume
a = 1 and that b is prime to p. The residue field extension is separable
because (a, p) = 1, so
Sw(y)(j!F )log = Sw(y)(j!F ) = b,
where the middle term is the classical Swan conductor as defined in
[Lau 81]. The Artin-Schreier equation over Ce is then
tp − t = 1
xbe−1
.
To calculate Swz(j!F|Ce), observe that (b, p) = 1 does not necessarily give
(be− 1, p) = 1, ∀e > 0. Using (4.14) we have that if p|(be− 1), then (by
(F − 1) equivalence) Swz(j!F|Ce) < be − 1 and if (be − 1, p) = 1 then
Swz(j!F|Ce) = be− 1. Therefore,
lim sup
e>0
Swz(j!F|Ce)
e
= lim
e→+∞ b−
1
e
= b,
as expected.
(ii) Fierce case. In this case (a, p) = 1 and p|b. For simplicity, take now a = 1
and b = p so that the extension over A is given by
tp − t = x/yp.
Let us observe that the extension of residue fields is purely inseparable.
Let K = Frac(A) so that the corresponding extension B of A is the nor-
malization of A in
L = K[t]/(tp − t− x/yp).
Let k(A) denote the residue field of A and k(B) the residue field of B.
Clearly, x 6∈ k(A)p; we show that x ∈ k(B)p.
Let vB : L× → Q be a valuation on L normalized by vB(y) = 1. Then
vB(t) = −p/vB(yp) = −1 since tp − t = x/yp. Noting that in L we also
have the relation
(ty)p − t.yp = x, (4.16)
then we see that vB(t.yp) = −1 + p > 0 and so t.yp is an element of the
maximal ideal mB of B. Therefore,
(ty)p ≡ x (modmB),
which means that x ∈ k(B)p, i.e. that x admits a p-th root in k(B). So since
the extension k(B)/k(A) is (purely) inseparable, we cannot appeal to
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the classical Swan to compute the conductor over the surface, so we use
Sw(y)(j!F )log only. Namely, we explicitly compute this conductor by the
Brylinski-Kato filtration. We consider the class of x/yp in W1(K)/(F− 1).
Since x is not a p-th root in K, x/yp is irreducible with respect to F − 1
equivalence and so it suffices to find the least integer m > 0 such that
vy(x/yp) ≥ −m, where vy is the (normalized) valuation on K. Indeed,
vy(x/yp) = −p,
and m = p, so
Sw(y)(j!F )log = p.
Finally, observe that restricting to any curve yields perfect residue fields.
The restricted equation is now
tp − t = x/xpe = 1
xpe−1
and since (pe− 1, p) = 1, ∀e > 0, we have
lim
e→+∞
Swz(j!F|Ce)
e
= lim
e→+∞ p−
1
e
= p,
as desired.

Example 4.5.8. Same setup as above, but now let
D = V(x) ∪V(y).
Consider the Artin-Schreier extension of U given by
tp − t = 1
ym.p2
+
1
yp−1.xp
, (4.17)
with m > 0 and (m, p) = 1. On setting
z = t− 1
ymp
− 1
ym
,
we see that (4.17) is Artin-Schreier equivalent to
zp − z = f := 1
ym
+
1
yp−1.xp
. (4.18)
We first take the Swan conductor on X at the codimension 1 point that
corresponds to the generic point of V(y), which we write as ξy ∈ X(1).
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From (4.18) we see that in the fraction field of the henselian ringOhX,ξy with
discrete valuation vy we have
m ≥ p− 1⇒ vy( f ) = m
m < p− 1⇒ vy( f ) = p− 1
so in either case we have (vy( f ), p) = 1. We have, for F an Artin-Schreier
sheaf associated to (4.17),
Swξy(F )log = Swξy(F ) = max(m, p− 1),
as desired.
Again, consider the curves Cye on X given by y = xe and let m ∈ |Cye | be a
closed point that meets V(y). For e > p and (e, p) = 1 we have
m > p⇒ Swm(F|Cye ) = me
m < p⇒ Swm(F|Cye ) = p + e(p− 1)
and therefore
lim sup
e>0,(e,p)=1
Swm(F|Cye )
e
= Swξy(F )log,
as expected.
Now consider the generic point of V(x), written ξx ∈ X(1). In this case
consider the curves Cxe on X given by (x = ye). We have, for m ∈ |C| meeting
V(x),
lim
e→+∞
Swm(F|Cxe )
e
= Swξx(F )log = p,
as desired.

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Chapter 5
Conjectures on log conductors and
curves
Definition 5.0.9. For a scheme X, we let Cu(X) denote the set of normaliza-
tions of closed integral one-dimensional subschemes of X.
For C¯ ∈ Cu(X) let
φ¯ : C¯ → X,
denote the induced morphism to X.
Definition 5.0.10. Given a Cartier divisor D and a codimension one point y on
a locally Noetherian scheme, we denote the multiplicity of y in D by my(D);
see e.g. [Liu 02, 7.1.2, Eq. (1.2)].
Fix a perfect field k. Let X/k be a normal variety and j : U ↪→ X a k-smooth
open subscheme such that the closed complement E := X\U is the support of
an effective Cartier divisor and let D ∈ Div+(X) be an effective Cartier divisor
with Supp(D) ⊂ E. Let F be a smooth F`- sheaf of finite rank on U.
Denote by Sw.(−)log the Abbes-Saito log conductor of a constructible sheaf
at a codimension 1 point of a scheme, see [Abb-Sai 11, Definition 8.10 (i)]. We
omit the subscript ‘log’ when the scheme has dimension one. Note that the
Abbes-Saito log conductor simplifies in rank 1, see Prop. 6.1.1.f
5.1 Conjecture A
Conjecture A. Suppose Supp(D) = E and that D is a smooth irreducible divi-
sor. Then
lim sup
φ¯,z
Swz(φ¯∗ j!F )
mz(φ¯∗D)
= Swξ(j!F )log, (5.1)
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where the supremum ranges over C¯ ∈ Cu(X) with φ¯(C¯) 6⊂ D and closed
points z of C¯ that satisfy mz(φ¯∗D) > 0.
Remark 5.1.1. In [Zhu 02, Remark 2.5.3], a limit similar to that in (5.1) is men-
tioned for a smooth surface defined over an algebraically closed field.
5.2 Conjecture B
Instances of the following ideas are related to previous work by Deligne [Del 76],
Matsuda [Mat 97], and Russel [Rus 10, Lemma 3.31].
Definition 5.2.1. ([Esn-Ker 12, Def. 3.6]) We say that the ramification of F is
bounded by D if for each C ∈ Cu(U) we have the inequality of divisors in
Div+(C¯):
Sw(φ∗F ) ≤ φ¯∗(D),
where φ : C → U is the induced morphism from C to U and φ¯ : C¯ → X is the
normalization of the closure of C in X and
Sw(φ∗F ) :=
∑
z∈|C¯|
Swz(φ¯∗ j!F ).[z] ∈ Div+(C¯).
In this case, we formally write
Sw(F ) ≤ D.
Conjecture B. As in the first paragraph of this chapter, suppose D ∈ Div+(X)
is an effective Cartier divisor with Supp(D) ⊂ E. We conjecture that the fol-
lowing are equivalent (cf. [Esn-Ker 12, §3]).
(i) Sw(F ) ≤ D.
(ii) for each open immersion j′ : U ⊂ X′ over k such that X′\U is an sncd
and for a morphism h : X′ → X, that extends j : U → X,
Swξ ′(h∗ j!F )log ≤ mξ ′(h∗(D)),
for each generic point ξ ′ ∈ D′ := X′\U.
Our main result is that if X/k is smooth and D is an sncd on X, then if
F has rank 1 Conjecture A is true (see Theorem 6.1.2) and implies Conjecture
B (Theorem 7.2.1). We do not require resolution of singularities; e.g. we do
not require X/k to be proper in Theorem 6.1.2. On the other hand, if one in-
sists that we begin with a smooth variety U/k and a proper, but not-necessarily
smooth, variety X/k that contains U as an open dense subscheme, then reso-
lution of singularities seems to be required to apply our techniques.
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In the case D = 0 (and arbitrary rank), the equivalence in Conjecture B
is shown by Kerz and Schmidt in [Ker-Sch 10] relying on work of Wiesend
in [Wie 06]. Moreover, in the ‘non-log’ rank 1 setting Conjecture B follows by
work of Matsuda on Kato’s Artin conductor, see [Mat 97] and [Ker-Sai 13, Coro
2.7].
5.2.1 Remarks on the higher rank case.
We make some brief remarks relating recent work by T. Saito to both of the
above conjectures for general rank. First, the inequality ≤ in Conjecture A (a
form of ‘semi-continuity’) is evidenced by [Sai 09, Lemma 2.31]. Furthermore,
the implication (ii)⇒ (i) in Conjecture B is also evidenced by [Sai 09, Lemma
2.22]. Finally, results from [Sai 13] seem to shed light on the converse of these
statements as well. In particular, a careful analysis of the vanishing of the
residue of the refined Swan conductor seems to be indispensable here and is
part of future work.
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Chapter 6
Proof of Expectation 1 in rank 1
6.1 Theorem 6.1.2
Throughout, k is a perfect field of char(k) = p > 0. Recalling the definitions
from §4.5, we will state our main theorem in this section.
First, we begin with the observation that in rank 1 the Abbes-Saito log con-
ductor agrees with our previously defined log conductor in Def. 4.4.3. This
result is due to Abbes and T. Saito.
Proposition 6.1.1. The conductor defined above in Def. 4.4.3 is equal to the log
conductor of Abbes and Saito in rank 1.
Proof. The Abbes-Saito log conductor is defined in [Abb-Sai 11, Def. 8.10(i)]
and that this definition agrees with ours is given by [Abb-Sai 09, Coro 9.12 and
Def. 10.16].
Theorem 6.1.2. (Conjecture A in the smooth rank 1 case, D irreducible) Let
X/k be a smooth variety and U ⊂ X an open subvariety such that E := X\U
is the support of a smooth effective Cartier divisor on X. Let D ∈ Div+(X)
be an irreducible smooth divisor on X with Supp(D) ⊂ E. Let ξ ∈ D be its
generic point. Let χ ∈ H1(U,Q/Z). Then,
sup
C¯,z
Swz(χ|C¯)
mz(φ¯∗D)
= Swξ(χ)log, (6.1)
where the supremum ranges over all C¯ ∈ Z1(X, D) and z ∈ C¯∞ satisfying
mz(φ¯∗D) > 0.
Let us illustrate the necessity of the irreducibility hypothesis on D in the
statement of Thm. 6.1.2 by showing that if D is an sncd with more than one
component, the left-hand side can be strictly larger than the right-hand side in
(6.1) . Essentially, the problem is that too much ramification may occur along
other components if D is not irreducible.
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Example 6.1.3. Let X = Spec k[x, y], D = V(x) ∪ V(y), and U = X\D. Let
r > 0 and consider the Artin-Schreier extension of U defined by
Tp − T = 1
y.xr
. (6.2)
Let χ ∈ H1(U,Z/p) be the character corresponding to this extension.
We first compute the log conductor along V(y). So let ξy be the generic
point of V(y). Then
Swξy(χ)log = 1.
Next, we compute the conductor restricted to the following curves on X.
For e > 0, define the curve Ce on X by y = xe; hence for each e > 0, Ce ∈
Z1(X, D) and Ce is normal. Let z be the closed point of Ce corresponding to
the ideal (x); then mz(φ¯∗V(y)) = e. The restriction χ|Ce corresponds to the
equation (in the fraction field of the henselization of Ce localized at z) :
Tp − T = 1
xe+r
.
Let e > 0 be such that gcd(r + e, p) = 1, then
Swz(χ|Ce) = r + e,
which is a problem since
Swz(χ|Ce)/e = (r + e)/e > Swξy(χ)log = 1. (6.3)
That is, since the left-hand side is strictly larger than the right-hand side
in (6.3), we do not have a form of ‘semi-continuity’ saying that the conductor
restricted to curves (divided by multiplicity) is always less than or equal to the
log conductor. Thus, this example illustrates that the formula (6.1) does not
hold in general when D has more than one component. 
Remark 6.1.4. Keeping the notation of Example 6.1.3, note that we have in fact
lim sup
e′
Swz(χ|Ce′ ) / e′ = lime→+∞
r + e
e
= 1,
where the lim sup ranges over those e′ > 0 with the property that gcd(r +
e′, p) = 1. This limit suggests that a modification to the formula in (6.1) should
make it possible to compute the log conductor in terms of curves when D is an
sncd with more than one component. Namely, we should take sums over the
generic points of D on both sides of (6.1).
We first prove the theorem locally around a closed point in §6.1.1 and pro-
ceed to the general case in §6.1.4.
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6.1.1 Local setting
Let us give the basic outline of the proof. We begin by formulating the problem
around a closed point. The main reason we localize at a closed point is to
apply Cohen’s structure theorem which enables us to explicate Artin-Schreier-
Witt extensions. With relatively explicit polynomials at hand, we define our
‘tangent’ curves to the divisor which capture the necessary ramification. We
then transfer back to the henselian world by simply noting that these curves
are defined algebraically and therefore the relations defining them imply their
definition at the level of henselian local rings (not just over completions).
Let x ∈ |X| ∩ Supp(D). Write the completion of the localization of X at x
as
Xx := Spec (ÔX,x).
Then ÔX,x is a Noetherian and complete regular local ring and by Cohen’s
structure theorem (see e.g. [Liu 02, 4.2.28]) there is a finite extension k′/k such
that
ÔX,x ∼= k′[[t1, . . . , td]].
Because D is irreducible and regular around any point of X we can assume
without loss of generality that locally around x, this divisor D is defined, re-
ordering regular parameters at x if necessary, by the regular parameter t1, i.e.
locally around x, it is defined by (t1 = 0). Now let Ux = Xx\V(t1). We prove
the following
Theorem 6.1.5. (Local Tangent theorem) Let χ ∈ H1(Ux) = H1(Ux,Q/Z). For
ξ the generic point of D, there are irreducible, regular curves φe : Ce → Xx with
Ce ∈ Z1(Xx, D) indexed by integers e > 0 such that
lim sup
e→∞
Swx(χ|Ce)
mx(φ∗e D)
= Swξ(χ)log. (6.4)
Remark 6.1.6. Clearly, the Ce depend on the generic point ξ of Xx\Ux (cf. Ex-
ample 6.1.3 above). Also note that since Xx is a local scheme, then so is Ce and
|Ce| = {x}.
Let us summarize the strategy of the proof in this local setting. First we
make some immediate reductions.
Theorem 6.1.5 is obvious if dim(Ux) = 1, for then we simply take Ce = Xx,
so from now on we assume dim(Ux) > 1. By the previous remarks 4.4.2 and
4.4.9, we are reduced to the case where χ ∈ H1(Ux,Z/pn+1) for some n ≥ 0
(recall char(k) = p > 0).
Now, for the Artin-Schreier case, i.e. n = 0, there is a corresponding poly-
nomial f satisfying Tp − T = f ; see (6.7). We extract a certain ‘leading term’
of f and construct ‘tangent’ curves on Xx from this term. In particular, these
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curves are defined by algebraic relations (in t1, . . . , td) depending on this lead-
ing term. These relations are found by means of a combinatorial argument
similar to that in the proof of Noether’s normalization lemma; see Lemma
6.1.8. To take care of (F − 1)-equivalence, as required by the Artin-Schreier-
Witt isomorphism (4.8) and the Brylinski-Kato conductor (Def. 4.4.3), we must
ensure that certain properties of our curves do not ’shrink’ with respect to
(F − 1)-equivalence. This task is performed by means of so-called ‘B-good’
vectors (Def. 6.1.9) via Lemma 6.13. We then show that our curves have suf-
ficiently good ramification properties in order to achieve the desired lim sup
in (6.4); see §6.1.2. For the Artin-Schreier-Witt case, i.e. n ≥ 1, essentially the
same strategy as in the n = 0 case is applied by selecting a ‘leading term’ from
a certain‘maximal’ coordinate of the Witt vector corresponding to the given
p-cyclic extension; see §6.1.3.
We start by proving the Local Tangent theorem (6.1.5) first for n = 0 in
§6.1.1 and then proceed to the general case in §6.1.3. We fix the following
notation. Let
Ax := k′[[t1, . . . , td]], (6.5)
and
R := Γ(Ux,OUx) = Ax[1/t1]. (6.6)
Set
N = Swξ(χ)log.
If N = 0 (i.e. if χ is tame at ξ), then for any subscheme Z ⊂ Xx, the restriction
Swx(χ|Z) = 0. Hence we assume that N > 0 in what follows. Furthermore, by
the Artin-Schreier-Witt isomorphism (4.8), χ corresponds to a unique element
( f0, . . . , fn) ∈Wn+1(R)/(F− 1).
The Artin-Schreier case
In this case, χ corresponds to a unique element f¯ ∈ R/(F − 1). We choose a
lift f ∈ R satisfying
−vt1( f ) = N.
Note that f 6∈ Rp. Write
f =
B
tN1
+
B′
tN−11
, (6.7)
where B is a non-zero element of Ax/(t1) and B′ ∈ Ax. We regard B as an
element of Ax via a section ι : Ax/(t1) → Ax, which exists since the residue
fields of Ax/(t1) and Ax are both k′.
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Remark 6.1.7. If p|N, we modify f so that each term of B is not a pth power in
Ax as follows. Suppose that for our initial choice of f , the term B has elements
of the form hp for some (non-zero) h ∈ Ax. Write N = p.N′ for some 0 < N′ <
N. Then in R/(F− 1) we have
hp
tpN
′
1
≡ h
tN′1
,
and
B
tN1
≡ B− h
p
tN1
+
h
tN′1
.
Therefore, we may choose f ∈ R so that h is a term of B′ in the expression
f = B/tN1 + B
′/tN−1. With this choice of f , each term in B is not a pth power
in Ax.
We begin by defining a surjective morphism
Φe : k′[[t1, . . . , td]]→ k′[[w]],
that sends each parameter ti to either a (non-negative integral) power of w or
zero and satisfies Φe(B) 6= 0. Write B as a sum of monomials:
B =
∑
(i2,...,id)
u(i2,...,id)t
i2
2 · · · tidd ,
where u(i2,...,id) ∈ k′. From this sum, choose a multi-index (j2, . . . , jd) that has at
least one non-zero entry and that has a minimal number of jq 6= 0. By a change
of coordinates, we may assume such a term is in the r − 1 variables t2, . . . , tr
for some r with 2 ≤ r ≤ d. Denote by Br the set of monomials of B of the form
ta22 · · · tarr with each ai > 0 (1 ≤ i ≤ r).
Lemma 6.1.8. Given m′ = (m′2, . . . , m′r) ∈Nr−1, define
Ψm
′
: Br →N,
by
Ψm
′
(ta22 · · · tarr ) = m′2a2 + · · ·+ m′rar.
Let g = tb22 · · · tbrr ∈ Br be the monomial that is minimal in Br with respect
to degree in lexicographical ordering in Nr−1. Then there is an element m =
(m2, . . . , mr) ∈Nr−1 depending on the minimal term g ∈ Br satisfying
mr = 1 and Ψm(g) < Ψm(h), ∀h ∈ Br\{g}. (6.8)
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The method employed in the following construction of m is very similar in
spirit to the classical proof of Noether normalization (see e.g. [Liu 02, Prop.
2.1.9]).
Proof. Write b = (b2, . . . , br). Define
m = (m2, . . . , mr),
via
mr = 1, mj =
r∑
i=j+1
mibi, (2 ≤ j < r).
Now assume Ψm(h) ≤ Ψm(g) for some h = ta22 · · · tarr ∈ Br. We claim
that h = g. First suppose r = 2, so m2 = 1. Since g is minimal with respect
to lexicographical ordering of degree in Br, we have a2 ≥ b2. Moreover, the
hypothesis Ψm(h) ≤ Ψm(g) in this case means a2 ≤ b2; therefore, a2 = b2 and
the claim is true for r = 2. Now we prove the claim for r ≥ 3. We have
r∑
i=2
miai ≤
r∑
i=2
mibi (6.9)
a2 +
∑r
i=3 miai
m2
≤ b2 + 1 (6.10)
(a2 − b2) +
∑r
i=3 miai
m2
≤ 1 (6.11)
where the second inequality is obtained by dividing by m2 and using the defi-
nition m2 =
∑r
i=3 mibi. Since b is minimal in the lexicographical ordering, we
have a2 ≥ b2, and so the inequality (6.11) implies that either
(i) a2 = b2 + 1 and
∑r
i=3 miai = 0, or
(ii) a2 = b2 and
∑r
i=3 miai =
∑r
i=3 mibi.
Case (i) is impossible since the choice of b and induction on r gives
∑r
i=3 miai >
0. Only case (ii) is possible. In this case induction on r gives ai = bi. Therefore
h = g.
Definition 6.1.9. We call an element m ∈ Nr−1 satisfying (6.8) in Lemma 6.1.8
a B-good vector. Such a vector always has last coordinate mr = 1.
Proposition 6.1.10. There are regular curves Ce on Xx indexed by integers e >
0 such that if the morphism defining Ce is φe : Ce ↪→ Xx, then φ#e (B) 6= 0.
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Proof. Let m = (m2, . . . , mr) be a B-good vector. Given e > 0, our curves Ce are
defined by the the following surjective morphism of rings over k′
Φe : k′[[t1, . . . , td]]→ k′[[w]],
given by
Φe(t1) = we
Φe(t2) = wm2
Φe(t3) = wm3
...
Φe(tr) = wmr
Φe(ts) = 0, (s > r).
Since m is a B-good vector, we have Φe(B) 6= 0. The morphism
φe : Ce → Xx,
is defined as the morphism of affine schemes that corresponds toΦe. Note that
in terms of ideals (recall mr = 1), for
I = (t1 − ter, t2 − tm2r , . . . , tr−1 − tmr−1r , tr+1, . . . , td) ≤ Ax,
we have the equality of closed subschemes
Ce = V(I) ⊂ Xx.
By construction of Φe, we may assume B consists only of monomials in
ti22 · · · tirr with ij > 0 (since Φe(ts) = 0 for s > r). That is, we now write (up to
units in Ax):
B =
∑
(i2,...,ir)
ti22 · · · tirr ,
with each ij > 0 for j = 2, . . . , r. 1
We record the following remark and lemmas that will be used in the sequel.
Remark 6.1.11. Observe that the imageΦe(B) is independent of e > 0 since m is
independent of e. If e > 0 is understood from the context, we write the image
of B under the morphism φe constructed above as
Φm(B) := Φe(B).
If we want to emphasize both m and e, then we write Φe,m.
1As the previous sentences asserts, by definition of Φe, we can (and do) assume from now
on that B is a sum of monomials in only r-terms. We can make this assumption precisely
because all of the other d− r terms get sent to zero by Φe; i.e. Φe(ts) = 0 for s > r.
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Lemma 6.1.12. Suppose that r > 2. Again write g = tb22 · · · tbrr for the minimal
element in Br with respect to lexicographic ordering in degree. Suppose that
m = (m2, . . . , mr = 1) is a B-good vector. Then if Qi ∈ N (i = 2, . . . , r− 1) are
integers satisfying
Qi ≥
r−1∑
j=i+1
bj.Qj, (6.12)
then
m′ = (m2 + Q2, . . . , mr−1 + Qr−1, mr = 1),
is a B-good vector.
Proof. Same method as in the proof of Lemma 6.1.8.
Although f = B/tN1 + B
′/tN−11 is assumed to not be a p-power in R =
Ax[1/t1], it is possible that p|N. In this case, we modify m as follows. Denote
by v the normalized discrete valuation on k′[[w]].
Lemma 6.1.13. Recall that N := Swξ(χ)log. Suppose that p|N. Given a B-good
vector m, there is a B-good vector m′ satisfying the following condition
p - Ne− v(Φm′(B)), for infinitely many e > 0. (6.13)
Proof. If p - v(Φm(B)), take m′ = m. So now assume p|v(Φm(B)).
Observe that the hypothesis p|N implies that B is not a p-power in Ax by
our choice of f ∈ R because otherwise −vt1( f ) < N, which contradicts our
hypothesis that f is a lift of f¯ with −vt1( f ) = N.
Recall that by Remark 6.1.7, each term of B is not a pth power. Also recall
that g = tb22 · · · tbrr ∈ Br denotes the minimal lexicographic element ofBr. Now,
if p - v(Φe,m(B)) or r = 2, no modification is necessary and we put m′ = m. So
now assume r > 2 and p|v(Φe,m(B))..
It is then clear that there are integers Qj ≥ 0 such thatm′ = (m2+Q2, . . . , mr−1+
Qr, 1) is a B-good vector and such that
p - v(Φ′m(B)) = (m2 + Q2).b2 + · · ·+ (mr−1 + Qr−1).br−1 + br.
6.1.2 The limsup in the Artin-Schreier case
We now turn to calculating the Swan conductor over the curves φe : Ce → Xx.
Put
K = K(Ce) ∼= Frac
(
k′[[w]]
)
,
38
the function field of Ce. Then K is a complete discrete valuation field and we
write v for the discrete valuation on K normalized with respect to the uni-
formizer w. Recall that R = Ax[1/t1] and denote again by
Φe,m : R→ K,
the morphism of rings for a B-good vector m. Write
c := v(Φe,m(B)).
Since −v(Φe,m(B/tN1 )) > −v(Φe,m(B′/tN
′
1 ) for all e  0, the term B/tN1 of f
determines the non-zero rational number
Swx(χ|Ce)
mx(φ∗e D)
=
Swx(χ|Ce)
e
. (6.14)
We can further assume that e > 0 is sufficiently large so that Ne − c > 0
(recall that N > 1 and c ≥ 0 are independent of e). We now calculate Swx(χ|Ce)
using the Brylinski-Kato filtration (4.4.1) on W1(K)/(F − 1). The image by
Φe,m of B/tN1 ∈ R is, up to a unit, equal to w−(Ne−c) in K. There are two cases
to consider
(i) The first case is if p|(Ne − c). Then w−(Ne−c) = w−pa.N′ for some a >
1 and N′ ≥ 1 with (N′, p) = 1. Then, w−(Ne−c) is equal to w−N′ in
K/(F− 1). In this case Swx(χ|Ce) < Ne− c.
(ii) The second case is if p - (Ne − c). Then there is no reduction modulo
(F− 1), and hence Swx(χ|Ce) = −v(w−(Ne−c)) = Ne− c.
Clearly, if p - N, there are infinitely-many e > 0 such that case (ii) above
holds. If p|N, then we modify φe by Lemma 6.1.13 to achieve case (ii) above
for infinitely-many e > 0. Therefore, to verify the asserted limsup in (6.4) it is
sufficient to take the limit over those e > 0 in case (ii) and we have
lim sup
e→∞
Swx(χ|Ce)
mx(φ∗e D)
= lim
e→∞
Ne− c
e
= N,
as desired. The proof of Theorem 6.1.5 for χ ∈ H1(Ux,Z/p) is complete.

6.1.3 The general case: Artin-Schreier-Witt
Now given n ≥ 1, we prove that Theorem 6.1.5 is true for cyclic Z/pn+1-
extensions assuming it is true for all cyclic Z/pn
′
-extensions with n′ < n + 1.
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So fix a character χ ∈ H1(K,Z/pn+1) and put
N := Swξ(χ) > 0.
Suppose f ∈ Wn+1(R)/(F− 1) corresponds to χ. Choose elements fi ∈ R, for
i = 0, . . . , n, such that on writing
f = ( f0, . . . , fn) ∈Wn+1(R),
we have
(i) f ≡ f mod (F− 1)Wn+1(R).
(ii) There is a k ∈ [0, n] such that
− pn−k.v( fk) = N. (6.15)
The existence of such an f follows directly from (4.14). We proceed by ana-
lyzing the case where k < n and then with k = n.
If k < n, we apply the induction hypothesis as follows. Denote by Vk+1 :
Wn−k(K) → Wn+1(K) the (k + 1)-iterated Verschiebung. The diagram (4.9)
extends to a commutative diagram
0

0

Wn−k(K)
Vk+1

δn−k
// H1(K,Z/pn−k)
·pk+1

Wn+1(K)
mod Vk+1

δn+1
// H1(K,Z/pn+1)
mod pk+1

Wk+1(K)
δk+1
//

H1(K,Z/pk+1)

0 0
(6.16)
Denote by Ψk+1 the morphism corresponding to mod pk+1 in the above dia-
gram , so
Ψk+1 : H1(K,Z/pn+1)→ H1(K,Z/pk+1).
Let χ′ = Ψk+1(χ). Note that in terms of Witt vectors, if χ corresponds to
(z0, . . . , zn) ∈Wn+1(K)/(F− 1), then χ′ corresponds to (z0, . . . , zk) ∈Wk+1(K)/(F−
1). Observing that
Swξ(χ)log = pk+1.Swξ(χ′)log,
40
then the commutativity of the diagram (6.16) and our induction hypothesis
applied to χ′ verifies the assertion of Theorem 6.1.5 in the case k ∈ [0, n− 1]. It
therefore remains to analyze the case k = n, i.e.
N = −v( fn) and− v( fn) > −pn−i.v( fi), ∀i ∈ [0, n− 1],
which we now place ourselves in. We first construct the morphismΦe : R→ K
and then proceed to the calculation of lim supe>0 Swx(χ|Ce)/mx(φ∗e D), where
φe : Ce → Xx is the morphism of schemes defined by Φe. For each fi 6= 0, let
Ni = −v( fi),
and as in (6.7) write
fi =
Bi
tNi1
+
B′i
tNi−11
, with 0 6= Bi ∈ Ax/(t1), B′i ∈ Ax. (6.17)
In order to define Φe, consider the term Bn of fn and fix an integer e > 0. Then
we define Φe : R → K with respect to Bn by setting B = Bn so that Φe is
defined by a B-good vector as in Prop. 6.1.10. If p|N := Swξ(χ)log, we further
choose this B-good vector to satisfy (6.13) in Lemma 6.1.13. Then,
Φe(Bn) 6= 0, ∀e > 0.
Note that for i ∈ [0, n]:
Φe( fi) = 0⇔ Φe(Bi) = −te2.Φ(B′i). (6.18)
Therefore, for each i ∈ [0, n] with fi 6= 0, we can only have Φe( fi) = 0 for at
most one e > 0 and so
if fi 6= 0, then Φe( fi) = 0 for at most n + 1−many e > 0.
Set
Φe(f) = (Φe( f0), . . . ,Φe( fn)) ∈Wn+1(K).
For each e 0 we claim thatΦe( fn) will determine the conductor correspond-
ing to the image of Φe(f) in Wn+1(K)/(F− 1) upon dividing by the multiplic-
ity mx(φ∗e D) = e.
More specifically, we first show that for m(e) the smallest integer for which
Φe(f) ∈ film(e)Wn+1(K), the limit of the ratio m(e)/e as e→ ∞ is N (see Lemma
6.1.14). Then we show that the lim sup of the ratio s(e)/e, for s(e) is the small-
est integer for which Φe(f) ∈ (fils(e)Wn+1(K))/(F− 1), is also N by means of
Lemmas 4.4.7 and 6.1.15.
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Lemma 6.1.14. Keep the above notation and hypothesis. Again write v for the
normalized discrete valuation onK. For a fixed e > 0, let m(e) ≥ 1 denote the
minimal integer for which
Φe(f) ∈ film(e)Wn+1(K).
Then m(e)/e→ N as e→ ∞.
Proof. This is clear since for each i ∈ [0, n], we have
Φe( fi) =
Φe(Bi)
tNi.e2
+
Φe(B′i)
t(Ni−1).e2
.
It remains to compare the valuation of each coordinate in Φe(f) relative to
(F − 1) equivalence in Wn+1(K). We claim that modulo (F − 1) in Wn+1(K),
the image of the n + 1-th coordinate of φ(f) ∈ Wn+1(K), i.e. Φe( fn), deter-
mines the conductor Sw(χ|Ce). In fact, the truth of this assertion is provided
by Prop. 4.4.5 above.
We now proceed by following the principle of Lemma 6.1.14 to compute
lim supe Sw(χ|Ce)/e as e→ ∞.
Lemma 6.1.15. For e > 0, consider the composite
Φe : Wn+1(R)→Wn+1(K)→Wn+1(K)/(F− 1).
For an integer h ≥ 1, let s(h) ≥ 0 denote the minimal integer for which
Φh(f) ∈ fils(h)(Wn+1(K)/(F− 1)).
Then
lim sup
e→∞
s(e)/e = sup
e′
s(e′)/e′ = N,
where e′ ranges over all e′ > 0 for which p - v(Φe′( fn)).
Proof. The proof is as in Lemma 6.1.14 with the lime→∞ replaced by lim supe→∞ .
End of proof of Theorem 6.1.5
We now finish the proof of Thm. 6.1.5. By induction we’ve reduced to the
case where Swξ(χ)log = −v( fn). Combining Lemmas 4.4.7 and 6.1.15 enables
us to use the technique in §6.1.2 to compute N := Swξ(χ)log in terms of the
Ce. Recall that the curves φe : Ce → Xx on Xx are based on the term Bn of the
coordinate fn in f. Let
c = v(Φe(Bn)).
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We have
lim sup
e→∞
Swx(χ|Ce)
mx(φ∗e D)
= lim
e→∞
Ne− c
e
= N.
This completes the proof of the Local Tangent Theorem, Thm. 6.1.5.

The following corollary expresses a form of (upper) semi-continuity of re-
striction to curves with respect to the conductor on the boundary Swlog. 2
Corollary 6.1.16. If φ : Cx → Xx is a curve on Xx, then we have the inequality
Swx(χ|Cx) ≤ mx(φ∗D) · Swξ(χ)log,
Proof. From the above proof, this assertion is clear on pulling-back Witt vectors
over discrete valuation rings from OhXx,ξ to OhCx,x.
In particular, suppose as above that t1 is the local parameter defining the
irreducible Cartier divisor D ⊂ Xx. Let C ⊂ Xx be a curve on Xx with C 6⊂
Supp(D) where C is defined by a morphism of rings
fC : k′[[t1, . . . , td]]→ k′[[w]].
Let
N = Swξ(χ)log,
and fix a character χ ∈ H1(K,Z/pn+1). In the Artin-Schreier case (n = 0),
the character χ corresponds to an equation of the form
Tp − T = B
tN1
+ H,
where H consists of higher-order terms in the parameter t1. Let v denote
the (normalized) discrete valuation on k′[[w]], fix a point z ∈ C∞(D), and let
D|C denote the pullback of D to the curve C. Then the image fC(t1) ∈ k′[[w]]
has the property that
0 < Swz(χ|C) ≤ −v( fC(t1)) ≤ N.mz(D|C),
so it follows that
Swz(χ|C)
mz(D|C) ≤ N = Swξ(χ)log.
2Recall that on a metric space, a function f is upper semi-continuous near a point x0 if
lim supx→x0 f (x) ≤ f (x0). For x < x0 we think of f (x) as f (x; C, z) = Swx(χ|C)/mz(φ∗D)
and f (x0) as the number Swξ(χ)log.
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The general Artin-Schreier-Witt case follows similarly by the methods in
Sec. 6.1.3.
6.1.4 Global setting
We proceed to the global setting, i.e. to Thm. 6.1.2, via the following two
propositions. Recall that k is a perfect field, X/k is a smooth variety and U ⊂ X
is an open subscheme such that X\U is the support of an effective Cartier
divisor on X and D is an sncd on X with Supp(D) ⊂ E.
Proposition 6.1.17. Suppose that D is a smooth irreducible divisor on X with
generic point ξ and let x ∈ |X| ∩ Supp(D). Since D and X are regular, there is a
unique point λ ∈ SpecOhX,x lying over ξ ∈ SpecOX,x. Consider the henselian
discrete valuation rings A = OhX,ξ and B = ((OX,x)hλ)h. Denote by ω the
generic point of Spec B. Let χ ∈ H1(U,Q/Z). Then
Swξ(χ)log = Swλ(χ|ω)log. (6.19)
Proof. This is clear since B/A is unramified (note that the extension of residue
fields is separably generated).
We will need the above proposition for complete local rings. Having proven
the assertion for B/A, it follows for the completions Bˆ/Aˆ by standard argu-
ments. In particular,
Proposition 6.1.18. Keep the hypotheses and notation in Prop. 6.1.17. Let λˆ in
Spec OˆX,x be the unique point of Spec OˆX,x lying over ξ ∈ SpecOX,x. Consider
the completions Aˆ and Bˆ of A and B, respectively. Denote by ωˆ the generic
point of Spec Bˆ. Let χ ∈ H1(U,Q/Z). Then
Swξ(χ)log = Swλˆ(χ|ωˆ)log. (6.20)
Having proven the assertion for B/A, it follows for the completions Bˆ/Aˆ
by standard arguments; namely,
Proof. This follows from Prop. 6.1.17 above and [EGA 4, Part. 4, Prop. 17.4.4.].
In order to ensure that we get 1-dimensional subschemes on X from the
local setting above, we use henselian local rings of X since they are unions of
finitely-generated k-algebras, as opposed to complete local rings. To do so we
simply note that the curves constructed above (see Prop. 6.1.10) are defined by
algebraic relations in the regular parameters of Xx and therefore these curves
are defined in the henselian localization OhX,x.
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In particular, keep the notation from Thm. 6.1.5 and let Ahx be the henseliza-
tion of X at x and Rh = Ahx[1/t1]. Because the curves Ce constructed in the
proof of Prop. 6.1.10 are defined by algebraic relations, we thus have curves
Che on Spec(Ahx) for the following
Proposition 6.1.19. There are regular curves φe : Che → Spec(Ahx) with Che ∈
Z1(Spec(Ahx), D) indexed by e > 0 such that
lim sup
e→∞
Swx(χ|Che )
mx(φ∗e D)
= Swξ(χ)log. (6.21)

We are now in a position to prove Theorem 6.1.2.
6.1.5 Proof of Theorem 6.1.2
Proof. We may assume that D is irreducible with generic point ξ. Let x ∈
|X| ∩ Supp(D). Let Xhx = Spec(Ahx) and write
C′e ⊂ Xhx,
for the curves given in Prop. 6.1.19 above and consider the image fx(C′e) where
fx : Xhx → X is the canonical morphism. Since x is a closed point of X and Xhx is
the henselization of X at x, it follows that that the closure of fx(C′e) is a curve on
X. In fact, the claim that the Zariski closure of fx(C′e) has dimension 1 follows
by noting that the function field of fx(C′e) has transcendence degree 1 over the
base field k. Then the fx(C′e) are the desired set of curves C¯ on X. Recall that
by definition of C∞(D), it is their normalizations C¯N over which the conductor
Swz(χ|C) is computed. Since dim(C¯) = 1, then C¯N is a regular scheme.
The theorem then follows immediately on combining Proposition 6.1.18
and the Local Tangent Theorem 6.1.5.
Corollary 6.1.20. We have that for each curve φ¯ : C¯ → X on X and z ∈ C¯∞(Di),
Swz(φ¯∗χ) ≤ mz(φ¯∗Di). Swξ(χ)log.
Proof. Follows by combining Coro. 6.1.16 and Prop. 6.1.18.
6.2 Discussion of the curves Ce
We make some remarks regarding the above construction of the curves Ce.
First, we give an illustrative example of our construction.
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Example 6.2.1. Suppose that
B = t2.t33.t4 − t22.t3.t4 + t1.t2.t3.t4.t5.
Then, r = 4, our minimal monomial is g = t2.t33.t4, b = (1, 3, 1), m4 = 1, m3 =
1 · 1 = 1, and m2 = 1 · 3 + 1 · 1 = 4 so m = (4, 1, 1). Then the image of B is
non-zero:
φe(B) = t8 − t10 6= 0.

Remark 6.2.2. If we want each of the images φe( fi) 6= 0 for fi 6= 0, i = 0, . . . , n
for the proof in Section 6.1.3, we slightly modify φe as follows. Observe that
in the construction of φe in Lemma 6.1.10, if m = (m2, . . . , md) has the desired
property that φe(Bi) 6= 0, then (m2 +Q, . . . , mr +Q) also satisfies this property
for each integer Q > 0. Each series B0, . . . , Bn obtained from the ‘leading nu-
merators’ of the coordinates of f determines an mi for i = 0, . . . , n. Arbitrarily
fixing m1, then an m that we want is given by setting Q equal to the sum of all
coordinates appearing in each of the mi and then setting
m = (m11 + Q, . . . , md1 + Q).
It follows that the morphism φe : R → K defined by this m has the property
that φe( fi) 6= 0 whenever fi 6= 0, for i = 0, . . . n.
Remark 6.2.3. We expect that this method, perhaps combined with the method
in the next subsection, yields an m such that the image of B is non-zero and is
minimal with respect to sum of coordinates. For our present applications, this
minimality is not necessary.
Note that our construction of B-good vectors could be phrased in a more
geometric context. The exponents of a monomial in B forms a point in Nd−1.
A B-good vector then corresponds to an appropriate corner from the convex
hull of these points. So in fact, a similar and more explicit proof can give a
minimal m with respect to the sum of its coordinates.
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Chapter 7
Proof of Expectation 2 in rank 1
7.1 Proof of Expectation 2 in rank 1
7.2 Theorem 7.2.1
Conjecture B in our setting is the following theorem. Recall that for D an ef-
fective Cartier divisor, Z1(X, D) denotes the set of curves on X that are not
contained in the support of D and given C¯ ∈ Z1(X, D),
C¯∞(D) = {z ∈ |C¯N| : ΨC¯(z) ∈ D},
see Def. 4.5.4.
Theorem 7.2.1. (Conjecture B in the smooth rank 1 case) Let X/k be a smooth
variety and U ⊂ X an open subvariety such that E := X\U is the support of a
smooth effective Cartier divisor on X. Let χ ∈ H1(U,Q/Z). Let D ∈ Div+(X)
be a a regular sncd with Supp(D) = E. The following are equivalent.
(i) For each curve φ¯ : C¯ → X and each z ∈ C¯∞(D),
Swz(φ¯∗χ) ≤ mz(φ¯∗D).
(ii) For each generic point ξ ∈ D,
Swξ(χ)log ≤ mξ(D).
Remark 7.2.2. We’ve made the simplifying assumption that Supp(D) = E, in-
stead of Supp(D) ⊂ E, so that φ¯∗χ makes sense.
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7.2.1 Proof of Theorem 7.2.1
Proof. For ease of notation,
mξ := mξ(D).
(i)⇒ (ii): Given ξ, let D′ be the component of D that contains ξ with its
multiplicity so that in Div+(X) we have
D′ = mξ .D′red.
By hypothesis, for each curve C¯ ∈ Z1(X, D′) and each point z ∈ C¯∞(D′),
we have
Swz(φ¯∗χ) ≤ mz(φ¯∗D′) (7.1)
By Thm. 6.1.2, we know that
Swξ(χ)log = sup
z′,C¯
Swz′(φ¯∗χ)
mz′(φ¯∗(D′red))
, (7.2)
where the supremum ranges over C¯ ∈ Z1(X, D′sm) and points z′ ∈ C¯∞(D′sm)
satisfying the property that the image of z′ in X is contained in D′ but not any
other component of D.
For such points z′, we further have
mz′(φ¯∗D′) ≤ mz′(φ¯∗(D′red)).mξ ,
Then by (7.1) we have
Swz′(φ¯
∗χ) ≤ mz′(φ¯∗(D′red)).mξ
and then
Swz′(φ¯∗χ)
mz′(φ¯∗(D′red))
≤ mξ .
Thus, by (7.2) we have
Swξ(χ)log ≤ mξ .
(ii)⇒ (i): We may assume χ ∈ H1(U,Z/pn) for some n ≥ 1.
First suppose that D is irreducible with generic point λ.
By Coro. 6.1.20, we may assume that the multiplicity mz(φ¯∗D) is non-zero,
i.e. that mz(φ¯∗D) > 0. There is an integer MC¯ ≥ 1 such that
mz(φ¯∗D) = MC¯. mλ(D).
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The proof of Thm. 6.1.5 and Coro. 6.1.20 yields that
Swz(φ¯∗χ) ≤ MC¯. Swλ(χ)log.
By hypothesis, Swλ(χ)log ≤ mλ(D) and so
Swz(φ¯∗χ) ≤ MC¯. mλ(D) = mz(φ¯∗D),
as desired.
These arguments and purity of the branch locus complete the proof for the
case where D has more than one component.
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Chapter 8
Higher class field theory
In this chapter we discuss the higher class field theory for schemes that was de-
veloped in the original papers of G. Wiesend [Wie 06], [Wie 07] and completed
in [Ker-Sch 09].
After recalling some of the basic definitions and fundamental results in Sec.
8.1.2, we focus on the case of varieties in positive characteristic in Sec. 8.2. In
subsection 8.2.1 we prove a result on space filling curves, Thm. 8.2.1, that is
used in the proof of an isomorphism theorem for varieties, Thm. 8.2.4.
In the last section, Sec. 8.3, we place ourselves in the context of ray class
groups and define both a class group and a fundamental group relative to a
modulus. In particular, we use our results for the log filtration, that is Expecta-
tion 2 (in rank 1), to define a fundamental group. Note that this filtration does
not coincide with the non-log filtration employed in [Ker-Sai 13]; see Lemma
8.3.1 below.
8.1 Wiesend class field theory
One of the fundamental ideas in Wiesend’s version of class field theory for
schemes is to construct a class group for a scheme based on its zero and one-
dimensional data; specifically from the closed points and curves on the given
scheme. At present, it is an open question if there is a formulation in which
Wiesend’s framework can be made to satisfy a local-global principle in the
sense of classical class field theory (see e.g. [Neu 99, Ch. VI]).
8.1.1 Wiesend’s class group
We follow Wiesend’s construction of the class group as in [Wie 06], as pre-
sented in [Ker-Sch 09, §7].
Let Sch(Z) denote the category of schemes that are separated and finite
type over Spec (Z).
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For C ∈ Sch(Z) a curve, denote by C˜ the normalization of C and C¯ the
regular compactification of C˜, i.e. C¯ is (up to isomorphism) the regular proper
curve C˜ ∈ Sch(Z) that contains C˜ as a dense open subscheme. Let C∞ denote
the set of normalized discrete valuations of the global field k(C) that corre-
spond to the points of the closed complement C¯\C˜ together with the set of
archimedean places of k(C).
Given v ∈ C∞, denote by k(C)v the completion of k(C) with respect to v.
Definition 8.1.1. The ide´le group I(X) is defined to be the group
I(X) =
⊕
x∈|X|
Z⊕
⊕
C⊂X
⊕
v∈C∞
k(C)×v ,
where C ⊂ X ranges through curves on X. This group is regarded as a topo-
logical group by endowing it with the direct sum topology.
For a morphism of schemes f : X → Y in Sch(Z), there is a continuous
push-forward map of ide´le class groups which is covariant functorial in global
schemes: f∗ : I(X)→ I(Y); see [Ker-Sch 09, §7].
For a curve C on X, define a canonical map k(C)× → I(X) as follows.
Define k(C)× → I(C˜) as the sum of all embeddings k(C)× ↪→ k(C)× ⊂ I(C˜)
for v ∈ C∞ and all discrete valuations k(C)× → Z ⊂ I(C˜) that correspond to
closed points of C˜. Composing this map with I(C˜) → I(X) gives the desired
canonical map k(C)× → I(X).
Definition 8.1.2. The ide´le class group C(X) is defined to be the cokernel of
the morphism of groups ⊕
C⊂X
k(C)× → I(X),
and C(X) is endowed with the quotient topology.
Using 1-dimensional local and global class field theory, one defines the reci-
procity map
ρX : C(X)→ piab1 (X).
For details, see [Ker-Sch 09, §7].
8.1.2 Basic results
We recall basic results that will be used in the proof of our Isomorphism The-
orem, Thm. 8.2.4, below.
Let X ∈ Sch(Z) be an integral scheme of dimension d and let M be a subset
of |X|. For x ∈ |X| write N(x) = #k(x). Recall that M has Dirichlet density
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δ(M) = lim
s→d+0
(∑
x∈M
1
N(x)s
)
/ log
(
1
s− d
)
,
if this limit exists.
Proposition 8.1.3. (Chebotarev density; [Ser 63, Thm. 7]) Let Y → X be a
Galois covering of connected normal schemes in Sch(Z). Let R be a subset of
G = Gal(Y|X) with gRg−1 = R, ∀g ∈ G. Set
M = {x ∈ |X| : Frobx ∈ R}.
Then the density δ(M) is defined and equal to #R/#G.
The following assertions, Lemma 8.1.5 and Prop. 8.1.6, may be found in
[Ker 11] where they are stated and proved for arithmetic schemes X ∈ Sch(Z),
i.e. X ∈ Sch(Z) where X is an integral, regular, separated scheme flat and
of finite-type over Spec (Z). However, the schemes of principal interest in
this chapter are schemes X ∈ Smk for k a finite field. Then, X ∈ Smk is not
flat over Spec (Z). (One way to see this is that since Spec (Z) is connected,
then Spec (k) → Spec (Z) is not flat which shows that X cannot be flat over
Spec (Z).)
Nevertheless, these three assertions given in [Ker 11] remain true without
their flatness assumption over Spec (Z) and so apply to X ∈ Smk. Note that
Smk ⊂ Sch(Z).
Definition 8.1.4. We say that X ∈ Sch(Z) is a global scheme if X is either an
arithmetic scheme or if X ∈ Smk for some finite field k.
Lemma 8.1.5. ([Ker 11, Lemma 4.5]) Suppose X is a global scheme. The image
of
⊕
x∈|X|Z→ C(X) is dense in C(X). If moreover X is regular and U ⊂ X is
a dense open subscheme, then the image of
⊕
x∈|U| Spec (Z)→ C(X) is dense
in C(X).
Proposition 8.1.6. ([Ker 11], Proposition 4.10) Suppose X is a global scheme.
The image of ρ is dense in piab1 (X).
On the other hand, there is one result we will need to translate from [Ker 11]
whose proof therein only holds for arithmetic schemes. This result is on space
filling curves which we translate and prove in the next section in Thm. 8.2.1.
Our result is the analogue in positive characteristic of that in [Ker 11, Prop. 2.2]
(Bloch approximation) and in addition, we include a prescription on tangent
spaces; see Thm. 8.2.1 below.
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8.2 Varieties in positive characteristic
8.2.1 Space filling curves
As an additional tool for class field theory in finite characteristic we include
the following result, which was presented in the Forschungsseminar in Essen
during the Summer 2011 semester.
The following theorem is an alternate proof to [Drin 12, Thm. 2.15]; we
use a Bertini theorem as alluded to in [Drin 12, §2.5]. We note that the meth-
ods of our proof are similar in spirit to those in [Katz 99, Lemma 3]. See also
[Ker-Sch 09, Prop. 1.5] for a characteristic zero case.
If a base is not specified, we always mean a given finite field F.
Theorem 8.2.1. Let X be an irreducible, smooth quasi-projective variety over a
finite field F. Let Y → X be a Galois cover of X and S = {p1, . . . , pn} ⊂ X a
finite set of closed points in X. Then, there is a curve C ⊂ X such that
(i) C contains S as regular points, i.e. S ⊂ Creg.
(ii) Given, at each s ∈ S, a 1-dimensional subspace ls ⊂ TsX, then
TsC = ls.
(iii) C has the property that
pi1(C)→ Gal(Y/X)
is surjective.
We make use of the following Bertini theorem in positive characteristic:
Proposition 8.2.2. (Gabber-Poonen) Suppose that X is a quasi-projective sub-
scheme of PN and M ⊂ X is a finite set of closed points. For m  0, there
exists f ∈ H0(PN,O(m)) such that the hypersurface H f defined by f inter-
sects X properly, M ⊂ H f , and X ∩ H f is smooth.
The plan of the proof of Thm. 8.2.1 is as follows. For U ⊂ X an affine open
neighborhood of S of dimension d, construct a morphism φ : U → Ad e´tale
at S “pointed along” ls, s ∈ S; find a suitable curve C′ ⊂ Ad via Prop. 8.2.2;
pull back C′ and verify that closure of this pullback, C := φ−1(C′), satisfies the
properties (i)-(iii).
Step 1. Let A = lim−→V⊃SOX(V) where V ranges over affine opens of X
containing S; A is then a semi-local ring with max(A) = S. For pi ∈ S let mi
denote its corresponding maximal ideal. Set d = dim(A). As A is regular,
choose d-elements e1,i, . . . , ed,i that form a k(pi)-basis of mi/m2i ; do so for 1 ≤
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i ≤ n = #S. Let I = ∩imi ⊂ A, the Jacobson radical of A. Since A/I2 =∏
i Ami /m
2
i , choose e1, . . . , ed ∈ A such that each ej has image equal to ej,i in
Ami /m
2
i . Then, the map tj 7→ ej gives an e´tale-at-S morphism Spec A → Ad.
We now make the ej satisfy an additional condition.
Write lpi = 〈γpi〉k(pi), 1 ≤ i ≤ n. Because {ej,i}1≤j≤d forms a basis in mi/m2i
we further impose the following d− 1 conditions on the ej ∈ A :
eji ∈ ker(γpi) ⊂ mpi /m2pi , (1 ≤ j ≤ d− 1; 1 ≤ i ≤ n).
Necessarily, γpi(ei,d) 6= 0, ∀1 ≤ i ≤ n. Define φ via the morphism φ# of rings
that maps tj 7→ ej. Observe that
γpi(φ
#
pi(tj)) = 0, 1 ≤ i ≤ d− 1
where φ#pi : OAd,φ(pi) → Ami . This last observation will be crucial in proving
that condition (ii) holds.
Step 2.
We now add to the set φ(S) ⊂ Ad certain conjugacy class coming from
Gal(Y/X) as follows. Let U = Spec A. Applying Zariski’s main theorem to
the morphism φ : U → Ad, there is a non-empty open W ⊂ Ad such that
φ−1(W) → W is an e´tale covering of W. Restricting Y to the open subset
φ−1(W) gives an e´tale covering of W whose Galois closure we denote by YW →
W. Now let {w1, . . . , wk} ⊂ |W| ⊂ Ad be a finite set of closed points such that
each conjugacy class in Gal(YW/W) contains at least one of the Frobwi .
Let
Γ = φ(S) ∪ {wi} ⊂ Ad.
Write j : Ad ⊂ Pd for a fixed open immersion ofAd into Pd and define
S′ = j(Γ) ⊂ Pd.
Applying Gabber-Poonen to the pair {Pd, S′} produces a hypersurface sec-
tion f1 such that H f1 is smooth and contains S
′. Let fˆ ∈ F[t1, . . . , td] denote
a chosen dehomogenization of a homogeneous f in the coordinate ring of Pd.
Let m0 = (t1, . . . , td). Now, [Poonen 04, Thm. 1.2] shows that we may further
assume that f1 satisfies the property that fˆ1 ≡ t1 inm0/m20. Note that the closed
subscheme V( fˆ1) ⊂ Ad has dimension d− 1, is irreducible, smooth, and con-
tains Γ. Applying this procedure to H f1 ⊂ Pd produces an f2 such that V( fˆ2)
is irreducible, smooth, dim(V( fˆ2)) = d− 2, V( f2) contains Γ, and fˆ2 ≡ t2 in
m0/m20. Continuing in this way, we obtain fˆ1, . . . , fˆd−1 ∈ F[t1, . . . , td] such that
C′ := V( fˆ1) ∩ . . . ∩V( fˆd−1) ⊂ Ad,
54
is irreducible, smooth, contains Γ, has dim(C′) = 1, and fˆi ≡ ti inm0/m20 (1 ≤
i ≤ d− 1).
Step 3.
Without loss of generality, replace U by the e´tale locus of φ so that φ : U →
Ad is e´tale everywhere on U.
Let D = φ−1(C′) and note that
D = V(φ#( fˆ1)) ∩ · · · ∩V(φ#( fˆd−1)).
Being a finite intersection of closed sets, D is closed in U, D contains Γ as
smooth (hence regular) points, and dim(D) = 1. By construction of φ and the
fˆ1, . . . , fˆd−1 observe that
lp ⊂ TpV(φ#( fˆi)), ∀p ∈ S, 1 ≤ i ≤ d− 1.
Hence,
lp =
⋂
1≤i≤d−1
TpV(φ#( fˆi)) = TpD, ∀p ∈ S
because lp ⊂ TpD and dimk(p) lp = dimk(p) TpD.Thus, D = φ−1(C′) verifies
property (ii).
We now verify (iii) for the Galois covering Y → X and complete the proof
the theorem. We follow the proof of [Ker 11, Prop. 2.2].
First of all, the composite
pi1(C′ ∩W)→ pi1(W)→ Gal(YW/W)
is surjective since C′ ∩W ⊃ {wi}. It follows by [SGA 1, Expose´ 5, Prop 6.9]
that YW ×Ad C′ is irreducible; hence, U ×Ad C′ = φ−1(C′) is also irreducible.
The latter follows since the wi are regular points of C′ (recall that if a variety is
connected and regular, then it is irreducible).1
Finally, enlarging S if necessary (throughout), assume S contains closed
points xj ∈ X such that each conjugacy class in Gal(Y/X) contains one of the
Frobxj . It follows that the Zariski closure in X of φ
−1(C′):
C := φ−1(C′) ⊂ X,
satisfies (i)-(iii). 
8.2.2 Isomorphism theorem for varieties
We record the following theorem. Fix a finite field k.
1For a more explicit argument on the irreducibility of φ−1(C′), see [Ker-Sch 09, Prop. 1.5].
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Theorem 8.2.3. ([Ker-Sch 09, Thm. 8.2] Isomorphism theorem) Let X/k be a
separated, connected smooth variety. Assume that there exists an e´tale mor-
phism X′ → X and a proper, generically smooth morphism X → Z, where
Z/k is a smooth curve. Let φ : Y → X be a Galois covering and let Y′ → X
be its maximal abelian subcovering. Then the reciprocity map induces an iso-
morphism of finite abelian groups
C(X)/φ∗C(Y)→ Gal(Y′/X).
We generalize this result as follows.
Theorem 8.2.4. (Isomorphism theorem for varieties) Let φ : Y → X be a finite
dominant morphism of irreducible schemes of finite type over Spec (k). Fur-
ther assume X to be regular, Y normal, and that the normalization of X in the
separable closure of K(X) in K(Y) is finite Galois over X. Then the reciprocity
map induces an isomorphism of finite abelian groups
ρY/X : C(X)/φ∗C(Y)→ Aut(Y/X)ab.
Proof. In the arithmetic case, the proof is given in [Ker 11, Thm. 6.1] and we
prove the assertion here in the variety case following the same method ibid.,
with the only exception being that we use our Thm. 8.2.1 instead Bloch ap-
proximation in the arithmetic case.
Suppose that X ∈ Smk. Denote the normalization of X in the separable
closure of K(X) in K(Y) by φ′ : Y′ → X. First we prove that there is an isomor-
phism
ρY′/X : C(X)/φ′∗C(Y′) ∼= Gal(Y′/X)ab. (8.1)
The isomorphism for φ′ : Y′ → X now follows by the proof of [Ker-Sch 09,
Thm. 6.1]. We briefly review these steps. The surjectivity of φ′ follows directly
from Prop. 8.1.6 on noting that Gal(Y′/X)ab = piab1 (X)/φ
′∗piab1 (Y
′).
To prove that φ′ is injective, let U ⊂ X be an affine open dense subscheme
that is smooth over k. Let W ⊂ |U| be a finite set and let
imW := im[⊕WZ→ C(X)/φ∗C(Y)].
Theorem 8.2.1 yields a curve D with W ⊂ Dreg and such that the base
change DY′ × D×X Y′ is irreducible. Now because Y′ → X is Galois and DY is
irreducible, we have
Gal(K(DY′)/K(D))
∼→ Gal(Y′/X).
(One uses that if B and C are finite A-algebras, B⊗A C has no non-trivial min-
imal primes, and C/A is Galois, then AutB(B⊗A C) = AutA(C).)
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Then, the injectivity of φ′ follows exactly as in ibid. since the remaining
arguments rely on the isomorphism theorem in global class field theory for
function fields and Lemma 8.1.5.
We now turn to φ : Y → X. First,
Aut(Y/X) = Gal(Y′/X),
as Gal(K(Y)/K(Y′)) = 1 since K(Y)/K(Y′) is a purely inseparable extension.
Let Ψ : Y → Y′ be the morphism induced by K(Y′) ↪→ K(Y). Then we have
Ψ∗ : C(Y)→ C(Y′) which in turn induces the left vertical arrow in the follow-
ing commutative diagram:
C(X)/φ∗C(Y)

// Aut(Y/X)ab
∼=

C(X)/φ′∗C(Y′)
∼= // Gal(Y′/X)ab
To finish the proof, we must show that the morphism on class groups Ψ∗ :
C(Y)→ C(Y′) is surjective.
Recalling how the pushforward Ψ∗ is defined (see [Ker-Sch 09, §7]) observe
that for y ∈ |Y|, deg(k(y)/k(Ψ(y))) = 1 since K(Y)/K(Y′) is a finite purely
inseparable extension; if C ⊂ Y is a curve and v ∈ C∞, then if D = Ψ(C) is a
curve on Y′ and v|K(D) is a valuation w ∈ D∞ we have that the norm k(C)×v →
k(D)×w is a surjection by Lemma 8.2.5 below; the other cases for v ∈ C∞ show
that Ψv→y
′
∗ is surjective as well. Thus, we conclude that Ψ∗ : C(Y) → C(Y′) is
surjective.
Lemma 8.2.5. Let K be a complete local field of characteristic p > 0 and L
a finite purely inseparable extension of K. Then the norm N : L∗ → K∗ is
surjective.
Proof. Let F be the residue field of K (F = Fq for some q = p f ). Choose a
uniformizer piK of K so that K = F((piK)). Let piL be a uniformizer of L and
pd := [L : K]. Then, pip
d
L ∈ F[[piK]]. Denoting by vL the discrete valuation on L,
we get vL(piK) = pd. Therefore, pi
1/pd
K is a uniformizer of L, i.e. L = F((pi
1
pd
K )).
Now, the norm is explicitly given as follows:
u.(pi
m
pd
K ) 7→ u.(pi
m
pd
K )
pd = up
d
.pimK ,
for u ∈ UL, m ∈ Z. The claim then follows.
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8.3 Class groups with modulus and Existence theo-
rem
Recently, Kerz and S. Saito proved an existence theorem for varieties using, in
particular, extensions with bounded ramification and Artin conductors. One
of their results is a generalization of the existence theorem for ray class groups
and ray class fields in the classical case. They employ a so-called ‘non-log’
filtration that is similar to the ‘log’ filtration in rank 1, the latter being the
Brylinski-Kato filtration, see Def. 4.4.1. Since the log and non-log filtrations
are nested in rank 1, see Lemma 8.3.1 below, we are able to use our result Thm.
7.2.1 to reformulate one of their main results [Ker-Sai 13, Coro II] to the log
case.
We recall the non-log filtration used in [Ker-Sai 13], cf. [Mat 97]. Let K be a
henselian discrete valuation field of characteristic p > 0. Recall the Brylinski-
Kato filtration film on Wn(K) in Def. 4.4.1 and set
filnonlogm Wn(K) := filmWn(K) +Vn−n
′
filmWn′(K), (8.2)
where n′ = min{n, ordp(m + 1)}.
As in Def. (4.11) from §4.4, definition (8.2) yields a so-called non-log filtra-
tion on all of H1(K), which we write as filnonlogm . The relationship between the
log and non-log filtrations is summarized by the following lemma.
Lemma 8.3.1. (see [Mat 97] and [Kat 89])
The following properties are satisfied by the non-log filtration.
(i) filnonlog1 H
1(K) is the subgroup of tamely ramified characters
(ii) filnonlogm H1(Kλ) ⊂ filmH1(K) ⊂ filnonlogm+1 H1(K).
(iii) filnonlogm H1(K) = film−1H1(K) if (m, p) = 1.
For simplicity, let X/k a normal variety and U/k an open subscheme such
that the reduced closed complement X\U is a (nontrivial) sncd D on X.
Consider the following property on a character χ ∈ H1(U) = Homcont(piab1 (U),Q/Z):
for each generic point ξ ∈ D,
Swξ(χ)log ≤ mξ(D), (8.3)
(recall Def. 4.5.1).
Definition 8.3.2. For D as above, define filDH1(U) to be the subgroup of H1(U)
that consists of those χ satisfying (8.3) above. Also define
piab1 (X, D)log = Homcont(filDH
1(U),Q/Z),
with the pro-finite topology of the dual.
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The topological group piab1 (X, D)log is a quotient of pi
ab
1 (U) which should
be thought of as classifying extensions of U with “ramification bounded by
D”.
Following [Rus 10, §3.4], let Z0(X, D) be the subgroup of 0-cycles on X\D
and set
R(X, D) = {(C, f ) : C ∈ Z1(X, E), f ∈ K(C)×, f˜ ≡ 1 mod D#},
where f˜ is the image of f in K(CN) and D# = (D−Dred) ·CN +(D ·CN)red.
Let R0(X, D) be the subgroup of Z0(X\D) generated by div( f )C for (C, f ) ∈
R(X, D). We set
C(X, D)log = Z0(X\D)/R0(X, D).
This definition of a relative Chow group of zero cycles is tailor-made to fit
the Brylinksi-Kato filtration, see [Rus 10].
Example 8.3.3. Let X = Spec k[u, v], E = V(v), U = Spec[u, v][1/v], m ≥ 1 and
D = m.E. For e ≥ 1, consider the curves Ce on X given by v = ue. The Ce are
normal and only meet D at the origin of the plane. We have
D# = (m.E− E) · Ce + (m.E · Ce)red = ((m− 1)e + 1).V(u) ∈ Div+(Ce).

Remark 8.3.4. If D is reduced, then so is D#.
Now consider the degree-zero parts
C(X, D)0log = ker[C(X, D)log
deg−→ Z],
and
piab1 (X, D)
0
log = ker[pi
ab
1 (X, D)log → piab1 (Spec(k) ' Ẑ)].
Using our Theorem 7.2.1 and Lemma 8.3.1 combined with [Ker-Sai 13, Coro
II], we have the following log-version of their Existence theorem:
Theorem 8.3.5. (Existence theorem, with log filtration) Suppose k is a finite
field with char(k) 6= 2. Let X/k be a proper and smooth k-variety and U ⊂ X
an open k-subscheme such that the reduced closed complement D = X\U is
an sncd on X. Then
C(X, D)0log → piab1 (X, D)0log,
is an isomorphism of finite abelian groups.

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Chapter 9
Appendix
9.1 Remarks on compactifications and ramification
9.1.1 Tame ramification
In this section we briefly review tame ramification in the context of Wiesend’s
class field theory. For further information on tame ramification we refer to
[Ker-Sch 10]. At the end of this section we remark that the fundamental group
of a proper scheme is isomorphic to its tame quotient, see (9.3).
We begin with Wiesend’s intrinsic definition of tameness ([Wie 08, §2.3]).
Let X be a global scheme (see Def. 8.1.4). Recall that if v is a discrete valuation
of K(X), then v is said to be tame in a finite separable extension K′ of K(X) if
for each extension w|v in K′, the ramification index ew|v of v in w is relatively
prime to the characteristic of the residue field k(v) and if the corresponding
extension of residue fields k(w)/k(v) is separable. If C is a curve, then we
say that a finite e´tale cover C′ → C is tame if the extension of function fields
K(C′)/K(C) is tame.
Recall that by Def. 5.0.9, Cu(X) is the set of pairs (φ, ZN) where ZN is the
normalization of a curve Z on X and φ : ZN → X is the composition of the
normalization morphism with the closed embedding of Z into X.
Definition 9.1.1. An e´tale covering Y → X is said to be tame if for each C ∈
Cu(X), the induced finite e´tale cover
Y×X C → C,
is tame.
Remark 9.1.2. Let C′ = Y ×X C in the above definition and observe that since
C′ → C is in particular unramified, then for each closed point x ∈ |C| and
its corresponding discrete valuation vx, each extension of vx in K(C′) is un-
ramified, and hence tame. On the other hand, if C is not proper, then there
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are discrete valuations v of K(C) that do not correspond to closed points of C.
More precisely, if X is an arithmetic scheme, let S = Spec (Z) and if X is a
variety over a field k, let S = Spec (k).
Let C ∈ Cu(X). If C is proper over S, it follows that every S-scheme e´tale
over C is tame. If C is not proper over S, then C/S determines a regular proper
curve C¯/S and an open immersion C ↪→ C¯. Since K(C¯) = K(C) but C¯\C 6= ∅,
there are discrete valuations on K(C) that do not correspond to closed points
on C.
Definition 9.1.3. We say that an e´tale covering Y → X is tame along C¯\C if for
each discrete valuation vx that corresponds to a point x ∈ C¯\C, vx is tame in
K(C′)|K(C).
By Rem. 9.1.2, we immediately see the following equivalence.
Y → X is tame iff Y×X C → C is tame along C¯\C, ∀C ∈ Cu(X) (9.1)
Tame groups
Let X be a global scheme. For a fixed curve C ⊂ X on X and a fixed place
v ∈ C∞, consider the group of principal units U(1)v ≤ k(C)×v . Let U(X)t ≤ I(X)
denote the subgroup of I(X) generated by all such principal unit subgroups
for all curves C ⊂ X and let
I(X)t = I(X)/U(X)t.
Definition 9.1.4. The tame class group C(X)t of a global scheme X is defined
as the quotient of topological groups
C(X)t = C(X)/I(X)t.
Definition 9.1.5. The tame fundamental group of a global scheme X is defined
as the quotient of piab1 (X)
tame that classifies tame e´tale coverings of X, in the
sense of Def. 9.1.1.
In [Ker-Sch 09, §7], a reciprocity map of tame groups is defined:
ρtX : C(X)
t → piab1 (X)tame.
The Isomorphism theorem for tame coverings of varieties is
Theorem 9.1.6. ([Ker-Sch 09, Thm. 8.3]) Let k be a finite field and suppose
X ∈ Smk. Let f : Y → X be a connected tame e´tale covering and let Y′ → X
be its maximal abelian subcovering. Then ρtX induces an isomorphism of finite
abelian groups
C(X)t/ f∗C(Y)t ∼= Gal(Y′/X).
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9.1.2 Partial compactifications
Let k be a perfect field and let X ∈ Smk. By Nagata’s theorem on compactifi-
cations (see [Con 07]), there exists a normal, proper k-variety X′ that contains
X as an open dense subscheme. Let {ξ1, . . . , ξn} be the generic points of the
closed complement X′\X.
Take open subschemes {Ui}1≤i≤n of X′ that satisfy ξ j ∈ Ui ⇔ j = i and let
Usmj denote the smooth k-locus of Uj. Now take the following unions inside
X′:
U′ = ∪1≤i≤nUsmi
and
X¯ = X ∪U′.
Then X¯ is a smooth k-variety that contains X as an open dense subscheme and
the closed complement X¯\X is an sncd on X¯.
Note that
X/k not proper⇒ X¯\X 6= ∅. (9.2)
From the above discussion on tame ramification, we have
X¯/k proper⇒ pi1(X¯) = pi1(X¯)tame. (9.3)
9.2 Basics of Artin-Schreier-Witt sheaves
For completeness we include here the explicit correspondence between cyclic
pm-extensions and locally constant constructible sheaves of F`-modules. For
short, we call such sheaves lisse sheaves of F`-modules. As a general reference,
we mention [Mil 80, Ch II, Exa. 2.18(c) & Ch. Y, §1].
Let X be a connected scheme defined over a finite field k of characteristic
p > 0, ` 6= p a prime number, and m > 0 an integer.
Recall that an Artin-Schreier-Witt extension of X is a Galois cover Y → X
with cyclic group G = Gal(Y/X) ∼= Z/pm and a Artin-Schreier-Witt sheaf lisse
sheaf that is trivialized by an e´tale cover isomorphic to Y → X. Here, χ will
denote a non-trivial homomorphism of groups χ : G → GL(V), where V is a
finite-dimensional F`-vector space.
Proposition 9.2.1. There is a one-to-one correspondence between
(i) Artin-Schreier-Witt extensions of X with a given morphism χ.
(ii) Lisse sheaves Lχ of F`-modules on X with a morphism χ that are trivial-
ized by a Z/pm- Galois cover of X and whose stalks at geometric points
of X are all isomorphic to Fln , for some n > 0.
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Proof. Fix m > 0 and a geometric point x of X.
(i)⇒ (ii): Let X′ → X be an Artin-Schreier-Witt extension of X with Gal(X′/X) =
Z/pm. The group Gal(X′/X) is then a finite quotient of pi1(X, x); compos-
ing with the given morphism χ induces an action of pi1(X, x) on GL(V) =
GLn(F`) (∃n > 0) via
pi1(X, x) Gal(X′/X)
χ−→ GLn(F`).
Hence, GLn(F`) is a finite pi1(X, x)-module. Now define the sheaf Lχ on X
as follows: for a finite e´tale morphism Y → X, put
Lχ(Y) = Hompi1(HomX(x, Y), V).
Note that if Y is connected, then Lχ(Y) = Vpi1(Y,x). It follows that (Lχ)x ∼=
V.
(ii)⇒(i): The lisse sheaf Lχ is trivialized by a single finite Galois cover X′ →
X and (Lχ)x ∼= V is a finite pi1(X, x)-module.
Note that the explicit trivialization X′ → X of an Artin-Schreier-Witt sheaf
is defined by an element in the ring of Witt vectors Wm(Γ(X,OX)).
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