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Abstract
We consider properties of solitons in general orbifolds in the algebraic quan-
tum field theory framework and constructions of solitons in affine and permuta-
tion orbifolds. Under general conditions we show that our construction gives all
the twisted representations of the fixed point subnet. This allows us to prove a
number of conjectures: in the affine orbifold case we clarify the issue of “fixed
point resolutions”; in the permutation orbifold case we determine all irreducible
representations of the orbifold, and we also determine the fusion rules in a non-
trivial case, which imply an integral property of chiral data for any completely
rational conformal net.
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1 Introduction
Let A be a completely rational conformal net (cf. §3.5 and def. 3.6 following [21]).
Let Γ be a finite group acting properly on A (cf. definition (3.4)). The starting point
of this paper is Th. 3.7 proved in [44] which states that the fixed point subnet (the
orbifold) AΓ is also completely rational, and by [21] AΓ has finitely many irreducible
representations which are divided into two classes: the ones that are obtained from the
restrictions of a representation of A to AΓ which are called untwisted representations,
and the ones which are twisted (cf. definition after Th. 3.7). It follows from Th. 3.7
that twisted representation of AΓ always exists if AΓ 6= A. The motivating question
for this paper is how to construct these twisted representations of AΓ.
It turns out that all representations of AΓ are closely related to the solitons of
A (cf. §3.3 and Prop. 4.1). Solitons are representations of A0, the restriction of A
to the real line identified with a circle with one point removed. Every representation
of A restricts to a soliton of A0, but not every soliton of A0 can be extended to a
representation of A. In §4 we develop general theory of solitons in the case of orbifolds
with two main results: Th. 4.5 gives a formula for the index of of solitons obtained
from restrictions, and Th. 4.8 clarifies the general structure of the restriction of a
soliton. These results are natural extensions of similar results in [33] and [45] in
special cases.
The construction of solitons depends on the net A and the action of Γ. In the case
of affine orbifold, our construction (cf. def. 5.6) is partially inspired by the “twisted
representations” of [18], and in fact can be viewed as an “exponentiated version” of the
“twisted representations” of [18] (cf. §5.2.1). Combined with the general properties
of solitons described above, this construction allows us to clarify the issue of “fixed
point” problem in [18] in Th. 5.16, and we also show that our construction gives all
the irreducible representations of the fixed point subnet under general conditions in
Th. 5.11 and Cor. 5.12, thus answering our motivating question in this case.
In the case of permutation orbifolds (cf. §6), our construction of solitons in (6.5)
is a simple generalizations of the construction of solitons in [33] for the case of cyclic
orbifolds. Note that the construction of solitons in [33] also leads to structure results
such as a dichotomy for any split local conformal net. In Th. 8.1 (resp. Th. 8.5)
we show that our construction gives all the irreducible representations of the cyclic
orbifold (resp. the permutation orbifold), and in Th. 8.4 (resp. Th. 8.7) we list all
the irreducible representations of the cyclic orbifold (resp. the permutation orbifold).
These results generalize the results of [33] and prove a claim in [1] which is based on
heuristic arguments. Using theses results in §9 we determine the fusion rules for the
first nontrivial case when n = 2 in Th. 9.8 which implies an integral property of the
chiral data for any completely rational net (cf. Cor. 9.9), proving a conjecture in the
paper [5], that contained the first computations leading to correct fusion rules.
The rest of this paper is organized as follows: §2 and §3 are preliminaries on the
algebraic quantum field theory framework where orbifold construction is considered.
In these sections we have collected some basic notions that appear in this paper for
the convenience of the reader who may not have an operator algebra background.
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The results in §2,§3 are known except Prop. 3.8 on extensions of solitons which plays
an important role in §7. In §4 we apply the results in §2 and §3 to obtain general
properties of solitons under inductions and restrictions, and in particular we prove
Th. 4.5 and Th. 4.8. In §5, after recalling basic definitions and properties in affine
orbifold from [18], we give the constructions of solitons in §5.2 and in §5.2.1 compare
it with the twisted representations in [18]. Th. 5.11 and its Cor. 5.12 are proved in
§5.3. In §5.5 we clarify the issue of fixed point resolutions in Th. 5.16, Cor. 5.17. In
§5.6 we illustrate the results of §5.5 in an example considered in [18]. In §6 we first
recall the construction of solitons from [33] in the cyclic permutation case, and in §6.3
give the general construction of solitons for permutation orbifolds. We prove in §7 the
important property of these solitons (Th. 7.1) which so far has no direct proof. In
§8 we apply the results of previous sections to prove four theorems which are briefly
described above. In §9 after proving some simple properties of S matrix (cf. Lemma
9.1), we determine the fusions of solitons in cyclic orbifold in a special case in Prop.
9.4. In §9.3 we determine the fusion rules for the case n = 2 in Th. 9.8 which implies
an integral property in Cor. 9.9.
2 Elements of Operator Algebras and Conformal
QFT
For the convenience of the reader we collect here some basic notions that appear in
this paper. This is only a guideline and the reader should look at the references for a
more complete treatement.
2.1 von Neumann algebras
Let H be a Hilbert space that we always assume to be separable to simplify the
exposition. With B(H) the algebra of all bounded linear operator on H a von Neu-
mann algebra M is a ∗-subalgebra of B(H) containing the identity operator such that
M = M− (weak closure or, equivalently, strong closure).
Equivalently M = M ′′ (von Neumann density theorem), where the prime denotes
the commutant: M ′ ≡ {a ∈ B(H) : xa = ax ∀x ∈M}.
A linear map η from a von Neumann algebra M to a von Neumann algebra N
is positive if η(M+) ⊂ N+, where M+ ≡ {x ∈ M : x > 0} denotes the cone of
positive elements of M . η is normal if commutes with the sup operation, namely
sup η(xi) = η(sup xi) for any bounded increasing net of elements in M+; η is normal
iff it is weakly (equivalently strongly) continuous on the unit ball of M . η is faithful
if η(x) = 0, x ∈ M+, implies x = 0. By a homomorphism of a von Neumann algebra
we shall always mean an identity preserving homomorphism commuting with the
∗-operation, and analogously for isomorphisms and endomorphisms. Isomorphisms
between von Neumann algebras are automatically normal. By a representation of M
on a Hilbert space K we mean a homomorphism of M into B(K).
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A state ω on von Neumann algebra M is a positive linear functional on M with
the normalization ω(1) = 1. The relevant states for a von Neumann algebras are
the normal states. By the GNS construction, every normal state of M is given by
ω(x) = (π(x)Ω,Ω), where π is a normal representation ofM on a Hilbert space K and
Ω ∈ K is cyclic (i.e. π(M)Ω is dense in K, see below). Given ω, the triple (K, π,Ω) is
unique up to unitary equivalence.
A factor is a von Neumann algebra with trivial center, namely M ∩M ′ = C. We
note that a factor is a simple algebra, i.e., the only weakly closed ideal of the factor
is either trival or equal to the factor itself. If M is a factor (and K is separable), a
representation of M on K is automatically normal.
A factor M is finite if there exists a tracial state ω on M , namely ω(xy) = ω(yx),
x, y ∈M (automatically normal and unique). OtherwiseM is called an infinite factor.
For a factor M , the following are equivalent:
• M is infinite;
• M is isomorphic to M ⊗B(K), with K a separable infinite dimensional Hilbert
space;
• M contains a non-unitary isometry (an isometry v is an operator with the prop-
erty v∗v = 1);
• M contains a non degenerate Hilbert H space of isometries with arbitrary di-
mension (but separable).
Here a Hilbert space of isometries H in M we mean a norm closed linear subspace
H ⊂M such that x∗y ∈ C for all x, y ∈ M . Thus x, y 7→ y∗x is scalar product on H .
Then, if L is a set with {vℓ, ℓ ∈ L} an orthonormal basis for H , we have v
∗
ℓ vℓ′ = δℓℓ′,
namely the vi’s are isometries H with pairwise orthogonal range projections. H is non-
degenerate if the left support of H is 1, that is the final projections form a partition
of the identity:
∑
ℓ∈L vℓv
∗
ℓ = 1.
A factor M is of type III (or purely infinite) if every non-zero projection e ∈ M
is equivalent to the identity, namely there exists an isometry v ∈ M wit vv∗ = 1. As
we shall see, factors appearing in CFT as local algebras are of type III and the reader
may focus on this case for the need of this paper.
A semifinite factor is a factor M isomorphic to M0⊗B(K) with M0 a finite factor
and K a Hilbert space. Semifinite factor are characterized by the existence of a normal,
possible unbounded, trace (that we do not define here). A factor is either semifinite
or of type III.
A factor M of type III has only one representation (on a separable Hilbert space)
up to unitary equivalence. Namely, if π : M → B(K) is a representation, there exists
a unitary U : H → K such that π(x) = UxU∗, x ∈M .
Refs: [40].
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2.2 Tomita-Takesaki modular theory
Let M be a von Neumann algebra and ω a normal faithful state on M . By the GNS
construction, we may assume that ω = ( ·Ω,Ω) with Ω a cyclic and separating vector
(M acts standardly).
Here a vector Ω is cyclic if MΩ = H and separating if x ∈ M , xΩ = 0 implies
x = 0. A vector is cyclic for M iff it is separating for M ′.
The anti-linear operator xΩ 7→ x∗Ω, x ∈ M , is closable and its closure is denoted
by S. The polar decomposition S = J∆1/2 gives a antiunitary involution J , the
modular involution, and a positive non-singular linear operator ∆ ≡ S∗S, the modular
operator.
We have
∆itM∆−it =M (1)
JMJ = M ′, (2)
in other words the modular theory associates with Ω a canonical “evolution”, i.e.
a one-parameter group of modular automorphisms of M σωt ≡ Ad∆
it and an anti-
isomorphism AdJ of M with M′.
Let N ⊂M be an inclusion of von Neumann algebras. We always assume that N
and M have the same identity. A conditional expectation ε : M → N is a positive,
unital map from M onto N such that ε(n1xn2) = n1ε(x)n2, x ∈M , n1, n2 ∈ N .
If ω is a faithful normal state of M , by Takesaki theorem there exists a normal
conditional expectation ε : M → N preserving ω (i.e. ω · ε = ω) if and only if N is
globally invariant under the modular group σω of M .
If ρ is an endomorphism of M and ε : M → ρ(M) is a conditional expectation,
the map ϕ ≡ ρ−1 · ε satisfies ϕ · ρ = id and is called a left inverse of ρ.
Refs: [40].
2.3 Jones index
Let N ⊂M an inclusion of factors. The index of N in M can be defined by different
point of views: analytic, probabilistic or tensor categorical.
Analytic definition. The index was originally considered by Jones in the setting of
finite factors. Assume M to be finite and let ω be the faithful tracial state ω on M .
As above we may assume that ω is the vector state given by the vector Ω. With e the
projection onto NΩ, the von Neumann algebra generated by M and e
M1 = {M, e}
′′ = JMN
′JM
is a semifinite factor. N ⊂ M has finite index iff M1 is finite and the index is then
defined by λ = ω(e)−1 with ω also denoting the tracial state of M1. Jones theorem
shows the possible values for the index:
λ ∈
{
4cos2
π
n
, n ≥ 3
}
∪ [4,∞] .
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If N ⊂ M is an inclusion of finite factor, there exists a unique trace-preserving
conditional expectation ε : M → N (σω is trivial in this case).
A definition for the index [M : N ]ε of an arbitrary inclusion of factors N ⊂ M
with a faithful normal conditional expectation ε : M → N was given by Kosaki using
Connes-Haagerup dual weights. It depends on the choice of ε. Given ε, choose a
normal faithful state ω of M with ω · ε = ω and Ω a cyclic vector implementing ω. If
[M : N ]ε <∞, it is possible to define a canonical expectation ε
′ :M1 →M and then
[M : N ]ε = ε
′(e)−1, with e the projection onto NΩ. Jones restriction on the index
values holds for [M : N ]ε as well.
The good properties are shared by the minimal index
[M : N ] = inf
ε
[M : N ]ε = [M : N ]ε0
where ε0 is the unique minimal conditional expectation.
The analytic point of view will not play an explicit role in this paper.
Probabilistic definition. Pimsner and Popa inequality, and its extension to the
infinite factor case, shows that λ ≡ [M : N ]−1ε is the best constant such that
ε(x) ≥ λx, x ∈M+,
where ε : M → N a normal conditional expectation (if M is finite-dimensional λ is
not an optimal bound).
This gives a general way to define the index and a powerful tool to check whether
a given inclusion has finite index.
Tensor categorical definition. We shall get to this point in a moment.
Refs: [16, 22, 25, 28, 31, 35, 40] and references therein.
2.4 Joint modular structure. Sectors
Let N ⊂ M be an inclusion of infinite factors. We may assume that N ′ and M ′
are infinite so M and N have a cyclic and separating vector. With JN and JM
modular conjugations of N and M , the unitary Γ = JNJM implements a canonical
endomorphism of M into N
γ(x) = ΓxΓ∗, x ∈ M.
γ depends on the choice of JN and JM only up to perturbations by an inner au-
tomorphism of M associated with a unitary in N . The restriction γ|N is called
the dual canonical endomorphism (it is the canonical endomorphism associated with
γ(M) ⊂ N). γ is canonical as a sector of M as we define now.
Given the infinite factor M , the sectors of M are given by
Sect(M) = End(M)/Inn(M)
namely Sect(M) is the quotient of the semigroup of the endomorphisms of M modulo
the equivalence relation: ρ, ρ′ ∈ End(M), ρ ∼ ρ′ iff there is a unitary u ∈ M such
that ρ′(x) = uρ(x)u∗ for all x ∈M .
6
Sect(M) is a ∗-semiring (there is an addition, a product and an involution) equiv-
alent to the Connes correspondences (bimodules) on M up to unitary equivalence. If
ρ is an element of End(M) we shall denote by [ρ] its class in Sect(M). The operations
are:
Addition (direct sum): Let ρ1, ρ2, . . . ρn ∈ End(M). Choose a non-degenerate
n-dimensional Hilbert H space of isometries in M and a basis v1, . . . vn for H . Then
ρ(x) ≡
n∑
i=1
viρi(x)v
∗
i , x ∈M,
is an endomorphism of M . The definition of the direct sum endomorphism ρ does not
depend on the choice of H or on the basis, up to inner automorphism of M , namely
ρ is a well-defined sector of M .
Composition (monoidal product). The usual composition of maps
ρ1 · ρ2(x) = ρ1(ρ2(x)), x ∈M,
defined on End(M) passes to the quotient Sect(M).
Conjugation. With ρ ∈ End(M), choose a canonical endomorphism γρ : M →
ρ(M). Then
ρ¯ = ρ−1 · γρ
well-defines a conjugation in Sect(M). By definition we thus have
γρ = ρ · ρ¯ (3)
Refs: [14, 22, 26] and references therein.
2.5 The tensor category End(M)
With M an infinite factor, then End(M) is a strict tensor C∗-category, as is already
implicit in the previous section.
More precisely define a category End(M) whose objects are the elements of End(M)
and the arrows Hom(ρ, ρ′) between the objects ρ, ρ′ are
Hom(ρ, ρ′) ≡ {a ∈M : aρ(x) = ρ′(x)a ∀x ∈M}.
The composition of intertwiners (arrows) is the operator product. Clearly Hom(ρ, ρ′)
is a Banach space and there is a ∗-operation a ∈ Hom(ρ, ρ′) 7→ a∗ ∈ Hom(ρ′, ρ) with
the usual properties and the C∗-norm equality ||a∗a|| = ||a||2. Thus End(M) is a
C∗-category.
Moreover there is a tensor (or monoidal) product in End(M). The tensor product
ρ ⊗ ρ′ is simply the composition ρρ′. For simplicity the symbol ⊗ is thus omitted in
this case: ρ ⊗ ρ′ = ρρ′. If σ, σ′ ∈ End(M), and t ∈ Hom(ρ, ρ′), s ∈ Hom(σ, σ′), the
tensor product arrow t⊗ s is the element of Hom(ρ⊗ σ, ρ′ ⊗ σ′) given by
t⊗ s ≡ tρ(s) = ρ′(s)t .
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As usual, there is a natural compatibility between tensor product and composition,
thus End(M) is a C∗-tensor category. Moreover there is an identy object ι for the
tensor procuct (the identity automorphism).
So far we have not made much use thatM is an infinite factor. This enters crucially
for the conjugation in End(M).
If ρ is irreducible (i.e. ρ(M)′ ∩ M = C) and has finite index, then ρ¯ is the
unique sector such that ρρ¯ contains the identity sector. More generally the objects
ρ, ρ¯ ∈ End(M) are conjugate according to the analytic definition and have finite index
if and only if there exist isometries v ∈ Hom(ι, ρρ¯) and v¯ ∈ Hom(ι, ρ¯ρ) such that
v¯∗ ⊗ 1ρ¯ · 1ρ¯ ⊗ v ≡ v¯
∗ρ¯(v) =
1
d
, v∗ ⊗ 1ρ · 1ρ ⊗ v¯ ≡ v
∗ρ(v¯) =
1
d
,
for some d > 0.
The minimal possible value of d in the above formulas is the dimension d(ρ) of ρ;
it is related to the minimal index by
[M : ρ(M)] = d(ρ)2
(tensor categorical definion of the index) and satisfies the dimension properties
d(ρ1 ⊕ ρ2) = d(ρ1) + d(ρ2)
d(ρ1ρ2) = d(ρ1)d(ρ2)
d(ρ¯) = d(ρ).
It follows that the the subcategory of End(M) having finite-index objects is a
C∗-tensor category with conjugates and direct sums.
Formula (3) shows that given γ ∈ End(M) the problem of deciding whether it is a
canonical endomorphism with respect to some subfactor is essentially the problem of
finding a “square root” ρ. γ is canonical and has finite index iff there exist isometries
t ∈ Hom(ι, γ), s ∈ Hom(γ, γ2) satisfying the algebraic relations
s∗s∗ = s∗γ(s∗) (4)
s∗γ(t) ∈ C\{0} , s∗t ∈ C\{0}. (5)
It is immediate to generalize the notion of Sect(M) to Sect(M,N), for a pair of
factors M,N . They are the homomorphisms of M into N up to unitary equivalence
given by a unitary in N . If N ⊂ M is an inclusion of infinite factors, the canonical
endomorphism γ : M → N is a well defined element of Sect(M,N); if [M : N ] <∞,
the above formula show that γ is the conjugate sector of the inclusion homomorphism
ιN : N → M :
γ = ι¯N ιN , γ ↾ N = ιN ι¯N .
We use 〈λ, µ〉 to denote the dimension of Hom(λ, µ); it can be ∞, but it is finite
if λ, µ have finite index. 〈λ, µ〉 depends only on [λ] and [µ]. Moreover we have if ν
have finite dimension, then 〈νλ, µ〉 = 〈λ, ν¯µ〉, 〈λν, µ〉 = 〈λ, µν¯〉 which follows from
Frobenius duality. µ is a subsector of λ if there is an isometry v ∈ M such that
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µ(x) = v∗λ(x)v, ∀x ∈ M. We will also use the following notation: if µ is a subsector
of λ, we will write as µ ≺ λ or λ ≻ µ. A sector is said to be irreducible if it has only
one subsector.
Refs: [7, 29, 32] and references therein.
3 Conformal nets on S1
By an interval of the circle we mean an open connected non-empty subset I of S1
such that the interior of its complement I ′ is not empty. We denote by I the family
of all intervals of S1.
A net A of von Neumann algebras on S1 is a map
I ∈ I → A(I) ⊂ B(H)
from I to von Neumann algebras on a fixed Hilbert space H that satisfies:
A. Isotony. If I1 ⊂ I2 belong to I, then
A(I1) ⊂ A(I2).
If E ⊂ S1 is any region, we shall put A(E) ≡
∨
E⊃I∈I A(I) with A(E) = C if E has
empty interior (the symbol ∨ denotes the von Neumann algebra generated).
The net A is called local if it satisfies:
B. Locality. If I1, I2 ∈ I and I1 ∩ I2 = ∅ then
[A(I1),A(I2)] = {0},
where brackets denote the commutator.
The net A is called Mo¨bius covariant if in addition satisfies the following properties
C,D,E,F:
C. Mo¨bius covariance. There exists a strongly continuous unitary representation
U of the Mo¨bius group Mo¨b (isomorphic to PSU(1, 1)) on H such that
U(g)A(I)U(g)∗ = A(gI), g ∈ Mo¨b, I ∈ I.
Note that this implies A(I¯) = A(I), I ∈ I (consider a sequence of elements
gn ∈ Mo¨b converging to the identity such that gnI¯ ր I).
D. Positivity of the energy. The generator of the one-parameter rotation subgroup
of U (conformal Hamiltonian) is positive.
E. Existence of the vacuum. There exists a unit U -invariant vector Ω ∈ H (vacuum
vector), and Ω is cyclic for the von Neumann algebra
∨
I∈I A(I).
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By the Reeh-Schlieder theorem Ω is cyclic and separating for every fixed A(I). The
modular objects associated with (A(I),Ω) have a geometric meaning
∆itI = U(ΛI(2πt)), JI = U(rI) .
Here ΛI is a canonical one-parameter subgroup of Mo¨b and U(rI) is a antiunitary
acting geometrically on A as a reflection rI on S
1.
This implies Haag duality:
A(I)′ = A(I ′), I ∈ I ,
where I ′ is the interior of S1 r I.
F. Irreducibility.
∨
I∈I A(I) = B(H). Indeed A is irreducible iff Ω is the unique
U -invariant vector (up to scalar multiples). Also A is irreducible iff the local
von Neumann algebras A(I) are factors. In this case they are III1-factors in
Connes classification of type III factors (unless A(I) = C for all I).
By a conformal net (or diffeomorphism covariant net) A we shall mean a Mo¨bius
covariant net such that the following holds:
G. Conformal covariance. There exists a projective unitary representation U of
Diff(S1) on H extending the unitary representation of Mo¨b such that for all
I ∈ I we have
U(g)A(I)U(g)∗ = A(gI), g ∈ Diff(S1),
U(g)xU(g)∗ = x, x ∈ A(I), g ∈ Diff(I ′),
where Diff(S1) denotes the group of smooth, positively oriented diffeomorphism of S1
and Diff(I) the subgroup of diffeomorphisms g such that g(z) = z for all z ∈ I ′.
Let G be a simply connected compact Lie group. By Th. 3.2 of [8], the vacuum
positive energy representation of the loop group LG (cf. [36]) at level k gives rise to an
irreducible conformal net denoted by AGk . By Th. 3.3 of [8], every irreducible positive
energy representation of the loop group LG at level k gives rise to an irreducible
covariant representation of AGk .
3.1 Doplicher-Haag-Roberts superselection sectors in CQFT
The DHR theory was originally made on the 4-dimensional Minkowski spacetime,
but can be generalized to our setting. There are however several important structure
differences in the low dimensional case.
A (DHR) representation π of A on a Hilbert space H is a map I ∈ I 7→ πI that
associates to each I a normal representation of A(I) on B(H) such that
πI˜ ↾A(I) = πI , I ⊂ I˜, I, I˜ ⊂ I .
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π is said to be Mo¨bius (resp. diffeomorphism) covariant if there is a projective unitary
representation Uπ of Mo¨b (resp. Diff
(∞)(S1), the infinite cover of Diff(S1) ) on H such
that
πgI(U(g)xU(g)
∗) = Uπ(g)πI(x)Uπ(g)
∗
for all I ∈ I, x ∈ A(I) and g ∈ Mo¨b (resp. g ∈ Diff(∞)(S1)). Note that if π
is irreducible and diffeomorphism covariant then U is indeed a projective unitary
representation of Diff(S1).
By definition the irreducible conformal net is in fact an irreducible representation
of itself and we will call this representation the vacuum representation.
Given an interval I and a representation π of A, there is an endomorphism of A
localized in I equivalent to π; namely ρ is a representation of A on the vacuum Hilbert
space H, unitarily equivalent to π, such that ρI′ = id ↾ A(I
′).
Fix an interval I0 and endomorphisms ρ, ρ
′ of A localized in I0. Then the compo-
sition (tensor product) ρρ′ is defined by
(ρρ′)I = ρIρ
′
I
with I an interval containing I. One can indeed define (ρρ′)I for an arbitrary interval
I of S1 (by using covariance) and get a well defined endomorphism of A localized
in I0. Indeed the endomorphisms of A localized in a given interval form a tensor
C∗-category. For our needs ρ, ρ′ will be always localized in a common interval I.
If π and π′ are representations of A, fix an interval I0 and choose endomorphisms
ρ, ρ′ localized in I0 with ρ equivalent to π and ρ
′ equivalent to π′. Then π · π′ is
defined (up to unitary equivalence) to be ρρ′. The class of a DHR representation
modulo unitary equivalence is a superselection sectors (or simply a sector).
Indeed the localized endomorphisms of A for a tensor C∗-category. For our needs,
ρ, ρ′ will be always localized in a common interval I.
We now define the statistics. Given the endomorphism ρ of A localized in I ∈ I,
choose an equivalent endomorphism ρ0 localized in an interval I0 ∈ I with I¯0∩ I¯ = ∅
and let u be a local intertwiner in Hom(ρ, ρ0) as above, namely u ∈ Hom(ρI˜ , ρ0,I˜) with
I0 following clockwise I inside I˜ which is an interval containing both I and I0.
The statistics operator ε := u∗ρ(u) = u∗ρI˜(u) belongs to Hom(ρ
2
I˜
, ρ2
I˜
). An ele-
mentary computation shows that it gives rise to a presentation of the Artin braid
group
ǫiǫi+1ǫi = ǫi+1ǫiǫi+1, ǫiǫi′ = ǫi′ǫi if |i− i
′| ≥ 2,
where εi = ρ
i−1(ε). The (unitary equivalence class of the) representation of the Artin
braid group thus obtained is the statistics of the superselection sector ρ.
It turns out the endomorphisms localized in a given interval form a braided C∗-
tensor category with unitary braiding.
The statistics parameter λρ can be defined in general. In particular, assume ρ to
be localized in I and ρI ∈ End((A(I)) to be irreducible with a conditional expectation
E : A(I)→ ρI(A(I)), then
λρ := E(ǫ)
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depends only on the superselection sector of ρ.
The statistical dimension dDHR(ρ) and the univalence ωρ are then defined by
dDHR(ρ) = |λρ|
−1 , ωρ =
λρ
|λρ|
.
Refs: [7, 9, 25, 26, 31].
3.2 Index-statistics and spin-statistics relations
Let ρ be an endomorphism localized in the interval I. A natural connection between
the Jones and DHR theories is realized by the index-statistics theorem
Ind(ρ) = dDHR(ρ)
2.
Here Ind(ρ) is Ind(ρI)); namely d((ρI)) = dDHR(ρ). We will thus omit the suffix DHR
in the dimension. Since by duality ρ(A(I)) ⊂ A(I) coincides with ρ(A(I)) ⊂ ρ(A(I ′))′
one may rewrite the above index formula directly in terms of the representation ρ.
The map ρ→ ρI is a faithful functor of C
∗-tensor categories of endomorphism of
|A localized in I into End(M) with M ≡ A(I). Passing to quotient one obtains a
natural embedding
Superselection sectors −→ Sect(M).
Restricting to finite-dimensional endomorphisms, the above functor is full, namely,
given endomorphisms ρ, ρ′ localized in I, if a ∈ Hom(ρI , ρ
′
I) then a intertwines the
representations ρ and ρ′ (this is obviously true also in the infinite-dimensional case if
there holds the strong additivity property below, but otherwise a non-trivial result).
The conformal spin-statistics theorem shows that
ωρ = e
i2πL0(ρ) ,
where L0(ρ) is the conformal Hamiltonian (the generator of the rotation subgroup) in
the representation ρ. The right hand side in the above equality is called the univalence
of ρ.
Refs: [11, 25].
3.3 Genus 0 S, T -matrices
Next we will recall some of the results of [37] and introduce notations.
Let {[λ], λ ∈ L} be a finite set of all equivalence classes of irreducible, covariant,
finite-index representations of an irreducible local conformal net A. We will denote
the conjugate of [λ] by [λ¯] and identity sector (corresponding to the vacuum repre-
sentation) by [1] if no confusion arises, and let Nνλµ = 〈[λ][µ], [ν]〉. Here 〈µ, ν〉 denotes
the dimension of the space of intertwiners from µ to ν (denoted by Hom(µ, ν)). We
will denote by {Te} a basis of isometries in Hom(ν, λµ). The univalence of λ and
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the statistical dimension of (cf. §2 of [10]) will be denoted by ωλ and d(λ) (or dλ))
respectively.
Let ϕλ be the unique minimal left inverse of λ, define:
Yλµ := d(λ)d(µ)ϕµ(ǫ(µ, λ)
∗ǫ(λ, µ)∗), (6)
where ǫ(µ, λ) is the unitary braiding operator (cf. [10] ).
We list two properties of Yλµ (cf. (5.13), (5.14) of [37]) which will be used in the
following:
Lemma 3.1.
Yλµ = Yµλ = Y
∗
λµ¯ = Yλ¯µ¯.
Yλµ =
∑
k
Nνλµ
ωλωµ
ων
d(ν).
We note that one may take the second equation in the above lemma as the defini-
tion of Yλµ.
Define a :=
∑
i d
2
ρi
ω−1ρi . If the matrix (Yµν) is invertible, by Proposition on P.351
of [37] a satisfies |a|2 =
∑
λ d(λ)
2.
Definition 3.2. Let a = |a| exp(−2πi c0
8
) where c0 ∈ R and c0 is well defined mod 8Z.
Define matrices
S := |a|−1Y, T := CDiag(ωλ) (7)
where
C := exp(−2πi
c0
24
).
Then these matrices satisfy (cf. [37]):
Lemma 3.3.
SS† = TT † = id,
STS = T−1ST−1,
S2 = Cˆ,
T Cˆ = CˆT = T,
where Cˆλµ = δλµ¯ is the conjugation matrix.
Moreover
Nνλµ =
∑
δ
SλδSµδS
∗
νδ
S1δ
. (8)
is known as Verlinde formula.
We will refer the S, T matrices as defined above as genus 0 modular matrices
of A since they are constructed from the fusion rules, monodromies and minimal
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indices which can be thought as genus 0 chiral data associated to a Conformal Field
Theory.
We note that in all cases c0− c ∈ 8Z, where c is the central charge associated with
the projective representations of Diff(S1) of the conformal net A (cf. [17] or [33]). We
will prove in Lemma 9.7 that c0 − c ∈ 4Z under general conditions.
The commutative algebra generated by λ’s with structure constants Nνλµ is called
fusion algebra of A. If Y is invertible, it follows from Lemma 3.3, (8) that any
nontrivial irreducible representation of the fusion algebra is of the form λ →
Sλµ
S1µ
for
some µ.
3.4 The orbifolds
Let A be an irreducible conformal net on a Hilbert space H and let Γ be a finite
group. Let V : Γ → U(H) be a unitary representation of Γ on H. If V : Γ → U(H)
is not faithful, we set Γ′ := Γ/kerV .
Definition 3.4. We say that Γ acts properly on A if the following conditions are
satisfied:
(1) For each fixed interval I and each g ∈ Γ, αg(a) := V (g)aV (g
∗) ∈ A(I), ∀a ∈
A(I);
(2) For each g ∈ Γ, V (g)Ω = Ω, ∀g ∈ Γ.
We note that if Γ acts properly, then V (g), g ∈ Γ commutes with the unitary
representation U of Mo¨b.
Define B(I) := {a ∈ A(I)|αg(a) = a, ∀g ∈ Γ} and A
Γ(I) := B(I)P0 on H0 where
H0 := {x ∈ H|V (g)x = x, ∀g ∈ Γ} and P0 is the projection from H to H0. Then U
restricts to an unitary representation (still denoted by U) of Mo¨b on H0. Then:
Proposition 3.5. The map I ∈ I → AΓ(I) on H0 together with the unitary repre-
sentation (still denoted by U) of Mo¨b on H0 is an irreducible Mo¨bius covariant net.
The irreducible Mo¨bius covariant net in Prop. 3.5 will be denoted by AΓ and will
be called the orbifold of A with respect to Γ. We note that by definition AΓ = AΓ
′
.
3.5 Complete rationality
We first recall some definitions from [21] . Recall that I denotes the set of intervals of
S1. Let I1, I2 ∈ I. We say that I1, I2 are disjoint if I¯1∩ I¯2 = ∅, where I¯ is the closure
of I in S1. When I1, I2 are disjoint, I1 ∪ I2 is called a 1-disconnected interval in [46].
Denote by I2 the set of unions of disjoint 2 elements in I. Let A be an irreducible
Mo¨bius covariant net as in §2.1. For E = I1∪ I2 ∈ I2, let I3∪ I4 be the interior of the
complement of I1 ∪ I2 in S
1 where I3, I4 are disjoint intervals. Let
A(E) := A(I1) ∨ A(I2), Aˆ(E) := (A(I3) ∨A(I4))
′.
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Note that A(E) ⊂ Aˆ(E). Recall that a net A is split if A(I1) ∨ A(I2) is naturally
isomorphic to the tensor product of von Neumann algebras A(I1) ⊗ A(I2) for any
disjoint intervals I1, I2 ∈ I. A is strongly additive if A(I1) ∨ A(I2) = A(I) where
I1 ∪ I2 is obtained by removing an interior point from I.
Definition 3.6. [21] A is said to be completely rational if A is split, strongly additive,
and the index [Aˆ(E) : A(E)] is finite for some E ∈ I2 . The value of the index
[Aˆ(E) : A(E)] (it is independent of E by Prop. 5 of [21]) is denoted by µA and is
called the µ-index of A. If the index [Aˆ(E) : A(E)] is infinity for some E ∈ I2, we
define the µ-index of A to be infinity.
A formula for the µ-index of a subnet is proved in [21]. With the result on strong
additivity for AΓ in [44], we have the complete rationality in following theorem.
Note that, by our recent results in [33], every irreducible, split, local conformal
net with finite µ-index is automatically strongly additive.
Theorem 3.7. Let A be an irreducible Mo¨bius covariant net and let Γ be a finite
group acting properly on A. Suppose that A is completely rational. Then:
(1): AΓ is completely rational or µ-rational and µAΓ = |Γ
′|2µA;
(2): There are only a finite number of irreducible covariant representations of AΓ
(up to unitary equivalence), and they give rise to a unitary modular category as defined
in II.5 of [39] by the construction as given in §1.7 of [48].
Suppose that A and Γ satisfy the assumptions of Th. 3.7. Then AΓ has only finite
finite number of irreducible representations λ˙ and
∑
λ˙
d(λ˙)2 = µAΓ = |Γ
′|2µA.
The set of such λ˙’s is closed under conjugation and compositions, and by Cor.
32 of [21], the Y -matrix in (6) for AΓ is non-degenerate, and we will denote the
corresponding genus 0 modular matrices by S˙, T˙ . We note that d(λ˙) is conjectured
to be related to the asymptotic dimension of Kac-Wakimoto in [19], and one can find
a precise statement of the conjecture and its consequences in [27] and in §2.3 of [50].
Denote by λ˙ (resp. µ) the irreducible covariant representations of AΓ (resp. A) with
finite index. Denote by bµλ˙ ∈ N ∪ {0} the multiplicity of representation λ˙ which
appears in the restriction of representation µ when restricting from A to AΓ. The
bµλ˙ are also known as the branching rules. An irreducible covariant representation λ˙
of AΓ is called an untwisted representation if bµλ˙ 6= 0 for some representation µ of
A. These are representations of AΓ which appear as subrepresentations in the the
restriction of some representation of A to AΓ. A representation is called twisted if it
is not untwisted. Note that
∑
λ˙ d(λ˙)bµλ˙ = d(µ)|Γ
′|, and b1λ˙ = d(λ˙). So we have
∑
λ˙ untwisted
d(λ˙)2 ≤
∑
µ
(
∑
λ˙
d(λ˙)bµλ˙)
2 = |Γ′|+
∑
µ6=1
d(µ)2|Γ′|2 < |Γ′|2+
∑
µ6=1
d(µ)2|Γ′|2 = µAΓ
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if Γ′ is not a trivial group, where in the last = we have used Th. 3.7. It follows
that the set of twisted representations of AΓ is not empty. This fact has already been
observed in a special case in [21] under the assumption that AΓ is strongly additive.
Note that this is very different from the case of cosets, cf. [47] Cor. 3.2 where it
was shown that under certain conditions there are no twisted representations for the
coset.
3.6 Restriction to the real line: Solitons
Denote by I0 the set of open, connected, non-empty, proper subsets of R, thus I ∈ I0
iff I is an open interval or half-line (by an interval of R we shall always mean a
non-empty open bounded interval of R).
Given a net A on S1 we shall denote by A0 its restriction to R = S
1 r {−1}.
Thus A0 is an isotone map on I0, that we call a net on R. In this paper we denote
by J0 := (0,∞) ⊂ R.
A representation π ofA0 on a Hilbert spaceH is a map I ∈ I0 7→ πI that associates
to each I ∈ I0 a normal representation of A(I) on B(H) such that
πI˜ ↾A(I) = πI , I ⊂ I˜ , I, I˜ ∈ I0 .
A representation π of A0 is also called a soliton. As A0 satisfies half-line duality,
namely
A0(−∞, a)
′ = A0(a,∞), a ∈ R,
by the usual DHR argument [7] π is unitarily equivalent to a representation ρ which
acts identically on A0(−∞, 0), thus ρ restricts to an endomorphism of A(J0) =
A0(0,∞). ρ is said to be localized on J0 and we also refer to ρ as soliton endo-
morphism.
Clearly a representation π of A restricts to a soliton π0 of A0. But a representation
π0 of A0 does not necessarily extend to a representation of A.
If A is strongly additive, and a representation π0 of A0 extends to a DHR repre-
sentation of A, then it is easy to see that such an extension is unique, and in this case
we will use the same notation π0 to denote the corresponding DHR representation of
A.
3.7 A result on extensions of solitons
The following proposition will play an important role in proving Th.7.1.
Proposition 3.8. Let H1, H2 be two subgroups of a compact group Γ which acts
properly on A , and let π be a soliton of A0. Assume that A is strongly additive.
Suppose that π ↾AHi, i = 1, 2 are DHR representations. Then π ↾ (AH1∨AH2) is also a
DHR representation, where AH1 ∨AH2 is an intermediate net with (AH1 ∨AH2)(I) =
AH1(I) ∨ AH2(I), ∀I.
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Proof Let I be an arbitrary interval with −1 ∈ I. It is sufficient to show that π has
a normal extension to AH1(I) ∨ AH2(I). Since π is a soliton, by choosing a unitary
equivalence class of π we may assume that π(x) = x, ∀x ∈ A(I ′). Let J ⊃ I be an
interval sharing a boundary point with I and let I0 = J ∩ I
′. Since π ↾AHi is a DHR
representation, it is localizable on I0. Denote the corresponding DHR representation
localized on I0 by πi,I0 , then we can find unitary ui such that uiπi,I0u
∗
i = π on A
Hi.
It follows that ui ∈ A
Hi(J) since π is localized on I, and we have π(x) = uixu
∗
i , ∀x ∈
AHi(I). Note that AH1(I) ∩ AH2(I) ⊃ AΓ(I), hence u∗2u1 ∈ A
Γ(I)′ ∩ A(J). Since
AΓ ⊂ A is a strongly additive pair (cf. [49]), it follows that AΓ(I)′ ∩ A(J) = A(I0),
and u1xu
∗
1 = u2xu
∗
2, ∀x ∈ A(I). Hence Adu1 defines a normal extension of π from
AH1(I) to AH1(I) ∨AH2(I). Such an extension is also unique by definition. 
4 Induction and restriction for general orbifolds
Let A be a Mo¨bius covariant net and B a subnet. Given a bounded interval I0 ∈ I0 we
fix canonical endomorphism γI0 associated with B(I0) ⊂ A(I0). Then we can choose
for each I ⊂ I0 with I ⊃ I0 a canonical endomorphism γI of A(I) into B(I) in such
a way that γI ↾A(I0) = γI0 and λI1 is the identity on B(I1) if I1 ∈ I0 is disjoint from
I0, where λI ≡ γI ↾B(I).
We then have an endomorphism γ of the C∗-algebra A ≡ ∪IA(I) (I bounded
interval of R).
Given a DHR endomorphism ρ of B localized in I0, the α-induction αρ of ρ is the
endomorphism of A given by
αρ ≡ γ
−1 · Adε(ρ, λ) · ρ · γ ,
where ε denotes the right braiding unitary symmetry (there is another choice for α
associated with the left braiding). αρ is localized in a right half-line containing I0,
namely αρ is the identity on A(I) if I is a bounded interval contained in the left
complement of I0 in R. Up to unitarily equivalence, αρ is localizable in any right half-
line thus αρ is normal on left half-lines, that is to say, for every a ∈ R, αρ is normal
on the C∗-algebra A(−∞, a) ≡ ∪I⊂(−∞,a)A(I) (I bounded interval of R), namely
αρ ↾ A(−∞, a) extends to a normal morphism of A(−∞, a). We have the following
Prop. 3.1 of [33]:
Proposition 4.1. αρ is a soliton endomorphism of A0.
4.1 Solitons as endomorphisms
Let A be a conformal net and Γ a finite group acting properly on A (cf. (3.4). We
will assume that A is strongly additive. Let π be an irreducible soliton of A0 localized
on J0 = (0,∞). Note that the restriction of π to A(J0) is an endomorphism and
we denote this restriction by π when no confusion arises. Let πAΓ be a soliton of A
Γ
0
localized on J0 and unitarily equivalent to π ↾A
Γ. Let ρ1 be an endomorphism of A(J0)
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such that ρ1(A(J0)) = A
Γ(J0) and ρ1ρ¯1 = γ, where γ is the canonical endomorphism
from A(J0) to A
Γ(J0). Note that [γ] =
⊕
g∈Γ′ [g
′], where for simplicity we have used
[g] to denote the sector of A(J0) induced by the automorphism βg. By [31] as sectors
of AΓ(J0) we have [πAΓ ] = [γπ ↾A
Γ(J0)].
Definition 4.2. Define Γπ := {h ∈ Γ|[hπh
−1] = [π]}. Note that kerV (cf. definition
before (3.4)) is a normal subgroup of Γπ and let Γ
′
π := Γπ/kerV .
Note that
Hom(πAΓ , πAΓ)AΓ(J0) ≃ Hom(ρ¯1πρ1, ρ¯1πρ1)A(J0).
By Frobenius duality we have
〈πAΓ , πAΓ〉 = 〈λ, γλγ〉.
Lemma 4.3. (1) If g 6= h, then 〈π, gπh−1〉 = 0;
(2) 〈π, γπγ〉 = |Γ′π| = 〈γπ ↾A
Γ, γπ ↾AΓ〉 where Γ′π = Γπ/kerV ;
(3)
〈γπ ↾AΓ, γπ ↾AΓ〉 = 〈γ1π ↾A
Γpi , γ1π ↾A
Γpi〉
where γ1 is the canonical endomorphism from A(J0) to A
Γpi(J0);
(4) Every irreducible summand of π ↾AΓpi0 (as soliton of A
Γpi
0 ) remains irreducible
when restricting to AΓ0 .
Proof Note that gπh−1 = gπg−1gh−1, and gπg−1 is a soliton equivalent to πg−1 but
localized on J0. By Lemma 8.5 of [33] we have proved (1). (2),(3) follows from (1)
and the definition of Γπ. (4) follows from (3). 
Proposition 4.4. Let π1, π2 be two irreducible solitons of A0 . If there is g ∈ Γ
′ such
that [π1] = [gπ2g
−1], then [γπ1 ↾A
Γ] = [γπ2 ↾A
Γ]. Otherwise 〈γπ1 ↾A
Γ, γπ2 ↾A
Γ〉 = 0.
Proof By Frobenius duality and Lemma 8.5 of [33] we have
〈γπ1 ↾A
Γ, γπ2 ↾A
Γ〉 =
∑
g∈Γ′
〈π1, gπ2g
−1〉
Hence 〈γπ1 ↾A
Γ, γπ2 ↾A
Γ〉 = 0 if there is no g ∈ Γ′ such that [π1] = [gπ2g
−1]. If there
is g ∈ Γ such that [π1] = [gπ2g
−1], then
〈γπ1 ↾A
Γ, γπ2 ↾A
Γ〉 =
∑
h∈Γ′pi1
〈π1, hgπ2g
−1h−1〉 = |Γ′π1|
By exchanging π1 and π2 we get
〈γπ1 ↾A
Γ, γπ2 ↾A
Γ〉 = 〈γπ1 ↾A
Γ, γπ1 ↾A
Γ〉 = 〈γπ2 ↾A
Γ, γπ2 ↾A
Γ〉
It follows that [γπ1 ↾A
Γ] = [γπ2 ↾A
Γ]. 
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Theorem 4.5. Assume that π is irreducible with finite index and [β] = [γπ ↾AΓ] =⊕
j mj [βj]. Then [αβj ] = mj(
⊕
i[hiπh
−1
i ]) where hi are representatives of Γ/Γπ. In
particular d(βj) = mjd(π)
|Γ|
|Γpi|
, and
∑
j d(βj)
2 = |Γ|
2
|Γpi|
d(π)2.
Proof By the definition we have [γαβ] = [βγ] = [γπγ]. So we have 〈γαβ, π〉 =
〈γπγ, π〉 = |Γπ|. By Lemma 8.5 of [33] we have 〈γαβ, π〉 = 〈αβ, π〉, and therefore αβ ≻
|Γπ|π. By Lemma 8.1 of [33] we have [hiαβh
−1
i ] = [αβ], so [αβ] ≻ |Γ
′
π|
⊕
i[hiπh
−1
i ]. On
the other hand d(αβ) = d(β) = |Γ
′|d(π) = |Γ′π|
∑
i d(hiπh
−1
i ). It follows that
[αβ ] = |Γ
′
π|
(⊕
i
[hiπh
−1
i ]
)
.
Note that by Lemma 8.1 of [33] [h−1i αβjhi] = [αβj ], hence
〈αβj , hiπh
−1
i 〉 = 〈h
−1
i αβjhi, π〉 = 〈αβj , π〉.
So we must have [αβj ] = kj(
⊕
i[hiπh
−1
i ]) for some positive integer kj . We note that
kj = 〈αβj , π〉 ≤ 〈βj, γπ ↾A
Γ〉 = mj by definitions and Frobenius duality. On the other
hand
∑
j mjkj = |Γ
′
π| =
∑
j m
2
j , and we conclude that kj = mj . Since by definition
|Γ|
|Γpi|
= |Γ
′|
|Γ′pi|
, the proof of the theorem follows. 
4.2 Solitons as representations
In this section we use πˆ to denote an irreducible soliton of A0 on a Hilbert space Hπ.
Let π be a soliton unitarily equivalent to πˆ but localized on J0 as in the previous
section. The restriction of πˆ to AΓ0 , denoted by πˆ ↾ A
Γ
0 is also a soliton. Define
Hom(πˆ ↾AΓ0 , πˆ ↾A
Γ
0 ) := {x ∈ B(Hπ)|xπˆ(a) = πˆ(a)x, ∀x ∈ A
Γ
0}, and let 〈πˆ ↾A
Γ
0 , πˆ ↾
AΓ0 〉 = dimHom(πˆ ↾A
Γ
0 , πˆ ↾A
Γ
0 ).
Lemma 4.6. (1)
〈πˆ ↾AΓ0 , πˆ ↾A
Γ
0 〉 = 〈γπ ↾A
Γ
0 , γπ ↾A
Γ
0 〉;
(2) h ∈ Γπ if and only if πˆ · Adh ≃ πˆ as representations of A0.
Proof By [31] πˆ ↾AΓ0 and γπ ↾A
Γ
0 are unitarily equivalent as solitons of A
Γ
0 . Note
that γπ ↾AΓ0 is localized on J0, and (1) follows directly. As for (2), we note that h
−1πh
is localized on J0 and unitarily equivalent to πˆ · Adh, and (2) now follows from the
definition (4.2). 
From (2) of Lemma 4.6 we have for any h ∈ Γ′π, there is a unitary operator
denoted by πˆ(h) on Hπ such that Adπˆ(h)∗ · πˆ = πˆ · Adh as solitons of A0. Since πˆ is
irreducible, there is a U(1) valued cocycle cπ(h1, h2) on Γπ such that πˆ(h1)πˆ(h2) =
cπ(h1, h2)πˆ(h1h2). We note that cπ(h1, h2) is fixed up to coboundaries (cf. §2 of [20]).
Hence h → πˆ(h) is a projective unitary representation of Γ′π on Hπ with cocycle cπ.
Assume that
Hπ =
⊕
σ∈E
Mσ ⊗ Vσ
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where E is a subset of irreducible projective representations of Γ′π with cocycle cπ,
and Mσ is the multiplicity space of representation Vσ of Γπ. Then by definition each
Mσ is a representation of A
Γ
0 .
Lemma 4.7. Fix an interval I. Assume that πˆ is a representation of A(I) (resp.
a projective representation of Γ′ with cocycle cπ) on a Hilbert space H such that
πˆ(βh(x)) = πˆ(h)πˆ(x)πˆ(h)
∗, ∀x ∈ A(I). Let σ1 ∈ Γˆ
′ where Γˆ′ denotes the set of irre-
ducible representations of Γ′, and σ2 be an irreducible summand of the representation
πˆ of Γ′. Then:
(1) any irreducible summand σ of σ1 ⊗ σ2 appears as an irreducible summand in
the projective representation πˆ of Γ′ with cocycle cπ. In particular if σ2 is the trivial
representation of Γ′ then all elements of Γˆ′ appear as irreducible summand of the
representation π of Γ′.
(2) Every irreducible projective representation of Γ′ with cocycle cπ appear as an
irreducible summand of πˆ, and
∑
σ,σ has cocycle cpi
dim(σ)2 = |Γ′|2.
Proof Ad(1): Since the action of Γ′ on A is proper, and AΓ(I) is a type III factor, for
any σ1 ∈ Γˆ
′, by Page 48 of [14] we can find a basis V (σ1)i, 1 ≤ i ≤ dimσ1 in A(I) such
that V (σ1)
∗
iV (σ1)j = δij , and the linear span of V (σ1)i, 1 ≤ i ≤ dimσ1 forms the irre-
ducible representation σ1 of Γ
′. LetW (σ2)i ∈ H, 1 ≤ i ≤ dimσ2 be an orthogonal basis
of representation σ2. We claim that the vectors π(V (σ1)i)W (σ2)j , 1 ≤ i ≤ dimσ1, 1 ≤
j ≤ dimσ2 in H are linearly independent. If
∑
ij Cijπ(V (σ1)i)W (σ2)j = 0 for some
complex numbers Cij, multiply both sides by πˆ(V (σ1)
∗
i ) and use the orthogonal prop-
erty of V (σ1)j ’s above we have
∑
j CijW (σ2)j = 0, and hence Cij = 0 since W (σ2)j ’s
are linearly independent. It follows that the linear span of πˆ(V (σ1)i)W (σ2)j, 1 ≤ i ≤
dimσ1, 1 ≤ j ≤ dimσ2 gives a tensor product representation of Γ
′ on a subspace of H,
and the lemma follows.
Ad (2): Let σ3 be an irreducible summand of π, and let σ4 be an arbitrary ir-
reducible projective representation of Γ′ with cocycle cπ. By definition σ¯3 ⊗ σ4 is a
representation of Γ′ (σ¯3 stands for the conjugate of σ3), and hence σ¯3 ⊗ σ4 ≻ σ5 for
some σ5 ∈ Γˆ′, and it follows that σ4 appears as an irreducible summand of σ3 ⊗ σ5,
and so by (2) every irreducible projective representation of Γ′ with cocycle cπ appears
as an irreducible summand of π. Note the twisted group algebra Ccpi [Γ′] with cocycle
cπ (cf. P. 85 of [20]) is semisimple, and the equality in (2) follows. 
Theorem 4.8. (1) Hom(πˆ ↾AΓ, πˆ ↾AΓ) =
⊕
σ∈E Mat(dim(σ)) where E is the set of
irreducible projective representations of Γ′π with the cocycle cπ;
(2)
∑
σ∈E dim(σ)
2 = |Γ′π|;
(3) Mσ as defined before Lemma 4.7 is an irreducible representation of A
Γ
0 , and
Mσ is not unitarily equivalent to Mσ′ if σ 6= σ
′.
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Proof (1) (2) follows directly from Lemma 4.7. As for (3), note that by (2) of
Lemma 4.3 and (1) of Lemma 4.6 we have 〈πˆ ↾ AΓ, πˆ ↾ AΓ〉 = |Γ′|. On the other
hand 〈π ↾AΓ, π ↾AΓ〉 ≥
∑
σ∈E dimV
2
σ with equality iff Mσ as above is an irreducible
representation of AΓ0 , and Mσ is not unitarily equivalent to Mσ′ if σ 6= σ
′. Since we
have equality by (2), (3) is proved. 
Since for cyclic group H2(Zk, U(1)) = 0, we have proved the following corollary
which generalizes Lemma 2.1 of [45].
Corollary 4.9. If Γ′π = Zk for some positive integer k, then Hom(πˆ ↾A
Γ, πˆ ↾AΓ) is
isomorphic to the group algebra of Zk, and πˆ ↾A
Γ decomposes into k distinct irreducible
pieces.
5 Solitons in Affine Orbifold
5.1 Conformal nets associated with the affine algebras
Let G be a compact Lie group of the form G := G0×G1×· · ·×Gs where G0 = U(1)r,
and Gj , j = 1, ..., s, are simple simply-connected groups. Let gj denoted the Lie
algebra of Gj , j = 0, ..., s and let L := {ω ∈ g0|e2πiω = 1}. Note that G0 = U(1)r =
Rr/L. We assume that g =
⊕
j g
j is equipped with a symmetric even negative definite
invariant bilinear form. This means that the length square of any ω ∈ igj(j = 0, ..., s)
such that e2πiω = 1 is an even integer. Note that our condition on the bilinear form is
slightly stronger than the condition on P. 61 of [18] to ensure locality of our nets (cf.
Remark 1.1 of [18]). When restricted to a simple gj, the even property means that
the bilinear form is equal to kj(v|v
′), where kj ∈ N will be identified with the level of
the affine Kac-Moody algebra gˆj and
(v|v′) =
1
2g∨j
Trgj (AdvAdv′)
(g∨j is the dual Coxeter number of g
j). We will fix k0 = 1.
We will denote by L˜G the central extension of LG whose Lie algebra is the
(smooth) affine Kac-Moody algebra gˆ. For an interval I ⊂ S1, we denote by L˜IG :
{f ∈ L˜G|f(t) = e, ∀t ∈ I ′ where e id the identity element in G, and L˜Ig : {p ∈
L˜g|p(t) = 0, ∀t ∈ I
′. We will write elements of L˜g as (f, c) where f ∈ Lg, c ∈ C
and (0, c) is in the center of L˜g. Denote by AGk the conformal net associated with
representations of L˜G at level k = (k0, ..., ks). The following lemma follows from [41]:
Lemma 5.1. AGk is strongly additive.
For simplicity we will denote AGk by A in this chapter. Let Zj ⊂ G
j denote the
center of Gj , j = 1, ..., s, and let Z0 = L∗/L where L∗ := {µ ∈ g0|(µ|ω) ∈ Z, ∀ω ∈ L}.
The following finite subgroup of G will play an important role:
Z(G) := Z0 × Z1 × · · · × Zs
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Recall from §4.2 of [18] that an element g ∈ G is called non-exceptional if there
exists β(g) ∈ ig such that g = e2πiβ(g) and the centralizer Gg := {b
′ ∈ G|b′gb′−1 = g}
of g is the same as Gβ(g) : {b
′ ∈ G|b′β(g)b′−1 = β(g)}, the centralizer of β(g).
Let Γ be a finite subgroup of G. Then it follows by definition that Γ acts properly
on A. We will be interested in the irreducible representations of AΓ. Note that
Z(G) acts on A trivially. Hence AΓ = A〈Γ,Z(G)〉 where 〈Γ, Z(G)〉 is the subgroup
of G generated by Γ, Z(G). Without losing generality, we will always assume that
Γ ⊃ Z(G). By definition before (3.4) we have Γ′ = Γ/Z(G).
The following definition is definition 4.1 of [18]:
Definition 5.2. A group Γ is called a non-exceptional subgroup of G if for any
g ∈ Γ there exists ζ ∈ Z(G) such that ζg is a non-exceptional element.
Recall from [18] that every element of Z can be written in the form
ζ = (ζ
(0)
j0
, ..., ζ
(s)
js ) ∈ Z0 × · · · × Zs, ζ
(ν)
jν = e
2πiΛ
(ν)
j .
Here Λ
(0)
j generate the finite abelian group L
∗/L; for each simple component g the
fundamental weight Λj belongs to the set J (1.33) of [18]. If both g and ζjg are
non-exceptional, we can write
β(ζjg) = β(g) + Λj +m, [β(g), β(ζjg)] = 0, e
2πim = 1. (9)
Now we define the action of ζj on Λ. By Lemma 4.1 of [18] the phase factor
σj(b
′) = e2πi(kΛj+km|β
′), b′ = e2πiβ
′
∈ Γg, [β
′,Λj +m] = 0 (10)
gives a 1-dimensional representation of σj of Γg. The transformation Λ→ ζj(Λ) of a
lattice weight Λ ∈ L∗ is given by ζj(Λ) = (Λ + Λj)modL. If g is a simple rank l Lie
algebra and Λ is an integral weight at level k, then ζj(Λ) := kΛj + wjΛ where wj is
the unique element of the Weyl group of g that permutes the set {−θ, α1, ..., αl} and
satisfies −wjθ = αj .
Definition 5.3. [18] For any ζ ∈ Z, Λ =
∑
ν Λ
ν, we define:
ζ(Λ) =
∑
ν
(wjνΛ
ν + kνΛjν).
We will use πΛ to denote the irreducible representations of L˜G on a Hilbert space HΛ
with highest weight Λ.
Note that πΛ gives an irreducible representation of AGk by §3 of [8] on HΛ. We
will write ζ = e2πiβ(ζ) with β(ζ) = (β(ζ
(0)
j0
), ..., β(ζ
(s)
js
)) and β(ζ
(ν)
jν
) = Λ
(ν)
j +m where
m is as in (10). Let Pg : [0, 1] → G be a map with Pg(θ) = e
2πiβ(g)θ, 0 ≤ θ ≤ 1,
Pζg : [0, 1]→ G be a map with Pζg(θ) = e
2πiβ(ζg)θ, 0 ≤ θ ≤ 2π, and Pζ : [0, 1]→ G be
a map with Pζ(θ) = e
2πiβ(ζ)θ, 0 ≤ θ ≤ 1. We note that AdPζ is an automorphism of
LG since ζ is in the center of G.
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Lemma 5.4. (1) If g is non-exceptional then Pg ∈ Z(Gg);
(2) If ζg, g are non-exceptional then PζgP
−1
g = Pζ .
Proof If h ∈ Gg, since g is non-exceptional, it follows that
he2πiθβ(g)h−1 = e2πiθβ(g), 0 ≤ θ ≤ 1
and (1) is proved.
Since ζg, g are non-exceptional , by (9) [β(ζg), β] = 0 and (2) follows immediately.

Lemma 5.5. If ζg, g are non-exceptional in , and with notations as above, we have:
(1) AdPζ lifts to an automorphism denoted by Adζ of L˜G;
(2) The induced action of Adζ on L˜g is given by
Adζ(f, c) = (AdPζ .f, k(ζ |f) + c);
(3) There is an unitary U : Hζ(Λ) → HΛ such that U
∗πζ(Λ)(Adζ)U = πΛ as repre-
sentations of L˜G;
(4) U∗πζ(Λ)(h)σζ(h)U = πΛ(h) for any h ∈ Γg, where σζ = ⊗νσjν with σjν as
defined in (10).
Proof We note that the path PζgP
∗
g is an element of L(G/Z(G)). When G is
semisimple, (1),(2) follows from Lemma 4.6.5 and equation (4.6.4) of [36]. The proof
in §4.6 of [36] also generalizes easily to the proof of (1) and (2) when G = G0 = U(1)
r.
As for (3), first note that πζ(Λ)(Adζ) is an irreducible representation of L˜G, since such
irreducible representations are classified (cf. [36] and [17]), we just have to identify it
with the known representations. By using Th. 4.2 of [18] for the special case when
the group Γ is trivial, we conclude that the character of πζ(Λ) ·Adζ is the same as that
of πΛ(L˜G), and it follows that they are unitarily equivalent as representations of L˜G.
For any h = e2πiβ
′
∈ Gg ⊂ L˜G, by (2) we have
πΛ(Adζ(h)) = πΛ(h)
∏
ν
e2πik(β
′|Λjν+m) = πΛ(h)σζ(h)
Using (3) we have
U∗πζ(Λ)(h)σζ(h)U = πΛ(h)

5.2 Constructions of solitons
Let πΛ be an irreducible representation of L˜G with highest integral weight Λ. We
will denote the net AGk simply by A in this section. For g ∈ G, let β(g) be an
element in the Lie algebra of G such that e2πiβ(g) = g. Define Pg(θ) := e
2πiθβ(g), 0 ≤
θ ≤ 1. Identify R with the open interval (0, 1) via a smooth map ϕ : (−∞,+∞) →
(0, 1), ϕ(t) = 1
π
(tan−1(t) + π
2
). For any I ⊂ R, Let Pg,I ∈ LIG be a loop localized on
I such that Pg,I(t) = Pg(ϕ(t)), ∀t ∈ I.
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Definition 5.6. For any x ∈ A(I), define πˆΛ,g,I(x) := πΛ(Pg,IxP
∗
g,I).
We note that the above definition is independent of the choice of Pg,I : if P˜g,I
is another loop such that P˜g,I(t) = Pg,I(t), ∀t ∈ I, then P˜g,I(t)P
−1
g,I is a loop with
support in I ′, and so πΛ(Pg,IxP
∗
g,I) = πΛ(P˜g,IxP˜
∗
g,I), ∀x ∈ A(I). One checks easily that
definition (5.6) defines a soliton, and we denote it by πˆΛ,g.
Fix J0 := (0,∞) ⊂ R. To obtain a soliton equivalent to πˆΛ,g but localized on
J0, we choose a smooth path P
J0
g ∈ C
∞(R, G) which satisfies the following boundary
conditions: P J0g (t) = e, if −∞ < t ≤ 0 and P
J0
g (t) = g, if 1 ≤ t <∞. For any interval
I ⊂ R, we choose a loop P J0g,I ∈ LG such that P
J0
g,I(t) = P
J0
g (t), ∀t ∈ I.
Definition 5.7. For any x ∈ A(I), define πΛ,g,I := Λ(P
J0
g,IxP
J0
g,I
∗
) where we use Λ to
denote a representation unitarily equivalent to πΛ but localized on J0.
We denote the soliton in the above definition as πΛ,g.
Proposition 5.8. The unitary equivalence class of πΛ,g is independent of the choice
of the path P J0g as long as it satisfies the boundary conditions given as above, and πΛ,g
is localized on J0. Moreover πΛ,g is unitarily equivalent to πˆΛ,g, and πΛ,g restricts to a
DHR representation of A〈g〉 where 〈g〉 denotes the closed subgroup of G generated by
g.
Proof If P˜ J0g is another path which satisfies the same boundary condition as P
J0
g ,
then P˜ J0g P
J0
g
−1
∈ LG, and the first statement of the proposition follows by definition.
By definition πΛ,g,J ′0(x) = x, ∀x ∈ A(J
′
0) since P
J0
g (t) = e, if −∞ < t ≤ 0, and so
πΛ,g is localized on J0. Since P
J0
g P
−1
g extends to an element in LG, it follows that
πΛ,g is unitarily equivalent to πˆΛ,g. To prove the last statement, let I be an interval
with −1 ∈ I. It is sufficient to show that πΛ,g has a normal entension to A
〈g〉(I).
Recall from §3.6 that we identify R = S1 r {−1} and J0 = (0,∞) ⊂ R. Since the
net A is strongly additive by Lemma 5.1, and so A〈g〉 is strongly additive by [49],
we can assume that A〈g〉(I) = A〈g〉(−∞, a) ∨ A〈g〉(b,∞) where a < b. Let us assume
that P J0g,(−∞,a) and P
J0
g,(b,∞) are the elements in LG such that AdΛ(P J0
g,(−∞,a)
)
= πΛ,g,(−∞,a)
and Ad
Λ(P
J0
g,(b,∞)
)
= πΛ,g,(b,∞) as in Definition 5.7. Choose an element P˜ ∈ LG so
that P˜ (t) = gP J0g,(−∞,a)(t),−∞ < t < a and P˜ (t) = P
J0
g,(b,∞)(t), b < t < ∞. Then by
definition AdΛ(P˜ )(x) = πΛ,g(x), ∀x ∈ A
〈g〉(−∞, a) ∨ A〈g〉(b,∞), and hence AdΛ(P˜ )
defines the normal extension of πΛ,g to A
〈g〉(I). 
Proposition 5.9. As sectors of A(J0) we have:
(1) [πΛ,g] = [Λπ1,g];
(2) [π1,g1π1,g2 ] = [π1,g1g2], [hπΛ,gh
−1] = [πΛ,hgh−1];
(3) Assume that Λ, µ are irreducible DHR representations of A. Then 〈Λ, µπ1,gh〉 =
1 if and only if h ∈ Z(G), g ∈ Z(g) and Λ = g−1(µ) where the action of the center is
as in (5.3). In all other cases 〈Λ, µπ1,gh〉 = 0;
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(4) If Λ1,Λ2 are irreducible DHR representations of A , then 〈πΛ1,g1, πΛ2,g2h〉 = 1
if and only if h ∈ Z(G) and there exists a g ∈ Z(G) such that g2 = gg1 and Λ2 =
g−1(Λ1). In all other cases 〈πΛ1,g1, πΛ2,g2h〉 = 0;
(5) The stabilizer ΓΛ,gof πΛ,g (cf. (4.2)) is given by ΓΛ,g = {h ∈ Γ|hgh
−1 =
g1g, g1(Λ) = Λ, g1 ∈ Z(G)}.
Proof (1) and (2) follows directly from definition 5.7. Now assume that 〈Λ, µπ1,gh〉 =
1. By lemma 8.5 of [33] we conclude that [h] = [1] and so h ∈ Z(G), hence [Λ] =
[µπ1,g], and it follows that µπ1,g is a DHR representation of the net A. In particular
µπ1,g is normal on A(−∞, 0) ∨ A(1,∞). Choose µ to be localized on A(0, 1). Since
A(−∞, 0) ∨ A(1,∞) is a type III von Neumann algebra, there is a unitary u such
that π1,g(x) = uxu
∗, ∀x ∈ A(−∞, 0) ∨ A(1,∞). Since π1,g = id on A(−∞, 0) and
π1,g = Adg on A(1,∞), we have u ∈ A(−∞, 0)
′ ∩ AG(1,∞)′. By (2) of Lemma 3.6
in [49] the pair AG ⊂ A is strongly additive (cf. Definition 3.2 of [49] ) since A is
strongly additive by Lemma 5.1, and so A(−∞, 0)′ ∩ AΓ(1,∞)′ = A(0, 1). Therefore
u ∈ A(0, 1),Adg(x) = x, ∀x ∈ A(1,∞), and so g ∈ Z(G). Hence we have 〈Λ, µπ1,g〉 =
1. By (3) of Lemma 5.5 and definition of π1,g we have Λ = g
−1(µ) where the action
of the center is defined in (5.3).
As for (4), by (1) and (2) we have
〈πΛ1,g1, πΛ2,g2h〉 = 〈Λ1π1,g1 ,Λ2π1,g2h〉 = 〈Λ1,Λ2π1,g2hπΛ1,g−11 〉 (11)
= 〈Λ1,Λ2π1,g2hg−11 h−1h〉 (12)
and (4) follows from the above equation and (3). (5) follows from definitions and (4).

5.2.1 Comparing solitons with “twisted representations”
Let e2πiβ = g and choose the Cartan subalgebra of g which contains β. In the definition
(5.6), if we choose x = π1(y), y ∈ L˜IG, then πˆΛ,g,I(π1(y)) = πΛ(Pg,IyP
∗
g,I). Note that
AdPg,I is an automorphism of L˜IG, and induces an automorphism on L˜Ig. By Prop.
4.3.2 of [36], if we write elements of L˜Ig as (f, c), where f ∈ C
∞(S1, g) with support
in I, and c ∈ C, then
AdPg,I (f, c) = (AdPg,I .f, c+ k(β|f)) (13)
Let us check that (13) agrees with the definition of twisted representation 2.11-2.14
of [18] on L˜Ig, ∀I ⊂ R. Let E
α be a raising or lowering operator as on Page 64 of
[18]. Let f1 ∈ C
∞(S1,R) be a smooth map such that f1(t) = 0, ∀t ∈ I
′. By the
commutation relation [Eα, β] = −(α|β)Eα we have AdPg,I .f = z
−(α|β)Eαf1 where
z−(α|β) := e−2πiθ(α|β) as a function on [0, 1], and (β|f1E
α) = 0 by definition. By (13)
we have
AdPg,I (f1E
α, c) = (z−(α|β)Eαf1, c)
which is the restriction of (2.11) of [18] to L˜Ig. Similarly one can check that (13)
agrees with the definition of twisted representation 2.12-2.14 of [18] on L˜Ig, ∀I ⊂ R.
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Hence our soliton representations in Definition 5.6 can be regarded as “exponentiated”
version of the twisted representations in §2 of [18]. In the next section we shall
see that these soliton representations are important in constructing irreducible DHR
representations of AΓ. Motivated by the above observations, we have the following
conjecture:
Conjecture 5.10. There is a natural one to one correspondence between the set of
irreducible DHR representations of AΓ and the set of irreducible representations of
the orbifold chiral algebra as defined on Page 74 of [18] with gauge group Γ.
We note that this conjecture, together with the results of §5.4 and §5.5, give a
prediction on the the set of irreducible representations of the orbifold chiral algebra
as defined on Page 74 of [18] with non-exceptional gauge group Γ.
5.3 Completely rational case
Assume that the net A associated to G has the property that
µA =
∑
Λ
d(Λ)2 (14)
where the sum is over all irreducible projective representations of LG of a fixed level.
When G = SU(N) this property is proved by [46]. We show that all irreducible
DHR representations of AΓ are obtained from decomposing the restriction of solitons
πΛ,g to A
Γ, answering one of the motivating questions for this paper. By Prop. 4.4
πΛ1,g1 ↾A
Γ ≃ πΛ2,g2 ↾A
Γ iff there exists h ∈ Γ such that [hπΛ1,g1h
−1] = [πΛ2,g2. By (2)
and (4) of Prop. 5.9 this is true if there is a g3 ∈ Z(G) such that Λ2 = g
−1
3 (Λ1) and
g2 = hg3g1h
−1. Define an action of group Z(G)×Γ on the set (Λ, g) by (g3, h).(Λ, g) =
(g3
−1(Λ), hg3g1h
−1). Denote the orbit of (Λ, g) by {Λ, g}. Note that the stabilizer of
(Λ, g) has the same order as the stabilizer ΓΛ,g of πΛ,g by (5) of Prop. 5.9. Hence
the orbit {Λ, g} contains |Z(G)×Γ|
|ΓΛ,g|
elements. Let [γπΛ,g] =
∑
imi[βi] where βi are
irreducible DHR representations of AΓ.
By Th. 4.5
∑
i d(βi)
2 = |Γ
′|2
|Γ′Λ,g|
d(Λ)2. By Prop. 4.4 we get the sum of index of
all different irreducible DHR representations of AΓ coming from decomposing the
restriction of πΛ,g to A
Γ is given by
∑
{Λ,g}
|Γ′|2
|Γ′Λ,g|
d(Λ)2.
Since the orbit {Λ, g} contains |Z(G)×Γ|
|ΓΛ,g|
elements, the above sum is equal to
∑
Λ,g
|Γ′|2
|Γ|
d(Λ)2 = |Γ′|2µA = µAΓ
where in the last = we have used Th. 3.7. By Th. 33 of [21] we have proved the
following:
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Theorem 5.11. If equation (14) holds, then every irreducible DHR representation of
AΓ is contained in the restriction of πΛ,g to A
Γ for some Λ, g where πΛ,g is defined as
in (5.7).
Let G = SU(N1) × SU(N2) × · · · × SU(Nm) and let level k = (k1, ..., km). Since
AGk verifies equation (14) by [46], we have the following:
Corollary 5.12. Let Γ ⊂ G = SU(N1)×SU(N2)×· · ·×SU(Nm) be a finite subgroup.
Then every irreducible DHR representation of AΓGk is contained in the restriction
of πΛ,g to A
Γ
Gk
for some Λ, g ∈ Γ where πΛ,g is defined as in definition (5.7) and
AΓGk is the conformal net associated with the projective representation of LG at level
k = (k1, ..., km).
5.4 Identifying representations of AΓ for non-exceptional Γ
In this section we assume that Γ is a non-exceptional finite subgroup of G (cf. 5.2).
Assume that g ∈ Γ is a non-exceptional element in Γ with g = e2πiβ and Gg = Gβ. We
will choose the path Pg as Pg(θ) = e
2πiθβ, 0 ≤ θ ≤ 1. Let σ be an irreducible character
of the group Γβ := Γ ∩Gβ = Γg. Let
PΛ,σ :=
σ(1)
|Γg|
∑
h∈Γβ
σ∗(h)πΛ(h) (15)
By Lemma 5.15 PΛ,σπΛ,g is a direct sum of σ(1) copies of a DHR representation of A
Γ
(on PΛ,σHΛ) which we denote by πΛ,g,σ. We have:
Proposition 5.13. Let h ∈ NG(Γg) := {b ∈ G|bΓgb
−1 = Γg}. Then as representation
of AΓg we have
πΛ,g,σ · Adh−1 ≃ πΛ,hgh−1,σh
where σh is an irreducible representation of Γhgh−1 defined by σ
h(b) = σ(h−1bh).
Proof By definition (5.6) ∀x ∈ A(I), I ⊂ R we have
πˆΛ,g(Adh−1x) = πΛ(Pg,Ih
−1xhP ∗b,I) = πΛ(g)
∗πΛ(hPg,Ih
−1xhP ∗g,Ih
−1)πΛ(h) (16)
= πΛ(h)
∗πˆΛ,hgh−1(x)πΛ(h) (17)
On the other hand from the definition (15) one checks that
πΛ(h)
∗PΛ,σhπΛ(h) = PΛ,σ
It follows that ∀y ∈ AΓg(I)
πΛ,g,σ · Adh−1y = πΛ(g)
∗πΛ,hgh−1,σh(y)πΛ(g).

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Proposition 5.14. For the pair of non-exceptional triples X = (Λ, g, σ) and
ζ(X) := (
∑
ν
(wjνΛ
ν + kνΛjν , ζg, σ ⊗ (⊗νσjν ))
where σjν is defined as in (10), we have πX ≃ πζ(X) as DHR representations of A
Γg
0 .
Proof For any a ∈ A(I) we have:
πˆζ(Λ),ζg(a) = πζ(Λ)(PζgP
∗
g PgaP
∗
g PgP
∗
ζg) = πζ(Λ)(PζPgxP
∗
g P
∗
ζ )
where we have used (2) of Lemma 5.4. By (3) of Lemma 5.5 There exists a unitary
U such that
πζ(Λ)(PζPgaP
∗
g P
∗
ζ ) = UπΛ,g(a)U
∗.
By (4) of Lemma 5.5
πζ(Λ)(h) = UπΛ(h)σζ(h)U
∗,
and it follows by definition (15)
Pζ(Λ),σ⊗σζ = UPΛ,σU
∗,
hence the proposition is proved by definition. 
5.5 Details on decomposing solitons: fixed point resolutions
Assume that g ∈ Γ is a non-exceptional element with g = e2πiβ and Gg = Gβ. We will
choose the path Pg as Pg(θ) = e
2πiθβ , 0 ≤ θ ≤ 1. Let πˆΛ,g ↾A
Γ ≃
∑
imiβi where βi are
irreducible DHR representations of AΓ. Define Γg := {h ∈ Γ|hg = gh}. Note that Γg
is a normal subgroup of ΓΛ,g and ΓΛ,g/Γg = {h ∈ Z(G)|hΛ = Λ} is an abelian group
(cf. (5) of Lemma 5.9).
Lemma 5.15. For all x ∈ A(I), h ∈ Γg,
πΛ(h)πˆΛ,g(x)πΛ(h)
∗ = πˆΛ,g(hxh
∗).
Proof Since π1(L˜IG) generates A(I), it is sufficient to check the equation for x =
π1(y), y ∈ LIG. As elements in LG we have
hPg,IyP
−1
g,I h
−1 = Pg,Ihyh
−1P−1g,I
where we have used hPgh
−1 = Pg by (1) of Lemma 5.4. It follows by definition (5.6)
that
πΛ(h)πˆΛ,g(x)πΛ(h)
∗ = πˆΛ,g(hxh
∗).

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Assume that when restricting toAΓg ,HΛ =
⊕
σ∈E Mσ⊗Vσ where Vσ are irreducible
representation spaces of Γg, E ⊂ IrrΓg and Mσ the corresponding multiplicity spaces.
By Th. 4.1 of [18], σ appears in the above decomposition iff σ|Z(G) = Λ|Z(G).
Applying Th. 4.8 to the pair AΓg ⊂ A, each Mσ with σ|Z(G) = Λ|Z(G) is an
irreducible DHR representation of AΓg . We will denoteMσ by πΛ,g,σ. When ΓΛ,g/Γg is
nontrivial, the next question is how πΛ,g,σ decomposes when restricting to A
ΓΛ,g . This
is the issue of “fixed point resolutions”, since the action of the center has a nontrivial
fixed point on the quadruples as described on Page 78 of [18], and the question about
the nature of how πΛ,g,σ decomposes as representation of A
Γ is implicitly raised.
Assume that ΓΛ,g/Γg = {h ∈ Z(G)|hΛ = Λ}. Then A
ΓΛ,g ⊂ AΓg is the fixed point
subnet under the action of ΓΛ,g/Γg. Note that ΓΛ,g/Γg ≃ {ζ ∈ Z(G)|ζΛ = Λ} and
denote the isomorphism by h→ ζ(h). Then we have:
Theorem 5.16. (1):
〈πΛ,g,σ ↾A
Γ, πΛ,g,σ ↾A
Γ〉 = |{h ∈ ΓΛ,g/Γg|σζ(h) ≃ σ ⊗ σζ}|
where σζ(h) is as defined in (4) of Lemma 5.5;
(2): πΛ,g,σ ↾ A
Γ decomposes into irreducible representations of AΓ which are in
one-to-one correspondence with all irreducible projective representation of the group
ΓΛ,g/Γg with a fixed cocycle.
Proof Ad (1): AΓΛ,g ⊂ AΓg is the fixed point subnet under the action of ΓΛ,g/Γg.
Applying Lemma 4.3 to the pair AΓΛ,g ⊂ AΓg , 〈πΛ,g,σ ↾ A
Γg , πΛ,g,σ ↾ A
Γg〉 is equal
to the number of elements h ∈ ΓΛ,g/Γg such that πΛ,g,σ ≃ πΛ,g,σ(Ad.h) as represen-
tations of AΓg . By Prop.5.13 πΛ,g,σ(Adh) ≃ πΛ,hgh−1,σh = πΛ,ζ(h)g,σh , and by Prop.
πΛ,g,σ ≃ πΛ,ζ(h)g,σ⊗σζ(h) as representations of A
Γg . It follows that πΛ,g,σ ≃ πΛ,g,σ(Ad.h)
as representations of AΓg iff σh ≃ σ ⊗ σζ(h). Hence
〈πΛ,g,σ ↾A
ΓΛ,g , πΛ,g,σ ↾A
ΓΛ,g〉 = |{h ∈ ΓΛ,g/Γg|σζ(h) ≃ σ ⊗ σζ}|
By (4) of Lemma 4.3 (1) is proved. (2) follows by applying Th. 4.8 to the pair
AΓΛ,g ⊂ AΓg and (4) of Lemma 4.3. 
Combine the above theorem with Cor. 4.9 we immediately have:
Corollary 5.17. If the group {h ∈ ΓΛ,g/Γg|σ
h ≃ σ⊗σζ(h)} is cyclic of order m, then
πΛ,g,σ ↾A
Γ decomposes into m irreducible pieces.
5.6 An example
Here we illustrate Cor. 5.17 in the example 6.4 of [18]. We keep the same no-
tation of [18]. Set G = SU(2) and Γ = H8 the quaternion group. H8 has 8
elements,{1, ǫ, qi, ǫ, qi, i = 1, 2, 3, }; they obey the multiplication rules q
2
i = ǫ, qiqjq
−1
i =
ǫqj = q
−1
j , i 6= j. We note that qi, ǫqi are non-exceptional elements of SU(2). The cen-
tralizer of Γqi ≃ Z4, and we will label its irreducible representations by the exponents
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σ = 0,+1,−1, 2. There are 5 irreducible representations of H8, {α0, α1, α2, α3, α4}
with dimensions 1, 1, 2, 1, 1 respectively. The characters of these representations are
given on Page 94 of [18].
Consider the net ASU(2)2k1 . The irreducible DHR representations of ASU(2)2k1 are
labeled by irreducible representations of L˜SU(2) at level 2k1, and we will use integers
0, 1, ..., 2k1 to label these representations such that 0 is the vacuum representation.
The only representation which is fixed by the action of the center is k1. We note
that σǫ = 2k1(mod)4. When k1 is odd, consider the DHR representation πk1,qj,1. We
have Γk1,qj = H8. We note that σǫ = 2k1(mod)4, and so the stabilizer of πk1,qj,±1
is {h ∈ H8/Z4|σ
h ≃ σζ(h)} ≃ Z2. Hence by Cor. 5.17, πk1,qj ,±1 decomposes into
two distinct irreducible DHR representations of AH8SU(2)2k1
. When k1 = 1 this is first
observed in [18] by identifying AH8SU(2)2k1
with the tensor products of three “Ising
Models” (cf. Page 99 of [18]).
When k1 is even, consider the DHR representation πk1,qj ,0 or πk1,qj ,2. Similar as
above the stabilizer of πk1,qj ,0 or πk1,qj,2 is Z2, and by using Cor. 5.17 again we conclude
that πk1,qj,0 or πk1,qj,2 decomposes into two distinct irreducible DHR representations
of AH8SU(2)2k1
.
6 Constructions of solitons for permutation orb-
ifolds
6.1 Preliminaries on cyclic orbifolds
In the rest of this paper we assume that A is completely rational. D := A⊗A...⊗A
(n-fold tensor product) and B := DZn (resp. DPn where Pn is the permutation group
on n letters) is the fixed point subnet of D under the action of cyclic permutations
(resp. permutations). Recall that J0 = (0,∞) ⊂ R. Note that the action of Zn (resp.
Pn) on D is faithful and proper. Let v ∈ D(J0) be a unitary such that βg(v) = e
2pii
n v
(such v exists by P. 48 of [14]) where g is the generator of the cyclic group Zn and
βg stands for the action of g on D. Note that σ := Adv is a DHR representation
of B localized on J0. Let γ : D(J0) → B(J0) be the canonical endomorphism from
D(J0) to B(J0) and let γB := γ ↾B(J0). Note [γ] = [1] + [g] + ... + [g
n−1] as sectors
of D(J0) and [γB] = [1] + [σ] + ... + [σ
n−1] as sectors of B(J0). Here [g
i] denotes the
sector of D(J0) which is the automorphism induced by g
i. All the sectors considered
in the rest of this paper will be sectors of D(J0) or B(J0) as should be clear from their
definitions. All DHR representations will be assumed to be localized on J0 and have
finite statistical dimensions unless noted otherwise. For simplicity of notations, for a
DHR representation σ0 of D or B localized on J0, we will use the same notation σ0
to denote its restriction to D(J0) or B(J0) and we will make no distinction between
local and global intertwiners for DHR representations localized on J0 since they are
the same by the strong additivity of D and B. The following is Lemma 8.3 of [33]:
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Lemma 6.1. Let µ be an irreducible DHR representation of B. Let i be any integer.
Then:
(1) G(µ, σi) := ε(µ, σi)ε(σi, µ) ∈ C, G(µ, σ)i = G(µ, σi). Moreover G(µ, σ)n = 1;
(2) If µ1 ≺ µ2µ3 with µ1, µ2, µ3 irreducible, then G(µ1, σ
i) = G(µ2, σ
i)G(µ3, σ
i);
(3) µ is untwisted if and only if G(µ, σ) = 1;
(4) G(µ¯, σi) = G¯(µ, σi).
6.2 One cycle case
First we recall the construction of solitons for permutation orbifolds in §6 of [33]. Let
h : S1 r {−1} ≃ R→ S1 be a smooth, orientation preserving, injective map which is
smooth also at ±∞, namely the left and right limits limz→−1±
dnh
dzn
exist for all n.
The range h(S1 r {−1}) is either S1 minus a point or a (proper) interval of S1.
With I ∈ I, −1 /∈ I, we set
Φh,I ≡ AdU(k) ,
where k ∈ Diff(S1) and k(z) = h(z) for all z ∈ I and U is the projective unitary
representation of Diff(S1) associated with A. Then Φh,I does not depend on the
choice of k ∈ Diff(S1) and
Φh : I 7→ Φh,I
is a well defined soliton of A0 ≡ A ↾ R.
Clearly Φh(A0(R))
′′ = A(h(S1 r {−1}))′′, thus Φh is irreducible if the range of h
is dense, otherwise it is a type III factor representation. It is easy to see that, in the
last case, Φh does not depend on h up to unitary equivalence.
Let now f : S1 → S1 be the degree n map f(z) ≡ zn. There are n right inverses
hi, i = 0, 1, . . . n − 1, for f (n-roots); namely there are n injective smooth maps
hi : S
1 r {−1} → S1 such that f(hi(z)) = z, z ∈ S
1 r {−1}. The hi’s are smooth
also at ±∞.
Note that the ranges hi(S
1 r {−1}) are n pairwise disjoint intervals of S1, thus
we may fix the labels of the hi’s so that these intervals are counterclockwise or-
dered, namely we have h0(1) < h1(1) < · · · < hn−1(1) < h0(1), and we choose
hj = e
2piij
n h0, 0 ≤ j ≤ n− 1.
For any interval I of R, we set
π1,{0,1...n−1},I ≡ χI · (Φh0,I ⊗ Φh1,I ⊗ · · · ⊗ Φhn−1,I) , (18)
where χI is the natural isomorphism from A(I0)⊗· · ·⊗A(In−1) to A(I0)∨· · ·∨A(In−1)
given by the split property, with Ik ≡ hk(I). Clearly π1,{0,1...n−1} is a soliton of
D0 ≡ A0 ⊗A0 ⊗ · · · ⊗ A0 (n-fold tensor product). Let p ∈ Pn. We set
π1,{p(0),p(1),...,p(n−1)} = π1,{0,1...,n−1} · βp−1 (19)
where β is the natural action of Pn on D, and π1,{0,1...,n−1} is as in (18). The following
is part of Prop. 6.1 in [33]:
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Proposition 6.2. (1): Index(π1,{0,1...,n−1}) = µ
n−1
A .
(2): The conjugate of π1,{0,1...,n−1} is π1,{0,n−1,n−2,...,1}.
Let λ be a DHR representation of A. Given an interval I ⊂ S1 r {−1}, we set
Definition 6.3.
πλ,{p(0),p(1),...,p(n−1)},I(x) = πλ,J(π1,{p(0),p(1),...,p(n−1)},I(x)) , x ∈ D(I) ,
where π1,{p(0),p(1),...,p(n−1)},I is defined as in (19), and J is any interval which contains
I0 ∪ I1 ∪ ... ∪ In−1. Denote the corresponding soliton by πλ,{p(0),p(1),...,p(n−1)}. When p
is the identity element in Pn, we will denote the corresponding soliton by πλ,n.
The following follows from Prop. 6.4 of [33]:
Proposition 6.4. The above definition is independent of the choice of J , thus πλ,{p(0),p(1),...p(n−1)},I
is a well defined soliton of D.
We can localize π1,{p(0),p(1),...p(n−1)}, πλ,{p(0),p(1),...p(n−1)} and λ on J0. Denote by
π˜, π˜λ and (λ, 1, 1, ..., 1) := λ ⊗ ι ⊗ ι · · · ⊗ ι ↾ D(J0) respectively the corresponding
endomorphisms of D(I). Then as sectors of D(J0) we have
[π˜λ] = [π˜ · (λ, 1, 1, ...1) ].
In particular Index(πλ,{p(0),p(1),...p(n−1)}) = d(λ)
2µn−1A .
6.3 General case
Let ψ : {0, 1, ..., n− 1} → L where L is the set of all irreducible DHR representations
of D. For any p ∈ Pn we set p.ψ(i) := ψ(p
−1.i), i = 0, ..., n − 1 where Pn acts via
permutation on the n numbers {0, 1, ..., n− 1}. Assume that p.ψ = ψ, and p = c1...ck
is a product of disjoint cycles. Since p.ψ = ψ, ψ takes the same value denoted by
ψ(cj) on the elements {a1, a2, ...al} of each cycle cj = (a1...al). A presentation fj
of the cycle cj = (a1...al) is a list of numbers {b1, ..., bl} such that (b1...bl) = cj as
cycles. The length l(fj) of fj is l. We note that for a cycle of length l there are l
different presentations. For each element x = x0⊗x1⊗· · ·⊗xn−1 ∈ D, and each cycle
c = (a1...al) with a fixed presentation f = {b1, ...bl}, we define xc,f = xb1⊗xb2⊗· · ·⊗xbl .
Now we are ready to define solitons for permutation orbifolds:
Definition 6.5. Assume that p.ψ = ψ and p = c1...ck is a product of disjoint cycles
as above. For each cj we fix a presentation fj. Then for any x = x0⊗x1⊗· · ·⊗xn−1 ∈
D(I), I ⊂ S1 r−1 = R,
πψ,p ≡ πψ,c1c2...,ck,f1,...fk(x) = πλ1,l(f1)(xc1,f1)⊗ πλ2,l(f2)(xc2,f2)⊗ · · · ⊗ πλk ,l(fk)(xck,fk)
on Hψ(c1) ⊗Hψ(c2) ⊗ · · · ⊗ Hψ(ck) where πλj ,l(fj) is as in Def. 6.3.
Here and in the following, to simplify notations, we do not put the interval suffix
I in a representation, if no confusion arises.
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Lemma 6.6. The unitary equivalence class of πψ,p in Definition 6.5 depends only on
p ∈ Pn.
Proof We have to check that the unitary equivalence class of πψ,p in Definition 6.5 is
independent of the order c1, ...ck and the presentation of cj . The first case is obvious,
and second case follows from (a) of Prop. 6.2 in [33]. 
Due to the above lemma, for each p ∈ Pn we will fix a choice of the order c1, ...ck
and presentations of c1, ...ck. For simplicity we will denote the corresponding soliton
simply by πψ,p.
Proposition 6.7. πh.ψ,hph−1 ≃ πψ,p · βh−1 as solitons of D0, p, h ∈ Pn.
Proof Let p = c1...ck be a product of disjoint cycles with cj = (a1...al). Then
hph−1 = hc1h
−1...hckh
−1 with hcjh
−1 = (h(a1)...h(al)). Note that h.ψ(h(a1)) =
ψ(a1) = ψ(cj), and βh−1(x0 ⊗ x1 ⊗ · · · ⊗ xn−1) = xh(0) ⊗ xh(1) ⊗ · · · ⊗ xh(n−1), ∀x0 ⊗
x1⊗· · ·⊗xn−1 ∈ D(I). The proposition now follows directly from definition (6.5). 
7 Identifying solitons in the permutation orbifolds
The goal in this section is to prove the following:
Theorem 7.1. Let πψ1,p1, πψ2,p2 be two solitons as given in definition (6.5). Then
πψ1,p1 ≃ πψ2,p2 as solitons of D0 if and only if ψ1 = ψ2, p1 = p2.
We note that even for the first nontrivial case n = 3 we do not know a direct proof
of the theorem. Our proof is indirect and is divided into the following steps:
7.1 Identifying solitons: Cyclic case
We will first prove Th. 7.1 for the case when both p1, p2 are one cycle. In this case ψ1
(resp. ψ2) is a constant function with value denoted by λ1 (resp. λ2). We will denote
ψ1 (resp. ψ2) simply by λ1 (resp. λ2). If g ∈ Γ, we will denote by D
〈g〉 the fixed-point
subnet of D under the subgroup generated by g.
Proposition 7.2. (1). Let g1 = (01, ...n − 1) and g2 = g
m
1 with (m,n) = 1. Then
πλ1,g1 ≃ πλ1,g2 if and only if λ1 = λ2, g1 = g2;
(2). If πλ1,g1 restricts to a DHR representation a subnet B with D
〈g1〉 ⊂ B ⊂ D,
then B = D〈g1〉.
Proof Ad (1): It is sufficient to show that if πλ1,g1 ≃ πλ1,g2, then λ1 = λ2, g1 = g2.
Since (m,n) = 1, there exists h ∈ Pn such that hg1h
−1 = g2. By Prop. 6.7, we
can assume that πλ1,g1 ≃ πλ2,g1 · Adh. As in §8.3 of [33], we denote the n irreducible
DHR representations of D〈g1〉 of πλ1,g1 by τ
(0)
λ1
, ..., τ
(n−1)
λ1
. Since πλ1,g1 ≃ πλ2,g1 · Adh,
we must have τ
(0)
λ1
≃ τ
(i)
λ2
· Adh for some 0 ≤ i ≤ n − 1. By (48) of [33] we have that
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[τ
(0)
λ1
] ≺ [(λ, 1, ..., 1)↾D〈g1〉τ (0)], and (2) and (3) of Lemma 6.1 we have G(τ
(0)
λ1
, σk(1)) =
G(τ (0), σk(1)) = e
2pii
n , where 1 ≤ k(1) ≤ n − 1 and (k(1), n) = 1 (cf. the paragraph
after (47)). Similarly G(τ
(i)
λ2
, σk(1)) = e
2pii
n . On the other hand note that by definition
G(τ
(i)
λ2
· Adh), σ
k(1) · Adh) = G(τ
(i)
λ2
, σk(1)) = e
2pii
n
Since [Adh.g] = [gm], we have σ · Adh ≃ σ
m, and so we have
G(τ
(i)
λ2
· Adh, σ
k(1) · Adh) = G(τ
(i)
λ2
·Adh, σ
mk(1)) = G(τ
(0)
λ1
, σk(1)))m = e
2pii
n
where in the second = we have used (1) of Lemma 6.1. Hence e
2pii
n = e
2piim
n and it
follows that m = 1 since (m,n) = 1. So we have πλ1,g1 ≃ πλ2,g1, and by (2) of Th. 8.6
in [33] we have λ1 = λ2.
Ad (2): First we note that the subnet B = D〈g
l
1〉 for some 1 ≤ l ≤ n, n = ll1 by the
Galois correspondence (cf. [14]). Also the vacuum representation of D〈g
l
1〉 restricts to⊕
1≤i≤l σ
l1i of D〈g1〉 . If πλ1,g1 restricts to a DHR representation of D
〈gl1〉 , by applying
(3) of Lemma 6.1 to the pair D〈g1〉 ⊂ D〈g
l
1〉 we conclude that G(τ
(0)
λ1
, σl1) = 1. Since
G(τ
(0)
λ1
, σk(1)) = e
2pii
n , by using (1) of Lemma 6.1 we have
G(τ
(0)
λ1
, σl1k(1)) = G(τ
(0)
λ1
, σl1)k(1) = 1 = G(τ
(0)
λ1
, σk(1))l1 = e
2pil1i
n
Hence n|l1 and we conclude that l1 = n, B = D
〈g1〉. 
Proposition 7.3. Let g1 (resp. g2) be one cycle of length n. Then πλ1,g1 ≃ πλ2,g2 if
and only if λ1 = λ2, g1 = g2.
Proof It is sufficient to show that if πλ1,g1 ≃ πλ2,g2, then λ1 = λ2, g1 = g2.
Note that πλ1,g1 (resp. πλ2,g2) restricts to a DHR representation of D
〈g1〉 (resp.
D〈g2〉), it follows that πλ1,g1 restricts to a DHR representation of D
〈g2〉. By Prop.3.8
πλ1,g1 restricts to a DHR representation of D
〈g1〉∨D〈g2〉, and by (2) of 7.2 we must have
D〈g1〉∨D〈g2〉 = D〈g1〉. It follows that D〈g2〉 ⊂ D〈g1〉 and by Galois correspondence again
(cf. [14]) we have 〈g2〉 ⊂ 〈g1〉. Exchanging g1 and g2 we conclude that 〈g2〉 = 〈g1〉.
Hence g2 = g
m
1 for some integer m with (m,n) = 1. By (1) of Prop.7.2 we have proved
that g1 = g2, λ1 = λ2. 
7.2 Proof of Th.7.1 for general case and its corollary
Assume that g1 = c1c2...ck and g2 = c
′
1...c
′
l where cj (resp. c
′
i) are disjoint cycles.
Fix 1 ≤ j ≤ k and let cj = (a1...am). Let us first show that a1, ..., am must appear
in one cycle of g2. Let U be the unitary such that πψ1,g1 = AdU · πψ2,g2. Choose
x = x0 ⊗ x1 ⊗ · ⊗ xn ∈ D0 such that xi = 1 if i 6= aj , j = 1, ..., m, and no other
constraints. Denote by D0,cj the subalgebra of D0 generated by such elements. We
note that πψ1,g1(D0,cj) is B(Hcj), a type I factor by strong additivity. If a1, ..., am
appear in more than one cycle of g2, then by definition (18) πψ2,p2(D0,cj) will be
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tensor products of factors of the form πλ(AJ), where J is a union of intervals of
S1, but J¯ 6= S1, and so πψ1,p1(D0,cj) will be tensor products of type III factors,
contradicting πψ1,p1(D0,cj) = Uπψ2,p2(D0,cj)U
∗. By exchanging the role of g1 and g2 we
conclude that a1, ..., am must be exactly the elements in one cycle c
′
i of g2 for some 1 ≤
i ≤ l, and we have πψ1,p1(D0,cj) = Uπψ2,p2(D0,c′i)U
∗. Let H = Hψ1(cj) ⊗Hr. We have
UB(Hψ1(cj))U
∗ = B(Hψ2(c′i)). Since every automorphism of a type I factor is inner,
there a unitary U1Hψ2(c′i) → Hψ1(cj) such that UB(Hψ1(cj))U
∗ = U1B(Hψ2(c′i))U
∗
1 .
Hence πψ1(cj),l(cj) = U1πψ2(c′i),l(c′i)U
∗
1 on D0,cj , and by Prop.7.3 we conclude that cj =
c′i, ψ1(cj) = ψ2(c
′
i). Since j is arbitrary, exchanging the roles of g1 and g2 we have
proved g1 = g2, ψ1 = ψ2.
Proposition 7.4. Assume that p = c1...ck where ci are disjoint cycles. Let ψ be such
that p.ψ = ψ. Then:
(1): The centralizer (cf. (4.2)) of πψ,p in Pn is Γψ, = {h ∈ Pn|h.ψ = ψ, hph
−1 = p;
(2) If p ∈ Zn, the centralizer (cf. (4.2)) of πψ,p in Zn is Γψ,p = {h ∈ Zn|h.ψ =
ψ, hph−1 = p;
(3): d(πψ,p)
2 =
∏
1≤i≤k d(ψ(ci))
2µn−kA .
Proof (1) (2) follows from Prop. 6.7 and Th. 7.1. Assume that each cycle ci has
length mi, 1 ≤ i ≤ k. Then
∑
1≤i≤kmi = n. By definition (6.5), we have d(πψ,p)
2 =∏
1≤i≤k d(πψ(ci))
2. By Prop.6.4 and (1) of Prop. 6.2 d(πψ(ci))
2 = d(ψ(ci))
2µmi−1A , hence
d(πψ,p)
2 =
∏
1≤i≤k
d(ψ(ci))
2µmi−1A =
∏
1≤i≤k
d(ψ(ci))
2µn−kA .
8 Identifying all the irreducible representations of
the permutation orbifolds
8.1 Cyclic orbifold case
Theorem 8.1. Let g = (01...n − 1). Then every irreducible DHR representation of
DZn appears as an irreducible summand of πψ,gi for some ψ, g
i.
Proof By Prop. 4.4 πψ1,gi1 ↾ B ≃ πψ2,gi2 ↾ B iff there exists h ∈ Zn such that
πψ1,gi1 (βh−1) ≃ πψ2,gi2 , and by Prop. 6.7 and (2) of Prop. 7.4 we have h.ψ1 =
ψ2, hg
i1h−1 = gi2. Denote the orbit of πψ1,gi1 under the action of Zn by {ψ1, g
i1}.
Note that the orbit {ψ1, g
i1} has length n
|Γ
ψ1,g
i1
|
. By Th. 4.5 the sum of index of the
irreducible summands of πλ,gi is
n2
|Γ
ψ,gi
|
d(πλ,g)
2. Hence the sum of index of distinct
irreducible summands of πλ,g for all ψ, g ∈ Zn is given by
∑
{ψ,gi}
n2
|Γ
ψ,gi
|
d(πλ,gi)
2 where
the sum is over different orbits. Assume that gi = c1...ck. Then k = (n, i) (the
greatest common divisor of n and i) and each cycle ci has length
n
(n,i)
. For each
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element ψ2, g
i2 in the orbit {ψ, gi}, by (3) of Prop. 7.4 d(πψ2,gi2 )
2 = d(πλ,gi)
2 =∏
1≤j≤(n,i) d(ψ(cj)
2µ
n−(n,i)
A Hence
∑
{ψ,gi}
n2
|Γψ,gi|
d(πψ,gi)
2 =
∑
λ,0≤i≤n
1
n
|Γ
ψ,gi
|
n2
|Γψ,gi|
d(πψ,gi)
2
= n
∑
ψ,0≤i≤n
∏
1≤j≤(n,i)
d(ψ(cj)
2µ
n−(n,i)
A = n
2µnA = µDZn (20)
where in the last = we have used Th. 3.7. The theorem now follows from Th. 30 of
[21]. 
Let us now decompose πλ,g into irreducible pieces. In this case Γλ,g = Zn since
g = (012...n−1) (cf. (2) of Prop. 7.4). By definition (18) ∀x0⊗x1⊗· · ·⊗xn−1 ∈ D(I),
πλ,g · Adg−1(x0 ⊗ x1 ⊗ · · · ⊗ xn−1) = πλ,g(x1 ⊗ x2 ⊗ · · · ⊗ x0) (21)
= πλ(R(
2π
n
))πλ,g(x0 ⊗ x1 ⊗ · · · ...⊗ xn−1)πλ(R(
2π
n
))∗ (22)
Here πλ(R(·)) denotes the unitary one-parameter rotation subgroup in the represen-
tation λ. Note that πλ(R(
2π
n
))n = πλ(R(2π)) = Cλid for some complex number
Cλ, |Cλ| = 1. Let Ωλ ∈ Hλ be a unit vector such that πλ(R(
2π
n
)Ωλ = C
′
λΩλ with
(C ′λ)
n = Cλ.
Definition 8.2. πλ,g(g) := C
′
λ
−1πλ(R(
2π
n
)), and πλ,g(g
i) := πλ(g)
i.
Then it follows that gi → πλ,g(g
i) gives a representation of Zn on Hλ, and
πλ,g(g
i).Ωλ = Ωλ. So Ωλ affords a trivial representation of of Zn onHλ. It follows from
Lemma 4.7 that all irreducible representations of Zn appear in the representation πλ.
It follows by Th. 4.8 that πλ,g,i, i ∈ Zˆn are distinct irreducible representations.
Note that gi = c1...ck is a product of k = (n, i) disjoint cycles of the same length
n
(n,i)
. Let h ∈ Γψ,gi. Then Adh induces a permutation among the cycles c1, ..., ck. We
define an element h′ ∈ Pk by the formula hcih
−1 = ch′(i), i = 1, ..., k. We note that in
the definition of πψ,g a presentation of g has been fixed. Assume that hfh′−1(i)h
−1 =
h′′(i).fi where h
′′(i) is an element in the cyclic group generated by ci. Define
Definition 8.3.
πψ,gi(h) := h
′
(
πψ(c1),c1(h
′′(1))⊗ · · · ⊗ πψ(ck),ck(h
′′(k)
)
where the action of h′ ∈ Pk on Hψ(c1) ⊗ · · ·Hψ(ck) is by permutation of the tensor
factors, and πψ(ci),ci(h
′′(i)) is as defined in definition (8.2).
One checks easily that Definition 8.3 gives a representation of Γψ,gi ,Adπψ,gi(h)πψ,gi =
πψ,giAdh, and the vector Ωψ(c1)⊗· · ·⊗Ωψ(ck) is fixed by πψ,gi(Γψ,gi). It follows by lemma
4.7 and Th. 4.8 that we have proved the following:
Theorem 8.4. πψ,gi,σ∈Γˆ
ψ,gi
gives all the irreducible summands of πψ,gi ↾D
Zn.
We note that Th. 8.1 and Th. 8.4 generalizes the considerations of §8 of [33] for
the case n = 2, 3, 4.
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8.2 Permutation orbifold case
Theorem 8.5. Every irreducible DHR representation of DPn appears as an irreducible
summand of πψ,p for some ψ, p ∈ Pn.
Proof The proof is similar to the proof of Th. 8.1 with small modifications. By
Prop. 4.4 and Th. 7.1 πψ1,p1 ↾ D
Pn ≃ πψ2,p2 ↾D
Pn iff there exists h ∈ Pn such that
h.ψ1 = ψ2, hp1h
−1 = p2. Denote the orbit of πψ1,p1 under the action of Pn by {ψ1, p1}.
Note that the orbit {ψ1, p1} has length
n
|Γψ1,p1 |
. By Prop. 4.5 the sum of index of
the irreducible summands of πλ,p is
n!2
|Γψ,p|
d(πψ,p)
2. Hence the sum of index of distinct
irreducible summands of πψ,p for all ψ, p ∈ Pn is given by
∑
{ψ,p} nd(πλ,p)
2 where the
sum is over different orbits. Assume that p = c1...ck is a product of disjoint cycles.
For each element ψ2, p2 in the orbit {ψ, p}, by Prop. 7.4 d(πψ2,p2)
2 = d(πψ,p)
2 =∏
1≤j≤k d(ψ(cj)
2µn−kA Hence
∑
{ψ,p}
n!2
|Γψ,p|
d(πψ,p)
2 = n!
∑
ψ,p
∏
1≤j≤k
d(ψ(cj)
2µn−kA = n!
2µnA = µDPn
where in the last = we have used Th. 3.7. The theorem now follows from Th. 30 of
[21]. 
Let p = c1...ck be a product of k disjoint cycles . Let h ∈ Γψ,p. Then Adh induces a
permutation among the cycles c1, ..., ck. We define an element h
′ ∈ Pk by the formula
hcih
−1 = ch′(i), i = 1, ..., k. We note that in the definition of πψ,g a presentation of g
has been fixed. Assume that hfh′−1(i)h
−1 = h′′(i).fi where h
′′(i) is an element in the
cyclic group generated by ci. Define
Definition 8.6.
πψ,p(h) := h
′
(
πψ(c1),c1(h
′′(1))⊗ · · · ⊗ πψ(ck),ck(h
′′(k)
)
where the action of h′ ∈ Pk on Hψ(c1) ⊗ · · ·Hψ(ck) is by permutation of the tensor
factors, and πψ(ci),ci(h
′′(i)) is as defined in definition (8.2).
One checks easily that Definition 8.6 gives a representation of Γψ,p, Adπψ,p(h)πψ,p =
πψ,pAdh, and the vector Ωψ(c1)⊗· · ·⊗Ωψ(ck) is fixed by πψ,p(Γψ,p). It follows by Lemma
4.7, Th. 4.8 that πψ,p,σ∈Γˆψ,p gives all the irreducible summands of πψ,p ↾D
Pn, and we
have proved:
Theorem 8.7. πψ,p,σ∈Γˆψ,p gives all the irreducible summands of πψ,p ↾D
Pn.
Note that by Prop. 8.7 and Th. 8.5 the irreducible DHR representations of DPn
are labeled by triples (ψ, p, σ) with p.ψ = ψ, σ ∈ Γˆψ,p with equivalence relation ∼,
(ψ, p, σ) ∼ (ψ1, p1, σ1) iff there is h ∈ Pn such that ψ1 = h.ψ, p1 = hph
−1, σ1 = σ
h. In
[1], based on heuristic argument it is claimed that the irreducible representations of
DPn should be given by the set of pairs (ψ, ϕ) where ϕ is an irreducible representation
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of the double D(Fψ) of the stabilizer Fψ = {p ∈ Pn|p.ψ = ψ} with equivalence relation
(ψ, ϕ) ∼ (ψ1, ϕ1) iff there is h ∈ Pn such that ψ1 = h.ψ, ϕ1 = ϕ
h. We note that the
irreducible representation of the double D(Fψ) are labeled by (g, π)/Fψ, where g ∈ Fψ,
π is an irreducible representation of the centralizer of g in Fψ, and the action of Fψ
on (g, π) is given by h.(g, π) = (hgh−1, πh). Hence the labels [1] are exactly the same
as the labels we described above, and we have confirmed this claim of [1].
9 Examples of fusion rules
9.1 Some properties of S matrix for general orbifolds
Let A be a completely rational conformal net and let Γ be a finite group acting
properly on A. By Th. 3.7 AΓ has only finitely many irreducible representations.
We use λ˙ (resp. µ) to label representations of AΓ (resp. A). We will denote the
corresponding genus 0 modular matrices by S˙, T˙ (cf. (7). Denote by λ˙ (resp. µ) the
irreducible covariant representations of AΓ (resp. A) with finite index. Recall that
bµλ˙ ∈ Z denote the multiplicity of representation λ˙ which appears in the restriction of
representation µ when restricting from A to AΓ. bµλ˙ is also known as the branching
rules.
Lemma 9.1. (1) If τ is an automorphism (i.e., d(τ) = 1) then Sτ(λ)µ = G(τ, µ)
∗Sλµ
where τ(λ) := τλ,G(τ, µ) = ǫ(τ, µ)ǫ(µ, τ);
(2) For any h ∈ Γ, let h(λ) be the DHR representation λ · Adh−1. Then Sλµ =
Sh(λ)h(µ);
(3) If λ→ z(λ)
Sλµ
S1µ
gives a representation of the fusion algebra of A where z(λ) is
a complex-valued function, z(1) = 1, then there exists an automorphism τ such that
z(λ) = Sλτ
Sλ1
;
(4) If [αλ˙] = [µαδ˙], then for any λ˙1, µ1 with bλ˙1µ1 6= 0 we have
S
λ˙λ˙1
S1˙λ˙1
=
Sµµ1
S1µ1
S
δ˙λ˙1
S1˙λ˙1
;
Proof Ad (1): Since λ →
Sλµ
S1µ
is a representation of the fusion algebras, it follows
that
Sτ(λ)µ
S1µ
=
Sλµ
S1µ
Sτµ
S1µ
On the other hand
Sτµ
S1µ
=
ωτωµ
ωτµ
= G(τ, µ)∗
where the last equation follows from the monodromy equation (cf.[37]) and (1) is
proved.
Ad (2) By Lemma 3.1, it is sufficient to show that N
h(δ)
h(λ)h(µ) = N
δ
λµ and ωh(λ) = ωλ.
The first equation follows from the definition. For the second one, we note that
ωλ = πλ(R(2π)). Since h commutes with the vacuum unitary representation of Mo¨b,
it follows that ωh(λ) = ωλ.
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Ad (3): By assumption λ → z(λ)Sλ1
S11
is a non-trivial representation of the fusion
algebra, and so there exists τ such that z(λ)Sλ1
S11
= Sλτ
S1τ
, ∀λ. Hence |z(λ)| ≤ 1. From
z(λ1)
Sλ1µ
S1µ
z(λ2)
Sλ2µ
S1µ
=
∑
λ3
Nλ3λ1λ2z(λ1)z(λ2)
Sλ3µ
S1µ
(23)
=
∑
λ3
Nλ3λ1λ2z(λ3)
Sλ3µ
S1µ
(24)
we have ∑
λ3
Nλ3λ1λ2(z(λ1)z(λ2)− z(λ3))
Sλ3µ
S1µ
= 0.
Using Nλ3λ1λ2 =
∑
δ
Sλ1δSλ2δS
∗
λ3δ
S1δ
and the orthogonal property of S matrix in Lemma 3.3
we have
Nλ3λ1λ2(z(λ1)z(λ2)− z(λ3)) = 0.
Since N1
λ1λ¯1
= 1 we have z(λ1)z(λ¯1) = 1. So we conclude that |z(λ)| = 1, ∀λ, and
|
1
S1τ
|2
∑
λ
|
Sλτ
S1τ
|2 =
∑
λ
|
Sλ1
S11
|2 = |
1
S11
|2
Hence S1τ = S11 and d(τ) = 1, i.e., τ is an automorphism.
Ad (4): By [49] or [4] there is a unit vector ψ in the vector space spanned by the
irreducible components of αλ˙2 , ∀λ2 such that
αλ˙ψ =
Sλ˙λ˙1
S1˙λ˙1
ψ, µψ =
Sµµ1
S1µ1
, αδ˙ψ =
Sδ˙λ˙1
S1˙λ˙1
ψ
and (4) follows immediately. 
9.2 Fusions of solitons in cyclic orbifolds
Let B ⊂ D be as in §6.1. Set i = 0 in Th. 8.4. In this ψ is a constant function,
and we denote it by its value λ. For simplicity we will label the representation πλ,gj ,i
(g = (01...n− 1)) by (λ, gj, i). Define (λi) := (λ, 1, i) where i ∈ Ẑn ≃ Zn.
Lemma 9.2. If (k, n) = 1, then
∑
0≤j≤n−1
e
2piikj
n N
(δ0)
(λ0)(µ0) = N
δ
λµ
Proof Let V := Hom(δ, λµ) ⊂ A(J0). Note that Zn acts onW := V ⊗V ⊗· · ·⊗V (n-
tensor factors) by permutations. Let Wj := {w ∈ W |βg(w) = e
−2πijnw}. Note that if
w ∈ Wj , then wv
j ∈ Hom(v−jδ⊗
n
vj, λ⊗
n
·µ⊗
n
)∩DZn(J0), where v is defined as before
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Lemma 6.1. Hence we have an injective map w ∈ Wj → wv
j ∈ Hom((δj), (λ0)(µ0)).
By definition the map is also surjective. So we have
∑
0≤j≤n−1
e−
2piikj
n N
(δ0)
(λ0)(µ0) =
∑
0≤j≤n−1
e−
2piikj
n dimWj = TrW (βgk)
When (k, n) = 1, gk is one cycle, and it follows that TrW (βgk) = dimV = N
δ
λµ. Take
the complex conjugate of both sides we have proved the lemma. 
Lemma 9.3. Let fµ := (µ, g, 0). Then:
(1) G(σ, fµ) = e
2pil1i
n for some integer l1 with (l1, n) = 1;
(2) λ→
S(λ0)fµ
S(10)fµ
is a representation of the fusion algebra of A;
(3) There exists an automorphism τ, [τ 2] = [1] such that
S(λ0)fµ
S(10)fµ
=
Sλτ(µ)
S1τ(µ)
Proof Ad(1): By the paragraph after (47) in [33] we have G(σk(1), fµ) = e
2pii
n where
(k(1), n) = 1. By (1) of Lemma 6.1 we have G(σ, fµ)
k(1) = e
2pii
n . Choose l1 such that
l1k(1) = 1modn we have G(σ, fµ) = e
2pil1i
n for some integer l1 with (l1, n) = 1.
As for (2) and (3), first we note that by Lemma 6.1, if δ ≺ (λ0)(µ0), then δ is
untwisted. Suppose that δ is an irreducible component of the restriction of (δ1, ..., δn)
to DZn . We claim that Sδfµ = 0 if δi 6= δj for some i 6= j. In fact if δi 6= δj for some
i 6= j, then the stabilizer of (δ1, ..., δn) under the action of Zn is a proper subgroup of
Zn, and by Th. 4.5 αδ is reducible, and [σ
kδ] = [δ] for some 1 ≤ k ≤ n − 1 . By (1)
of Lemma 7 we have Sδfµ = Sσk(δ)fµ = G(σ
k, fµ)
∗Sδfµ Since G(σ
k, fµ) = e
2pikl1
n with
(l1, n) = 1 by (1), G(σ
k, fµ)
∗ 6= 1, hence Sδfµ = 0. So we have
S(λ10)fµ
S(10)fµ
S(λ20)fµ
S(10)fµ
=
∑
λ3,0≤j≤n−1
N
((λ3j)
(λ10)(λ20)
S(λ3j)fµ
S(10)fµ
(25)
=
∑
λ3,0≤j≤n−1
N
(λ3j)
(λ10)(λ20)
e
2piijl1
n
S(λ30)fµ
S(10)fµ
(26)
= Nλ3λ1λ2
S(λ30)fµ
S(10)fµ
(27)
where we have used (1) of Lemma 9.1 and Lemma 9.2 in the second = and third =
respectively.
Ad (2): Since αfµ = (µ, 1, ..., 1)αf1 by (48) of [33], by (4) of Lemma 9.1 we have
Sfµ(λ0)
S(10)(λ0)
=
Sµλ
S1λ
Sf1(λ0)
S(10)(λ0)
Combined with (1) it follows that there exists τ such that the map
λ→
Sλτ
d(λ)S1τ
Sλµ
S1µ
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gives a representation of the fusion algebra of A. By (3) of lemma 9.1 we have that
τ is an automorphism and
S(λ0)f1
S(10)f1
=
Sλτ
S1τ
Let h ∈ Pn such that hgh
−1 = g−1. By definition h((λ0)) = (λ0). By Prop. 6.2
[h(f1)] = [σ
j(f¯1)] for some 1 ≤ j ≤ n, and it follows by Lemma 9.1 that
S(λ0)f1 = Sh((λ0))h(f1) = S(λ0)σj (f¯1) = S(λ0)f¯1 = S
∗
(λ0)f1
,
hence Sλτ
S1τ
= Sλτ¯
S1τ
, ∀λ, and so [τ ] = [τ¯ ]. 
We conjecture that [τ ] = [1] in the above lemma.
Let f1 := (1, g, 0) where 0 stands for the trivial representation of Zn. In [33] the
questions about the nature of [αkf1] = [π
k
1,g] (cf. (44) of [33]) where k is an integer is
raised.
Proposition 9.4. When n is even we have
[πn1,g] =
⊕
λ1,...,λn
Mλ1,...,λn[(λ1, ..., λn)]
where Mλ1,...,λn :=
∑
λ S
2−2g
1λ
∏
1≤i≤n
Sλiλ
S1λ
with g = (n−1)(n−2)
2
.
Proof We note that by Lemma 6.1 πn−11,g,0 is untwisted, and must be sum of irreducible
untwisted representations. It follows that by Cor. 8.4 of [33] that
[αnf ] =
⊕
λ1,...,λn
Mλ1,...,λn[(λ1, ..., λn)]
with Mλ1,...,λn non-negative integers. Let µ be any irreducible subsector of α
n−1
f . By
the equation above µαf ≻ (λ1, ..., λn) for some (λ1, ..., λn), and by Frobenius duality
µ ≺ (λ1, ..., λn)α¯f . By (46) of [33] [(λ1, ..., λn)α¯f ] =
∑
λ〈λ1 · · ·λn, λ〉[(λ, 1, 1, ..., 1)α¯f ]
and by (48) of [33] each (λ, 1, 1, ..., 1)α¯f is irreducible. Hence [µ] = [(λ, 1, 1, ..., 1)α¯f ]
for some λ. Hence
[αn−1f1 ] = [π
n−1
1,g ] =
⊕
λ
mλ[(λ, 1, ..., 1)π¯1,g]
with mλ non-negative integers. By (4) of Lemma 9.1 we have
(
Sf1(µ0)
S(10)(µ0)
)n−1 =
∑
λ
mλ
Sλµ
S1µ
S∗f1(µ0)
S(10)(µ0)
Note that 1
S2
(10)(10)
= µDZn = n
2µD = n
2 1
S2n11
, hence S(10)(10) =
Sn11
n
. From
S(λ0)(10)
S(10)(10)
=
d((λ0)) = nd(λ)n we have S(λ0)(10) = S
n
λ1. By (2) of Lemma 9.3 and our assumption
that n is even and hence [τn] = [1], we have
1
S
(n−1)(n−2)
1µ
=
∑
λ
mλ
S∗λµ
S1λ
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By orthogonal property of S matrix in Lemma 3.3 we have
mλ =
∑
µ
Sλµ
Sn
2−3n+1
1µ
Combine this with (46) of [33] and (8) the proposition follows. 
We remark Mλ1,...,λn is the dimension of genus
(n−1)(n−2)
2
conformal blocks with
the insertion of representations λ1, ..., λn. Also note that
(n−1)(n−2)
2
is the genus of an
algebraic curve with degree n. It may be interesting to give a geometric interpretation
of Prop.9.4.
Note that the conjecture [τ ] = [1] at the end of previous section is true, then the
above proposition is also true for odd n.
9.3 n=2 case
In this section we consider the fusions rules for the simplest non-trivial case n = 2.
Partial results have been obtained in §8 of [33]. We will confirm the results in §4.6
of [5]. Let us first simply our notations by introducing similar notations in [5]. Let
(̂λ0) := (λ,−1, 0), (̂λ1) := (λ,−1, 1). Note that by §2 of [33] we can choose
ω
(̂λ0)
= e
2pii(∆λ+
c
8 )
2 , ω
(̂λ1)
= e
2pii(∆λ+1+
c
8 )
2 (28)
where c is the central charge. We also note by definitions
ω(λ0) = e
4πi∆λ = ω2(λ1), ω(λ1λ2) = e
2πi(∆λ1+∆λ2), λ1 6= λ2 (29)
Lemma 9.5. (1)
N
(λ30)
(̂λ1ǫ1)(̂λ2ǫ2)
+N
(λ31)
(λ1ǫ1)(λ2ǫ2)
=
∑
µ
S2
λ¯3µ
Sλ1µSλ2µ
S21µ
where ǫ1, ǫ2 = 0 or 1;
(2)
N
(λ4λ5)
(λ1ǫ1)(λ2ǫ2)
=
∑
µ
Sλ¯4µSλ¯5µSλ1µSλ2µ
S21µ
;
(3)
∑
µ
S2λ3µSλ1µSλ2µ
S21µ
1
ω2λ3
d((λ30))+
∑
µ,λ4 6=λ5
Sλ4µSλ5µSλ1µSλ2µ
S1µ
1
ω2λ3
d(λ4)d(λ5)) =
Sλ1µT
2
µSλ2µ
S211
e
−2piic0
6
where c0 is defined as in (3.2).
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Proof Ad (1): By (48) and (3) of Prop. 8.8 in [33] we have
〈α
(̂λ1ǫ1)
α
(̂λ2ǫ2)
, (λ3, λ3)〉 = 〈λ1λ2λ¯3λ¯3, 1〉
Note that
〈α(λ1ǫ1)α(λ2ǫ2), (λ3, λ3)〉 = N
(λ30)
(λ1ǫ1)(λ2ǫ2)
+N
(λ31)
(λ1ǫ1)(λ2ǫ2)
and by (8) (1) is proved. (2) is proved in a similar way.
Ad (3):
∑
µ
S2λ3µSλ1µSλ2µ
S21µ
1
ω2λ3
d((λ30)) +
∑
µ,λ4 6=λ5
Sλ4µSλ5µSλ1µSλ2µ
S21µ
1
ω2λ3
d(λ4)d(λ5)) (30)
=
∑
µ
Sλ1µSλ2µ
S21µ
(
∑
λ3
Sλ¯3µSλ¯31
ωλ3
)2 (31)
From Lemma 3.3 we have S∗T−1S∗ = TS∗T and so
∑
λ3
Sλ¯3µSλ31
1
ωλ3
= S1µe
−piic0
12 Tµ
Substitute into the equations above we have proved (3). 
Define matrices T
1
2 such that T
1
2
λµ = δλµe
πi(∆λ−
c0
24
) and
Definition 9.6.
P := T
1
2ST 2ST
1
2 , P˜ = e
2pii(c−c0)
8 P.
It follows by (6) that
Y
(̂λ1ǫ1)(̂λ2ǫ2)
= ω
(λ̂1ǫ1)
ω
(λ̂2ǫ2)
× (
∑
λ3
(N
(λ30)
(λ1ǫ1)(λ2ǫ2)
+N
(λ31)
(λ1ǫ1)(λ2ǫ2)
)
1
ω2λ3
d((λ30))+ (32)
1
2
∑
λ4 6=λ5
(N
(λ4λ5)
(λ1ǫ1)(λ2ǫ2)
+N
(λ31)
(λ1ǫ1)(λ2ǫ2)
)
1
ωλ4ωλ5
d((λ4λ5))) (33)
= ω(λ1ǫ1)ω(λ2ǫ2) × (
∑
µ
S2λ3µSλ1µSλ2µ
S21µ
1
ω2λ3
d((λ30))+ (34)
∑
µ,λ4 6=λ5
Sλ4µSλ5µSλ1µSλ2µ
S21µ
1
ωλ4ωλ5
d(λ4)d(λ5)) = e
πi(ǫ1+ǫ2)
P˜λ1λ2
S211
(35)
where in the last = we have used (3) of Lemma 9.5. Note that S2(10)(10) =
1
4µD
= 1
4µ2
A
=
1
4
S411, and so S(10)(10) =
1
2
S211. It follows by (7) that
S
(̂λ1ǫ1)(̂λ2ǫ2)
= eπi(ǫ1+ǫ2)
1
2
P˜λ1λ2
43
Note that by Lemma 9.3 we have
S
(λ0)(̂µ0)
= S
(λ0)(̂µ0)
Sλµ
S1µ
×
Sτλ
S1λ
Since [τ 2] = [1], Sτλ
S1λ
2
= 1, and so Sτλ
S1λ
= ±1. By (1) of Lemma 9.1 we can choose our
labeling (˜λ0), (˜λ1) such that as a set {(˜λ0), (˜λ1)} is the same as {(λ0), (λ1)} and
S
(˜λǫ)(̂µ0)
= eπiǫS
(10)(̂10)
Sλµ
S1µ
From
[α(λ1λ2)] = [(λ1, λ2)] + [(λ2, λ1)]
and (4) of Lemma 9.1 we have
S(λ1λ2)(λǫ)
S(10)(λǫ)
=
Sλ1λ
S21λ
+
Sλ1λ
S21λ
,
S(λ1λ2)(λµ)
S(10)(λµ)
=
Sλ1λSλ1µ
S1λS1µ
+
Sλ2λSλ2µ
S1λS1µ
Since
S(10)(10) =
1
2
S211,
we get the following on the entries of S-matrix of DZ2 :
S(λµ)(λ1µ1) = Sλλ1Sµµ1 + Sλµ1Sµλ1 , S(λµ)(˜λ1ǫ) = Sλλ1Sµλ1 (36)
S(λµ(̂λ1µ1) = 0, S(˜λ,ǫ)˜(λ1,ǫ1)
=
1
2
S2λλ1 (37)
S
(˜λ,ǫ)̂(λ1,ǫ1)
=
1
2
eπiǫSλλ1 , S(̂λ,ǫ)̂(λ1,ǫ1) =
1
2
eπi(ǫ+ǫ1)Pλλ1 , ǫ = 0, 1 (38)
Denote by c˙0 the number (well defined mod8Z) of D
Z2 (cf. (3.2).
Lemma 9.7. (1) c˙0 − 2c0 ∈ 8Z;
(2) c0 − c ∈ 4Z.
Proof By Lemma 3.3 we have
STS = T−1ST−1 (39)
First let us compare the (10)(10) entry of both sides for S, T matrix of DZ2 . By using
the formula before the lemma we have:
(
∑
λ
S21λe
2πi∆λ)2 = e
2piic˙0
8 S211.
On the other hand comparing the entry 11 of (39) for S-matrix of D we have
∑
λ
S21λe
2πi∆λ = e
2piic0
8 S11,
44
and (1) follows by combining the two equations.
As for (2), we compare the entry (̂λ0)(10) of both sides of (39). By using the
equations before the lemma the (̂λ0)(10) entry of the left hand side of (39) is given
by e
2pii(c−c0)
8 e
pii(c0)
24 multiplied by the λ1 entry of the matrix PT
1
2S. By applying (39)
to S, T matrix of D we have
PT
1
2S = T
1
2ST 2STS = T
−1
2 ST−2.
Using these equations to compare with the (̂λ0)(10) entry of right hand side of (39)
we have e
2pii(c−c0)
4 = 1 and (2) if proved. 
By (8) and (2) of Lemma 9.7 we immediately obtain the following fusion rules:
N
(λ2µ2)
(λµ)(λ1µ1)
= Nλ2λλ1N
µ2
µµ1
+Nµ2λλ1N
λ2
µµ1
+Nµ2λµ1N
λ2
µλ1
+Nλ2λµ1N
λ1
µµ2
(40)
N
(˜λ2ǫ)
(λµ)(λ1µ1)
= Nλ2λλ1N
λ2
µµ1
+Nλ2λµ1N
λ2
µλ1
(41)
N
(˜λ2ǫ)
(˜λǫ)(˜λ1ǫ1)
=
1
2
Nλ2λλ1(N
λ2
λλ1
+ eπi(ǫ+ǫ1+ǫ2)) (42)
Nλ2µ2
(̂λǫ)(̂λ1ǫ1)
=
∑
µ
Nµλλ1N
µ2
µλ¯2
(43)
N
(̂λ2ǫ2)
(̂λǫ)(̂λ1ǫ1)
=
1
2
∑
µ
S2λµSλ1µSλ2µ
S21µ
+
1
2
eπi(ǫ+ǫ1+ǫ2)
∑
µ
SλµPλ1µPλ2µ
S21µ
(44)
where ǫ, ǫ1, ǫ2 = 0 or 1. Let us summarize the above equations in the following:
Theorem 9.8. The fusion rules of DZ2 are given by the above equations.
From the theorem we immediately have:
Corollary 9.9. For any completely rational A
1
2
∑
µ
S2λ1µSλ2µSλ3µ
S21µ
±
1
2
∑
µ
Sλ1µPλ2µPλ3µ
S21µ
is a non-negative integer where P is defined in (9.6).
Cor. 9.9 confirmed a conjecture in §4.6 of [5]. We note that even for known
examples the direct confirmation of Cor. 9.9 seems to be very tedious.
It will be an interesting question to generalize our results to n > 2 cases.
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