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Abstract
In this paper, a lower bound of quantum conditional mutual information is obtained by employing the
Peierls-Bogoliubov inequality and Golden Thompson inequality. Comparison with the bounds obtained
by other researchers indicates that our result is independent of any measurements. It may give some new
insights over squashed entanglement and perturbations of Markov chain states.
1 Introduction
Let H be a finite dimensional complex Hilbert space. A quantum state ρ on H is a positive semi-definite
operator of trace one, in particular, for each unit vector |ψ〉 ∈ H, the operator ρ = |ψ〉〈ψ| is said to be a
pure state. The set of all quantum states on H is denoted by D (H). For each quantum state ρ ∈ D (H), its
von Neumann entropy is defined by
S(ρ) := −Tr (ρ log ρ) .
The relative entropy of two mixed states ρ and σ is defined by
S(ρ||σ) :=
{
Tr (ρ(log ρ− log σ)) , if supp(ρ) ⊆ supp(σ),
+∞, otherwise.
A quantum channel Φ on H is a trace-preserving completely positive linear map defined over the set D (H).
It follows that there exists linear operators {Kµ}µ on H such that ∑µ K†µKµ = 1 and Φ = ∑µ AdKµ , that is,
for each quantum state ρ, we have the Kraus representation
Φ(ρ) = ∑
µ
KµρK
†
µ.
The celebrated strong subadditivity (SSA) inequality of quantum entropy, proved by Lieb and Ruskai
in [1],
S(ρABC) + S(ρB) 6 S(ρAB) + S(ρBC), (1.1)
∗E-mail: godyalin@163.com; linyz@zju.edu.cn
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is a very powerful tool in quantum information theory. Recently, the operator extension of SSA is obtained
by Kim in [2]. Following the line of Kim, Ruskai gives a family of new operator inequalities in [3].
Conditional mutual information, measuring the correlations of two quantum systems relative to a
third, is defined as follows: Given a tripartite state ρABC, it is defined by
I(A : C|B)ρ := S(ρAB) + S(ρBC)− S(ρABC)− S(ρB). (1.2)
Clearly conditional mutual information is nonnegative by SSA.
Ruskai is the first one to discuss the equality condition of SSA, that is, I(A : C|B)ρ = 0. By analyzing
the equality condition of Golden-Thompson inequality, she obtained the following characterization [4]:
I(A : C|B)ρ = 0⇐⇒ log ρABC + log ρB = log ρAB + log ρBC. (1.3)
Throughout the present paper, we have suppressed implicit tensor products with the identity by conven-
tions. For example, log ρAB means (log ρAB)⊗ 1C.
Later on, using the relative modular approach established by Araki, Petz gave another characterization
of the equality condition of SSA [5]:
I(A : C|B)ρ = 0⇐⇒ ρitABCρ−itBC = ρitABρ−itB (∀t ∈ R), (1.4)
where i =
√−1 is the imaginary unit.
Hayden et al. in [6] showed that I(A : C|B)ρ = 0 if and only if the following conditions hold:
(i) HB = ⊕kHbLk ⊗HbRk ,
(ii) ρABC =
⊕
k pkρAbLk
⊗ ρbRk C, where ρAbLk ∈ D
(
HA ⊗HbLk
)
, ρbRk C
∈ D
(
HbRk ⊗HC
)
for each index k;
and {pk} is a probability distribution.
In order to avoid computations already known to be difficult, such as those of logarithmic and complex
exponential powers of states, Zhang [7] gave a new characterization of I(A : C|B)ρ = 0. To be specific,
define
M
def
= (ρ1/2AB ⊗ 1C)(1A ⊗ ρ−1/2B ⊗ 1C)(1A ⊗ ρ1/2BC ) ≡ ρ1/2AB ρ−1/2B ρ1/2BC .
Then the following conditions are equivalent:
(i) I(A : C|B)ρ = 0;
(ii) ρABC = MM
† = ρ1/2AB ρ
−1/2
B ρBCρ
−1/2
B ρ
1/2
AB ;
(iii) ρABC = M
†M = ρ1/2BC ρ
−1/2
B ρABρ
−1/2
B ρ
1/2
BC .
In [8], Brandão et al. first obtained the following lower bound for I(A : C|B)ρ:
I(A : C|B)ρ > 1
8
min
σAC∈SEP
‖ρAC − σAC‖21-LOCC , (1.5)
where SEP denotes the set of all separable states on the composite system of A and C, and
‖ρAC − σAC‖1-LOCC
def
= sup
M∈1-LOCC
‖M(ρAC)−M(σAC)‖1 .
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The LOCC means local operation and classical communication. 1-LOCC means that the set of one-way
LOCC measurements. Note that the inequality (1.5) holds only for 1-LOCC norm, i.e. one-way LOCC
norm instead of LOCC norm since there exists a counterexample that violates LOCC-norm. The specific
explanation about this can be found in [Erratum to: Faithful Squashed Entanglement, 316, 287-288 (2012).]
Based on this result, they cracked a long-standing open problem in quantum information theory. That
is, the squashed entanglement is faithful. Later, Li and Winter in [9] gave another approach to study the
same problem and improved the lower bound for I(A : C|B)ρ:
I(A : C|B)ρ > 1
2
min
σAC∈SEP
‖ρAC − σAC‖21-LOCC . (1.6)
Along with the above line, Ibinson et al. in [10] studied the robustness of quantum Markov chains,
they employed the following famous characterization of saturation of monotonicity inequality of relative
entropy, that is, let ρ, σ ∈ D (H), Φ be a quantum channel defined over H. If supp(ρ) ⊆ supp(σ), then
S(ρ||σ) = S(Φ(ρ)||Φ(σ)) if and only if Φ∗σ ◦Φ(ρ) = ρ, (1.7)
where Φ∗σ = Adσ1/2 ◦ Φ∗ ◦ AdΦ(σ)−1/2, and Φ∗ is the dual of Φ with respect to Hilbert-Schmidt inner
product over operator space on H, i.e. Tr (Φ∗(X)Y) = Tr (XΦ(Y)) for all operators X,Y on H [11, 12].
In order to establish our results, the following three inequality is useful:
Proposition 1.1 (Peierls-Bogoliubov Inequality, [13]). For two Hermitian matrices H and K, it holds that
Tr
(
eH+K
)
Tr (eH)
> exp
[
Tr
(
eHK
)
Tr (eH)
]
. (1.8)
The equality occurs in the Peierls-Bogoliubov inequality if and only if K is a scalar matrix.
Proposition 1.2 (Golden-Thompson Inequality, [14]). For arbitrary Hermitian matrices A and B, one has
Tr
(
eA+B
)
6 Tr
(
eAeB
)
. (1.9)
Moreover Tr
(
eA+B
)
= Tr
(
eAeB
)
if and only if [A, B] = 0, i.e. AB = BA.
Proposition 1.3 (Wasin-So Identity, [15, 16]). Let A, B be two n× n Hermitian matrices. Then there exist two
n× n unitary matrices U and V such that
exp
(
A
2
)
exp(B) exp
(
A
2
)
= exp
(
UAU† +VBV†
)
. (1.10)
In this paper, from the observations made by Carlen and Lieb in [17], a lower bound of quantum
conditional mutual information I(A : C|B)ρ is obtained by employing Peierls-Bobogliubov inequality and
Golden Thompson inequality in section 3. Comparison with the bounds obtained by Brandão et al, and Li
and Winter, respectively, indicates that our result is independent of any measurements. This result maybe
gives some new insights over squashed entanglement and perturbations of Markov chain states.
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2 Main results
Theorem 2.1. For a tripartite state ρABC, we have
I(A : C|B)ρ >
∥∥∥∥√ρABC−
√
exp(log ρAB − log ρB + log ρBC)
∥∥∥∥
2
2
. (2.1)
In particular, I(A : C|B)ρ = 0 if and only if
log ρABC + log ρB = log ρAB + log ρBC.
Proof. Denote
H = log ρABC, K =
1
2
log ρAB +
1
2
log ρBC − 12 log ρABC −
1
2
log ρB.
Thus Tr
(
eH
)
= 1 and H + K = 12 log ρABC +
1
2 log ρAB +
1
2 log ρBC − 12 log ρB. Since
I(A : C|B)ρ = Tr (ρABC(log ρABC + log ρB − log ρAB − log ρBC)) ,
it follows from Peierls-Bogoliubov inequality and Golden-Thompson inequality that
exp
(
−1
2
I(A : C|B)ρ
)
= exp
(
Tr
(
eHK
))
= exp
(
Tr
(
eHK
)
Tr (eH)
)
6
Tr
(
eH+K
)
Tr (eH)
= Tr
(
eH+K
)
= Tr
(
exp
(
1
2
log ρABC +
1
2
log ρAB +
1
2
log ρBC − 12 log ρB
))
6 Tr
(
exp
(
1
2
log ρABC
)
exp
(
1
2
log ρAB +
1
2
log ρBC − 12 log ρB
))
= Tr
(√
ρABC
√
exp (log ρAB + log ρBC − log ρB)
)
,
which implies that
I(A : C|B)ρ > −2 logTr
(√
ρABC
√
exp (log ρAB + log ρBC − log ρB)
)
. (2.2)
It is known that for any positive semi-definite matrices X,Y,
Tr
(√
X
√
Y
)
=
Tr (X) + Tr (Y)− Tr
(
(
√
X−√Y)2
)
2
.
From the above formula, we have
Tr
(√
ρABC
√
exp (log ρAB + log ρBC − log ρB)
)
=
1+ Tr (exp (log ρAB + log ρBC − log ρB))
2
− 1
2
Tr
((√
ρABC −
√
exp (log ρAB + log ρBC − log ρB)
)2)
.
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For any positive definite matrices R, S, T, we have [18]
Tr (exp (log R− log S+ log T)) 6 Tr
(∫ +∞
0
R(S+ x1)−1T(S+ x1)−1dx
)
. (2.3)
Taking R = ρAB, S = ρB, and T = ρBC in the above inequality gives rise to
TrABC(exp (log ρAB − log ρB + log ρBC))
6 TrABC
(∫ +∞
0
ρAB(ρB + x1)
−1ρBC(ρB + x1)−1dx
)
= TrAB
(∫ +∞
0
ρAB(ρB + x1)
−1ρB(ρB + x1)−1dx
)
= TrB
(∫ +∞
0
ρB(ρB + x1)
−1ρB(ρB + x1)−1dx
)
= TrB(ρB) = 1.
This fact indicates that Tr (exp (log ρAB + log ρBC − log ρB)) 6 1. Hence
Tr
(√
ρABC
√
exp (log ρAB + log ρBC − log ρB)
)
6 1− 1
2
∥∥∥∥√ρABC−
√
exp (log ρAB + log ρBC − log ρB)
∥∥∥∥
2
2
.
Now since − log(1− t) > t for t 6 1, it follows that
I(A : C|B)ρ > −2 logTr
(√
ρABC
√
exp (log ρAB + log ρBC − log ρB)
)
> −2 log
(
1− 1
2
∥∥∥∥√ρABC −
√
exp (log ρAB + log ρBC − log ρB)
∥∥∥∥
2
2
)
>
∥∥∥∥√ρABC −
√
exp (log ρAB + log ρBC − log ρB)
∥∥∥∥
2
2
.
Therefore the desired inequality is obtained.
Now if the conditional mutual information is vanished, then∥∥∥∥√ρABC−
√
exp (log ρAB + log ρBC − log ρB)
∥∥∥∥
2
= 0,
that is,
√
ρABC =
√
exp (log ρAB + log ρBC − log ρB), which is equivalent to the following:
ρABC = exp (log ρAB + log ρBC − log ρB) .
By taking logarithm over both sides, it is seen that log ρABC = log ρAB + log ρBC − log ρB, a well-known
equality condition of strong subadditivity obtained by Ruskai in [4]. This completes the proof.
Corollary 2.2. It holds that
I(A : C|B)ρ > 1
4
‖ρABC− exp (log ρAB + log ρBC − log ρB)‖21 . (2.4)
Proof. There is a well-known inequality in Matrix Analysis, i.e. Audenaert’s inequality [19]:
Tr
(
MtN1−t
)
>
1
2
Tr (M+ N − |M− N |) (2.5)
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for all t ∈ [0, 1] and positive matrices M,N, implying that for t = 12 ,
Tr
(√
M
√
N
)
>
1
2
Tr (M+ N − |M− N |) .
Now that
Tr
(√
M
√
N
)
=
1
2
Tr
(
M+ N −
(√
M−
√
N
)2)
.
Thus ∥∥∥√M−√N∥∥∥2
2
6 ‖M− N‖1 . (2.6)
This is the famous Powers-Störmer’s inequality [20]. Furthermore,
‖M− N‖1 6
∥∥∥√M−√N∥∥∥
2
∥∥∥√M+√N∥∥∥
2
.
Indeed, by triangular inequality and Schwartz inequality, it follows that
‖M− N‖1 =
∥∥∥∥ 12
(√
M−
√
N
) (√
M+
√
N
)
+
1
2
(√
M+
√
N
) (√
M−
√
N
)∥∥∥∥
1
6
1
2
∥∥∥(√M−√N) (√M+√N)∥∥∥
1
+
1
2
∥∥∥(√M+√N) (√M−√N)∥∥∥
1
6
∥∥∥√M−√N∥∥∥
2
∥∥∥√M+√N∥∥∥
2
.
Therefore ∥∥∥√M−√N∥∥∥2
2
6 ‖M− N‖1 6
∥∥∥√M−√N∥∥∥
2
∥∥∥√M+√N∥∥∥
2
. (2.7)
It follows that
1∥∥√ρ +√σ∥∥2
2
‖ρ− σ‖21 6
∥∥√ρ−√σ∥∥2
2
6 ‖ρ− σ‖1 . (2.8)
In view of the fact that
∥∥√ρ +√σ∥∥
2
∈ [√2, 2], we have
1
4
6
1∥∥√ρ +√σ∥∥2
2
6
1
2
.
Applying Eq. (2.8) to Eq. (2.1) in Theorem 2.1, we get the desired inequality.
The following is the second one of main results:
Theorem 2.3. For two density matrices ρ, σ ∈ D (H) and a quantum channel Φ over H, we have
S(ρ||σ)− S(Φ(ρ)||Φ(σ))
> −2 logTr
(√
ρ
√
exp [log σ + Φ∗(logΦ(ρ))−Φ∗(logΦ(σ))]
)
,
where Φ∗ is a dual of Φ with respect to Hilbert-Schmidt inner product over the operator space on H.
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Proof. Since
S(Φ(ρ)||Φ(σ))− S(ρ||σ)
= Tr (ρ [− log ρ + log σ + Φ∗(logΦ(ρ))−Φ∗(logΦ(σ))]) ,
it follows from Golden-Thompson inequality that
exp
(
1
2
S(Φ(ρ)||Φ(σ))− 1
2
S(ρ||σ)
)
6 Tr
(
exp
[
1
2
log ρ +
1
2
log σ +
1
2
Φ∗(logΦ(ρ))− 1
2
Φ∗(logΦ(σ))
])
6 Tr
(√
ρ
√
exp [log σ + Φ∗(logΦ(ρ))−Φ∗(logΦ(σ))]
)
,
which implies the desired inequality.
3 Some remarks
Remark 3.1. It is clear that Brandão et al’s bound (1.5), and Li and Winter’s bound (1.6) are both LOCC
measurement-based. Moreover, they are independent of system B, in view of this, they gave a lower bound
of squashed entanglement, defined by the following [8]:
Esq(ρAC) = inf
B
{
1
2
I(A : C|B)ρ : TrB(ρABC) = ρAC
}
. (3.1)
However, although our result depends on the system B, but, it shed new light over squashed entanglement.
More topics related with our bound can be found in [21, 22, 23].
It is asked in [7]: Can we derive I(A : C|B)ρ = 0 from
[
M,M†
]
= 0 ? The answer is negative. Indeed,
it follows from the discussion in [24] that if the operators ρAB, ρBC and ρB are commute, then
I(A : C|B)ρ = S(ρABC||MM†). (3.2)
Now let ρABC = ∑i,j,k pijk|ijk〉〈ijk| with {pijk} being an arbitrary joint probability distribution. Thus
MM† = M†M = ∑
i,j,k
pijp jk
p j
|ijk〉〈ijk|,
where pij = ∑k pijk, pjk = ∑i pijk and pj = ∑i,k pijk are corresponding marginal distributions, respectively.
In general, pijk 6= pijp jkp j . Therefore we have a specific example in which [M,M†] = 0, and ρABC 6= MM†,
i.e. I(A : C|B)ρ > 0. By employing the Pinsker’s inequality to Eq. (3.2), in this special case, it follows that
I(A : C|B)ρ > 1
2
∥∥∥ρABC −MM†∥∥∥2
1
.
Along with the above line, all tripartite states can be classified into three categories:
D (HA ⊗HB ⊗HC) = D1 ∪D2 ∪D3,
where
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(i) D1
def
=
{
ρABC : ρABC = MM
†, [M,M†] = 0
}
.
(ii) D2
def
=
{
ρABC : ρABC 6= MM†, [M,M†] = 0
}
.
(iii) D3
def
=
{
ρABC : [M,M
†] 6= 0}.
It is remarked here that for any tripartite state ρABC, a transformation can be defined as follows:
M (ρABC) := ρ
1/2
AB ρ
−1/2
B ρBCρ
−1/2
B ρ
1/2
AB for ∀ρABC ∈ D (HA ⊗HB ⊗HC) . (3.3)
Apparently M is a quantum channel since M = Φ∗σ ◦ Φ with Φ = TrA and σ = ρAB ⊗ ρC. In general,
the output state of M is not a Markov chain state, that is, the so-called state with vanishing quantum
conditional mutual information, unless ρABC is a Markov chain state. Another analogous transformation
can be defined
M
′(ρABC) := ρ1/2BC ρ
−1/2
B ρABρ
−1/2
B ρ
1/2
BC for ∀ρABC ∈ D (HA ⊗HB ⊗HC) . (3.4)
In [7], it is conjectured that
I(A : C|B)ρ > 1
2
max
{
‖ρABC −M (ρABC)‖21 ,
∥∥ρABC−M ′(ρABC)∥∥21
}
. (3.5)
In fact, under the condition that
M (ρABC) = exp(log ρAB − log ρB + log ρBC),
it is still seen that
I(A : C|B)ρ = S(ρABC||M (ρABC)),
implying (by Pinsker’s inequality) that the conjectured inequality is also true.
We can connect the total amount of conditional mutual information contained in the tripartite state
ρABC with the trace-norm of the commutator
[
M,M†
]
as follows: if the above conjecture holds, then we
have
I(A : C|B)ρ > 1
8
∥∥∥[M,M†]∥∥∥2
1
, (3.6)
but not vice versa. Even though the above conjecture is false, it is still possible that this inequality is true.
From the classification of all tripartite states, it suffices to show Eq. (3.6) is true for states in D3.
In fact, by using Wasin-So Identity several times, it follows that
M (ρABC) = exp
(
U log ρABU
† +V log ρBCV
† −W log ρBW†
)
, (3.7)
M
′(ρABC) = exp
(
U′ log ρABU′† +V′ log ρBCV′† −W ′ log ρBW ′†
)
(3.8)
for some triples of unitaries (U,V,W) and (U′,V′,W ′) over HABC. The following conjecture is left open:
For all triple of unitaries (U,V,W) over HABC,
I(A : C|B)ρ > 1
4
∥∥∥ρABC − exp(U log ρABU† +V log ρBCV† −W log ρBW†)∥∥∥2
1
. (3.9)
Once this inequality is proved, a weaker one would be true:
I(A : C|B)ρ > 1
4
max
{
‖ρABC −M (ρABC)‖21 ,
∥∥ρABC−M ′(ρABC)∥∥21
}
. (3.10)
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Remark 3.2. If one can show that
Tr (exp (log σ + Φ∗(logΦ(ρ))−Φ∗(logΦ(σ)))) 6 1,
then it would be true that
S(ρ||σ)− S(Φ(ρ)||Φ(σ)) > 1
4
‖ρ− exp (log σ + Φ∗(logΦ(ρ))−Φ∗(logΦ(σ)))‖21 .
By similar reasoning in the previous part, it is believed that
S(ρ||σ)− S(Φ(ρ)||Φ(σ)) > 1
4
∥∥∥ρ− exp(U log σU† +VΦ∗(logΦ(ρ))V† −WΦ∗(logΦ(σ))W†)∥∥∥2
1
.
And
S(ρ||σ)− S(Φ(ρ)||Φ(σ)) > 1
4
‖ρ−Φ∗σ ◦Φ(ρ)‖21 .
The crack of this problem amounts to give a solution of Li and Winter’s question [24] from a different
perspective.
Remark 3.3. By using the Peierls-Bogoliubov inequality and Golden-Thompson inequality, we show the
following interesting inequality: We know from [25] that there exists a unitary U (obtained by Golden-
Thomspon inequality with equality condition andWasin-So Identity) such that F(ρ, σ) = Tr
(
exp
(
log
√
ρ +U log
√
σU†
))
.
Now the Peierls-Bogoliubov inequality is used to give a new lower bound for fidelity:
F(ρ, σ) > Tr (
√
ρ) exp
(
Tr
(√
ρU log
√
σU†
)
Tr
(√
ρ
)
)
> Tr (
√
ρ) exp


〈√
λ↓(ρ), log
√
λ↑(σ)
〉
Tr
(√
ρ
)


> Tr (
√
ρ) exp
(〈√
λ↓(ρ), log
√
λ↑(σ)
〉)
> Tr (
√
ρ)
n
∏
j=1
(
λ
↑
j (σ)
) 1
2
√
λ
↓
j (ρ)
> Tr (
√
ρ)
√√√√ n∏
j=1
(
λ
↑
j (σ)
)λ↓j (ρ)
= Tr (
√
ρ) exp
(
−1
2
S(ρ)− 1
2
H(λ↓(ρ)||λ↑(σ))
)
.
for non-singular density matrices ρ, σ. Therefore, it is obtained that for non-singular density matrices
ρ, σ ∈ D (H),
F(ρ, σ) > Tr (
√
ρ) exp
(
−1
2
S(ρ)− 1
2
H(λ↓(ρ)||λ↑(σ))
)
, (3.11)
where λ↓(ρ) (resp. λ↑(ρ)) is the probability vector consisted of the eigenvalues of ρ, listed in decreasing
(resp. increasing) order; H(·||·) is the relative entropy between probability distributions (related notation
can be referred to [25]).
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