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Abstract
LetA be an operator subalgebra with the unit operator I in B(H). We say that a linear mapping ϕ from
A into itself is a derivable mapping at I if ϕ(ST ) = ϕ(S)T + Sϕ(T ) for any S, T ∈Awith ST = I . In this
paper, we show the following main result: every strongly operator topology continuous derivable mapping
at I on a nest algebra algN is an inner derivation.
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1. Introduction and preliminaries
Let H be a complex and separable Hilbert space, and let N be a complete nest on H. The
purpose of this paper is to show the following theorem.
Theorem 1.1. LetN be a complete nest on H, and let ϕ be a strongly operator topology contin-
uous linear mapping from the nest algebra algN into itself. Then the following statements are
equivalent:
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(1) ϕ is a derivable mapping at I from algN into itself, i.e.
ϕ(ST ) = ϕ(S)T + Sϕ(T ), ∀S, T ∈ algN, ST = I.
(2) ϕ is an inner derivation, i.e. there exists an operator A ∈ B(H) such that
ϕ(T ) = TA − AT, ∀T ∈ algN.
In recent years there has been considerable interest in studying which of linear mappings
on operator algebras are derivations. We describe some of the results related to ours. Let ϕ :
A→ B(H) be linear. We say that ϕ is a derivable mapping at Z (or generalized derivable
mapping at Z) if ϕ(ST ) = ϕ(S)T + Sϕ(T ) (or ϕ(ST ) = ϕ(S)T + Sϕ(T ) − Sϕ(I)T ) for any
S, T ∈Awith ST = Z. Jing et al. [7] showed that every derivable mapping ϕ at 0 with ϕ(I) = 0
on nest algebras is an inner derivation. Zhu and Xiong [17] proved that every norm-continu-
ous generalized derivable mapping at 0 on finite CSL algebras is a generalized derivation (i.e.
ϕ(ST ) = ϕ(S)T + Sϕ(T ) − Sϕ(I)T ). Sˇemrl [12] presented the notion of 2-local derivation and
showed that every 2-local derivation on B(H) is a derivation (no linearity is assumed), where
dim H = ∞. For other results, see [1–4,6,8,9,14–16,18]. It is the aim of this paper to prove that
every strongly operator topology continuous linear derivable mapping at I from the nest algebra
algN into itself is an inner derivation.
The distribution of this paper is as follows. In Section 2, we introduce some preliminary lemmas
relating to the proof of Theorem 1.1. Lemma 2.8 plays an important role in this paper. The proof
of the Lemma 2.8 is mainly based on Lemma 2.6. The key to the settlement of Lemma 2.8 lies in
Eq. (7) in the case of 〈x, y〉 = 0. Using Lemma 2.8 in Section 2, we give the proof of our main
Theorem 1.1 in Section 3.
The following notations will be used in our paper.
The symbols B(H) and F(H) stand for the set of all bounded linear operators on H and the set
of all finite rank operators on H , respectively. We use the symbols x ⊗ y and I to denote the rank
one operator 〈·, y〉x and the unit operator onH , respectively. If we denote byN a complete nest on
H , then the nest algebra algN is the set of all operators which leave every member ofN invari-
ant. The algebra algN is a Banach algebra. If N ∈N, we write N_ = ∨{M ∈N : M ⊂ N},
N+ = ∩{L ∈N : N ⊂ L}, and we use the symbols P(N) and dim N for the orthogonal projec-
tion operator from H onto N and the dimension of N , respectively. We write the complex number
field and real numbers field as C and R, respectively.
2. Preliminary lemmas
We often use the following lemma in this paper.
Lemma 2.0 (Lemma 3.1 in [10], Lemma 3.3 in [11] and Lemma 3.2 in [13]). Let N be a
complete nest on a Hilbert space H. Then x ⊗ y ∈ algN if and only if there exists a subspace
N ∈N such that x ∈ N and y ∈ (N−)⊥, if and only if there exists a subspace M ∈N such that
x ∈ M+ and y ∈ M⊥.
Lemma 2.1. Let A and B be two subalgebras of B(H) with I ∈A, and let ϕ be a derivable
mapping at I fromA into B. Then
(1) for every idempotent operator P ∈A, we have
ϕ(P ) = ϕ(P )P + Pϕ(P );
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(2) for every P ∈A with P 2 = 0, we have
ϕ(P )P + Pϕ(P ) = 0.
Proof. (1) It is obvious from I = I · I thatϕ(I) = ϕ(I · I ) = ϕ(I)I + Iϕ(I ) = 2ϕ(I). Soϕ(I) =
0. For every idempotent operator P ∈ algN, we have
I =
(
P − 1 −
√
3i
2
I
)(
P − 1 +
√
3i
2
I
)
.
It follows that
0 = ϕ(I) = ϕ
((
P − 1 −
√
3i
2
I
)(
P − 1 +
√
3i
2
I
))
= ϕ
(
P − 1 −
√
3i
2
I
)(
P − 1 +
√
3i
2
I
)
+
(
P − 1 −
√
3i
2
I
)
ϕ
(
P − 1 +
√
3i
2
I
)
= ϕ(P )P + Pϕ(P ) − ϕ(P ).
Furthermore we get that
ϕ(P ) = ϕ(P )P + Pϕ(P ). (1)
(2) For every P ∈A with P 2 = 0, we have
0 = ϕ(I) = ϕ((I − P)(I + P))
= ϕ(I − P)(I + P) + (I − P)ϕ(I + P)
= −ϕ(P )(I + P) + (I − P)ϕ(P )
= −ϕ(P )P − Pϕ(P ).
It follows that ϕ(P )P + Pϕ(P ) = 0. This completes the proof. 
Theorem 2.2. Let A and B be two von Neumann algebras, and let ϕ be a norm-continuous
derivable mapping at I fromA into B. Then ϕ is an inner derivation.
Proof. For every idempotent operators p, q ∈A with pq = 0 and qp = 0, then p + q is an
idempotent operator. By Lemma 2.1, we may get that
ϕ(p) + ϕ(q) = ϕ(p + q) = ϕ(p + q)(p + q) + (p + q)ϕ(p + q)
= ϕ(p) + ϕ(q) + ϕ(p)q + pϕ(q) + ϕ(q)p + qϕ(p).
Furthermore we have
ϕ(p)q + pϕ(q) + ϕ(q)p + qϕ(p) = 0. (2)
For arbitrary orthogonal projections p1, p2, p3, . . . , pn ∈A with pipj = 0 (i /= j), and
{r1, r2, r3, . . . , rn} ⊂ R, we write Q =∑ni=1 ripi . It follows from Eqs. (1) and (2) that
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ϕ(Q2) = ϕ
⎛
⎝( n∑
i=1
ripi
)2⎞⎠ = n∑
i=1
r2i ϕ(pi)
= ϕ(Q)Q + Qϕ(Q).
Furthermore, for every self-adjoint operator S ∈A, since ϕ is norm-continuous, we have
ϕ(S2) = ϕ(S)S + Sϕ(S).
For every T ∈A, then there exist two self-adjoint operators T1, T2 ∈A such that T = T1 + iT2.
Comparing the expansion equations of ϕ(T 2) with of ϕ(T )T + T ϕ(T ), we have
ϕ(T 2) = ϕ(T )T + T ϕ(T ),
i.e. ϕ is a Jordan derivation. It follows from Theorem 1.4 in [18] that ϕ is a generalized inner
derivation, i.e. there exist two operators A,B ∈ B(H) such that
ϕ(T ) = TA + BT .
Furthermore we get that 0 = ϕ(I) = A + B, i.e. B = −A. Hence ϕ is an inner derivation. This
completes the proof. 
Lemma 2.3. LetN be a complete nest, and let ϕ be a derivable mapping at I from algN into
itself. Then the following statements hold:
(1) If x ⊗ y ∈ algN with 〈x, y〉 /= 0, then
ϕ((x ⊗ y)2) = ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y)
and
ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ Cx.
(2) If 0 /= x ⊗ y ∈ algN with 〈x, y〉 = 0 and x ⊗ x′ ∈ algN with 〈x, x′〉 /= 0, then
ϕ(x ⊗ y)z ∈ Cx, ∀z ∈ {x′, y}⊥.
In particular, if x ⊗ x ∈ algN, then
ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ Cx.
(3) If 0 /= x ⊗ y ∈ algN with 〈x, y〉 = 0 and y′ ⊗ y ∈ algN with 〈y, y′〉 /= 0, then
ϕ(x ⊗ y)z ∈ span{x, y′}, ∀z ∈ {y}⊥.
In particular, if y ⊗ y ∈ algN, then
ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ Cx.
Proof. (1) Since x ⊗ y ∈ algN and 〈x, y〉 /= 0, λ−1x ⊗ y is an idempotent operator, where
λ = 〈x, y〉. Thus we get that
ϕ(λ−1x ⊗ y) = ϕ(λ−1x ⊗ y)(λ−1x ⊗ y) + (λ−1x ⊗ y)ϕ(λ−1x ⊗ y).
It follows that
ϕ((x ⊗ y)2) = λϕ(x ⊗ y) = ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y).
Furthermore ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ Cx.
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(2) Since x ⊗ (x′ + y) ∈ algN and 〈x, x′ + y〉 = 〈x, x′〉 /= 0, we obtain from the above state-
ment (1) that
ϕ((x ⊗ (x′ + y))2) = ϕ(x ⊗ (x′ + y))(x ⊗ (x′ + y)) + (x ⊗ (x′ + y))ϕ(x ⊗ (x′ + y)).
On the other hand
ϕ((x ⊗ (x′ + y))2) = 〈x, x′ + y〉ϕ(x ⊗ (x′ + y)) = 〈x, x′〉(ϕ(x ⊗ x′) + ϕ(x ⊗ y)).
Thus we have
〈x, x′〉ϕ(x ⊗ y) = ϕ(x ⊗ (x′ + y))(x ⊗ (x′ + y))
+ (x ⊗ (x′ + y))ϕ(x ⊗ (x′ + y)) − 〈x, x′〉ϕ(x ⊗ x′)
= ϕ(x ⊗ (x′ + y))(x ⊗ (x′ + y)) + (x ⊗ (x′ + y))ϕ(x ⊗ (x′ + y))
−ϕ(x ⊗ x′)(x ⊗ x′) − (x ⊗ x′)ϕ(x ⊗ x′).
It follows from the above equation that 〈x, x′〉ϕ(x ⊗ y)z ∈ Cx for any z ∈ {x′, y}⊥, i.e.
ϕ(x ⊗ y)z ∈ Cx, ∀z ∈ {x′, y}⊥. (3)
If x ⊗ x ∈ algN, we may take x′ = x. Since (x ⊗ y)2 = 0, it follows from Lemma 2.1 that
0 = ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y).
Furthermore we get that 0 = ϕ(x ⊗ y)(x ⊗ y)y + (x ⊗ y)ϕ(x ⊗ y)y. Thus we have
ϕ(x ⊗ y)x′ = ϕ(x ⊗ y)x ∈ Cx.
It follows from the above equation and Eq. (3) that ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ Cx.
(3) Since (x + y′) ⊗ y ∈ algN and 〈x + y′, y〉 = 〈y, y′〉 /= 0, we obtain from (1) of Lemma
2.1 that
〈y, y′〉ϕ(x ⊗ y) = [〈y, y′〉ϕ(x ⊗ y) + 〈y, y′〉ϕ(y′ ⊗ y)] − 〈y, y′〉ϕ(y′ ⊗ y)
= ϕ(((x + y′) ⊗ y)2) − 〈y, y′〉ϕ(y′ ⊗ y)
= ϕ((x + y′) ⊗ y)((x + y′) ⊗ y) + ((x + y′) ⊗ y)ϕ((x + y′) ⊗ y)
−ϕ(y′ ⊗ y)(y′ ⊗ y) − (y′ ⊗ y)ϕ(y′ ⊗ y)(y′ ⊗ y).
It follows from the above equation that
ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ span{x, y′}.
If y ⊗ y ∈ algN, we may take y′ = y. By Lemma 2.1 and (x ⊗ y)2 = 0 we have
ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y) = 0.
It follows that 0 = (ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y))z = (x ⊗ y)ϕ(x ⊗ y)z for any z ∈
{y}⊥, i.e. 〈ϕ(x ⊗ y)z, y〉 = 0. Thus we get that
ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ Cx.
This completes the proof. 
Lemma 2.4. Let ϕ be a derivable mapping at I from B(H) into B(H). Then there exist two
operators A,B ∈ B(H) such that
ϕ(F ) = FA + BF, ∀F ∈ F(H).
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Proof. For arbitrary x ⊗ y ∈ B(H), we claim that
ϕ(x ⊗ y)(ker(x ⊗ y)) ⊆ Cx.
In fact, when 〈x, y〉 /= 0, it follows from (1) of Lemma 2.3 that the above equation holds; when
〈x, y〉 = 0, it follows from (2) of Lemma 2.3 and x ⊗ x ∈ B(H) that the above equation also
holds. We can prove that there exist two linear mappings A1, B1 on H such that
ϕ(x ⊗ y) = x ⊗ A1y + B1x ⊗ y, ∀x ⊗ y ∈ B(H)
by imitating the proof of Theorem 3 in [15]. For arbitrary x, y ∈ H with 〈x, y〉 = 1, we write
P = x ⊗ y. Then P 2 = P . By Lemma 2.1 we have ϕ(P ) = ϕ(P )P + Pϕ(P ). Thus Pϕ(P )P =
0. Furthermore we get that
0 = Pϕ(P )P = (x ⊗ y)ϕ(x ⊗ y)(x ⊗ y)
= (x ⊗ y)(x ⊗ A1y + B1x ⊗ y)(x ⊗ y)
= (〈x,A1y〉 + 〈B1x, y〉)x ⊗ y.
It follows from the above equation that 〈x,A1y〉 + 〈B1x, y〉 = 0. For every z ∈ H , we may find
two vectors z1, z2 ∈ H and two complex numbers α, β such that z = αz1 + βz2 and 〈x, z1〉 =
〈x, z2〉 = 1. In fact, when 〈x, z〉 = 0, we may take z1 = z + x〈x,x〉 , z2 = x〈x,x〉 , α = 1 and β = −1;
when 〈x, z〉 /= 0, we may take z1 = z2 = z〈x,z〉 and α = β = 12 〈x, z〉. It follows that
〈x,A1z〉 + 〈B1x, z〉 = 〈x,A1αz1〉 + 〈B1x, αz1〉 + 〈x,A1βz2〉 + 〈B1x, βz2〉
= α¯(〈x,A1z1〉 + 〈B1x, z1〉) + β¯(〈x,A1z2〉 + 〈B1x, z2〉) = 0,
i.e.
〈x,A1z〉 + 〈B1x, z〉 = 0, ∀x, z ∈ H.
If xn → x0 and B1xn → z0 as n → ∞, then
0 = 〈xn,A1y〉 + 〈B1xn, y〉 → 〈x0, A1y〉 + 〈z0, y〉 = 0.
Combining the above equation and 〈x0, A1y〉 + 〈B1x0, y〉 = 0, we have 〈B1x0, y〉 = 〈z0, y〉 for
any y ∈ H . Furthermore B1x0 = z0. It follows from the closed graph theorem that B1 ∈ B(H).
Similarly, A1 ∈ B(H). Thus we see that
ϕ(x ⊗ y) = x ⊗ yA + Bx ⊗ y.
By the linearity of ϕ, we have
ϕ(F ) = FA + BF, ∀F ∈ F(H).
This completes the proof. 
Lemma 2.5. LetN be a complete nest, and let 0 /= x ⊗ y ∈ algN with 〈x, y〉 = 0. Then there
exists a complete nestN′ ⊇N such that the following statements hold:
(1) x ⊗ y ∈ algN′ ⊆ algN.
(2) There exists N ′ ∈N′ such that x ∈ N ′, y ∈ (N ′)⊥.
Proof. Since x ⊗ y ∈ algN, there exists N ∈N such that x ∈ N and y ∈ (N−)⊥. We divide
the proof of the lemma into the following four cases.
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Case 1. Suppose that N = N−. We may chooseN′ =N in the lemma and take N ′ = N ∈N′
in (2) of the lemma.
Case 2. Suppose that N /= N− and P(N  N−)x = 0. Then x ∈ N− and y ∈ (N−)⊥. Thus
we may chooseN′ =N in the lemma and N ′ = N− ∈N′ in (2) of the lemma.
Case 3. Suppose that N /= N− and P(N  N−)y = 0. Then y ∈ N⊥ and x ∈ N . We may
chooseN′ =N in the lemma and take N ′ = N ∈N′ in (2) of the lemma.
Case 4. Suppose that N /= N−, P(N  N−)x /= 0 and P(N  N−)y /= 0. Since 〈x, y〉 =
0, P(N  N−)x ⊥ P(N  N−)y. We write M = span[{P(N  N−)x} ∪ N−]. Thus we may
chooseN′ =N ∪ {M} in the lemma and takeN ′ = M ∈N′ in (2) of the lemma. This completes
the proof. 
Lemma 2.6. Let ϕ be a derivable mapping at I from algN into itself. If 0 /= u ⊗ v ∈ algN and
0 /= x ⊗ y ∈ algN with 〈x, y〉 = 0, then the following statements hold:
(1) If u ⊥ {y, v} and v ⊥ {x, u}, then
(x ⊗ y)ϕ(u ⊗ v) + ϕ(x ⊗ y)(u ⊗ v) + ϕ(u ⊗ v)(x ⊗ y) + (u ⊗ v)ϕ(x ⊗ y) = 0.
In particular, when {y, v} is linearly independent, or {y, v} is linearly dependent and
y ∈ (H−)⊥, then
ϕ(x ⊗ y)u ∈ span{x, u}.
(2) If u ⊥ y, x ⊥ v and 〈u, v〉 /= 0, then
ϕ(x ⊗ y)u ∈ span{x, u}.
Proof. (1) Since (u ⊗ v + x ⊗ y)2 = 0, we have
0 = ϕ(I) = ϕ(I − (u ⊗ v + x ⊗ y)2)
= ϕ((I + (u ⊗ v + x ⊗ y))(I − (u ⊗ v + x ⊗ y)))
= ϕ(I + (u ⊗ v + x ⊗ y))(I − (u ⊗ v + x ⊗ y))
+ (I + (u ⊗ v + x ⊗ y))ϕ(I − (u ⊗ v + x ⊗ y))
= ϕ(u ⊗ v + x ⊗ y)(I − (u ⊗ v + x ⊗ y))
− (I + (u ⊗ v + x ⊗ y))ϕ(u ⊗ v + x ⊗ y)
= −[ϕ(u ⊗ v)(u ⊗ v) + (u ⊗ v)ϕ(u ⊗ v)]
− [ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y)]
− [ϕ(x ⊗ y)(u ⊗ v) + (x ⊗ y)ϕ(u ⊗ v)
+ϕ(u ⊗ v)(x ⊗ y) + (u ⊗ v)ϕ(x ⊗ y)]
= − [ϕ(x ⊗ y)(u ⊗ v) + (x ⊗ y)ϕ(u ⊗ v)
+ϕ(u ⊗ v)(x ⊗ y) + (u ⊗ v)ϕ(x ⊗ y)].
So we get that
(x ⊗ y)ϕ(u ⊗ v) + ϕ(x ⊗ y)(u ⊗ v) + ϕ(u ⊗ v)(x ⊗ y) + (u ⊗ v)ϕ(x ⊗ y) = 0.
In particular, if {v, y} is linearly independent, then, for every 0 /= λ ∈ C, there exists z ∈ H such
that 〈z, y〉 = λ〈z, v〉 /= 0. Furthermore we get that
(x ⊗ y)ϕ(u ⊗ v)z + ϕ(x ⊗ y)(u ⊗ v)z + ϕ(u ⊗ v)(x ⊗ y)z + (u ⊗ v)ϕ(x ⊗ y)z = 0.
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It follows that
ϕ(x ⊗ y)u + λϕ(u ⊗ v)x ∈ span{x, u}.
Taking λ = ±1, then we get that
ϕ(x ⊗ y)u + ϕ(u ⊗ v)x ∈ span{x, u};
ϕ(x ⊗ y)u − ϕ(u ⊗ v)x ∈ span{x, u}.
Combining the above two equations, we have
ϕ(x ⊗ y)u ∈ span{x, u}.
If v, y are linearly dependent and y ∈ (H−)⊥, then y ⊗ y ∈ algN. It follows from (3) of
Lemma 2.3 that ϕ(x ⊗ y)u ∈ Cx ⊆ span{x, u}.
(2) Without loss of generalization, we may assume that 〈u, v〉 = 1. Note that 〈x, y〉 = 〈x, v〉 =
〈u, y〉 = 0. If we write P = x ⊗ y + u ⊗ v, then P 2 = u ⊗ v and P 4 = P 2 = u ⊗ v. If we take
α, β ∈ C with α + β = αβ = 1, then we have
I = P 4 − P 2 + I = (P − √αI)(P + √αI)(P 2 − βI)
= (P − √αI)(x ⊗ y + u ⊗ v + √αI)(u ⊗ v − βI)
= (P − √αI)(−βx ⊗ y + u ⊗ v − βu ⊗ v + √αu ⊗ v − √αβI)
= (x ⊗ y + u ⊗ v − √αI)(−βx ⊗ y + (1 − β + √α)u ⊗ v − √αβI). (4)
Acting on Eq. (4) by ϕ, we get that
0 = ϕ(I)
= ϕ(x ⊗ y + u ⊗ v − √αI)(−βx ⊗ y + (1 − β + √α)u ⊗ v − √αβI)
+ (x ⊗ y + u ⊗ v − √αI)ϕ(−βx ⊗ y + (1 − β + √α)u ⊗ v − √αβI)
= ϕ(x ⊗ y + u ⊗ v)(−βx ⊗ y + (1 − β + √α)u ⊗ v − √αβI)
+ (x ⊗ y + u ⊗ v − √αI)ϕ(−βx ⊗ y + (1 − β + √α)u ⊗ v)
= −βϕ(x ⊗ y)x ⊗ y + (1 − β + √α)ϕ(x ⊗ y)u ⊗ v − √αβϕ(x ⊗ y)
−βϕ(u ⊗ v)x ⊗ y + (1 − β + √α)ϕ(u ⊗ v)u ⊗ v − √αβϕ(u ⊗ v)
−βx ⊗ yϕ(x ⊗ y) + (1 − β + √α)x ⊗ yϕ(u ⊗ v) − βu ⊗ vϕ(x ⊗ y)
+ (1−β+√α)u⊗vϕ(u⊗v)+√αβϕ(x ⊗ y) − √α(1 − β + √α)ϕ(u ⊗ v). (5)
Acting on u by Eq. (5), we have
0 = −βϕ(x ⊗ y)(x ⊗ y)u + (1 − β + √α)ϕ(x ⊗ y)(u ⊗ v)u − √αβϕ(x ⊗ y)u
−βϕ(u ⊗ v)(x ⊗ y)u + (1 − β + √α)ϕ(u ⊗ v)(u ⊗ v)u − √αβϕ(u ⊗ v)u
−βx ⊗ yϕ(x ⊗ y)u + (1 − β + √α)x ⊗ yϕ(u ⊗ v)u − βu ⊗ vϕ(x ⊗ y)u
+ (1 − β + √α)u ⊗ vϕ(u ⊗ v)u + √αβϕ(x ⊗ y)u − √α(1 − β + √α)ϕ(u ⊗ v)u
= (1 − β + √α)ϕ(x ⊗ y)u − √αβϕ(x ⊗ y)u + (1 − β + √α)ϕ(u ⊗ v)u
−√αβϕ(u ⊗ v)u − βx ⊗ yϕ(x ⊗ y)u + (1 − β + √α)x ⊗ yϕ(u ⊗ v)u
−βu ⊗ vϕ(x ⊗ y)u + (1 − β + √α)u ⊗ vϕ(u ⊗ v)u + √αβϕ(x ⊗ y)u
−√α(1 − β + √α)ϕ(u ⊗ v)u
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= (1 − β + √α − √αβ − √α(1 − β + √α))ϕ(u ⊗ v)u
+ (1 − β + √α)ϕ(x ⊗ y)u − βx ⊗ yϕ(x ⊗ y)u + (1 − β + √α)x ⊗ yϕ(u ⊗ v)u
−βu ⊗ vϕ(x ⊗ y)u + (1 − β + √α)u ⊗ vϕ(u ⊗ v)u
= (1 − β + √α)ϕ(x ⊗ y)u − βx ⊗ yϕ(x ⊗ y)u + (1 − β + √α)x ⊗ yϕ(u ⊗ v)u
−βu ⊗ vϕ(x ⊗ y)u + (1 − β + √α)u ⊗ vϕ(u ⊗ v)u.
Since 1 − β + √α /= 0, it follows from the above equation that
ϕ(x ⊗ y)u ∈ span{x, u}.
This completes the proof. 
Lemma 2.7. LetN be a complete nest, and let ϕ be a derivable mapping at I from algN into
itself. If dim H  3, then ϕ is an inner derivation.
Proof. First, we claim that the following equation holds:
ϕ(x ⊗ y)(ker(x ⊗ y)) ∈ Cx, ∀x ⊗ y ∈ algN. (6)
Without loss of generalization, we may assume that x ⊗ y /= 0.
If 〈x, y〉 /= 0, it follows from (1) of Lemma 2.3 that Eq. (6) holds.
If 〈x, y〉 = 0, we divide the proof of Eq. (6) into the following three cases:
Case 1. Suppose that dim H = 1. Obviously, the lemma is true.
Case 2. Suppose that dim H = 2. Since 〈x, y〉 = 0, we have (x ⊗ y)2 = 0. It follows from (2)
of Lemma 2.1 that
ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y) = 0.
Furthermore, for arbitrary z ∈ {y}⊥ = Cx, we get that
0 = ϕ(x ⊗ y)(x ⊗ y)z + (x ⊗ y)ϕ(x ⊗ y)z = (x ⊗ y)ϕ(x ⊗ y)z.
Therefore 〈ϕ(x ⊗ y)z, y〉 = 0, i.e. ϕ(x ⊗ y)z ∈ Cx.
Case 3. Suppose that dim H = 3. Since x ⊗ y ∈ algN, there exists M ∈N such that x ∈ M
and y ∈ (M−)⊥. We claim that Eq. (6) holds. By (2) and (3) of Lemma 2.3, we only need to prove
that x ⊗ x ∈ algN or y ⊗ y ∈ algN.
(a) Suppose that N = {{0}, H }. Then algN = B(H). It is obvious that x ⊗ x ∈ algN. It
follows that Eq. (6) holds.
(b) Suppose that N = {{0}, N,H }. If M = H , then y ∈ (M−)⊥ = (H−)⊥ = N⊥ and also
y ∈ M = H . Hencey ⊗ y ∈ algN. IfM = N , thenx ∈ N and alsox ∈ (N−)⊥ = H . Obviously,
x ⊗ x ∈ algN. It follows that Eq. (6) holds.
(c) Suppose that N = {{0}, N,L,H } with {0} ⊂ N ⊂ L ⊂ H . Since dim H = 3, dim N =
dim(L  N) = dim L⊥ = 1. If M = N , then x ∈ H = (N−)⊥ and x ∈ N . So x ⊗ x ∈ algN. If
M = H , then y ∈ H = M and y ∈ (M−)⊥. So y ⊗ y ∈ algN. If M = L, we claim that x ∈ N or
y ∈ L⊥. In fact, if that is not true, then x /∈ N and y /∈ L⊥, so P(L  N)x /= 0, P (L  N)y /= 0.
Thus there exists 0 /= λ ∈ C such thatP(L  N)x = λP (L  N)y. Furthermore 〈x, y〉 /= 0. This
is a contradiction with 〈x, y〉 = 0. Therefore x ∈ N or y ∈ L⊥. Furthermore x ⊗ x ∈ algN or
y ⊗ y ∈ algN. It follows that Eq. (6) holds.
By imitating the proof of Theorem 3 in [15] and Lemma 2 and the first part of Theorem 1 in
[14], we may find an operator A ∈ B(H) such that
ϕ(x ⊗ y) = (x ⊗ y)A − A(x ⊗ y), ∀x ⊗ y ∈ algN.
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By linearity of ϕ, it is an inner derivation. This completes the proof. 
Without loss of generalization, we always assume that dim H  4 in rest part of this paper.
Lemma 2.8. LetN be a complete nest, and let ϕ be a derivable mapping at I from algN into
itself. If 0 /= x ⊗ y ∈ algN, then there exists a complex number β(x, y) ∈ C and two vectors
w1(x, y) ∈ {y}⊥, w2(x, y) ∈ H such that
ϕ(x ⊗ y) = β(x, y)I + x ⊗ w1(x, y) + w2(x, y) ⊗ y, (7)
where β(x, y) is a conjugate bilinear functional about x and y.
Proof. Without loss of generalization, we may assume that H− /= {0}. (Suppose H− = {0}, then
algN = B(H). It follows from Lemma 2.4 that the lemma holds.)
(1) We divided the proof of Eq. (7) into the following three cases:
Case 1. Suppose that 〈x, y〉 /= 0. By Lemma 2.3, we have
〈x, y〉ϕ(x ⊗ y) = ϕ((x ⊗ y)2) = ϕ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ϕ(x ⊗ y).
If we take thatβ(x, y) = 0,w1(x, y) = 〈x, y〉−1ϕ(x ⊗ y)∗y andw2(x, y) = 〈x, y〉−1ϕ(x ⊗ y)x,
then Eq. (7) holds.
Case 2. Suppose that 〈x, y〉 = 0 and H− /= H . First, we claim that
ϕ(x ⊗ y)u ∈ span{x, u}, ∀u ∈ {y}⊥. (8)
We divide the proof of Eq. (8) into the following three cases.
(a) Suppose that dim(H−)⊥  3. For every u ∈ {y}⊥, we may take 0 /= v ∈ (H−)⊥ with v ⊥
{u, x}. Then u ⊗ v ∈ algN and u ⊥ {v, y}. It follows from (1) of Lemma 2.6 that Eq. (8) holds.
(b) Suppose that dim(H−)⊥ = 2. For every u ∈ {y}⊥, we write y = y1 + y2 with y1 ∈ H−
and y2 ∈ (H−)⊥.
If y1 /= 0, we write Ny = ∨{N ∈N : P(N)y = 0}. Then P(Ny)y = 0. Since P(H−)y =
y1 /= 0, Ny ⊂ H− (In fact, note thatN is an totally order subspace lattice by inclusion and Ny
and H− are two elements in N, if it is not true, then H− ⊆ Ny . Furthermore 0 = P(Ny)y =
P(H−)y + P(Ny  H−)y. Since P(H−)y ⊥ P(Ny  H−)y, P(H−)y = 0. This is a contradic-
tion withP(H−)y /= 0). Thus (Ny)+ = ∩{L ∈N : Ny ⊂ L} ⊆ H−. Notice that x ⊗ y ∈ algN,
it follows from Lemma 2.0 that there exists M ∈N such that x ∈ M+ and y ∈ M⊥. Further-
more P(M)y = 0. Thus M ⊆ Ny ⊂ H− and x ∈ M+ ⊆ (Ny)+ ⊆ H−. Since dim(H−)⊥ = 2,
we may find 0 /= v ∈ (H−)⊥ such that v ⊥ u. Using Lemma 2.0, then u ⊗ v ∈ algN. Obviously
v ⊥ {x, u},u ⊥ {v, y}. SinceP(H−)y = y1 /= 0 andP(H−)v = 0, {v, y} is linearly independent.
It follows from (1) of Lemma 2.6 that Eq. (8) holds.
If y1 = 0 and x ∈ H−, then y = y2 ∈ (H−)⊥. We may take v = y ∈ (H−)⊥. Then u ⊗ v ∈
algN, v ⊥ {x, u}, u ⊥ {y, v} and {y, v} is linearly dependent. It follows from (1) of Lemma 2.6
that Eq. (8) holds.
If y1 = 0 and x /∈ H−, then y = y2 ∈ (H−)⊥. Since y ⊥ {u, x}, y ∈ (H−)⊥ and dim(H−)⊥ =
2, we may find u1 ∈ H− and λ ∈ C such that u = λx + u1. Thus we have
ϕ(x ⊗ y)u = ϕ(x ⊗ y)λx + ϕ(x ⊗ y)u1.
So we only need to show that
ϕ(x ⊗ y)(λx) ∈ span{x, u},
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and
ϕ(x ⊗ y)u1 ∈ span{x, u}.
In fact, since (x ⊗ y)2 = 0, we have
0 = ϕ(x ⊗ y)x ⊗ y + x ⊗ yϕ(x ⊗ y).
It follows that
ϕ(x ⊗ y)(λx) = λϕ(x ⊗ y)x ∈ Cx ⊆ span{x, u}.
If we take v = y ∈ (H−)⊥, then u1 ⊗ v ∈ algN, v ⊥ {x, u1} and u1 ⊥ {v, y}. It follows from
(1) of Lemma 2.6 that ϕ(x ⊗ y)u1 ∈ span{x, u1}. Since u = λx + u1, span{x, u1} = span{x, u}.
So we have
ϕ(x ⊗ y)u1 ∈ span{x, u}.
Furthermore we get that Eq. (8) holds.
(c) Suppose that dim(H−)⊥ = 1. Then x ∈ H−. (In fact, since x ⊗ y ∈ algN, there exists
M ∈N such that x ∈ M and y ∈ (M−)⊥. When M = H , by 〈x, y〉 = 0 and dim(H−)⊥ = 1, we
obtain x ∈ H−. When M ⊂ H , we have x ∈ M ⊆ H−.) For every u ∈ {y}⊥ with P((H−)⊥)u /=
0, we may take 0 /= v ∈ (H−)⊥ such that 〈u, v〉 = 1. Then we have u ⊗ v ∈ algN and v ⊥ x.
It follows from (2) of Lemma 2.6 that Eq. (8) holds. For every u ∈ {y}⊥ with P((H−)⊥)u = 0,
we may take 0 /= v ∈ (H−)⊥. Then we have u ⊗ v ∈ algN, v ⊥ {x, u}, u ⊥ {v, y}, and {v, y}
is linearly independent or y = λv ∈ (H−)⊥. It follows from (1) of Lemma 2.6 that Eq. (8) holds.
For every u ∈ {y}⊥, using Eq. (8), there exists α(u), β(u) ∈ C such that
ϕ(x ⊗ y)u = α(u)x + β(u)u.
Now we show that Eq. (7) is true. We take u1, u2 ∈ {x, y}⊥ such that {u1, u2} is linearly inde-
pendent. Furthermore we have
ϕ(x ⊗ y)ui = α(ui)x + β(ui)ui (i = 1, 2),
and
ϕ(x ⊗ y)(u1 + u2) = α(u1 + u2)x + β(u1 + u2)(u1 + u2).
Therefore
0 = (α(u1 + u2) − α(u1) − α(u2))x
+ (β(u1 + u2) − β(u1))u1 + (β(u1 + u2) − β(u2))u2.
So α(u1 + u2) = α(u1) + α(u2) and β(u1 + u2) = β(u1) = β(u2). It is easy to see that β(u) is
independent of u. So we may write β(u) = β for any u ∈ {x, y}⊥. Then
ϕ(x ⊗ y)u = α(u)x + βu, u ∈ {x, y}⊥.
For arbitrary z ∈ {y}⊥, we may find u ∈ {x, y}⊥ such that z = λx + u. Furthermore we have
ϕ(x ⊗ y)z = ϕ(x ⊗ y)(λx + u) = λϕ(x ⊗ y)x + ϕ(x ⊗ y)u
= λϕ(x ⊗ y)x + α(u)x + βu.
Notice that ϕ(x ⊗ y)x ∈ Cx by Eq. (8), so there exists a complex number γ ∈ C such that
ϕ(x ⊗ y)z = γ x + βu = (γ − βλ)x + β(λx + u) = (γ − βλ)x + βz.
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Therefore (ϕ(x ⊗ y) − βI)|{y}⊥ ∈ Cx. It follows that (ϕ(x ⊗ y) − βI)|{y}⊥ is a at most rank one
operator. Since ϕ(x ⊗ y) − βI) is a linear operator on {y}⊥, there exists w1(x, y) ∈ {y}⊥ such
that
(ϕ(x ⊗ y) − βI)|{y}⊥ = x ⊗ w1(x, y).
Since both α and β are dependent of x and y, we may write β = β(x, y) and
w2(x, y) = 〈y, y〉−1(ϕ(x ⊗ y)y − β(x, y)y).
Thus we have
ϕ(x ⊗ y) = β(x, y)I + x ⊗ w1(x, y) + w2(x, y) ⊗ y.
Case 3. Suppose that 〈x, y〉 = 0 and H = H−. If we write Ny = ∨{N ∈N : P(N)y = 0} ⊂
H , it follows from x ⊗ y ∈ algN that y ∈ (Ny)⊥ and x ∈ (Ny)+ ⊂ H . We take a sequence
{Nn} ⊆Nwith (Ny)+ ⊂ Nn ⊂ Nn+1 ⊂ H and P(Nn) SOT−→ I as n → ∞. For every u ∈ {y}⊥ ∩
Nn, since dim(Nn)⊥ = +∞, we may take v ∈ (Nn)⊥ with v ⊥ {x, y}. Then u ⊗ v ∈ algN,
v ⊥ {x, u}, u ⊥ {v, y} and {v, y} is linearly independent. It follows from (1) of Lemma 2.6 that
ϕ(x ⊗ y)u ∈ span{x, u}, ∀u ∈ {y}⊥ ∩ Nn.
For every positive integer n, there exist two complex numbers αn(u) and βn(u) such that
ϕ(x ⊗ y)u = αn(u)x + βn(u)u, ∀u ∈ {y}⊥ ∩ Nn.
Let u1, u2 ∈ {x, y}⊥ ∩ Nn such that {u1, u2} is linearly independent. Then {u1, u2, x} is also
linearly independent. By the above equation, we have
ϕ(x ⊗ y)ui = αn(ui)x + βn(ui)ui (i = 1, 2).
ϕ(x ⊗ y)(u1 + u2) = αn(u1 + u2)x + βn(u1 + u2)(u1 + u2).
Therefore
0 = (αn(u1 + u2) − αn(u1) − α(u2))x
+ (βn(u1 + u2) − βn(u1))u1 + (βn(u1 + u2) − βn(u2))u2.
So αn(u1 + u2) = αn(u1) + αn(u2), and βn(u1 + u2) = βn(u1) = βn(u2). It is easy to see that
βn(u) is independent of u. So we have
ϕ(x ⊗ y)u = αn(u)x + βnu, ∀u ∈ {x, y}⊥ ∩ Nn.
If m > n, then we have
ϕ(x ⊗ y)u = αm(u)x + βmu, ∀u ∈ {x, y}⊥ ∩ Nm.
Thus we have
αn(u)x + βnu = αm(u)x + βmu, ∀u ∈ {x, y}⊥ ∩ Nn.
If we take u ∈ {y}⊥ ∩ Nn and {x, u} is linearly independent, then we have αm(u) = αn(u) and
βm = βn. Obviously, both βn and αn(u) are independent of n. We may write β = βn and α(u) =
αn(u).
For arbitrary z ∈ {y}⊥ ∩ Nn, we write z = λx + u with u ∈ {x, y}⊥. Furthermore
ϕ(x ⊗ y)z = ϕ(x ⊗ y)(λx + u)
= λϕ(x ⊗ y)x + ϕ(x ⊗ y)u
= λϕ(x ⊗ y)x + α(u)x + βu.
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Notice that ϕ(x ⊗ y)x ∈ Cx, so there exists a complex number γ ∈ C such that
ϕ(x ⊗ y)z = γ x + βu = (γ − βλ)x + β(λx + u) = (γ − βλ)x + βz.
Therefore (ϕ(x ⊗ y) − βI)z ∈ Cx. Furthermore we have
(ϕ(x ⊗ y) − βI)z ∈ Cx, ∀z ∈ {y}⊥ ∩ Nn.
For every z ∈ {y}⊥, we have P(Nn)z → z as n → ∞. Then 〈P(Nn)z, y〉 → 〈z, y〉 = 0 as n →
∞. If we take w ∈ N1 with 〈w, y〉 = 1 and write λn = 〈P((Nn)⊥)z, y〉, zn = P(Nn)z + λnw,
thenλn → 0 and zn → z asn → +∞. Notice that 〈zn, y〉 = 〈P(Nn)z+λnw, y〉=〈P(Nn)z, y〉 +
〈P((Nn)⊥)z, y〉 = 〈z, y〉 = 0. Thus zn ∈ {y}⊥ ∩ Nn. Furthermore we have
(ϕ(x ⊗ y) − βI)zn ∈ Cx, ∀z ∈ {y}⊥.
Letting n → ∞ in the above equation, we get that
(ϕ(x ⊗ y) − βI)z ∈ Cx, ∀z ∈ {y}⊥.
It follows that (ϕ(x ⊗ y) − βI)|{y}⊥ is a rank one operator. Since (ϕ(x ⊗ y) − βI) is a linear
operator, there exists a vector w1(x, y) ∈ {y}⊥ such that
(ϕ(x ⊗ y) − βI)|{y}⊥ = x ⊗ w1(x, y).
Since both α and β are dependent of x and y, we may write β = β(x, y), and
w2(x, y) = 〈y, y〉−1(ϕ(x ⊗ y)y − β(x, y)y).
Thus we have
ϕ(x ⊗ y) = β(x, y)I + x ⊗ w1(x, y) + w2(x, y) ⊗ y.
(2) Now we show that β(x, y) is a conjugate bilinear functional about x and y. For arbitrary
x ⊗ y ∈ algN and x ⊗ y′ ∈ algN, we have
ϕ(x ⊗ y) = β(x, y)I + x ⊗ w1(x, y) + w2(x, y) ⊗ y;
ϕ(x ⊗ y′) = β(x, y′)I + x ⊗ w1(x, y′) + w2(x, y′) ⊗ y′;
ϕ(x ⊗ (y + y′)) = β(x, y + y′)I + x ⊗ w1(x, y + y′) + w2(x, y + y′) ⊗ (y + y′).
Furthermore we have
0 = [β(x, y + y′) − β(x, y) − β(x, y′)]I
+ x ⊗ (w1(x, y + y′) − w1(x, y) − w1(x, y′))
+ (w2(x, y + y′) − w2(x, y)) ⊗ y
+ (w2(x, y + y′) − w2(x, y′)) ⊗ y′.
Since dim H  4, β(x, y + y′) − β(x, y) − β(x, y′) = 0, i.e. β(x, y) is additive about y.
Similarly we may prove that β(x, λy) = λβ(x, y), β(λx, y) = λβ(x, y), and β(x, y) is additive
about x. This completes the proof. 
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3. The proof of Theorem 1.1
Theorem 3.1. Let N be a complete nest, and let ϕ be a derivable mapping at I from algN
into itself. If ϕ is strongly operator topology continuous, then there exists a conjugate bilinear
functional β(x, y) and A ∈ B(H) such that
ϕ(x ⊗ y) = β(x, y)I + (x ⊗ y)A − A(x ⊗ y), ∀x ⊗ y ∈ algN.
Proof. By Lemma 2.8, we may define a linear mapping ψ : algN→ algN as the following:
ψ(x ⊗ y) = ϕ(x ⊗ y) − β(x, y)I = x ⊗ w1(x, y) + w2(x, y) ⊗ y.
It is easy to see that ψ(x ⊗ y) is a conjugate bilinear mapping about x and y. Obviously,
ψ(x ⊗ y){y}⊥ ⊆ Cx, so there exists a norm-continuous linear functional λx,y on {y}⊥ such
that
ψ(x ⊗ y)u = λx,y(u)x, ∀u ∈ {y}⊥.
By imitating the proof of Lemma 1.2 in [14] and the first part of Theorem 1 in [14], we may find
an operator A ∈ B(H) such that
ψ(x ⊗ y) = (x ⊗ y)A − A(x ⊗ y), ∀x ⊗ y ∈ algN.
Therefore the theorem is true. This completes the proof. 
The proof of Theorem 1.1. We define a linear mapping ψ : algN→ algN as the following:
ψ(T ) = TA − AT − ϕ(T ), ∀T ∈ algN.
It is obvious that ψ is a derivable mapping at I from algN into itself. For arbitrary x ⊗ y ∈ algN
with 〈x, y〉 = 0, we have (x ⊗ y)2 = 0, it follows that
ψ(x ⊗ y)(x ⊗ y) + (x ⊗ y)ψ(x ⊗ y) = 0. (9)
By Theorem 3.1, we get that
ψ(x ⊗ y) = (x ⊗ y)A − A(x ⊗ y) − ϕ(x ⊗ y) = −β(x, y)I. (10)
Combining with Eqs. (9) and (10), we have
0 = β(x, y)I (x ⊗ y) + (x ⊗ y)β(x, y)I = 2β(x, y)x ⊗ y.
i.e. β(x, y) = 0. It follows that
ϕ(x ⊗ y) = (x ⊗ y)A − A(x ⊗ y), ∀x ⊗ y ∈ algN.
Notice that every finite rank operator in algN can represented as a finite sum of rank one operators
in algN and the set of all finite rank operators in algN is a dense set in strongly operator topology
(see [5]), thus we get that
ϕ(T ) = TA − AT, ∀T ∈ algN.
i.e. ϕ is an inner derivation. This completes the proof. 
References
[1] M. Bresˇar, Characterization of derivations on some normed algebras with involution, J. Algebra 152 (1992) 454–462.
[2] M. Bresˇar, P. Sˇemrl, Mappings which preserve idempotents, local automorphisms, and local derivations, Canad. J.
Math. 45 (1993) 483–496.
J. Zhu, C. Xiong / Linear Algebra and its Applications 422 (2007) 721–735 735
[3] R.L. Crist, Local derivations on operator algebras, J. Funct. Anal. 135 (1996) 76–92.
[4] K.R. Davidson, Nest Algebras, Research Notes in Math. No. 191, Longman Sci. & Tech Wiley & Sons, New York,
1988.
[5] J.A. Erdos, Operator of finite rank in nest algebras, J. London Math. Soc. 43 (1968) 391–397.
[6] L.B. Hadwin, Local multiplications on algebras spanned by idempotents, Linear and Multilinear Algebra 37 (1994)
259–263.
[7] W. Jing, S.J. Lu, P.T. Li, Characterisations of derivations on some operator algebras, Bull. Austral. Math. Soc. 66
(2002) 227–232.
[8] R.V. Kadison, Local derivations, J. Algebra 130 (1990) 494–509.
[9] D.R. Larson, A.R. Sourour, Local derivations and local automorphisms of B(X), Operator Algebras and Applica-
tions, Proc. Symp. Pure Math. 51 (1990) 187–194.
[10] W.E. Longstaff, Strongly reflexive lattices, J. London Math. Soc. 11 (1975) 491–498.
[11] J.R. Ringrose, On some algebras of operators, Proc. London Math. Soc. 15 (1965) 61–83.
[12] P. Sˇemrl, Local automorphisms and derivations on B(H), Proc. Amer. Math. Soc. 125 (1997) 2677–2680.
[13] J. Zhu, Strong-principal bimodules of Jacobson radical of CSL algebras, Northeastern Math. J. (10) (1994) 304–308.
[14] J. Zhu, Local derivation of nest algebras, Proc. Amer. Math. Soc. 123 (1995) 739–742.
[15] J. Zhu, C.P. Xiong, Bilocal derivations of standard operator algebras, Proc. Amer. Math. Soc. 125 (1997) 1367–1370.
[16] J. Zhu, C.P. Xiong, Generalized derivable mappings at zero point on nest algebras, Acta Math. Sinica 45 (2002)
783–788.
[17] J. Zhu, C.P. Xiong, Generalized derivable mappings at zero point on some reflexive operator algebras,Linear Algebra
Appl. 397 (2005) 367–379.
[18] J. Zhu, C.P. Xiong, Generalized derivations on ring and mappings of P-preserving kernel into rang on von Neumann
algebras, Acta Math. Sinica 41 (1998) 795–800.
