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A new robust model predictive control (MPC) technique is proposed for norm-bounded uncertain systems with
input constraints. In order to improve feasibility and system performance, we propose an LMI condition for the cost
monotonicity by using a new parameter dependent terminal weighting matrix. We formulate the problem as a minimi-
zation of the upper bound of infinite horizon cost function subject to the LMI condition for the cost monotonicity.
A numerical example shows the effectiveness of the proposed method.
 2006 Elsevier Ltd. All rights reserved.1. Introduction
During the past decade, the model predictive control (MPC) technique has received much attention due to its many
advantages. MPC can easily handle constrained systems and time varying systems and provides good tracking perfor-
mance. However, one of the drawbacks of MPC is its difficulty in incorporating plant model uncertainties. In order to
solve this problem, Kothare et al. proposed a robust constrained MPC method for two types of uncertain system mod-
els [1]. One is a polytopic uncertain system model which is expressed by convex combination of different vertices of the
uncertainty polytope and the other is a robust control model which is represented as a linear system with a feedback
uncertainty. For stability of MPC, the terminal inequality was widely used with a terminal weighting matrix [5,6,7]. The
terminal weighting matrix for the stability of the robust MPC should satisfy the terminal inequality condition over all
admissible system uncertainties. Moreover, when we consider a robust MPC with input constraints, it is difficult to find
a terminal weighting matrix satisfying such a condition for a wider range of uncertainties. Thus, Cuzzola et al. [2]
improved system performance for the polytopic uncertain model by applying the parameter-dependent Lyapunov0960-0779/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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method enhanced feasibility and reduced the upper bound of the cost function by dividing infinite horizon control
inputs into a set of free control inputs and linear state feedback control inputs in the terminal region. However, the
robust MPC for the polytopic uncertain model has the problem of huge on-line computational burdens since the num-
ber of LMIs grows exponentially with the number of uncertainties and the prediction horizon N. Thus, Casavola et al.
proposed a finite horizon MPC algorithm of norm-bounded uncertain systems for the first time [4]. But the basic pro-
cedure which involved LMI conditions derived off-line by means of the S-procedure. This can result in a performance
degradation for an off-line design such that feasibility is increased. This leads to a trade-off between feasibility and
performance.
In order to improve feasibility and performance at the same time, in this paper, we propose a new robust MPC tech-
nique for norm-bounded uncertain systems with input constraints. The proposed method has an on-line minimization
algorithm to automatically resolve the trade-off. It is based on the minimization of the upper bound of a infinite horizon
cost function subject to the cost monotonicity. A new LMI condition which meets cost monotonicity is derived by using
a parameter dependent terminal weighting matrix. This condition also allow improvement of system performance by
reducing the upper bound of worst-case cost functions with respect to uncertainties. The control inputs are obtained
by solving the min–max problem, which is expressed in terms of linear matrix inequalities (LMIs) [8,9]. Finally, we dem-
onstrate the effectiveness of the proposed approach using a numerical example.
In the sequel, the following notation will be used. Rn is the n-dimensional Euclidean space. Rmn denotes the set of
m · n real matrix. * denotes the symmetric part. X > 0 (X P 0) means that X is a real symmetric positive definitive
matrix (positive semi-definite). I denotes the identity matrix with appropriate dimensions. diag{  } denotes the block
diagonal matrix. jjxjj2W denotes xTWx.2. Problem statement and preliminaries
Consider a discrete-time robust control model with norm-bounded uncertainties:ðk þ 1Þ ¼ AxðkÞ þ BpðkÞ þ BuuðkÞ;
qðkÞ ¼ CxðkÞ þ DpðkÞ;
pðkÞ ¼ DðkÞqðkÞ;
ð1Þwhere xðkÞ 2 Rn is the state, uðkÞ 2 Rnu is the control input with constraints such as
u 6 uðkÞ 6 u; for all k 2 ½0;1Þ; ð2Þp(k), qðkÞ 2 Rnp are additional variables accounting for the uncertainty and DðkÞ 2 Rnpnp is a norm-bounded time-vary-
ing matrix in a set, defined asD ¼ fDðkÞjDðkÞ ¼ diag½d1ðkÞI ; d2ðkÞI ; . . . ; dpðkÞI;
jjdiðkÞjj 6 1; i ¼ 1; 2; . . . ; p; for all k 2 ½0;1Þg; ð3ÞThe goal in the paper is to design a stabilizing controller u(k) for system (1) by model predictive control strategy. Now
let x(k + jjk) and u(k + jjk) be predicted state variables and input variables, respectively.












fjjxðk þ jjkÞjj2Q þ jjuðk þ jjkÞjj
2
Rg; ð4Þsubject to u 6 uðk þ jÞ 6 u; j 2 ½0;N  1; ð5Þ
 u 6 uðk þ jÞ ¼ KðkÞxðk þ jjkÞ 6 u; j 2 ½N ;1Þ; ð6Þfor all k 2 [0,1), where Q and R are positive definite symmetric matrices.
In order to determine the gain matrix K(k), we define a parameter dependent quadratic functionV ðj;DðkÞÞ ¼ xðk þ jjkÞTP f ðDðk þ jÞÞxðk þ jjkÞ; j P N ð7Þ
subject to P f ðDðk þ jÞÞ ¼ P Tf ðDðk þ jÞÞ > 0 andDV ðj;DðkÞÞ ¼ xðk þ jþ 1jkÞTP f ðDðk þ jþ 1ÞÞxðk þ jþ 1jkÞ  xðk þ jjkÞTP f ðDðk þ jÞÞxðk þ jjkÞ
< jjxðk þ jjkÞjj2Q  jjKðkÞxðk þ jjkÞjj
2
R: ð8Þ
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XN1
j¼0
fjjxðk þ jjkÞjj2Q þ jjuðk þ jjkÞjj
2
Rg þ jjxðk þ NÞjj
2




Jðk; k þ NÞ,
XN1
j¼0
fjjxðk þ jjkÞjj2Q þ jjuðk þ jjkÞjj
2
Rg þ jjxðk þ NÞjj
2
P f ðDðkþNÞÞ; ð10Þwhere U(k) , [uT(k—k), . . . ,uT(k + N  1—k)]T.
Since the cost function J(k,k + N) is quadratic function with respect to the decision variable U(k), we can solve the
minimization problem (10) by using the following semi-definite programming:Minimize
c1ðkÞ;c2ðkÞ;UðkÞ;KðkÞ;P f ðDðkÞÞ
c1ðkÞ þ c2ðkÞ ð11Þ
subject to J 1ðkÞ 6 c1ðkÞ and J 2ðkÞ 6 c2ðkÞ for all Dðk þ jÞ 2 D; j 2 ½0;N  1; ð12Þ
where J 1ðkÞ ¼
PN1
j¼0 fkxðk þ jjkÞk
2
Q þ kuðk þ jjkÞk
2
Rg, and J 2ðkÞ ¼ kxðk þ jjkÞk
2
Pf ðDðkþNÞÞ.
Assume that the min–max problem (11) has the solutions U*(k), K*(k), P f ðDðkÞÞ, associated with the minimum cost
J*(k,k + N) at time k. Then, in order to satisfy the cost monotonicity, we need the following lemma.
Lemma 1. If there exists Pf(D(k + j)) > 0 and K(k) satisfyingDV ðj; kÞ ¼ xðk þ jþ 1jkÞTP f ðDðk þ jþ 1ÞÞxðk þ jþ 1jkÞ  xðk þ jjkÞTP f ðDðk þ jÞÞxðk þ jkÞ
< jjxðk þ jjkÞjj2Q  jjKðkÞxðk þ jjkÞjj
2
R; ð13Þfor any D(k) 2 D, j P N, then




fjjxðk þ jþ 1jk þ 1Þjj2Q þ jjuðk þ jþ 1jk þ 1Þjj
2






fjjxðk þ jjkÞjj2Q þ jjuðk þ jjkÞjj
2
Rg  jjxðk þ N jkÞjj
2
P f ðDðkþNÞÞ




fjjxðk þ jþ 1jk þ 1Þjj2Q þ jjuðk þ jþ 1jkÞjj
2






fjjxðk þ jjkÞjj2Q þ jjuðk þ jjkÞjj
2
Rg  jjxðk þ N jkÞjj
2
Pf ðDðkþNÞÞ
; ð16Þwhere jjxðk þ jþ 1jk þ 1Þjj2Q 6 jjxðk þ jþ 1jkÞjj
2
Q, since x(k + 1—k + 1) is measured state and x(k + 1—k) is the pre-
dicted state which is expressed by Eq. (1) for any uncertainties D(k) 2 D, k P 0.
Therefore, we haveDJ ðkÞ 6
XN1
j¼0
fjjxðk þ jþ 1jkÞjj2Q þ jjuðk þ jþ 1jkÞjj
2






fjjxðk þ jjkÞjj2Q þ jjuðk þ jjkÞjj
2
Rg  jjxðk þ N jkÞjj
2
Pf ðDðkþNÞÞ
¼ jjxðk þ N jkÞjj2Q þ jjuðk þ N jkÞjj
2
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DJ ðkÞ < fjjxðkjkÞjj2Q þ jjuðkjkÞjj
2
Rg: ð18ÞThis completes the proof. h3. Main results
In this section, we propose a new MPC technique to design a controller for the system (1) which improves feasibility
and performance by deriving a new sufficient condition for the cost monotonicity. The minimization problem (11) is
solved in two steps. First, we derive a new sufficient condition for the cost monotonicity using a new terminal weighting
matrix. Then, we minimize the upper bound c1(k) + c2(k) of the cost function J(k,k + N), satisfying the sufficient con-
dition. The parameter dependent terminal weighting matrix yield less conservative condition in terms of LMI’s so that it
allows to design a more robust MPC.
3.1. A new LMI condition for the cost monotonicity
























; ð22ÞwhereC ¼ CA CB½ ; Cu ¼ CBu½ :












: ð24ÞBy using the parameter dependent matrix Pf(D(k + j)), we derive an LMI condition satisfying the terminal inequality
(13) for any uncertainty D(k) 2 D in the following theorem.
Theorem 1.
The terminal inequality (13) is satisfied for any D(k + j) 2 D, j P N, if there exist G(k), HðkÞ, K(k) > 0 and
Qa(k) = Qa(k)
T > 0, subject toGðkÞ þ GTðkÞ  QaðkÞ     
0 KðkÞ    
AGðkÞ þ BuHðkÞ BKðkÞ QaðkÞ   
CGðkÞ þ CuHðkÞ DKðkÞ 0 KðkÞ  
Q1=2a GðkÞ 0 0 0 I 












; H ¼ KðkÞGðkÞ: ð26ÞProof. Since p(k + j + 1jk) = D(k + j + 1)q(k + j + 1jk) = D(k + j + 1){C x(k + j + 1jk) + Dp(k + j + 1jk)}, it holds




: ð29ÞThen we derive the following inequality by using variable s(k) defined in (20):sðk þ jþ 1jkÞTP aðkÞsðk þ jþ 1jkÞ  sðk þ jjkÞTP aðkÞsðk þ jjkÞ
¼
sðk þ jjkÞ




P aðkÞ Aþ BuKðkÞ B
  sðk þ jjkÞ








P aðkÞ I 0½ 
sðk þ jjkÞ















Also, we obtain a following inequality from the norm bounded uncertainty property:pðk þ jþ 1jkÞTpðk þ jþ 1jkÞ ¼ ðCxðk þ jþ 1jkÞ þ Dpðk þ jþ 1jkÞÞTDðk þ jþ 1jkÞT
 Dðk þ jþ 1jkÞðCxðk þ jþ 1jkÞ þ Dpðk þ jþ 1jkÞÞ
¼
sðk þ jjkÞ
pðk þ jþ 1jkÞ
 T
C þ CuKðkÞ D
 T
Dðk þ jþ 1jkÞT
 Dðk þ jþ 1jkÞ C þ CuKðkÞ D
  sðk þ jjkÞ




pðk þ jþ 1jkÞ
 T
C þ CuKðkÞ D
 T




pðk þ jþ 1jkÞ
 
: ð31ÞLet us defineAclðkÞ ¼ Aþ BuKðkÞ;CclðkÞ ¼ C þ CuKðkÞ: ð32ÞThen we derive the following inequality from (31) by using a positive diagonal matrix K(k):sðk þ jjkÞ
pðk þ jþ 1jkÞ
 
CclðkÞTK1ðkÞCclðkÞ CclðkÞTK1ðkÞD
DTK1ðkÞCclðkÞ K1ðkÞ þ DTK1ðkÞD
" #
sðk þ jjkÞ
pðk þ jþ 1jkÞ
 
P 0: ð33ÞPerforming the S-procedure [8] with (30) and (33), then we have,
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6 0: ð34ÞBy Shur complement [8], we derive thatP aðkÞ  QðkÞ   
0 K1ðkÞ  
AclðkÞ B QaðkÞ 
CclðkÞ D 0 KðkÞ
26664
37775P 0: ð35ÞUsing the fact that the matrix (G(k)T  Qa(k))Qa(k)1(G(k)  Qa(k)) is nonnegative definite in the technique of de Oli-
veira et al. [10], the inequality (35) is guaranteed if and only if the following inequality is satisfied:GðkÞ þ GðkÞ  QaðkÞ  GðkÞ
T
QðkÞGðkÞ   
0 K1ðkÞ  
AclðkÞGðkÞ B QaðkÞ 
CclðkÞGðkÞ D 0 KðkÞ
26664
37775 P 0: ð36ÞBy Schur complement [8] and congruence transformation with a matrix diag{I,K(k), I, I} in Eq. (36), we have the
inequality (25). This completes the proof. h3.2. Model predictive controller design
A solution of the min–max problem (4) is obtained by minimizing the upper bound c1(k) + c2(k) of the cost function
J(k,k + N) satisfying the terminal inequality (13). In order to design the robust model predictive controller for the sys-
tem (1), we transform the minimization problem (11) into LMI problem satisfying the new sufficient condition for cost
monotonicity.
To formulate the predicted state equation, we define augmented vectorsXðkÞ,½xTðkjkÞ    xTðk þ N  1jkÞT;
PðkÞ,½pTðkjkÞ    pTðk þ N  1jkÞT;
QðkÞ,½qTðkjkÞ    qTðk þ N  1jkÞT;
X0ðkÞ,½xTðkjkÞ0 . . . 0T;
ð37Þand define matrices asbA,
0 0    0







0 0 A 0
2666664
3777775; bBu,
0 0    0











0 0    0







0 0 B 0
2666664
3777775; Uk2 ;k1ðAÞ,Ak2k1 ;
eBu,½UN ;0ðAÞBuUN1;0ðAÞBu . . . Bu;eB,½UN ;0ðAÞBUN1;0ðAÞB . . . B:
ð38ÞThen the predicted state XðkÞ and Nth predicted state x(k + Njk) can be written asXðkÞ ¼ bEUðkÞ þ bF PðkÞ þ bH 0ðkÞ; ð39Þ
xðk þ N jkÞ ¼ UN ;0ðAÞxðkjkÞ þ eBuUðkÞ þ eBPðkÞ; ð40Þ
S.M. Lee, J.H. Park / Chaos, Solitons and Fractals 38 (2008) 199–208 205wherebE,½I  bA1bBu; bF,½I  bA1bB; bH 0ðkÞ,½I  bA1X0ðkÞ:
Also, augmented variables QðkÞ and PðkÞ are expressed as follows:QðkÞ ¼ bCXðkÞ þ bDPðkÞ; ð41Þ
PðkÞ ¼ bDðkÞQðkÞ; ð42Þwhere bC,diagðC; . . . ;CÞ; bD,diagðD; . . . ;DÞ;bD,diagðDðkjkÞ; . . . ;Dðk þ N  1jkÞÞ: ð43Þ
Using variables XðkÞ;UðkÞ and Eq. (40), we rewrite the cost function J(k,k + N) asJðk; k þ NÞ ¼ J 1ðkÞ þ J 2ðkÞ; ð44ÞwhereJ 1ðkÞ ¼ XTðkÞbQXðkÞ þ U TðkÞ bRUðkÞ; ð45Þ
J 2ðkÞ ¼ xTðk þ N jkÞP f ðDðk þ NÞÞxðk þ N jkÞ; ð46ÞbQ,diagðQ;Q; . . . ;QÞ; bR,diagðR;R; . . . ;RÞ:Then the min–max problem (11) subject to the cost monotonicity (13) can be solved by a semi-definite programming
after all constraints are converted to LMIs:
Theorem 1. The robust stabilizing controller design problem that minimizes an upper bound of the performance index (4)
subject to (5), (6), (13) can be solved by the following semi-definite programming:Minimize
c1ðkÞ;c2ðkÞ;UðkÞ;X ðkÞ;Y ðkÞ;ZðkÞ;HðkÞ;QðkÞ
c1ðkÞ þ c2ðkÞ ð47Þsubject toc1ðkÞ    
0 K1ðkÞ   
W1ðkÞ bC bF K1ðkÞ K1ðkÞ  bQ1=2ðbEUðkÞ þ bG0ðkÞÞ bQ1=2 bF K1ðkÞ 0 I bR1=2UðkÞ 0 0 0 I
26666664
37777775 6 0 ð48Þ
I      
0 K2ðkÞ     
0 0 K3ðkÞ    
W1ðkÞ ðbC bF ÞK2ðkÞ 0 K2ðkÞ   
CW2ðkÞ CeBK2ðkÞ DK3ðkÞ 0 K3ðkÞ  
W2ðkÞ eBK2ðkÞ 0 0 0 Q11ðkÞ 




 uT . . . uT
 T
6 UðkÞ 6 uT . . . uT
 T ð50Þ
GðkÞ þ GTðkÞ  QðkÞ     
0 K4ðkÞ    
AGðkÞ þ BuHðkÞ BK4ðkÞ QðkÞ   
CGðkÞ þ CuHðkÞ DK4ðkÞ 0 K4ðkÞ  
Q1=2a GðkÞ 0 0 0 I 
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H TðkÞ QðkÞ
" #
P 0; GiiðkÞ 6 u2i ðkÞ; ð52Þwhere K1(k), K2ðkÞ 2 RNnpNnp , K3(k) and K4ðkÞ 2 Rnpnp are positive-definite diagonal matrix andW1ðkÞ,bC bEUðkÞ þ bC bG0ðkÞ; W2ðkÞ,UN1;0ðAÞxðkjkÞ þ eBuUðkÞ
QðkÞ,c2ðkÞP1a ðkÞ; HðkÞ ¼ KðkÞQðkÞ;QijðkÞ are subblocks of QðkÞ: ð53ÞProof. The first inequality J1(k) 6 c1(k) in (12) is satisfied with Eq. (39) and (45), if and only if1
PðkÞ






6 0; ð54ÞwhereE11, c1ðkÞ þ ½bEUðkÞ þ bG0ðkÞTbQ½bEUðkÞ þ bG0ðkÞ þ UTðkÞR̂UðkÞ;





T WT2 ðkÞ 0bBTðkÞ 0
0 I
264






375 6 c2ðkÞ: ð56ÞAlso, the following inequality can be derived from norm-bounded properties and Eqs. (39),(41) and (42):PTðkÞPðkÞ ¼ fbCXðkÞ þ bDPðkÞgT bDðkÞTbDðkÞfbCXðkÞ þ bDPðkÞg
6 ½bC bEUðkÞ þ ðbC bF þ bDÞPðkÞ þ bC bH 0ðkÞT  ½bC bEUðkÞ þ ðbC bF þ bDÞPðkÞ þ bC bH 0ðkÞ; ð57Þ
pTN ðkÞpN ðkÞ ¼ fCxðk þ N jkÞ þ DpN ðkÞg
TDðk þ NÞTDðk þ NÞfCxðk þ N jkÞ þ DpN ðkÞg
6 fCW2ðkÞ þ CeBðkÞPðkÞ þ DpN ðkÞgTfCW2ðkÞ þ CeBðkÞPðkÞ þ DpN ðkÞg: ð58Þ
Thus, we can obtain the following LMI condition from (54) and(57) by the S-procedure [8]:1
PðkÞ
 T8<: c1ðkÞ þ UðkÞT bRUðkÞ 00 K1ðkÞ
" #
þ ð
bEUðkÞ þ bG0ðkÞÞTbF T
" #bQ bEUðkÞ þ bG0ðkÞ bF 
 ð
bC bEUðkÞ þ bC bG0ðkÞÞT
ðbC bF þ bDÞT
" #
K1ðkÞ
ðbC bEUðkÞ þ bC bG0ðkÞÞT
ðbC bF þ bDÞT
" #T9=; 1PðkÞ
 
6 0: ð59ÞBy the Shur complement [8], the following condition is obtained from (59):c1ðkÞ    
0 K1ðkÞ   bC bEUðkÞ þ bC bG0ðkÞ ðbC bF þ bDÞK1ðkÞ K1ðkÞ  bQ1=2ðbEUðkÞ þ bG0ðkÞÞ bQ1=2 bF K1ðkÞ 0 I 
R̂
1=2
2 UðkÞ 0 0 0 I
26666664
37777775 6 0: ð60ÞIn J2(k) 6 c2(k), by substituting QðkÞ ¼ c2ðkÞP1a ðkÞ and performing the S-procedure with Eq. (58), the following LMI
























Methods Ding et al. [3] Casavola et al. [4] Proposed method
aM 117.8 279.6 306.7
c* 1091.1 1416.9 1049.4











WT2 ðkÞ 0eBT 0
0 I
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3756 0: ð61ÞBy the Shur complement [8], the condition (49) is obtained from Eq. (61). The input constraint (5) is expressed as½ uT . . . uT T 6 UðkÞ 6 ½ uT . . . uT T; ð62Þand the input constraint (6) is satisfied ifGðkÞ HðkÞ
H TðkÞ QðkÞ
 
P 0; GiiðkÞ 6 u2i : ð63ÞBy substituting QðkÞ ¼ c2ðkÞP1ðkÞ, a sufficient condition is derived as (51). h3.3. Numerical example
In order to show the effectiveness of the proposed robust MPC technique in this paper, we revisit the example han-














; uðkÞ; ð64Þwhere a(k) is time-varying parameter within a 2 [am,aM]. The initial condition is x0 = [2,2]T, the weighting matrices
Q ¼ I and R ¼ I and the input constraint ju(k)j 6 1. The system (64) can be represented by an equivalent system (1)












; D ¼ 0; ð65Þwhere adev = (aM  am)/2, anom = (aM + am)/2. We choose the horizon N = 2 and perform feasibility and performance
test by comparing with previous results. Firstly, when we keep am = 0.5 and vary aM, we find the maximum feasible
solution aM . Secondly, we compute the upper bound of cost with the parameter a(k) = 1.5 + sin(k) for each technique.
Table 1 shows the simulation results, respectively.
One can see that our result is superior than the results of existing works.4. Conclusions
In this paper, a new robust MPC technique is proposed for uncertain systems with input constraints. The controller
is designed by solving the min–max problem with the finite horizon cost function subject to a new LMI condition for
cost monotonicity. In order to improve feasibility of the problem and performance of the system, we use a new param-
eter dependent terminal weighting matrix to derive a novel criterion for the terminal inequality. The optimization prob-
lem is expressed by LMIs. The effectiveness of the proposed method is demonstrated by a numerical example.References
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