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MAXIMUM ON A RANDOM TIME INTERVAL OF A RANDOM
WALK WITH INFINITE MEAN
DENIS DENISOV
Abstract. Let ξ1, ξ2, . . . be independent, identically distributed random vari-
ables with infinite mean E[|ξ1|] =∞. Consider a random walk Sn = ξ1+ · · ·+
ξn, a stopping time τ = min{n ≥ 1 : Sn ≤ 0} and let Mτ = max0≤i≤τ Si. We
study the asymptotics for P(Mτ > x), as x→∞.
1. Introduction
Let ξ, ξ1, ξ2, . . . be independent random variables with a common distribution F .
Consider a random walk S0 = 0, Sn = ξ1 + . . .+ ξn and a stopping time
τ := inf{n ≥ 1 : Sn < 0}.
Let Mτ := max0≤i≤τ Si and M = sup {Sn, n ≥ 0}. We will consider the random
walks with infinite or undefined mean (E[|ξ1|] = ∞) under the assumption that
Sn → −∞ a. s. It is well known that the latter assumption is equivalent toM <∞
a. s. and to E[τ ] <∞ (see Theorem 1 in [17, Chapter XII, Section 2]).
In the infinite-mean case, an important role is played by the negative truncated
mean function
m(x) ≡ Emin{ξ−, x} =
∫ x
0
P{ξ− > y} dy, x ≥ 0,
where ξ− = max{−ξ, 0}; the function m(x) is continuous, increasing, m(0) = 0 and
m(x) > 0 for any x > 0. It is known that if E|ξ| = ∞, then Sn → −∞ a.s. as
n→∞ if and only if
K :=
∫ ∞
0
x
m(x)
F (dx) is finite, (1)
see Corollary 1 in [16].
The aim of this paper is to study the asymptotics for P(Mτ > x) in the infinite-
mean case. In the finite-mean case, under the assumption that F ∈ S∗ it was shown
by Asmussen [1], see also [22] for the regularly varying case, that
P(Mτ > x) ∼ EτF (x), (2)
where F (x) = 1 − F (x) = P(ξ1 > x). The class S∗ of strongly subexponential
distributions was introduced by Klu¨ppelberg [23] and is defined as follows,
1991 Mathematics Subject Classification. Primary 60G70; Secondary 60K30, 60K25.
Key words and phrases. Random walk, subexponential distribution, heavy-tailed distribution,
busy period, busy cycle, single server queue.
1
2 DENISOV
Definition 1. A distribution function F with finite µ+ =
∫∞
0
F (y)dy <∞ belongs
to the class S∗ of strong subexponential distributions if F (x) > 0 for all x and∫ x
0 F (x− y)F (y)dy
F (x)
→ 2µ+, as x→∞
This class is a proper subclass of class S of subexponential distributions. It is
shown in [23] that the Pareto, lognormal and Weibull distributions belong to the
class S∗ as well.
The proof in [1] relied on the local asymptotics for P(M ∈ (x, x+T ) found in [5]
and, independently, in [3]. Foss and Zachary [19] pointed out the necessity of the
condition F ∈ S∗ and extended (2) to the case of an arbitrary stopping time σ
with the finite mean Eσ <∞. Then, Foss, Palmowsky and Zachary [20] found the
asymptotics P(Mσ > x), for a more general class of stopping times σ, including
those that may take infinite values or have infinite mean. They also proved that
these asymptotics hold uniformly in all stopping times. A short proof of (2) may
be found in [9],[10] and [14]. The former proof relies on the local asymptotics for
P(Mτ ∈ (x, x+T ]) and the latter proof uses the martingale properties of P(M > x).
The local asymptotics for P(Mτ ∈ (x, x + T ]) were found in [13].
We will now introduce several subclasses of heavy-tailed distributions that will
be used in the text.
Definition 2. A distribution function F is (right) long tailed (F ∈ L) if, for any
fixed y > 0,
P(ξ > x+ y | ξ > x) = F (x+ y)
F (x)
→ 1, x→∞.
An important subclass of heavy-tailed distributions is a class of subexponential
distributions introduced independently by Chistyakov [7] and Chover et al [8].
Definition 3. A distribution function F onR+ is subexponential (F ∈ S) if F (x) >
0 for all x and
P(ξ1 + ξ2 > x)
P(ξ1 > x)
=
F
2∗
(x)
F (x)
→ 2, as x→∞, (3)
where ξ1, ξ2 are independent random variables with a common distribution function
F .
Sufficient conditions for a distribution to belong to the class S may be found, or
example, in [7], [23], [24] and [25]. The class S includes, in particular, the following
distributions on [0,∞):
(i) the Pareto distribution with the tail G(x) = ( κκ+x )
α, where α, κ > 0;
(ii) the lognormal distribution with the density e−(ln x−lnα)
2/2σ2/x
√
2piσ2 with
α > 0;
(iii) the Weibull distribution with the tail G(x) = e−x
α
with α ∈ (0, 1).
Another subclass of heavy-tailed distribution is a class of distributions with domi-
nated varying tail.
Definition 4. A distribution function F is a dominated varying tail distribution
function (F ∈ D) if
sup
x>0
F (x/2)
F (x)
<∞.
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A distribution function from D is not always subexponential. Indeed, all subex-
ponential distributions are long-tailed, but there are some dominated varying distri-
butions which are not long-tailed, see [15] and [21] for a counterexample. However,
Klu¨ppelberg [23] proved that if the mean
∫∞
0 F (y)dy is finite then L∩D ⊂ S∗ ⊂ S.
All regularly varying distribution functions belong to D.
Definition 5. A distribution function F is regularly varying with index −α if, for
all λ > 0,
F (λx)
F (x)
→ λ−α, x→∞.
Examples of regularly varying distribution functions are the Pareto distribution
function and G with the tail G(x) ∼ 1/xα lnβ x An extensive survey of the regularly
varying distributions may be found in [6]. It is shown in [7] that any subexponential
distribution is long-tailed with necessity. The converse is not true, see [15] for a
counterexample.
When the mean is finite, the derivation of (2) in [1],[19] and[10] heavily relied
on the local asymptotics P(M ∈ (x, x + c]) for a fixed c > 0 as x → ∞. In the
infinite-mean case, these local asymptotics are not known. It seems that it can be
found only in some particular cases. The reason for that are complications in the
local renewal theorem in the infinite mean case, see [4] for the complete solution of
the local renewal in the infinite mean case and its history. Therefore, we propose a
slightly different approach: it appears that it is sufficient to prove directly that∫ x
0
pi(du)F (x− u) ∼ F (x). (4)
For that, we use a introduce a new class SF of heavy-tailed distributions,
Definition 6. Let F be a distribution function. A distribution function G on R+
belongs to SF (G ∈ SF ) if ∫ x
0
G(du)F (x− u) ∼ F (x). (5)
This class is a natural extension of the class of subexponential distributions.
Indeed, it follows from the definition that F is subexponential if and only if F ∈ SF .
Then we study properties of this class. These properties (as well as its proofs)
are rather close to that of subexponential distributions. Let G1 be a distribution
function on R+ with the distribution tail
G1(x) =
1
K
∫ ∞
x
t− x
m(t− x)F (dt), x ≥ 0.
The following theorems are the main results of this paper.
Theorem 7. Suppose Eξ− =∞ and condition (1) holds. If the distribution func-
tion G1 ∈ SF then asymptotics (2) hold, i. e.
P(Mτ > x) ∼ EτF (x).
Theorem 8. Let Eξ−1 =∞ and either of the following conditions holds
(a) F ∈ S∗;
(b) F ∈ L ∩ D and condition (1) holds.
Then G1 ∈ SF .
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2. Class SF and its basic properties
Definition 6 may be rephrased as follows. Consider independent random variables
ψ ≥ 0 and ξ with distributions G and F respectively. Then G ∈ SF if and only if
P(ξ + ψ > x, ψ ≤ x) ∼ P(ξ > x).
Basic properties of the class SF are very close to those of the class of subex-
ponential distributions(see Lemmas 9–13). For a fine account of the theory of
subexponential and local subexponential distributions we refer to [2] and [18].
Lemma 9. Let G be a distribution function on R+. Then G ∈ SF if and only if
there exists a function h(x) ↑ ∞, h(x) < x/2 such that:
(1) F (x− h(x)) ∼ F (x);
(2) G(x − h(x), x] = o(F (x));
(3)
∫ x−h(x)
h(x)
G(du)F (x− u) = o(F (x)).
Proof of Lemma 9. It is clear that if such a function h(x) exists, then F ∈ L
and G(x− t, x] = o(F (x)) for all fixed t > 0. Conversely, if F ∈ L and G(x− t, x] =
o(F (x)) for some fixed t > 0, then one can construct a function h(x) satisfying
conditions (9) and (9).
First, assume G ∈ SF . Fix any t > 0. Then,∫ x
0
G(du)F (x− u) =
(∫ t
0
+
∫ x−t
t
+
∫ x
x−t
)
G(du)F (x − u)
≥ G[0, t]F (x) +G(t, x− t]F (x− t) +G(x− t, x]F (t).
By dividing both sides by F (x), letting x to infinity and rearranging the terms, we
obtain
1 ≥ lim sup
x→∞
F (x− t)
F (x)
≥ lim inf
x→∞
F (x− t)
F (x)
≥ 1
and
lim sup
x→∞
G(x− t, x]
F (x)
= 0
Consequently, there exists a function h(x) such that (9) and (9) hold. For this
function, condition (9) holds.
Conversely, suppose that there is a function h(x) satisfying (9)–(9). Condition
(9) implies ∫ h(x)
0
G(dy)F (x− y) ∼ F (x)
∫ h(x)
0
G(dy) ∼ F (x),
and condition (9) implies
0 ≤
∫ x
x−h(x)
G(dy)F (x − y) ≤ G(x − h(x), x] = o(F (x)).
Using condition (9) we obtain the required result G ∈ SF .

Lemma 10. (convolution closure) Let distribution functions G1, G2 belong to SF .
Then G1 ∗G2 ∈ SF .
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Proof. Take a function h(x) satisfying conditions (9)–(9) of Lemma 9 for both
distributions G1 and G2 simultaneously. Then,∫ x
0
G1 ∗G2(du)F (x− u) =
∫ x
0
G1(du)
∫ x−u
0
G2(dv)F (x− u− v)
=
(∫ x−h(x)
0 +
∫ x
x−h(x)
)
G1(du)
∫ x−u
0 G2(dv)F (x− u− v) ≡ I1(x) + I2(x).
By conditions (9) and (9) of Lemma 9,
I1(x) =
∫ x−h(x)
0
G1(du)
∫ x−u
0
G2(dv)F (x− u− v)
∼
∫ x−h(x)
0
G1(du)F (x− u) ∼ F (x)
and, by condition (9),
I2(x) ≤ G1(x − h(x), x] = o(F (x)).

By induction, Lemma 10 yields
Corollary 11. Let G ∈ SF . Then G∗n ∈ SF for any n ≥ 1.
Throughout, G∗0 denotes a distribution degenerated at 0.
Lemma 12. Let G ∈ SF . Then, for any ε > 0, there exists A ≡ A(ε) > 0 such
that, for any integer n ≥ 0 and for any x ≥ 0,∫ x
0
G∗n(du)F (x − u) ≤ A(ε)(1 + ε)nF (x).
Proof. Take any ε > 0. Since G ∈ SF , there exists x0 > 0 such that∫ x
0
G(du)F (x− u) ≤ (1 + ε)F (x), x ≥ x0. (6)
Put A ≡ 1
F (x0)
. We use induction arguments. For n = 0 the assertion clearly holds.
Suppose that the assertion is true for n− 1 and prove it for n. For x < x0,∫ x
0
G∗n(du)F (x − u)
F (x)
≤ 1
F (x)
≤ 1
F (x0)
= A ≤ A(1 + ε)n
Further, for x ≥ x0,∫ x
0
G∗n(du)F (x− u) =
∫ x
0
G(dy)
∫ x−y
0
G∗(n−1)(dv)F (x− y − v)
≤ A(1 + ε)n−1
∫ x
0
G(dy)F (x− y) ≤ A(1 + ε)nF (x).
The latter follows from (6). 
Let {ζn} be a sequence of i.i.d. non-negative random variables with a common
distribution G, and let ν be a random stopping time independent of {ζn}. Put
Xn = ζ1 + · · ·+ ζn. Then the distribution of the randomly stopped sum Xν is
Gν(x) ≡ P(Xν ≤ x) =
∑
n≥0
P(ν = n)G∗n(x).
Lemma 13. Let G belong to SF . Assume that E(1 + δ)ν < ∞ for some δ > 0.
Then Gν belongs to SF .
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Proof. The result follows from Corollary 11, Lemma 12 and from the dominated
convergence theorem.

It is known [23, Theorem 3.2] that if F ∈ S∗ then F is subexponential, i.e.
F ∈ SF . In the following Lemma, we generalize this assertion to obtain sufficient
conditions for G ∈ SF . Another extension may be found in [12, Lemma 9].
Lemma 14. Let F ∈ S∗ and G on R+ be such that G(x − 1, x] = o(F (x)). Then
G ∈ SF .
Proof. It follows from F ∈ S∗ that F ∈ L, see [23, Theorem 3.2]. Then there
exists a function h(x) satisfying conditions (9) and (9) of Lemma 9. Further,∫ x−h(x)
h(x)
G(dy)F (x − y) ≤
[x−h(x)]∑
k=[h(x)]−1
G(k − 1, k]F (x− k),
Since G(x − 1, x] = o(F (x)), for x large enough G(x − 1, x] ≤ F (x). Then,
[x−h(x)]∑
k=[h(x)]−1
G(k − 1, k]F (x− k) ≤
[x−h(x)]∑
k=[h(x)]−1
F (k)F (x− k − 1) = o(F (x)),
the latter is due to F ∈ S∗. Then, condition (9) of Lemma 9 is satisfied and
G ∈ SF . 
As a simple corollary of Lemma 14, we can obtain sufficient conditions for the
convolution F ∗G to belong to the class S∗ ⊂ S.
Corollary 15. Let F and G on R+ be such that F ∈ S∗ and G(x−1, x] = o(F (x)).
Then F ∗G belongs to S∗.
Let H be a non-decreasing function on R+ such that integral∫ ∞
0
H(dt)F (t) is finite.
We assume that H is subadditive, i.e. if H(x + y) ≤ H(x) +H(y) for all x, y ≥ 0.
Let H(x, y] = H(y)−H(x). Consider a distribution function GH on R+ with the
tail distribution
GH(x) ≡ min
(
1,
∫ ∞
0
F (t+ x)H(dt)
)
, x ≥ 0. (7)
Integrating (7) by parts, we obtain an equivalent representation for GH ,
GH(x) = min
(
1,
∫ ∞
x
H(0, t− x]F (dt)
)
, x ≥ 0. (8)
We now establish some properties of GH , which will be used in the next Section.
Lemma 16. Let F ∈ L and H(x− 1, x]→ 0 as x→∞. Then,
GH(x− 1, x] = o(F (x)).
Proof. It follows from definition that, for all sufficiently large x,
GH(x− 1, x] =
∫ ∞
x−1
H((t− x)+, t− x+ 1]F (dt)
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Since F ∈ L, there exists a function h(x) such that F (x) ∼ F (x+ h(x)). Then,∫ x+h(x)
x−1
H((t− x)+, t− x+ 1]F (dt) ≤ H(1)F (x− 1, x+ h(x)] = o(F (x))
and∫ ∞
x+h(x)
H(t− x, t− x+ 1]F (dt) ≤ sup
y≥h(x)
H(y, y + 1]F (x+ h(x)) = o(F (x)).

Lemma 17. Let F ∈ L, and let H1, H2 be subadditive functions such that H1(x−
1, x]→ 0, H2(x − 1, x]→ 0 and
0 < lim inf
H1(x)
H2(x)
≤ lim sup H1(x)
H2(x)
<∞. (9)
Then
GH1 ∈ SF ⇐⇒ GH2 ∈ SF .
Proof. By Lemma 16, GH1(x − 1, x] = o(F (x)) and GH2(x − 1, x] = o(F (x)).
Therefore, there exists a function h(x) such that conditions (9) and (9) of Lemma 9
hold for both distribution functions GH1 and GH2 . Integrating by parts (9) and
using (9) and (9) , we obtain∫ x−h(x)
h(x)
GHi(dy)F (x− y) =
∫ x−h(x)
h(x)
F (dy)GHi(x− y, x] + o(F (x)), i = 1, 2.
For any y < x, we have
GHi(x− y, x] =
∫ x
x−y
Hi(0, t− x+ y]F (dt) +
∫ ∞
x
Hi(t− x, t− x+ y]F (dt).
Due to the subadditive property,∫ x−h(x)
h(x)
F (dy)
∫ ∞
x
Hi(t−x, t−x+y]F (dt) ≤
∫ x−h(x)
h(x)
F (dy)Hi(y)F (x) = o(F (x)).
Hence condition (9) of Lemma 9 holds for distribution functions GH1 and GH2 if
and only if ∫ x−h(x)
h(x)
F (dy)
∫ x
x−y
Hi(0, t− x+ y]F (dt) = o(F (x)). (10)
Then the assertion of Lemma follows from (9). 
Lemma 18. Assume that F ∈ L ∩ D and H(x − 1, x] → 0 as x → ∞. Then
GH ∈ SF .
Proof. It follows from Lemma 16 that GH(x − 1, x] = o(F (x)). Therefore,
there exists a function satisfying conditions (9) and (9). From the proof of Lemma
17, it is clear that if (10) holds then GH ∈ SF . Using the subadditive property of
H , we obtain∫ x/2
h(x)
F (dy)
∫ x
x−y
H(0, t−x+y]F (dt) ≤
∫ x/2
h(x)
F (dy)H(0, y]F (x/2, x] = o(1)F (x/2).
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Further,∫ x−h(x)
x/2
F (dy)
∫ x
x−y
H(0, t−x+y]F (dt) ≤ F (x/2)
∫ ∞
h(x)
F (dt)H(0, t] = o(1)F (x/2).
It follows from F ∈ D that o(1)F (x/2) = o(F (x)). 
3. Proof of the main results
First recall a well-known construction of ladder moments and ladder heights [17,
Chapter XII]. Let
η = min{n ≥ 1 : Sn > 0} ≤ ∞
be the first (strict) ascending ladder epoch and put
p = P{η =∞} = P(M = 0).
Let {ψn}n≥1 be a sequence of i.i.d.r.v.’s distributed as
P(ψ1 ∈ B) ≡ G+(B) = P(Sη ∈ B|η <∞).
Let ν be a random variable, independent of the above sequence, such that P(ν =
n) = p(1− p)n, n = 0, 1, 2, . . . Then
M
d
= ψ1 + . . .+ ψν . (11)
We start with proving an auxiliary assertion.
Lemma 19. Let G+ ∈ SF . Then asymptotics (2) hold, i. e.
P(Mτ > x) ∼ EτF (x).
Proof. The proof is carried out via standard arguments: we obtain the lower
and the upper bounds, which are asymptotically equivalent. Let us start with the
lower bound, which is valid without any assumptions on F and G+. Fix a positive
integer N , then for any x > 0,
P(Mτ > x) ≥
N∑
n=0
P(τ > n, max
0≤i≤n
Si ≤ x, Sn+1 > x)
≥
N∑
n=0
P(τ > n, max
0≤i≤n
Si ≤ x, ξn+1 > x)
= (1 + o(1))F (x)
N∑
n=0
P(τ > n).
Let N →∞ to obtain
P(Mτ > x) ≥ (1 + o(1))EτF (x).
Now turn to the upper bound. For any x ≥ 0,
P(Mτ > x) ≤
∞∑
n=0
P(τ > n, Sn ≤ x, Sn+1 > x)
=
∫ x
0
∞∑
n=0
P(S1 > 0, . . . , Sn > 0, Sn ∈ du)F (x− u)
= Eτ
∫ x
0
P(M ∈ du)F (x− u),
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for the latter see [17, Chapter XII, (2.7)]. Finally, it follows from G+ ∈ SF , relation
(11) and Lemma 13 that the distribution function of M belongs to SF , that is∫ x
0
P(M ∈ du)F (x− u) ∼ F (x).

Now let us introduce a few more definitions. Let χ = −Sτ be the absolute value
of the first non-positive sum and let G−(x) ≡ P(χ ≤ x) be its distribution function.
Define a renewal function
H−(x) =
∞∑
n=0
G∗n− (x), x ≥ 0.
Then ψ1 is distributed as follows [17, Chapter XII]:
P(ψ1 > x) ≡ G+(x) = 1
1− p
∫ ∞
0
F (u+ x)H−(du) (12)
We will need the following asymptotic estimates for the renewal function H
Proposition 20. (see [12, Corollary 2]) Suppose E[ξ−1 ] = ∞ and condition (1)
holds. Then,
p ≤ lim inf
x→∞
H−(x)m(x)
x
≤ lim sup
x→∞
H−(x)m(x)
x
≤ 2p (13)
Proof of Theorem 7. We will prove that G1 ∈ SF implies that G+ ∈ SF .
For that, we verify the conditions of Lemma 17.
First, by the properties of renewal functions, H− is subadditive. It follows from
Eξ−1 =∞ that Eχ =∞. This, the Key Renewal Theorem implies that H(x−1, x] ≡
H(x)−H(x− 1)→ 0, x→∞.
Second, the function x/m(x) is subadditive as well:
x+ y
m(x+ y)
=
x
m(x+ y)
+
y
m(x + y)
≤ x
m(x)
+
y
m(y)
.
The latter inequality holds since m(x) is non-decreasing. Further, the function
x/m(x) is non-decreasing, since
d
dx
x
m(x)
=
m(x)− xm′(x)
m2(x)
=
m(x)− xP(ξ−1 > x)
m2(x)
≥ 0.
Hence,
0 ≤ x
m(x)
− x− 1
m(x− 1) ≤
1
m(x− 1) → 0.
Then, Lemma 17 and (13) imply that G+ ∈ SF if and only if G1 ∈ SF . Conse-
quently, G+ ∈ SF and, by Lemma 19, asymptotics (2) hold. 
Proof of Theorem 8. Sufficiency of (a) follows from Lemma 14 and Lemma 16.
Sufficiency of (b) follows from Lemma 18. 
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