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Abstract
Let G be a simple ﬁnite-dimensional Lie-algebra over the complex numbers C. The universal
central extension of G ⊗ C[t±11 , . . . , t±1n ] is denoted by 0. We add degree derivations d1, . . . , dn
to 0 and denote the resulting Lie-algebra by  which we call a toroidal Lie-algebra. For n2 it is
known that the center of 0 is inﬁnite dimensional. This inﬁnite center, which is only an abelian ideal
in , does not act as scalars on any irreducible representation of . In this paper, we prove that the
study of irreducible representation of  with ﬁnite-dimensional weight spaces is reduced to the study
of irreducible representation for 0⊕Cdn with ﬁnite-dimensional weight spaces on which the center
acts as scalars.
In the process we prove an interesting result for n2. Let  be the quotient of  by the non-zero
degree central operators. Then  does not admit representations with ﬁnite dimensional weight spaces
where the zero degree center acts non-trivially.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary: 17B65, secondary: 17B10; 17B70
0. Introduction
Let G be a simple ﬁnite-dimensional Lie-algebra over the complex numbers C. The
universal central extension ofG⊗C[t±11 , . . . , t±1n ] is denoted by 0.We add degree deriva-
tions d1, . . . , dn to 0 and denote the resulting Lie-algebra by  which we call a toroidal
Lie-algebra. For n= 1,  is precisely an afﬁne Lie-algebra, such that toroidal Lie-algebras
are generalizations of afﬁne Lie-algebras. The major difference in the toroidal case is that
the center of 0 is inﬁnite dimensional unlike in the afﬁne case where the center is one
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dimensional. This poses a major difﬁculty in studying the representation theory of toroidal
Lie-algebras.
We ﬁrst note that 0 and  are naturally Zn-graded. The study of representations of  is
nothing but the study of Zn-graded representations of 0. The inﬁnite center of 0, which
is only an abelian ideal in , does not act as scalars on any irreducible representation of
. The purpose of this paper is to prove that the study of irreducible representations of 
with ﬁnite-dimensional weight spaces is reduced to the study of irreducible representations
of 0 ⊕ Cdn with the ﬁnite-dimensional weight spaces on which the center acts as scalars.
(The part of the center of 0 which acts non-trivially in the above representation commutes
with dn and hence is central for the Lie-algebra 0 ⊕ Cdn.)
We now give more details of the paper.We ﬁx an integer n2. LetAn=C[t±11 , . . . , t±1n ]
be a Laurent polynomial ring in n commuting variables. We consider the universal central
extension 0 of G ⊗ An and add degree derivations D = {d1, . . . , dn}, which we call the
toroidal Lie-algebra  (see Section 1). LetV be an irreducible representation for the toroidal
Lie-algebra with ﬁnite-dimensional weight spaces. We prove in Section 1 that such a rep-
resentation is actually a representation for Gaff ⊗ An−1 up to an automorphism of  (see
1.25), where Gaff = G⊗ C[tn, t−1n ] ⊕ CKn is an afﬁne Lie-algebra.
In the process, we prove an important result which is of independent interest. Let  be the
quotient of  by central elements of non-zero degree. Then  does not admit representations
with ﬁnite-dimensional weight spaces where some zero degree central operator acts non-
trivially (Corollary 1.24). See [1,12–15] where representations for  are studied.
In Section 2 we prove that the above irreducible representation admits an irreducible
quotient V1 forGaff ⊗An−1⊕Cdn (Theorem 2.5). Note that the quotient is only graded by
dn (amongD) which comes from the gradation ofGaff . In this quotient the central operators
act by scalars (Lemma 3.1).
In the last section we give a Gaff ⊗An−1⊕D module structure on V1⊗An−1 and prove
complete reducibility in Proposition 3.8. In Theorem 3.9 we prove that the original module
V is isomorphic to a component of V1 ⊗ An−1. In fact all components are isomorphic up
to a grade shift. Thus we conclude that the study of irreducible representations for  with
ﬁnite-dimensional weight spaces is reduced to the study of irreducible representation for
Gaff ⊗An−1⊕Cdn with ﬁnite-dimensional weight spaces where the center acts as scalars.
It may be appropriate to mention that irreducible integrable representations for  with
ﬁnite-dimensional weight spaces are classiﬁed by the author in [8,9]. Also see [18]. The
integrable modules are not completely reducible. Indecomposable modules which are not
necessarily irreducible have been studied by Chari and Thang Le [4]. Further vertex repre-
sentations are constructed and studied for toroidal Lie-algebras in [5,6,10,11,15].
It will also be appropriate to mention an important paper by Berman and Billig [2] where
a bigger toroidal Lie-algebra is studied by adding derivations. See also the paper by Billig
[3] where an open problem in [2] is solved by using vertex operator algebras.
1. Notations and the main theorem
Let G be a simple ﬁnite-dimensional Lie-algebra over complex numbers C. Let (,) be
a G-invariant non-degenerate symmetric bilinear form. Fix a positive integer n2. Let
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A = An = C[t±11 , . . . , t±1n ] be a Laurent polynomial ring in n commuting variables. For
m= (m1, . . . , mn) ∈ Zn, let tm= tm11 · · · tmnn ∈ A. For any vector spaceV, let VA=V ⊗A.
Let v(m)= v ⊗ tm. Let Z be spanned by vectors tmKi, 1 in,m ∈ Zn with relations
1.1.
∑
mit
mKi = 0.
Let  = G ⊗ A ⊕ Z ⊕ D where D is spanned by d1, . . . , dn. We will now deﬁne a
Lie-algebra structure on .
1.2. For X, Y ∈ G, r, s ∈ Zn.
(1) [X(r), Y (s)] = [X, Y ](r + s)+ (X, Y )d(tr )ts where d(tr )ts =∑ ri t r+sKi .
(2) Z is central in G⊗ A⊕ Z.
(3) [di, X(r)] = riX(r), [di, d(tr )ts] = (ri + si)d(tr )ts , [di, dj ] = 0.
Proposition 1.3 (Morita andYoshi [17], Kassel [16]). G⊗A⊕Z is the universal central
extension of G⊗ A.
1.4. Let h be a Cartan subalgebra ofG. Let h˜ be the span of h,K1, . . . , Kn and d1, . . . , dn.
We call h˜ a Cartan subalgebra of . Let 1, . . . , n be in the dual space h˜∗ deﬁned by
i (h)= 0, i (Kj )= 0 and i (dj )= ij . For r ∈ Zn, r =∑ rii . Let ◦ be the root system
of G and let G=⊕
∈ ◦ G ⊕ h be a root space decomposition. Let = {+ r , s ,  ∈◦, r, s ∈ Zn}. Let
+r = G ⊗ t r ,  ∈
◦, r ∈ Zn,
r = h⊗ t r , r ∈ Zn, r = 0,
0 = h˜.
Then, clearly =⊕∈  is a root space decomposition of .
1.5. LetG=GL(n,Z) be the set of n× nmatrices with entries in Z whose determinant is
±1. For every B in G we deﬁne an automorphism of , again denoted by B. Let r, s ∈ Zn
and let mT = BrT and nT = BsT. Deﬁne
B(X(r))=X(m), X ∈ G,
B(d(tr )ts)= d(tm)tn.
Let (d11 , . . . , d
1
n)
T= (BT)−1(d1, . . . , dn)T. Deﬁne Bdi = d1i . It is easy to check that B is an
automorphism of .
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In the rest of the paper we ﬁx an irreducible moduleV of with ﬁnite-dimensional weight
spaces relative to h˜.
Deﬁnition 1.6. A linear map z : V → V is called a central operator of degree m if z
commutes with the action of G⊗ A⊕ Z and diz− zdi =miz.
For example tmKi is a central operator of degree m and tmKitnKj is a central operator
of degree m+ n.
Lemma 1.7. (a) Let z be a central operator of degree m. Suppose zv = 0 for some v in V.
Then zw = 0 for all w in V.
(b) Suppose z is a non-zero central operator of degree m. Then there exists a non-zero
central operator T of degree −m such that T z= zT = Id.
Proof. (a) ConsiderW ={v ∈ V | zv= 0} which can be seen as a  submodule of V. Since
V is irreducible,W = 0 orW =V . ButW = V as zv = 0 for some v. ThusW = 0 and this
proves (a).
(b) Consider zVwhich is a non-zero  submodule ofV. Thus zV =V . Let v be inV. Then
there exists a unique w in V such that zw = v (the uniqueness follows from a).
Deﬁne T v=w. Consider z(X⊗t rw)=X⊗t r zw=X⊗t rv. Then by the deﬁnition ofT, we
have T (X⊗ t rv)=X⊗ t rw=X⊗ t rT v. ThusT commutes withG⊗A and hence commutes
with G⊗A⊕Z. From the deﬁnition of T it also follows that T z= zT = Id. Now it is easy
to see that T is of degree −m. Consider z(diT − T di)= (diz−miz)T − zT di =−mizT .
Multiplying by T from the left we see that T is of degree −m. 
Lemma 1.8. Suppose z1 and z2 are non-zero central operators of degree m. Then there
exists a scalar  such that z1 = z2.
Proof. First note that any central operator of degree zero is a scalar. Indeed the degree
zero central operators leaves each weight space invariant. Since we are over the complex
numbers it has a eigenvector.
So once it acts as a scalar on one vector it should act by the same scalar on the whole
module as V is irreducible. Now, note that z−12 z1 is a non-zero degree zero central operator
and hence is a scalar. So it follows that z1 = z2 for some . 
Let L= {r ∈ Zn | t rKi = 0 on V for some i}.
Let S be the subgroup generated by L. First note that for m in S, there exists a non-
zero central operator of degree m. Indeed m is a sum of elements in L and negatives of L.
For each such operator there exists non-zero central operators. Thus the product of such
operators is indeed the central operator of degree −m. Let k be the rank of S. Clearly, k is
invariant under the automorphism deﬁned above. Now by the standard basis theorem there
exists a Z-basis m1, . . . , mn of Zn such that k1m1, . . . , kkmk is a Z-basis of S for some
non-zero integers k1, . . . , kk . It is also a standard fact that there exists B in G such that
Bmi = (0, . . . , 1, 0, . . . , 0) (1 in the ith place).
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We have the following.
Proposition 1.9 (Eswara Rao [9, Theorem 4.5]). Let V be irreducible module for  with
ﬁnite-dimensional weight spaces with respect to h˜. Then up to automorphism the following
is true on V.
(1) There exists non-zero central operators z1, . . . , zk of degree (k1, 0 · · · 0) · · · (0 · · · kk,
0 · · · 0), where each ki is non-zero integer.
(2) k <n.
(3) t rKi = 0 on V implies that ik + 1 and rk+1 = · · · = rn = 0.
(4) There exists a proper submodule W of G ⊗ A ⊕ Z ⊕ Dk (where Dk is spanned by
dk+1, . . . , dn) such that V/W has ﬁnite-dimensional weight spaces with respect to
h⊕∑ CKi ⊕Dk .
Theorem 1.10. Let V be an irreducible -module with ﬁnite-dimensional weight spaces
with respect to h˜. Let k be as deﬁned above. Suppose some central operator in Z is non-zero.
Then k = n− 1.
Before we prove the theorem, we prove an important proposition which is also of inde-
pendent interest.
Let H be a ﬁnite-dimensional vector space over C with a non-degenerate symmetric
bilinear form 〈, 〉. Consider the Lie-algebra H˜=H⊗C[t±11 , t±12 ]⊕CC1⊕CC2⊕Cd1⊕Cd2
with the following Lie-bracket
(1) [h1 ⊗ t r11 t r22 , h2 ⊗ t s11 t s22 ] = (h1, h2)r1+s1,0r2+s2,0(r1C1 + r2C2).
(2) C1, C2 are central.
(3) [di, h1t r11 t r22 ] = rih1t r11 t r22 , [di, dj ] = 0.
Let H =H ⊕ CC1 ⊕ CC2 ⊕ Cd1 ⊕ Cd2.
Proposition 1.11. Let W be a H -weight module for H˜ with ﬁnite dimensional weight
spaces. Then Ci acts trivially.
The proof is inspired by Futorny’s work [12]. We ﬁrst recall some result from [12] and
prove a certain lemma.
Let h˜={h(n), c, d | n ∈ Z}be aHeisenbergLie-algebrawithLie-bracket [h(n), h(m)]=
nn+m,0C, [d, h(n)] = nh(n) and C is central.
Lemma 1.12. (1) Let V be a highest weight module (or a lowest weight module) where the
center C acts non-trivially. Let w ∈ V be a weight vector. Suppose h(n)w = 0 for n = 0.
Then h(−n)h(n)w = 0.
(2) In (1) V can be replaced by any completely reducible module whose components are
the highest and lowest weight modules.
Proof. We will assume that V is a highest weight module. The proof for the lowest weight
module is similar.
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It is well known that any highest weight module for the Heisenberg Lie-algebra is irre-
ducible when the center acts non-trivially and, further, that it is a Verma module. Let v be a
highestweight vector.Thenw is a linear combinations ofmonomialsh(−n1)k1 · · ·h(−n$)k$v.
We are given that h(n)w = 0. First assume n> 0. Then it follows that there exists
a monomial wi = h(−n1)k1 · · ·h(−n$)k$v such that ni = n and ki > 0. Now h(n)wi =
kiniCh(−n1)k1 · · ·h(−ni)ki−1 · · ·h(−n$)k$v. Now h(−n)h(n)wi = kiniCwi = 0. Thus it
proves that h(−n)h(n)w = 0. In fact ifw is a linear combination of certain monomials then
h(−n)h(n)w is also linear combinations of same set of monomials with some coefﬁcients
being zero but with at least one non-zero coefﬁcient. Now distinct monomials in a Verma
module are linearly independent.
We will now assume n< 0. Note that h(−n)h(n)w is a linear combination of the same
monomials that occur in w with no coefﬁcient being zero. Hence h(−n)h(n)w = 0. 
Proposition 1.13. (1) Every ﬁnitely generated Z-graded Heisenberg Lie-algebra module
where the center acts non-trivially is completely reducible.
(2) Each component is either a highest weight module or a lowest weight module.
Proof. (1) Follows from Proposition 4.5 of [12].
(2) Follows from the proof of Proposition 4.3(i) of [12]. 
Proof of Proposition 1.11. We assume that at least one Ci acts non-trivially.
Note that GL(2,Z) acts on H˜ as automorphism. Now twisting by an automorphism we
can assume that both central elements act non-trivially onW.
LetW =⊕
n∈Z2 Wn be the weight space decomposition. Let ht
r1
1 t
r2
2 = h⊗ t r11 t r22 .
Choose h ∈ H such that (h, h)=1. Let e=ht1ht−11 and f =ht2ht−12 . Then e and f leave
each ﬁnite-dimensional spaceWn invariant.
Fix n ∈ Z2 such thatWn = 0. Let v be inWn such that v is a common eigen vector for e
and f. LetV be the submodule ofW generated by v. Let Vm=V ∩Wm.We call a vector of the
form h1t r111 t
r21
2 · · ·hntrn11 t rn22 v a monomial. Note that each monomial is an eigenvector for e
and f. Conversely, any eigenvector of e or f in V is a linear combination of monomials with
the same eigenvalue. From Futorny’s work [12, Lemma 4.2] it follows that the eigenvalues
of e and f are of the form m1C1 and m2C2 for some mi ∈ Z. (C1 and C2 act as scalars
on v and by an abuse of notation we may assume those scalars are C1 and C2). Choose an
eigenvector w in Vn of eigenvaluem2C2 for f such that the absolute value ofm2 is maximal.
From the above observations we can assume thatw is amonomial. Suppose ew=m1C1w.
We assume m2> 0 and m1> 0.
Claim 1.14. htk2w = 0 for k2.
The claim follows from the proof of Proposition 4.3(i) of [12].
Claim 1.15. ht$1tk2w = 0 for all $2 and k2.
Suppose ht$1t
k
2w = 0 for some k2 and some $2. Consider ht2ht−12 · ht$1tk2w =
m2C2ht
$
1t
k
2w. We are using the fact that k2 and so f commutes with ht$1tk2 . This proves
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ht−12 ht$1tk2w = 0. Letws = (ht−12 )sht$1tk2w. We prove thatws = 0 for all s1 by induction
on s. Consider ht2ws+1 = fws = (s +m2)C2ws . By induction ws = 0 and we know that
s +m2> 0. This proves that ws+1 = 0. In particular wk = 0.
Subclaim. (ht−11 )
$wk = 0. Consider ht1ht−11 wk = m1C1wk . As m1 = 0 this proves that
ht−11 wk = 0. Consider vs = (ht−11 )swk .We prove by induction on s that vs = 0. Consider
ht1vs+1 = evs = (s + m1)C1vs . By induction vs = 0 and we know that s + m1> 0. This
proves vs+1 = 0. In particular v$ = (ht−11 )$wk = 0. This proves the subclaim.
Now f v$ = (k + m2)v$ and v$ ∈ Vn. This is a contradiction to the maximality of m2.
This proves Claim 1.15. Now from Claim 1.15 and from the deﬁnitions of the Lie-algebra
it follows that:
1.16. ht−$1 t
−k
2 w = 0 for all $2 and for all k2 such that $C1 + kC2 = 0.
Supposeht−$1 tk2w = 0 for some $2 and for inﬁnitelymany k2 such that $C1+kC2 =
0. Denote the set of all such k by S. We now claim that the following set ($ ﬁxed) is linearly
independent:
ht−$1 t
k
2ht
−$
1 t
−k
2 w, k ∈ S.
To see this, we consider the following:∑
k∈S
akht
−$
1 t
k
2ht
−$
1 t
−k
2 w = 0.
Fix a k1 ∈ S and apply ht$1tk12 to the above equation to conclude
ak1ht
−$
1 t
k1
2 ($C1 + kC2)w = 0.
Now by the choice of $ and k we see that ak1 = 0. Similarly, ak = 0 for all k.
The above set is contained in Vn+(−2$,0) which is a contradiction to the assumption that
all weight spaces are ﬁnite dimensional.
1.17. We can now assume that for each $2, there exists N$ − 2 such that ht−$1 tk2w= 0
whenever $C1 ± kC2 = 0, k >N$ and ht−$1 tN$2 w = 0 such that $C1 ±N$C2 = 0.
1.18. Now suppose for every k2 there exists (−$, s), $2, s1 such that
ht−$1 t
s
2ht
$
1t
−s+k
2 w = 0.
Then consider ht−k2 ht
−$
1 t
s
2ht
$
1t
−s+k
2 w which is of weight n. Now by applying ht
k
2 (use 1.14)
the above inﬁnite set can be seen to be linearly independent. This is a contradiction to the
ﬁnite-dimensional weight space property.
1.19. Now we can suppose that there exists k2 such that for every (−$, s), $2, s1.
ht−$1 t
s
2ht
$
1t
−s+k
2 w = 0.
Note that k can be chosen to be as large as we want.
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For each $2 let s = N$ + k. By choosing large k we can assume $C1 ± sC2 = 0 for
inﬁnitely many $.
Claim 1.20. ht$1t
−s
2 ht
−$
1 t
N$
2 w = 0 for inﬁnitely many $2.
Suppose the claim is false. Let H$ = ht$1t−s2 ht−$1 tN$2 and H 1$ = ht−$1 t s2ht$1t−N$2 . From
1.19 it follows that [H 1$ ,H$]w = 0. Hence (−$C1 + sC2)ht$1t−N$2 ht−$1 tN$2 w = −($C1 −
N$C2)ht
$
1t
−s
2 ht
−$
1 t
s
2w. As s >N$ the RHS is zero from (1.17). Now by the choice of k and
s we know that $C1 − sC2 = 0. Thus
1.21. ht$1t
−N$
2 ht
−$
1 t
N$
2 w = 0 for inﬁnitely many $.
Fix $ and consider the Heisenberg Lie-algebra
h˜= {htp$1 t−pN$2 , $C1 −N$C2 = 0 | p ∈ Z}.
Now themodule generated byw for the Lie-algebra h˜ is completely reducible by Proposition
1.13 as $C1 − N$C2 = 0 (by 1.17). Note that ht−$1 tN$2 w = 0 by the choice of N$. Now
by Lemma 1.12 it follows that ht$1t
−N$
2 ht
−$
1 t
N$
2 w = 0 a contradiction to 1.21. This proves
Claim 1.20.
Claim 1.22. {H$w | $ as in 1.20 } is a linearly independent set.
Suppose
∑
a$iH$iw = 0. First note that [H 1$ ,H$′ ] = 0 for $ = $1. Consider
0=H 1$1
(∑
a$iH$iw
)
= a$1 [(−$1C1 + sC2)ht$11 t
−N$1
2 ht
−$1
1 t
N$1
2 w − ($1C1 −N$1C2)ht$11 t−s2 ht−$11 t s2w]
(by 1.19). But the expression in [ ] has already been seen to be non-zero. Hence a$1 = 0.
Similarly, a$ = 0 for all $. This proves the claim. But by the claim it follows that Vn+(0,k)
is inﬁnite dimensional which is a contradiction to the ﬁnite-dimensional weight spaces
property.
We now assume m2> 0 and m10.
Consider ht−11 ht1w = ht1ht−11 w − C1w = (m1 − 1)C1w.
Claim 1.23. ht$1tk2w = 0 for all $ − 2 and k2. Now suppose ht$1tk2w = 0 for some
$ − 2 and k2.
By arguing as in the earlier case we can prove that
(ht−12 )
kht$1t
k
2w = 0.
We can also prove that b=(ht1)−$(ht−12 )kht$1tk2w = 0 by using ht−11 ht1 instead of ht1ht−11
and noting that m1 − 1< 0. Now, f b = (m2 + k)b is a contradiction to the maximality of
m2. Once we have the claim (1.23) we can imitate the arguments as in the previous case
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and get a contradiction to the ﬁnite-dimensional weight space property. Alternatively, we
can use the automorphism (−10
0
1 ) to twist the module. Then Claim 1.23 becomes Claim
1.15.
Now the case m20 can be dealt as in the earlier case where we work with ht−12 ht2
instead of ht2ht−12 .
Weﬁrst deduce an interesting corollary. Let =G⊗A⊕∑ CKi⊕∑ Cdi be aLie-algebra
deﬁned by
[X(r), Y (s)] = [X, Y ](r + s)+ (X, Y )r+s,0
∑
riKi ,
where Ki is central.
[di, X(r)] = riX(r), [di, dj ] = 0.
Corollary 1.24. Let V be a weight module for , n2 generated by a weight vector with
ﬁnite-dimensional weight spaces. Then Ki act trivially for all i.
Proof. Suppose that Ki acts non-trivially. By restricting the module to the subalgebra
generated by h⊗ t ri t si+1, di and di+1 we get a contradiction to the above Proposition. 
Proof of the Theorem 1.10. FromProposition 1.9 we know that k <n. Suppose k <n−1.
Case 1: Assume Ki = 0 on V for some i. Then ik + 1 from Proposition 1.9(3). Let
us say i = k + 1. Then k + 2n. Consider the Lie-subalgebra generated by htrk+1t sk+2.
Consider [h1t r1k+1t s1k+2, h2t r2k+1t s2k+2] = (h1, h2)r1+r2,0s1+s2,0(r1Kk+1 + s1Kk+2). This is
because d(tr1k+1t
s1
k+2)t
r2
k+1t
s2
k+2 = 0 unless r1 + r2 = 0 and s1 + s2 = 0 from Proposition
1.9(3). Now by restricting the module to the above subalgebra, we get a contradiction to
Proposition 1.11.
Case 2: Assume tmKi is non-zero on V. Then by Proposition 1.9(3), ik + 1. Further
mk+1 = 0 · · · =mn. Let us say i = k + 1. Consider the subalgebra generated by
(1) htmtrk+1t sk+2, s > 0 or s = 0 but r > 0,
(2) htrk+1t sk+2, s < 0 or s = 0, r < 0,
(3) htm.
Consider, in the above subalgebra,
[h1tmtr1k+1t s1k+2, h2t r2k+1t s2k+2] = (h1, h2)r1+r2,0s1+s2,0(r1tmKk+1 + s1tmKk+2).
All other brackets of the above subalgebra are zero. This is due to Proposition 1.9(3). It
is easy to see that the above subalgebra is isomorphic to H˜ deﬁned earlier to Proposition
1.11. By an abuse of notation we call the above subalgebra H˜ . Now we cannot appeal
to Proposition 1.11 as the central operator tmKk+1 has a non-zero degree. But now by
Proposition 1.9(4), there exists a proper submoduleW forG⊗A⊕Z⊕Dk such that V/W
has ﬁnite-dimensional weight space for h ⊕∑ CKi ⊕ Dk . Now in this new module the
central operator tmKi has zero degree and leaves ﬁnite-dimensional weight space invariant.
We now claim that tmKk+1 is non-zero on V/W . Suppose it is zero. Then tmKk+1V ⊆ W .
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But V = tmKk+1V ⊆ W a contradiction asW is proper. Thus the H˜ module generated by
any tmKk+1invariant vector in V/W has all the properties of Proposition 1.11. So such a
module does not exist. This proves k = n− 1.
1.25. LetV be an irreducible -modulewith ﬁnite-dimensionalweight spaces.After twisting
themodule by an automorphismwe can assume that the following central operators are zero:
tmKi = 0, 1 in− 1,
tmKn = 0, for mn = 0.
Consider Gaff = G ⊗ C[tn, t−1n ] ⊕ CKn with the obvious Lie-bracket. Consider the Lie-
algebra homomorphism
 : → Gaff ⊗ An−1 ⊕D,
X ⊗ t r → (X ⊗ t rnn )⊗ t r
1
r1 = (r1, r2 · · · rn−1),
tmKi →
{0, for 1 in− 1,
0, i = n,mn = 0,
Kn ⊗ tm, mn = 0, i = n,
di → di .
It is easy to check that deﬁnes a Lie-algebra homomorphism. From the above observation
it follows that on an irreducible module for  with ﬁnite-dimensional weight spaces, Ker 
vanishes after twisting by an automorphism.
Thus we can assume V is actually a module for Gaff ⊗ An−1 ⊕ D. Thus we only study
such modules.
2. Reduction to non-graded module
2.1. We will ﬁrst introduce some notation
Let J =Gaff ⊗An−1, where Gaff =G⊗C[t±1n ] ⊕CKn and An−1 =C[t±11 , . . . , t±1n−1].
LetDk be the linear span of dk+1, . . . , dn. Let hk=h⊕CKn⊕Dk so that hk−1=hk⊕Cdk
and h0 = h⊕ CKn ⊕D.
We start with an irreducible J ⊕D-moduleVwith ﬁnite-dimensional weight spaces with
respect to h0. We further assume that there exists non-zero central operators z1, . . . , zn−1
with degree (k1, 0, . . . , 0), . . . , (0, . . . 0, kn−1, 0) and each ki a positive integer. Our aim in
this section is to prove that a maximal J ⊕Cdn-submoduleW1 exists such that V/W1 is an
irreducible J ⊕Cdn-module with a ﬁnite-dimensional weight spaces with respect to hn−1.
We will ﬁrst produce an irreducible quotient of V for the Lie-algebra J ⊕D1 with ﬁnite-
dimensional weight spaces with respect to h1.
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2.2. First notice that {z1v − v | v ∈ V } is a J ⊕ D1 proper submodule of V. Thus V is
reducible as a J ⊕D1-module. So letW be a non-zero proper J ⊕D1 submodule of V. Let
 be a weight of V with respect to h0. Let =  | h1. Let w ∈ W be any -weight vector.
Let w =∑1 im wi,wi ∈ V+ki1 where k1<k2< · · ·<km. Note that m2 as W
cannot contain h0-weight vectors. If it contains such a vector then it will not be proper.
Deﬁne d(W)= km − k1. A vector w inW is called minimal if d(W) is minimal for all the
-weight vectors. Now one can prove, that d(W) depends onW but not on w. The proof is
the same as given in Lemma (3.8) of [7]. (In the proof of Lemma (3.8) one has to assume
kn−k1+$1$m to conclude d(Xw−v)< $m−$1. The rest of the proof works as it is.)As
in the proof of Lemma (3.9) of [7], we can prove that V/W has ﬁnite-dimensional weight
spaces for h1. We can further prove, as in Proposition (3.11) of [7] that V has a maximal
J ⊕D1-submodule so that the quotient is irreducible. Thus we have proved the following.
Proposition 2.3. Let V be as deﬁned in 2.1. Then there exists a maximal J ⊕D1 submodule
W1 ofV such thatV/W1 is irreducible and has ﬁnite dimensional weight spaces with respect
to h1.
2.4. Let V/W1 as above. Note thatW1 is z2 invariant and hence z2 acts on V/W1. Consider
{z2v − v | v ∈ V/W1}. This is a J ⊕ D2 non-zero submodule of V/W1 and each vector
is not d2 invariant. But V/W1 contains d2-invariant vector. Thus {z2v − v | v ∈ V/W1} is
a non-zero proper submodule of V/W1. In particular, V/W1 is J ⊕D2 reducible. Now by
repeating the above process we get an irreducible quotient of V/W1 which J ⊕D2-module
with ﬁnite dimensional weight spaces with respect to h2. By repeating the process n − 1
times we have the following theorem.
Theorem 2.5. LetV be as deﬁned in (2.1).Then there exists amaximal J⊕Dn−1 submodule
W of V so that V/W is an irreducible J ⊕Dn−1-module and has ﬁnite-dimensional weight
spaces with respect to hn−1. Further we can choose W such that W contains {ziv − v | v ∈
V, i = 1, . . . , n− 1}.
3. Passage from non-graded to graded module
Let V be irreducible J ⊕D-module with ﬁnite-dimensional weight spaces with respect
to h0. Assume that there exists non-zero central operators z1, z2, . . . , zn−1 of degree k1 =
(k1, 0 · · · 0), . . . , kn−1 = (0, . . . , kn−1, 0). LetW be a maximal J ⊕Dn−1 submodule of V
so that V/W is irreducible J ⊕ Dn−1-module with ﬁnite-dimensional weight space with
respect to hn−1. Let V1 = V/W .
Lemma 3.1. Each z in Z acts as a scalar onV1.Further each z in Zwhich acts as a non-zero
on V acts as non-zero scalar on V1.
Proof. First note that for any z inZ that acts non-trivially onV is of degree (∗, . . . , ∗, 0). Such
a z leaves each ﬁnite-dimensional weight space of V1 invariant. Thus z has an eigenvector
with eigenvalue $. Since V1 is irreducible z acts by the same scalar on the full module V1.
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Suppose z is non-zero on V. Then we claim $ = 0. Suppose $ = 0 then it follows that
zV ⊆ W . But V = zV ⊆ W which contradicts the fact that W is proper. So $ = 0. This
proves the lemma. 
3.2. Let V1 be as mentioned above.We now deﬁne J ⊕D-module structure on V1⊗An−1.
Recall J = Gaff ⊗ An−1. Let m = (m1, . . . , mn−1) ∈ Zn−1. Let X(m) = X ⊗ tm,X ∈
Gaff , tm = tm11 · · · tmn−1n−1 ∈ An−1. Deﬁne a module structure () on V1 ⊗ An−1, where
= (1, . . . , n−1) ∈ Cn−1.
() ·X(m)v(n)= (X(m)v)(m+ n),
()dnv(n)= (dnv)(n),
()div(n)= (i + ni)v(n), 1 in− 1.
The aim of this section is to prove that (V1 ⊗An−1,()) is completely reducible and V is
isomorphic to some component of V1⊗An−1 for a suitable . First consider the J ⊕Dn−1
map S from V1 ⊗ An−1 → V1 given by
S(v(n))= v.
Lemma 3.3. Let W be any non-zero J ⊕D-submodule of V1 ⊗ An−1.
(1) S(W)= V1.
(2) If  is a weight of V1 then + m is a weight of W for some m.
Proof. (1) Since V1 is irreducible, it is sufﬁcient to prove that S(W) is non-zero. ButW is
h0 weight module and hence contains vectors of the form v(m). Then S(v(m))= v = 0.
(2) Let w ∈ V1 be a weight vector of weight . Then there exists v ∈ W such that
S(w) = v. Now write w =∑ wm. Since w is a weight module it follows that wm ∈ W .
Thus (2) follows. 
3.4. Suppose zi acts by $i on V1 and we know that $i = 0.
Consider ziv(m)= $iv(m+ ki). Clearly, zi is a central operator and invertible on V1 ⊗
An−1. Let
= k1Z⊕ k2Z⊕ · · · ⊕ kn−1Z ⊆ Zn−1.
It is easy to see that for each m ∈  there exists a central operator zm on V1 ⊗An−1 which
is invertible.
LetW be a submodule of V1 ⊗ An−1.
We claim then dim W = dim W+m for all m ∈ . Note that zmW ⊆ W+m and
equality holds as zm is invertible. Thus the claim follows. Let  be a ﬁxed weight of V1. Let
K(W)=∑0mi<ki dim(W+m).
Now from Lemma 3.3(2) and the above claim it follows that K(W) = 0.
Proposition 3.5. V1 ⊗ An−1 contains an irreducible submodule.
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Proof. We will prove that for any non-zero submoduleW of V1 ⊗ An−1 eitherW contains
an irreducible submodule orW contains a module W1  K(W1)<K(W). Fix a non-zero
submoduleW of V1 ⊗ An−1. Consider S =⊕m∈Zn−1 W+m . Let W˜ be a submodule ofW
generated by S. Then clearlyK(W˜)=K(W). Suppose W˜ has a proper submoduleW1. 
Claim. K(W1)<K(W˜).
Suppose the claim is false. Consider
(∗) W1 ∩ (V1 ⊗ An−1)+m ⊆ W˜ ∩ (V1 ⊗ An−1)+m .
Now K(W1) = K(W˜) implies that equality holds for all m  0mi < ki . Now by the
claim in (3.4) it follows that equally holds in * for all m in Zn−1. This proves W1 contain
S and hence contain W˜ . This contradicts the fact thatW1 is proper in W˜ . Hence the claim.
Now by repeating the above process we get an irreducible submodule of V1 ⊗ An−1. We
next prove the complete reducibility of V1 ⊗ An−1.
3.6. LetW be an irreducible submodule of V1⊗An−1. We have ﬁxed a weight  of V1. By
Lemma 3.3(b) there exists a weight vector v in V of weight  such that v(r) ∈ W .
Let U be the universal enveloping algebra of J ⊕D. Write
U =
⊕
m∈Zn−1
Um,
Um = {X ∈ U | [di, X] = riX, 1 in− 1}.
Clearly, Uv(r)=W where Uv(r) is the J ⊕D-module generated by v(r).
Lemma 3.7. (1) Uv(s) is an irreducible J ⊕D-module for any s ∈ Zn−1.
(2)∑0 si<ki Uv(s)= V1 ⊗ An−1.
Proof. Consider the map  : Uv(r) → Uv(s) given by (w(k)) = w(k + s − r). It is
a J ⊕ Dn−1 module map. But it need not be a J ⊕ D-module map. Nevertheless, it is an
isomorphism. It is easy to see that Uv(s) is irreducible. 
Claim.
∑
s∈Zn−1 Uv(s)=V1⊗An−1.Letw(s) ∈ V1⊗An−1, w ∈ V1.SinceV1 is irreducible
there exists X ∈ U such that Xv = w.Write X =∑ Xr where Xr ∈ Ur .
Consider∑
Xr · v(s − r)=
∑
(Xrv)(s)= w(s).
This proves the claim. Now recall that there exists a non-zero central operator zm for any
m ∈ . Further zm is invertible.
Thus zmUv(r)= Uv(r +m). From this it follows that∑
s∈Zn−1
Uv(s)=
∑
0 si<ki
Uv(s).
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Proposition 3.8. V1 ⊗ An−1 is completely reducible as a J ⊕D-module.
Proof. We have already seen that
∑
0 si<ki Uv(s) = V1 ⊗ An−1. The sum is ﬁnite. Let
T = {s | 0si < ki}. Suppose Uv(s) ∩∑ r∈T
r =s
Uv(r) = 0. Since Uv(s) is irreducible it
follows that Uv(s) ⊆ ∑ r∈T
s =r
Uv(r).Thus we have reduced the ﬁnite sum by 1. Repeating
this process we can replace the
∑
by direct sum with fewer terms.
Let U =⊕	∈h∗0 U	, U	 = {X ∈ U | [h,X] = 	(h)X ∀h ∈ h0}. Let U be the universal
enveloping algebra of J ⊕ Dn. Let U =⊕	∈h∗n−1 U	, U	 = {X ∈ U | [h,X] = 	(h)X∀h ∈ hn−1}. 
Theorem 3.9. V is isomorphic to a component of V1 ⊗ An−1 as J ⊕D-module.
Proof. It can be proved similar to the techniques of (3.13), (3.14), (3.15) and (3.16) of
[7]. The U and U is taken as deﬁned by us. The d in [7] is taken as the space spanned by
d1, . . . , dn−1. We do not need the condition (2.2) of [7]. Instead we have non-zero central
operators z1, . . . , zn−1 which are invertible in V as well as V1 ⊗ An−1. 
Remark 3.10. The study of irreducible -modules with ﬁnite-dimensional weight space
where some part of the center acts non-trivially is now reduced to the study of irreducible
modules of J ⊕ Dn with ﬁnite-dimensional weight spaces. The advantage of the later
modules is that the inﬁnite-dimensional center acts as scalars.
4. Examples and some remarks
In this section we give some examples and record some miscellaneous results of general
interest.
Example 4.1. For each i, 1 in let Ni be positive integer. Let ai = (ai1, . . . , aiNi )
be non-zero distinct complex numbers. Let N = N1N2 · · ·Nn be the product. Let m =
(m1, . . . , mn) ∈ Zn. Deﬁne amI = am11i1 · · · a
mn
nin
. Let I1, . . . , IN be some ordering of I’s.
Deﬁne 
 as a Lie-algebra homomorphism

 : Gaff ⊗ An →⊕Gaff(N -copies).

(X ⊗ tm)= (amI1X, . . . , a
m
In
X).
Then it is proved in Lemma (3.11) of [9] that 
 is surjective. Let 1, . . . , N be linear
functionals on h ⊕ CKn+1 ⊕ Cdn+1. Let V (1) · · ·V (N) be irreducible highest weight
modules for the afﬁneKac-MoodyLie-algebraGaff . ThenW=⊗Ni=1 V (i ) is an irreducible
module for ⊕Gaff (N-copies). Then using 
, we see that W is an irreducible module for
Gaff ⊗ An. Now by the deﬁnition in (3.2) we see thatW ⊗ An is a module for the toroidal
Lie-algebra  (now it is n + 1 variable). Further the weight spaces are ﬁnite dimensional.
The module W ⊗ An need not be irreducible but completely reducible (see [6]). Suppose
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i (Kn+1) = 0 for some i. Then one can prove that Z acts non-trivially and hence they are
all examples of our general theory. It will be interesting if one can prove that these are all
the modules that are studied in this paper up to automorphism.
Remark 4.2. There exists irreducible modules for with ﬁnite-dimensional weight spaces
and eachKi acts as zero butZ is non-zero. Take i’s in the above example such that
∑
i=0.
4.3. We will now record some results on double afﬁne Lie-algebras. As mentioned earlier,
letG be simple ﬁnite-dimensional Lie-algebra. Then Ĝ=G⊗C[t, t−1]⊕CKt⊕Cdtbe the
corresponding afﬁne Kac-Moody Lie-algebra. It is well known that Ĝ carries Ĝ-invariant
non-degenerate bilinear form say 〈, 〉. LetGaff =G⊗C[t, t−1]⊕CKt and let Ĝaff =Gaff ⊗
C[s, s−1] ⊕Ks ⊕ Cds ⊕ Cdt with Lie bracket.
[X ⊗ sm, Y ⊗ sn] = [X, Y ] ⊗ sm+n + 〈X, Y 〉m+n,0mKs ,
where X, Y ∈ Gaff .Ks is central and ds, dt are the degree derivations. Ĝaff is called a double
afﬁne algebra.
Proposition 4.4. There does not exist a Ĝaff irreducible module with ﬁnite dimensional
weight spaces with respect to the Cartan algebra h⊕CKs ⊕CKt ⊕Cdt ⊕Cds such that
Ks acts non-trivial.
Proof. Follows from Section 1 (see 1.25). 
Remark 4.5. The same result holds good if we remove the derivation ds from the Cartan
algebra.
It is much easier to see this remark. Suppose there exists a module such that Ks is non-
zero. Then each ﬁnite-dimensional weight space becomes a module for the Heisenberg
algebra h ⊗ C[s, s−1] ⊕ CKs ⊕ Cds . It is well known that Heisenberg algebra does not
admit ﬁnite dimensional module with non-zero central action.
Notice the contrast between the afﬁne Lie-algebra and the double afﬁne Lie-algebra.
Afﬁne Lie-algebra is a one-dimensional central extension of a loop algebra of a simple
ﬁnite-dimensional Lie-algebra, which has a very rich representation theory when the center
is non-zero. Whereas double afﬁne algebra is a central extension of a loop algebra of afﬁne
Lie-algebra which has no representation theory when the extended center is non-zero.
We will end our paper with a remark on rationality.
Remark 4.6. As earlier let V be an irreducible  module with ﬁnite-dimensional weight
spaces. Suppose Kj acts non-trivially. Then Ki/Kj acts as a rational number.
Proof. By the results of Section 2, after twisting the module by an automorphism, we have
thatKi acts trivially for 1 in− 1 andKn acts non-trivially, say  = 0. Now by twisting
back we see thatKi acts as ai where (a1, . . . , an)T is the last column of the automorphism.
Now the remark follows. 
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