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ABSTRACT

With the increasing popularity of data-intensive applications as well as the large-scale computing
and storage systems, current data centers and supercomputers are often dealing with extremely
large data-sets. To store and process this huge amount of data reliably and energy-efficiently,
three major challenges should be taken into consideration for the system designers. Firstly, power
conservation–Multicore processors or CMPs have become a mainstream in the current processor
market because of the tremendous improvement in transistor density and the advancement in semiconductor technology. However, the increasing number of transistors on a single die or chip reveals
a super-linear growth in power consumption [4]. Thus, how to balance system performance and
power-saving is a critical issue which needs to be solved effectively. Secondly, system reliability–
Reliability is a critical metric in the design and development of replication-based big data storage
systems such as Hadoop File System (HDFS). In the system with thousands machines and storage
devices, even in-frequent failures become likely. In Google File System, the annual disk failure
rate is 2.88%,which means you were expected to see 8,760 disk failures in a year. Unfortunately,
given an increasing number of node failures, how often a cluster starts losing data when being
scaled out is not well investigated. Thirdly, energy efficiency–The fast processing speeds of the
current generation of supercomputers provide a great convenience to scientists dealing with extremely large data sets. The next generation of ”exascale” supercomputers could provide accurate
simulation results for the automobile industry, aerospace industry, and even nuclear fusion reactors
for the very first time. However, the energy cost of super-computing is extremely high, with a total
electricity bill of 9 million dollars per year. Thus, conserving energy and increasing the energy
efficiency of supercomputers has become critical in recent years.
This dissertation proposes new solutions to address the above three key challenges for current
large-scale storage and computing systems. Firstly, we propose a novel power management scheme
iii

called MAR (model-free, adaptive, rule-based) in multiprocessor systems to minimize the CPU
power consumption subject to performance constraints. By introducing new I/O wait status, MAR
is able to accurately describe the relationship between core frequencies, performance and power
consumption. Moreover, we adopt a model-free control method to filter out the I/O wait status from
the traditional CPU busy/idle model in order to achieve fast responsiveness to burst situations and
take full advantage of power saving. Our extensive experiments on a physical testbed demonstrate
that, for SPEC benchmarks and data-intensive (TPC-C) benchmarks, an MAR prototype system
achieves 95.8-97.8% accuracy of the ideal power saving strategy calculated offline. Compared
with baseline solutions, MAR is able to save 12.3-16.1% more power while maintain a comparable
performance loss of about 0.78-1.08%. In addition, more simulation results indicate that our design
achieved 3.35-14.2% more power saving efficiency and 4.2-10.7% less performance loss under
various CMP configurations as compared with various baseline approaches such as LAST, Relax,
PID and MPC.
Secondly, we create a new reliability model by incorporating the probability of replica loss to
investigate the system reliability of multi-way declustering data layouts and analyze their potential parallel recovery possibilities. Our comprehensive simulation results on Matlab and SHARPE
show that the shifted declustering data layout outperforms the random declustering layout in a
multi-way replication scale-out architecture, in terms of data loss probability and system reliability by upto 63% and 85% respectively. Our study on both 5-year and 10-year system reliability
equipped with various recovery bandwidth settings shows that, the shifted declustering layout surpasses the two baseline approaches in both cases by consuming up to 79 % and 87% less recovery
bandwidth for copyset, as well as 4.8% and 10.2% less recovery bandwidth for random layout.
Thirdly, we develop a power-aware job scheduler by applying a rule based control method and taking into account real world power and speedup profiles to improve power efficiency while adhering to predetermined power constraints. The intensive simulation results shown that our proposed
iv

method is able to achieve the maximum utilization of computing resources as compared to baseline
scheduling algorithms while keeping the energy cost under the threshold. Moreover, by introducing a Power Performance Factor (PPF) based on the real world power and speedup profiles, we are
able to increase the power efficiency by up to 75%.
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CHAPTER 1: INTRODUCTION

We are now entering the Big Data era, in which a huge amount of data are generated and analyzed
by data-intensive applications as well as the large-scale computing and storage systems. These are
reflected in the following three aspects. In the current processor market, multicore processors or
CMPs have become a mainstream because of the tremendous improvement in transistor density
and the advancement in semi-conductor technology. At the same time, the limitations in instruction level parallelism (ILP) coupled with power dissipation restrictions encourage us to enter the
“CMP” era for both high performance and power savings [1], [2]. On the other hand, an increasing
number of big data storage systems are turning to use multi-way replication based storage architecture for the sake of high availability and reliability [62, 60, 48, 54]. As the storage system scale
up, it increases both capacity and bandwidth, but it also makes disk failures more common [79].
Thirdly, as the demand for high-performance computing on supercomputers and clusters continues
to grow, there will be a substantial increase in the total power consumption. In the LiveScience
report, the supercomputer “Titan” costs 100 million dollars and its electricity bill is expected to
cost about 9 million dollars per year [100]. Therefore, even if scientists can benefit from the fast
computing speeds provided by supercomputers, we cannot neglect the staggering electricity bill
associated with these computing service.
In a computing or storage system like this, three important factors need to be taken into account
for design considerations which are power conservation,reliability as well as the energy efficiency.
More specifically, we propose three new approaches to improve the above three metrics in largescale computing and storage systems as shown in Figure 1.1.
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Large-scale computing and
storage systems

CMP systems

Big data scale-out storage
systems

Supercomputers

Power Conservation

Reliability Analysis

Energy Efficiency

A model-free, adaptive,
rule-based power
management scheme

A new reliability model in
replication-based
Big Data storage systems

Energy efficient job
scheduler

Figure 1.1: Research work overview

MAR: A Novel power management scheme

In recent years, many power management strategies have been proposed for CMP processors based
on DVFS [5], [6], [7]. DVFS (Dynamic Voltage and Frequency Scaling) is a highly effective
technique used to reduce the power dissipation. Previous research [8, 9, 10, 11] has successfully
balanced the CPU power consumption and its overall performance by using chip-wide DVFS.
However, this coarse-granular management cannot be directly applied to CMP chips where percore DVFS is available for more aggressive power-saving. Several recently proposed algorithms
[12], [13] are based on open-loop search or optimization strategies, assuming that the power
consumption of a CMP at different DVFS levels can be estimated accurately. This assumption may
result in severe performance degradation or even power constraint violation when the workloads
vary significantly from the one they used to perform estimations. There are also some closed-loop
solutions based on feedback control theory [14, 15] which obtain power savings by using detected
2

statistics of each core. The most widely adopted CPU statistics are CPU busy/idle times [16].
This busy/idle time approach referred as B-I model works well for non-I/O intensive applications.
Unfortunately, data Intensive applications are mainly I/O bound, which becomes the main focus
in this work. They often exhibit the unpredictable nature of I/O randomness and thus make the
CPU utilization status hard to track. Consequently, the B-I model might not work well at this
circumstance.
It may be noted that the I/O operations could actually affect the processor’s both performance and
power consumption, especially when we deal with data-intensive applications. More specifically,
by taking I/O factors into consideration, we are able to make best use of CPU slack periods to
save power more effectively and more efficiently. One example is when CPU is waiting for I/O
operations to complete. Through our experiments, we found out several facts that can be utilized
to conserve more power for a CMP processor. First of all, each core’s waiting time for a completed
I/O operation can be separated from its idle or working status. Secondly, appropriate scaling
down the core’s frequency during its I/O wait could provide more opportunities to save power
without sacrificing overall system performance. Thirdly, the core frequency does not directly affect
the I/O wait which means no relationship exists between these two factors. According to the
above-mentioned observations, we develop our power management solutions for data-intensive
applications using the following specific ways:
1. Considerations of each core’s I/O wait status besides its working and idle status.
2. Accurately quantifying each status for accurate power-saving decisions.
3. A precise description of the relationship between frequency, performance and power consumption when the I/O wait factor is considered.
When we integrate the I/O wait into the power control system design, one challenge lies that the
CPU workload is unable to be modeled because of the I/O randomness, which mainly results from
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the diversity of I/O patterns and the internal characteristic of storage systems. In our experiment,
we found that even with a comprehensive control policy, such as MPC, it is impossible to accurately
predict the CPU workloads for I/O intensive applications. To resolve this issue, we employ a fuzzy
logic control to simplify the model construction work, which incorporates a precise logic and
approximate reasoning into the system design and obtains much more accurate representations
[40, 41, 42, 43, 44].
We develop a multi-input-multi-output power management system named MAR (model-free, adaptive, and rule-based) for CMP machines. It adopts a fuzzy logic for the power management by
considering the I/O wait rather than employing traditional B-I model. Our design could precisely
control the performance of a CMP chip at the desired set point while save 12.3-16.1% more power
at run-time. Moreover, we are able to save even more power if the loaded CPUs support more
frequency levels, as detailed in the experimental results in Chapter 3.
There are four primary contributions of this work:

• Developing a model-free, adaptive and rule-based power management method named MAR.
• Achieving fast-responsiveness through fast detecting methods that adopted by MAR.
• Conducting extensive experiments to examine the impacts of the cores seven working status and proposing an accurate description about the relationship between frequency, performance and power consumption.
• Simplifying the power management method by introducing fuzzy control theory in order to
avoid the heavy relying on precise system model.
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Reliability Analysis

Today, an increasing number of big data storage systems are turning to use multi-way replication
based storage architecture for the sake of high availability and reliability [62, 60, 48, 54].
Reliability is increasingly important in big data storage systems built from thousands of individual
components. As the storage system scale up, it increases both capacity and bandwidth, but it also
makes disk failures more common [79]. In petabyte-scale file systems, disk failures will happen
in a daily bases. In the system with thousands machines and storage devices, even in-frequent
failures become likely. Therefore, analyzing the system reliability through an analytic method is
useful since they can provide a reference for developers to choose the best layout catering their
requirements.
With regards to the modeling of system reliability, it should considers all the situations that will
make the system unreliable. Intuitively, when people thinking about system reliability, they will
tend to consider the data loss probability and the system recovery bandwidth [50, 51, 81]. However, in a replication-based storage systems, the loss of replicas will also have an influence on
the system reliability which should not be neglected. This motivates us to create an effective and
comprehensive analytic model to obtain an accurate reliability results.
It may be noted that it is not feasible to build a real testbed to evaluate the reliability of a large-scale
redundancy storage system with different layout schemes. Once the block distribution scheme is
selected, the layout can no longer be changed after the production storage system is up to work.
Moreover, there is no systemic method which can be used to quantify the reliability for multi-way
replication based data placement methods. This is especially true when the number of copies exceeding two. This is because the replicas of data on one failed disk are distributed among multiple
disks in the declustered storage system, if either one of those disks fails before the failed disk
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completely recovered, the data block will lost permanently. As a result, the data loss probability
has increased. This motivates us to exploit the impact of data layouts on reliability in multi-way
replication storage systems.
We propose a comprehensive reliability model to investigate the system reliability of multi-way
declustering data layouts and analyzing their potential parallel recovery possibilities.
Specifically, we make the following contributions:

1. Propose a new reliability model to investigate the system reliability of multi-way declustering data layouts.
2. Utilize the reliability model for analyzing the data loss probability and system repair rate
with different data layout schemes;
3. Quantify the most important parameter used in the model, P (l) , which is the probability that
the disk does not lose data with l failed disks in the system with either mathematical proof
for copyset replication layout [46] or reasonable sampling techniques for shifted declustering [80] and random declustering1 ;
4. Analyze the possible optimal parallel recovery schemes for copyset replication, shifted declustering and random deccultering layouts;
5. Make specific comparison between these three layouts, which are the most widely used in
current enterprise large-scale multi-way replication storage systems;
6. Simulate the reliability model, compare and explain the system reliability with considering
of various recovery bandwidth.
1

Random declustering layout distributes data blocks according to given randomization algorithms, which map the
key (or the index) of a data block to a position in the storage system.

6

Power-aware job scheduling

Supercomputers and clusters today are usually managed by batch job scheduling systems, which
partition the available set of compute nodes according to resource requests submitted through job
scripts and allocate the partitions to parallel jobs [86]. As the demand for high-performance computing on supercomputers and clusters continues to grow, there will be a substantial increase in the
total power consumption. In the LiveScience report, the supercomputer ”Titan” costs 100 million
dollars and its electricity bill is expected to cost about 9 million dollars per year [100]. Moreover,
the computing and storage components of data centers consume around 61 billion kilowatt hours
kW h of power per year, which costs about 4.5 billion U.S dollars. The power consumption of
supercomputers and Data centers combined is about 1.5% of the total output of 15 typical power
plants [101, 102]. Therefore, even if scientists can benefit from the fast computing speeds provided by supercomputers, we cannot neglect the staggering electricity bill associated with these
computing service. In this case, it is necessary to apply a power-capping strategy for large-scale
data storage or computing systems.
Job scheduling is a critical task for large-scale systems. Advanced schedulers can help to improve
resource utilization and quality of service. Therefore, an advanced job scheduler should satisfy
the following requirements. First,it must satisfy the user’s requirements, such as job start time, requested number of processors, requested job finish time, and other priority constraints. Secondly,
the scheduler should allocate the computation resources reasonably and effectively without exceeding the power limits. Thirdly, it should apply different speedup schemes while satisfying the user’s
requirements and saving as much power as possible. Finally, multiple power constraints should be
introduced to adjust the power limit based on the characteristic of incoming jobs to explore further
opportunities for energy conservation.
Many researchers are looking into this problem and trying to balance the energy conservation and
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performance of supercomputers with various methods. For energy efficiency, some researchers
attempt to schedule the job by applying Deadline Constraints on Data Grids or HPC systems
[84, 89]. Some of them focus on developing energy-efficient multi-job scheduling models and
algorithms for cloud computing [94, 93]. Others are proposed a technique to reduce the energy
consumption by incorporating a predictive thermal model to select possible jobs to reduce the energy [87]. These algorithms are developed to conserve energy either by integrating the DVFS
technique to examine the behavior of the workload or by introducing a thermal predictive model
to minimize the energy needs. However, reducing energy consumption is not enough to alleviate
the energy consumption issues of supercomputers. This work proposes to tackle the problem from
the angle of improving the energy efficiency.
To the best of our knowledge, we present the first attempt to provide power efficient job scheduling on supercomputers by taking the power budget and speedup files into consideration. However,
our method can provide opportunities to improve power conservation, which should not been neglected. In this work, we propose a novel rule-based power-aware job scheduler to efficiently
schedule the incoming jobs while maintaining the power budget. The main contributions of this
work are:

1. We develop a novel rule-based power-aware job scheduler to achieve the best system utilization while considering the power budgets and various speedup settings.
2. We generate a new scheduling algorithm to support our proposed job scheduler.
3. We create a series of rules to assist the scheduler with determining the appropriate power
consumption as well as speedups.
4. We propose a new Power Performance Factor (PPF) to evaluate the power efficiency under
a fixed power budget.
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CHAPTER 2: LITERATURE REVIEW

In this section, I would like to discuss the current research and their limitations with regards to the
power management and the system reliability for large-scale computing and storage systems.

Power Management Background

In recent years, various power management strategies have been proposed for CMP systems. From
the perspective of DVFS level, previous power management schemes could be divided into two
categories which are chip-level and core-level power management. Chip-level power management
uses chip-wide DVFS. In chip-level management [8, 9, 10, 11], the voltage and frequency of all
cores are scaled to the same level during the program execution period by taking advantage of the
application phase change. These techniques extensively benefit from application “phase” information that can pinpoint execution regions with different characteristics. They define several CPU
frequency phases in which every phase is assigned to a fixed range of Mem/op. However, these
task-oriented power management schemes do not take the advantage from per-core level DVFS.
Core-level power management means managing the power consumption of each core. [12] and
[13] collect performance-related information by an on-core hardware called performance monitoring counter (PMC). There are several limitations by using PMCs: Each CPU has a different
set of available performance counters, usually with different names. Even different models in the
same processor family can differ substantially in the specific performance counters available [38];
modern super scalar processors schedule and execute multiple instructions at one time. These “inflight” instructions can retire at any time, depending on memory access, cache hits, pipeline stalls
and many other factors. This can cause performance counter events to be attributed to the wrong
instructions, making precise performance analysis difficult or impossible. Some recently proposed
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power management [16] approaches use MPC-based control model, which is derived from cluster
level or large scale data centers level power management, such as SHIP [33], DEUCON [39],
[15] and [16]. They make an assumption that the actual execution times of real-time tasks are
equal to their estimated execution times, and their online-predictive model will cause significant
error in spiky cases due to slow-settling from deviation. Moreover, their control architecture allows
degraded performance since they do not include the performance metrics into the feedback. [35]
tries to satisfy QoS-critical systems but their assumption is maintaining the same CPU utilization
in order to guarantee the same performance. However, this is not true for the CPU unrelated works,
such as the data-intensive or I/O-intensive workloads. Rule-based control theory [40] is widely
used in machine control [41, 42], which incorporating the precise logic and approximation reasoning into the system design and obtaining much more accurate representations. More specifically,
Rule-based control logic can be viewed as an attempt at formalization of the remarkable human
capabilities. It is not “fuzzy” but a precise logic of imprecision and approximate reasoning with
four distinguish features, which are graduation, granulation, precisiation and the concept of a generalized constraint [44]. It also reduces the development time/cycle, simplifies design complexity
as well as implementation, and improves the overall control performance [43].

Reliability Analysis in Storage systems

Copyset replication

Copysets [46] replication technique is proposed to reduce the data loss frequency by introducing an
near optimal trade off between number of nodes on which the data is scattered and the possibility
of data loss. The problem is defined by several parameters R,N,S, which stand for number of
replicas, number of nodes and the scatter width respectively. There are two phases of the copyset
application technique which are permutation and replication. The first phase refers to an offline
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activity that creates a number of permutations by randomly permuting the nodes into the system.
The second phase executes when a chunk needs to be replicated. The number of permutation is
depends on scatter width S, which is equal to S/(R − 1). The primary replica can be placed on
any node of the system, while others are placed on the nodes of a randomly chosen copyset that
contains the first node. This design provides an optimal tradeoff between the scatter width and the
number of copysets. Comparing with random replication method, copysets is able to reduce the
probability of data loss form 99.99% to 0.15% under power outage in a 5000-node RAMCloud
cluster.

Random and shifted declustering approach

Recently, A general multi-way replication-based declustering scheme has been widely used in
enterprise large-scale storage systems to improve the I/O parallelism. Specifically, a random replication method [48] is widely used in large-scale storage systems due to its simple replication technique and strong protection against uncorrelated failures. Unfortunately, its high data loss rate and
poorly handling of common correlated failures make the random replication method lose its generality in large-scale storage systems. There is also another copyset replication method [46] that
has been proposed to obtain lower data loss frequency. Although the copyset replication technique
is able to greatly reduce the probability of data loss, however it is trades off the data loss frequency
with the amount of lost data in each incident, thus reliability issue remains a main concern. To
improve the system reliability, a placement-ideal data layout–Shifted declustering [80] has been
created to obtain optimal parallelism in wide variety of configurations and load balancing in both
fault-free and degraded modes.
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Muti-way Replication

RAID is first introduced in the mid 80’s for improving both the performance and reliability of
storage systems by providing redundancy through replication or parity schemes. RAID-1 applies
mirroring, the simplest policy for replication based redundancy. Declustered layout schemes for
replication based disk arrays include chained declustering [67], group-rotational declustering [58],
and interleaved declustering [59]. Among them, chained declustering can be generalized to multiway replication, but to the best of our knowledge, no such implementation exists. Group-rotational
declustering is used in media streaming servers configured with 3-way replication to improve the
quality of Video On Demand services [57]. Interleaved declustering is difficult to leverage up to
multi-way replication. shifted declustering is a scalable solution for multi-way replication storage
over any number of disks achieving optimal parallel performance [80].
Due to the availability benefits and the ease of maintenance, the switch from parity to multi-way
replication is being further encouraged by the wide adoption by such mission critical systems
as Google’s File System (GFS) [62], Amazon’s Dynamo [60] used to power Amazon.com and
Amazon’s S3 service, Microsoft’s FARSITE [54], projects using Apache’s Hadoop File System
(HDFS) [48], video on demand services [57], and Geographic Information Systems (GIS) [74].
There are also theoretical methods for replica distribution in a large data cluster. RUSH [66] was
introduced for the replica placement issues in large distributed storage systems. RUSH is a family
of algorithms that have excellent randomization performance and low conflict probabilities, so it
can be used in distributed storage systems which allowed each node to distribute data objects. Tosun compared a series replicated declustering schemes for spatial data systems such as GIS, where
majority queries obey some explicit patterns [74], for example, range queries cover a geometric
shape of a spatial data set. However, decentralized systems have not been used in reality. Current
enterprise systems such as the Google File System [62], are still centrally controlled due to the
12

ease of maintenance.

Existing Reliability Models

Xin et al. [78, 79] analyzed the reliability in terms of MTTDL (mean time-to-data-loss) of largescale distributed storage systems configured with two-way and three-way replication. They apply
Markov chains, where the state represents the failed number of data objects in a single redundancy
group1 . This model is based on the assumption that the data objects are independent, as well as
redundancy groups. With this assumption, it makes sense to only model one redundancy group is
enough, and if at time t, the reliability of one redundancy group is R(t), then the reliability of the
whole system is simply 1−(1−R(t))r , where r is the number of redundancy groups in the system.
In this model, single data object failure should be allowed. However, they take disk failure rate
as the data object failure rate. With this failure rate, all data objects on a disk fail when the disk
fails, accordingly the failure of data objects are no longer independent, and it is contradictory to the
assumption. As long as the events of disk failure exist, it is not reasonable to view the redundancy
groups as independent. We will also explain that disk failure is the dominant factor rather than
data block failure to evaluate the impacts of data layouts on system reliability in Section 4. Gafsi
et al. applied continuous time Markov chains (CTMC) to model the reliability of distributed video
servers [61]. Their analysis is based on parity redundancy and two-way replication redundancy.
They categorized the redundancy schemes into one-to-one, one-to-all and one-to-some, where oneto-all and one-to-some are declustering layout policies.
Currently, there is no systematic research on the reliability issues for redundancy systems with
multi-way replication. Among reliability metrics, the most straightforward one to understand is
1

For replication based redundancy, a redundancy group includes all copies of a data unit. For parity based redundancy, a redundancy group includes all data stripe units as well as parity units of a data stripe.
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the failure free period, during which the system provides services without any data loss.
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CHAPTER 3: MAR: A NOVEL POWER MANAGEMENT SCHEME FOR
CMP SYSTEMS IN DATA-INTENSIVE ENVIRONMENT

Learning Core’s Behaviors

In this section, we exploit the behaviors of each core in a CMP processor to learn the relationship between power consumption, performance, and frequency settings, as shown in Figure 3.1.
As widely shown in previous works, CPU power consumption and performance are both highly
related to CPU frequency [5], [19]. Our experiment results demonstrate that there exist a cubic relationship between power consumption and CPU frequency which is well documented and
shown in Figure 3.1. However, the relationship between performance and frequency is difficult to
be modeled: the same frequency setting may result in a different response time (rt) or execution
time (et) for various types of applications. Hence, the performance is related to both the processor’s frequency and the workload characteristics. On the other hand, the behavior of the CPU is
able to illustrate the characteristics of the running workloads. More specifically, each core in a
CMP has seven working statuses, which we denote as the “metrics” in the rest of this work:

• user: normal processes executing in user mode;
• nice: niced processes executing in user mode;
• system: processes executing in kernel mode;
• idle: idle times;
• I/O wait: waiting for the I/O operations to complete;
• irq: servicing interrupts;
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Figure 3.1: The relationship between CPU’s frequency, power consumption and performance

The duration of the cores seven statuses completely exhibit the composition of the running workload. As a result, the performance is determined by a function F with considering both of the CPU
frequency and the workload characteristic. Since the workload can be formulated using φ which is
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a function of the seven working statuses, the system performance can be present in Equation (4.9).

et= F (f requency, workload)
= F {f, φ(metrics)}
= F {f, φ(user,nice,sys,idle,iowait,irq,sof tirq)}

(3.1)

We launch various applications on our testbed to learn the curve of Equation (4.9), e.g. an
I/O bomb from Isolation Benchmark Suite (IBS) [22], a gcc and a mcf benchmark from SPEC
CPU2006 suite version 1.0 [23], and TPC-C running on PostgreSQL [24]. I/O bomb uses the
IOzone benchmark tool to continuously read and write to the hard disk (by writing files larger than
main memory to ensure that it is not just testing memory); mcf is the most memory bound benchmark in SPEC CPU2006 while gcc is a CPU-intensive application, as shown in Table 3.1. TPC-C
is a standard On-Line-Transaction-Processing (data-intensive) benchmark. The configuration details of these benchmarks could be found in Section 3. We run these tests on a Quad-Core Intel
Core2 Q9550 2.83 GHz processor with 12MB L2 cache and 1333 MHz FSB. The CPU supported
frequencies are 2.0 GHz, 2.33 GHz, and 2.83 GHz.

17

Excution Time (sec)

750
700
650
600
550
500

gcc

2.0GHz

2.33GHz

mcf

real

600
estimated 550
500
450
400
350
300
2.83GHz

estimated

2.0GHz

TPCC

Excution Time (sec)

I/O Bomb

real
estimated

60

1000
800

40

700
2.0GHz

2.33GHz

2.83GHz

2.83GHz

600

Core Frequency (GHz)

real
estimated

900

50
30

2.33GHz

Core Frequency (GHz)

Core Frequency (GHz)

70

real

2.0GHz

2.33GHz

2.83GHz

Core Frequency (GHz)

Figure 3.2: Overall execution time of different workloads

Per-Core

Because we are using per-core level DVFS for power management, it is necessary to understand
the meanings of the 7 statuses of each single core. In previous works, the relationship between
CPU behavior and estimated performance et is simply determined by the CPU busy/idle (B-I) time
[14], [25]. This B-I model is defined as Equation (3.2):

Pbusy ∗ fold
+ Pidle )
fnew
( rtrtnew
− Pidle ) ∗ fnew
old

etnew = etold ∗ (
Pbusy =

fold
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(3.2)

where Pbusy 1 is the busy ratio of CPU while Pidle is the idle percentage of CPU; fold and fnew are
the two version of CPU frequency settings. We first enable only one core in the CMP processor
and assign one process to run the benchmarks, so that we can avoid the noise from task switches
among the cores. The upper two charts in Figure 3.2 illustrates that for the first two workloads,
e.g. gcc (CPU-intensive) and mcf (memory-intensive), the B-I model is accurate enough with less
than 3% deviation. However for the I/O intensive or data-intensive workloads, e.g. I/O bomb and
TPC-C showing in the lower two charts in Figure 3.2, using the B-I model which does not consider
the I/O impact will result in up to 39.6% modeling errors. The reason that B-I model works well
for CPU-intensive and memory-intensive workloads is because of Instruction-Level Parallelism
(ILP). The latency caused by cache misses, and mis-predictions will be eliminated by advancing
the future operations. However, ILP is not always capable of eliminating the latency caused by I/O
operations [3], which leads to the prediction errors for I/O bomb and TPC-C benchmarks.
We also show the statistics of the 3 main working statuses in Figure 3.3. For gcc and mcf, most
of the execution time is in user mode; the cache misses and mis-predictions of mcf have negligible
impact on the CMP’s behavior due to ILP. For I/O bomb, I/O wait is the main latency; for dataintensive benchmark TPC-C, the lower frequency will hide some of the I/O wait latency because
of ILP, but the latency in both user and iowait modes cannot be ignored. For all four cases, the
irq and softirq latency are very small which only constitute about 0.2% of the total working status.
Therefore, irq and softirq will not be taken into account in our experiments since the latency cause
by them cannot affect the overall system performance comparing with other major latency. As a
result, “user+nice+sys”, “idle” and “I/O wait” are the three most important working statuses which
could describe the CMP’s behavior in general. Without considering I/O wait latency, the basic B-I
model may result in non-trivial modeling errors for data-intensive or I/O intensive applications.

1

The “Busy Time” in previous works is usually calculated as the equation of overall/timeidle/time without the
consideration of the cores other metrics [14], [25].
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Table 3.1: Cache Miss Rate
Benchmarks L1 Data Miss L2 Miss Mispredictions
gcc
14.21
3.17
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130.15
36.73
15.79
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Figure 3.3: Core’s major statistics under different workloads
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Multi-Core

Because of the job scheduler in a CMP processor, one task in CMP processor may be switched
among the cores during its run. In order to show whether this core-level task switches can eliminate
the I/O wait latency, we run 7 processes on all 4 cores in our testbed. Each process will randomly
run one of the following benchmarks: gcc, mcf, bzip2, gap, applu, gzip and TPC-C. Each core has
3 available frequency settings: 2.83 GHz, 2.33 GHz and 2.0 GHz.
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Figure 3.4: The trace of core0 under both high and low frequency; the overall execution times are
comparable for the two cases.
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Figure 3.4 shows the traces for core0 under different frequency settings. We omit “irq” and
“softirq” based on the results of section 3, and we treat “user, nice, sys” as a group denoting the
real “busy” status. When the frequency is 2.83 GHz, all the workloads are processed in parallel
in “phase 1”; the I/O wait latency could be hidden by the process-level parallelism. However in
“phase 2”, when there are not enough available processes to schedule, the I/O wait latency will
emerge. After all processes are finished, the core will stay idle in “phase 3”. The traditional B-I
based power management scheme is only able to discover the chances to save power in “phase
3” by lowering the processor’s voltage and frequency. However in fact, “phase 2” also provides
opportunities to save more power. In this case, we can lower the frequency in order to parallel the
CPU and I/O operations as much as possible.
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sequential

Time line

Execution time (T1'<T1)
t'(<t)
Execution time (T1)
t
Core is running at a high frequency
Core is running at a low frequency
Case1: Two parts are sequential, higher frequency improves core bounded part;
the overall execution time is reduced.

Core related
part
I/O part

core bounded

core bounded
I/O wait

Two parts are
parallel

Time line

I/O wait

Two parts are
parallel

t'(<t)

Execution time (T2'=T2)
Core is running at a high frequency

Execution time (T2)
t
Core is running at a low frequency

Case2: Two parts are parallel, higher frequency improves core bounded part;
the overall execution time is not changed.

Figure 3.5: Two cases when I/O wait exits

In Case 2, as shown in the lower part of Figure 3.4, we can use “2.0 GHz” to process all the
workloads roughly at a comparable execution time while only consumes 35.3% power as compared
to the Case 1 that runs at the 2.83 GHz frequency. We note that heavy disk utilization may not
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necessarily result in I/O wait if there are enough parallel CPU-consuming tasks. Interestingly, the
new data-intensive analyses and applications will incur long I/O wait latency [18, 26, 27, 28, 29].
As a result, I/O wait still needs to be taken into account in the big data era.

Analysis and Preparation for MAR Design

Although the I/O wait is the duration that the processor is waiting for the I/O operation to be
finished, we cannot simply consider it as a sub-category of the idle time. Since if and only if
CPU idle time exists, increasing the CPU frequency will linearly decrease the execution time.
However, when I/O wait is present, there are two cases as shown in Figure 3.5. In Case 1 where
the CPU-consuming tasks and I/O tasks are running asynchronously or blocking each other [30],
the traditional B-I method can be utilized (discussed in Section 3) to model the relation between
execution time and CPU frequency. In Case 2 where the two types of workloads are running
in parallel but not well aligned, using the B-I model to scale CPU frequency will not affect the
overall execution time. In other words, the traditional “B-I” model will not work precisely under
this situation. In order to distinguish these two cases, we introduce two thresholds which are “thup ”
and “thdown ”. “thup ” stands for the CPU scaling up threshold, and the “thdown ” stands for the CPU
scaling down threshold. With their help, we can quantify the Equation (4.9) as the following
Equation (3.3). In the Case 1, the core is either in busy-dominate (ω < thup )or in idle-dominate
(ω > thdown ), thus the traditional B-I model can be utilized. In the Case 2, the core is neither in
busy nor in idle status, thus scaling the CPU frequencies will not affect the overall execution time.
Therefore, the ratio of

rtnew
rtold

will be set to “1”.
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Case1 :

if ω < thup when scaling up OR
if ω > thdown when scaling down:
− Pidle ) ∗ fnew
( rtrtnew
old
Pbusy =
fold

Case2 :

Otherwise :
Pbusy =

(1 − Pidle ) ∗ fnew
fold

(3.3)

where Pbusy represents the busy ratio; rt stands for response time; Pidle means the idle ratio. The
default value of “thup ” and “thdown ” are based on our comprehensive experimental results. Note
that these two thresholds are affected by the throughput of I/O devices, L1/L2 cache hit rates,
network traffic, etc.. A self-tuning strategy for these two thresholds will explain in detail in Section
3. Equation ( 3.3) can be used to complete the relationship among performance, frequency and the
various types of workloads that we try to present in Figure 3.1. Our rule-based power management
controller MAR will be designed according to the two relationships in Equation 3.3.

MAR’s Design

In this section, we introduce the design, analysis, and optimization of our rule-based power management approach. In previous sections, we explain why I/O wait should be considered into powermanagement. One challenge is, when considering the I/O wait, the CPU workload will become
unpredictable due to the I/O randomness. Therefore, the short sampling period that used to work
well for the DVFS control might cause severe problems to the system, such as instability and noise.
To attack this problem, we need to prolong the sampling period but not significantly stretch the response time under the variation of CPU utilization. There is a need for incorporating a thorough
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understanding of the control object and control system into MAR system design. Interestingly, a
fuzzy logic control method is an ideal candidate solution here as it utilizes human’s experience as
input and enforce a precise logic in the control system to reflect the thorough understanding.

MAR Control model

The fuzzy logic has been used as the main base for the MAR’s design, which includes fuzzification,
rules evaluation and defuzzification. MAR is designed as a MIMO controller shown in Figure 3.6.
In order to demonstrate that our control efficiency is better than any other control methods, we
divide our control algorithm into two parts. In the first part, the I/O wait is not taken into account
in order to prove that, the outcome of our control algorithm is more precise and the response time
is faster. Secondly, as we define that the I/O wait is critical for power-saving strategy especially
when running data-intensive tasks. Thus, I/O wait would be considered in the second part to show
that our new “B-W-I” model can work accurately and efficiently. By introducing the I/O wait,
Equation 3.3 can be further updated in the following equation (3.4):

Case1 :

if ω < thup when scaling up OR
if ω > thdown when scaling down:
cb =

Case2 :

rt
− Pidle ) ∗ fnew
( RRT
fold

Otherwise :
cb =

ω ∗ fnew
fold

(3.4)

where ω stands for the I/O wait ratio. Let SP denote the sampling period, RRT means the required
response time, which is a key factor used to determine whether the system performance has been
achieved, cb is core boundness of the workloads (the percentage of core’s busy time compared with
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the sample time), ω is I/O wait ratio and ecb is the tracking error of core boundness. One basic
control loop is described as follows: at the end of each SP , rt, cb, and ω vectors will feed back into
the controller through an input interface. It should be noted that rt, ecb, and ω could be directly
measured from last SP . These inputs will be processed into the arguments Pbusy , ω, rtnew and
rtold of the Equation ( 3.3) or Equation ( 3.4) based on whether the I/O wait has been taken into
account or not. Now we show how to calculate the arguments.

Fuzzification without consideration of I/O wait

We first fuzzify the input values of cb and rt by performing a scale mapping using membership
function to transfer the range of crisp values into the corresponding universe of discourse. The
universe of discourse means linguistic terms especially in Fuzzy Logic, such as “PS”, “ME” and
“PL” represent for “positive short”, “moderate” and “positive large” respectively. Membership
function represents the degree of truth as an extension of valuation. The response time rt is one
input of the system that used to determine the performance of the controller. In order to set a
performance constraint, we denote 0 < δ < 1 as the user-specified performance-loss constraint.
We are using the symmetric triangular membership function that presented in Equation (3) for
mapping between crisp value and linguistic terms. The reason that we apply a linear transformation
to the response time is we have a specified minimum and maximum value in this case. Equation
(3) present the membership function and Figure 3.7 plot of the function of rt.


.
rt−RRT


,if | rt−RRT |≤ RRT ∗ δ
1−


RRT ∗δ


µA (rt) =
1 ,ifrt > RRT (1+ δ)






0 ,Otherwise
(3.5)
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where A stands for the fuzzy set of response time, which including {PF, ME, PS} stands for
positive fast, medium and positive small. For each crisp value of response time, we can compute a
set of µ that can be used in the defuzzification step by applying certain rules.

I/O wait
RRT
cb

f

e
e

Membership
function

DVFS

rt
cb_estimate
Figure 3.6: The architecture of MAR power management

Secondly, we fuzzify another input variable core boundness using Gaussian membership function
because it transforms the original values into a normal distribution, which creates a smooth transformation rather than the linear functions. On the other hand, since the value of core boundness
changes frequently, using Gaussian membership function can achieve the higher chances to detect
the fluctuation and response accordingly. Equation (3.6) is the Gaussian membership function that
used to map the crisp values for core boundness and Figure 8 shows the plot of the mapping.


2 
1 cb − cb0
µB (cb) = exp −
2
σ
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(3.6)

Positive Fast

Medium

Positive Small

Degree of membership

1

VF

ME

VS

0
RRT(1‐δ)

RRT(1+δ)

Figure 3.7: Mapping results for response time using Triangular Membership Function

Where B represents the fuzzy set of core boundness that including {PS, ME, PL} represent “Positive Small”, “Medium” and “Positive Large”; cb0 is the position of the peak relative to the universe
and δ is the standard deviation. Figure 3.8 show that if we have a crisp value of core boundness
falls between 0.4 and 0.5, we can calculate the degrees under each element of the fuzzy set.

Fuzzification with consideration of I/O wait

In the section, we will focus on the fuzzification of I/O wait. As we mentioned above, there are
two thresholds in Section 3 that have been introduced to distinguish the parallelism of I/O wait
and core boundness. Therefore, these two thresholds will be used as the minimum and maximum
value for the mapping by utilizing symmetric triangular membership function. Equation (7) shows
the relationship between crisp values and the membership degrees and Figure 3.9 present the plot
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ߤ ሺݓሻ

Positive Small
Positive Small

Medium
Medium

Positive Large
Positive Large

accordingly.

µC (ω) =

.
ω−(thdown +thup)/2


1−


(thup −thdown )/2



,ifthdown < ω < thup

1 ,ifω > thup








0 ,Otherwise
Medium

Positive Small

Positive Large

(3.7)
where C represents the fuzzy set of I/O wait that including {PS, ME, PL} represent “Positive
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Small”, “Medium” and “Positive Large”; thup and thdown denote for the two thresholds.
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Figure 3.8: Mapping results for core boundness using Gaussian Membership Function
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0
Crisp value of I/O wait
Figure 3.9: Mapping results for I/O wait using Triangular Membership Function

Fuzzy Rules

In this section, we propose a set of rules for MAR which will guide MAR to find the frequencies
to be set in next Sampling Period. The fuzzy rules can be presented in the following two tables,
which are Table 3.2 and Table 5.2. The Table 3.2 is about the fuzzy rules without considering I/O
wait, which aims at demonstrating that our MAR control method works better than other existing
control approaches.
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Table 3.2: Fuzzy Rule Base(Part I)
INPUT
OUTPUT
core boundness Response time frequency
PS
PF
PS
PS
ME
PS
PS
PS
ME
ME
PF
PS
ME
ME
ME
ME
PS
ME
PL
PF
PS
PL
ME
ME
PL
PS
PH
Table 5.2 presents a set of fuzzy rules by taking I/O waits into account. The following paragraph
provides a detailed explanation showing the procedure of generating the rules.
First, if RRT (1 + σ) ≤ rt ≤ RRT (1 + σ) : This is the ideal case from a performance perspective.
Traditional solutions may not change the core’s frequency setting. However MAR will do a further
check whether ω > thdown .

• If so, the frequency could be scaled down to a lower level to save more power without
affecting the response time rt.
• If not, scaling the frequency will result in different response time rt, which is deviated from
RRT. In this case, MAR will keep using the current frequency.

Secondly, if rt > RRT (1 + σ) : This means the real response time does not meet the requirement,
MAR checks whether ω > thup .

• If ω exceeds the scaling up threshold, changing to higher frequency will not improve the
performance. Moreover, higher frequency will result in a higher I/O wait, which is a waste
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of core resources. As a result, MAR will keep the current frequency setting.
• If ω is within the threshold, a higher core frequency could improve response time rt in this
case.

Finally, rt < RRT (1 − σ): If the measured response time is unnecessarily better than the requirement, there is a chance to scale the frequency down to save more power.

• If ω > thdown , MAR will only scale down the core frequency by one level. The reason for
this “lazy” scaling is because it is difficult to know what ω will be when using one level
lower frequency. The new ω decides whether we should further scale down the frequency or
not.
• If ω ≤ thdown we may be able to scale down the core frequency to just meet the performance
requirement while saving more power.

Centroid Defuzzification method

As we introducing two different kinds of membership functions which are triangular and Gaussian.
There are also exist two types of centroid defuzzification methods. In the previous paragraph
we present two fuzzification approaches for our MAR controller, with the difference in whether
considering I/O wait or not. Equation ( 4.4) and Equation ( 3.9) were generated to deal with these
two cases by using two kinds of defuzzification solutions.

P3
i=1 fi ∗ µAi (rt) ∗ µB i (cb)
F1 = P
3
i=1 µAi (rt) ∗ µB i (cb)
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(3.8)

P3
P3
min[µAi (rt),µC i (ω)])
i=1 fi ∗µB i (
F 1 = P3
P3 i=1
i=1 µB i (
i=1 min[µAi (rt),µC i (ω)])
(3.9)

where fi stands for the center of CPU frequencies. In our case, fi =2.0,2.33,2.83. Through Equation 4.4 and Equation 3.9, we are able to defuzzify the linguistic values that obtained in the output
of the rule table by incorporating the various membership degrees. The output results will fall into
three intervals which are 0 − 2.0 GHz, 2.0 − 2.33 GHz and 2.33 − 2.83 GHz. Since the CPU
only supporting 3 DVFS levels, the value below the first interval will automatically set to 2.0 GHz,
otherwise, MAR will decide which frequency level will be set based on the output of the rule table.
For example, if linguistic term of the output frequency says “PB”, 2.83 GHz would be set for the
next sampling period.

Self-tuning Strategy

There are several factors affecting the thresholds thup and thdown , for example:

1. Throughput of I/O devices. Higher I/O throughput means the same amount of data could be
transferred in less “I/O wait” jiffies. As a result, the thresholds will become higher because
the core needs more I/O wait jiffies to reach the time boundary, which defines whether core
bounded part or I/O part is the determinant in execution time.
2. on-chip L1/L2 cache hit rate. Lower cache hit rate results in higher memory access, which is
much slower than cache access. Therefore, the overall processing speed of the core bounded
part (including both cache and memory access) becomes slower.
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Table 3.3: Fuzzy Rule Base(Part II)
INPUT
OUTPUT
Core boundness Response time I/O wait frequency
PS
PF
PS
PS
PS
PF
ME
PS
PS
PF
PL
PS
PS
ME
PS
PS
PS
ME
ME
PS
PS
ME
PL
PS
PS
PS
PS
PS
PS
PS
ME
PS
PS
PS
PL
PS
ME
PF
PS
PS
ME
PF
ME
PS
ME
PF
PL
PS
ME
ME
PS
PS
ME
ME
ME
PS
ME
ME
PL
PS
ME
PS
PS
ME
ME
PS
ME
ME
ME
PS
PL
PS
PL
PF
PS
PS
PL
PF
ME
PS
PL
PF
PL
PS
PL
ME
PS
ME
PL
ME
ME
ME
PL
ME
PL
PS
PL
PS
PS
PH
PL
PS
ME
ME
PL
PS
PL
PS
3. The noise in I/O wait, such as network I/O traffic file system journaling, paging swapping,
etc.
4. Heat and heat dissipation. When processors run too hot, they can experience errors, lock,
freeze, or even burn up. It is difficult to predict the thresholds in this case; hence we adopt
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self-tuning methods based on the observed system behaviors. The self-tuning strategies are
listed below:
• When rt > RRT (1 + σ), ω ≤ thup , in this case, the RRT is not met and the frequency
need to be scaling up for improving the performance. However, if the rtnew after the
frequency scaling is same as the rt in last sampling period, we need to adjust it lower
by Equation ( 3.10) :

thupn ew = thupo ld −

ω
2

(3.10)

• When rt < RRT , in this case, the RRT is met and the frequency may be scaled based
on the rules presented in Section 3 . Thus, if ω ≤ thdown , RRT is over met and the
frequency need to be scaled down, the thdown also need to be adjusted to a lower level.
Else if ω > thdown , RRT is over met and rtnew is changed which means ω should be
lower than thdown , hence we set thdown to a higher level. Equation ( 3.11) can be used
to set thdown either to a higher or lower level.

thdownn ew = thdowno ld +

ω
2

(3.11)

Methodology

In this section, we show our experimental methodology and benchmarks, as well as the implementation details of each component in our MAR controller.
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Processor

We use a Quad-Core Intel Core2 Q9550 2.83GHz processor, with 12 MB L2 cache and 1333MHz
FSB. The four execution cores are in four sockets. We change the DVFS levels of the 4 cores in
each group together in order to have a real impact on the processor power consumption. Each core
in the processor supports 3 DVFS levels: 2.0 GHz, 2.33 GHz and 2.83 GHz. The operating system
is Ubuntu 12.04.3(LTS) with Linux kernel 3.8.13. For the extended experiment in Section 3, we
use an Intel(R) Core(TM) 6700 2.66 GHz processor with two execution cores. Each core in the
processor supports 5 DVFS levels, which are 1.33GHz,1.6GHz, 2.0GHz, 2.33GHz and 2.66GHz
respectively. The operation system is Ubuntu 12.04.3(LTS) with Linux kernel 3.8.13.

Benchmark

We use 3 stress tests (CPU-bomb, I/O-bomb, and memory-bomb) from Isolation Benchmark Suite
[22]; SPEC CPU 2006 suite version 1.0 [23], and data-intensive benchmark: TPC-C running
on PostgreSQL [24]. TPC-C incorporates five types of transactions with different complexity
for online and deferred execution on a data-base system. Every single transaction consists of
computing part and I/O part. Due to the database buffer pool, the updating records will not be
flushed until the pool is full.

Core Statistics

Various information about kernel activities are available in the /proc/stat file. The first three lines
in this file are the CPU’s statistics, such as usr,nice,sys,idle,etc.. Since we using the 3.8.13 version
of Linus, the file includes three additional columns: iowait, irq, softiqr. These numbers identify the
amount of time that the CPU has spent on performing different kinds of work. Time units are in
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USER HZ or Jiffies. In our x86 system, the default value of a jiffy is 10ms, or 1/100 of a second.
MAR needs to collect core boundness information as well as I/O wait latency. Each core’s boundness is the sum of the jiffies in user, nice and sys mode divided by the total number of jiffies in last
SP. Similarly, I/O wait latency is calculated based on the iowait column. The way to measure the
real-time response time depends on the benchmarks. In Isolation Benchmark, the response time
could be monitored by the I/O throughput. In TPC-C, the primary metrics, transaction rate (tpmC),
could be used as the response time. However for SPEC CPU2006 benchmarks, it is difficult to find
any metrics to denote response time because there is no “throughput” concept. Our previous experiments in Figure 2 show that these CPU-intensive and memory-intensive benchmarks have roughly
linear relationships with core frequency. Hence we can calculate the number of instructions have
been processed in the sampling period by multiplying the CPU time (first three fields in /proc/stat
file) and the core frequency. The result could be used as the response time metrics.

DVFS Interface

We enable the Intel’s SpeedStep on BIOS and use cpufreq package to implement DVFS. When
using root privilege, we can echo different frequencies into the system file /sys/devices/
system/cpu/cpu[X]/cpufreq-scaling_setspeed, where [X] is the index of the core
number. We test the overhead of scaling CPU frequencies on our platform, which is only 0.08
milliseconds on average.

Power Estimation

We measure the processor’s power consumption by connecting two multi-meters into the circuit,
as shown in Figure 3.10. Specifically, as the processor is connected by two +12V CPU 4 pin
cables, we put one multi-meter in each cable to test the amperage (A). On the other side, the
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Agilgent IntuiLink software logged data into the logging server using Microsoft Excel. After
we collecting the measured amperage based on the sampling period, we are able to compute the
average amperage accordingly, such that we could obtain the energy by multiplying the voltage,
amperage as well as the time duration.

Measure Current
Data Logging
Server

+

+12 V
+

I2 I1

Power
Supply

+12 V

Multimeter

CPU 4 pin
power

‐
‐

Ground
Ground

Figure 3.10: The Measurement setup: two multimeters are inserted between the power supply and
CPU
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Baseline Control Methods

PID controller [32] is a control loop feedback mechanism widely used in industrial control systems.
A PID controller calculates an error value as the difference between a measured process variable
and a desired setpoint. Model predictive control (MPC) [33] is an advanced method of process
control that has been widely used in the process industries. It relies on dynamic models of the
process, most often linear empirical models obtained by system identification. LAST [9] is the
simplest statistical predictor, which assumes the next sample behavior is identical to its last seen
behavior. Relax [25] is an algorithm which predicts the workload using both history values and
run-time profiling.

Experiments

First, MAR is compared with four other baselines to illustrate the high responsiveness of MAR.
Second, MAR is used to do the power control for different types of workloads, including CPUintensive, memory-intensive and I/O-intensive benchmarks. The purpose is to show MAR’s performance under specific environment. Third, we compare the two versions of MAR (with/without
considering I/O wait) by running data-intensive benchmarks, in order to highlight the impact of I/O
wait in power management schemes. After that, we compare the overall efficiency of MAR and
the baselines. In order to demonstrate MAR’s efficiency in power management, we also compare
MAR with conventional Linux governors solution (Ondemand). At the end, we briefly evaluate
the overhead of our power management schemes.
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Fast Responsiveness

In this section, we compare MAR’s response time as well as prediction accuracy with four baselines: LAST [9], PID [32], Relax [25] and MPC [33]. All of these algorithms are implemented
in RTAI4.0 [34] to trace the cores’ behavior and predict the next core-boundness. LAST is the
simplest statistical predictor, which assumes the next sample behavior is identical to its last seen
behavior. For RELAX, we set the relaxation factor to 0.5 based on the empirical value in [25].
For PID, we tune KP =0.4,Ki =0.2,Kd =0.4 based on [32]. In MPC implementation, the prediction
horizon size is 2, the control horizon size is 1 as described in [35], and the setpoint is set to the
average core boundness obtained from offline computation. First, we use Figure 3.11 to show
the trajectory of prediction when running bzip2 benchmark with SP=10s.We also run gcc, mcf,
gap, applu, gzip, and collect the “average detecting times” for all of the benchmarks, as shown in
the table in Figure 3.11 . It can be seen that MAR has the fastest response time (as shown in the
zoomed area in Figure 3.11). The reason that MAR response quickly than other methods because
it build up based on fuzzy logic which is a solution created by the knowledge of the system. The
more we understand about the system, the less uncertainty would be appeared. The table in Figure 3.11 also proves that MAR achieves the shortest settling time after the deviation. The overall
response time of MAR outperforms LAST, Relax, PID, MPC by 56.5%, 104%, 174% and 43.4%
respectively. Second, we measure the impact of SP in prediction accuracy. Figure 3.12 shows the
average prediction errors for all five algorithms when SP=5s, SP=10s and SP=20s. We can see that
all predictors perform better when SP=10s. When using a smaller SP, MAR could respond to the
changes of core boundness more quickly but may lead to some possible over-reactions; when using
a larger SP, the core’s behavior is going to change slower due to the larger time window but will
be more stable. Slow responsive algorithms such as PID do not work well here since they are only
good for the workloads with strong locality. In summary, MAR always obtains the least prediction
error because it incorporates the tracking error, which gives more hints for the coming trend and
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high responsiveness for core’s status switches.

Workload Prediction using different control methods
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Figure 3.11: Comparison of workload prediction accuracy on a randomly picked core, SP=10s.
Power Efficiency

This set of experiments shows the power management efficiency of MAR for different types of
benchmarks: gcc, mcf, bzip2, gap, applu, gzip and TPC-C.
Running homogeneous workloads: In this section, we want to show MAR’s control performance
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when homogeneous workloads are running. For each benchmark, we use 4 threads to run its 4
copies on our testbed to evaluate the MAR’s performance for each specific type of workloads.
We show the results of power consumption/performance loss of MAR and the baselines: LAST,
Relax, PID, MPC and the Ideal case in Figure 3.13. In “Ideal” case, we use the ideal DVFS settings
calculated offline, which could achieve the best power saving efficiency and the least performance
loss. Assuming the ideal case saves the most power, MAR and other base-lines perform well when
the workloads have no explicit I/O operations. For gcc, mcf, bzip2, gap, applu and gzip, MAR is
95.4% close to the ideal power management, while LAST is 91.7%, Relax is 94.1%, PID is 93.6%,
MPC is 94.5%. However, when we run TPC-C benchmark, the baselines can only achieve 57.8%69.8% power saving performance as the ideal case. With considering I/O wait as opportunities to
save power, MAR can still achieve 92.5% of the power efficiency of Ideal case. At the same time,
the performance loss of all power management strategies is between 2%-3%. Although MAR has
the highest performance loss 2.9% for TPC-C benchmark (because of our aggressive power saving
strategy), it is still in the safe zone [32].
Running heterogeneous workloads: This section is to compare MAR with the baselines when
heterogeneous workloads are running; we still launch all afore-mentioned 7 benchmarks in parallel
on our testbed. The database for TPC-C benchmark is locally set up. Figure 3.14 shows their
overall DVFS results and power-saving efficiency. The upper two charts in Figure 3.14 illustrate
the frequency distributions of all management methods. Note that compared with SP=5s, the
trajectory of workload in SP=10s case has less fluctuations caused by the “phantom bursts”. The
slow-responsive methods such as Relax, PID and MPC could not discover as many power-saving
opportunities as the fast-responsive ones: MAR and Last, especially in the smaller SP case. From
the upper left of Figure 3.14, we can see that 60% of MARs DVFS result is running under the
lowest frequency, nearly 10% is set to the medium level. MAR completely outperforms the other
four different DVFS control solutions.
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Figure 3.12: Average prediction errors for different sampling period

The lower two charts in Figure 3.14 describe the power consumption of all management methods.
All the numbers are normalized to MAR which saves the most power. PID and MPC perform very
differently when SP=10s and SP=5s. The reason is that more “phantom bursts” of the workloads
(when SP=5s) could affect the control accuracy significantly. LAST is always better than Relax
because it is more fast-responsive to the core’s status switches in CMP environment. From the
power saving perspective, MAR, on average (SP=10/5s), saves 5.6% more power than LAST,
3.7% more than Re-lax,2.9% more than PID, 2.1% more than MPC.
The impact of the new model B-W-I: In order to highlight the impact of B-W-I model in power
management, we conducting the experiments on two different MARs as we described in Section
3 which are MAR and MAR(B-W-I Model). The former one is used to test the fast-responsive to
the status switches but does not consider I/O effects. We use 7 threads to run gcc, mcf, bzip2, gap,
applu, gzip and TPC-C in parallel. The comparison of MAR and MAR (B-W-I Model)is shown in
Figure 3.15. The results show that MAR (B-W-I Model) is more likely to use lower frequencies
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Figure 3.13: MAR’s performance comparison under various benchmarks

The reason is: when the I/O wait exceeds the thresholds in the control period, even if the response
time is close to RRT MAR (B-W-I Model) still scales down the core frequency to a lower level to
save more power. Compared with MAR (B-W-I Model), MAR cannot discover the potential I/O
jobs which are overlapped with the computing intensive jobs. Based on the cubic relation between
frequency and power consumption, when SP=10s, MAR (B-W-I Model) could save 10% more
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power than MAR; when SP=5s, MAR (B-W-I Model) saves 9.7% more power.
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Figure 3.14: Comparison of the power management efficiency of MAR with the baselines, SP =
10s/5s

We plot the power consumption and performance statistics of MAR, MAR (B-W-I Model), the
performance oriented case, as well as the ideal case in Figure 3.16. In “Perf.Oriented” case,
maximum frequencies are used all the time. All the numbers are normalized to “Perf. Oriented”
which has the least power consumption. Based on the results, MAR (B-W-I Model) saves about
9.7%-10% more power than MAR on average. It is expected that the more I/O intensive the
workloads are, the better performance the MAR (B-W-I Model) could achieve.
Overhead: At the end, Table IV shows the overhead of the tested methods. They are all lightweight
and consume less than 1% CPU utilization for sampling period of 10s. The MPC controller has
the highest overhead because it is computationally expensive. MAR executes almost 9 times faster
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Table 3.4: Comparison of the Overhead of Different Managements
MAR LAST Relax PID
MPC
Code size (Lines)
160
50
50
135
600
CPU utilization 0.12% 0.05% 0.05% 0.09% 0.92%
than MPC controller.
Scalability: In previous subsections, we have tested MAR on our testbed, which only has 4 and
3 available voltage-frequency settings. In order to show the scalability of MAR, we use cycleaccurate SESC simulator with modifications to support per-core level DVFS. Each core is configured as Alpha 21264 [37]. We enable Wattchify and cacify [36] to estimate the power change
caused by DVFS scaling. In our simulation, we scale up MAR for 8, 16, 32 core processors with
private L1 and L2 hierarchy and the cores are placed in the middle of the die. Each core in our simulation has 3 DVFS levels (3.88 GHz, 4.5 GHz and 5 GHz). The over-head of each DVFS scaling
is set to 20 [3]. The bench-marks we used are randomly selected SPEC 2006 benchmarks: gcc,
mcf, bzip2 and data-intensive TPC-C benchmark. The number of processes equals to the number
for cores, e.g. we run 2 copies of each of the 4 benchmark when there is 8 cores. We first record the
maximum power consumption and the best performance of the workloads by setting all the cores at
the highest DVFS level. Then we normalize the results of MAR and other baselines to show their
power management efficiency and performance loss. Figure 3.17 plots the average power saving
efficiency and the performance loss of MAR and LAST, RELAX, PID, MPC based per-core level
DVFS controllers. All the numbers are normalized to the “Performance-Oriented” case. With different number of cores, the CMP processor under MARs monitor always saves the most power:
about 65% compared with cases without DVFS control. On average, MAR outperforms LAST,
Relax, PID and MPC about 14%, 12.3%, 11.8% and 10.1%, respectively, under our benchmark
configurations. At the same time, MAR and the baselines performance loss are all be-tween 2%-
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3%, which confirm what we have observed on our testbed. Our simulation results demonstrate that
MAR can precisely and stably control power to achieve the performance requirement for CMPs
with different number of cores.
Power conservation potential for multiple CPU frequency levels: In order to further investigate
the relationship between MAR’s power conservation potential and multi CPU frequency levels, we
conducted more experiment in a new testbed with five frequency levels. We launched the dataintensive benchmark (TPC-C) in parallel on our testbed and recorded the DVFS control outputs
for MAR, Last, Relax, PID, and MPC. The detailed results are illustrated in Figure 3.18. We
calculate the power consumption based on the frequency cubic function that are documented in
Section 3 and also present the results in Figure 3.18. The upper chart in Figure 3.18 shows the
DVFS results for running TPC-C benchmark while the sampling period equals to 5s. From the
figure, we can see that MAR is able to scale the CPU frequency at the lowest level for nearly 40%
of the entire running period, while the corresponding results for Last, Relax, PID, MPC are 23%,
19%,20% and 21% respectively. The lower chart compares the power consumption among all the
five control methods with respect to MAR. It is clear that MAR can save the most power, which
is about 20%, 24%, 21%, 16% more than Last, Relax, PID and MPC respectively. This further
demonstrates MAR’s better potential in energy conservation when the processors support more
CPU frequency levels.

Comparison with conventional governors

In this section, we compare the power conservation capability between our MAR and the conventional Linux governors “Ondemand”. Power management techniques of Linux is conducted
in Linux kernel-level, where the frequency scaling policies are defined in the form of frequency
scaling governors [45]. CPU adapts the frequencies based on workload through a user feedback
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mechanism. As a result, if CPU has been set to a lower frequency, the power consumption will be
reduced.
The CPU freq infrastructure of Linux allows the CPU frequency scaling handled by governors.
These governors can adjust the CPU frequency based on different criteria such as CPU usage.
There are basically four governors in the kernel-level power management scheme, which are “Performance”, “Powersave”, “Ondemand” and “Conservative”. Specifically, the Ondemand governor
can provide the best compromise between heat emission, power consumption, performance and
manageability. When the system is only busy at specific times of the day, the “Ondemand” governor will automatically switch between maximum and minimum frequency depending on the real
workload without any further intervention. This is a dynamic governor that allows the system to
achieve maximum performance if the workload is high and scale the frequency down to save power
when the system is idle. The “Ondemand” governor uses traditional B-I model that we introduced
in Section 3 for frequency scaling. It is able to switch frequency quickly with the penalty in longer
clock frequency latency. The “Performance” governor forces the CPU to set the frequency at the
highest level to achieve the best performance. In this case, it will consume the highest power. The
“Powersave” governor will conserve the most power with a lowest system performance.
In order to demonstrate MAR’s effectiveness and efficiency in power conservation as compared
with Linux conventional governors, we run the data intensive benchmark TPC-C in our testbed
and set the Linux governor to “Ondemand” status. In the meantime, we record the DVFS results
for MAR, MAR(BWI), and “Ondemand” respectively. Figure 3.19 illustrates the comparison
results of the above-mentioned three methods. Based on the results, we can see that both MAR
and MAR(BWI)outperforms the conventional governor “Ondemand” up to 8.62% and 17% in
power conservation.
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Conclusion

Power control for multi-core systems has become increasingly important and challenging. However, existing power control solutions cannot be directly applied into CMP systems because of
the new data-intensive applications and complicate job scheduling strategies in CMP systems. In
this work, we present MAR, a model-free, adaptive, rule-based power management scheme in
multi-core systems to manage the power consumption while maintain the required performance.
“Model-less” reduces the complexity of system modeling as well as the risk of design errors caused
by statistical inaccuracies or inappropriate approximations. “Adaptive” allows MAR to adjust the
control methods based on the real-time system behaviors. The rules in MAR are derived from
experimental observations and operators’ experience, which create a more accurate and practical way to describe the system behavior. “Rule-based” architecture also reduces the development
cycle and control overhead, simplifies design complexity. MAR controller is highly responsive
(including short detective time and settling time) to the workload bouncing by incorporating more
comprehensive control references (e.g. changing speed, I/O wait). Empirical results on a physical
testbed show that our control method could achieve more precise power control result as well as
higher power efficiency for optimized system performance compared to other four existing solutions. Based on our comprehensive experiments, MAR could outperform the baseline methods
by 12.3%-16.1% in power saving efficiency, and maintains comparable performance loss about
0.78%-1.08%. In our future research, we will consider applying fuzzy logic control in power
conservation of storage systems.
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Figure 3.15: The DVFS and power consumption results of MAR (BWI) and MAR
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CHAPTER 4: A NEW RELIABILITY MODEL IN
REPLICATION-BASED BIG DATA STORAGE SYSTEMS

Extended Reliability Model

Continuous time Markov chain (CTMC) has been utilized for the modeling of multi-way replication declucstered storage system [81]. In this section, we will further extend the model by abstracting the CTMC model to an ordinary differentiate equation (ODE) group. In order to precisely
analyze the reliablity of the storage system, we made the following assumptions:

• The state space I is the set of states with a certain number of failed disks.
• A disk failure means that the data of the failed disk is unreachable and unrecoverable in place
permanently. Other types of failures such as problems in cables, network, air conditioning
and power are not considered.
• All the disks are homogeneous with the same failure rate.
• Storage systems with different layouts store the same amount of data per disk.
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Theorem 1: replica lost
(1~(k-1) replica lost in a kway replication layout)
𝑹𝑹𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 = 𝟏𝟏 − 𝑷𝑷𝑹𝑹 (𝒕𝒕)

Theorem 2: Data block lost (k
replicas lost in a k-way
replication layout)
𝑹𝑹𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 = 𝑹𝑹𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 − 𝑷𝑷𝑭𝑭 (𝒕𝒕)

Figure 4.1: State transition in declustered layouts
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Symbol Description
R:

Recovery State

F:

Absorbing State

I:

The set of states

γ:

Transition rate to R

λ:

Disk failure rate

μ:

System repair rate

δ:

Transition rate to F

K:

Number of replicas

• Recovery procedure starts right after disk failure.
• The recovery is at block level, and the switch overhead (seeking and rotating time) between
normal service and recovery is not considered.
• The storage network bandwidth is not a bottleneck in parallel recovery.
• The workload per disk in the storage system follows an even distribution. The storage system
is not saturated at any time point.

With these assumptions, CTMC is the desired model to describe the development of a storage
system. Define pi (t) as the probability that the system is in the state i at time t. The graphical
representation of a CTMC was presented in Figure 4.1 and can be abstracted to an ordinary differentiate equation (ODE) group shown in equation 4.1. With regards to the system reliability,
there are two situations we should taking into consideration. Take 3-way replication method as an
example, the first situation happens when one or two replica of the data blocks have been lost due
to node failures,disk failures or system unrecoverable errors. In this case, the data lost instance
was not happened but the system reliability was degraded because of only one or two copies of the
data block remaining functionally. The second situation happens when the data lost instance was
happened, which means 3 replica of the data blocks have been lost. In this case, the data blocks
will lost permanently, which should be avoided in the storage system design. We will analysis and
formulate the above two cases in details in Sections 4 and 4.

d
P = QP
dt

(4.1)

where Q is the generator matrix [70], P is defined P = [p0 (t), p1 (t), . . . , pR (t), pF (t)]0 as the vector
d
d
d
d
d
d
of pi (t)’s, and P is defined P = [ p0 (t), p1 (t), . . . , pR (t), pF (t)]0 as the vector of the
dt
dt
dt
dt
dt
dt
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first derivative of pi (t)’s for all i.
The element of Q on the i-th (0 ≤ i ≤ lmax + 1) row and the j-th (0 ≤ j ≤ lmax + 1) column
(represented by qij ) is the transition rate from the state i to the state j. The elements of the generator
matrix of the CTMC in are:

qij =




λi , if 0 ≤ i ≤ lmax−1 and j = i + 1






µi , if 1 ≤ i ≤ lmax and j = i − 1




δi , if 1 ≤ i ≤ lmax and j = F





γi , if 1 ≤ m ≤ k − 1, 0 ≤ i ≤ lmax−1 and j = R





 − P q , if i = j
i6=j ij

(4.2)

Equation Group (4.1) can be expanded in terms of Equation Group (4.3) by qij ’s into it.


dp0 (t)


= −λ0 p0 (t) + µ0 p1 (t)


dt



dpi (t)



= −(µi−1 + λi + δi )pi (t) + λi−1 pi−1 (t) + µi pi+1 (t),


dt





1 ≤ i ≤ lmax
lmax−1 k−1

X X

dpR (t)


=
γi pbj (t)



dt

i=0
j=1



lX

max

dpF (t)


=
δj pj (t)


dt

(4.3)

j=1

The functions pi (t)’s (0 ≤ i ≤ F ) solved from the ODEs (4.3) with the initial condition: p0 (0) = 1,
pi (0) = 0 (∀i > 0) is the probability that the system is in state i at time t. The initial condition
means at the initial time, the probability of the system without disks failure (at state 0) is 100%.
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Case 1:

In this section, we will analyze and formulate the relationship between system reliability and the
probability of replica lost. The state R represents the recovery state, which means 1 to k−1 replicas
have been lost in a k-way replication approach. The system reliability has been degraded and was
defined in equation (4.4):

Rsystem1 (t) = 1 − pR (t)

(4.4)

R represents the recovery state, the function pR (t) is defined as the system unreliability under
recovery mode. We will discuss the aggressive parallel recovery in Section 4. As we discussed
in the above paragraph, pR (t) is closely related with the probability of replica lost pb . Now, we
further investigated and computed the probability of replica lost defined in equation (4.5).

pb (m) =





m
,
C(N, 1) · C(k, m)

(4.5)


 m: 1 ≤ m ≤ k − 1,
where m stands for the number of replicas, k defined as the total number of replicas for each
data block, and N represents the total number of data blocks per disk. Based on the principle
of permutation, the equation (4.5) can be further expanded and shown in the following equation
(4.6).

pb (m) =





m · m!
,
N · k · (k − 1) · . . . · (k − m + 1)


 m: 1 ≤ m ≤ k − 1,
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(4.6)

Apparently, pb = 0 if m = 0. If the replica lost after one more disk failure, the system transits
from the state l to state R, and the transition rate γl was defined as:

γl = (n − l) · λ · (1 − pb )

(4.7)

The transition rate γl is related to the number of failed disks, the disk failure rate and the probability
of replica lost. In the next section, we will investigate the other situation that will affect the system
reliability mentioned above.

Case 2:

Since the state F represents the absorbing state, the function pF (t) is usually defined as the system
unreliability [75]. Meanwhile, the reliability of the system is defined in Equation (4.8):

Rsystem (t) = Rsystem1 (t) − pF (t)

(4.8)

The mean time to failure (MTTF) of the system described by an absorbing CTMC is defined in
Equation (4.9) [75]. In this particular model for a storage system, F is the state of losing data, and
the MTTF of the system is actually the mean time to data loss (MTTDL).

Z

∞

M T T DL =

Rsystem (t)dt

(4.9)

0

In our model, λl and δl are functions of P (l) , which is defined as the probability that the system
does not lose data after the l-th disk failure. Apparently, P (l) = 1 if l < k, and P (l) = 0 if
l > lmax . With l failed disks, there are n − l disks which may fail, so the rate of another disk failure
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is (n − l)λ, where λ represents the disk failure rate. If there is no data loss upon l disk failures,
and no data loss after one more disk failure, the system transits from the state l to l + 1, and the
transition rate is (n − l)λP (l+1) . On the other hand, if there is data loss after one more disk failure,
the system transits from the state l to the state F , and the transition rate is (n − l)λ(1 − P (l+1) ).
Accordingly,
λl = (n − l) · λ · P (l+1)

(4.10)

δl = (n − l) · λ · (1 − P (l+1) )

(4.11)

The value of P (l) and the repair rate µl when the system has l failed disks are also different from
layout to layout. In the following section, we will investigate the above two values in our shifted
declustering layout as well as random declustering layout in the later sections.

Reliability Analysis

Shifted Declustering Layout

Shifted declustering [80] is a layout scheme that distributes the replicas within one redundancy
group with a certain distance. The distance increases in each iteration by one. Depending on the
number of disks n, shifted declustering has two solutions:

1. Basic solution
The basic solution is applied to the situations when n is odd or n = 4 for k = 3, and n is
prime for k ≥ 4.
For k-way replication (k ≥ 3), the k replicas within one redundancy group are distributed
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to k disks, and from the first disk in these k disks on, each disk has a fixed distance after the
previous one.
For example, assuming that the disks are labeled from 0 to n − 1, if k = 3, and one
redundancy group is distributed to disks d1 , d2 and d3 , then d2 = (d1 + y) mod n, and
d3 = (d2 + y) mod n, where y is the distance between in replicas of this redundancy group.
The layout is illustrated in Figure 4.2 and explained in [80].

Figure 4.2: Shifted declustering layout

Due to the layout feature, data will be lost upon l disk failures if there exists a set of k
failed disks with a fixed distance between neighboring disks. Otherwise, there is no data loss.
The value of P (l) (no data loss after l disk failures) is the probability that given l failed
disks, for any k out of the l disks, there is no fixed distance between neighboring ones.
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Therefore, we are looking for the sub-suite {i0 , i1 , . . . , il−1 } ⊆ [0, . . . , n − 1] such that
∀{j0 , j1 , . . . , jk−1 } ⊆ {i0 , i1 , . . . , il−1 }, where {j0 , j1 , . . . , jk−1 } is a combination of k
elements out of the sub-suite {i0 , i1 , . . . , il−1 }, and not exist d for all m ∈ {0, 1, . . . , k −
1}, j(m+1) mod k = (jm + d) mod n.
Denote Ssd (n, k, l) as the number of choices to select l disks from n disks with k-way
replication configuration, obeying the conditions shown above. Therefore,

P (l) =

Ssd (n, k, l)
C(n, l)

(4.12)

In particular, if l = k, P (k) = 1 − n(n − 1)/2C(n, k), because if first failed disk is chosen,
there are (n − 1)/2 types of distances to decide the other k − 1 failed disks to cause data
loss. There are n ways to select the first disk, so there are in total n(n − 1)/2 ways to select
k failed disks to lose data.
2. Extended solution
The extended solutions are applicable to the cases when n is even and n > 4 for k = 3,
and n is non-prime for k ≥ 4.
For the extended, replace n in the numerator in Equation 4.12 with n0 , where n0 is the
maximum number that is smaller than n and there exists a basic solution for n0 -disk, k-way
replication configuration. If k = 3, n > 4 and n is even, n0 = n − 1, because n − 1 is
odd and there is basic shifted declustering layout for (k, n − 1) configuration. If k > 3, n is
non-prime, then n0 is the largest prime number smaller than n.
Now the value of P (l) is
P

(l)

Ssd (n0 , k, l)
=
C(n, l)

(4.13)

Similar to the basic solution, if l = k, P (k) = 1 − n(n0 − 1)/2C(n, k). Because if first
failed disk is chosen, there are (n0 − 1)/2 types of distances to decide the other k − 1 failed
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disks to cause data loss.

When l = k, the value of P (k) can be explicitly given:

P (k) = 1 − n(n0 − 1)/2C(n, k)

(4.14)

where n0 = n for the basic solution; n − 1, for the extended solution if k = 3; n0 is the maximum
prime number less than n for the extended solution if k > 3.
In shifted declustering layout, the equations for P (l) are difficult to summarize. This is because
the combination behavior is evaluated by “fixed distances”, which varies from 1 to bn0 /2c, so it is
not easy to distinguish independent subsets for the purpose of generalizing the behavior. For this
reason, we have difficulty in abstracting the expression of P (l) explicitly.

copyset Replication Layout

Copyset replication is a novel technique that provides a near optimal solution between scatter width
and the number of copsets [46]. Figure 4.3 is an example of copyset replication technique with a
scatter width equals 4 and the number of replicas for each chunk is 3. In this example, there are
12 chunks in each disk and 3 replicas for each chunck. Take chunk (0,0)in disk 0 as an example,
the other two replicas (0,1) and (0,2) are either in disk 1 or in disk 2. Figure 4.3 illustrates that
the chunks of disk 0 is either replicated on disk 1 and disk 2 or replicated on disk 3 and disk 6.
In this case disk {0,1,2} and disk {0,3,6} are formed as copysets. Based on this regulation, the
total combination of copysets of these nine disks are {0,1,2}, {0,3,6}, {1,4,7}, {3,4,5}, {6,7,8}
and {2,5,8}. Accordingly, the system will only lose data if and only if it loses a whole copyset.
However, copyset replication method trades off the probability of data loss with the amount of lost
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data in each incident.

Figure 4.3: Copyset Replication layout

In other word, the storage system may not lose data frequently as comparing with shifted or random
declustering layout but may lose a larger amount of data if node failure happens.
Therefore, if three nodes fail at the same time, the probability of data loss in this specific example
is:

numberof copysets
6
=
= 0.07
totalnumberof copysets
84

(4.15)

Explicitly, if k-way replication has been used in this copyset technique, each copyset group must
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contain at least k nodes to ensure that all replicas of the primary chunks will be included. As we
mentioned before, the data loss will only happen when a whole copyset has been lost. Thus, if l
disks fail and l is an integer multiples of k,the probability of no-data loss after the l-th disk failure
is:

P (l) = 1 −

2 nk l
C(n, k) k

(4.16)

Otherwise, the probability of no-data loss after l disk fails will be:

P (l) = 1 −

2 nk
l
b c
C(n, k) k

Figure 4.4: Random Declustering layout
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(4.17)

Random Declustering Layout

Random declustering layout distributes data blocks according to given randomization algorithms,
which map the key (or the index) of a data block to a position in the storage system. Assume that
each data block has a unique key, and the blocks within a redundancy group have different keys.
Ideally, a good randomization algorithm distributes data in a balanced manner. If a disk fails, all
other disks should share the same amount of traffic redirected from the failed disk. Figure 4.4
illustrates an example of random declustering layout.
The probability of losing (or not losing) data upon l failed disks depends not only on l, the number
of disks (n), and the number of replicas in each redundancy group (k), but also on the number of
redundancy groups (r). The number of redundancy groups is a function of n, k, the used capacity
of disks (S), and the size of a data unit (s). We assume that the used space of each disk is the
same, and the size of a data unit is fixed. The number of redundancy groups can be derived as
S×n
, where S × n means the total used space for data storage, and s × k is the space used
r=
s×k
by one redundancy group.
There are C(n, k) ways to distribute a redundancy group. We assume that an ideal random declustering algorithm has the ability to distribute redundancy groups to at most combinations of disks
as possible. With this assumption, if r < C(n, k), the redundancy groups are distributed to r combinations of k disks. If r ≥ C(n, k), all C(n, k) combinations are used for distributing redundancy
groups. Upon l disk failure, the probability of losing data is the probability of that the k failed
disks is one combination of the r combinations used for distributing redundancy groups. When
l = k, the probability of not losing data is:

P (k) = max(1 − r/C(n, k), 0)
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(4.18)

For l > k, due to the lack of mathematical regulations to describe the behavior of random declustering, we use sampling techniques to obtain the values of P (l) .

Aggrestive parallel recovery and the repair rate µl

Recovery is commonly performed in two different ways: off-line and on-line [64]. In large-scale
storage systems, on-line recovery is more acceptable, because the system will not pause service
while the recovery process is undergoing. In this work, we assume that on-line recovery is used and
each disk will dedicate a certain amount of bandwidth for recovery if the disk is involved in a recovery process. This assumption is reasonable, because such bandwidth allocation schemes are widely
used in storage quality of service (QoS), and can cooperate with other mechanisms like latency
control, burst handling, etc. to guarantee a minimum compromise of storage performance[63]. If
recovery is considered as an event that requires a priority in a storage system, similar policies can
be used to provide a certain amount of sources for this process.
For simplicity, we assume a fixed bandwidth per disk in recovery (defined as recovery bandwidth
per disk), optimizing the storage QoS is out of our research emphasis of this work. Since in current
disk drive architectures there is only one read/write channel, at any time a surviving disk is either
under normal service or under recovery. The concurrency of normal service and recovery at a
course grained time scale can be obtained in a time sharing manner at a fine grained time scale.
For example, we are able to get a 10 KB/sec recovery bandwidth usage by controlling a disk to
transfer 10 KB recovery data per second, and to serve normal requests in the remaining time.
Let µ = br /S, where S is the capacity of a disk used for storage, and br is the recovery bandwidth
per disk, so µ is the rate of sequentially recovering one failed disk. We assume an aggressive
recovery scheme: for a failed disk, its data replicas can be found from multiple other disks, and as
many as possible disks sharing redundant data with the failed disk will be involved in the recovery
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process. When a disk fails, a new disk is added, but the aggressive recovery does not recover the
failed disk’s data to the new disk sequentially. Instead, the system will take advantage of spare
space on all surviving disks and the new disk to recover the data as fast as possible. First the data
is reconstructed and written to the available spare space, then the recovered data is moved to the
new disk in the background to restore the system to the original layout before failure. As long as
the data of the failed disks is restored somewhere in the system, the failed disks are considered as
recovered.
With the above assumption, the recovery rate upon l-disk failures (µl ) is proportional to the number
of disks which can provide data for recovery. We define the disks providing data for recovery as
source disks, and the disks which the recovered data is written to as target disks. At any moment,
a disk can only be a source disk or a target disk. If the number of source disks surpasses half of the
total number of disks, we consider bn/2c as the number of source disks, because at most bn/2c
source-target disk pairs can be formed. Upon l disk failures, we assume l blank disks are added,
when l < n/2, the possible maximum source disks is stillbn/2c; when l ≥ dn/2e, the possible
maximum source disks is n − l, which is the number of all surviving disks. Accordingly, we can
get an upper bound of recovery rate: min(bn/2cµ, (n − l)µ).
However, the upper bound recovery rate may not be achievable in non-ideal layouts, because the
replicas of data on the failed disk may be limited to a small number of surviving disks. As a result,
the transfer rate can be expressed as the product of a factor x and the value µ, where x is the
smaller one among bn/2c, n − l and the number of source disks. In addition, with different failed
disk combinations, the number of source disks differs. With this assumption, we can conclude the
ranges of µl for each layout:
In shifted declustering and random declustering layouts, all surviving disks can provide data for
recovery, so the recovery rate is always min(bn/2cµ, (n − l)µ).
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For random declustering, we make the assumption that all disks across all nodes have an equal
probability of being selected to become a replica holder. This is a slight deviation from the Google
File System [62] (and Hadoop’s HDFS [48]) which incorporates rack position awareness and thus
limits the nodes and drives that could potentially be selected by the random placement algorithm.
This assumption simplifies the analysis of the system while still providing a model that could be
used within the locality group specified in these real world systems.
For copyset replication,µl ≤ min((k − 1)lµ, bn/2cµ, (n − l)µ) , and n must be a multiple of k.
The highest recovery rate is achieved if the l failed disks are in as many redundancy disk groups as
possible. This includes the following situations:

• If l ≤ n/k, the highest recovery rate is achieved if the l failed disks are in l different redundancy disk groups, because for each failed disk, k − 1 surviving disks within its redundancy
disk group are its source disks. In this case, the recovery rate is (k − 1)lµ. In addition, if
(k − 1)lµ > b(n − l)/2cµ, the highest recovery rate is b(n − l)/2cµ, since it is the upper
bound as analyzed above.
• If n/k < l ≤ n(k − 1)/k, the highest recovery rate is achieved if the l failed disks are in all
n/k redundancy disk groups, so all surviving disks can be source disks. Therefore, in this
case, the recovery rate reaches the upper bound, which is min(bn/2cµ, (n − l)µ).

As a result, the highest recovery rate is min((k − 1)lµ,
bn/2cµ, (n − l)µ), so µl ≤ min((k − 1)lµ, bn/2cµ, (n − l)µ).
In contrast, the lowest recovery rate is achieved if l failed disks are in as few redundancy disk
groups as possible. This happens when the l failed disks are limited within dl/(k − 1)e redundancy
disk groups. In each of bl/(k − 1)c redundancy disk groups, k − 1 disks fail, and the failed
69

disks can be recovered by only one surviving disk. In the remaining redundancy disk group (if
dl/(k−1)e =
6 bl/(k−1)c), l mod (k−1) disks fail, and they can be recovered by k−(l mod (k−1))
disks.

Comparison between Copyset,Shifted and Random Declustering

Some current enterprise-scale storage systems adopt random data layout schemes to distribute
data units among storage nodes [62, 48]. There is also theoretical research on algorithms for
random data distribution in large-scale storage systems [66]. Random declustering attracts people’s
interests, because it brings a statistically balanced distribution of data, thus providing optimal
parallelism and load balancing in both normal and degraded mode1 .
Compared to random declustering, Shifted declustering layout deterministically guarantees the
optimal parallelism and load balancing for replication based storage systems. For a large data
set, both random and Shifted Declustering deliver comparably high performance due to optimal
parallelism, but they may provide different reliability. In Shifted Declustering layout, P (k) (probability of not losing data when the system has k failed disks) is independent from the number of
redundancy groups. It is given as Equation (4.14) in Section 4. We also find that P (k) in random
declustering layout is closely related to the number of redundancy groups (r) in the system, and
give it in Equation (4.18) in Section 4.
Copyset replication is able to achieve the best probability of no data loss comparing with random
and Shifted Declustering layout due to its carefully replication of the data blocks which largely
reduce the number of redundancy groups, so that minimize the probability of data loss.
1

If there are disk failures in the system, but the data set is still complete, the service work load which is supposed
to be processed by the failed disks is directed to surviving disks. This system status is called degraded mode.
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Figure 4.5: The comparison of P (k) between copyset,shifted and random declustering

From Equations (4.14) and (4.18), we can see that as long as n and k are determined, P (k) of
Shifted Declustering is fixed. While P (k) of random declustering is negatively linear with r. This
indicates that the more redundancy groups there are in random declustered storage systems, the
higher the probability of data loss upon k disk failures. Additionally, in Section 4, we show that
these two layouts have the same potential for parallel recovery, so the reliability can be directly
reflected by the value of P (k) .
In Figure 4.6, we quantitatively compare the change of P (l) with the number of disks (n) and the
number of redundancy groups (r). We assume k = 3, the number of disks varies from 100 to 5,000,
and the number of redundancy groups varies from 5,000 to 5 × 109 . The left diagram demonstrates
the dependence of P (k) on n and r in random declustering. Each line reflects the value change
of P (k) for a certain r and a varying n. We can see that with a fixed number of disks, the more
redundancy groups the system has, the smaller is P (k) , thus the easier the system lose data upon k
disk failures. We enlarge the portion near P (k) = 1 to the right diagram, and add the P (k) values
of both shifted declustering and copyset. When the number of disks in the storage system is larger
than 100, we can see that P (k) of shifted declustering and copyset are constantly approaching 1
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with the increase in the number of disks, so the larger the system scale, the lower the probability
that the system will lose data upon k disk failures. However, when the storage system only has 99
disks, the P (k) of copyset is worse than shifted declustering because it is sensitive to the number
of disks as well as the scatter width.
There is a break-even point of r (denoted by r∗ ) that random and shifted declustering have the
same value of P (k) . It can be found by making Equations (4.14) and (4.18) equal to each other,
and solving the following equation:

1 − r∗ /C(n, k) = 1 − n(n0 − 1)/2C(n, k)

(4.19)

Equation 4.19 yields r∗ = n(n0 − 1)/2. For a given number of disks (n), if r > r∗ , shifted
declustering has higher reliability, and vise versa.
Considering a storage system with 1,000 disks, configured as in the Google File System: each
data chunk has three copies, and each copy is 64 MB. The break-even number of the redundancy
groups r∗ = 499, 000, this only allow the system to store at most about 96 TB (96 GB per disk)
data when using the random declustering layout, otherwise the system is less reliable than with
shifted declustering layout. Notice that 96 GB per disk is a small amount of capacity in today’s
hard drives. For larger storage system with more disks, the data size per disk will be even smaller
for the random declustering layout to provide the same reliability as achieved with the shifted
declustering.
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Simulation Results

Methodology

We use the SHARPE package [71] for the simulation of system reliability. The simulation time is
10 years, in steps of a month. We simulate a storage system of 999 disks, configured as three-way
replication, with shifted ,random and Copyset layouts.
For the disk failure rate λ, we use 3% ARR (annual replace rate), which corresponds to λ = 0.25%
per month. This value is from Schroeder et al.’s observation [72]: in real-world large storage and
computing systems, the ARR of hard drives is between 0.5% and 13.8%, and 3% on average. It
is much higher than the failure rate provided by the most vendors, a MTTF (mean time to failure)
of a single disk from 1,000,000 to 1,500,000 hours, which corresponds to an AFR (annual failure
rate) between 0.58% and 0.88% [72].
The size of a data replica was set to 64MB, which is a typical data block size for Hadoop File
system(HDFS). The capacity of a disk used for the storage is 1TB, which is a normal size of a hard
disk drive used for storage systems. In our simulation, all the disks are considered to be hard disk
drives (HDD). Other storage devices such as SSD are out of the research scope of our work.
The recovery rate upon l failed disks is determined by the product of the available source disks and
the sequential recovery rate offered per disk (µ). We will simulate the reliability for 10 years with
different values of µ. In the Section 4, we give a range of the recovery rate upon l failed disks (µl )
for standard mirroring and chained declustering, but we only take their highest recovery rate in the
simulation.
The values of parameters in the simulation are listed in Table 4.1.
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Table 4.1: Parameters in Simulation
Parameter and description
n: Number of disks in the system
k: Number of ways of replication
l: Number of failed disks
P (l) : Probability of no data loss upon l-disk failure
λ: Disk failure rate
λl : Transition rate from l-disk failure to l + 1-disk failure
without data loss
γl : Transition rate from l-disk failure to l + 1-disk failure
with replica lost
δl : Transition rate from l-disk failure to l + 1-disk failure
with data loss
br : Reserved bandwidth for recovery per disk
S: Capacity of a disk used for storage
µ: Sequential recovering rate
µl : Recovery rate from l + 1-disk failure to l-disk failure
s: Size of a data replica
r: Number of redundancy groups
N : Number of the total data blocks per disk

Value
999
3
3 to 666
See Section 4
0.25% per month
(n − l)λP (l+1)
(n − 1)λ(1 − pb )
(n − l)λ(1 − P (l+1) )
0 KB to 10 MB
1 TB
br /S
See Section 4
64 MB
5,455,872
16,384

Sampling Procedures

The sampling procedures for a storage with 999 disks and three-way replications with shifted and
random declustering are as follows:

• For shifted declustering, the values are obtained by the following simulation procedure: for
any l between 3 and 666,2 randomly generate 10,000 vectors of l numbers between 0 and 998
as failed disks; for each vector, check whether this particular failed l disks causes data loss
according to the criteria discussed in Section 4. P (l) is estimated by the result of dividing the
number of vectors that do not cause data loss by 10,000. This process is repeated 5 times,
and the average P (l) is used as the final value.
2

For 999-disk three-way replication storage, if the number of failed disks is more than 2/3 of the total number of
disks, data loss becomes a definite event.
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• For copyset replication, we assume the capacity for storage is 1 TB per disk, the data replica
size is 64 MB, so the 999-disk system can store 5,455,872 redundancy groups in total. We
generate 5,455,872 random vectors with three numbers between 0 and 998 to represent where
the three replicas in each redundancy group are distributed.
• For random declustering, we assume the capacity for storage is 1 TB per disk, the data
replica size is 64 MB, so the 999-disk system can store 5,455,872 redundancy groups in
total. We generate 5,455,872 random vectors with three numbers between 0 and 998 to
represent where the three replicas in each redundancy group are distributed. The following
procedure is similar to that used for shifted declustering, for any l between 3 and 666, randomly generate 10,000 vectors of l numbers between 0 and 998 as failed disks; for each
vector, check whether this particular failed l disks cause data loss by checking whether it
contains three elements of any vector that is used to store a redundancy group. P (l) is estimated by the result of dividing the number of combinations that do not cause data loss by
10,000. Repeat the process 5 times, and compute the average P (l) .

Probility of No-data-Loss

With the methodology introduced in Section 4, we calculate the value of P (l) (the probability of no
data loss in case of l disk failure) in a 999-disk system (n = 999) with 3-way replication (k = 3),
configured with shifted and random declustering layout schemes by Matlab [69]. The value of P (l)
is illustrated in Figure 4.6.
Theoretically, a 999-disk 3-way replication system can tolerate as many as 666 failed disks, but
P (l) drops close to 0 much earlier than l approaching 666, as shown in Figure 4.6.For shifted
declustering and random declustering layouts, P (l) drops to 0 at 28 and 13, respectively. For the
same number of failed disks, We can see that our shifted declustered layout is always has the higher
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possibility of not losing data comparing with random declustering.

Figure 4.6: Probability of no data loss in a 999-disk system (P (l) )

System Reliability without Recovery

If the system does not apply any recovery mechanism, the system reliability can be obtained by
assigning br = 0. The system reliability of shifted declustering and random declustering layouts
are illustrated in Figure 4.7. The physical meaning of system reliability at time t (represented
by Rsystem (t)) is the probability of the system surviving until the time point t. The reliability
without recovery is a direct reflection of P (l) . Thus, a higher probability of the system not losing
data results in a higher overall system reliability rating due to it being more difficult to enter the
failed state. We can see that after the third month, the reliability is almost 84% and 60% for shifted
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declustering and random declustering respectively. This reliability results has the same tendency
of the P (l) of these two layouts. Without considering the recovery, the Copyset layout achieve the
best reliability result because of its high probability of no-data-loss.
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Reliability

70%
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Figure 4.7: System reliability of a 999-disk system without recovery

With this specific configuration, shifted declustering has a significant advantage in terms of reliability to random declustering. This result is consistent with our analysis in Section 4.

System Reliability with Recovery

The previous section discusses the storage system reliability without data recovery in place. It
reflects how reliable the system will be with different data layouts, when disk failures are not
detected, or replicas on failed disks are never recovered. In this section, we simulate the system
reliability of different layouts with the aggressive recovery schemes introduced in Section 4.
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With the aggressive recovery schemes, shifted declustering layout has the best reliability for a
given recovery bandwidth per disk for recovery (br ) among all layouts. The simulation results in
Section 4 show that with recovery, shifted declustering layout’s system reliability is better than
the random declustering and the Copyset. This is reflected in the fact that the shifted declustering
layout is slower to transmit from non-data-loss states to the data-loss state than the other two.
Additionally, although the Copyset layout has a higher probability of no-data-loss, the amount of
data lost is huge compared with the other two layouts. Therefore, when we take data recovery
into consideration, the system reliability will decrease. As a result, even these three layouts have
the same potential of optimal parallel recovery, the reliability with recovery of shifted declustering
exceeds it of the other two.
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Figure 4.8: Reliability after 5 years

We can see that from Figure 4.8, shifted declustering with 10 KB/sec recovery bandwidth per disk
(5 MB/sec accumulative recovery bandwidth for 999-disk system) obtains more than 99% reliabil-
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ity after 5 years, while the Copyset layout requires more than 100 KB/sec recovery bandwidth per
disk to achieve the same reliability.
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Figure 4.9: System reliability with 10 KB recovery bandwidth per disk

Similarly, to reach the same reliability, the random declustering layout has to use 20 KB/sec. It is
true that the reliability can be improved by increasing the recovery bandwidth to obtain a higher
recovery rate. Nonetheless, as long as the disk transfer bandwidth is fixed, higher recovery bandwidth means lower bandwidth for normal services, so higher recovery bandwidth will drag down
the normal service performance of the disks involved in recovery. Obviously, for the same reliability goal, the burden on surviving disks of shifted declustering is the lightest, because the service
load is balanced among all surviving disks, and the bandwidth used by each disk for recovery is
low. In comparison, for the Copyset, the service load on the source disks is heavier than the other
surviving disks, because they need to serve requests which are supposed to be served by the failed
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disks besides normal service; the recovery bandwidth per disk is also higher.
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Figure 4.10: Reliability after 10 years

These two reasons result in a load imbalance more severe in Copyset. If we want to achieve the
same recovery bandwidth of 120 MB/sec, which is the highest recovery bandwidth obtained in the
Panasas parallel file system [76] with around 120 disks, corresponding to 999 MB/sec for a 999disk system three-way replication, for shifted declustering, about 2 MB/sec recovery bandwidth
per disk is enough; while for Copyset, about 500 MB/sec recovery bandwidth is needed, which is
almost impossible to obtain with current storage technology.
Figure 4.9 shows the system reliability during the first ten years, with the recovery bandwidth per
disk set to 10 KB/sec (br = 10 KB/sec). Currently the sustained transfer rate of hard drives can
be higher than 100 MB/sec3 , so 10 KB/sec dedicated to recovery has little impact on the regular
3
The Barracuda 7200.11 Serial ATA (released May 2008 by Seagate) is specced to have a sustained transfer rate of
105 MB/sec [52].
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service workloads. We can see that with such a small recovery bandwidth per disk, the shifted
declustering layout obtains a near 99% reliability even after ten years (Figure 4.10).

Figure 4.11: Mean Time to Data Loss

With the same recovery bandwidth, the reliability of other layouts is lower. To reach the same
reliability as shifted declustering, other layouts need more recovery bandwidth per disk.

System reliability with and without considering probability of replica lost

In order to show the accuracy of our proposed reliability model, we conduct a comparison between
the system reliability with and without considering the probability of replica lost. We run the
simulation to obtain the 5 years system reliability results for all the three replication methods by
setting the system recovery bandwidth to 10KB/sec. In the first round of simulation, we do not
considering about the probability of replica lost with setting the initial system reliability equals to
1. In the second round of simulation, we taken probability of replica lost into account by utilizing
our proposed model and obtain a more precise outcomes.
81

120%
100%

96.50%

99.40%
91.70%

94.20%

w-Pb

w/o-Pb

80%
60%
40%
16.80%

20%

18%

0%
shifted

Random

Copyset

Figure 4.12: Average system Reliability with and without considering probability of replica lost,
recovery bandwidth = 10KB/sec

The results have been illustrated in Figure 4.12. Based on the results, we can see that the probability
of replica lost do have an influence on the overall system reliability. For shifted, random and
copyset replication methods, the system reliability result with considering the probability of replica
lost are 96.5%, 91.7% and 16.8% respectively. However, we obtain 99.4%, 94.2% and 18% for
the above three replication methods by introducing the probability of replica lost. The differences
among these two set of experimental results are 2.9%, 2.5% and 1.2% respectively. The reason
that the overall system reliability is low for copyset replication approach because of the selected
low recovery bandwidth (10KB/sec), which was discussed in Section 4.
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Mean Time to Data Loss

Mean time to data loss (MTTDL) is the expected duration between the state of all disks functioning in a storage system (state 0 in Figure 4.1) and the state of data loss (state F in Figure 4.1).
Figure 4.11 demonstrates the simulation results of mean time to data loss based on the parameters
listed in Table 4.1.
The left bar in each group is the MTTDL without recovery. The Copyset lasts the longest, 23.3
months. We can see that without recovery, even the most “reliable” system is unacceptable, because
data in that system will start to lose approximately two years. The right bar in each group is the
MTTDL with 10 KB/sec recovery bandwidth per disk. With the advantage of parallel recovery,
shifted declustering and random layouts have higher accumulative recovery bandwidth than the
Copyset layout. As a result, the MTTDL is improved by 253 times and 29 times in the shifted
declustering and random layout.
In addition, the difference in reliability of shifted declustering and random declustering layouts are
not very significant. For example, after 5 years, shifted declustering layout has a 99% reliability,
and random declustering layout has a 95% reliability; after 10 years, the values becomes 98%
and 90%. However, the difference of system reliability yields significant improvement in terms
of MTTDL in the shifted declustering layout compared to the other two layouts. In the shifted
declustering layout, an almost 8.5 times higher MTTDL than the second ranked layout, random
declustering layout, is observed in our simulation environment; it is also 254 times higher than the
Copyset. These result indicates that the shifted declustering layout achieves the highest reliability
given a fixed resource budget among all layouts in comparison. On the other hand, it has the
maximum flexibility to be tuned to a desired reliability goal.
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Conclusions

In this work, we have modeled the reliability of multi-way replication storage systems with different data layout schemes. We make the following conclusions:

• Modeling of the system reliability should not only taking data loss probability and recovery
bandwidth into account, but also need to considering about the probability of replica lost in
order to obtain an accurate result.
• The reliability of random declustering layout is highly dependent on the number of redundancy groups in the system. With the increase of redundancy groups and/or the number of
disks in the system, the reliability of random declustering drops.
• The shifted declustering is less sensitive to the scale of the storage system comparing with
random declustering. With the same resource provided for recovery per disk, the shifted
declustering layout achieves almost 100% reliable that lasting for 10-years long period. In
particular, the data integrity of the shifted declustering layout lasts 85% times longer in our
simulation than random declustering layout.
• The Copyset replication method obtained the best system reliability due to its carefully arrangement of the data blocks. However, with considering of the recovery bandwidth, the
system reliability has been greatly affected especially when the bandwidth is low.
• Our study on both 5-year and 10-year system reliability equipped with various recovery
bandwidth settings shows that, the shifted declustering layout surpasses the two baseline
approaches in both cases by consuming up to 83 % and 97% less recovery bandwidth for
copyset, as well as 5.2% and 11% less recovery bandwidth for random layout.

As random declustering layout is widely adopted by enterprise large-scale systems configured with
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multi-way replication, shifted declustering layout is a promising alternative for its proved optimal
performance and high reliability with low recovery overhead.
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CHAPTER 5: AN ENERGY-EFFICIENT JOB SCHEDULER FOR
SUPERCOMPUTERS

Scheduler Design

In this section, we introduce the design, analysis, and optimization of our power-aware job scheduler. In the first part, we present our job scheduling polices. In the second part, we introduce a
mathematical model of the incoming jobs so as to have a theoretical understanding of the overall
problem. In the last part, we show the controller design of our Scheduler.

Job scheduling polices

The job scheduler needs to make decisions when scheduling the incoming jobs. To decide the running order and allocation of corresponding resources, we have to collect the following information
for each job.

• The job arrival time;
• The job start time;
• The job finish time;
• The user estimated run-time;
• The job size
• The requested number of nodes;
• The requested number of processors;
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ch job processing first in the supercomputer. When we look into the small sequence, the jobs ar
ed into ascend order of their running times. This means the job with the shortest running time w
he sequence will scheduled to process in the supercomputer first and so on. This SJF policy is
emented to ensure a better system response time.
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Figure 5.1: The illustration of our proposed scheduling algorithm

In order to maintain user fairness and achieve a better mean response time, we take advantages of
both the FIFO (First In First Out) and SJF (Shortest Job First) scheduling policies to generate a
new scheduling algorithm to balance the system utilization as well as the quality of service. The
visual explanation of our proposed scheduling algorithm is presented in figure 5.1. Specifically,
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instead of considering the incoming jobs one-by-one, we consider a small sequence of jobs arriving
earlier and then make the decision as to which job should be processed first. When we look into
the small sequence (the length of the sequence will be discussed in the section 5), the jobs are
sorted into ascending order of their run-times. This means that the job with the shortest run-time
in the sequence will be scheduled to first and so on. This shortest time first policy is implemented
to ensure a better system response time. The priority scheduling policy is also considered if there
exists any jobs that require the results from certain correlated jobs. The easy back-filling policy is
utilized in the scheduler. In this back-filling technique, the scheduler may back-fill later jobs even
if doing so delays the expected start time of other jobs as long as the expected start time of the first
job is not affected. The back-fill algorithm for our proposed scheduler is presented in Algorithm 1.
Algorithm for finding the back-fill jobs Find the shadow time and extra nodes: sequences Si sort
the jobs according to their expected finish time. loop over the sequence and collect nodes until
the number of available nodes is sufficient for the first job in the queue. record the time ts hadow
when the back-filling happens check whether there are more nodes available other than needed by
the first queued job, record the number of extra nodes N . Find a back-fill job: sequences Si loop

on the Si in order of arrival time ta each job jn check whether either of the following conditions
hold: it requires no more than the currently free nodes, and will terminate by the shadow time OR
it requires no more than the minimum of the currently free nodes and the extra nodes. end for The
first such job can be used for back-filling

Scheduler control model

The rule-based control method has been used as the main base for the scheduler design. The
architecture of the scheduler is presented in Figure 5.2.
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Figure 5.2: The architecture of our Rule-based Power-aware job scheduler

The formulation of the problem is presented using the following equations.

Pj = Nj ∗ Pn

(5.1)

where Pj stands for the power cost per job, Pn stands for the power cost per node. Total power
cost for the sequence would be described using the following equation (5.2):

Ps =

k
X

(Pji )

(5.2)

i=1

where k represents the number of jobs in a sequence, Ps stands for the total power cost for a
sequence. Base on equation (5.1) and equation (5.2), the equation (5.2) can be presented as (5.3):
k
X
Ps =
(Nji ∗ Pn )

(5.3)

i=1

For each job, we collect two different performance information. First, we collect the job start
time ts and job finish time tf , thus the real job processing time tr can be calculated as (5.4) and
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the difference between job real run-time and user estimated run-time will be computed use the
equation 5.5:
tr = tf − ts

(5.4)

td = tr − te

(5.5)

where tr stands for the real job processing time, ts and tf represent the job start and finish time
respectively. After calculating the time difference, we need to collect the job requested run-time trq
as the reference. This is the user estimated job running time that will not be consistent with the real
job running time. In addition, in order to ensure the quality of service, the user submitted job should
be completed in approximately the expected job finish time. This offers a further opportunity to
save energy because a different speedup setting can be chosen to reduce the number of cores for
running the specific job to improve the energy efficiency. This will be further discussed in section
5. It is worth mentioning that the job running time cannot being modeled since the available
resources are vary continuously and the incoming jobs are random. The time differences of each
job are randomized, thus a formula cannot be derived. In this case, we use a rule-based control
method to solve this problem. Rule-based control theory [109] is widely used in machine control
[110, 111], which has the advantage that the solution to the problem can be cast in terms that human
operators can understand, so that their experience can be used in the design of the controller. This
approach is extremely useful when the control objective is hard or impossible to model at the
current stage.
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Define the speedups

Fuzzification based on rules

In order to determine the appropriate running time of a job, we need to collect the difference
between the real run-time and the user estimated run-time based on equations 5.4 and 5.5, which
are presented in section 5. This aims to allocate the computing resources rationally while satisfying
the user’s requirements. To apply the rule based methods, we can fuzzify the time difference, td , by
performing a scale mapping using a membership function to transfer the range of the crisp values
into the corresponding universe of discourse. The universe of discourse is the set of linguistic terms
in rule based logic, such as “NS”,“ME” and “PL”, which represent “negative short”,“moderate” and
“positive long” respectively. The time difference is one input of the system that is used to determine
the performance constraint. We are using the Gaussian membership function presented in equation
5.6 to map crisp values to linguistic terms. The reason that we apply a Gaussian transformation
is because it transforms the original values into a normal distribution, which creates a smooth
transformation rather than a linear function. On the other hand, since the value of td changes
frequently, using a Gaussian membership function can provide the ability to detect the fluctuation
and response accordingly. The function is shown in equation 5.6 and the plot is illustrated in figure
5.3.

2 
1 td − td0
µA (td ) = exp −
2
σ


(5.6)

Where A stands for the rule-based set of td which including {NS,NMS,ME,PML,PL} represent
negative short, negative medium short, moderate, positive medium long, positive long. The rule
table was presented in table 5.1. For each crisp value of td , we can compute a set of µ that can be
used in the defuzzification step by applying certain rules.
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Degree of membership

1

NS

2/3

NMS

1/3

ME

0

PML

1/3

PL

2/3

Time difference

Figure 5.3: Gaussian membership function for mapping the time difference(td ) to linguistic terms

Table 5.1: Rules for determine the Speedups
INPUT
OUTPUT
Time differences Speedups
PS
S1
PMS
S2
ME
S5
PML
S4
PL
S5
Define the power consumption

After categorizing the appropriate run-time of a job, we need to define the power consumption
level for each sequence. We define several constraints for the power consumption consumed by
the incoming jobs. Specifically, there are 4 power consumption levels associated with 4 different
levels of core groups. Basically, we schedule the jobs on either one, two, four, or eight cores.
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Degree of membership

1
PL

0

1/4

PH

ME

1/2

3/4

Power consumption
Figure 5.4: Triangular membership function for mapping the power consumption(ps ) to linguistic
terms

Since the maximum number of cores for each node is eight, a job scheduled on all 8 cores will
consume the most power, which is the upper limit of our defined power constraint. Now, we fuzzify
this power input using a triangular membership function presented in equation 5.7, which maps
crisp values to linguistic terms. We apply a linear transformation because the power consumption
is proportional to the number of active nodes and we have a specified min and max value in this
case.



 1 − ps ∗ δ
µB (ps ) =


0

: if 0 <= ps <= pm

(5.7)

: Otherwise

Where δ is a user defined performance loss constraint. pm denotes the maximum power consumption that can be provided by the supercomputer. B represents the fuzzy set of powers, {PL, ME,
PH} or “positive low”, “moderate” and “positive high”. Figure 5.4 shows an example in which we
have a crisp value of power consumption that falls between 1/2pm and 3/4pm . We can compute
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the degree of likelihood under each element of the fuzzy set.

8
7

s1

s2

s3

s4

s5

Speedups

6
5
4
3
2
1
0
1 core

2 cores
4 cores
Number of cores

8 cores

Figure 5.5: The 5 level of speedup profiles

Define the number of cores

After collecting the power and speedup results, we need to decide and allocate the proper number
of cores for each job in the queue. The rules for defining the number of cores are listed in table
5.2.
Since we introduce two kinds of membership functions to map the the crisp values td and ps
to linguistic terms, there exists two types of centroid defuzzification methods. To determine the
speedup, the defuzzification function is presented in 5.8, and the function for determining the
number of cores is provided in 5.9.
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Table 5.2: Rules for determine of the core numbers
INPUT
OUTPUT
Speedups Power consumption number of cores
PS
PF
PS
PS
PF
PS
PS
PF
PS
PMS
ME
PS
PMS
ME
PMS
PMS
ME
PMS
ME
PF
PMS
ME
PF
ME
ME
PF
ME
PML
PF
ME
PML
PF
ME
PML
PF
PL
PL
ME
PL
PL
ME
PL
PL
ME
PL
For the determination of speedups:
P5
i=1 si ∗ µAi (td )
S= P
5
i=1 µAi (td )

(5.8)

where S stands for speedup results and si stands for the 5 speedup levels. For determination of the
number of cores:
P4
Nc =

ni ∗
P5

i=1

P5

j=1

µAi (td ) ∗ µBi (ps)

i=1 µAj (td ) ∗ µBi (ps)

where Nc stands for the number of cores and ni represent the 4 level of core selections.
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(5.9)

Methodology

In this section, we show our experimental methodology and benchmarks, as well as the implementation details of each component.

Processor

We use an Intel(R)Core(TM)i7-4790 CPU 3.60GHz processor with a 16.0GB Installed memory(RAM). The operating system is 64-bit Windows 7 Enterprise.

Traces

We use four different traces in our experiment. The first trace is from a machine named Blue
Horizon at the San Diego Supercomputer Center(denoted as SDSC-BLUE in the paper) [103].
The second trace is the CTC trace, which was obtained from the Feitelson’s Parrallel Workloads
Archive [104]. The third trace is the ANL Intrepid Log and the forth trace is the Intel Netbatch
Grid [106]. The last trace is the Intel Netbatch Logs obtained from the Intel Netbatch Grid [105].
The detailed information of the above traces is listed in the table 5.3. We run each of the above
traces utilizing our proposed scheduler and scheduling algorithms.

Power estimation

We suppose that the supercomputer consists of a maximum of 25,600 nodes. The power consumption per node will be 80 watts. In this case, the total power consumption will be 25,600 * 80 watts
= 2048,000 watts. We use this number as the hard constraint for making decisions according to the
incoming jobs.
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Table 5.3: Description of 4 traces
No.
System
Duration Number of Jobs
1 128-node IBM SP2 05/1998-04/2000
73,496
2
PSC C90
01-12/1997
54,962
PSC J90
01-12/1997
3,582
CTC IBM-SP2 07/1996-05/1997
5,792
3
Blue Gene/P
01-09/2009
68,936
(Intrepid)at ANL
4
Intel Netbatch
11/2012
48,821,850
Grid
The Hard constraint means that the total power consumption cannot exceed this threshold in any
circumstances. In our work, we introduce a dynamic power consumption constraint, which is able
to adjust the power threshold to different levels in order to explore further opportunities to improve
the power efficiency. We will schedule the job on either one, two , four, or eight cores, where eight
cores is the maximum number of cores for each node. In other words, the soft power constraints
would be 12.5%, 25%, 50% of the upper limit of the power consumption.

Baseline algorithms

In section 5, we will conduct intensive experiments to compare our scheduler’s performance with
the baseline algorithms. The baseline algorithms are FIFO(First In First Out), SJF(Shortest Job
First), RR(Round Robin), and LJF(Longest Job First). The pros and cons for these algorithms
have been presented in table 5.1. FIFO is a commonly used scheduling algorithm which achieves
the best user fairness. SJF is able to produce a better system response time and fewer system
slowdowns. LJF can achieve the best system utilization but the worst quality of service. Due
to the similarity between SJF and LJF scheduling policies, we only choose SJF as the baseline
algorithms. RR allocates a time slot or quantum for each job and interrupts the job if it is not finish
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by then. RR is a preemptive algorithm that results in either max or min fairness depending of the
data packet size and provides a guaranteed or differentiated quality of service.

Experiment

In this section, we will present the performance and power conservation results compared with
the baseline scheduling algorithms. First, we compare our proposed scheduling algorithm without
taking power and speedup profiles into consideration. Secondly, we compare the power efficiency
by introducing a new parameter, PPF, which takes power and speedup profiles into account.

Comparison of scheduling algorithm

Scheduling efficiency

In this section, we will compare our proposed scheduling policy and control method to traditional
scheduling approaches. Figure 5.6 shows the results of the average system utilization through
different scheduling algorithms. In this circumstance, we did not take power and speedup profiles
into consideration. This is so we can solely test the performance of the scheduling algorithms.
We can see from figure 5.6 that our proposed scheduling algorithm achieves the best system
utilization, which is 75% of the total system usage. The overall system utilization of our propose
scheduling algorithm outperforms FIFO, SJF, RR by 12%, 23% and 17% respectively. From figure
5.7, we can see that the average response time for our proposed method is 3215.7 seconds, which
is about 25.4%, 16.8% and 25% less than FIFO, SJF, and RR respectively. This is because we
take advantage of the FIFO scheduling policy to attain a better quality of service, the SJF policy
to attain better average response time and we also take advantage of easy back-filling algorithm to
achieve a better system utilization.
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Figure 5.6: Average system utilization compared with the baseline scheduling polices using trace
3

Determine the length of a Sequence

Defining the length of the sequence is critical for our proposed job scheduling algorithm, where
a small difference can result in poor use of substantial resources. For trace 3, presented in table
5.3, we run the scheduling algorithm repeatedly with different lengths of sequences to examine
the relationship between scheduling performance and sequence length as well as to find the proper
length of sequence for a specific case. Figure 5.9 shows the performance output in terms of system
utilization and average response time with sequences of different lengths. We are able to achieve
the best performance result when the Ls is equal to 100.
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Figure 5.7: Average system response time compared with the baseline scheduling polices using
trace 3

Power and Speedup constraints

In this section, we will take power and speedup profiles into account to evaluate the power efficiency of our proposed scheduler. Normally, we understand that the power consumption is inversely proportional to the overall performance. This means that consuming more power will lead
to a better performance, e.g. shorter average response times. This relationship works well if there
are no restrictions on the amount of power consumption. However, in our case, we will fix the
total energy consumption due to the power-capping requirement. Thus, we cannot use the previous power performance relationship to evaluate our proposed the method. Therefore, we propose
a new power performance relationship called the “Power-Performance-Factor”, denoted as PPF.
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System Utilization (%)
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SJF
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0%
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trace 2

trace3

trace4

Figure 5.8: Average system utilization for all 4 traces

This factor takes into consideration both the power and performance as one parameter to evaluate
the power efficiency under the pre-defined power constraints. The original PPF factor is obtained
by multiplying the power consumption with its relevant response time of the jobs scheduled on all
8 cores of each node. This P P FOriginal implies the maximum power consumption and minimum
average response time. Intuitively, if the power consumption is reduced, the average response time
will increase accordingly. However, if the ratio between the new PPF factor and the P P FOriginal
is less than 1, this indicates that the power efficiency is improved. In other words, the reduced
power only slightly affect the average response time, but does not have a substantial influence on
the quality of service.
First, we run our power-aware scheduling algorithm using trace 3 as the input introduced in table
5.2. Figure 5.11 and 5.12 shows the scheduling output with and without taking energy and
speedup into considerations.
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Figure 5.9: System utilization and response time with different settings of the length of Sequence
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We can find from Figure 5.11 that if we schedule the jobs on one core of each available node, we
could increase the job run-time. However, the power performance factor will be reduced to 0.25
of the original PPF factor. In other words, we increase the power efficiency by 75%. Figure 5.12
presents another case in power constraint together and its corresponding run-time performance
with and without taking power and speedup profiles into consideration. The job has been scheduled on 2,4,8 cores with the percentage of 20%, 50% and 30%. We observe that the average power
consumption will be 1228.8KW and the PPF factor is 0.75 of PPF original. This shows that the
power efficiency has been increased by 25%. Secondly, we run all 4 traces while considering
the power and speedup profiles and present the results in Figure 5.14. We can see that the average power consumption for the four traces are 441.75 KW ,653.95KW , 102.2KW ,59.33KW ,
512KW , and 1925.175KW . The breakdowns of the scheduled percentage on various core groups
for each trace are shows in table 5.4. The corresponding PPF factors are 0.64,0.72,0.95,0.88,0.25
and 0.74 with a power efficiency improvement of 36%,28%,5%,12%,75% and 26% respectively.

Table 5.4: The breakdowns of the scheduling percentage on different core groups
Trace No. 1 core
1
0%
2
10%
0%
15%
3
100%
4
15%

2 cores
50%
20%
20%
25%
0%
25%
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4 cores
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Figure 5.11: Power consumption results with considering of the power constraints, P = 512KW
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Figure 5.12: Power consumption results with considering of the power constraints, P = 1228.8KW
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CHAPTER 6: CONCLUSION

In this section, we present concluding remarks of the proposed designs.
Firstly, Power control for multi-core systems has become increasingly important and challenging.
However, existing power control solutions cannot be directly applied into CMP systems because
of the new data-intensive applications and complicate job scheduling strategies in CMP systems.
In this work, we present MAR, a model-free, adaptive, rule-based power management scheme in
multi-core systems to manage the power consumption while maintain the required performance.
“Model-less” reduces the complexity of system modeling as well as the risk of design errors caused
by statistical inaccuracies or inappropriate approximations. “Adaptive” allows MAR to adjust the
control methods based on the real-time system behaviors. The rules in MAR are derived from
experimental observations and operators’ experience, which create a more accurate and practical
way to describe the system behavior. “Rule-based” architecture also reduces the development
cycle and control overhead, simplifies design complexity. MAR controller is highly responsive
(including short detective time and settling time) to the workload bouncing by incorporating more
comprehensive control references (e.g. changing speed, I/O wait). Empirical results on a physical
testbed show that our control method could achieve more precise power control result as well
as higher power efficiency for optimized system performance compared to other four existing
solutions. Based on our comprehensive experiments, MAR could outperform the baseline methods
by 12.3%-16.1% in power saving efficiency, and maintains comparable performance loss about
0.78%-1.08%. In our future research, we will consider applying fuzzy logic control in power
conservation of storage systems.
Secondly, we propose a new reliability model to analyze the reliability of multi-way replication
storage systems with different data layout schemes. We make the following conclusions:
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• Modeling of the system reliability should not only taking data loss probability and recovery
bandwidth into account, but also need to considering about the probability of replica lost in
order to obtain an accurate result.
• The reliability of random declustering layout is highly dependent on the number of redundancy groups in the system. With the increase of redundancy groups and/or the number of
disks in the system, the reliability of random declustering drops.
• The shifted declustering is less sensitive to the scale of the storage system comparing with
random declustering. With the same resource provided for recovery per disk, the shifted
declustering layout achieves almost 100% reliable that lasting for 10-years long period. In
particular, the data integrity of the shifted declustering layout lasts 85% times longer in our
simulation than random declustering layout.
• The Copyset replication method obtained the best system reliability due to its carefully arrangement of the data blocks. However, with considering of the recovery bandwidth, the
system reliability has been greatly affected especially when the bandwidth is low.
• Our study on both 5-year and 10-year system reliability equipped with various recovery
bandwidth settings shows that, the shifted declustering layout surpasses the two baseline
approaches in both cases by consuming up to 83 % and 97% less recovery bandwidth for
copyset, as well as 5.2% and 11% less recovery bandwidth for random layout.

As random declustering layout is widely adopted by enterprise large-scale systems configured with
multi-way replication, shifted declustering layout is a promising alternative for its proved optimal
performance and high reliability with low recovery overhead.
Finally, we develop a power-aware job scheduler by applying a rule based control method and
taking into consideration real world power and speedup profiles to improve power efficiency while
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adhering to predetermined power constraints.Power conservation is increasingly critical nowadays
for large scaled storage systems and supercomputers since the annual electricity expenditure is
extremely expensive. Many researchers have focused on reducing the energy consumption by
incorporating the traditional DVFS technique into their specific methods depending on the real
workloads. However, this method is limited in terms of energy savings, especially when the workload is heavy. Therefore, we develop a rule-based power-aware job scheduler, which takes both
power and speedup profiles into consideration to improve the power efficiency of the supercomputer regardless of how intensive the workload is. Specifically, the classic relationship between
power consumption and performance is not suitable for this circumstance since a power constraint
is introduced. Thus, we propose a new parameter named PPF to evaluate the power efficiency with
various power and speedup settings. A rule-based scheduler is utilized because the time difference
input varies continuously and is randomized and thus cannot be represented by a formula. Finally,
our proposed method is able to increase the power efficiency by up to 75%.
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