Rayleigh anomalies and disorder-induced mixing of polarizations at
  nanoscale in amorphous solids. Testing 1-octyl-3-methylimidazolium chloride
  glass by Izzo, Maria Grazia et al.
Rayleigh anomalies and disorder-induced mixing
of polarizations in amorphous solids
Maria Grazia Izzoa,b,1, Björn Wehingerc, Giancarlo Ruoccod,b, Aleksandar Matice, Claudio Masciovecchiof, Alessandro
Gessinif, and Stefano Cazzatod,e
aUniversitá degli studi di Roma ”La Sapienza”, Dipartimento di Ingegneria Ingegneria Informatica Automatica e Gestionale Antonio Ruberti, Via Ariosto, 00185 Roma, Italy;
bIstituto Italiano di Tecnologia - Center for Life Nanoscience, Viale Regina Elena, 291 00161 Roma, Italy; cUniversity of Geneva, Department of Quantum Matter Physics, 24
Quai Ernest Ansermet, 1211 Genève 4, Switzerland; dUniversitá degli studi di Roma ”La Sapienza”, Dipartimento di Fisica, Piazzale Aldo Moro 5, 00185 Roma, Italy;
eChalmers University of Technology, Department of Applied Physics, Maskingränd 2, 412 58 Gothenburg, Sweden; fSincrotrone Trieste S.C.p.A., S.S. 14 km 163,5 in AREA
Science Park, I-34012 Basovizza, Italy
This manuscript was compiled on August 29, 2017
Acoustic dynamics in disordered media present anomalous features
in respect of the Debye’s theory. This is observed in attenuation, re-
tardation and depolarization of acoustic excitations. Each of these
phenomena have attracted a large interest but, even if they can orig-
inate from the same root, the disordered nature of the medium, they
have been analyzed independently. Using a stochastic approach at
wavelengths of the order of the characteristic length-scale of hetero-
geneities, allowed us to achieve a quantitative, experimentally cor-
roborated and unified description of acoustic dynamics properties in
a disordered medium. These include the so-called Rayleigh anoma-
lies (attenuation and retardation) and, for the first time, the mix-
ing of longitudinal and transverse polarizations occurring at higher
wavevectors. Model predictions are compared to acoustic dynamics
features and vibrational density of states experimentally determined
in an ionic glass, obtaining an excellent agreement.
The reasearch on glasses in the last decades focused onthe macroscopic anomalies which characterize as a whole
these systems with respect to long-range ordered solids. In
particular, a hump over the level predicted by the Debye theory
is observed in the specific heat of glasses at about 10 K (1). It
is related to an excess over the Debye level of the Vibrational
Density of States (VDOS) at energies of few meV , called
Boson Peak (BP) (2–8). The physical origin of this feature has
been largely debated in the literature without merging into a
unified theory. It is noteworthy that all existing theories beg
the question of the effect of elastic disorder on acoustic waves,
whether it is the disorder treated as only a small perturbation
with respect to the ordered structure of the crystals (8, 9),
modeled as defects embedded in an otherwise homogeneous
medium (6, 10) or represented as spatial fluctuations of elastic
moduli - local (3–7, 11) or with long-range correlations (12).
In this context large emphasis was given to the so-called
Rayleigh anomalies (3–7, 11, 13–15). They consist in a strong
increase of the acoustic wave attenuation and softening of the
phase velocity with respect to the macroscopic value - the two
quantities being related to each other by Kramers-Kroning
relations (7) - observed for wavelengths of few nanometers.
The experimental study of acoustic excitations at such length-
scales with the experimental techniques so far available is quite
difficult (11, 13), thus obfuscating the experimental verification
of the different thoeries.
An acoustic wave traveling in a three-dimensional material
is characterized by its phase velocity, amplitude and polariza-
tion. It is known from elementary elasticity theory (16) that
a purely longitudinal (or transverse) wave impinging on an
interface between two different elastic media is transformed
in waves with mixed polarization. Acoustic waves with mixed
polarization have been observed by both Inelastic X-ray and
Neutron Scattering (IXS, INS) techniques (17–20) as well as
by MD simulations (21–23) in several amorphous solids and
liquids in the first pseudo-Brillouin zone, typically at wavevec-
tors equal to 4− 5 nm−1. This latter phenomenon, however,
has never been related to Rayleigh anomalies and quantita-
tively described as a phenomenon also originating from the
disordered nature of the medium. The authors believe that a
coherent, full-blown, experimentally verifiable, mathematical
description of all the phenomena arising from the elastic het-
erogeneous structure of an amorphous solid and affecting its
acoustic excitations finally could trace the way towards the
understanding of how microscopic disorder can be exhaustively
described and how it can affects macroscopic properties in
glasses. A stochastic approach developed in the framework of
the Random Media Theory (RMT) (24), or Heterogeneous-
Elasticity Theory (HET) (3–5) if one refers to the case of
elastic constants inhomogeneity, would permit to reach this
goal. However, the impossibility to solve of the Dyson equa-
tion, which describes the ensemble averaged elastodynamic
response of the system to an impulsive force, leads to the
introduction of scale-dependent approximations (4, 5, 24–27),
thus hindering the unified description of these phenomena
in turn occurring on different length scales. The Rayleigh
anomalies appear at values of wavelength, λ, of elastic excita-
tions lower than the average radius of inhomogeneity domains,
a, whereas the coupling between longitudinal and transverse
excitations (depolarization) is maximum when λ becomes com-
parable to a (28). On the other hand, the parameters of the
theory, such as the average size of heterogeneity domains or
the strength of spatial fluctuations, only in rare cases can be a
priori determined by experiments (3–5, 24). They are usually
chosen as ad hoc parameters to permit a correct description
of the phenomena one aims to explain. This could give rise
to tautologies. The goal of the present study is the building
of a theoretical framework, able to make quantitative and
verifiable predictions and allowing a unified description of the
phenomena so far addressed. Within this aim we developed in
the framework of the RMT, a simple enough, mathematically
tractable approximation. It allows for a complete description
of a real system, the ionic glass 1-Octyl-3-methylimidazolium
chloride ([C8MIM]Cl), whose heterogeneous structure can be
well assessed and experimentally characterized. Furthermore,
the acoustic dynamics of this system has been characterized
by IXS with a detail never offered so far in the whole pseudo-
Brillouin zone of a glass. Because of the analytical approach, a
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Fig. 1. Panels I.-IV. IXS spectra of 1-Octyl-3-methylimidazolium chloride ionic glass at
T = 176K for selectedQ-values (black circles with error bars) together with best-fit
curve obtained by using the single-DHO model (full red line). The inelastic component
of the fitting model (DHO function) is shown as full black line. Panels V.-VI. Detail of a
representative IXS spectrum at fixed Q in the high-Q region, Q > 5 nm−1, (black
circles with error bars), best fit curve (full red line) and inelastic contribution (full black
line) obtained by using the single-DHO model (Panel V.) and the two-DHO model
(Panel VI.). Fit residuals (open black circles) are shown in the resepctive bottom
panels.
certain level of generality of the proposed model is guaranteed.
It can be thought as a starting point for describing acoustic
dynamics in different kind of glasses, composites, ceramics,
geophysical systems, or propagation of different kind of waves
in disordered media.
Results
Experimental characterization of longitudinal acoustic waves
in 1-Octyl-3-methylimidazolium chloride ionic glass. We re-
port the experimental characterization of longitudinal dynam-
ics and Vibrational Density of States (VDOS) of [C8MIM]Cl
at T = 176 K (Tg = 214 K) obtained respectively by IXS
and INS. Fig. 1 Panels I-IV shows IXS spectra for selected
wavevector (Q)-values ∗. The measured signal reproduces the
longitudinal dynamical structure factor, SL(Q,E). E = ~ω is
∗ In the present text capitalQ states for wavevectors experimentally determined (thus affected by un-
determinancy), non-capital q states for a wavevevector introduced inside the theory. If experimental
and theoretical outputs are put in contrast, this latter notation will be preferred.
2To whom correspondence should be addressed. E-mail: izzo@dis.uniroma1.it
Fig. 2. Panel I. Broadening (Γ) as a function of Q, obtained by fitting with the single-
DHO model in the ’low-Q’ region (open circle), single-DHO function in the ’high-Q’
region (black circles) and two-DHO model in the ’high-Q’ region (blue and green
circles for high- and low-frequency features respectively). Blue and dashed lines show
Q2 trend, black line shows Q4 trend. Panel II. Reduced VDOS, g(E)/E2, obtained
by INS measurements. Panel III. Characteristic energy (Ω) of the inelastic excitations.
The lines describe the bending of the acoustic dispersion curve on approaching
the edge of first pseudo-Brillouin zone, reproduced by using a sinusoidal function,
Ω = (c~)Q piQ0 sin(
Qpi
Q0
) (29). The parameters c and Q0 are fixed to values that
better reproduce the experimentally observed trend obtained by single-DHO model
(dashed line) and two-DHO model fitting (blue and black line). The measured S(Q)
is shown.
the exchanged energy between the probe and the sample, ~ is
the Planck constant, ω is the exchanged frequency. SL(Q,E)
is modeled in turn with a sum of a delta function for the
elastic component and a damped harmonic oscillator (DHO)
function for the inelastic component. Such a protocol pro-
vides the characteristic energy and broadening (attenuation)
of the inelastic excitation, respectively Ω and Γ. In the high-
wavevectors region (Q > 5 nm−1) an additional feature on
the inelastic component is observed. Similar features were so
far observed in several glasses, see e.g. Refs. (17–19), and
commonly related to ’projection’ of transverse into longitu-
dinal dynamics. To account for the presence of the extra
feature, two DHO contributions can be inserted in the fitting
model (see Fig. 1 Panel VI ). Within the aim to enforce the
reliability of the comparison with theoretical outcomes, these
latter will be compared with experimental results obtained
both by using in the fitting model a single-DHO function in
the whole explored Q-range or by using two DHO-functions
in the high-Q region. Experimentally determined Ω and Γ
are displayed in Fig. 2 Panels I and III. The figure, further-
more, shows the measured VDOS normalized to the square
of the exchanged energy, g(E)/E2, (Panel II ) and the static
structure factor, S(Q), measured by X-ray scattering (Panel
III ). The reduced VDOS presents (i) a peak around 2 meV ,
referred to be the Boson Peak (BP) (30); (ii) a broad feature
at higher frequencies, in the region between 7 and 12 meV ,
related to librational modes of the imidazolium ring (30) -
referred hereafter as Intemolecular Vibrational Modes (IVMs).
The static structure factor shows - as it is the case for most
ionic liquids (ILs) - a First Sharp Diffraction Peak (FSDP) at
2
QFSDP = 2.8 nm−1. It is related to nanoscale segregation of
the cations alkyl chains (31, 32), which in turn results in a
local structure formed by an alternation of polar and nonpo-
lar domains (33). The characteristic length scale defined by
the FSDP, 2pi/QFSDP , gives thus a rough estimation of the
diameter of nonpolar domains (31), i.e. 2a ∼ 2pi/QFSDP (see
Fig. 4). Since, furthermore, intermolecular forces acting in
polar and apolar regions are of different nature, it is possible
to assume that (i) to the heterogeneous local structure corre-
sponds an elastic heterogeneous structure (23); (ii) the elastic
constants difference between the two kind of domains is quite
large. The information that we can extract from inspection
of Fig. 2 are in summary: (i) the existence of a crossover in
the Γ trend at Qc = 4.8nm−1; (ii) a related kink at Qc in
the Ω dispersion; (iii) for Q > Qc the existence of two inelas-
tic features in SL(Q,E). The crossover in the Γ trend has
been observed in several other glasses, see e.g. Refs. (13, 15).
It usually falls at frequency in the region of the BP, i.e. at
slightly lower frequency than in the present case. A power law
of 4-th and 2-th order can describe the experimental trend
of Γ for Q respectively lower or highr than Qc. We observe
that Qc ∼ 2QFSDP ∼ 2pi/a, i.e. the crossover appears at
wavevectors related to the typical size of elastic heterogeneity
domains. We notice, on the other hand, that Qc correspond
as well to the energy cross point between longitudinal acoustic
mode dispersion and the energy position of the barycenter of
the broad high-frequency feature in VDOS at ∼ 9 meV related
to IVMs (see Fig. 2). The possible coupling between acoustic
waves and IVMs is discussed in Supporting Information.
Random Media Theory in the Generalized Born Approxima-
tion. The dynamic structure factor is related to the aver-
age Green propagator, < G(q, ω) >, via the relationship
S(q, ω) ∝ q2
ω
Im{< G(q, ω) >}. The brackets < > denotes
ensemble average. In the RMT the disorder of the system
is described by introducing in the Helmotz equation spatial
fluctuations of density or elastic tensor. We here account
for only fluctuations of the elastic tensor, C(r), where r is
the spatial coordinate. Purpose of the RMT is to obtain the
average Green dyadic, < G(q, ω) >, solution of the Dyson
equation (24),
< G(q, ω) >= [G0(q, ω)−1 − Σ(q, ω)]−1. [1]
where G0(q, ω) is the bare Green’s dyadic describing the ‘bare’
system in the absence of spatial fluctuations. All the infor-
mation about the system’s inhomogeneity are embedded in
the so-called self-energy or mass-operator, Σ(q, ω). A formal
expression of the self-energy can be given trough a Neumann-
Liouville series (24). Under the hypothesis of statistical homo-
geneity, its truncation to lowest non-zero order leads to the
so-called Bourret (24–26, 28) or Born approximation (4, 5),
ΣBβj(q, ω) = Lˆ1βγjkG0γk(q, ω) =
=
∫
d3sqαqlsδsiR˜αβγδijkl(q− s)G0γk(s, ω), [2]
where summation over repeated indeces is assumed, s is a
wavevector and the integral extends to <3. The function
R˜αβγδijkl(q) is the Fourier transform of the covariance of
the elastic tensor fluctuations, Rαβγδijkl(r = r1 − r2) =<
δCαβγδ(r1)δCijkl(r2) >. Thus, the self-energy in the Fourier
space can be written as a convolution between the bare Green’s
dyadic and the Fourier transform of the covariance of the
elastic tensor fluctuations. It is possible to show that the
Bourret approximation holds for small fluctuations intensity,
wavevectors and frequencies (25). The so-called Self-consistent
Born Approximation (SCBA) (3, 5) or Kraichnan model (27)
is a generalization of the Bourret (Born) approximation, which
states
Σβj(q, ω) = Lˆ1γjkl < Gγk(q, ω) > . [3]
Eq. 3 together with Eq. 1 corresponds to successive self-
consistent approximations for Σ(q, ω) and < G(q, ω) >. At
the zero-th step it is < G(q, ω) >= G0(q, ω). The first-
step of the iteration procedure thus corresponds to the Born
approximation. The SCBA holds under the hypothesis of
small fluctuations (3, 5) but it is not affected by the limitation
in frequencies and wavevectors of the Born approximation.
Analytical solutions of the self-consistent set of equations (Eqs.
1 and 3) while preserving their wavevector-dependence involves
computational drawbacks, thus approximations or numerical
approaches are required. Analytical expressions have been
obtained in Rayleigh Region (RR) by assuming q = 0 in
the expression of Σ(q, ω) at each step of the self-consistent
procedure (SCBARR) (3, 7, 11), allowing a description of the
Rayleigh anomalies (7, 11). Outcomes from this procedure are
discussed in Supporting Information.
We propose a novel approximate method for the calculation
of Σ(q, ω). It introduces corrective terms to the Born approxi-
mation in the framework of the SCBA. We will thus refer to it
as to a Generalized Born Approximation. We report here the
final expression for Σ(q, ω), whereas we outline the passages
which leads to it in Sec. Method. Under the hypothesis of local
isotropy †, we introduce the orthonormal vector base defined
by the direction of wave propagation and the two orthogonal
directions (26). On this basis all the ‘bare’ and average Green
dyadics and the self-energy are diagonal. We introduce their
longitudinal and transverse components, respectively gL(T ),
g0L(T ), ΣL(T ). These latter, in turn, contain two terms ac-
counting for the coupling with longitudinal and transverse
dynamics respectively, i.e. ΣL(T ) = ΣLL(TT ) + ΣLT (TL). In
the Generalized Born Approximation we find
Σj(q, ω) ' ·Lˆ1jk 1c˜k2
{ 1
q˜20k−q2
+ 1(q˜20k−q2)2
2
c˜2
k
q2∆Σ˜1k(0, ω)
}
.[4]
where ∆Σ˜1k(q, ω) = Σ˜1k(q, ω)− Σ˜1k(q = 0, ω = 0), Σ˜1k(q, ω) =
Lˆ′1kαG
0
α(q, ω), Lˆ1 = 2q2Lˆ
′
1, q˜0l = ωc˜k , c˜k = [(c
0
k)2 + 2Σ˜1k(q =
0, ω = 0)]1/2 is the macroscopic velocity of the (first step) per-
turbed medium, c0k is the phase velocity of the ‘bare’ medium
along a given direction (longitudinal or transverse), 2 is the
square of the intensity of spatial fluctuations per density. The
suffix 1 marks a quantity calculated to the first step of the
self-consistent procedure. Generalizations of the Born approx-
imation have attracted interest in several fields of physics
(34, 35). The validity of the present approximation can be
demonstrated up to wavelengths of the order of the average
†Pure transverse modes do not contribute to the measured IXS signal in the first Brillouin zone. In
solids with local anisotropy quasi-longitudinal or quasi-transverse modes (i.e. modes composed
by different polarizations with a dominant polarization component) exist in the mesoscopic region.
They can contribute to the measured IXS signal giving rise to the shoulder at a frequency near
the one characteristic of the transverse excitation. It is possible, in the frame of RMT, to account
both for local and statistical anisotropy (A. J. Turner, ’Elastic wave propagation and scattering in
heterogeneous, anisotropic media: Textured polycrystalline materials’, J. Acoust. Soc. Am. 106,
541 (1999)). We neglected such effects because our aim is to point out that, even in a isotropic
medium, the disorder can generate the mixing of polarizations.
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Fig. 3. Panel I. Projection on (q, E) plane of the currentCL(q, E) ∝ E2q2 SL(q, E)
with its maximum value normalized to one, obtained by the Generalized Born Approx-
imation and with frequency normalization to account for the bending related to the
edge of the first pseudo-Brillouin zone. Black, blue and green triangles represent Ω
obtained respectively by the single-DHO model and by the two-DHO model (high- and
low-frequency excitations). Panel II. Corresponding SL(q, E). Panel II. Example of
calculated CL(q, E) (black line) and CT (q, E) (red line) in the ’low-q’ region and
best-fit curves (dashed lines) obtained by the single-DHO model. Panel VII. Example
of calculated CL(q, E) (black line) and CT (q, E) (red line) in the ’high-q’ region
and best-fit curves obtained with the single-DHO model (dashed curves).
size of heterogeneity domains (36). We consider only spa-
tial fluctuations of shear modulus in agreement with previous
literature studies (3, 7). The introduction of fluctuations of
the Lamé parameter (26, 28) is discussed in Supporting Infor-
mation. We consider, furthermore, the simplest form of the
shear modulus fluctuations correlation function, in real space
an exponentially decaying function with correlation length
a. The input parameters of the theory are a, whose value in
the present case can be fixed by the a priori (experimental)
knowledge of the local structure a = pi
QFSDP
, 2 and c0L(T ).
It has been shown that the short-range structure of glasses
preserves residual order that characterizes the long-range struc-
ture of crystals (8, 9) with the consequent occurrence of the
pseudo-Brillouin zone and the related bending of the acoustic
waves dispersion. We empirically superimpose it to acoustic
waves dispersions calculated in the framework of the RMT
(see Fig. 3) by a suitable normalization of the frequency of
G0(q, ω) in Eq. 1 as described in Sec. Method.
Discussion
The main insights which can be gained from our theoretical
approach are enclosed in Figs. 3 and 4 and outlined in the
following. (1) In the Rayleigh region (qa < 1) the dynamic
structure factor is characterized by one only inelastic excita-
tion (Fig. 3 Panel III ). Its characteristic phase velocity and
attenuation show respectively the softening and the crossover
in the q trend, as it is possible to infer from Fig. 4 Pan-
els I and III, low q points. (2) In the region qa ≈ 1 the
dynamic structure factor presents features, which cannot be
accounted for by a scalar model or by SCBARR. It is observed
in SL(q, ω) a shoulder at a frequency close to the character-
istic frequency of the transverse excitation (Fig. 3 Panels II
and IV ). This originates from the mixing of transverse and
longitudinal dynamics. The endorsement comes from the fact
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Fig. 4. Panel I. Phase velocity of inelastic excitations observed in experimental
(circles with error bars) and calculated (stars) SL(q, E), obtained by the generalized
Born approximation. Panel II. Ratio of intensities of the DHO functions modeling the
two high-q excitations. Panel III. Broadening of inelastic excitations. textitPanel IV.
Experimental (black lines) and calculated (red stars) g(E)/E2. Panel V. Measured
S(Q) compared with the shear modulus fluctuations correlation function, Rµµ(Q).
Thin black line shows Lorentzian function modeling the main peak of S(Q), used to
determine the first pseudo-Brillouin zone edge distribution function (see Sec. Method
for details). The input parameters of the theory are c0L = 2.29, c
0
T /c
0
L = 0.53,
which is a typical value for glasses (38), ˜2 = 2
µ2
= 0.4 (µ is the average shear
modulus) and a/2pi = 0.15. The figure on the bottom is a pictorial representation
of the spatial configuration of the 1-octyl-methylimadozolium chloride glass at the
nanometric scale in non-polar domains.
that the shoulder disappears when the transverse contribution
(ΣLT (q, ω)) is removed from the longitudinal self-consistent
energy. Furthermore, depending on the disorder parameter
and transverse to longitudinal phase velocity ratio, a hump
in the wavevector trend (the stronger as the bigger it is the
former and the smaller the latter) is observed. It can be seen
as a prolongation of the q4 behavior observed in the Rayleigh
regime. The hump corresponds to a rapid increase of the
phase velocity and has been reported in theoretical charac-
terization of elastic waves in polycrystalline aggregates (28).
This latter fact emphasizes how in the case of longitudinal
acoustic dynamics the coupling of polarizations contributes to
the attenuation increase observed at the edge of the Rayleigh
region (qa ≈ 1). A scalar model thus can underestimate the
attenuation observed in this wavevectors region in real systems.
(3) In the high wavevectors region, qa > 1, the co-existence of
two excitations can be observed (10, 28, 37).
This general picture is coherent with the experimen-
tal characterization of real systems found in the literature
(11, 13, 17, 18). The contrast between theoretical and ex-
perimental results obtained for the [C8MIM ]Cl glass shows
an excellent agreement in the whole measured wavevectors
4
IV. 
Fig. 5. Characteristic features of transverse dynamics obtained by using the gen-
eralized Born approximation. Panel I. piΓ (open circles) and phase velocity (stars
with line) of the low-frequency inelastic excitation. Red (dashed) line shows q4 (q2)
trend. Panel II. Reduced VDOS, g(E)/E2. Panel III. Phase velocities of the two
inelastic excitations observed in the calculated ST (k, ω). Panel IV. Projection on
(q, E) plane of CT (q, E) with frequency normalization to account for the bending
related to the edge of first pseudo-Brillouin zone.
range, as attested in Fig. 4 Panels I-IV. In particular the
following experimental features are quantitatively reproduced
by the theory: (i) the Rayleigh anomalies; (ii) the increase of
attenuation and phase velocity beyond the Rayleigh region
(i.e. at frequencies higher than BP), which can be attributed
to the strong coupling between transverse and longitudinal
dynamics (see point (2)), in turn related to the strong intensity
of elastic fluctuations; (ii) the presence of the low-frequency
shoulder in SL(Q,E), related to the mixing of longitudinal
and transverse polarization; (iii) the position of the BP. Such a
quantitative agreement cannot be achieved by using the Born
approximation. In Fig. 5 we report the features of transverse
dynamics obtained for the same input parameters of the lon-
gitudinal dynamics. In the low-wavevectors region we observe
a single excitation, showing: i) a crossover in the q-trend of
the attenuation at frequency where the BP shows up; ii) a
softening of the phase velocity in the Reileigh regime; iii) the
Ioffe-Regel crossover at wavevector and frequency point where
piΓ becomes larger than Ω, occurring near the BP-frequency.
At higher wavevector a high-frequency shoulder appears in
the calculated dynamic structure factors. This is not entirely
related to the mixing of polarizations. It is indeed partially
preserved when the term ΣTL is fixed to zero. These results
are in qualitative agreement with results from simulations in
glasses (7, 14) or liquids at high-wavevectors (22, 23).
Our results shows that the mixing of polarization can be
generated by disorder. Beyond Rayleigh anomalies an ap-
proximate solution of the Dyson equation can quantitatively
account also for this latter phenomenon.
Materials and Methods
The Inelastic X-ray and Neutron Scattering experiments.. The IXS
experiment was carried out at the ID28 beamline of ESRF. The
data were collected in the Q-range [1 − 15] nm−1 with a (quite
small) Q-step of about 0.4 nm−1. The experiment was performed
at 23.725 keV, using the silicon (12, 12, 12) reflection providing an
overall energy resolution of about 1.4 meV (FWHM), which was
determined from a plexiglass slab at T=10 K. The Q-resolution was
set to 0.18 nm−1 for the first Q points (i.e. 1.0 nm−1, 1.4 nm−1,
1.8 nm−1) and fixed to 0.37 nm−1 for the remaining Q’s. The
energy spectra were collected in the −30 to 30 meV E-range. The
sample cell was an Al tube of 5 mm length capped with two oriented
monocrystal diamond windows (0.5 mm thick). The [C8MIM]Cl
sample was loaded in the sample cell in an Ar-filled glove box
to avoid water contamination. A cryostat was used to cool the
sample to T = 176.4 K, down to the glassy state (Tg = 214 K).
The background contribution from the sample environment was
measured in the same experimental configuration as the sample and
subtracted from the data after normalization for the [C8MIM]Cl
X-ray absorption coefficient. The IXS signal reproduce SL(Q,E)
via the expression, I(Q,E) = A(Q)E n(E)+1
kBT
SL(Q,E), where n(E)
is the Bose factor and A(Q) is an overall intensity factor. I(Q,E)
is convoluted with experimental energy resolution function prior to
comparison with data. The SL(q, ω) has been modeled with the
expression SL(Q,E) =
∑
n=1,2
I
DHO(n)Γ
(n)(Ω(n))2
((Ω(n))2−E2)2+E2(Γ(n))2 + I0δ(E).
The INS experiment was performed with the MARI instrument
at the ISIS spallation neutron source. The sample was loaded in
an Al made cylindrical annular can with a thickness corresponding
to sample transmission of 90%. It was cooled down to T = 176.4
K by using a cryostat. The incident neutron energy was 15 meV .
The empty cell contribution was measured and subtracted from
the data after normalization for the sample neutron absorption
coefficient. In order to remove the Q-dependence of the measured
data, they were integrated over Q in the largest range available
from the experimental configuration, i.e. 20 < Q < 40 nm−1.
From the integrated measured signal, IINS(E), we obtain g(E)E2 =
A
IINS(E)
[n(E)+1]E , being A an intensity constant.
The Generalized Born Approximation and analysis of theoretical
outputs. The bare Green propagator can be formally written
as G0k(q, ω) = limη→0+
1
(ω+iη)2−(ckq)2 = p.v.
{
1
ω2−(ckq)2
}
−
ipisgn(ω)δ(ω2 − (ckq)2), where η is a positive real variable, the
symbol p.v. states for the Cauchy principal value and sgn is the sign
function. The self-consistent set of equations defining < G(q, ω) >
and Σ(q, ω), Eqs. 1 and 3, is equivalent to a continued-fraction
representation, e.g. Σj(q, ω) =
= limη→0+ Lˆ1jk
{
1
ω2η−(clq)2−Lˆ1kα
{
1
ω2η−(cαq)2−Lˆ1kα{...}
}}, [5]
The complex variable ωη is equal to ω + iη. In the following, for
sake of clarity, it will be shortly marked as ω and the limit operation
will be only implicitly assumed. By relying on Eq. 5 we find an
approximate expression for Σj(q, ω) by including corrective terms
to the Born approximation, which constitues the first step of the
SCBA. To this end the continued fraction representation is truncated
to the second order, Σj(q, ω) = Lˆ1jk 1c˜2
k
{ 1
q˜20k−q2−
2
c˜2
k
q2∆Σ˜1
k
(q,ω)
}.
The expression in curly bracket, < Gk(q, ω) >1, is then formally
expanded in Taylor series with respect to 
2
c˜2
k
q2∆Σ˜k(q, ω) in a
bounded domain of the wavevector-frequency plane, (0, ωMax) ×
(0, qMax). In this domain the power series
∑∞
n=0
[ 
2
c˜2
k
q2∆Σ˜1
k
(q,ω)]n
[q˜20k−q2]n+1
converges almost everywhere (a.e.) to < Gk(q, ω) >1 (36). By
grounding on this result, it can be demonstrated that the second-
step self-energy, i.e. Lˆ1jk < Gk(q, ω) >1, can be approximated
by the series
∑∞
n=0 Lˆ1jk{
[ 
2
c˜2
k
q2∆Σ˜1∗
k
(q,ω)]n
[q˜20k−q2]n+1
} within a negligeable
error (36) for frequencies inside and wavevectors well inside such a
domain. It is ∆Σ˜1∗k (q, ω) = ∆Σ˜1k(q, ω)θ(q − qMax), where θ(q) is
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the Heaviside function. For those wavevectors and frequencies, the
iterative sequence, Eq. 5, is convergent (36). This ensures that the
truncation to the second step of the iteration procedure provides
an approximate expression for the self-consistently defined mass
operator. We truncate the Taylor series to the first order, obtaining
Σj(q, ω) ' Lˆ1jk
{
1
q˜20k−q2
+ 1(q˜20k−q2)2
2
c˜2
k
q2∆Σ˜1∗k (q, ω)
}
. [6]
Assuming ∆Σ˜1∗(q, ω) ≈ ∆Σ˜1(0, ω) up to values of wavevector
relevant to our interest, q = O(a−1), does not significatively enlarge
the error done in the approximation described in Eq. A1, while
facilitating the analytical calculation (36). Specifcs of calculations
are reported in Supporting Information.
Characteristic frequencies, broadenings and intensities are de-
rived from the calculated SL(T )(q, ω) by following a so-called spec-
tral function approach (10, 28), i.e by fitting the calculated spectra
with one or two DHO functions as done for the experimental data.
From the calculated SL(T )(q, ω) the VDOS is obtained through the
expression: g(E)
E2 =
2
piq3
D
∫ qD
0 dq[SL(q, ω) + 2ST (q, ω)], where qD is
the Debye wavevector (we assume qD = Q0). The value of the edge
of the pseudo-Brillouin zone, Q0 = 17.9 nm−1, is experimentally
determined trough the longitudinal acoustic dynamics dispersion.
In Eq. 1 the frequency of the bare Green dyadic G0k(q, ω) is
normalized via the expression ω˜ = ω[Q0
qpi
·sin( pi
Q0
)]−1 to account for
the bending of acoustic dispersion related to the occurrence of the
pseudo-Brillouin zone (29). The possible broadening of the acoustic
excitations due to the existence of a distribution of nearest-neighbor
values is taken under account, similarly to what is done in Ref. (9).
Detailed procedure is specified in Supporting Information.
ACKNOWLEDGMENTS. The authors acknoweldge W. Schirma-
cher and G. Pastore for useful discussions. J. Dyre. is acknowledged
for encouraging discussions. M. Krish and A. Bossak are acknowl-
edged for support during the measurements at the ID28 beamline
(ESRF), J. Taylor and R. Stuart during the measurements at MARI
(ISIS).
Appendix A
Expressions of the longitudinal and transverse self-energies in the
Generalized Born Approximation. We derive the expressions of the
longitudinal and transverse dynamic structure factors in the Gener-
alized Born Approximation, by exploiting Eq. 4 in the main text.
We re- write it here for sake of clarity,
Σj(q, ω) ' limη→0+ Lˆ1jk
{
1
(q˜0k+iη˜)2−q2 +
1
((q˜0k+iη˜)2−q2)2 ·
· 2
c˜2
k
q2∆Σ˜1∗k (0, ω + iη)
}
, [A1]
where η and η˜ are related to each other by the relationship η˜ = η
c˜k
.
We recall that Lˆ1 = 2q2Lˆ
′
1, ∆Σ˜1k(q, ω) = Σ˜1k(q, ω)−Σ˜1k(q = 0, ω =
0), Σ˜1k(q, ω) = Lˆ′1G0(q, ω), q˜0k =
ω
c˜k
and c˜k = (c2k + 
2Σ˜1k(q =
0, ω = 0))1/2 is the macroscopic velocity of the (first step) perturbed
medium. Under the hypothesis of local isotropy, the elastic tensor,
Cijkl(r), vary in the space by following the expressions
Cijkl(r) = Cijkl(1 + δC˜ijkl(r)) =
= λ(1 + δλ˜(r))δijδkl + µ(1 + δµ˜(r))(δikδjl + δilδjk), [A2]
where µ and λ are the shear modulus and Lamé parameter of the
bare medium and δρ˜ = δρ
ρ
, δλ˜ = δλ
λ
, δµ˜ = δµ
µ
. The operator Lˆ1 in
the Fourier space is defined as
ΣBβj(q, ω) = Lˆ1βγjkG0γk(q, ω) =
=
∫
d3sqαqlsδsiR˜αβγδijkl(q− s)G0γk(s, ω), [A3]
s is a wavevector and the integral extends to <3. The func-
tion R˜αβγδijkl(q) is the Fourier transform of the covariance
of the elastic tensor fluctuations, Rαβγδijkl(r = r1 − r2) =<
δCαβγδ(r1)δCijkl(r2) >. We consider only fluctuations of the
shear modulus. The introduction of spatial fluctuations of the Lamé
parameter is discussed in the following. By assuming that in the
real space the correlation function of the shear modulus fluctuations
is an exponential decay function, in the Fourier space it is
Rµµ(q) = 2
1
pi2
q2a−1
(q2 + a−2)2
, [A4]
where q = |q| and
∫
d3qR˜µµ(q) = 1.
The bare Green’s dyadic, ensemble average Green’s dyadic and
self-energy in the orthonormal basis defined by the direction of wave
propagation, qˆ, and the two orthogonal ones, can be written as
G0(q, ω) = g0L(q, ω)qˆqˆ + g0T (q, ω)(I − qˆqˆ);
Σ(q, ω) = ΣL(q, ω)qˆqˆ + ΣT (q, ω)(I − qˆqˆ);
< G(q, ω) >=< gL(q, ω) > qˆqˆ+ < gT (q, ω) > (I − qˆqˆ).
[A5]
The bare Green’s functions are g0
L(T )(q, ω) =
limη→0+
1
(ω+iη)2−c2
L(T )q
2 . The longitudinal and transverse
average wave speeds are defined respectively by the relations:
ρ(c0L)
2 = λ+ 2µ, ρc2T = µ. As it follows from the properties of the
inverse tensor, it is
< gL(T )(q, ω) >=
1
g0
L(T )(q, ω)−1 − ΣL(T )(q, ω)
. [A6]
The longitudinal and transverse self-energies are
ΣL(q, ω) = ΣLL(q, ω) + ΣLT (q, ω);
ΣL(q, ω) = ΣLL(q, ω) + ΣLT (q, ω). [A7]
Each partial term of the self-energies, ΣLL(LT ) and ΣTT (TL) in
the Generalized Born Approximation is composed of two terms,
ΣLL(TT )(q, ω) = Σ
(0)
LL(TT )(q, ω) + Σ
(1)
LL(TT )(q, ω),
ΣLT (TL)(q, ω) = Σ
(0)
LT (TL)(q, ω) + Σ
(1)
LT (TL)(q, ω).
We outline in the following the respective expressions for each
polarizations coupling,
Σ(0)LL(q, ω) = limη→0+
∫
qˆqˆsˆsˆd3sR˜µµ(q− s) ·
· 1
c˜2
L
1
(q˜0L+iη˜)2−q2 ; [A8]
Σ(1)LL(q, ω) = limη→0+
∫
qˆqˆsˆsˆd3sR˜µµ(q− s) ·
· 1
c˜2
L
2
c˜2
L
s2∆Σ˜1L(0,ω+iη)
[(q˜0L+iη˜)2−q2]2 ; [A9]
Σ(0)LT (q, ω) = limη→0+
∫
qˆqˆ(I− sˆsˆ)d3sR˜µµ(q− s) ·
· 1
c˜2
T
1
(q˜0T+iη˜)2−q2 ; [A10]
Σ(1)LT (q, ω) = limη→0+
∫
qˆqˆ(I− sˆsˆ)d3sR˜µµ(q− s) ·
· 1
c˜2
T
2
c˜2
T
s2∆Σ˜1T (0,ω+iη)
[(q˜0T+iη˜)2−q2]2 ; [A11]
Σ(0)TT (q, ω) = limη→0+
1
2
∫
(I− qˆqˆ)(I− sˆsˆ)d3sR˜µµ(q− s) ·
· 1
c˜2
T
1
(q˜0T+iη˜)2−q2 ; [A12]
Σ(1)TT (q, ω) = limη→0+
1
2
∫
(I− qˆqˆ)(I− sˆsˆ)d3sR˜µµ(q− s) ·
· 1
c˜2
T
2
c˜2
T
s2∆Σ˜1T (0,ω+iη)
[(q˜0T+iη˜)2−q2]2 ; [A13]
Σ(0)TL(q, ω) = limη→0+
1
2
∫
(I− qˆqˆ)sˆsˆd3sR˜(q− s) ·
· 1
c˜2
L
1
(q˜0L+iη˜)2−q2 ; [A14]
Σ(1)TL(q, ω) = limη→0+
1
2
∫
(I− qˆqˆ)sˆsˆd3sR˜(q− s) ·
· 1
c˜2
L
2
c˜2
L
s2∆Σ˜1L(0,ω+iη)
[(q˜0L+iη˜)2−q2]2 . [A15]
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By using spherical coordinates in Eqs. A8-A15 , it is obtained
Σ(0)[(1)]LL (q, ω) = 2q2
∫ +1
−1 dx4x
4 1
c˜2
L
2
pi
a−1I(0)[(1)]L (q, ω, x), [A16]
Σ(0)[(1)]LT (q, ω) =
= 2q2
∫ +1
−1 dx4(1− x2)x2
1
c˜2
T
2
pi
a−1I(0)[(1)]T (q, ω, x), [A17]
Σ(0)[(1)]TT (q, ω) =
= 2q2
∫ +1
−1 dx(1− 3x2 + 4x4)
1
c˜2
T
1
pi
a−1I(0)[(1)]T (q, ω, x), [A18]
Σ(0)[(1)]TL (q, ω) =
= 2q2 ·
∫ +1
−1 dx4(1− x2)x2
1
c˜2
L
1
pi
a−1I(0)[(1)]L (q, ω, x), [A19]
where x = cos(θ) and θ is the qˆs angle ‡.I(n)
k
(q, ω, x), where
n = 0, 1, ..., is an integral which remains implicitely defined in the
previous equation. By exploiting the Sokhotski-Plemelj-Fox theo-
rem (39), integration by part and the Cauchy’s Residue Theorem
the integral I(n)
k
(q, ω, x) for a generic polarization k, is given by (36)
I
(n)
k
(q, ω, x) = limη→0+
∫ ∞
0
ds s2R˜µµ(q, s, x)
[s2 
2
c˜2
k
∆Σ˜1k(0, ω + ic˜η)]
n
((q˜0k + iη˜)2 − s2)n+1
= #
∫ ∞
0
ds s2R˜µµ(q, s, x)
[s2 
2
c˜2
k
∆Σ˜1k(0, ω)]
n
(q˜20k − s2)n+1
+
+(−1)n+1 ipi
n!
dn
dzn
{
z2R˜µµ(q, z)
[z2 
2
c˜2
k
∆Σ˜1k(0, ω)]
n
(q˜0k + z)n+1
}
|z=q˜0k . [A20]
The symbol # states for the Hadamard finite part integral
(equal to the Cauchy principal value when n = 0). The quan-
tities ∆Σ˜1
L(T )(q, ω) = Σ˜
1
L(T )(q, ω)− Σ˜1L(T )(0, 0), which appear in
the expressions of Σ(1)
LL(LT ) and Σ
(1)
TT (TL) are related to the first
step self-energies, coincident with the self-energies obtained trough
the Born approximation, as reported in the following,
Σ1L(q, ω) = 2q2Σ˜1L(q, ω) = 2q2[Σ˜1LL(q, ω) + Σ˜1LT (q, ω)] =
=
∫
qˆqˆR˜µµ(q− s)[g0L(s, ω)sˆsˆ+ g0T (s, ω)(I− sˆsˆ)]d3s; [A21]
Σ1T (q, ω) = 2q2Σ˜1T (q, ω) = 2q2[Σ˜1TT (q, ω) + Σ˜1TL(q, ω)] =
=
∫
(I− qˆqˆ)R˜µµ(q− s)[g0L(s, ω)sˆsˆ+ g0T (s, ω)(I − sˆsˆ)]d3s.[A22]
It can be calculated by exploiting the Sokhotski-Plamelj
theorem and the Cauchy’s residue theorem. We report in
the following as an example the expression for Σ˜1LL(q, ω),
Σ˜1LL(q, ω) = limη→0+
∫
qˆqˆsˆsˆd3sR˜µµ(q− s) 1(c0
L
)2
1
q0L+iη)2−q2 =
∫ 1
−1 dx 4x
4 1
c2
L
2a−1
∫∞
0 dq
(aq)4
(1+(aq)2+(as)2−2(as)(aq)x)2
1
q20L−q2
=
=
∫ 1
−1 dx4x
4 1
c2
L
2a−1i{ q
3
0L
(a−2+q2+q20L+2qq0Lx)
2 − 1a2(x,q)
(qx+ia(x,q))3
q20L−(qx+ia(x,q))2
· [3/2 + i qx
a(x,q) +
(qx+ia(x,q))2
q20L−(qx+ia(x,q))2
]}. [A23]
By comparing Eqs. A21 and A22 with Eqs. A8, A10, A12, A14
it is immediate to verify that Σ1 is equivalent to Σ(0) under the
transformation c˜L(T ) → cL(T ).
By using integration by parts, it follows that
#
∫ ∞
0
dss2R˜µµ(q, s, x)
[s2 
2
c˜2 ∆Σ˜
1(0, ω)]n
(q˜20 − s2)n+1
= p.v.
∫ ∞
0
ds
1
n!
(−1)n+1 1
(q˜0 − s)
dn
dqn
{
s2R˜µµ(q, s, x)
[s2 
2
c˜2 ∆Σ˜
1(0, ω)]n
(q˜0 + s)n+1
}
. [A24]
The Hadamard finite part integral exists because it exists the
Cauchy principal value of the integral on the right side of Eq.
A24, since it is possible to demonstrate (36) that the integrand
satisfy the Lipschitz property. The integral in Eq. A24 can be
calculated by exploiting the Residue Theorem because the function
z2R˜µµ(z, q, x)
[z2 
2
c˜2
∆Σ˜1(0,ω)]n
q˜0+z and its n-th order derivatives have
only non-essential singularities (36). Since we truncated the
Taylor series of < G(q, ω) >1 to the first order (see Sec. Method),
we only need to calculate I(0)
k
(q, ω, x) and I(1)
k
(q, ω, x). It is
‡The x-integration is performed numerically.
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I
(0)
k
(q, ω, x) = ipiRes(2)
I(0)
{qx+ ia(q, x)} − ipiRes(1)
I(0)
{q0k(ω)} = ipi{− 12
(qx+ia(q,x))3
q20k(ω)−(qx+ia(q,x))2
1
(a(q,x))2 [2−
qx+ia(q,x)
2ia(q,x) +
+ (qx+ia(q,x))
2
q20k(ω)−(qx+ia(q,x))2
] + q0k(ω)
3
2
1
(a−2+q2+q20k(ω)+2qq0k(ω)x)
2 }; [A25]
I
(1)
k
(q, ω, x) = ipiRes(2)
I(1)
{qx+ ia(q, x)} − ipiRes(2)
I(1)
{q0L(ω)} = ipi{− 14
(qx+ia(q,x))5
[q20k(ω)−(qx+ia(q,x))2]2
1
(a(q,x))2 [5−
qx
ia(q,x) +
+ 4(qx+ia(q,x))
2
q20k(ω)−(qx+ia(q,x))2
] + 14
q30k(ω)
(a−2+q20k(ω)+q
2+2qq0k(ω)x)2
[4q0k(ω)(q0k(ω) + qx) 1a−2+q20k(ω)+q2+2q0k(ω)qx
− 5]},
[A26]
with a(q, x) =
√
q2(1− x2) + a−2, Res(m)
I(n)
{p} is the residue of
the integrand of I(n) around the pole p of order m. The first term
in Eq. A25 is related to the Hadamard finite part integral in Eq.
A20 §, whereas the second term to the second term in Eq. A20.
Appendix B
Bending of acoustic wave dispersion and definition of the edge of
the pseudo-Brillouin zone It has been shown that the short-range
structure of glasses preserves residual order that characterizes the
long-range structure of crystals (8). The most evident consequence
is the occurrence in glasses of a pseudo-Brillouin zone whose ex-
tension depends on nearest-neighbour average distance. In the
present model, the occurrence of the pseudo-Brillouin zone with
the consequent bending of the acoustic waves dispersion is empiri-
cally accounted by superimposing it to longitudinal and transverse
acoustic dispersions calculated in the framework of HET. The value
of the edge of the first pseudo-Brillouin zone, Q0 = 17.9 nm−1,
is determined by the experimental longitudinal acoustic dynamics
dispersion. The frequency of the bare Green dyadic G0(q, ω) in the
Dyson equation is thus normalized, as specified in the main text,
i.e.
ω˜ = ω[Q0
qpi
· sin( pi
Q0
)]−1. [B1]
It is possible to introduce a distribution function for the values of
the pseudo-Brillouin edge related to the nearest-neighbor values dis-
tribution function. This latter can be empirically extrapolated from
the atomic-form-factors-weighted static structure factor measured
by X-ray Scattering, similarly to what is done in Ref. (9). The
main peak in S(Q) is first shaped by a Lorentz function centered in
Q = 17.9 nm−1, i.e. at the edge of the first pseudo-Brillouin zone
experimentally determined. The FWHM of the Lorentz function is
fixed such that the area of the main peak, i.e. the area of the static
structure factor in between 13 and 24 nm−1, is equal to the total
area of the Lorentz function, each function being normalized to
their respective maxima. By using the Lorentzian shaped nearest-
neighbor values distribution function and the dispersion relation
given in Eq. B1 the distribution function of the values of the pseudo-
Brillouin zone edge can be given in turn by a Lorentz function. At
each wavevector the calculated dynamic static structure factor is
convoluted with this latter Lorentz function, which accounts for
the spectral frequency broadening generated by the distribution
function of the values of the edge of the first pseudo-Brillouin zone.
Examples of the acoustic waves dispersion obtained by RMT
and including the bending related to the edge of the first pseudo-
Brillouin zone are shown in Fig. 3, Panels I and II of the main text.
Appendix C
Coupling of acoustic waves with intermolecular vibrational modes.
It is possible to introduce intermolecular vibrational modes (IVMs)
coupled to acoustic waves. The self-energy operator in this case
becomes Σ = ΣRMT + ΣIVM , where it is added to the self-energy
calculated by using the Random Media Theory in the General-
ized Born Approximation, ΣRMT , the term ΣIVM =
q2As
L(T )
ω2−ω20+iωΓs
§We also exploit the fact that the integrand function is even with respect to s, thus #
∫∞
0
ds ... =
1
2#
∫∞
−∞
ds ... .
((alias?)). The IVM’s self-energy is characterized by the character-
istic frequency (ω0), broadening (Γs) and the polarization dependent
coupling factor, As
L(T ). The coupling of IVM’s with acoustic waves
is treated to lowest order (5). The dynamic structure factor of IVM
(taking into account also its coupling with the acoustic modes) and
the relative contribution to reduced VDOS are respectively given
by
SIVM (q, ω) =
= q
2
ω
Im 1
ω2−ω20+iωΓs+
∑
{P} q
2As
P
<G(q,ω)>(RMT )
P
; [C1]
gIVM (E)
E2
= 3 2
piq3D
∫ qD
0
dqSIVM (q, ω), [C2]
where P = L, T1, T2 is the polarization (longitudinal and transverse
degenerate).
The high-frequency region of the measured VDOS can be de-
scribed only after the introduction of IVMs. Their occurrence
has been observed by Raman scattering (30). To cope with lit-
erature data we introduce two IVMs with respectively charac-
teristic frequency and attenuation ω10(ω20) = 7.2(10) meV and
Γ1s(Γ2s) = 4.0(3.8) meV . In Fig. 6 the results are compared with
experimental findings. By taking into account also for the presence
of IVMs it is possible to quantitatively reproduce the feature related
to measured SL(Q,E) in the first-pseudo Brillouin zone and, simul-
taneously, the VDOS in the whole measured energy range. The
presence of IVMs also influences the broadening of the longitudinal
and transverse current at frequencies higher than BP frequency, as
well as the position of BP in VDOS. It cannot, however, account for
the mixing of polarization, which can be instead described by the
RMT. We furthermore stress that taking under consideration only
the effect of the coupling of acoustic modes with IVMs (completely
neglecting the effect of the heterogeneous elastic structure on the
acoustic dynamics described in the framework of RMT) permits to
achieve a reliable description of the experimentally observed feature
in SL(Q,E) only at those frequencies of acoustic excitations near
the characteristic frequency of IVMs. By looking at Fig. 5 in the
main text, one can think that the broadening of the transverse
current could be underestimated in the present approximation at
high wavevectors. This can depend on the fact that we neglected
there a possible coupling with IVMs. Actually this latter effect, as
it is possible to deduce by the observation of Fig. 6, leads to larger
values of the transverse broadenings.
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Fig. 6. Characteristic features of longitudinal and transverse dynamics obtained by taking into account both the heterogeneous elastic structure of the medium by exploiting the
Generalized Born Approximation described in the text and the occurrence of IVMs. LONGITUDYNAL DYNAMICS. Panel I. Phase velocity of inelastic excitations observed in
experimental (circles with error bars) and calculated (stars) longitudinal dynamic structure factors. Panel II. Ratio of intensities of the DHO functions modeling the two high-q
excitations obtained from experimental (circles with error bars) and calculated (stars) longitudinal dynamic structure factors. Panel III. Broadening of inelastic excitations
observed in experimental (circles with error bars) and calculated (stars) longitudinal dynamic structure factors. Panel IV. Experimental (black lines) and calculated (red stars)
reduced VDOS, g(E)/E2. Full line shows the components of the reduced VDOS related to acoustic modes and the dashed lines to the two IVMs. TRANSVERSE DYNAMICS.
Panel a) Broadening, Γ, multiplied by pi (open circles) and characteristic frequency, Ω of the transverse low-frequency inelastic excitation obtained from the calculated
transverse dynamic structure factor. Panel b) Phase velocity of the two inelastic excitations observed in the calculated ST (q, ω).
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