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ABSTRACT
Swift monitoring of NGC 4151 with ∼6 hr sampling over a total of 69 days in early 2016 is used to construct light
curves covering five bands in the X-rays (0.3–50 keV) and six in the ultraviolet (UV)/optical (1900–5500 A˚). The three
hardest X-ray bands (>2.5 keV) are all strongly correlated with no measurable interband lag, while the two softer bands
show lower variability and weaker correlations. The UV/optical bands are significantly correlated with the X-rays,
lagging ∼3–4 days behind the hard X-rays. The variability within the UV/optical bands is also strongly correlated,
with the UV appearing to lead the optical by ∼0.5-1 day. This combination of &3 day lags between the X-rays and
UV and .1 day lags within the UV/optical appears to rule out the “lamp-post” reprocessing model in which a hot,
X-ray emitting corona directly illuminates the accretion disk, which then reprocesses the energy in the UV/optical.
Instead, these results appear consistent with the Gardner & Done picture in which two separate reprocessings occur:
first, emission from the corona illuminates an extreme-UV-emitting toroidal component that shields the disk from the
corona; this then heats the extreme-UV component, which illuminates the disk and drives its variability.
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1. INTRODUCTION
Although the quantity and quality of observational
data on active galactic nuclei (AGN) has vastly improved
over the past few decades, the standard model of the
physical structure of the central engine has remained
largely unchallenged. The fundamental picture of an
accretion disk surrounding a supermassive black hole
(SMBH) was first proposed by Lynden-Bell (1969). The
model of an optically thick, geometrically thin accretion
disk was first proposed by Shakura & Sunyaev (1973) in
the context of stellar-mass black holes. Galeev et al.
(1979) added magnetic reconnection in a corona above
the disk in order to explain the observed hard X-
ray emission from AGN. This predicts that the corona
can directly illuminate and heat the outer disk (e.g.,
Frank et al. 2002), leading to the so-called “lamp-post”
or “reprocessing” model. Note that in this paper the
use of the term “lamp-post” does not require that the
X-ray source must be a point source; instead, we only
require that it is small relative to the ultraviolet and op-
tical (UV/optical) emitting disk, extending above and
below the disk so that it directly illuminates the disk.
A clear prediction of this model is that flux varia-
tions in the X-ray emitting corona will be seen in the
UV/optical emission from the disk. Measurement of the
interband X-ray/UV temporal lag and smoothing can
then be used to estimate the size and structure of the
disk. This technique, known as reverberation mapping
(RM; Blandford & McKee 1982; Peterson 1993; Peterson
2014), has been used for decades in a different context
to constrain the size and physical characteristics of the
broad emission-line region (BLR; Peterson 1997). This
model predicts a clear relation between lag (τ) and wave-
length (λ) as the variations from the smaller, hotter in-
ner disk are expected to precede those from the larger,
cooler outer disk regions, scaling as τ ∝ λ4/3 (e.g.,
Cackett et al. 2007).
Application of RM to the corona/disk system has been
more difficult than to the BLR because the sizes (and
thus the lags) are much smaller (.1 day). Nonethe-
less, this “accretion disk RM” approach has been re-
peatedly attempted because of the potential large re-
ward: information on the size and structure of the cen-
tral engines of AGN that cannot be probed by any
other method except gravitational lensing in rare cases
(e.g., Morgan et al. 2010). Most early disk RM exper-
iments yielded inconclusive results. For instance, an
early campaign on NGC 4151 built around the Inter-
national Ultraviolet Explorer found a hint of the shorter-
wavelength UV leading longer wavelengths, though the
measured lag was not significantly different from zero
(Crenshaw et al. 1996; Edelson et al. 1996). Further ef-
forts to implement disk RM by correlating X-ray light
curves gathered with space-based observatories with op-
tical light curves typically from ground-based observa-
tories (e.g., Wanders et al. 1997; Collier et al. 1998;
Nandra et al. 1998; Collier et al. 1999; Collier et al.
2001; Suganuma et al. 2006; Are´valo et al. 2008;
Are´valo et al. 2009; Breedt et al. 2009; Breedt et al.
2010; Cameron et al. 2012; Gliozzi et al. 2013) have of-
ten yielded suggestions of interband lags in the expected
direction, but the results were never statistically sig-
nificant (> 3σ). Likewise, ground-based optical mon-
itoring also yielded indications that the shorter wave-
lengths led the longer wavelengths (e.g., Sergeev et al.
2005; Cackett et al. 2007), but again not at a statisti-
cally significant level.
Recent observations have been able to produce more
solid results by taking advantage of the unique capabili-
ties of the Swift satellite, in particular, its ability to sam-
ple at high cadence across the X-ray/UV/optical regime
needed to perform this experiment. Shappee et al.
(2014) and McHardy et al. (2014) find clear evidence of
the UV leading the optical in NGC 2617 and NGC 5548,
respectively. The clearest previous measurement of in-
terband lags was seen in a very large (∼300 observa-
tions) Swift/HST/ground-based campaign on NGC 5548
(Edelson et al. 2015; Fausnaugh et al. 2016). A recent
archival Swift survey by Buisson et al. (2016) reports
evidence that X-ray variations lead the UV in several
AGN, but also shows that detailed disk RM requires long-
duration, high-cadence campaigns with multi-filter Swift
UltraViolet/Optical Telescope (UVOT; Roming et al.
2005) data similar to what was done for NGC 5548.
This paper reports the results of intensive Swift moni-
toring of NGC 4151, with particularly detailed coverage
in the X-ray regime, allowing us to measure temporal
correlations and time lags between bands spanning an
unprecedented wavelength range out to 50 keV. These re-
sults contradict the standard reprocessing model because
the X-ray/UV lags are observed to be much longer than
those within the UV/optical. This indicates that the
arrangement of the emission components cannot be as
simple as an X-ray corona that directly illuminates and
drives a UV/optical-emitting accretion disk. Instead, the
interband lags are consistent with the picture proposed
by Gardner & Done (2017), which posits the existence
of an energetically important emission component that
peaks in the unobservable extreme-ultraviolet (EUV).
While the peak of this putative component in the EUV
cannot be directly observed, the “soft excess” seen in the
X-rays and the “big blue bump” seen in the UV/optical
could be interpreted as its high/low-frequency tails. The
observed interband lags appear to be consistent with such
an EUV component acting as an additional reprocessor
that is illuminated and heated by the X-ray corona and
then in turn illuminates and drives the variability in the
accretion disk.
This paper is organized as follows. Section 2 sum-
marizes the observations and data reduction, Section 3
presents the timing analysis, Section 4 discusses the chal-
lenges these results present for the standard reprocessing
model and how the addition of a EUV component may
solve these problems, and Section 5 gives some brief con-
cluding remarks.
2. OBSERVATIONS AND DATA REDUCTION
2.1. Target
The target of this experiment, the Seyfert 1.5 galaxy
NGC 4151 (redshift z = 0.00332, de Vaucouleurs et al.
1991; distance D ≈ 19 Mpc; Hoenig et al. 2014), is typ-
ically the brightest Seyfert 1 galaxy in the sky in the
X-ray/UV/optical wavelength range accessible to Swift.
For instance, the Swift Burst Alert Telescope (BAT)
catalog (Krimm et al. 2013) indicates that NGC 4151
is twice as bright in the 15–50 keV band as the next-
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brightest Type 1 AGN. NGC 4151 is one of the Seyfert 1
galaxies in the original identification paper on these ob-
jects (Seyfert 1943) and is often considered to be an
archetype of the class (Ulrich 2000). It is well known to
be strongly variable across the wavelength range acces-
sible to Swift (Edelson et al. 1996), making it an ideal
monitoring target.
The bolometric luminosity of NGC 4151 is Lbol ≈
5 × 1043 erg s−1 (Woo & Urry 2002). The central black
hole mass has been measured by RM to be MBH ≈
43.57+0.45
−0.37×10
7M⊙ (Bentz et al. 2006, updated with the
calibration of Grier et al. 2013), by gas dynamics to be
3.0+0.75
−2.2 × 10
7M⊙ (Hicks & Malkan 2008), and by stel-
lar dynamics to be (3.76± 1.11)× 107M⊙ (Onken et al.
2014). We adopt a value of MBH ∼ 4 × 10
7M⊙ in this
paper.
NGC 4151 has been particularly well-studied in the
X-rays. The soft X-rays are only weakly variable be-
cause that band is dominated by extended line emis-
sion (e.g., Zdziarski et al. 2002), but at higher energies
(above ∼2 keV) the flux is strongly variable and thought
to be coming from the corona. NuSTAR/Suzaku spec-
troscopy is consistent with reflection from the inner disk
in NGC 4151 (Keck et al. 2015). X-ray time lags also
show Fe Kα reverberation in this object that would re-
quire reflection from the inner disk (Zoghbi et al. 2012;
Cackett et al. 2014).
2.2. Observations
During 2016 February 20 through April 29, Swift ex-
ecuted an intensive monitoring campaign on NGC 4151
consisting of 319 separate visits of at least 120 s, an av-
erage of nearly 5 visits per day. These observations are
summarized in Table 1. Start and stop times for Swift
observations are originally recorded in Mission Elapsed
Time (seconds since the start of 2001) and corrected for
the drift of the on-board Swift clock and leap-seconds.
These times were converted to Modified Julian Date
(MJD), the standard for this observing campaign.
Swift observations with the UVOT were made in mode
0x037a, which allows for hardware windowing in the four
longest-wavelength bands. This was done because this
source is too bright to be observed in a standard, non-
windowed mode. Observations with the X-Ray Tele-
scope (XRT; Burrows et al. 2005) were made in Photon
Counting (PC) mode, except for the last seven, which
were made in Windowed Timing (WT) mode (Hill et al.
2004). The impacts of these observing modes on the data
quality and other details are discussed in the following
subsections.
These Swift observations were coordinated with inten-
sive monitoring with numerous ground-based telescopes
including the Las Cumbres Observatory Global Telescope
(LCOGT) network and the Liverpool Telescope at La
Palma. Those data will be presented in subsequent pa-
pers (K. Horne et al. in preparation; M. Goad et al. in
preparation).
2.3. UVOT Data Reduction
The UVOT data were taken in a six-filter, blue-
weighted mode in which the four longest-wavelength fil-
ters (uvw1, u, b, and v) are observed using 5′′× 5′′ hard-
ware windows. These reduce the frame time from 11 to
Table 1
Monitoring Information
(1) (2) (3) (4) (5) (6)
Central Wavelength/ Number Sampling Fvar
Band λ (A˚) Energy Range of Points Rate (day) (%)
BAT 0.45 15–50 keV 69 1.00 18.6
X4 1.8 5–10 keV 319 0.22 34.6
X3 3.5 2.5–5 keV 319 0.22 41.6
X2 7 1.25–2.5 keV 319 0.22 17.4
X1 20 0.3–1.25 keV 319 0.22 9.1
uvw2 1928 1650–2250 A˚ 254 0.28 6.1
uvm2 2246 2000–2500 A˚ 252 0.23 5.7
uvw1 2600 2250–2950 A˚ 273 0.26 5.4
u 3465 3050–3900 A˚ 276 0.22 6.0
b 4392 3900–4900 A˚ 319 0.22 3.9
v 5468 5050–5800 A˚ 310 0.23 2.4
Note. — Column 1: observing band name. Column 2: central
wavelength of that band. Column 3: wavelength/energy range
covered by each band. For the five X-ray bands (top) the range
is given in keV. For the six UVOT bands, the FWHM wavelength
range is given in A˚, estimated from Poole et al. (2008). Column 4:
total number of good data points in that band. Column 5: mean
sampling interval in that band. Column 6: fractional variability
amplitude, Fvar, as defined by Vaughan et al. (2003), not corrected
for the constant galaxy contribution.
3.6 ms, thereby mitigating the effect of pile-up (coinci-
dence losses) in this bright source. The four hardware
window observations are preceded by short (10 s) full-
field exposures, but these are not used because the coin-
cidence losses were found to be too large to be corrected
reliably. This mode also splits the uvm2 data into two ex-
posures when the time exceeds 300 s; such exposure pairs
that survive screening are co-added before final analysis.
All UVOT data were reprocessed for uniformity, apply-
ing standard FTOOLS utilities (Blackburn 1995; from ver-
sion 6.19 of HEASOFT36). The astrometry of each field was
refined using the AGN and up to 25 isolated field stars
drawn from the HST GSC 2.3.2 (Lasker et al. 2008) and
Tycho-2 (Høg et al. 2000) catalogs, yielding residual off-
sets that were typically ∼0.3′′. Fluxes were measured us-
ing a 5′′ radius circular aperture, and concentric 40–90′′
radius annuli were used to measure the sky background
level. The final values include corrections for aperture
losses, coincidence losses, large-scale variations in the de-
tector sensitivity across the image plane, and declining
sensitivity of the instrument over time. After reprocess-
ing, 25 exposures were screened out to eliminate observa-
tions affected by tracking errors or with exposure times
shorter than 20 s.
We use a non-default setting when accounting for sys-
tematic errors in the aperture correction arising from
variations in the UVOT point-spread function. The tool
UVOTAPERCORR normally adds a filter-dependent uncer-
tainty of 1.85–2.15% to measurements made with a 5′′
aperture. However, when measuring fluxes of NGC 4151
and the field stars with the highest signal-to-noise ra-
tios (S/Ns), we found the resulting error estimates to
be inconsistent with Gaussian statistics. This result is
not surprising given that the UVOTAPERCORR documen-
tation notes that the appropriate size of the systematic
36 http://heasarc.gsfc.nasa.gov/ftools/
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Table 2
UVOT Dropout Testing
(1) (2) (3) (4) (5) (6)
Filter Num Dropouts Num Masked Final
Obs Masked Non-drop Data
uvw2 308 57 54 2 254
uvm2 455 62 80 19 252a
uvw1 322 38 49 11 273
u 320 14 44 31 276
b 319 2 0 0 319
v 310 4 0 0 310
Note. — Columns are (1) the UVOT filter, followed by counts
of (2) points in the light curve used for dropout testing, (3) ex-
posures flagged as dropouts and used to define masks of suspect
detector regions, (4) measurements made within these regions, (5)
the subset of (4) not flagged as dropouts, and (6) measurements
remaining after applying the mask.
a After co-adding pairs of uvm2 exposures.
error is not well established. We empirically examined
a range of systematic error estimates by adjusting the
parameter FWHMSIG and found that halving this pa-
rameter (to 7.5) yielded distributions much more consis-
tent with Gaussian. For instance, in the case of the UV-
brightest star in the field (BD+40 2507), 88.7% of the
uvm2 and 76.8% of the uvw2 measurements fall within
±1σ of the mean when using the default FWHMSIG
setting, whereas these percentages are 72.8% and 64.1%
when FWHMSIG = 7.5. By adopting this setting, the
flux uncertainties reported here include filter-dependent
systematic errors of 0.92–1.08%.
The resulting light curves, shown in Figure 1, exhib-
ited occasional anomalously low points (“dropouts”), es-
pecially in the UV. Similar dropouts were seen in an
earlier Swift study of NGC 5548 (Edelson et al. 2015)
and were found to be clustered in the detector plane.
This may be due to localized regions of reduced sensi-
tivity (Breeveld et al. 2016; it should be noted that the
deviant flux points are universally low, not symmetric
about the light curve as would be expected from AGN
variability). As such, we filtered discrepant points in the
NGC 4151 data in a fashion similar to that in the Ap-
pendix of Edelson et al. This filtering consists of four
steps: (1) identify dropouts from the light curves; (2)
map the data onto the detector plane; (3) define boxes
to enclose clusters of bad data; and (4) use the set of
boxes as a mask and screen out all data in these regions
in the four shortest-wavelength bands. The procedure
used here differs from Edelson et al. (2015) in that we
model the light curve by fitting a quadratic expression
to each light curve in a sliding window of ±2 days.
We define dropouts as points below the light curve with
absolute deviations that exceed those of the highest posi-
tive outliers in the entire light curve. The number found
in each band is given in Table 2. Dropouts are most
prevalent at short wavelengths, accounting for >10% of
measurements in the UV bands, nearly 5% in u, and are
barely found in b and v.
As in the case for NGC 5548, the dropouts are highly
clustered in the detector plane. We define 23 boxes to
enclose clusters of three or more dropouts (Figure 2),
ranging in size from a single 1′′×1′′ pixel to over 1000
pixels. We note that the data from both NGC 4151 and
NGC 5548 sample the detector plane sparsely and do not
Table 3
UVOT Data
(1) (2) (3) (4)
MJD Flux Error Filter
57438.0447 5.767 0.080 uvw2
57438.3637 5.805 0.080 uvw2
57438.4962 5.755 0.080 uvw2
57438.6966 5.878 0.081 uvw2
57439.0400 5.788 0.080 uvw2
Note. — Column 1: modified Julian date at the midpoint of
the exposure. Column 2: measured flux in units of 10−14 erg
cm−2 s−1 A˚−1. Column 3: measured 1σ error in the same units.
Column 4: observing filter. The data are sorted first by filter, then
by MJD. Only a portion of this table is shown here to demonstrate
its form and content. A machine-readable version of the full table
is available online.
cover the exact same regions, so the mask defined for one
of these AGN is not well-suited for the other.
The final step is to remove all data in the four shortest-
wavelength bands that fell within any of these boxes. The
mask is not applied to b or v data because the effect is
small compared to the statistical uncertainties in these
bands. Tallies of the points filtered out and of the final
data points are given in Table 2. Data that fall within
the detector mask are shown as yellow Xs in Figure 1.
The final reduced and filtered UVOT data are given in
Table 3 and plotted in the lower six panels of Figure 3.
2.4. XRT Data Reduction
The Swift/XRT data were gathered in photon-counting
(PC) mode for all except the last seven visits, which were
gathered in WT mode owing to an error in our observing
proposal. The data were analyzed using the tools de-
scribed by Evans et al. (2009)37 to produce light curves
that are fully corrected for instrumental effects such as
pile up, dead regions on the CCD, and vignetting. Be-
cause the WT data showed a large flux discontinuity with
the PC data at soft energies, these seven WT points were
discarded. We additionally excluded all visits where the
total good integration time was less than 120 s. This re-
sulted in a final light curve having 319 X-ray points over
the 71 day monitoring period (see Table 1).
We generated X-ray light curves in four bands: X1
(0.3–1.25 keV), X2 (1.25–2.5 keV), X3 (2.5–5 keV) and
X4 (5–10 keV). These are chosen so each band spans
one octave of frequency, except for X1, which was chosen
to be larger because it also has the lowest count rate.
We utilize “snapshot” binning, which produces one bin
for each spacecraft pointing. This is done because these
short visits always occur completely within one orbit.
These XRT data are presented in Table 4. As discussed
in Section 2.1, the X1 band is only weakly variable be-
cause it is known to be dominated by extended emission
(Zdziarski et al. 2002).
2.5. BAT Data Reduction
Besides the pointed UVOT and XRT instruments,
Swift also has the BAT, a large-sky monitor originally de-
veloped to pinpoint new γ-ray bursts (Barthelmy et al.
37 http://www.swift.ac.uk/user objects
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Table 4
XRT Data
(1) (2) (3) (4) (5) (6) (7) (8) (9)
MJD X1 Flux X1 Error X2 Flux X2 Error X3 Flux X3 Error X4 Flux X4 Error
57438.0435 0.132 0.024 0.073 0.018 0.328 0.038 0.430 0.044
57438.3631 0.108 0.019 0.100 0.018 0.236 0.028 0.322 0.033
57438.4963 0.134 0.020 0.090 0.016 0.304 0.030 0.358 0.033
57438.6955 0.192 0.032 0.082 0.021 0.436 0.048 0.405 0.046
57438.8985 0.150 0.021 0.071 0.014 0.361 0.032 0.408 0.034
Note. — Column 1: modified Julian date. Columns 2 and 3: measured X1 flux and 1σ error, in ct sec−1. Columns 4 and 5: measured
X2 flux and 1σ error, in ct sec−1. Columns 6 and 7: measured X3 flux and 1σ error, in ct sec−1. Columns 8 and 9: measured X4 flux and
1σ error, in ct sec−1. Only a portion of this table is shown here to demonstrate its form and content. A machine-readable version of the
full table is available online.
Table 5
BAT Data
(1) (2) (3)
MJD BAT Flux BAT Error
57438.5 0.00510 0.00124
57439.5 0.00591 0.00094
57440.5 0.00380 0.00157
57441.5 0.00555 0.00099
57442.5 0.00703 0.00080
Note. — Column 1: modified Julian date. Columns 2 and 3:
measured BAT flux and 1σ error, in ct s−1. Only a portion of
this table is shown here to demonstrate its form and content. A
machine-readable version of the full table is available online.
2005). The BAT is now also being used to monitor X-
ray transients in the hard X-ray (15–50 keV) band (e.g.,
Krimm et al. 2013). Most AGN are too faint to pro-
duce usable high-cadence BAT light curves. However,
NGC 4151 is typically the brightest Seyfert 1 in the sky
at these wavelengths, so we were able to utilize these
data38 to measure a hard X-ray light curve. This pro-
vides an important extension of the XRT light curves to
higher energies. These data are reproduced in Table 5.
See Krimm et al. (2013) for further details of the BAT
data gathering and reduction process.
2.6. Light Curves
Figure 3 shows the resulting light curves, presented
in order of descending frequency with the highest fre-
quency band at the top and the lowest at the bottom.
These data are unprecedented in two respects. First, the
average sampling interval of 0.22–0.28 day is a factor of
∼2 better than that obtained for the Swift monitoring of
NGC 5548, the previous most-intensive AGN monitor-
ing of this type (Edelson et al. 2015). Second, because
NGC 4151 is typically the brightest Seyfert 1 in the sky,
it was possible to measure five independent X-ray bands,
including the hard X-rays with BAT. All 11 of the re-
sulting light curves in Figure 3 are used for time-series
analysis.
The visual impression of the UV/optical (uvw2 through
v) light curves is that they are so similar that the vari-
ations clearly appear to be related. The same is true
for the relatively hard X-rays (BAT through X3). The
38 Current BAT data for NGC 4151 are available at
http://swift.gsfc.nasa.gov/results/transients/weak/NGC4151.lc.txt
X2 light curve has a lower S/N and may be related to
the harder X-rays while the X1 light curve shows almost
no detectable signal so its relation to other bands can-
not be assessed. Comparison of the BAT–X3 bands with
the uvw2–v bands shows that while many of the largest
peaks seen in the X-rays also appear in the UV/optical,
the character of the variations is not identical, in the
sense that the most rapid variations seen in the X-rays
are not seen in the UV/optical. This could be due to
smoothing and lagging of the X-ray light curves to pro-
duce the UV/optical light curves or it could be that the
two wavelength regimes simply have different drivers and
the apparent long-term similarities are just a chance co-
incidence due to the red-noise character of AGN variabil-
ity (Vaughan et al. 2003). This caveat that the X-rays
may not be driving the UV/optical should be kept in
mind throughout this analysis. This possibility will be
assessed further in subsequent papers (e.g. K. Horne et
al. in preparation).
3. TIME-SERIES ANALYSIS
3.1. Cross-correlation-Functions
The focus of this paper is on testing and constrain-
ing continuum-emission models primarily through mea-
surement of interband lags. We used the interpo-
lated cross-correlation function (CCF) as implemented
by Peterson et al. (2004) to measure and characterize
the temporal correlations and interband lags within these
data.39
We first normalized the data by subtracting the mean
and dividing by the standard deviation. These were de-
rived “locally” — only the portions of the light curves
that are overlapping for a given lag are used to compute
these quantities. We implemented “2-way” interpolation,
which means that for each pair of bands we first interpo-
lated in the “reference” band and then measured the cor-
relation function, next interpolated in the “subsidiary”
band and measured the correlation, and subsequently av-
eraged the two to produce the final CCF.
We then used the “Flux Randomization/Random Sub-
set Selection” (FR/RSS) method (Peterson et al. 1998)
to estimate uncertainties on the measured lags. This is a
Monte Carlo technique in which lags are measured from
multiple realizations of the CCF. The FR aspect of this
technique perturbs in a given realization each flux point
39 The code, called sour, used to compute CCFs is available at
https://github.com/svdataman/sour
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Table 6
uvw2 CCF Results
(1) (2) (3) (4) (5) (6)
Band rmax τmed (days) τl (days) τu (days) Sig. (%)
BAT 0.46 -7.42 -13.49 -3.08 77.2
X4 0.64 -3.58 -4.04 -3.22 88.6
X3 0.68 -3.39 -3.72 -3.11 90.8
X2 0.56 -2.28 -3.10 -1.58 83.1
X1 0.33 -3.74 -8.26 -1.55 68.8
uvw2 1.00 0.00 -0.25 0.24 >99.9
uvm2 0.97 0.01 -0.21 0.26 >99.9
uvw1 0.95 0.02 -0.24 0.29 >99.9
u 0.95 0.61 0.33 0.88 >99.9
b 0.89 0.83 0.49 1.15 >99.9
v 0.82 0.96 0.50 1.43 >99.9
Note. — Column 1: band. Column 2: maximum correlation
coefficient. Column 3: median lag. Columns 4 and 5: 68% confi-
dence interval lower and upper limits. Column 6: peak significance
estimate. Note that all correlations are measured relative to band
uvw2, so the sixth line refers to the autocorrelation, all others are
cross-correlations.
consistent with the quoted errors assuming a Gaussian
distribution of errors. In addition, for a time series with
N data points, the RSS randomly draws with replace-
ment N points from the time series to create a new time
series. In that new time series, the data points selected
more than once have their error bars decreased by a fac-
tor of n
−1/2
rep , where nrep is the number of repeated points.
Typically a fraction of 1/e of data points are not selected
for each RSS realization. In this paper, the FR/RSS
is applied to both the ”driving” and ”responding” light
curves in each CCF pair. The CCF (r(τ)) is then mea-
sured and a lag determined to be the weighted mean of
all points with r > 0.8rmax, where rmax is the maximum
value obtained for r, given in Column 2 of Tables 5 and
6. For the data presented herein, simulated lags are de-
termined for 200,000 realizations and then used to derive
68% confidence intervals.
Because of the wealth of Swift data, covering 11 bands,
we perform two complete CCF analyses: one with the
UVOT band uvw2 as a reference (Table 6) and the
other with the XRT band X3 as the reference (Table 7).
This allows for a more sensitive search for small lags
within the UV/optical and X-rays as well as between
the UV/optical and X-ray regimes than would be pos-
sible with just a single set of CCFs. These results are
presented graphically in Figure 4 and listed in Tables 6
and 7. We first describe the results relative to the X3
X-ray band and then to the uvw2 UV band.
Because NGC 4151 is so bright, we are able to measure
the BAT/X3 CCF. It shows a correlation consistent with
zero lag, though the confidence interval is much larger
than with the other X-ray bands, owing to the relatively
poor sampling and S/N of BAT compared to the XRT
bands. Likewise, the X4/X3 correlation is very strong
and consistent with zero lag, with much tighter limits on
the lag. The X2/X3 correlation is weaker but still appar-
ently significant, with an ∼1.5 day lag in the sense that
the harder band leads the softer band. Because the X1
variations are very weak, consistent with an origin in an
extended region (e.g., Zdziarski et al. 2002; Keck et al.
2015), the X1/X3 CCF indicates at best a weak correla-
Table 7
X3 CCF Results
(1) (2) (3) (4) (5) (6)
Band rmax τmed (days) τl (days) τu (days) Sig. (%)
BAT 0.75 -0.42 -1.65 4.19 99.9
X4 0.92 -0.10 -0.24 0.04 >99.9
X3 1.00 0.00 -0.14 0.14 >99.9
X2 0.57 1.35 0.89 1.78 99.2
X1 0.34 1.07 -8.31 3.35 93.8
uvw2 0.68 3.40 3.12 3.72 91.4
uvm2 0.67 3.64 3.30 4.07 89.8
uvw1 0.64 3.68 3.23 4.09 87.4
u 0.60 3.63 3.22 4.17 85.1
b 0.58 3.13 2.67 3.69 88.5
v 0.56 4.16 3.28 5.25 91.0
Note. — Column 1: band. Column 2: maximum correlation
coefficient. Column 3: median lag. Columns 4 and 5: 68% confi-
dence interval lower and upper limits. Column 6: peak significance
estimate. Note that all correlations are measured relative to band
X3, so the third line refers to the autocorrelation, and all others
are cross-correlations.
tion, making the delay measurement much less accurate
than for the other bands or perhaps not measurable at
all. That correlation does not appear significant and no
meaningful lag could be measured with that band. All
six UVOT bands are strongly correlated with X3, with
well-detected lags in the sense that the X-rays lead the
UV/optical by ∼3–4 days.
The uvw2-referenced results are more sensitive to lags
within the UV/optical than are the X3-referenced results.
These show very strong correlations within the UV with
no measurable lags down to limits of ∼0.5 day, while the
optical bands appear to show small but possibly signif-
icant (∼ 2σ) lags of ∼0.6–1 day behind uvw2. As with
the X3-referenced CCFs, these data also show no corre-
lation with the softest X-ray band (X1) and significant
correlations with bands X2–X4, with the lag to the X2
band (∼2 days) midway to the lags with X3 and X4 (3–
4 days). The BAT/uvw2 correlation is not significant,
probably owing in part to the relatively poor sampling
and S/N of the BAT light curve.
3.2. CCF Significance Testing
We now evaluate the significance of the observed CCF
peaks by estimating the probability that the observed
rmax could arise by chance from independent AGN-like
light curves. This is based on the Monte Carlo simulation
technique of (Breedt et al. 2009; see also Breedt et al.
2010, Cameron et al. 2012), which cross-correlates the
higher-energy observed light curve against simulated ob-
servations for a large number of independent AGN-like
light curves, each of which are constructed to match
the mean and rms of the log(flux) of the lower-energy
light curve. Initially, the slope of the power spectral
density (PSD) function of the ”driving” band (always
assumed to be the highest energy of the two) is esti-
mated from the data with a single power-law fit to that
PSD. The probability density function of the flux of the
driving band is also fitted using a lognormal distribu-
tion and used to simulate light curves by the method
of Emmanoupolous et al. (2013), as implemented by
Connolly (2015), with an appropriate level of measure-
ment noise added back in. Then the simulated light
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curve is cross-correlated with the actual lower-energy
light curve and tested to see if the highest observed value
of the correlation coefficient (rmax) exceeded that of the
actual data. This process is repeated 10,000 times for
each CCF band pair, with a new simulated light curve
leading to a new CCF in each realization. This ensem-
ble of simulated CCFs should by construction contain no
real correlated signal, allowing us to calculate the prob-
ability of finding a particular correlation coefficient at a
given lag time by chance.
Our initial testing indicated that for low S/N light
curves (e.g. X1) the method used a flat (nearly white
[measurement] noise) PSD to generate the synthetic
light curves, resulting in implausibly high significances.
For instance initial application of this technique yielded
99.6% significance for the X1/uvw2 CCF peak (which
had rmax ∼ 0.33) and 87% for the X3/uvw2 peak (rmax ∼
0.68). In many cases (e.g. X1 and BAT), the data are
inadequate to measure even the a basic PSD slope. We
therefore investigated adapting this procedure to use syn-
thetic PSD slopes plus noise instead of attempting to
measure them from the data.
We ran simulations assuming PSD slopes of -3, -2.5 and
-2 to cover most of the observed range of AGN behavior
(e.g. Gonzalez-Martin et al. 2012, Edelson et al. 2014).
Only pure power-law PSD slopes were assumed in this
initial analysis; no broken or bending power laws were
used. Furthermore, this new approach compares the ob-
served value of rmax to that derived from the simulations
across a window of ±10 days, whereas we previously only
compared the observed value of rmax with the simulated
value of r at that same lag. (This is done because we
do not have an a priori idea of where the peak will fall.)
In this case, because we tested three PSDs with 30,000
runs each, a total of 90,000 runs were used for each CCF
band pair. For consistency, we use this revised technique
on all CCFs in this paper. These results are shown in
Column 6 of Tables 6 and 7. No more than marginal
differences were found for simulations with different PSD
slopes. Note, in particular, that the X1/uvw2 CCF sig-
nificance is now much lower (∼69%, consistent with no
correlation), but the X3/uvw2 significance has risen to
∼91%. This is all as expected. Still, these results should
be considered preliminary because thorough analysis of
this significance test (e.g. testing a wider range of PSD
slopes, testing bending PSDs, varying the window size)
has not been completed. That is beyond the scope of
this paper, but will be presented in a future paper (S.
Connolly et al. in prep).
3.3. Interband Lag Fits
In this section, we use these CCF results to estab-
lish the relation between lag and wavelength, using a
methodology similar to that of Edelson et al. (2015).
The uvw2-referenced CCFs are used because those are
the most sensitive to small lags within the UV/optical.
The BAT and X1 lags are excluded from the analysis be-
cause of the relatively low significance of the correlation
peak (< 1σ) and large errors on the lag confidence in-
tervals (∼ 6 − 10 days). The u-band lag is also ignored
because of possible contamination of diffuse continuum
emission from BLR clouds, which must be present at
some level and is expected to be stronger in this band
(Korista & Goad 2001). The remaining three X-ray and
five UVOT lags are shown as a function of the observing
band central wavelength in Figure 5. These data were
then modeled with a function of the form
τ = τ0[(λ/λ0)
4/3 − 1], (1)
where λ0 = 1928 A˚, the wavelength of the reference
uvw2 band and τ0 is effectively the fitted lag between
wavelength zero and λ0 in days. The uvw2 autocorre-
lation function lag is identically zero, so this point does
not participate in the fit but instead the fit is forced to
pass through this point.
If the X-rays originate near the black hole and drive
emission at longer wavelengths, then the X-ray lag repre-
sents the light-travel time from the center of the system.
In this way, the X-ray data anchor the zero point of the
fit and set the physical size scale of the disk. This is
the simplest functional form consistent with the stan-
dard reprocessing model, yet the data are not well-fitted
by this function, with reduced χ2 of 139.6 for 6 degrees
of freedom (dof) for an unacceptable p-value < 10−27.
In particular, this shows that it is impossible to simulta-
neously fit the X-ray and UV/optical data points due to
the ∼3 day lag between variations in these regimes.
The results are quite different if the three X-ray points
are excluded from the analysis. Modeling the same func-
tion to just the five UVOT points yields a reduced χ2 of
0.59/3 dof, for an acceptable p-value of 0.90. If this fit is
extrapolated to zero at the inner edge of the disk, then
the fit parameter τ0 = 0.34±0.11 day would indicate that
emission from an annulus ∼0.34 lt-day in radius peaks
at 1928 A˚. Note, however, that the X-ray points are in-
consistent with this extrapolation, because the X4, X3,
and X2 lags undershoot the fit by 7.7σ, 9.9σ, and 2.5σ,
respectively. This indicates that the assumption under-
lying the reprocessing model, that all interband lags are
caused by light-travel time effects, cannot be correct.
4. DISCUSSION
4.1. Variability Timescales
This analysis of the NGC 4151 Swift data indicates (1)
a clear ∼3 day lag between X-ray and UV/optical varia-
tions, (2) smaller ∼0.5-1 day lags within the UV/optical,
and (3) at lower confidence, a possible ∼1.5 day lag be-
tween relatively hard X-ray (2.5-10 keV) and softer X-
ray (1.25-2.5 keV) band variations. Before using these
results to test models, we examine size scales that would
be related to these timescales under a variety of general
assumptions.
The most basic size scale is the light-crossing size. We
assume that NGC 4151 has a black hole mass of 4 ×
107 M⊙ (Bentz et al. 2006; Onken et al. 2014), so the
gravitational radius rg = 200 lt-s = 0.0023 lt-day. Thus
a lag of 1.5-3 lt-day corresponds to a light-crossing size
of R ∼650-1300 rg . This is significantly larger than the
expected size of the inner accretion disk/corona region,
so we conclude that the observed lags do not correspond
to light travel sizes within the central engine.
The dynamical timescale, over which a vertical dis-
turbance in a disk returns to hydrostatic equilibrium, is
given by tdyn ∼ (R
3/GM)1/2 (King 2008). Again for a
mass of 4× 107 M⊙, a delay of 1.5-3 days corresponds to
a region of size R = 23− 36rg for re-establishing hydro-
static equilibrium. Furthermore, the thermal (tth) and
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viscous (tvisc) timescales are related to the dynamical
timescale by tdyn ∼ αtth ∼ α(H/R)
2tvisc, where α is the
dimensionless viscosity parameter (Shakura & Sunyaev
1973), thought to be of the order of 0.1 in AGN, and
H/R is the ratio of height to radius of the disk, also of
the order of 0.1. This means that for both thermal and
viscous processes, a delay of 1.5-3 days would correspond
to a region smaller than the last stable orbit around the
black hole (6rg).
Thus we conclude that the observed lags of 1.5-3 days
cannot be associated with any plausible light-crossing
time (that is too large) or thermal or viscous processes
(those timescales are too small). However, they may
be associated with a process governed by the dynam-
ical timescale (tdyn), which is also the timescale on
which the disk responds to loss of hydrostatic equilibrium
(Gardner & Done 2017). A possible implication of asso-
ciating the observed lags with the dynamical timescale is
discussed in Section 4.4.
4.2. Accretion Disk Size
In this subsection, we compare the size of the accretion
disk in NGC 4151 derived from RM and the reprocessing
model with theoretical predictions. We start with Equa-
tion 12 of Fausnaugh et al. (2016), which gives the light-
crossing radius r of a flat, geometrically thin, optically
thick accretion disk annulus emitting at a characteristic
wavelength λ0:
r =
(
X
kλ0
hc
)4/3 [(
GM
8piσ
)(
LEdd
ηc2
)
(3 + κ)m˙E
]1/3
(2)
where X is a multiplicative scaling factor of order unity
that accounts for systematic issues in converting the an-
nulus temperature T to wavelength λ at a character-
istic radius R, LEdd is the Eddington luminosity, η is
the radiative efficiency in converting mass into energy,
κ is the local ratio of external to internal heating, as-
sumed to be constant with radius, and the Eddington ra-
tio m˙Edd = Lbol/LEdd. Under the assumption that at an
annulus of radius R the observed wavelength corresponds
to the temperature given by Wien’s Law, then X = 4.87
If instead the flux-weighted radius 〈R〉 is used, then X =
2.49. (〈R〉 =
∫∞
R0
B(T (R))R2 dR/
∫∞
R0
B(T (R))RdR,
where R0 is the inner edge of the disk, B(T (R)) is the
Planck function, and T (R) is the temperature at radius
R.) The flux-weighted estimate assumes that the tem-
perature profile of the disk is described by T ∝ R−3/4
(Shakura & Sunyaev 1973). In both the Wien and flux-
weighted cases, the disk is assumed to have a fixed aspect
ratio and to be heated internally by viscous dissipation
and externally by the coronal X-ray source extending
above the disk (the lamp-post model).
Assuming κ = 0 (negligible external heating compared
to internal heating) and η = 0.1 and setting the fiducial
wavelength λ0 = 1928 A˚ yields a more convenient scaling:
r = ct = 0.09
(
X
λ
1928A˚
)4/3
M
2/3
8
(
m˙Edd
0.10
)1/3
lt-dy
(3)
where r is given in units of light days and M8 =
MBH/10
8M⊙.
We use as the black hole mass of NGC 4151 M8 = 0.4
as discussed above. The Eddington ratio is difficult to
estimate, and NGC 4151 has a wide variety of esti-
mates including 6% (Meyer-Hofmeister & Meyer 2011),
4% (Kraemer et al. 2005), and 0.6% (Edelson et al.
1996). The first two values were estimated assuming
M8 = 0.13 while the last assumed M8 = 0.4. Correcting
the first two values to a mass of M8 = 0.4 as used herein
yields m˙Edd = 2%, 1.3%, and 0.6%, respectively. Here
we assume a value of 1%, close to the harmonic mean of
these estimates.
Inputting these values into Equation 3 yields r = 0.19
light-day for the Wein’s Law case and r = 0.08 light-day
for the flux-weighted assumption. Given the fitted value
of t = 0.34 ± 0.11 day, the observed size appears larger
than predicted by a factor of ∼ 2-4. A similar discrep-
ancy was found between the RM-derived and theoreti-
cally predicted size of the accretion disk of the Seyfert 1
galaxy NGC 5548 (Edelson et al. 2015, Fausnaugh et al.
2016). Gravitational microlensing of much more distant
quasars also appears to derive disk sizes that are larger
than predicted (e.g., Morgan et al. 2010).
However, we must note that this particular disk size
discrepancy should not be seen as highly significant for
two reasons. First, there are large systematic uncertain-
ties in many of the input parameters in Equation 2. As
mentioned earlier the historically derived black hole mass
of NGC 4151 ranges over a factor of ∼3, and even af-
ter correcting the Eddington ratio estimates to the same
mass, those also range over an additional factor of ∼3. In
addition the radiative efficiency η and ratio of external to
internal heating κ are also not well established in AGN
in general or NGC 4151 in particular. Thus the theoret-
ically expected value of r is not very well determined for
this object.
Second, the Swift data alone do not provide strong
constraints on the observed light-crossing time t because
of the limited wavelength range and the poor S/N, and
the weak variability in v band in particular. A much
stronger test of the UV/optical data’s consistency with
the thin-disk model will be possible using the simulta-
neous ground-based data, which go all the way to the z
band (∼9000 A˚), at much higher S/N. Those data will
be presented and this test will be performed in a future
paper (K. Horne et al., in preparation).
4.3. Implications for the Lamp-Post Model
The observed τ ∝ λ4/3 relation and ∼0.5–1 day lags
within the UV/optical are consistent with the standard
thin-disk picture (Shakura & Sunyaev 1973), albeit with
large uncertainties. However, the full lag-wavelength re-
lation shown in Figure 5, including the X-ray lags, indi-
cates that these results are in fundamental disagreement
with the standard lamp-post reprocessing model in which
the small X-ray emitting corona directly illuminates and
drives variations in the extended UV/optical-emitting ac-
cretion disk. The ∼3 day lag between the hard X-rays
and UV and the ∼0.5–1 day lags within the UV/optical
cannot be simultaneously explained in terms of direct
illumination of the disk by the corona.
The UV/optical light curves also appear to be consid-
erably smoother on short timescales than the X-ray light
curves. This problem was noted by Gardner & Done
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(2017) with regards to the NGC 5548 data, where the
UV/optical lightcurves similarly lack the high frequency
power seen in the X-rays. However, the NGC 5548 X-ray
S/N was much worse than for NGC 4151 (which in most
wavelength bands is the brightest Type 1 AGN in the
sky), which may be why the NGC 5548 data do not re-
quire a long X-ray/UV lag. In retrospect, this effect can
be seen, to some degree, in earlier Swift monitoring, such
as of MR2251-178 (Are´valo et al. 2008) and NGC 2617
(Shappee et al. 2014). In all of these cases, it appears
that there is no simple way to reconcile the relatively
small lags of the UV/optical with the large X-ray/UV
lags within the context of the direct reprocessing lamp-
post model.
4.4. Possible Alternatives
Gardner & Done (2017) developed a picture to explain
the poor correlation between the X-ray and UV/optical
variability in NGC 5548. That same picture also provides
a natural explanation for the wavelength-lag structures
seen in NGC 4151, in particular the observed relatively
long 3-4 day X-ray/UV lag and the smaller .1 day lags
within the UV/optical. This is done by invoking an addi-
tional component that emits in the EUV and acts as an
intermediary between the corona and disk. This puta-
tive EUV component offers an explanation for the origin
of both the “big blue bump” and “soft X-ray excess” as
low- and high-energy tails of a component that peaks in
the intrinsically unobservable EUV spectral region.
The key to this picture is that instead of the X-ray
corona directly illuminating the disk that then processes
and re-emits the energy in the UV/optical, two sepa-
rate reprocessings occur: first, the corona illuminates
and heats the EUV component, which is smaller than the
disk (thus much smaller than light days in size), so the
first reprocessing must occur on a timescale longer than
the light-crossing size of the EUV component. A sketch
of how these components may be arranged physically is
shown in Figure 6. Hence, the X-ray/UV lag indicates
some slower physical process. This would introduce both
a lag and smoothing between the X-ray and UV/optical
bands, as has been observed. As discussed earlier, a lag
time of ∼1.5-3 days would indicate a size of 23−36rg for
the inner and outer radii of the EUV torus if it was asso-
ciated with the dynamical timescale. In this model the
heating would cause the torus to puff up in the vertical
direction, so a dynamical timescale (the time required for
the system to return to relax back in the vertical direc-
tion) would be naturally associated with this process.
Then, in the standard thin-disk picture, a second re-
processing would occur when the EUV torus illumi-
nates and heats the accretion disk on the light-crossing
time, which then radiates the observed UV/optical ra-
diation. An alternative scenario, envisioned in the
Gardner & Done (2017) picture, is that the inner edge
of the disk responds to an increase in heating, caused by
increased illumination from the outer edge of the EUV
torus, by expanding upward on the dynamical timescale.
As a result, the inner disk radii are continually transition-
ing between a standard thin-disk state and a larger scale
height state, which is more similar to that of the ma-
terial in the EUV torus. This inward/outward pulsating
of the EUV torus-standard disk boundary, in response to
the X-ray heating of EUV torus inner edge, is potentially
a cause of the UV/optical lags in the Gardner & Done
(2017) picture.
We emphasize that at this early stage other al-
ternatives are certainly possible. For instance,
Korista & Goad (2001) find that the diffuse continuum
from the BLR is expected to contribute to the measured
UV/optical lag-wavelength relation, even broadly mim-
icking the increasing lag with wavelength behavior. How-
ever, the diffuse continuum from the BLR is unlikely to
be the sole source of the observed continuum lag spec-
trum, and it probably cannot explain the mismatch in
lags between the UV/optical and the X-ray continuum
bands observed in this object and others.
5. CONCLUSIONS
A 69 day Swift monitoring campaign yielded light
curves in six UV/optical bands covering 1900–5500 A˚
and five X-ray bands spanning 0.3–50 keV. CCF analysis
shows the UV/optical variations are strongly correlated
with a small ∼1 day lag between the shortest and longest
wavelengths. The hard X-rays (∼2.5–50 keV) are also
strongly correlated, but there is a clear UV/optical lag of
∼3 days relative to the X-rays. This does not appear con-
sistent with the standard reprocessing models in which
an X-ray emitting corona directly illuminates and drives
variations in a standard (Shakura & Sunyaev 1973) thin
accretion disk. Instead, these results are broadly con-
sistent with the existence of a second reprocessor that
emits in the EUV (Gardner & Done 2017). The process
by which the corona heats the putative EUV component
appears to be much slower than simple light-travel time.
This EUV torus then apparently illuminates and heats
the disk on the light-crossing timescale as in the stan-
dard reprocessing model. Modeling of these data based
on the work of Gardner & Done (2017) will be addressed
in a future work in which the goal will be to confirm or
refute the hypothesis that such a “double reprocessing”
model can explain these observations.
While this experiment has yielded the clearest evi-
dence to date for the EUV emission component, it does
not strongly constrain the disk parameters because the
longest-wavelength band sampled by Swift (v) has a very
poor S/N and weak variability. However, an inten-
sive ground-based campaign has gathered simultaneous
ground-based photometry on NGC 4151 out to ∼9000 A˚
(z band). These data will be presented in a future paper
(K. Horne et al. , in preparation), as will a similar simul-
taneous spectroscopic monitoring campaign (M. Goad et
al. , in preparation). These data should yield a much
clearer picture of the structure and physical conditions
of the disk and the larger BLR.
This experiment and the previous Swift monitoring of
NGC 5548 have opened up a new technique for studying
the central regions of AGN in which the bulk of the lumi-
nosity is produced and emitted. A third campaign on the
low-luminosity Seyfert 1 galaxy NGC 4593 has just been
completed, and those data are now being analyzed and
prepared for publication (I. McHardy et al. , in prepara-
tion). In all three of these sources, the X-rays contribute
a larger fraction of bolometric luminosity than is typi-
cal for AGN with higher luminosity and Eddington ratio
AGN. It is certainly possible that AGN with more typical
properties will behave differently. Thus we note that in
the coming year disk RM will be performed on Mrk 509
10 Edelson et al.
and Mrk 110, which have much higher luminosity and
Eddington ratio, respectively, than any of these AGN. It
is worth noting that Swift, a satellite originally designed
to study γ-ray bursts, is now providing insights that no
other observatory could into the structure and physical
conditions in the central engines of AGN.
We dedicate this paper to the memory of Neil Gehrels,
the P.I. of Swift and a leading author of this paper. Neil
was a great scientist who also brought out the best in
others. He led the Swift team with enthusiasm and exper-
tise, always happy and eager to take the satellite in new
directions. For example, his strong and unwavering sup-
port is what allowed Swift to gather these unprecedented
data on NGC 5548 and NGC 4151, providing a power-
ful method that should continue to inform our under-
standing of AGN physics for years to come. Specifically,
without his courageous approval of increased UVOT fil-
ter changes well beyond the design lifetime of the filter
wheel, the extraordinary 11-band light curve in Figure 3,
which forms the basis of this work, could not have been
gathered. This is but one tiny piece of the rich legacy
that he leaves us.
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Figure 1. NGC 4151 light curves before filtering. Y-axis fluxes are given in units of 10−14 erg cm−2 s−1 A˚−1. Points flagged as dropouts
are shown as red boxes. These points are also shown in red in Figure 2, where they are used to define “bad detector regions.” Points in
the four shortest-wavelength bands that fell in those bad regions (yellow in Figure 2) are also shown in yellow in this figure. Finally, the
black points are the remaining good data that passed our filtering.
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Figure 2. Mapping of dropout/non-dropout data onto the UVOT detector plane for the three UV bands. Dropouts are plotted in red and
non-dropouts in black. Note that the dropouts cluster together in the detector plane. The yellow rectangles show the 23 filtering boxes.
These boxes are outlined in blue to aid the eye, but the actual “bad” detector areas as shown by the regions shown in yellow. Data from
any of the four shortest-wavelength filters that fall within any of these boxes are excluded from the final light curves shown in Figure 3.
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Figure 3. Light curves from the NGC 4151 Swift campaign. Data are ordered by wavelength, with the top panel from BAT (15–50 keV),
the next four from XRT (X1. . . X4 = 0.3–1.25, 1.25–2.5, 2.5–5, 5–10 keV, respectively), and the bottom six from UVOT. The plotted UVOT
points are restricted to those that passed the filtering shown in Figures 1 and 2. The X-ray data are all in units of ct s−1 and the UVOT
data are in units of 10−14 erg cm−2 s−1 A˚−1. The final seven XRT points were lost.
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Figure 4. a: Cross-correlation functions (in black; scale on the right) and centroid distributions (in the same color as the light curves in
Figure 2; frequency scale on the left) for each band relative to uvw2 as the “reference band.” The dotted horizontal line shows r = 0.5.
Vertical black lines (red for uvw2) indicate the bounds of the 68% (±1σ) confidence intervals. The top three panels show strong correlations
within the hard X-rays with no measurable interband lag, the fourth panel indicates a significant but weaker correlation with a lag of
∼1.5 days, the fifth panel shows essentially zero correlation (so lags are meaningless), and the bottom six panels show that the UV/optical
lags behind the X-rays on an ∼3 day timescale. Note that for BAT and X1 the errors given in Table 6 are so large that the centroid
distribution histograms extend outside the figure panel boundaries. Figure 4(b): same as Figure 4(a) except for X3 as the reference band.
The UV/optical data are all strongly correlated with no measurable lag above upper limits of < ±0.5 day within the UV, and an apparent
lag of .1 day between uvw2 and the optical bands.
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Figure 5. Lag-wavelength fit for the uvw2-referenced CCFs. The X4, X3, and X2 lags are shown as a triangle, square, and diamond
(respectively), while the UVOT lags are all shown as circles. Error bars are ±1σ. The uvw2 autocorrelation function is shown as an empty
circle because the fits are forced to go through that point and it does not participate. A fit of the function τ = τ0[(λ/λ0)4/3 − 1] to the
full participating seven-point dataset is shown as the dashed red line and a fit of the same function to just the four UVOT points is shown
as the solid blue line. While the UV/optical data produce an acceptable fit, that cannot be done if the X-ray data are included. This is
contrary to the expectations of the standard reprocessing model, which predicts that all points should be fit by a τ ∝ λ4/3 functional form.
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Figure 6. Sketch (not to scale) of the proposed geometry of the corona/EUV torus/accretion disk region, adapted from Gardner & Done
(2017). The key difference between this and the standard lamp-post reprocessing model is the addition of the EUV toroidal-shaped
component, which prevents the X-ray corona from directly illuminating the accretion disk. Instead, the corona illuminates and heats the
proposed EUV component, which then thermalizes and illuminates the disk.
