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Let K1, . . . , Kn be (inﬁnite) non-negative matrices that deﬁne
operators on a Banach sequence space. Given a function f :
[0,∞) × · · · × [0,∞) → [0,∞) of n variables, we deﬁne a non-
negative matrix fˆ (K1, . . . , Kn) and consider the inequality
r(fˆ (K1, . . . , Kn))
1
n
(r(K1) + · · · + r(Kn)) ,
where r denotes the spectral radius. We ﬁnd the largest function f
for which this inequality holds for all K1, . . . , Kn. We also obtain an
inﬁnite-dimensional extension of the result of Cohen asserting that
the spectral radius is a convex function of the diagonal entries of a
non-negative matrix.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Throughout the paper, let R denote the set {1, . . . , N} for some N ∈ N or the set N of all natural
numbers. Let S(R) be the vector lattice of all complex sequences (xn)n∈R. A Banach space L ⊆ S(R) is
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called a Banach sequence space if x ∈ S(R), y ∈ L and |x| |y| imply that x ∈ L and ‖x‖L  ‖y‖L . Note
that in the literature such a space L is usually called a Banach function space over a measure space
(R,μ), whereμ denotes the countingmeasure on R. The cone of non-negative elements in L is denoted
by L+.
A matrix K = [kij]i,j∈R is called non-negative if kij  0 for all i, j ∈ R. For notational convenience, we
sometimes write k(i, j) instead of kij . Given matrices K and H, we write K H if the matrix H − K is
non-negative.
By an operator on a Banach sequence space L we always mean a linear operator on L. We say that a
non-negative matrix K deﬁnes an operator on L if Kx ∈ L for all x ∈ L, where (Kx)i = ∑j∈Rkijxj . Then
Kx ∈ L+ for all x ∈ L+ and so K deﬁnes a positive operator on L. Recall that this operator is always
bounded, i.e., its operator norm
‖K‖ = sup{‖Kx‖ : x ∈ L+, ‖x‖ 1}
is ﬁnite. Also, its spectral radius r(K) is always contained in the spectrum and this implies that
r(λI + K) = λ + r(K) (1)
for all λ 0, where I denotes the identity operator on L. For the theory of Banach function spaces,
Banach lattices and positive operators we refer the reader to the books [19,16,1].
Given non-negative matrices K = [kij]i,j∈R and H = [hij]i,j∈R, let K ◦ H = [kij hij]i,j∈R be the
Hadamard (or Schur) product of K and H and let K(t) = [ktij]i,j∈R be the Hadamard (or Schur) power
of K for t ≥ 0. Here we use the convention 00 = 1.
DenotebyL the collectionof all Banach sequence spaces L satisfying theproperty that en = χ{n} ∈ L
and ‖en‖L = 1 for all n ∈ R.
The following result was proved in [18,7] using only basic analytic methods and elementary facts.
Theorem 1.1. Given L inL, let K, K1, . . . , Kn be non-negative matrices that deﬁne operators on L, t  1 and
α1,α2, . . . ,αn positive numbers such that
∑n
i=1 αi  1.
Then the non-negative matrices K(t) and K
(α1)
1 ◦ K(α2)2 ◦ · · · ◦ K(αn)n also deﬁne operators on L and the
following inequalities hold




1 · · · K(t)n (K1 · · · Kn)(t),
‖K(t)1 · · · K(t)n ‖ ‖K1 · · · Kn‖t ,
r(K
(t)
1 · · · K(t)n ) r(K1 · · · Kn)t ,
‖K(α1)1 ◦ K(α2)2 ◦ · · · ◦ K(αn)n ‖ ‖K1‖α1‖K2‖α2 · · · ‖Kn‖αn ,
r(K
(α1)
1 ◦ K(α2)2 ◦ · · · ◦ K(αn)n ) r(K1)α1 r(K2)α2 · · · r(Kn)αn . (3)
In the ﬁnite-dimensional case the inequality (3) goes back to Kingman [15] implicitly, and it was later
considered by several authors [11,2,9,13,17,6,12] using different methods. In [9] (see also [11]) the
method of linearization was applied to generalize the result of Cohen (see [3,4,10,8,5]; [11, Corollary
5.7.13]; [9]; [2, Theorem 3.5.9]) that asserts that the spectral radius, considered as a function of
the diagonal entries of a non-negative matrix, is a convex function. In Theorem 2.1 we extend this
generalization to the inﬁnite-dimensional case using the method of linearization as well. It should
be mentioned that a very general extension of Cohen’s theorem was proved in the setting of Banach
ordered spaces by Kato [14], who used extensively the theory of strongly continuous semigroups of
operators.
Motivated by a special case of Theorem 2.1 we deﬁne the matrix fˆ (K1, . . . , Kn) for a given function
f : [0,∞) × · · · × [0,∞) → [0,∞) of n variables and consider the inequality
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r(fˆ (K1, . . . , Kn))
1
n
(r(K1) + · · · + r(Kn)) .
We ﬁnd the largest function f for which this inequality holds for all K1, . . . , Kn. We conclude the paper
with some additional results.
2. Results
Let K1 = [k1(i, j)]i, j∈R, . . . , Kn = [kn(i, j)]i, j∈R be non-negativematrices, and letα1, . . . ,αn be non-
negative numbers such that
∑n





1 (i, j) · · · kαnn (i, j) if i /= j
α1k1(i, i) + · · · + αnkn(i, i) if i = j .
In other words, the diagonal part of C(K1, . . . , Kn, α1, . . . ,αn) is equal to the diagonal part of α1K1 +
· · · + αnKn, while its non-diagonal part equals the non-diagonal part of K(α1)1 ◦ K(α2)2 ◦ · · · ◦ K(αn)n . In
the caseα1 = . . . = αn = 1/nwewrite shorter C(K1, . . . , Kn) instead of C(K1, . . . , Kn, 1/n, · · · , 1/n).
In the case n = 2 we denote C(K1, K2, α1, 1 − α1) by C(K1, K2, α1).
By the inequality between weighted geometric and weighted arithmetic means, we have
K
(α1)
1 ◦ K(α2)2 ◦ · · · ◦ K(αn)n  C(K1, . . . , Kn,α1, . . . ,αn)α1K1 + · · · + αnKn.
From the right-hand inequality it follows that thematrix C(K1, . . . , Kn, α1, . . . ,αn) deﬁnes an operator
on L ∈ L provided the matrices K1, . . . , Kn deﬁne operators on L.
Theorem 2.1. Given L inL, let K1, . . . , Kn be non-negative matrices that deﬁne operators on L and α1, . . . ,
αn non-negative numbers such that
∑n
i=1 αi = 1. Then
r (C(K1, . . . , Kn,α1, . . . ,αn))α1r(K1) + · · · + αnr(Kn). (4)
In particular, if K1, . . . , Kn have the same non-diagonal part, then
r(α1K1 + · · · + αnKn)α1r(K1) + · · · + αnr(Kn). (5)
In other words, if D1, . . . , Dn are diagonal matrices and K is a matrix such that K + D1, . . . , K + Dn are
non-negative matrices that deﬁne operators on L, then we have
r (α1(K + D1) + · · · + αn(K + Dn))α1r(K + D1) + · · · + αnr(K + Dn). (6)
Proof. First we prove (4) for n = 2 and then ﬁnish the proof by induction. Let K andH be non-negative
matrices that deﬁne operators on L and α ∈ [0, 1]. We must prove that
r (C(K, H,α))αr(K) + (1 − α)r(H). (7)
We may assume that K /= 0 and H /= 0. By (3) we have
r((I + εK)(α) ◦ (I + εH)(1−α)) r(I + εK)α r(I + εH)1−α (8)
for all ε > 0. Choose any ε > 0 satisfying the conditions ε ‖K‖ < 1, ε ‖H‖ < 1 and ε2m(ε) < 1,
where
m(ε) = α(1 − α)
2
{
‖K‖2 + ‖H‖2 + ε‖K‖‖H‖(α‖H‖ + (1 − α)‖K‖)
}
.
Let us show the inequality
(I + εK)(α) ◦ (I + εH)(1−α) (1 − ε2m(ε))I + εC(K, H,α). (9)
Let i, j ∈ R. If i /= j, then the (i, j)th entry of thematrix (I + εK)(α) ◦ (I + εH)(1−α) is equal to εkα(i, j)
h1−α(i, j) and this equals the (i, j)th entry of the matrix (1 − ε2m(ε))I + εC(K, H,α). Therefore, it
remains to verify (9) only for diagonal entries.
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By Taylor’s expansion, for each x ∈ [0, 1] there exists η ∈ [0, x] such that
(1 + x)α = 1 + αx − α(1 − α)
2(1 + η)2−α x
2,
Therefore, for all x ∈ [0, 1] we have
(1 + x)α  1 + αx − α(1 − α)
2
x2 > 0. (10)
Using (10) and (2) we now estimate from below the (i, i)th entry of the matrix (I + εK)(α) ◦ (I +
εH)(1−α):
(1 + εk(i, i))α(1 + εh(i, i))1−α

(








 1 + ε(αk(i, i) + (1 − α)h(i, i)) − ε2m(ε),
which is equal to the (i, i)th entry of thematrix (1 − ε2m(ε))I + εC(K, H,α). This completes the proof
of (9).
Since the spectral radius of a positive operator is monotone, it follows from (9) that
r
(
(I + εK)(α) ◦ (I + εH)(1−α)
)
 1 + εr (C(K, H,α)) − ε2m(ε),
where we have also used the relation (1). On the other hand, we have
r(I + εK)α r(I + εH)1−α = (1 + εr(K))α (1 + εr(H))1−α
= (1 + εαr(K) + O(ε2))(1 + ε(1 − α)r(H) + O(ε2))
= 1 + ε(αr(K) + (1 − α)r(H)) + O(ε2).
Inserting the last two relations in (8) and letting ε → 0 we obtain (7).
In the proof of the induction step we may assume that αn < 1. For i = 1, . . . , n − 1 we denote
βi = αi/(1 − αn) and so∑n−1i=1 βi = 1. Since
C(K1, . . . , Kn, α1, . . . ,αn) = C (Kn, C(K1, . . . , Kn−1, β1, . . . ,βn−1),αn) ,
we obtain by (7)
r (C(K1, . . . , Kn, α1, . . . ,αn))αnr(Kn) + (1 − αn)r(C(K1, . . . , Kn−1, β1, . . . ,βn−1))
and so, by the inductive hypothesis,
r (C(K1, . . . , Kn, α1, · · · ,αn))  αnr(Kn) + (1 − αn) (β1r(K1) + · · · + βn−1r(Kn−1))
= α1r(K1) + · · · + αn−1r(Kn−1) + αnr(Kn),
which proves (4). Clearly, the inequality (5) is a special case of the inequality (4). 
Corollary 2.2. Given L in L, let K1, . . . , Kn be non-negative matrices that deﬁne operators on L. Then
r (C(K1, . . . , Kn)) 
1
n
(r(K1) + · · · + r(Kn)) . (11)
It is well-known that the inequality
r(K1 + · · · + Kn)  r(K1) + · · · + r(Kn)
does not hold for all L in L and for all non-negative matrices K1, . . . , Kn deﬁning operators on L. When
one compares this inequality with (11), a natural question appears whether the inequality (11) is the
best possible in some sense. We now study this question.
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Let K1, . . . , Kn be non-negativematrices that deﬁne operators on L ∈ L. Given a function f : [0,∞)
× · · · × [0,∞) → [0,∞) of n variables, we deﬁne the matrix fˆ (K1, . . . , Kn) = [m(i, j)]i, j∈R by
m(i, j) =
{
f (k1(i, j), . . . , kn(i, j)) if i /= j
(k1(i, i) + · · · + kn(i, i))/n if i = j .
So, the diagonal part of fˆ (K1, . . . , Kn) is equal to the diagonal part of (K1 + · · · + Kn)/n. By
consideration of diagonal matrices we conclude that this is the largest possible diagonal part for the
inequality
r(fˆ (K1, . . . , Kn)) 
1
n
(r(K1) + · · · + r(Kn)) (12)
to hold for all K1, . . . , Kn. Observe also that for g(x1, . . . , xn) = n√x1 · · · xn we have gˆ(K1, . . . , Kn) =
C(K1, . . . , Kn). We now deﬁne a collection of functions for which the function g is maximal in some
sense.
Let Fn be the collection of all functions f : [0,∞) × · · · × [0,∞) → [0,∞) of n variables such
that (12) holds for all L in L and for all non-negative matrices K1, . . . , Kn deﬁning operators on L, and
such that f (x1, x2, . . . , xn) = f (x2, x3, . . . , xn, x1) for all nonnegative numbers x1, x2, . . . , xn. A natural
partial order can be introduced in the collection Fn: for f1, f2 ∈ F the inequality f1  f2 means that the
function f2 − f1 is nonnegative.
Theorem 2.3. The function g deﬁned by g(x1, . . . , xn) = n√x1 · · · xn is the greatest element of the partially
ordered set Fn.




0 x1 0 . . . 0 0
0 0 x2 . . . 0 0







0 0 0 . . . 0 xn−1






0 x2 0 . . . 0 0
0 0 x3 . . . 0 0







0 0 0 . . . 0 xn
x1 0 0 . . . 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦




0 xn−1 0 . . . 0 0
0 0 xn . . . 0 0







0 0 0 . . . 0 xn−3







0 xn 0 . . . 0 0
0 0 x1 . . . 0 0







0 0 0 . . . 0 xn−2




where x1, x2, . . . , xn are nonnegative numbers. Then
fˆ (K1, . . . , Kn)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 c 0 . . . 0 0
0 0 c . . . 0 0







0 0 0 . . . 0 c
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where c = f (x1, x2, . . . , xn), and so r(fˆ (K1, . . . , Kn)) c. Since r(K1) = · · · = r(Kn) = n√x1 · · · xn and
f satisﬁes (12), we obtain that c  n
√
x1 . . . xn = g(x1, x2, . . . , xn), and so f  g as desired. 
Given a non-negative matrix K that deﬁnes an operator on L in L, let us denote ‖K‖∞ = supi, j∈R
k(i, j). Then we have ‖K‖∞  ‖K‖ by (2).
We now generalize the inequality (4) to the case when
∑n
i=1 αi  1.
Theorem 2.4. Given L inL, let K1, . . . , Kn be non-negative matrices that deﬁne operators on L andα1, . . . ,
αn non-negative numbers such that s = ∑ni=1 αi  1.
Then the matrix C(K1, . . . , Kn, α1, . . . ,αn) deﬁnes a positive operator on L and
r (C(K1, . . . , Kn,α1, . . . ,αn))  β(α1r(K1) + · · · + αnr(Kn)), (13)
where
M = max
i=1,...,n ‖Ki‖∞ and β = max{M
s−1, 1}.
In particular, if the diagonal part of K
(α1)
1 ◦ · · · ◦ K(αn)n is equal to zero, then
r(K
(α1)
1 ◦ · · · ◦ K(αn)n )β(α1r(K1) + · · · + αnr(Kn)).
Proof. Assume ﬁrst thatM  1. Let βi := αi/s for all i = 1, . . . , n. Then∑ni=1 βi = 1 and we have
C(K1, . . . , Kn, α1, . . . ,αn)  s C(K1, . . . , Kn, β1, . . . ,βn), (14)
which follows from the inequality
xt  x for 0 x 1 and t  1.
It follows from (14) that C(K1, . . . , Kn,α1, . . . ,αn) deﬁnes an operator on L. By (14) and (4) we have
r (C(K1, . . . , Kn,α1, . . . ,αn))  s r (C(K1, . . . , Kn,β1, . . . ,βn))
 s (β1r(K1) + · · · + βnr(Kn)) = α1r(K1) + · · · + αnr(Kn),
which proves (13) in the caseM  1.







, . . . ,
Kn
M





(α1r(K1) + · · · + αnr(Kn)) (15)
by the already proven part of (13). SinceMs M, we have
1
Ms




, · · · , Kn
M












, . . . ,
Kn
M
, α1, . . . ,αn
))
. (16)
Combining the inequalities (15) and (16) completes the proof. 
Corollary 2.5. Given L in L, let K1, . . . , Kn be non-negative matrices deﬁning operators on L. Then the
matrix C(K1, . . . , Kn, 1, . . . , 1) deﬁnes a positive operator on L and
r (C(K1, . . . , Kn, 1, . . . , 1))  β(r(K1) + · · · + r(Kn)),
where
M = max
i=1,...,n ‖Ki‖∞ and β = max{M
n−1, 1}.
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In particular, if the diagonal part of K1 ◦ · · · ◦ Kn is equal to zero, then
r(K1 ◦ · · · ◦ Kn)  β(r(K1) + · · · + r(Kn)). (17)
We conclude the paper by an example showing that the inequality (17) is not weaker than the
inequality
r(K1 ◦ · · · ◦ Kn)  r(K1) · · · r(Kn), (18)
which is a special case of the inequality (3).
Example 2.6. Let L = Rm (withm  3) and
K = K1 = K2 = · · · = Kn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 . . . 1 1
1 0 1 . . . 1 1







1 1 1 . . . 0 1




Then r(K) = m − 1 and K(n) = K , so that the left-hand side of (18) and (17) is equal to r(K(n)) =
r(K) = m − 1. The right-hand side of (18) is equal to (r(K))n = (m − 1)n, while the right-hand side
of (17) equals n r(K) = n(m − 1).
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