Comparison of color and luminance vision on a global shape discrimination task  by Mullen, Kathy T & Beaudot, William H.A
Comparison of color and luminance vision
on a global shape discrimination task q
Kathy T. Mullen *, William H.A. Beaudot
McGill Vision Research, Department of Ophthalmology, McGill University, 687 Pine Avenue West,
H4-14, Montreal, Que., Canada H3A 1A1
Received 8 June 2001; received in revised form 1 October 2001
Abstract
We compared the performances of the blue–yellow, red–green and luminance systems on a shape discrimination task. Stimuli
were radial frequency patterns (radially modulated fourth derivative of a Gaussian) with a peak spatial frequency of 0.75 cpd.
Stimuli isolated the chromatic (red–green and blue–yellow) and achromatic post-receptoral mechanisms. We showed that in all cases
performance, measured as a radial modulation threshold for discrimination between a circular and non-circular stimulus, improves
with contrast. Performance was compared across radial frequencies with contrast matched in multiples of stimulus detection
threshold. We ﬁnd that blue–yellow color system performs the worse on this shape discrimination task, followed by the red–green,
with the achromatic system performing best. The average diﬀerence is a factor of 2 between achromatic and blue–yellow perfor-
mance, and a factor of 1.7 between red–green and achromatic. Despite these performance losses, chromatic shape discrimination can
still reach hyperacuity performance levels. In a secondary experiment we contrast modulate the radial contour to eliminate either the
‘‘corners’’ or ‘‘sides’’ of an RF4 (square) pattern. We ﬁnd that for the achromatic system, the sides are more important for the task
than the corners. However, for the chromatic system, removal of sides or corners produces similar performance deﬁcits. We con-
clude that color vision has a selective although relatively mild deﬁcit for two-dimensional form perception.  2002 Elsevier Science
Ltd. All rights reserved.
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1. Introduction
Many of the early demonstrations of the eﬀects of
isoluminance on form perception suggested that there
was a fundamental impoverishment of spatial processing
by color vision. The ﬁrst reports of isoluminant borders
described them as ‘shimmery’ or ‘jazzy’ in appearance
(Gregory, 1977; Liebmann, 1927), and they are less
perceptually distinct (Tansley & Boynton, 1978). Later
demonstrations have shown that depth from perspec-
tive, spatial organization, and ﬁgure ground segregation
can all be diminished under red–green and blue–yellow
isoluminant conditions (Cavanagh, 1991; Cavanagh,
Adelson, & Heard, 1992; Livingstone & Hubel, 1987,
1988). On the other hand, apart from an overall diﬀer-
ence in the shape of the contrast sensitivity functions
and in visual acuity (Kelly, 1983; Mullen, 1985; Seki-
guchi, Williams, & Brainard, 1993), the early stages of
form processing by color and luminance vision appear
to operate in a very similar manner. Speciﬁcally, color
vision, like luminance vision, appears to use an initial
stage of spatial bandpass ﬁltering. Psychophysical
studies using noise masking and adaptation indicate that
color vision uses arrays of bandpass ﬁlters with very
similar bandwidths to those found for luminance vision
(Bradley, Switkes, & DeValois, 1988; Losada & Mullen,
1995; Mullen & Losada, 1999; Switkes, Bradley, & De
Valois, 1988). Furthermore, at a secondary stage of
processing, in which information is integrated across
space to extract rudimentary contours, color vision also
performs remarkably well. This stage has been com-
pared in color and luminance vision using a stimulus
composed of arrays of Gabor elements that are linked
by orientation to form a contour; color and luminance
vision perform very similarly on this task (McIlhagga &
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Mullen, 1996; Mullen, Beaudot, & McIlhagga, 2000). In
addition, no loss of vernier acuity has been reported for
color vision, providing stimulus visibility in the relevant
spatial passband is controlled (Kooi, De Valois, &
Switkes, 1991; Krauskopf & Farell, 1991). What has
been explored less systematically however, is the role of
color beyond these stages, when local spatial informa-
tion and contours are linked into deﬁnable and recog-
nizable shapes. Thus it is likely that any deﬁciency of
form perception in color vision is speciﬁc and conﬁned
to the higher stages, such as the analysis of shapes and
the extraction of three-dimensional form.
The requirements of shape processing have been of
considerable recent interest in psychophysical research.
It is clear that a key aspect of simple shape processing is
the binding of distributed local features into an overall
form. It is generally recognized that this involves a non-
linear stage of processing, based on the grouping of local
information over relatively large stimulus areas to pro-
vide a ‘global’ representation of a shape (e.g. Wilson,
1999; Wilson & Wilkinson, 1997; Wilson, Wilkinson, &
Assad, 1997; Wilkinson, Wilson, & Habak, 1998), a
requirement also common to texture perception. Such a
task is likely to use the prestriate cortical areas suited to
the linking of distributed local information.
It is widely accepted that form processing is primarily
undertaken within the ventral visual pathway, which
carries information from the early stages of cortical ﬁl-
tering (V1, V2) to the complex object and face processing
areas of the inferior temporal cortex (Desimone &
Schein, 1987; Desimone, Schein, Moran, & Ungerleider,
1985; Gross, 1992). The two adjacent prestriate areas V4
and TEO lie within this pathway, and so are likely to
have a key role in form perception. In particular area V4
has been extensively investigated and results give strong
support to a role in shape processing. Lesions of area V4
in primates have an impact on shape discrimination
(Merigan, 1996, 2000; Merigan & Pham, 1998; Schiller,
1995). Additionally, single cell recordings in primates
point to a key role of area V4 in the determination of
higher order structure and form analysis (Gallant,
Braun, & Van Essen, 1993, 1996). The visual attribute of
color is also thought to be almost exclusively analysed
within the ventral cortical stream, and in particular area
V4 contains a high proportion of color sensitive neurons
(e.g. Zeki, 1983). Thus the coincidence of color and form
processing within the ventral visual stream raises the
question we address in this study, of the extent to which
color vision can support shape discrimination.
In this study we investigate the performance of the two
chromatic mechanisms (red–green and blue–yellow) on a
shape discrimination task. The stimuli we use are radial
frequency patterns, a novel stimulus set devised by Wil-
son and Wilkinson (1997) based on the deformation of a
circle. These stimuli have been used to investigate form
processing in luminance vision (Hess, Wang, & Dakin,
1999; Wilkinson et al., 1998; Wilson &Wilkinson, 1997).
We use these stimuli for two reasons. First, there is evi-
dence from luminance vision, examined more fully in
Section 4, that their shape is detected using a global
mechanism, in which contour information is pooled
across the diﬀerent parts of the object. Second, these ra-
dial frequency stimuli are non-cartesian stimuli, which
have been shown to activate neurons in area V4 (Gallant
et al., 1993, 1996), and are also eﬀective stimuli for the
activation of the human equivalent of area V4 (Wilkinson
et al., 2000). These stimuli are thus well suited to the
psychophysical investigation of tasks that are mediated
by the human analogues of primate areas V4 and TEO.
2. Methods
2.1. Stimuli
The stimuli were chromatic (red–green and blue–
yellow) and achromatic radially modulated D4s (fourth
derivative of a Gaussian) (Wilson & Wilkinson, 1997;
Wilkinson et al., 1998; Hess et al., 1999), with peak
spatial frequencies of 0.75 cpd, whose contrasts were
equated in multiples of detection threshold (Fig. 1).
Note that in a control experiment we ascertained that
detection threshold is not dependent on the radial fre-
quency of the pattern, so the same scaling of contrast by
detection threshold can be applied to all radial fre-
quencies. We used a stimulus with relatively low peak
spatial frequency in order to minimize the eﬀects of
chromatic aberrations (Bradley, Zang, & Thibos, 1992).
The subject’s task was to discriminate between a circular
(unmodulated) and non-circular (radially modulated)
stimulus. These radial frequency patterns are band-
limited in spatial frequency domain, and deﬁned by the
equations:
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where r is the space constant of RF(r) in degrees, xp is
the D4 peak spatial frequency (0.75 cpd). Rðx; yÞ is
the sinusoidal radial modulation of D4s, where Rm is the
mean radius (2.4), fr is the radial frequency, A is the
amplitude of the radial modulation, and h is the phase of
the modulation (randomly chosen in each trial of the
experiments). Lm and c are the mean luminance and
contrast, respectively. Circular radial frequency patterns
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have no radial modulation (A ¼ 0, and thus R is con-
stant).
We also used a radially contrast-modulated version of
the radial frequency pattern, deﬁned by the equations:
RFC rð Þ ¼ Lm 1f þ c½1 4r2 þ 4r4=3er2 1½  C rð Þg ð5Þ
C x; yð Þ ¼ Cm 1f þ sin fc arctan y=xð Þ½ þ hc þ hg ð6Þ
where Cðx; yÞ is the sinusoidal radial contrast modulation
of D4s, fc is the radial frequency of the contrast modu-
lation (the same as fr in our experiments), Cm is the factor
of contrast attenuation (0.5) and hc is the phase of the
contrast modulation (0 for sides only or 180 for corners
only). Examples of these stimuli are in Fig. 5.
2.2. Chromatic representation of the stimuli
The chromaticity of the stimuli was deﬁned using a
three-dimensional cone contrast space in which each
axis represents the quantal catch of the L, M, and S cone
types normalized with respect to the white background.
Stimulus chromaticity and contrast is given by a vector
direction and magnitude, respectively, within the cone
contrast space. In all experiments only the three cardinal
stimuli were used, selected to isolate each of the three
diﬀerent post-receptoral mechanisms. A cardinal direc-
tion for a given mechanism is the unique direction
orthogonal to the vector directions of the other two
mechanisms. Previous studies have estimated the red–
green, blue–yellow, and luminance mechanism direc-
tions to be approximately; LM, S0:5ðLþMÞ and
3LþM (Cole, Hine, & McIlhagga, 1993; Sankeralli &
Mullen, 1996). From these the cardinal direction for
each mechanism is calculated (i.e. the direction in color
space that lies orthogonal to two of the three mecha-
nisms). The luminance and blue–yellow cardinal direc-
tions are L+M+S (the achromatic direction) and S,
respectively. The wide intersubject variability found for
the luminance mechanism aﬀects the speciﬁcation of the
red–green cardinal direction. The red–green isoluminant
direction was determined for each subject individually
using a minimum motion technique for a patch of grat-
ing (0.75 cpd, 3.6 deg2) viewed binocularly and foveally,
and having the same mean luminance and chromaticity
as the Gabor stimuli used in the experiments. Since the
red–green isoluminant direction was speciﬁed within
the L, M cone contrast plane, it was not orthogonal to
the blue–yellow mechanism. Any resulting cross-stimu-
lation of the blue–yellow mechanism would be small,
however, and given the very low cone contrast sensitivity
of the blue–yellow mechanism relative to the red–green
(Sankeralli & Mullen, 1996) is highly unlike to inﬂuence
the results. Maximum cone contrast for chromatic
stimuli was limited by the display and varied across
subjects according to their red–green isoluminant axis.
2.3. Apparatus and calibrations
Stimuli were displayed on a Sony Trinitron monitor
(GDM-F500R) driven by a VSG 2/4 graphics board
(Cambridge Research Systems) with 15 bits contrast
resolution, housed in a Pentium PC computer. The
frame rate of the display was 76 Hz. The spectral
Fig. 1. Six examples of radial frequency patterns. Three radial frequencies (3, 4, and 8 cycles/circumference) and two radial modulations (6% and 2%)
are shown. Increasing the radial modulation makes the shape more pronounced. Spatial frequency is 0.75 cpd and the radius is 2.4.
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emissions of the red, green and blue guns of the monitor
were calibrated using a PhotoResearch PR-650-PC
SpectraScan. The monitor was gamma corrected in
software with lookup tables using luminance measure-
ments obtained from an OptiCAL gamma correction
system interface with the VSG display calibration soft-
ware (Cambridge Research Systems). The Smith and
Pokorny fundamentals were used for the spectral ab-
sorption of the L, M, and S cones. From these data a
linear transform was calculated to specify the phosphor
contrasts required for given cone contrasts (Cole &
Hine, 1992). The monitor was viewed in a blacked out
room. The mean luminance of the display was 60 cd/m2.
The stimuli were viewed at 60 cm, and subtended an
area of 254 254 pixels (9 9). Stimuli were generated
on-line, and a new stimulus was generated for each
presentation.
2.4. Protocol
For each post-receptoral mechanism we measured
contrast thresholds for the detection of a circular radial
frequency (RF) pattern using a 2AFC staircase proce-
dure. In each trial, one interval contained a circular
stimulus and the other contained a blank stimulus with
the same average luminance. Subjects were asked to
indicate which interval had the circular stimulus. In a
diﬀerent 2AFC staircase procedure we measured shape
discrimination threshold. The radial modulation am-
plitude threshold for discriminating between a circular
and non-circular radial frequency pattern was deter-
mined at various contrasts (expressed as multiple of
contrast threshold) and radial frequencies (fr ¼ 2–32
cycles/circumference). In each trial, one interval con-
tained a circular stimulus and the other contained a non-
circular stimulus. Subjects were asked to indicate which
interval had the non-circular stimulus. In both 2AFC
staircase procedures, contrast or radial modulation
amplitude was reduced after two correct responses, and
increased after one wrong response. The change was
50% before the ﬁrst reversal, and 25% after the ﬁrst re-
versal. Each session was terminated after six reversals,
and the detection threshold was computed from the
mean of the last ﬁve reversals.
In both experiments, the exact location of the stim-
ulus presented at the display centre was varied randomly
from trial to trial by adding a positional jitter corre-
sponding to 20% of the stimulus radius (0–0.48). The
duration of each stimulus was 1 s, and the overall con-
trast of each stimulus was Gaussian enveloped with
a sigma of 250 ms centred on the temporal window.
Auditory feedback was given after each trial. A black
ﬁxation mark was presented at the beginning of each
session in the centre of the display, and subjects were
asked to sustain their ﬁxation during the whole session.
Practice trials were run before the experiments com-
menced. All experiments were done under binocular
conditions.
The number of trials per session for each experiment
was between 30 and 50 for each subject. Thresholds were
obtained by averaging across sessions, and plotted data
points show the mean of 3–6 sessions performed for
each condition.
2.5. Observers
The observers were the two authors (KTM and
WHB) and two na€ıve subjects (KP and AR). All have
normal, or refracted to normal vision, and all have
normal color vision according to the Farnsworth–
Munsell 100-Hue Test.
3. Results
In our experiments cone contrast is expressed in
multiples of detection threshold to eliminate the eﬀects
of diﬀerences in the contrast sensitivity functions of the
three mechanisms, and allow stimuli to be matched
in terms of suprathreshold contrast units (i.e. matched in
visibility). For this scaling, detection thresholds were
obtained for circular (RF¼ 0) red–green, blue–yellow
and achromatic RF patterns using a 2AFC staircase
method, with each threshold calculated as the mean of
3–5 staircase measurements. In the ﬁrst experiment we
investigate the eﬀects of contrast on shape discrimi-
nation in the three mechanisms (Ach, RG, and BY).
Results for shape discrimination (% threshold radial
modulation) as a function of contrast for a radial fre-
quency of 4 are shown in Fig. 2. In addition, we mea-
sured radial modulation thresholds as a function of
contrast over a range of radial frequencies (4–16 cycles/
circumference) for both achromatic and chromatic
stimuli, with results shown in Fig. 3.
The results of these two ﬁgures show that contrast
aﬀects performance similarly for the red–green, blue–
yellow and achromatic mechanism; thresholds improve
continuously and proportionally with increasing con-
trast (note the log scales used). This contrast dependence
is not dependent on the radial frequency used (Fig. 3).
The second feature of the data is that thresholds for the
chromatic stimuli are greater than those for achromatic
ones. This diﬀerence between chromatic and achromatic
stimuli is found over the whole contrast range and at
all three radial frequencies tested. Third, we note that,
despite the overall poorer performance with chromatic
stimuli, shape discrimination still reaches hyperacuity
levels at the highest contrasts. Hyperacuity levels, as
deﬁned for achromatic stimuli, occur when acuity falls
below the maximum cone sampling rate of 2 per arcmin
of visual angle, corresponding to a radial modulation of
0.7% on Figs. 2 and 3.
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In Fig. 4 we investigated the eﬀect of radial frequency
on shape discrimination. The red–green, blue–yellow
and achromatic stimuli were each displayed at the same
constant multiple of detection threshold (5 threshold
for the two experienced subjects, 10 threshold for the
two na€ıve subjects). Two features of the data are evi-
dent. First, radial modulation thresholds show a shallow
U-shaped dependence on radial frequency with best
thresholds falling at radial frequencies of 3–6, and this
eﬀect can be seen for all mechanisms (Ach, RG, and BY)
and subjects. Particularly noticeable is the rise in
thresholds that occurs at higher radial frequencies. This
form of result was not found in previous data using
achromatic stimuli (Wilkinson et al., 1998), which
showed a relatively ﬂat dependence on radial frequency.
Second, we note that the achromatic thresholds are
consistently lower than the chromatic ones. In addition,
thresholds for red–green stimuli are lower than for blue–
yellow with the exception of WHB, who has similar
red–green and blue–yellow thresholds. The average
diﬀerences in log units between achromatic and BY
thresholds for each subject are: 0.28 (KTM); 0.31
(WHB); 0.31 (KP); 0.40 (AR), with an overall average of
0.33 log units. The average diﬀerences in log units be-
tween the achromatic and red–green thresholds for each
subject are: 0.16 (KTM); 0.26 (WHB); 0.20 (KP); 0.28
(AR), with an overall average of 0.23 log units.
In a further experiment we investigated an aspect of
the mechanism of shape discrimination. We contrast
modulated the radial frequency pattern (RF¼ 4) (see
Fig. 3. Radial modulation thresholds (as a % of the radius) plotted as a function of stimulus contrast in multiples of detection threshold, for three
radial frequencies. Top panels show results for achromatic stimuli in two subjects (KTM, WHB). Bottom panels show results for red–green (left) and
blue–yellow (right) cardinal stimuli in subject WHB.
Fig. 2. Radial modulation thresholds (as a % of the radius) plotted as a function of stimulus contrast in multiples of detection threshold for the three
cardinal stimuli (RG, BY, and Ach). Note that % radial modulation can be converted to units of distance by multiplying by the stimulus radius of
2.4. Stimulus radial frequency is 4. ( ) achromatic stimulus; ( ) red–green stimulus; ( ) blue–yellow stimulus. Results for three subjects. Error bars
show þ1sd.
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Section 2) using a full contrast modulation so as to
eliminate either the corners or the sides of the pattern.
The appearance of the stimuli is shown in Fig. 5. Shape
discrimination thresholds were then measured under
these conditions for achromatic and blue–yellow pat-
terns. Results for the achromatic pattern are shown in
Fig. 6. Removing the ‘corners’ has a minimal impact on
radial modulation thresholds compared to the full RF
pattern. On the other hand, removing the ‘sides’ of the
RF4 has a much more pronounced eﬀect with a signi-
ﬁcant loss of performance. The average elevation of
threshold in log units for the no-corners stimulus was
0.23 (KTM) and 0.16 (WHB), and the average threshold
elevation for the no-sides stimulus was 0.40 (KTM) and
0.45 (WHB). These results suggest that for the achro-
matic pattern, the sides are more important for thresh-
old than the corners of the pattern. Results for BY
stimuli are shown in Fig. 7. In this case, the eﬀects of
removing the sides or corners of the RF patterns are
similar, both causing the same intermediate loss of per-
formance. The average elevation of threshold in log
units for the no-corners stimulus was 0.20 (KTM) and
0.25 (WHB), and the average threshold elevation for the
no-sides stimulus was 0.22 (KTM) and 0.31 (WHB).
These results suggest that there are diﬀerences in the way
the shape is analysed between the achromatic and the
blue–yellow chromatic systems.
4. Discussion
4.1. Shape discrimination threshold versus radial fre-
quency
Overall, our results reveal a U-shaped dependence of
shape discrimination threshold on radial frequency, with
optimum performance occurring around 3–6 cycles/cir-
cumference (Fig. 4). At low radial frequencies, there is a
small improvement in performance as radial frequency
increase from 2, and this has also been reported in
previous data (Hess et al., 1999; Wilkinson et al., 1998;
Wilson & Wilkinson, 1997). Above radial frequencies of
around 6–8 cycles/circumference, performance deterio-
rates as radial frequency increases, up to the limits of
our measurements (30 cycles/circumference). It is worth
Fig. 5. Two radial frequency patterns with full sinusoidal radial con-
trast modulation, as deﬁned in Eqs. (5) and (6). Two phases of contrast
modulation are shown: 0 (left) which eliminates the perceptual corners
of the stimulus, and 180 (right) which eliminates the perceptual sides
of the stimulus. Radial frequency ¼ 4.
Fig. 4. Radial modulation thresholds (as a % of the radius) plotted as a function of radial frequency for the three cardinal stimuli (RG, BY, and
Ach). ( ) achromatic stimulus; ( ) red–green stimulus; ( ) blue–yellow stimulus. Results are for four subjects, shown in each panel. Contrast was
ﬁxed at 5 detection threshold for KTM and WHB, and 10 threshold for KP and AR. Error bars show þ1sd.
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noting that at these higher radial frequencies (above 8
cycles/circumference) the task changes from one of
overall shape discrimination to one of identifying the
modulation of the edge of a circle. Previous experiments
with radial frequency stimuli have not found this high
radial frequency deterioration in performance, reporting
that the shape discrimination threshold remains con-
stant as radial frequency increases (Hess et al., 1999;
Wilkinson et al., 1998; Wilson & Wilkinson, 1997). Thus
this high radial frequency loss in performance may de-
pend on the choice of peak spatial frequency and/or
radius of the stimuli, since previous studies have used
higher peak spatial frequencies (P 4 cpd) and smaller
radii (6 1) than we have (0.75 cpd and 2.4 radius).
To explore the eﬀects of spatial frequency and radius
we repeated some of our measurements of shape dis-
crimination with achromatic stimuli of a higher peak
spatial frequency. We tested two new conditions: in one,
the peak spatial frequency was increased from 0.75 to 3
cpd but the radius was held constant (2.4), and in the
other condition the peak spatial frequency and the ra-
dius were scaled in proportion (3 cpd, radius¼ 0.6).
Results are shown in Fig. 8a and compared with our
original results (circles). Increasing the peak spatial
frequency, but maintaining the radius (triangles) pro-
duces an overall lowering of threshold at all radial fre-
quencies. This is contrary to previous results showing
no eﬀect of spatial frequency (Wilkinson et al., 1998).
Increasing the spatial frequency, but scaling down
the radius proportionally (squares), however, had little
eﬀect on the results, conﬁrming that thresholds obey
distance scaling (shape constancy) (Wilkinson et al.,
1998). The overall improvement in performance associ-
ated with the increase in spatial frequency at the longer
radius (triangles, 3 cpd, radius¼ 2.4) is probably ex-
plained directly from the stimulus conﬁguration. The
thicker (0.75 cpd) contour is composed of inner and
outer ‘rings’ that are quite widely separated (illustrated
in Fig. 1), whereas the contour in the 3 cpd stimulus is
around four times narrower. If the inner rings of the
thick contour are used to judge its shape, this stimulus
will eﬀectively have a shorter radius. This is likely
to account for the improved (3 cpd) thresholds in Fig. 8,
as the threshold amplitude of radial modulation is
inversely proportional to the radius under a range of
conditions (Wilkinson et al., 1998).
Above, we suggested that the low radial frequencies
require an overall shape discrimination task, whereas
Fig. 6. Radial modulation thresholds (as a % of the radius) for radial frequency patterns with no corners ( ) or no sides ( ). The dashed line shows
results for the full radial frequency pattern, re-plotted from Fig. 2. Results for achromatic stimuli for two subjects (KTM and WHB). Error bars
show þ1sd.
Fig. 7. Radial modulation thresholds (as a % of the radius) for radial frequency patterns with no corners ( ) or no sides ( ). RF ¼ 4. The dashed
line shows results for the full radial frequency pattern, re-plotted from Fig. 2. Results for blue–yellow stimuli for two subjects (KTM and WHB).
Error bars show þ1sd.
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higher ones are an edge-based discrimination, and hence
these two parts of the function may need to be consid-
ered separately. To demonstrate this we have plotted
our results in a diﬀerent form, replacing radial frequency
with a measure that takes into account the peak spatial
frequency used in the contour, and its radial frequency.
Speciﬁcally, we calculate the width of the contour in
degrees (deﬁned as one period of the peak spatial
frequency) and the period of the radial modulation in
degrees (reciprocal of radial frequency in units of cir-
cumference length), and express them as a ratio. Fig. 8b
shows radial modulation threshold as a function of this
contour width/modulation length ratio. Note that the
ratio at which thresholds start to rise under all three
spatial conditions are aligned, at around 0.5. In other
words, approximately 2 contour widths are required to
represent a radial cycle with no loss of performance, and
the thinner the contour, the higher the radial frequency
that can be detected without loss of performance. This
limit may arise in the stimulus or be neural. It demon-
strates that the loss of performance at higher radial
frequencies, and hence the U-shape of the function, is
based on the spatial frequency of the contour, and is a
resolution based limit.
4.2. The comparison of color and luminance performance
Our results have shown that color performs worse
than luminance vision on this shape discrimination task
and, of the two chromatic mechanisms, blue–yellow
performs worse than red–green. On average across our
four subjects, thresholds are a factor of 2 (0.33 log units)
higher for blue–yellow compared to achromatic stimuli,
and a factor 1.7 higher for red–green compared to
achromatic stimuli. While these diﬀerences are not large,
they are constant over a wide range of radial frequen-
cies, and over the full range of suprathreshold contrasts.
It is important to note that these diﬀerences in perfor-
mance between the red–green, blue–yellow or achro-
matic mechanisms are not the result of the diﬀerences in
their respective contrast sensitivity functions, since all
stimuli are narrow band in spatial frequency and have
been equated in terms of their detection thresholds for
each condition.
Despite these overall diﬀerences, we noted in the re-
sults that chromatic shape discrimination reaches hy-
peracuity levels at the highest contrasts (Figs. 2 and 3).
This supports reports of chromatic vernier alignment
and Gabor alignment tasks, which show that red–green
color vision can perform at the hyperacuity level of
resolution (Morgan & Aiba, 1985; Kooi et al., 1991;
Krauskopf & Farell, 1991). Because we noted an im-
provement in performance for our achromatic stimuli
when the peak spatial frequency was increased from 0.75
to 3 cpd (Fig. 8a) we also repeated these measures
of shape discrimination for red–green stimuli at 3 cpd
(small diamonds in Fig. 8a). These results conﬁrm that
color vision can reach levels of performance in the hy-
peracuity range. That shape discrimination is a hy-
peracuity task is not surprising in view of the previous
literature on shape and curvature analysis (e.g. Watt &
Andrews, 1982; Wilson et al., 1998). Instead, these re-
sults highlight the relatively robust and highly sensitive
performance of color vision on these tasks.
The question remains as to why shape discrimination
based on color falls below that found for achromatic
stimuli. One possible explanation arises from diﬀerences
in the encoding of orientation in the chromatic and lu-
minance systems. Models aiming to account for global
shape discrimination (so-called ‘ﬁlter–rectify–ﬁlter’
models) use both ﬁrst and second stage ﬁlters that are
orientationally selective (Wilson, 1999; Wilson & Wil-
kinson, 1997; Wilson et al., 1997). Arrays of second
stage ﬁlters sampling diﬀerent orientations perform a
global concentric orientation pooling to determine its
Fig. 8. (a) Radial modulation thresholds (as a % of the radius) plotted as a function of radial frequency for three diﬀerent patterns each with a
diﬀerent peak spatial frequency or radius (r). Stimulus contrast is 5 threshold. ( ) Ach, 0.75 cpd, radius ¼ 2:4 (original condition); ( ) Ach, 3
cpd, radius ¼ 2:4; ( ) RG, 3 cpd, radius ¼ 2:4; ( ) Ach, 3 cpd, radius ¼ 0:6 cpd (re-scaled original stimulus). (b) Radial modulation thresholds
taken from (a) with radial frequency re-plotted as the ratio of contour width per radial cycle length. Contour width is calculated as one period of the
peak spatial frequency for each condition, and radial cycle length is calculated as the period of the radial frequency in circumference length. The ratio
at which thresholds begin to rise at the high radial frequency end of the plot is around 0.5, or 2 contour widths per radial cycle.
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shape. Thus both the bandwidths and the number of the
orientation selective sub-units are potentially limiting in
the shape discrimination task. Psychophysical results
show that when diﬀerences in contrast sensitivity are
taken into account and stimuli at equivalent spatial
frequencies are used, orientation discrimination is
poorer for chromatic compared to achromatic visual
channels (McIlhagga & Mullen, 1996; Mullen et al.,
2000; Reisbeck & Gegenfurtner, 1998; Webster, De
Valois, & Switkes, 1990; Wuerger & Morgan, 1999).
Mullen et al. (2000) also report that, for their spatially
conﬁned Gabor stimuli, the chromatic deﬁcit is greater
for the blue–yellow mechanism that the red–green,
however this eﬀect is not found with the larger grating
stimuli used by Webster et al. (1990). If orientation
bandwidth limits the global shape discrimination task,
we might expect color vision to perform more poorly
than luminance vision. As yet, however, insuﬃcient in-
formation on orientation bandwidths is available to
make quantitative predictions for global shape dis-
crimination deﬁcits in color vision.
Our results also suggest that the mechanism of shape
analysis may diﬀer between the color and luminance
systems. We ﬁnd that the elimination of the sides of an
achromatic RF4 (square) pattern more severely impairs
shape discrimination thresholds than the elimination of
the corners, which has almost no eﬀect. This is similar to
the conclusion made by Hess et al. (1999), who removed
stimulus corners or sides by noise masking. Surprisingly,
this experiment repeated on blue–yellow stimuli has
diﬀerent results, showing that the removal of either sides
or corners has a similar impact on shape discrimination.
It is possible that the poorer orientation discrimination
of the blue–yellow mechanism makes it hard to dis-
criminate between the sides and corners at near thresh-
old amplitude modulations, removing the eﬀective
advantage of the global pooling of the sides aﬀorded
to the achromatic mechanism.
4.3. A global versus local task?
This question asks whether the discrimination of the
circular and non-circular stimuli can be made on the
basis of a comparison of localized changes in orientation
or curvature between the two stimuli, or whether the
task is dependant on the linking of the contour infor-
mation distributed across the shape. Various lines of
evidence have been advanced to argue for a global shape
discrimination of achromatic RF stimuli. In their orig-
inal paper, Wilkinson et al. (1998) argued that local
curvature could not account for discrimination because
(1) RF shape discrimination thresholds are better than
those obtained from simple curvature discriminations,
and (2) the form of the threshold versus radial frequency
function is not that predicted from the use of curvature
as a threshold cue. This latter point was also used to
dismiss the use of local orientation judgements. In ad-
dition, Hess et al. (1999) have shown that performance is
better for an intact RF pattern than for a random re-
arrangement of its component parts, supporting a global
shape analysis that uses all the stimulus parts rather
than the use of local stimulus diﬀerences. However, so
far, these arguments have only been tested on achro-
matic stimuli, and we cannot assume they will apply to
color vision. In particular, since chromatic shape dis-
crimination is worse than achromatic, color vision may
not be taking advantage of the improved performance
aﬀord by global shape analysis, and may be relying on
local cues instead. This explanation does not exclude the
ﬁrst possibility raised above that the task is limited by
impoverished orientation information at the local level.
The relevance of these two explanations can be tested
psychophysically in future experiments.
4.4. Physiological implications
Although it is maintained over all contrasts, the dif-
ference in performance between shape discrimination
for color and luminance vision is not large and certainly
does not warrant color vision being considered deﬁcient
in form perception. Within the context of the present
understanding of chromatic processing in striate and
prestriate cortex, the relative robustness of color vision
for global form perception is not surprising. Areas V1
and V2 contain many color sensitive orientationally se-
lective neurons (Kiper, Fenstemaker, & Gegenfurtner,
1997; Johnson, Hawkin, & Shapley, 2001; Leventhal,
Thompson, Liu, Zhou, & Ault, 1995) suggesting the
physiological basis for a chromatic form analysis is in-
tact at this stage. Furthermore, while V4 contains a high
proportion of color sensitive neurons, it is not exclu-
sively a ‘color area’ but instead appears to play an im-
portant role in shape perception (Gallant et al., 1993,
1996; Merigan, 1996, 2000; Merigan & Pham, 1998;
Schiller, 1995; Schiller & Lee, 1991). Drawing on the
observations that there are very low numbers of cells
exclusively sensitive to color in the primate visual cortex,
Lennie (1998) has argued it is fruitless to search for an
exclusive or modular color pathway in the visual cortex.
Our results support this view, since they suggest that
form perception can be supported by either chromatic or
an achromatic information, as might be expected from
neurons or pathways selective for multidimensional
stimulus attributes.
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