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Georg Seelig∗ and Markus Bu¨ttiker†
De´partement de Physique The´orique, Universite´ de Gene`ve, CH-1211 Gene`ve 4, Switzerland
(October 27, 2018)
The reduction of the amplitude of Aharonov-Bohm oscillations in a ballistic one-channel meso-
scopic interferometer due to charge fluctuations is investigated. In the arrangement considered the
interferometer has four terminals and is coupled to macroscopic metallic side-gates. The Aharonov-
Bohm oscillation amplitude is calculated as a function of temperature and the strength of coupling
between the ring and the side-gates. The resulting dephasing rate is linear in temperature in
agreement with recent experiments. Our derivation emphasizes the relationship between dephasing,
ac-transport and charge fluctuations.
I. INTRODUCTION
Dephasing processes suppress quantum mechanical in-
terference effects and generate the transition from a mi-
croscopic quantum coherent world in which interference
is crucial to a macroscopic world characterized by the
absence of (quantum) interference effects. Mesoscopic
systems are neither entirely microscopic nor macroscopic
but at the borderline between the two. Clearly, there-
fore, dephasing processes play a central role in meso-
scopic physics1–5. At low temperatures, it is thought that
the predominant process which generates dephasing, are
electron-electron interactions1,2,5. In this work, we inves-
tigate a ballistic Aharonov-Bohm (AB) interferometer, in
which electrons (in the absence of interactions) are sub-
ject only to forward scattering processes (see Fig. (1)).
Our work is motivated by the following questions:
A mesoscopic conductor connects two or more electron
reservoirs: inside a reservoir screening is effective and
electron interactions are of little importance. In con-
trast, inside the mesoscopic structure screening is poor
and interactions are important. Thus the process of a
carrier entering or leaving the mesoscopic structure is
essential. We ask how this process affects the dephas-
ing. In standard treatments of dephasing the conductor
is considered to be charge neutral and the elementary
excitations are electron-hole scattering processes. In a
finite size mesoscopic conductor, we can, however, have
a hole in a reservoir and only an additional electron in
the conductor, or we can have an electron inside the con-
ductor and a hole on a nearby capacitor (see Fig. 1). As
a consequence the conductor is charge neutral only when
its surroundings are taken into account (reservoir banks,
nearby capacitors).
A second question we seek to answer is the following:
instead of calculating a dephasing rate it is desirable to
find a way to directly evaluate the quantity of interest
(here the conductance). In small mesoscopic systems the
dephasing rate might be a sample specific quantity6 and
there would be little justification in using an ensemble av-
eraged dephasing rate even if we are interested only in the
ensemble averaged conductance. Clearly to answer such
conceptual questions it is useful to have a model which is
as simple as possible. In this paper we theoretically in-
vestigate dephasing of AB-oscillations in a ballistic ring
with a single transport channel. The one-channel limit
is of actual experimental interest (see e.g. Refs. 7–9).
Our idealized setup consists of an AB-ring with four ter-
minals, the arms of the ring being capacitively coupled
to lateral gates (see Fig. (1)). For a recent experiment
on a ballistic (two-terminal) AB-ring with lateral gates
coupled to both arms see Ref. 10.
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FIG. 1. The figure shows the four-terminal AB-ring
threaded by a magnetic flux. The two arms of the ring are
each coupled to a side-gate via a capacitance CG (G = A,B).
We consider junctions which are perfectly transmitting and
divide the incoming current into the upper and lower branches
of the ring. The system then is the electronic equivalent of an
optical Mach-Zehnder interferometer (MZI). The total charge
in a Gauss sphere Ω drawn around the system of gates and
ring is assumed to be zero, implying that current in the system
is conserved. It is assumed that each arm is characterized by
a single potential UA (or UB) and the charge +QA (or +QB).
The structure we examine has no closed orbits: As a
consequence in its equilibrium state it exhibits no persis-
tent current and in the transport state there is no weak
localization correction to the conductance. It exhibits,
however, an Aharonov-Bohm effect11 due to superpo-
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sition of partial waves in the out-going final quantum
channel. In fact this is the situation discussed in the
original work of Aharonov and Bohm11. It is also some-
times assumed in mesoscopic physics without a detailed
specification of the conditions (multi-terminal geometry,
absence of backscattering) which are necessary for inter-
ference to appear only in the final outgoing channel. The
system investigated here is the electric analog of an opti-
cal interferometer in which the path is divided by forward
scattering only. An example of such an arrangement is
the Mach-Zehnder interferometer (MZI). In the MZI the
sample specific AB oscillations are a consequence of su-
perposition in the outgoing scattering channel only. We
calculate the effect of internal potential fluctuations on
the linear response dc-conductance in the ring as a func-
tion of the strength of the coupling between ring and
gates and of temperature. In this approach the conduc-
tance and the dephasing time are not calculated sepa-
rately but a dephasing time will appear in the expression
for the conductance in a natural way. It quantifies the
degree of the attenuation of AB-oscillations due to ran-
domization of the phases of the electrons going through
the ring (as opposed to attenuation due to thermal av-
eraging). From our calculations we find that the coher-
ent part of the conductance is diminished by a factor
1 − τ/τφ ≈ exp(−τ/τφ) relative to the ideal case due to
temperature and coupling to the gates. Here τ is the
traversal time for going through one arm of the ring. In
the temperature regime 0 ≪ kT ≪ ∆E (∆E is the sub-
band threshold) addressed in our calculations we find a
dephasing rate τ−1φ linear in temperature. In an experi-
ment on a two-terminal AB-ring, a dephasing rate linear
in temperature was recently measured by Hansen et al.
8.
In our model the dephasing is due to inelastic scatter-
ing of electrons from charge fluctuations in the arms of
the ring. We treat the gates as macroscopic entities with
perfect screening. The carrier dynamics in the gates is
irrelevant for the discussion presented here. They do not
represent an external bath or dephasing agent. The ir-
reversible source necessary for dephasing is given by the
electron dynamics of the ring itself: the phase and en-
ergy of a carrier exiting into a contact are unrelated to
the phase and energy of a carrier entering the sample.
Our approach is similar in spirit to the one used in
Ref. 12 where dephasing due to charge fluctuations was
discussed for two coupled mesoscopic structures. To sim-
plify the discussion we assume that it is possible to draw
a Gauss sphere around the system of gates and ring such
that all electric field lines emanating within the sphere
also end in it (see Fig. (1)). This implies that the total
charge in the sphere is zero at any time. However, it is
possible to charge up one part of the system (an arm of
the ring) relative to another part (the nearby gate) cre-
ating charge dipoles. Charge fluctuations in the arms of
the ring lead to fluctuations of the effective internal po-
tentials. Electrons going through the ring are exposed to
these potential fluctuations and scatter inelastically. The
strength of the coupling between the gates and the arms
determines the amount of screening and thus the strength
of the effective electron-electron interaction. When the
capacitance C between arm and gate becomes very large,
the Coulomb energy e2/C of the system goes to zero and
gate and arm are said to be decoupled.
The main goal of this work is the calculation of the
dc-conductance of the ring taking into account the ef-
fects of the gate-mediated interactions. Applying the ac-
scattering approach of Ref. 13 we start by calculating
the dynamic conductance matrix of our system. From
the real (dissipative) part of the dynamic conductance
matrix element relating the current in one of the gates
to the voltage applied to the same gate we can find the
spectrum of the equilibrium potential fluctuations in the
nearby arm of the ring via the fluctuation dissipation
theorem. When calculating the dc-conductance we sta-
tistically average over the scattering potential assuming
that the potential has a vanishing statistical mean and
that the spectrum of fluctuations is given by the spec-
trum of equilibrium fluctuations. Taking into account
interactions in the manner outlined above results in an
attenuation of the amplitude of AB-oscillations of the
statistically averaged conductance.
In the next section we derive the scattering matrix for
the MZI. Inelastic scattering from internal potential fluc-
tuations is taken into account. In Section IV we deter-
mine the internal potential distribution of the ring and
then go on to calculate the admittance matrix. We will
show that by taking into account screening effects a cur-
rent conserving theory for the system consisting of the
ring and the two gates can be formulated. In the fol-
lowing (Section V) we calculate the dc-conductance and
investigate the influence of equilibrium fluctuations on
dc-transport.
II. THE MACH-ZEHNDER INTERFEROMETER
We consider an MZI with a single transport channel.
An electron arriving at one of the two intersections com-
ing from a reservoir can enter either of the two arms
of the ring, but can not be reflected back to a reser-
voir. An electron coming to the intersection from the
ring will enter one of the reservoirs. The amplitudes for
going straight through the intersection and for being de-
flected to the adjacent lead in the forward direction are
t =
√
T and r = i
√
R respectively, where T + R = 1.
Transmission through the intersections is taken to be in-
dependent of energy. In the remainder, we assume sym-
metric intersections, that is R = T = 1/2 in (Eq. 1).
Due to the potential fluctuations in the arms of the ring
a carrier can gain or loose energy. This process is de-
scribed by a scattering matrix SG(E
′, E) for each arm
which depends on both the energy E of the incoming
and the energy E′ of the exiting carrier. The scatter-
ing matrix SG(E
′, E) thus connects current amplitudes
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at a junction of the ring incident on the branch to the
amplitudes of current at the other junction leaving the
branch. We have a matrix SG(E
′, E) for the upper arm
(SA(E
′, E)) and one for the lower arm (SB(E
′, E)). As
a consequence of the inelastic transitions in the arms of
the ring the full scattering matrix Sαβ(E
′, E) describ-
ing transmission through the entire interferometer from
contact β to contact α is also a function of two energy
arguments. This scattering matrix can be found by com-
bining the scattering matrices for the two arms with the
amplitudes for going through the intersections following
a specified path. Due to the geometry of the system we
have the symmetries S13,+B(E
′, E) = S24,+B(E
′, E) and
S32,+B(E
′, E) = S41,+B(E
′, E). In addition the scatter-
ing matrix elements calculated for the system in a mag-
netic field ~B are related to the matrix elements found at
an inverted field − ~B by Sαβ,+B(E′, E) = Sβα,−B(E′, E).
All elements of the scattering matrix can then be found
from the three elements given below:
S13(E
′, E) = S24(E
′, E) = i
√
TR (1)
× (SA(E′, E)e−iΦA + SB(E′, E)e+iΦB) ,
S14(E
′, E) = −RSA(E′, E)e−iΦA + TSB(E′, E)e+iΦB ,
S23(E
′, E) = TSA(E
′, E)e−iΦA −RSB(E′, E)e+iΦB .
Here ΦG is the magnetic phase picked up by a particle go-
ing through arm G clockwise. Then ΦA+ΦB = 2πΦ/Φ0,
where Φ the flux through the ring and Φ0 is the flux quan-
tum. All scattering matrix elements Sαβ(E
′, E) with
|α − β| ≤ 1 are zero since transport through the junc-
tions takes place only in forward direction. The on-shell
(one-energy) scattering matrix elements for the (free)
one-channel interferometer in the absence of gates which
we denote by S
(0)
αβ (E) are found by replacing SG(E
′, E) in
Eq. (1) by SG(E
′, E) = δ(E′−E)S(0)G (E) with S(0)G (E) =
exp(ikELG). Our first task is now to determine the scat-
tering matrices SG(E
′, E) for the arms of the ring.
III. S-MATRIX FOR A TIME-DEPENDENT
POTENTIAL
In this section we calculate the scattering matrix
for the interacting ring system. We first solve the
Schro¨dinger equation for a single branch of the interfer-
ometer using a WKB approach. The amplitude for a
transition from energy E to energy E + h¯ω of a particle
passing through this arm and the corresponding scatter-
ing matrix element are determined. Subsequently the
scattering matrices for the two arms are included into a
scattering matrix for the full interferometer. A WKB ap-
proach similar to ours has been used previously to discuss
photon-assisted transport in a quantum point contact14
or to the investigation of traversal times for tunneling15.
The influence of a time-dependent bosonic environment
on transport through a QPC was addressed in Refs. 16
and 17 also applying a WKB ansatz.
The gate situated opposite to arm G (G = A,B) is
assumed to be extended over the whole length of this
arm. Fluctuations of the charge in the gate capacitively
couple to the charge in the neighboring arm of the MZI
and influence electron transport through this arm. This
interaction effect is taken care of by introducing a time-
dependent potential VG(x, t) into the Hamiltonian
H = − h¯
2
2m∗
∂2
∂x2
+ EG + VG(x, t), (2)
for arm G. Here EG is the sub-band energy due to the
lateral confining potential of the arm and m∗ is the ef-
fective mass of the electron. We make the assumption
that the fluctuating potential factorizes in a space- and
a time-dependent part, writing VG(x, t) = hG(x) e UG(t).
For the ballistic structure considered here the internal
potential is a slowly varying function of x. For practical
calculations we will however often employ a rectangular
potential barrier, (hG(x) = const if 0 ≤ x ≤ LG, where
LG is the length of arm G). Using a space-independent
internal potential is a valid approximation18 at least in
the low frequency limit ωτG <∼ 1 where a passing electron
sees a constant or slowly changing barrier. We have here
introduced the traversal time τG = LG/vG,F where vG,F
is the Fermi velocity in arm G. We will show in Section
IV how the potentials
UG(t) =
∫
dω
2π
uG(ω)e
−iωt. (3)
and their spectra can be determined in a self-consistent
way. To solve the Schro¨dinger equation with the Hamil-
tonian Eq. (2) we make the ansatz
ΨGE(x, t) = e
−iEt/h¯+ikG,Ex+irG(x,t)/h¯, (4)
where kG,E =
√
2m∗ (E − EG)/h¯ and rG(x, t) is the ac-
tion due to inelastic scattering. We will omit the index G
of the wave vector (or of the velocity vE,G = h¯kG,E/m
∗)
from now on and only write it when the distinction be-
tween wave vectors in different arms is important. It is
assumed that transmission is perfect: the potential fluc-
tuations cause only forward scattering. This is justified
if all energies relating to the fluctuating potential are
much smaller than the Fermi energy EF , in particular
h¯ω ≪ EF .
In determining rG(x, t) we will take into account cor-
rections up to the second order in the potential. We write
rG(x, t) = rG,1(x, t) + rG,2(x, t), where
rG,1(x, t) =
∫
dω
2π
e−iωtrG,1(x, ω) (5)
is linear in the perturbing potential and
rG,2(x, t) =
∫
dω1
2π
∫
dω2
2π
e−i(ω1+ω2)trG,2(x, ω1, ω2) (6)
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is a second order correction. The linear term was cal-
culated in Ref. 15 for a general form of hG(x). The
corresponding expression for the term quadratic in the
potential is readily found but is quite cumbersome. We
here give rG,1(x, ω) and rG,2(x, ω1, ω2) for the case were
hG(x) is a rectangular barrier of length LG:
rG,1(x, ω) = i
uG(ω)
ω
(
eixω/vF − 1
)
, (7)
rG,2(x, ω1, ω2) = − x
2m∗v3F
uG(ω1)uG(ω2)e
ix(ω1+ω2)/vF .
Here rG,1 gives the contribution to the action due to ab-
sorption or emission of single modulation quantum h¯ω,
while rG,2 corresponds to the absorption and emission of
two modulation quanta h¯ω1 and h¯ω2. We now proceed
to the formulation of the scattering problem in terms of
a scattering matrix with elements of the form SG(E
′, E)
describing transitions between states at different ener-
gies. The amplitude tG(E
′, E) for a transition from a
state with energy E to a state with energy E′ of an elec-
tron is found from the boundary condition at x = LG,
ΨGE(LG, t) = χ
G
E(LG, t).For the matching we expand the
WKB wavefunction (see Eq. (4)) in x = LG to the second
order in the perturbing potential
ΨGE(x, t) = e
−iEt/h¯+ikG,Ex
[
1 +
i
h¯
rG,1(LG, t) (8)
+
i
h¯
rG,2(LG, t)− 1
2h¯2
r2G,1(LG, t)
]
.
Furthermore the wavefunction at the right-hand side of
the barrier (outside the fluctuating potential region) is
χGE(x, t) =
∫
dE′
2πh¯
tG(E
′, E)eikE′x−iE
′t/h¯. (9)
In principle, also the derivatives of the wavefunctions
should be matched. Here we describe transmission
through the fluctuating potential region as reflectionless
which is accurate up to corrections of the order of h¯ω/EF .
To determine the transmitted wave with the same accu-
racy it is sufficient to match amplitudes only. The trans-
mission amplitude is found by Fourier transforming the
WKB wavefunction Eq. (8) and comparing with Eq. (9).
The transmission amplitude can be expressed in terms of
the phase rG(LG, t). To second order in the potential we
have
tG(E
′, E) = ei(kE−kE′)LG
[
2πh¯δ(ε) +
i
h¯
rG,1(LG, ε/h¯)
+
∫
dω
2π
[
i
h¯
rG,2 (LG, ω, ε/h¯− ω) (10)
− 1
2h¯2
rG,1(LG, ω)rG,1 (LG, ε/h¯− ω)
] ]
,
where ε = E′ − E. The scattering matrix connecting
incoming wave amplitudes (at x = 0) to outgoing wave
amplitudes (at x = LG) is related to the transmission
amplitude tG(E
′, E) through
SG(E
′, E) = eikE′LGtG(E
′, E). (11)
While the transmission amplitude tG(E
′, E) was deter-
mined through the continuity of the wavefunction in the
point x = LG (tG(E
′, E) thus connects amplitudes at the
same point), the scattering matrix SG(E
′, E) connects
amplitudes in x = 0 to amplitudes in x = LG. This dif-
ference in the definitions of the two quantities leads to
the phase factor exp(ikE′LG) in Eq. (11). The scattering
matrix as it is derived here a priori relates wavefunction
amplitudes and not current amplitudes. To be consistent
with the usual definition of the scattering matrix as a re-
lation between current amplitudes, SG(E
′, E) should be
multiplied by
√
vE′/vE . This factor, however, is of the
order h¯ω/EF and can thus be neglected. The scattering
matrices found to describe a single arm can now be in-
tegrated into the full scattering matrix for the MZI (see
Eq. (1)).
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FIG. 2. Scattering states ΨGE and Ψ
G
E±h¯ω (see Eq. (4))
with amplitudes a(E) and a(E± h¯ω) respectively due to elec-
trons incident from the left at energies E and E ± h¯ω are
indicated in the figure. For didactic purposes the special case
of a harmonically oscillating barrier U(t) ∝ cos(ωt) is con-
sidered and only first order side-bands are drawn. In the
rest of the paper we discuss the case of a randomly oscillat-
ing barrier and include second order corrections. The scat-
tering state which may be described by a simple (outgoing)
plane wave at energy E with amplitude b(E) to the right
of the barrier is emphasized in the figure. The amplitudes
a(E) and b(E) are related through the scattering matrix via
b(E) =
∑
σ=0,±
S(E,E + σh¯ω)a(E + σh¯ω).
In the discussion presented here the transmission of
the carrier through the fluctuating potential region is de-
scribed as a unitary scattering process. The “final” scat-
tering channels are always open. We emphasize that up
to now we have investigated a perfectly coherent process.
Decoherence in our model will be introduced through the
statistical averaging (cf. Sec. V). Our next task is to
find the statistical properties of the potential fluctua-
tions. These fluctuations can be found from the dynamic
conductance matrix via the fluctuation-dissipation theo-
rem.
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IV. POTENTIAL FLUCTUATIONS
In this section we proceed to the calculation of the
admittance matrix Glk(ω) = dIl,ω/dVk,ω for the joint
system of interferometer and gates. We concentrate on
the limit h¯ω ≪ kT ≪ EF . The dynamic conductance
matrix Glk(ω) is a 6 × 6-matrix (l, k = 1, 2, 3, 4, A,B),
Il,ω and Vk,ω denoting respectively the current measured
at and the voltage applied to one of the four contacts of
the ring or to one of the two gates. We use the follow-
ing convention for the indices: Lower case Roman indices
can take the values 1, 2, 3, 4, A,B, the Greek indices α, β
take the values 1,2,3,4 while upper case Roman indices
G,H areA,B. We will first calculate the matrix elements
GGG(ω) from which, via the fluctuation dissipation the-
orem we can derive the spectra of potential fluctuations
in the two arms. These will later be needed in the discus-
sion of the decoherence of AB-oscillations. The remain-
ing elements of the conductance matrix and the resulting
total conductance matrix are given in Appendix A. The
elements of the conductance matrix obey the sum-rules∑
lGlk(ω) = 0 and
∑
k Glk(ω) = 0 reflecting gauge in-
variance and current conservation respectively. A prob-
lem closely related to the one addressed here is concerned
with the calculation of ac-transport properties of a bal-
listic wire attached to reservoirs and capacitively coupled
to a gate18. Contrary to the classical calculations done
for a wire in Ref. 18 the ac-scattering approach allows us
to take into account the quantum nature of the system
investigated here as manifested in the AB-oscillations.
The ac-properties and the potential distribution which
are of interest here depend not only on the mesoscopic
conductor but also on the properties of the external cir-
cuit. Here we consider the case where all external current
loops exhibit zero impedance. This requires some expla-
nation since especially voltages at the gates are typically
controlled with the help of an external impedance. How-
ever, what counts in our problem is the range of fre-
quencies up to the traversal time, whereas the external
impedance might be very large only in a very narrow fre-
quency range around ω = 0. Thus we are justified to
consider in the following a zero-impedance external cir-
cuit.
In order to obtain the conductance matrix from an
ac scattering approach we need the effective internal po-
tential eUG(t) in arm G. The internal potential eUG(t)
is related to the total charge QG(t) in the same region
through QG(t) = CG(UG(t) − VG(t)) where VG(t) is the
voltage applied to gate G and CG is a geometrical capaci-
tance characterizing the strength of the coupling between
arm and gate. The total charge QG(t) consists of a con-
tribution due to injection from the contacts labeledQeG(t)
and a screening part QsG(t), thus QG(t) = Q
e
G(t)−QsG(t).
We will now assume that a voltage Vα(t) is applied to
contact α while Vβ(t) = 0 for α 6= β.
First we consider the charge density19 injected into the
arm G due to a modulation of the voltage at contact α
assuming a fixed internal potential UG. The charge dis-
tribution in the sample can be expressed through the
Fermi-field
Ψˆ(r, t) =
∑
α
∫
dE√
hvα,E
e−iEt/h¯ψα(r;E)aˆα(E), (12)
which annihilates an electron at point r and time t. Here
ψα(r;E) is a scattering state describing carriers with en-
ergy E incident from contact α. The charge density in
the ring at point r and time t is ρˆ(r, t) = eΨˆ†(r, t)Ψˆ(r, t).
Fourier transforming with regard to time and quantum
averaging we get ρα(r, ω) = 〈ρˆα(r, ω)〉, where
ρα(r, ω) = e
∑
α,β
∫
dE√
vα,Evβ,E+h¯ω
(13)
× ψ∗α(r;E)ψβ(r;E + h¯ω)〈aˆ†α(E)aˆβ(E + h¯ω)〉.
The average charge may be split into an equilibrium part
ρ(0)(r, ω) and a contribution due to the external voltage
δρα(r, ω):
ρ(r, ω) = ρ(0)(r, ω) + δρα(r, ω). (14)
When calculating the quantum average of the charge den-
sity operator the effect of the external voltage is taken
into account through the modified distribution function
for charge carriers coming in from reservoir α. The distri-
bution for contact α to linear order in the applied voltage
is20
〈aˆ†α(E)aˆα(E + h¯ω)〉 (15)
= δ(h¯ω)fα(E) +
e
h
Vα,ωF (E,ω),
where Vα,ω is the Fourier component to frequency ω of
the voltage Vα(t) and F (E,ω) is defined through
F (E,ω) =
fα(E)− fα(E + h¯ω)
h¯ω
. (16)
Carriers in the other reservoirs are Fermi distributed
(〈aˆ†α(E)aˆβ(E + h¯ω)〉 = δ(h¯ω)δαβfα(E) for α 6= µ or
β 6= µ). The scattering states ψα(r;E) in the arms of
the interferometer for a constant internal potential are of
the form ψα(r;E) = Aαχ(r⊥) exp(ikEx+iΦG(x)), where
Aα = i
√
R or Aα =
√
T depending on the arm and the
injecting contact (cf. Eq. (1)). As in most of the paper
we will in the following use R = T = 1/2. Furthermore
ΦG(x) is the magnetic phase acquired going through arm
G to point x and χ(r⊥) is the transverse part of the
wavefunction. The simple form of the scattering states
in the arms is a consequence of the absence of backscat-
tering in the intersections. The injected charge δρα(x, ω)
is the part of the total charge Eq. (13) proportional to the
non-equilibrium contribution to the distribution function
Eq. (15). Substituting the expressions for the scattering
states into Eq. (13), using Eq. (15) and integrating over
r⊥ we find
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δρα(x, ω) =
e2
2
∫
dE√
vα,Evα,E+h¯ω
(17)
× eiωx/vEVα,ωF (E,ω),
where we have used |Aα|2 = 1/2. To find the total charge
QeG,α(ω) injected into arm G of the MZI we integrate over
the length of the arm QeG,α(ω) =
∫ LG
0 dxδρα(x, ω). Per-
forming the integration we get
QeG,α(ω) =
e2
2h
∫
dE F (E,ω)
(
i
ω
)(
1− eiωτG)Vα,ω.
(18)
In the limit h¯ω/kT ≪ 1 we have ∫ dE F (E,ω) ≈ 1. We
can rewrite the charge asQeG,α(ω) = e
2νGα(ω)Vα,ω where
we have introduced the injectivity νGα(ω), defined as
νGα(ω) =
1
2h
i
ω
(
1− eiωτG) . (19)
Here τG = LG/vF is the traversal time through arm G.
Now if interactions are taken into account, the excess in-
jected charge will induce a shift in the effective internal
potential, which in turn gives rise to a screening charge.
This screening charge is proportional to the internal po-
tential euG(ω) and to the total charge density available
for screening νG(ω). Thus Q
s
G(ω) = −e2νG(ω)uG(ω),
where νG(ω) =
∑4
α=1 νGα(ω) = 4νGα(ω). The last
equation is a consequence of the symmetry of the MZI.
In the zero frequency limit νG(ω) reduces to νG(0) =
2LG/(hvF ). The total charge in region G is QG(ω) =
e2νG(ω)(Vα,ω − 4uG(ω)).
We generalize now to the case were a voltage is applied
not only to one of the contacts but also to gate G. The
gate voltage is labeled VG(t). In this situation the charge
in arm G is QG(ω) = CG(uG(ω) − VG,ω). Combining
with our previous result for the charge leads to
QG(ω) = CG(uG(ω)− VG,ω) (20)
= e2νG(ω)(Vα,ω − 4uG(ω)).
Solving for the internal potential and invoking the defi-
nition of the injectivity νG(ω) (see Eq. 19) allows us to
express the internal potential euG(ω) through the applied
voltages:
uG(ω) =
−iωCGVα,ω + e2/(2 h)
(
1− eiωτG)VG,ω
−iωCG + (2 e2/h) (1− eiωτG) . (21)
The current in gate G is given by IG,ω = iωQG(ω), where
−QG(ω) is the charge accumulated in the gate. Since,
with the help of Eq. (21) we can express QG(ω) as a func-
tion of external voltages only, we can calculate the con-
ductance matrix elements GGG(ω) = dIG,ω/dVG,ω and
GGα(ω) = dIG,ω/dVα,ω. Note that the matrix elements
GAB(ω) and GBA(ω) vanish since the charge in region G
is independent of the voltage applied to the gate further
away from it. (This is a consequence of our assumption
of forward scattering only at the junctions and of the ab-
sence of capacitive coupling between the two arms). For
later use we here state the result for GGG(ω), which is
GGG(ω) =
dIG,ω
dVG,ω
=
−iωCG
1− 2iωCGRq/ (1− eiωτG) . (22)
In Eq. (22) we have introduced the charge-relaxation re-
sistance Rq = h/(4e
2) of the interferometer. The charge
relaxation resistance13 is a measure of the dissipation
generated by the relaxation of excess charge on the con-
ductor into the reservoirs. For a structure with perfect
channels connected to a reservoir each reservoir channel
connection contributes with a conductance Gq = 2e
2/h:
the conductances of different channels add in parallel
since each channel reservoir connection provides an addi-
tional path for charge relaxation. For example a ballistic
wire connected to two reservoirs has a charge relaxation
resistance Rq = (Gq + Gq)
−1 = h/4e2. For the MZI
considered here an excess charge in the upper or lower
branch has the possibility to relax into the four reservoirs
of the MZI. But at each junction the two connections
are only open with probability T and R (see Appendix
B). Thus the two connections act like one perfect chan-
nel. As a consequence the charge relaxation resistance
for our MZI is just that of a perfect wire and also given
by Rq = h/(4e
2).
2SUU(ω)
4pi
[kTh/e ]
2pi
0.3
ο−2pi−4pi
ωτ
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FIG. 3. The spectrum Eq. (25) is shown as a function of
the parameter ωτ . The full curve corresponds to an interac-
tion strength g = 0.6, for the middle (dashed) curve g = 0.7
and for the lowest (dotted) curve g = 0.8.
In the low-frequency limit we get from Eq. (22)
GGG(ω) = −iCµ,Gω +RqC2µ,Gω2 (23)
− i1− 3g
2
G
3g2G
R2qC
3
µ,Gω
3 + . . . .
This is in agreement with the result of Blanter et al.18
for a single wire coupled to a gate. We have introduced
the dimensionless (Luttinger) parameter gG as a measure
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of the strength of coupling between arm G and gate G.
If arm and gate are decoupled the interaction parame-
ter takes the value gG = 1 while it goes to zero as the
strength of coupling is increased. The parameter gG is
related to the capacitance CG and to the density of states
DG = νG(ω = 0) = 2LG/(hvF ) of the wire through
18
g2G =
1
1 + e2DG/CG
. (24)
The electrochemical capacitance13 Cµ,G of arm G is
C−1µ,G = C
−1
G + (e
2DG)
−1.
The remaining elements of the conductance matrix,
namely those involving the currents in the contacts of
the MZI, can be derived from an ac-scattering approach.
These calculations are presented in Appendix A. To
discuss the influence of potential fluctuations on dc-
transport we need the spectrum SUGUG(ω) of these fluc-
tuations. Since the spectrum of the current fluctuations
SIGIG(ω) in region G is related to the real (dissipative)
part of the element GGG(ω) of the emittance matrix
through the fluctuations dissipation theorem SIGIG(ω) =
2kTReGGG(ω) (in the limit h¯ω ≪ kT ), we get SUGUG(ω)
from the relation SUGUG(ω)=SIGIG(ω)/(ω
2C2G):
SUGUG(ω) = kT
h
e2
(1 − g2G)2(1− cos(ωτG))
2(1− g2G)2 (1− cos(ωτG)) + 2g2G(1 − g2G)ωτG sin(ωτG) + g4G(ωτG)2
. (25)
The spectrum Eq. (25) is shown in Fig. (3) as a function
of the dimensionless parameter ωτG for different values of
the interaction parameter gG. Zeroes of SUGUG(ω) occur
when ωτ is a multiple of 2π. This is a consequence of
our approximation which considers only uniform poten-
tial fluctuations.
2SUU(ω)
4pi
[kTh/e ]
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ωτ
ο−2pi−4pi
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0.005
FIG. 4. The exact expression for the spectrum Eq. (25)
(full line) is compared to the expression Eq. (26) (dashed line)
in the weak coupling limit. Here g = 0.9 is chosen for the in-
teraction parameter.
If the spatial dependence of the potential is taken into
account, Blanter et al.18 find that the traversal time is
renormalized through the interaction (τG → gGτG) and
consequently the zeroes of SUGUG(ω) are shifted accord-
ingly. Instead of the dynamics of single carriers it is plas-
mons which govern the high frequency dynamics. This
comparison indicates thus the limitation of our approach:
Since we start from a one-particle picture our approach
is most reliable in the case of weak coupling gG → 1. In
the weak coupling limit (gG → 1) we expand the spec-
trum Eq. (25) to the leading order in Cµ,G/CG = (1−g2G)
which leads to
SUGUG(ω) = 2kTRq
C2µ,G
C2G
sin(ωτG/2)
2
(ωτG/2)2
. (26)
The spectrum vanishes in the non-interacting limit gG =
1 (Cµ,G/CG = 0). In Fig. 4 the full spectrum Eq. (25)
is compared to the approximate form Eq. (26). The
function sin(ωτG/2)/(ωτG/2) reflects the ballistic flight
of carriers through an interval of length L. In the limit
of strong coupling the potential noise is white and
SUGUG(ω) = 2kTRq = 2kTh/(4e
2). (27)
Remarkably in the strong coupling limit for the ballis-
tic ring considered here the spectrum is universal. The
only property of the system which enters is the number
of leads which permit charge relaxation.
Having found the fluctuation spectra of the internal
potentials we are now in the position to investigate the
influence of fluctuations on dc-transport.
V. ATTENUATION OF THE
DC-CONDUCTANCE THROUGH COUPLING TO
A GATE
We now come to the discussion of the dephasing of the
coherent part of the dc-conductance in the linear trans-
port regime due to (equilibrium) charge fluctuations. In
the last section we have shown that interactions lead to
effective charge and potential distributions in the arms
of the ring which in turn give rise to displacement cur-
rents in the gates and contribute to the ac component
of the particle currents in the contacts of the ring. The
zero frequency contribution to the currents in the con-
tacts remained unchanged. Here we go one step fur-
ther and will discuss how charge fluctuations act back
on the dc-conductance. In contrast to the last section
we will thus only discuss the zero frequency component
of the conductance. Electron-electron interactions affect
the coherent part of the dc-conductance only. This can
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be understood from the well known result21 that interac-
tions do not change the conductance of a one-dimensional
wire attached to reservoirs. In the interferometer, when
interactions are considered, AB oscillations of the con-
ductance are suppressed. The dc-conductance matrix
for the case without interactions is given in appendix
A (see Eq. (A9)). Throughout this section we choose
µ1 = µ0 + eV and µ2 = µ3 = µ4 = µ0. We will first
assume that only arm A is coupled to a gate (CB →∞).
The generalization to the case where both arms are cou-
pled to gates is straight forward and will be discussed at
the end of this section.
We will from now on treat the potential as a function
with certain statistical properties. The potential fluctua-
tions are characterized by the spectrum SUAUA(ω) which
is defined through
2πδ(ω + ω′)SUAUA(ω) = 〈uA(ω)uA(ω′)〉. (28)
The spectrum was evaluated in Sec.IV. In addition the
potential has a vanishing mean value 〈UA(t)〉 = 0. Here
〈..〉 denotes the statistical average and the uA(ω) are the
Fourier components of UA(t) (cf. Eq. (3)). The bar is to
emphasize the distinction between quantum averages 〈..〉
and statistical averages.
The quantity of interest to us is the statistically aver-
aged dc conductance, defined through
〈Gαβ〉 = lim
Vβ→0
〈dIα〉/dVβ . (29)
A convenient starting point for the calculation of the con-
ductance is the following expression for the current in a
contact α22,
Iˆα(t) =
e
h
∫
dE dE′ei(E−E
′)t/h¯ (30)
×
[
aˆ†α(E)aˆα(E
′)− bˆ†α(E)bˆα(E′)
]
,
in terms of the operators aˆ†α(E) (aˆα(E)) creating (de-
stroying) an electron in a state with energyE entering the
system through contact α and the operators bˆ†α(E) and
bˆα(E) respectively creating and annihilating an electron
outgoing at energy E. The operators aˆα(E) and bˆα(E
′)
are related through the scattering matrix (see Fig. (2)
and Eq. (1))
bˆα(E) =
∑
β
∫
dE′ Sαβ(E,E
′)aˆβ(E
′). (31)
As described in Section III Eqs. (1),(10) and (11) we de-
termine the scattering matrix elements from the WKB
solution of the Schro¨dinger equation for the arm of the
ring. Doing this we go to the second order in the per-
turbing potential. This is necessary since due to the as-
sumption of a vanishing mean value of the statistically
averaged internal potential there exist no first order cor-
rections to the averaged conductance Eq. (29). Combin-
ing Eqs. (30) and (31) with the scattering matrix (1) and
statistically averaging leads to the following expression
for the average conductance:
〈Gαβ〉 = e
2
h
∫
dE
(
− ∂f
∂E
)
〈Tαβ(E)〉. (32)
In above equation we have introduced the statistically
averaged transmission probability
〈Tαβ(E)〉 = 1
2
[
1± cos (Θ(E)− 2πΦ/Φ0) (33)
×
(
1− 〈r2A,1(LA, t)〉/2h¯2
)
∓ sin (Θ(E)− 2πΦ/Φ0) 〈rA,2(LA, t)〉/h¯
]
.
Here Θ = kA,ELA − kB,ELB is a geometric phase, Φ
is the magnetic flux enclosed by the ring and Φ0 is
the flux quantum. The upper sign is for the pairs
of indices (α, β) = (1, 3), (2, 4), the lower sign is for
(α, β) = (1, 4), (2, 3). Furthermore, 〈Tαβ(E)〉 and
〈Tβα(E)〉 are related via the Onsager relations. Ex-
pressions for rA,1(LA, t) and rA,2(LA, t) are given in
Eqs. (5), (6) and (7). If charge fluctuations are not
taken into account the transmission probability simply
is 〈Tαβ(E)〉 = (1± cos (Θ(E)− 2πΦ/Φ0)) /2 (compare
Eq. (A9)). Interactions thus decrease the amplitude
of the AB-oscillations and lead to an additional out-of-
phase contribution. Eq. (33) can be rewritten in an ap-
proximate but more convenient form as
〈Tαβ(E)〉 = 1
2
[
1± e−〈r2A,1(LA,t)〉/(2h¯2) (34)
× cos
(
Θ(E)− 2πΦ/Φ0 + 〈rA,2(LA, t)〉/h¯
)]
.
Note that also in the presence of interactions cur-
rent is conserved and the system is gauge invariant.
This is reflected in the fact that
∑
α 〈Gαβ〉 = 0 and∑
β 〈Gαβ〉 = 0 (with 〈Gαα〉 = −e2/h¯ ). Eq. (34)
has a rather intuitive interpretation since 〈Tβα(E)〉 ∼
〈|ΨAE(x, t) + ΨBE(x, t)|2〉, where ΨAE(x, t) and ΨBE(x, t) are
the WKB wave-functions for the upper and lower arm re-
spectively at energy E (see Eq. (4)). Note, that Eq. (34)
is strictly correct only to second order in the fluctuating
potential.
The transmission probability 〈Tαβ(E)〉 depends on en-
ergy E only through the geometric phase Θ = kA,ELA−
kB,ELB ≈ −kA,E∆L + ∆ELA/(h¯vF ). Here it is as-
sumed that both the difference in length of the two arms
∆L = LA − LB and the difference of the sub-band ener-
gies in the two branches of the ring ∆E = EA − EB are
small. The AB oscillations in the conductance are washed
out completely by thermal averaging when Θ(E + kT )−
Θ(E) ≈ 2π. It follows that oscillations may be observed
at temperatures kT ≪ EF (λF /∆L). Assuming that ∆L
is of the order of the Fermi-wavelength λF we conclude
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that kT ≪ EF is sufficient for neglecting the influence
of thermal averaging on the phase-coherence of the AB-
oscillations in the conductance. This rather surprising
result is a consequence of the absence of closed orbits in
the interferometer. It is generally expected that meso-
scopic phase coherence is destroyed at temperatures of
the order of the Thouless energy ET = EF (λF /L)≪ EF .
If closed orbits were considered the transmission proba-
bility would be a function not only of kE∆L but also
of kEL. However, in our simple model we can write
〈Gαβ〉 ≈ (e2/h)〈Tαβ(EF )〉 for kT ≪ EF (but still in
the limit h¯ω ≪ kT ) when assuming that ∆L ∼ λF .
0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
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ϕτ/τ
FIG. 5. The ratio of traversal time and dephasing time
τ/τφ versus the coupling parameter g. The upper (full) line
shows the numerically evaluated exact result (cf. Eq. (36)),
while the dashed line is the weak coupling approximation
Eq. (37). In the calculations we used the parameters of
Ref. [8], namely LA ∼ 1.5µm, kF ∼ 1.5·10
8m−1. Furthermore
we assumed T = 1 K and for the effective mass m∗ of the elec-
tron we used the value for GaAs, m∗ = 0.067me. With these
parameters the Fermi velocity is vF = h¯kF /m
∗
∼ 2.6 · 105
m/s.
We can now proceed to further evaluate Eq. (34). Us-
ing rA,1(LA, t) as given in Eq. (7) and invoking the defi-
nition of the spectrum Eq. (28) we obtain
〈r2A,1(L, t)〉 = 4e2
∫
dω
2π
SUAUA(ω)
sin2(ωτ/2)
ω2
. (35)
The fluctuation spectrum SUAUA(ω) has been calculated
in Sec. IV. The integral in Eq. (35) can be done analyti-
cally in the two limiting cases of very strong (g → 0) and
weak (g → 1) coupling between arm and gate. Since the
spectrum SUAUA(ω) (Eq. (25)) is a function of ω only
through ωτ , it can be seen from Eq. (35) that we can
then write
〈r2A,1(LA, t)〉/(2h¯2) = τA/τφ, (36)
where τA is the traversal time and τφ is a function of
temperature and the coupling parameter only. Eq. (36)
defines the dephasing time τφ. It is expressed through
the phase-shift rA,1(LA, t) acquired by a WKB wavefunc-
tion in the presence of a time dependent potential (rel-
ative to the case without potential) and quantifies the
strength of the suppression of the AB oscillations in the
dc-conductance (see Eq. (34)). In the limit where gate
and ring are weakly coupled we use the approximate spec-
trum Eq. (25) to evaluate Eq. (35). The dephasing rate
Γφ = τ
−1
φ is found to be
Γφ =
(π
3
) kT
h¯
(1− g2A)2 =
(
2 e2
3 h¯2
)
C2µ,A
C2A
kTRq. (37)
The dephasing rate Γφ = τ
−1
φ is linear in tempera-
ture. Very recently experimental results were reported
by Hansen et al.8 on the temperature dependence of de-
coherence of AB-oscillations in ballistic rings. In these
measurements a dephasing rate linear in temperature
was found. The dephasing rate Γφ (Eq. (37)) also de-
pends on the coupling parameter gA. Dephasing goes
to zero when gate and ring are completely decoupled
(gA → 1). We can similarly determine the dephasing
rate in the strong coupling limit. We know that in this
case the potential noise is white and the spectrum is
given by SUAUA(ω) = 2kTRq. The dephasing rate is
Γφ = Rq(e
2/h¯2)kT . Due to the more complicated form
of the fluctuation spectrum SUAUA(ω) in the intermediate
parameter range for g we can’t give a simple analytical
expression for the dephasing rate. However, the integral
in Eq. (35) can be performed numerically. In Fig. (5)
τ/τφ is plotted versus the interaction parameter gA over
the full parameter range.
Returning to the weak coupling limit we further eval-
uate rA,2(LA, t) and find
δΘ = 〈rA,2(LA, t)〉/h¯ = −π
4
C2µ,A
C2A
(
kT
EF
)
. (38)
To be consistent with our previous approximations this
term should be neglected since it is of the order kT/EF .
Still it is interesting to compare the size of the two cor-
rections due to scattering from the internal potential. We
find that (τ/τφ) /δΘ ∼ kFL≫ 1 which implies that tak-
ing scattering into account to the first order in the po-
tential is a surprisingly good approximation. Combining
the information gathered so far allows us to rewrite the
transmission matrix elements Eq. (34) in the more con-
venient form
〈Tαβ(E)〉 = 1
2
(
1± e−τ/τφ cos (Θ(E)− 2πΦ/Φ0))
)
,
(39)
where the energy dependent part of Θ(E) is of the or-
der kT/EF in the limit where the two arms have similar
length ∆L ∼ λF . The theory developed so far can be
readily adapted to the case where both arms are coupled
to gates (gG 6= 0, G = A,B) by making the replacement
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τA
τφ
→
(
τA
τφ,A
+
τB
τφ,B
)
(40)
in Eq. (39). The simple result Eq. (40) is an immedi-
ate consequence of the fact that potential fluctuations in
the two arms are uncorrelated ( SUAUB = SUBUA = 0).
This can either be seen from the corresponding matrix
elements of the admittance matrix (cf. Appendix A) or
by directly calculating potential correlations, as is done
in the low frequency limit in Appendix B.
VI. CONCLUSIONS
In this work we have examined dephasing due to
electron-electron interactions in a simple Mach-Zehnder
interferometer (MZI). Without interactions the MZI ex-
hibits only forward scattering. (However, screening will
generate displacement currents at all contacts in response
to a carrier entering the conductor). We have shown how
a scattering matrix approach can be used to calculate the
effect of charge fluctuations on the conductance. We have
first determined the internal potentials and their statis-
tical properties in a non-perturbative way. Subsequently
we calculated corrections to the dc-conductance up to the
second order in the effective internal potentials. In the
expression for the averaged dc-conductance a dephasing
time τφ occurs in a natural way. It is a measure of the
strength of the attenuation of the AB-oscillations as a
function of temperature and coupling strength between
ring and gates. The dephasing rate Γφ = τ
−1
φ is found to
be linear in temperature and to depend on the Luttinger
coupling parameter g through Γφ ∝ (1 − g2)2, at least
in the weak coupling limit. Alternatively, it depends on
the ratio of the electrochemical capacitance Cµ and the
geometrical gate capacitance C like (Cµ/C)
2. In terms
of the Coulomb energy Ec = e
2/2C needed to charge
the wire and the density of states (inverse level spacing)
D = 2L/hvF this ratio is (1 + 1/(2DEc))
−2. Such a de-
pendence on Ec cannot be obtained from a Golden rule
argument in which the coupling between the ring and the
gate is treated perturbatively. Such a treatment would
lead to a dephasing rate proportional to E2c . A dephasing
rate proportional to E2c is obtained only in the (unrealis-
tic) limit that the level spacing far exceeds the Coulomb
energy. On the other hand we found that the evaluation
of the phase accumulated during traversal of the conduc-
tor is surprisingly well described just be the first order
perturbation theory in the fluctuating potential.
Recently the temperature dependence of AB-
oscillations in ballistic rings was investigated experi-
mentally by Casse´ et al.7. Since both thermal averag-
ing and dephasing of the electronic wavefunctions lead
to a decrease in the visibility of the AB-oscillations as
temperature is increased a separation of these different
effects is of interest. Such an analysis of experimental
data was carried out by Hansen et al.8. They find that
the dephasing rate is linear in temperature in agreement
with our work. The dephasing length (lφ = vF τ) we
have calculated can be of the order of the dephasing
length observed in this experiment8 when the coupling g
is taken to be strong enough. A more detailed compari-
son of our result to the experiment is difficult, since the
setup of Ref. 8 is different from MZI presented here. In
the experimental setup a top-gate is used to cover the
(two-terminal) AB-ring and no side-gates are used.
We note here only as an aside that a linear temper-
ature dependence was also observed in experiments on
chaotic cavities23. The theory presented here, i.e. the
spatially uniform fluctuations of the potential in the in-
terior of the cavity, will also give rise to a linear in tem-
perature dephasing rate6. It is also interesting to note
that our dephasing time shows features similar to the
inelastic scattering time for a ballistic one-dimensional
wire. The inelastic scattering time of Ref. 24 is inversely
proportional to temperature and can be written as a sim-
ple function of the Luttinger liquid parameter measuring
the strength of electron-electron interactions. Whether
the inelastic time of Ref. 24 is in fact also the dephasing
time remains to be clarified.
Our discussion has emphasized the close connection
between the ac-conductance of a mesoscopic sample and
dephasing. We have given the entire ac-conductance ma-
trix for the model system investigated here. A current
and charge conserving ac-conductance theory requires a
self-consistent approach to determine the internal poten-
tials and requires the evaluation of the displacement cur-
rents.
The displacement currents at the gates can in principle
be measured. Nevertheless the thermal potential fluctu-
ations in the arms of the ring do not act as a which path
detector25. In fact the dephasing rate increases with de-
creasing capacitance and is maximal if C = 0. In this
limit there are no displacement currents at the gates.
The absence of which path detection is reflected in the
fact that the charge correlations in the two arms of the
ring vanish in the equilibrium state of the ring.
The work presented here can be extended in many
directions. Multi-channels systems and systems with
backscattering can be considered. The role of the ex-
ternal circuit can be examined. We hope therefore that
the work reported here stimulates further experimental
and theoretical investigations.
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APPENDIX A: ADMITTANCE MATRIX
We here give the admittance matrix Glk(ω) =
dIl,ω/dVk,ω (l, k = 1, 2, 3, 4, A,B) for a symmetric (LA =
LB = L and thus τA = τB = τ) Mach-Zehnder interfer-
ometer (MZI). The results for the asymmetric case are
similar but notationally more cumbersome. As in the
rest of the paper we consider the limit h¯ω ≪ kT and
h¯ω, kT ≪ EF . We have shown in Sec. IV how the ad-
mittance matrix elements that relate the displacement
currents in the gates to voltages applied at a gate or a
contact can be calculated. It remains to derive the ma-
trix elements that relate currents in the contacts to ex-
ternal voltages. To this end we employ the ac-scattering
approach following Ref. 19. We here give a slightly for-
malized derivation of the results found in Ref. 19 and
generalize the results to accommodate a system like the
MZI containing several regions described by different in-
ternal potentials26 (the two arms in the case of the MZI).
For recent related work we refer the reader to Refs. 27,28.
A time-domain version of the ac-scattering approach was
recently introduced in Ref. 29 to the investigation of
charge pumping in open quantum dots.
We consider the situation where a time-dependent volt-
age Vµ(t) is applied to contact (µ) of the system. We start
from the current operator in the form Eq. (30). Fourier
transforming gives
Iˆα(ω) = e
∫
dE
[
aˆ†α(E)aˆα(E + h¯ω) (A1)
− bˆ†α(E)bˆα(E + h¯ω)
]
.
To take into account scattering from internal potential
fluctuations we use Eq. (31) and write
Iˆα(ω) = e
∫
dE
[
aˆ†α(E)aˆα(E + h¯ω)−
∫
dE1
2πh¯
dE2
2πh¯
(A2)
×
∑
β,γ
S∗αβ(E,E1)Sαγ(E + h¯ω, E2)aˆ
†
β(E1)aˆγ(E2)
]
.
Our next step is to average this expression quantum me-
chanically. Doing this it has to be taken into account,
that the distribution of charge carriers coming in from
reservoir µ is modified due to the time-dependent volt-
age applied to this contact (see Eq.15). Since we consider
only the linear response we expand the scattering matrix
to first order in the internal potentials uG(ω). We write
Sαβ(E
′, E) = 2πh¯δ(E − E′)S(0)αβ (E) + S(1)αβ (E′, E), (A3)
where S
(0)
αβ (E) is the scattering matrix of the ideal ballis-
tic system (see below Eq. (1)) and S
(1)
αβ (E
′, E) is linearly
proportional to the perturbing potential. Substituting
Eqs. (15) and (A3) into the current operator Eq. (A2)
and taking the quantum average we see that average cur-
rent in contact α may be written in the form
Iα(ω) = 〈Iˆα(ω)〉 = I0α(ω) + Ieα(ω) + Isα(ω). (A4)
The first term I0α(ω) in Eq. (A4) is the dc contribution
I0α(ω) = eδ(h¯ω) (A5)
×
∑
β
∫
dE fβ(E)
(
δαβ − |S(0)αβ (E)|2
)
.
In the case of interest to us here, fβ(E) = f(E) and
I0α(ω) ≡ 0 due to the unitarity of the scattering matrix
S
(0)
αβ (E). The current
Ieα(ω) =
e2
h
∫
dE
(
δαβ − S(0)∗αβ (E)S(0)αβ (E + h¯ω)
)
(A6)
× f(E)− f(E + h¯ω)
h¯ω
Vβ(ω),
can be understood as the part of the total current di-
rectly injected into contact α due to the oscillations of
the external potential Vµ(t) (see Ref. 19). The third con-
tribution to the total current Isαβ(ω) is the response to
the internal potential distribution (compare also Ref. 19)
Isα(ω) = −
e2
h
∫
dE
(
S
(0)∗
αβ (E)S
(1)
αβ (E + h¯ω, E)
)
(A7)
× (f(E)− f(E + h¯ω)) .
We now want to apply the theory developed so far to
the calculation of the dynamic conductance of the MZI.
For this example the full scattering matrix is given in
Eq. (31). Inelastic transitions are absorbed in the scat-
tering matrices of the arms SA(E
′, E) and SB(E
′, E).
From Eqs. (7), (10) and (11) we know that to first order
in the potential
SG(E + h¯ω, E) = 2πδ(ω)e
ikELG (A8)
+ eikELG
uG(ω)
h¯ω
(
1− eiωτG) ,
where we used kE+h¯ω ≈ kE + ω/v. Expressions for
the matrix elements S(1)(E′, E) for the interferometer
are now easily derived from Eqs. (31) and (A8). For
the calculation of the admittance matrix it is further-
more important to note, that in the limit of interest here
(h¯ω ≪ kT ) Eqs. (A6) and (A7) can be considerably sim-
plified. The Fermi functions appearing in these equations
are expanded to linear order in h¯ω/kT . Since in addition
the products of scattering matrix elements contained in
Eqs. (A6) and (A7) do not depend on the energy E but
only on the energy difference E′ − E = h¯ω for the scat-
tering matrix used here, the energy integrations can be
performed.
Combining the scattering matrix elements defined in
Eq. (1) with the expressions for the currents in the
gates IG(ω) = iωQG(ω) and the currents in the con-
tacts Iα(ω) = I
e
α(ω)+ I
s
α(ω) (see Eqs. (A6) and (A7)) we
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can now calculate all elements of the conductance matrix.
We here consider the case of a perfectly symmetric (LA =
LB) interferometer and give the result to first order in ω.
Expanding the admittance matrix in the low frequency
limit we can write Glk(ω) = G
0
lk − iωElk + o(ω2). Ex-
plicitly, the zeroth order term is
G0 =


G0 0 −G+Φ −G−Φ 0 0
0 G0 −G−Φ −G+Φ 0 0
−G+Φ −G−Φ G0 0 0 0
−G−Φ −G+Φ 0 G0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, (A9)
where we have introduced
G0 = e
2/h, (A10)
G±Φ = e
2/(2h)(1± cos(2πΦ/Φ0)). (A11)
Note that in the dc-limit there are no currents in the
gates. The first order term Elk is called the emittance
matrix. It is of the form
E =


−E −E E+Φ E−Φ −EA −EB
−E −E E−Φ E+Φ −EA −EB
E+Φ E
−
Φ −E −E −EA −EB
E−Φ E
+
Φ −E −E −EA −EB
−EA −EA −EA −EA 4EA 0
−EB −EB −EB −EB 0 4EB


. (A12)
The entries of the emittance matrix are defined
through
E =
e2
h
1
8
(Cµ,A/CA + Cµ,B/CB) τ, (A13)
EG = Cµ,G/4, (A14)
E±Φ = ±EΦ + E + EA/2 + EB/2, (A15)
EΦ =
e2
2h
τ cos(Φ). (A16)
The electrochemical capacitance C−1µ,G is defined as
C−1µ,G = C
−1
G + (e
2DG)
−1, where DG = 2LG/(hvF ) is
the density of states per unit length. The charge relax-
ation resistance Rq is given by Rq = h/(4e
2) and the
traversal time is τG = LG/vF . Current conservation im-
plies
∑6
l=1Glk(ω) = 0 while as a consequence of gauge
invariance
∑6
k=1Glk(ω) = 0. Similar sum rules hold for
every coefficient in the expansion of Glk(ω) as a function
of ω (e.g.
∑6
l=1 Elk = 0,
∑6
k=1Elk = 0).
APPENDIX B: CHARGE-CHARGE
CORRELATIONS
The spectra of charge fluctuations in the gates or,
equivalently, the arms of the interferometer, as well as
correlations between the charges in the two gates, can be
calculated directly from the knowledge of the scattering
matrix Sαβ without first calculating the dynamic conduc-
tance as we have done in Sec. IV. This approach which
is particularly convenient in the low frequency limit was
introduced in Ref. 30 for a mesoscopic structure coupled
to a single gate and generalized to the case of coupling
to more than one gate in Ref. 31. In this section we
apply the approach of Refs. 30,31 to calculate the zero
frequency limit of the fluctuation spectra of the charges
in the gates of the MZI. In contrast to the rest of this pa-
per we calculate both equilibrium and non-equilibrium
fluctuations. From Ref. 31 it is known that in equilib-
rium, to leading order in frequency, the charge-charge
correlations are given by
SqQGQH = 2kTCµ,GCµ,HR
GH
q , (B1)
where G and H specify the gates in the system. Here
C−1µ,G = C
−1
G + (e
2DG)
−1 is the electrochemical capaci-
tance of gate G, DG being the density of states. Fur-
thermore RGHq is the generalized charge relaxation resis-
tance to be introduced below. For G = H Eq. (B1) gives
the spectrum of charge fluctuations in gate G while for
G 6= H Eq. (B1) gives the equilibrium charge correlations
between gates G and H . With a small voltage applied
to one contact of the system the fluctuation spectra to
leading order in the applied voltage are Ref. 31
SVQGQH = 2|eV |Cµ,GCµ,HRGHV . (B2)
The generalized charge relaxation resistance RGHq and
the corresponding quantity in the driven case, the Schot-
tky resistance RGHV can be expressed through the (off-
diagonal) elements of a generalized Wigner Smith time-
delay matrix:
RGHq =
h
2e2
∑
αβD
G
αβD
H∗
αβ
DGDH
, (B3)
RGHV =
h
2e2
∑
α6=β
(
DGαβD
H∗
αβ +D
G
βαD
H∗
βα
)
DGDH
. (B4)
The density of states DG in region G is the sum of the di-
agonal matrix elements of the Wigner Smith time-delay
matrix, DG =
∑
αD
G
αα. The elements of the time-delay
matrix can conveniently be found from the scattering ma-
trix via the relation32
Dαγ(E) =
1
2πi
∑
β
S∗βα(E)
dSβγ(E)
dE
. (B5)
The scattering matrix for the MZI is given in Eq. (1). We
here only need the matrix S
(0)
αβ (E) which is found from
Eq. (1) by replacing SG(E
′, E) in Eq. (1) by SG(E
′, E) =
δ(E′ − E)S(0)G (E) with S(0)G (E) = exp(ikELG) ( here
we simply have ΘG = kLG). To calculate the time-
delay matrix in region G we replace the energy deriva-
tive by a derivative with regard to the local potential
d/dE → −d/dUG. Since the scattering matrix depends
12
on energy only through the phase factors ΘG = kLG it
is easy to show12 that
dSβγ
dUG
= −πDG dSβγ
dΘG
. (B6)
We can now use Eqs. (B3) to (B6) to calculate the gen-
eralized charge relaxation and Schottky resistances:
RAAq = R
BB
q =
h
4e2
, (B7)
RABq = R
BA
q = 0, (B8)
RAAV = R
BB
V =
h
16e2
, (B9)
RABq = R
BA
q = −
h
16e2
. (B10)
Combining these equations with Eqs. (B1) and (B2) we
get charge-charge correlations for the equilibrium and
out-of-equilibrium situations. It is interesting to note
that in equilibrium the charges in the two gates are un-
correlated. This is a consequence of the absence of closed
electronic orbits in the ring and the fact that we have not
introduced a Coulomb coupling between the two branches
of the ring. For the same reason correlations are inde-
pendent of the magnetic field. This implies, that despite
the fact that AB-oscillations are observed in the currents
measured at one of the contacts, the interior of the ring
behaves like a classical system. In contrast, the charge
fluctuations generated by the shot noise are correlated.
Like the equilibrium charge fluctuations they are for the
geometry investigated here independent of the AB-flux.
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