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a b s t r a c t
Global competition of markets has forced firms to invest in targeted R&D projects so that
resources can be focused on successful outcomes. A number of options are encountered
to select the most appropriate projects in an R&D project portfolio selection problem. The
selection is complicated by many factors, such as uncertainty, interdependences between
projects, risk and long lead time, that are difficult to measure. Our main concern is how
to deal with the uncertainty and interdependences in project portfolio selection when
evaluating or estimating future cash flows. This paper presents a fuzzy multi-objective
programming approach to facilitate decisionmaking in the selection of R&D projects. Here,
we present a fuzzy tri-objective R&D portfolio selection problem which maximizes the
outcome andminimizes the cost and risk involved in the problem under the constraints on
resources, budget, interdependences, outcome, projects occurring only once, and discuss
how our methodology can be used to make decision support tools for optimal R&D project
selection in a corporate environment. A case study is provided to illustrate the proposed
method where the solution is done by genetic algorithm (GA) as well as by multiple
objective genetic algorithm (MOGA).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Normally, a company or a laboratory has requests for a higher number of projects than that can be effectively
implemented. Therefore, R&Dmanagers are faced with the problem of allocating scarce resources of personnel, equipment,
laboratory space, and funds to a broad spectrum of competing projects. Since the decision to start on an R&D project is
both a technical and a business decision, R&D managers should select projects wisely. With increasing competition and
limitations of financial resources, the way of selection of R&D projects that maximize some measure of utility or benefit to
the organization has become a critical one. The purpose of project portfolio decision is to allocate a limited set of resources
to projects in a way that balances risk, reward and alignment with corporate strategy. However, portfolio decisions are
complicated, because of long lead time for R&D, uncertainty of data, market and technology dynamics. In addition, complex
project and resource interdependences further make portfolio decisions more difficult. Poor selection of R&D projects could
have a significantly negative impact on organizations for decades.
The R&D project portfolio decision deals with future events and opportunities, much of the information required to
make portfolio decisions is at best uncertain and at worst very unreliable. Project selection is usually described in terms of
constraint optimization problem. Given a set of project proposals, the goal is to select a subset of projects to maximize some
objective without violating the constraints. This subset of selected projects is called a portfolio.
Since this problem is not new, some methods for R&D project portfolio selection already exist. Rabbani et al. [1,2], Fang
et al. [3], Riddell and Wallace [4], Linton et al. [5], Medaglia [6], Ringuest et al. [7], Bhattacharyya et al. [8] and others
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have contributed significantly in this field. Unfortunately, R&D project mangers have not been able to adopt many of these
mechanisms.
To model uncertainty and vagueness, fuzzy set theory is used extensively in different fields of application. It can also
be used to characterize uncertain R&D project information. Pereira and Junior [9] formulates a fuzzy multiple criteria R&D
project portfolio selection model that identifies project appraisals for each criterion as fuzzy sets. Coffin and Taylor [10]
develop a model that includes fuzzy logic in a beam search approach. The idea is to evaluate a single objective function that
reflects themultiple objectives of the R&Dproject selection problem. The degree of satisfaction of each project is represented
by fuzzy sets. Machacha and Bhattacharyya [11] model uncertain critical factors involved in the information system project
selection by fuzzy sets and develop a fuzzy logic approach to emulate the human reasoning process. Kuchta [12] uses fuzzy
numbers to present the uncertain NPV and resource consumption of each project and considers benefits, outcomes and
resource interactions among projects. They formulate a fuzzy 0–1 programmingmodel. The fuzzymodel is transformed into
a deterministic model using theminimum value of α-level set of each fuzzy parametric value. Mohamed andMcCowan [13]
use a fuzzy ranking approach to rank and select construction projects. Hsu et al. [14] applies the fuzzy AHP approach to
select government-sponsored frontier technology R&D projects and indicates the adequacy of fuzzy approach in selecting
R&D projects. Wang and Hwang [15] develop a fuzzy R&D portfolio selection model to hedge against the R&D uncertainty.
The R&Dportfolio selection problem is formulated as a zero–one integer programmingmodel that can handle both uncertain
and flexible parameters to determine the optimal project portfolio. Carlsson et al. [16] consider a methodology for valuing
options on R&D projects. They estimate the future cash flows by trapezoidal fuzzy numbers. They also develop a fuzzymixed
integer programmingmodel for the R&D optimal portfolio selection problem and discuss how themethodology can be used
to build decision support tools for optimal R&D project selection in corporate environment. Kim et al. [17] consider a multi-
criteria decision-making (MCDM) model having two aspects, interdependences among criteria and candidate projects and
qualitative factors of projects. Existing methods reported in the literature consider these aspects separately even though
these two aspects are simultaneously incorporated. For this reason, they propose a hybrid method using analytic network
process (ANP) and fuzzy logic in order to represent both aspects. Karsak [18] provides a fuzzy optimization model to deal
with the complexities and uncertainties regarding the construction of an R&D project portfolio. Real option value analysis,
which accounts formanagerial flexibility, is employed to correct the deficiency of traditional discounted cash flow valuation
that excludes any form of flexibility.
Interdependent projects render an increase in benefit. When interdependences occur, the parameters associated with a
particular project depend upon which other projects have been selected, so that the total cost and benefit obtained from
a portfolio of the projects is not equal to the sum of the individual project costs and benefit. Not much works have been
done in the field of R&D project portfolio selection with consideration of interdependences. Schmidt [19] presents a model
that accounts for the combined effect of benefit, outcome and resource interactions within a single set of projects. The
model also allows for the allocation of several different resources. Santhanam and Kyparisis [20] discusses a nonlinear
0–1 goal programming model for interdependent information system project selection formulating benefit, resource and
technical interdependences among candidate projects. Stummer andHeidenberger [21] consider three phase of R&D project
selection. First, proposals are identified by a score based screening process. Next, an integer linear programming model
determines all efficient portfolios consideringmultiple objectives, project interdependences and time. Finally, an interactive
procedure matches portfolios with aspired benefit and resource. Verma and Sinha [22] develop a theoretical framework
for understanding the interdependences between projects and their relationship to project performance in a multiple-
concurrent R&D environment. Eilat et al. [23] propose and demonstrate a methodology for the construction and analysis
of efficient, effective and balanced portfolio of R&D projects with interactions. Guo et al. [24] propose a 0–1 nonlinear
mathematic programming model based R&D project portfolio selection model in which outcome, technical, resource and
risk interdependences are considered.
In this paper, in Section 2, we develop a non-linear tri-objective R&D project portfolio selection model. The objectives
are: (i) maximization of project outcome, (ii) minimization of project cost and (iii) minimization of project risk. The effect of
technical and outcome interdependences between candidate projects is put together with the total individual outcome to
attain the first objective function. The cost of the portfolio is defined as the total individual cost subtracted from the savings
due to the sharing cost between projects. The risk is defined as the maximum loss that the decision maker may face in the
worst case. This is considered as the projected maximum loss in case of failure of the project. The risk of the portfolio
is defined as the total individual risk added with the risk due to the risk interdependency between projects. Resource
interdependences are taken into account while calculating the resource required for implementation of the portfolio. Some
important constraints like budget constraints, resource constraints, contingency constraints, outcome constraints are used.
Apart from these, interdependency constraints are incorporated to formulate the problem more practical.
In Section 3 of this paper, a genetic algorithm and amultiple objective genetic algorithm are proposed to solve themodels
formulated in Section 2. A real case study is provided to illustrate our method in Section 4. Finally, Section 5 concludes with
suggestions for future work.
2. Model formulation
In this section, we first describe the notations used in the construction of the R&D project portfolio selection model. A
discussion of different interdependences and their effects on the problem is discussed in the second subsection. The objective
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functions are formulated in the third subsection. In the fourth subsection we discuss the constraints used in the model. The
fifth subsection consists of the fuzzy R&D project portfolio selection model. In sixth subsection, we convert the fuzzy model
into equivalent deterministic model.
2.1. Notations
N = Number of candidate projects.
T = Number of periods.
I = Interest rate.
α = Number of projects having outcome interdependency, α ≤ N .
β = Number of projects having technical interdependency, β ≤ N .
γ = Number of projects having risk interdependency, γ ≤ N .
η = Number of projects having resource interdependency, η ≤ N .
xit =

1 if project i is selected in period t
0 otherwise, i = 1, 2, . . . ,N, t = 1, 2, . . . , T .
x= (xit)N×T = decision matrix.
v˜it = Fuzzy number denoting outcome of project i in period t .
v˜i1 i2···int = Fuzzy number denoting additional outcome due to outcome interdependency between projects i1, i2, . . . , in
(n ≤ α) in period t .
a˜i1 i2···int = Fuzzy number denoting additional outcome due to technical interdependency between projects i1, i2, . . . , in
(n ≤ β) in period t .
r˜it = Fuzzy number denoting projected risk of implementing project i in period t .
r˜i1 i2 ···int = Fuzzy number denoting additional risk due to risk interdependency between the projects i1, i2, . . . , in (n ≤ γ ) in
period t .
c˜it = Fuzzy number denoting expected cost required by ith project in period t .
c˜ii i2···int = Fuzzy number denoting cost shared by projects i1, i2, . . . , in (n ≤ N) in period t .
B˜t = Fuzzy number denoting budget available for stage t .
V˜t = Fuzzy number denoting minimum expected outcome in period t .
R˜sit = Fuzzy number denoting amount of resource of type s required for implementation of project i individually in period t .
R˜si1 i2···int = Fuzzy number denoting amount of resources of type s required for implementation of projects i1, i2, . . . , in
(n ≤ η) together in period t .
R˜′st = Fuzzy number denoting amount of available resources of type s in period t .˜¯Rs = Fuzzy number denoting total amount of available resources of type s.
Oi = Index set representing the projects having outcome interdependency with ith project.
Ti = Index set representing the projects having technical interdependency with ith project
Ri = Index set representing the projects having resource interdependency with ith project.
Li = Index set representing the projects having risk interdependency with ith project.
2.2. Effect of interdependences
Organizations encounter the challenge of simultaneously managing multiple R&D projects using shared resources.
Because of the multiple-concurrent character of R&D environment, there are pooled interdependences among projects as
each R&D project renders a discrete contribution to a pool of concurrent R&D projects and each project, in itself, is supported
by this pool, thus making each project interdependent. Execution of one or more interdependent projects causes to be an
increase in benefit. When interdependences occur, the parameters associated with a particular project depend upon which
other projects have been selected so that the total cost and benefit obtained from a portfolio of the projects is not equal to
the sum of the individual project costs and benefit.
2.2.1. Outcome interdependency
Outcome interdependency affect the overall outcome obtained from a project portfolio. When it occurs, the total value
of a project portfolio is greater than the sum of the individual project values.
Let us assume that there are α numbers of projects (0 ≤ α ≤ N) having outcome interdependences.
Let v˜ijt be the additional outcome due to the outcome interdependency between project i and project j in period t .
Then
∑N−1
i=1
∑N
j=i+1 v˜ijtxitxjt represents the additional outcome due to the outcome interdependences between all pairs of
candidate projects.
Similarly, if v˜i1i2···iα t is the additional outcome for the outcome interdependency between the projects i1, i2, iα in
period t , then the additional outcome due to the outcome interdependences between every α-tuple of candidate projects is
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i1=1
∑N−(α−2)
i2=i1+1 · · ·
∑N
iα=iα−1+1 v˜i1 i2···iα txi1txi2t · · · xiα t . Therefore, the total contribution to the outcome due to α number
of outcome interdependences in period t is
N−1−
i=1
N−
j=i+1
v˜ijtxitxjt +
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
v˜ijktxitxjtxkt + · · · +
N−(α−1)
i1=1
N−(α−2)
i2=i1+1
· · ·
N−
iα=iα−1+1
v˜i1i2···iα txi1txi2t · · · xiα t .
As we have considered every possible n-tuples (n ≤ α), some of the terms in the above expression may be zero.
2.2.2. Technical interdependency
Technical interdependences result from leveraging common technology across multiple projects. Let us assume that
there are η numbers of projects (0 ≤ η ≤ N) having technical interdependences.
Let a˜ijt be the additional outcome due to the technical interdependency between project i and project j in period t . Then∑N−1
i=1
∑N
j=i+1 a˜ijtxitxjt represents the additional outcome due to technical interdependences between all pairs of candidate
projects.
Similarly if a˜i1 i2···iηt is the additional outcome for the technical interdependences between the projects i1, i2, . . . , iη in
period t , then the additional outcome due to the technical interdependences between every η-tuple of candidate projects
is
∑N−(η−1)
i1=1
∑N−(η−2)
i2=i1+1 · · ·
∑N
iη=iη−1+1 a˜i1i2···iηtxi1txi2t · · · xiηt .
Therefore the total contribution to the outcome due to technical interdependency in period t is
N−1−
i=1
N−
j=i+1
a˜ijtxitxjt +
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
a˜ijktxitxjtxkt + · · · +
N−(η−1)
i1=1
N−(η−2)
i2=i1+1
· · ·
N−
iη=iη−1+1
a˜i1 i2···iηtxi1txi2t · · · xiηt .
Since we have considered every possible n-tuples (n ≤ η), some of the terms in the above expression may be zero.
2.2.3. Resource interdependency
Resource interdependences result from sharing limited resources between different projects. The resource allocation for
each project is inversely related to resources for each concurrent project, an increase in the resource level for one project
would lead to a decrease in the level of another project. We assume some resources may be shared among one or more
projects in such way that the implementation of one project reduces the resource consumption of interrelated projects.
Let us assume that there are β numbers of projects (0 ≤ β ≤ N) having resource interdependences. Let there be s type
of resources and let R˜si1 i2···int(≥ 0) be the amount of resources of type s required for implementation of projects i1, i2, . . . , in
at stage t .
Now, if projects i and j are implemented (i.e., ifβ = 2), then the total amount of resources of type s required is R˜sit+R˜sjt−R˜sijt .
Similarly if β = 3 i.e., if projects i, j, k are selected, the total amount of resources of type s required is R˜sit + R˜sjt + R˜skt −
R˜sijt − R˜sikt − R˜sjkt + R˜sijkt .
Thus, the total amount of resources of type s required is
T−
t=1

N−
i=1
R˜sitxit −
N−1−
i=1
N−
j=i+1
R˜sijtxitxjt +
N−2−
i=1
N−1−
j=1
N−
k=j+1
R˜sijktxitxjtxkt + · · ·
+ (−1)β−1
N−(β−1)
i1=1
N−(β−2)
i2=i1+1
· · ·
N−
iβ=iβ−1+1
R˜si1 i2···iβ txi1txi2t · · · xiβ t

.
As we have considered every possible n-tuples (n ≤ β), some of the terms in the above expression may be zero.
2.2.4. Risk interdependency
For a successful implementation of R&D project portfolio, the risk attached with the projects must be as less as possible.
Here, we have defined risk as the opposite of expected profit. As the futures of all the projects are uncertain, implementation
of a project may or may not yield us success. In case of failure, the decision maker may loose their money and time and
resource. Let r˜it ≥ 0 be the amount the decision maker may loose in worst case at period t . Consideration of two or more
projects in a period may increase the risk of the portfolio by a large amount.
Let us assume that there are γ numbers of projects (0 ≤ γ ≤ N) having risk interdependences.
If r˜i1 i2···int be the additional risk for the interdependency between the projects i1, i2, in in period t , then the additional risk
due to the risk interdependences between every n-tuple of candidate projects is
∑N−(n−1)
i1=1
∑N−(n−2)
i2=i1+1 · · ·
∑N
in=in−1+1 r˜i1i2···int
xi1txi2t · · · xint .
Therefore the total contribution to the risk due to γ number of risk interdependences in period t is
N−1−
i=1
N−
j=i+1
r˜ijtxitxjt +
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
r˜ijktxitxjtxkt + · · · +
N−(γ−1)
i1=1
N−(γ−2)
i2=i1+1
· · ·
N−
iγ=iγ−1+1
r˜i1 i2···iγ txi1txi2t · · · xiγ t .
As we have considered every possible n-tuples (n ≤ γ ), some of the terms in the above expression may be zero.
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Then the total risk involved in the project portfolio is
T−
t=1

N−
i=1
r˜itxit +
N−1−
i=1
N−
j=i+1
r˜ijtxitxjt +
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
r˜ijktxitxjtxkt + · · ·
+
N−(γ−1)
i1=1
N−(γ−2)
i2=i1+1
· · ·
N−
iγ=iγ−1+1
r˜i1 i2···iγ txi1txi2t · · · xiγ t

.
2.3. Formulation of objective functions
We have considered three objectives: maximization of the outcome, minimization of the project cost and minimization
of the risk.
2.3.1. Maximization of outcome
The total outcome from the projects will be obtained by considering the total individual outcomes and additional
outcomes due to outcome interdependency and technical interdependency. If the interest rate for each period is I , the total
outcome is
ZO =
T−
t=1
1
(1+ I)t

N−
i=1
v˜itxit +
N−1−
i=1
N−
j=i+1
v˜ijtxitxjt +
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
v˜ijktxitxjtxkt + · · ·
+
N−(α−1)
i1=1
N−(α−2)
i2=i1+1
· · ·
N−
iα=iα−1+1
v˜i1i2···iα txi1txi2t · · · xiα t +
N−1−
i=1
N−
j=i+1
a˜ijtxitxjt
+
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
a˜ijktxitxjtxkt + · · · +
N−(η−1)
i1=1
N−(η−2)
i2=i1+1
· · ·
N−
iη=iη−1+1
a˜i1 i2···iηtxi1txi2t · · · xiηt

.
2.3.2. Minimization of project cost
Minimization of cost impliesmaximization of benefit. The total cost will be obtained by the total individual costs for each
project subtracted by the savings due to the sharing costs between projects. Then the total cost is
Z˜C =
T−
t=1

N−
i=1
c˜itxit −

N−1−
i=1
N−
j=i+1
c˜ijtxitxjt +
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
c˜ijktxitxjtxkt + · · · + c˜123···Ntx1tx2t · · · xNt

.
2.3.3. Minimization of project risk
Minimization of risk will decrease the chance of failure of the projects and therefore that of the decision maker. So the
objective is to minimize total risk
Z˜R =
T−
t=1

N−
i=1
r˜itxit +
N−1−
i=1
N−
j=i+1
r˜ijtxitxjt +
N−2−
i=1
N−1−
j=i+1
N−
k=j+1
r˜ijktxitxjtxkt + · · ·
+
N−(γ−1)
i1=1
N−(γ−2)
i2=i1+1
· · ·
N−
iγ=iγ−1+1
r˜i1 i2···iγ txi1txi2t · · · xiγ t

.
Thus we are with the following fuzzy tri-objective optimization problemMax Outcome = Z˜OMin Cost = Z˜C
Min Risk = Z˜R.
(2.3.1)
2.4. Formulation of the constraints
In this subsection we will formulate the constraints required to model the problem realistically.
2.4.1. Outcome constraints
As the minimum expected outcome for the projects in period t is V˜t , we have
N−
i=1
v˜itxit ≻ V˜t ∀t.
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2.4.2. Resource constraints
The projects are implemented by using limited amount of resources. As the available resources are always finite, the
required resource with particular type should be within the resource of that type available for each period. Thus we have
N−
i=1
R˜sitxit ≼ R˜′st +

R˜′s(t−1) −
N−
i=1
R˜si(t−1)xi(t−1)

∀s, t,
where R˜′s0, R˜
s
i0 = 0.
The total amount of resources available is limited. So, the amount of resource required should not be more than the total
resource available for each type of resources. Thus we have
T−
t=1

N−
i=1
R˜sitxit −
N−1−
i=1
N−
j=i+1
R˜sijtxitxjt +
N−2−
i=1
N−1−
j=1
N−
k=j+1
R˜sijktxitxjtxkt + · · ·
+ (−1)β−1
N−(β−1)
i1=1
N−(β−2)
i2=i1+1
· · ·
N−
iβ=iβ−1+1
R˜si1 i2···iβ txi1txi2t · · · xiβ t

≼ ˜¯Rs ∀s.
2.4.3. Budget constraints
The project expenses during the planning horizon should not exceed the predetermined budget for each stage or period.
So, we have
N−
i=1
c˜itxit ≼ B˜t +

B˜t−1 −
N−
i=1
c˜i(t−1)xi(t−1)

∀t,
where B˜0, c˜i0 = 0.
2.4.4. Constraints on projects occurring only once
If the ith project is bound to select at most once in all periods then we will have the following constraint.
T−
t=1
xit ≤ 1 ∀i.
2.4.5. Interdependency constraints
Let the ith project is interdependent with some projects. LetOi be the index set representing the projects having outcome
interdependency with ith project. Then we have
xit ≥
∏
j∈Oi
xjt , i = 1, 2, . . . ,N.
Similarly for technical, resource and risk interdependences, we have
xit ≥
∏
j∈Ti
xjt , xit ≥
∏
j∈Ri
xjt , xit ≥
∏
j∈Li
xjt , i = 1, 2, . . . ,N,
Ti, Ri, Li being the respective index sets representing the projects having technical, resource and risk interdependences with
ith project.
Now, let X be the set of feasible solutions x = (xit)N×T . Then we have
X =

x = (xit)N×T : xit ∈ {0, 1},
N−
i=1
v˜itxit ≻ V˜t ,
N−
i=1
c˜itxit ≼ B˜t +

B˜t−1 −
N−
i=1
c˜i(t−1)xi(t−1)

∀t,
N−
i=1
R˜sitxit ≼ R˜′st +

R˜′s(t−1) −
N−
i=1
R˜si(t−1)xi(t−1)

∀s, t, xit ≥
∏
j∈Oi
xjt , xit ≥
∏
j∈Ti
xjt , xit ≥
∏
j∈Ri
xjt , xit ≥
∏
j∈Li
xjt ,
T−
t=1

N−
i=1
R˜sitxit −
N−1−
i=1
N−
j=i+1
R˜sijtxitxjt + · · · + (−1)β−1
N−(β−1)
i1=1
N−(β−2)
i2=i1+1
· · ·
N−
iβ=iβ−1+1
R˜si1i2···iβ txi1txi2t · · · xiβ t

≼ ˜¯Rs ∀s,
T−
t=1
xit ≤ 1 if the ith project can be selected at most once

. (2.4.1)
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2.5. The fuzzy R&D project portfolio selection model
Keeping in mind the objectives and constraints obtained in the last two subsections, the fuzzy R&D project portfolio
selection problem is modeled as
Max Z˜O(x)
Min Z˜C (x)
Min Z˜R(x)
subject to
x ∈ X .
(2.5.1)
2.6. The deterministic R&D project portfolio selection model
Using the embedding theorem, we convert the fuzzy tri-objective optimization problem (2.3.1) into the following hexa-
objective deterministic model (2.6.1)
Max{Z˜O(x)Lα, Z˜O(x)Uα }
Min{Z˜C (x)Lα, Z˜C (x)Uα }
Min{Z˜R(x)Lα, Z˜R(x)Uα },
(2.6.1)
where A˜(x)Lα, A˜(x)
U
α are the lower and upper α-cuts of the fuzzy set (number) A˜(x). Wu and Ma [25], Bhattacharyya and
Kar [26] propose the embedding theorem where they show that the Pareto optimal solution of this problem (2.6.1) is the
optimal solution of the original fuzzy multi-objective problem (2.3.1).
Let A˜, B˜ be two fuzzy numbers. Then, B˜ ≻ A˜ if and only if B˜Lα ≥ A˜Lα and B˜Uα ≥ A˜Uα for all α ∈ [0, 1]. We also write A˜ ≼ B˜ if
and only if B˜ ≻ A˜. Then the set X in Eq. (2.5.1) takes the form
X =

x = (xit)N×T : xit ∈ {0, 1},
N−
i=1
(v˜it)
L
αxit ≥ (V˜t)Lα,
N−
i=1
(v˜it)
U
α xit ≥ (V˜t)Uα ,
N−
i=1
(c˜it)Lαxit ≤ (B˜t)Lα +

(B˜t−1)Lα −
N−
i=1
(c˜i(t−1))Lαxi(t−1)

,
N−
i=1
(c˜it)Uα xit ≤ (B˜t)Uα +

(B˜t−1)Uα −
N−
i=1
(c˜i(t−1))Uα xi(t−1)

∀t,
N−
i=1
(R˜sit)
L
αxit ≤ (R˜′st)Lα +

(R˜′s(t−1))
L
α −
N−
i=1
(R˜si(t−1))
L
αxi(t−1)

,
N−
i=1
(R˜sit)
U
α xit ≤ (R˜′st)Uα +

(R˜′s(t−1))
U
α −
N−
i=1
(R˜si(t−1))
U
α xi(t−1)

∀s, t,
T−
t=1

N−
i=1
R˜sitxit −
N−1−
i=1
N−
j=i+1
R˜sijtxitxjt + · · · + (−1)β−1
N−(β−1)
i1=1
N−(β−2)
i2=i1+1
· · ·
N−
iβ=iβ−1+1
R˜si1 i2···iβ txi1txi2t · · · xiβ t
L
α
≤ ( ˜¯Rs)Lα ∀s,
T−
t=1

N−
i=1
R˜sitxit −
N−1−
i=1
N−
j=i+1
R˜sijtxitxjt + · · · + (−1)β−1
N−(β−1)
i1=1
N−(β−2)
i2=i1+1
· · ·
N−
iβ=iβ−1+1
R˜si1 i2···iβ txi1txi2t · · · xiβ t
U
α
≤ ( ˜¯Rs)Uα ∀s,
T−
t=1
xit ≤ 1 if the ith project can be selected at most once, xit
≥
∏
j∈Oi
xjt , xit ≥
∏
j∈Ti
xjt , xit ≥
∏
j∈Ri
xjt , xit ≥
∏
j∈Li
xjt , 0 ≤ α ≤ 1

. (2.6.2)
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In view of (2.6.1) and (2.6.2), the fuzzy tri-objective optimization problem (2.5.1) is converted in the deterministic model
Max{Z˜O(x)Lα, Z˜O(x)Uα }
Min{Z˜C (x)Lα, Z˜C (x)Uα }
Min{Z˜R(x)Lα, Z˜R(x)Uα }
such that x ∈ X .
(2.6.3)
3. Solution methodologies
In this section, we propose both single objective and multiple objective genetic algorithms for the solution of the
proposed R&D project portfolio selectionmodel. After development of genetic algorithm (GA) by Holland [27] in 1975, it has
been extensively used/modified to solve complex decision making problems in different fields of science and technology.
A GA normally starts with a set of potential solutions (called initial population) of the decision making problem under
consideration. Individual solutions are called chromosomes. Crossover andmutation operations happen among the potential
solutions to get a new set of solutions and it continues until terminating conditions are encountered.
3.1. Genetic algorithm (GA)
Before proposing the GA, we need to convert the model (2.6.3) into a single objective optimization problem. The global
criteria methods [28] developed in the context of multi-objective optimization problem are really handy for obtaining the
Pareto optimal solution. Let for x ∈ X ,
O+L = max{ ⌣Z O(x)Lα}, O+U = max{ ⌣Z O(x)Uα }, O−L = min{ ⌣Z O(x)Lα}, O−U = min{ ⌣Z O(x)Uα },
C+L = min{ ⌣Z C (x)Lα}, C+U = min{ ⌣Z C (x)Uα }, C−L = max{ ⌣Z C (x)Lα}, C−U = max{ ⌣Z C (x)Uα },
R+L = min{ ⌣Z R(x)Lα}, R+U = min{ ⌣Z R(x)Uα }, R−L = max{ ⌣Z R(x)Lα}, R−U = max{ ⌣Z R(x)Uα }.
Then by global criteria method, the multi-objective programming problem (2.6.3) is further converted into the following
single objective convex programming problem (3.1.1).
Min

w21

B+L − ⌣Z B(x)αL
B+L − B−L
2
+

B+U − ⌣Z B(x)αU
B+U − B−U
2
+w22
 ⌣
Z C (x)αL − C+L
C−L − C+L
2
+
 ⌣
Z C (x)αU − C+U
C−U − C+U
2
+w23
 ⌣
Z R(x)αL − R+L
R−L − R+L
2
+
 ⌣
Z R(x)αU − R+U
R−U − R+U
2

1/2
,
such that x ∈ X, 0 ≤ α ≤ 1
(3.1.1)
where w1, w2 and w3 are the weights/preferences to the three objectives benefit, cost and risk respectively. The optimal
solution of model (3.1.1) will be the pareto-optimal solution of model (2.5.1).
The following functions and values are adopted in the proposed GA to solve the problem.
The different parameters on which this GA depends are the number of generation (MAXGEN), population size (POPSIZE),
probability of crossover (PCROS) and probability of mutation (PMUTE).
3.1.1. Chromosome representation and initial population production
Since the decision variables are binary in the proposed model, we have to follow a binary framework. In this
representation, each chromosome Vi is a string of n genes Gij; (i = 1, 2, . . . , POPSIZE, j = 1, 2, . . . , n) where these n
number of genes respectively denote n number of decision variables xj ∈ {0, 1}.
For each chromosome Vi, every gene Gij is randomly generated in {0, 1}; j = 1, 2, . . . , n and i = 1, 2, . . . , POPSIZE.
3.1.2. Evaluation
Evaluation function (EVAL) for the chromosome Vi is equivalent to the objective function of model (3.1.1). Find EVAL(Vi),
where the genes Gij represent the decision variable xj, j = 1, 2, . . . , n. The probability pi of selection for each chromosome
Vi is determined by the formula pi = EVAL(Vi)/∑POPSIZEi=1 EVAL(Vi). Calculate the cumulative probability Yi of selection for
each chromosome Vi by the formula Yi =∑ij=1 pi.
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3.1.3. Selection
The selection scheme in GA determines which solutions in the current population are to be selected for recombination.
In this paper, we adopt the roulette wheel selection process. This roulette wheel selection process is based on spinning the
roulette wheel POPSIZE times, each time we select a single chromosome for the new population in the following way:
(a) Generate a random (float) number r between 0 and 1.
(b) If r < Y1 then the first chromosome is V1 otherwise select the ith chromosome Vi(2 ≤ i ≤ POPSIZE) such that
Yi − 1 ≤ r < Yi.
3.1.4. Crossover and mutation
A crossover operator is mainly responsible for the search of new strings. Crossover operates on two parent solutions at
a time and generates offspring solutions by recombining both parent solution features. After selection of chromosomes for
new population, the crossover operator is applied. Here the single point crossover is used. Mutation is the unary operation
bywhich genes present in a chromosome are changed. Here the usualmutation procedure is followed and done by inversion
of the bits representing genes.
3.1.5. Termination
If the number of iteration is less than or equal toMAXGEN then the process is going on, otherwise it terminates.
3.1.6. Proposed GA procedure
Start
{
t ← 0
while (all constraints are not satisfied)
{
initialize Population(t)
}
evaluate Population(t)
while(not terminate-condition)
{
t ← t + 1
select Population(t) from Population(t − 1)
crossover and mutate Population(t)
evaluate Population(t)
}
print optimum result
}.
3.2. Multi-objective genetic algorithm (MOGA)
The proposed R&D project portfolio selection model (2.6.3) is also solved by using multiple objective genetic algorithm
(MOGA). The MOGA proposed by Roy et al. [29] is followed.
The following are followed for the development of the MOGA for the proposed model (2.6.3).
Representation: An N-dimensional real vector X = {x1, x2, . . . , xN} is used to represent a solution where each xi ∈ {0, 1},
i = 1, 2, . . . ,N .
Initialization: L such solutions X1, X2, . . . , XL are randomly generated such that each of them satisfies the constraints of
the model. This solution set is the set P .
CrossOver and Mutation: The process is similar to as discussed in Section 3.1.4.
Proposed multi-objective genetic algorithm has the following two important components:
(a) Consider a population P of feasible solutions of (2.6.3) of size L. We like to partition P into subsets F1, F2, . . . , Fk, such
that every subset contains non-dominated solutions, but every solution of Fi is not dominated by any solution of Fi+1,
for i = 1, 2, . . . , k − 1. Let the number of solutions of P which dominate x be nx and the set of solutions of P that are
dominated by x be Sx. Note that, as there are six objective functions, these require O(6L2) computations.
(b) To determine the distance of a solution from other solutions of a subset first sort the subset according to each objective
function values in ascending order of magnitude. For each objective function, the boundary solutions are assigned an
infinite distance value (a large value). All other intermediate solutions are assigned a distance value for the objective,
equal to the absolute normalized difference in the objective values of two adjacent solutions. This computation is
continued with other objective functions. The overall distance of a solution from others is calculated as the sum of
individual distance values corresponding to each objective.
3866 R. Bhattacharyya et al. / Computers and Mathematics with Applications 62 (2011) 3857–3870
For detailed discussions on ‘the division of P(T ) into disjoint subsets having non-dominated solutions’ and ‘distance of a
solution of subset F from other solutions’, Roy et al. [29] can be consulted.
Since six independent sorting of at most L solutions (in case the subset contains all the solutions of the population) are
involved, the above algorithm has O(6L log L) computational complexity. Using the above two operations proposed multi-
objective genetic algorithm can be formulated as follows.
1. Set probability of crossover Pc and probability of mutation Pm.
2. Set iteration counter T = 1.
3. Generate initial population set of solution P(T ) of size L.
4. Select solution P(T ) for crossover and mutation.
5. Made crossover and mutation on selected solution and get the child set C(T ).
6. Set P1 = P(T ) ∪ C(T ).
7. Divide P1 into disjoint subsets having non-dominated solutions. Let these sets be F1, F2, . . . , Fk.
8. Let P2 = F1 ∪ F2 ∪ · · · ∪ Fn. Select maximum integer L such that O(P2) ≤ L.
9. If O(P2) < L sort solutions of Fn+1 in descending order of their distance from other solutions of the subset. Then select
first L− O(P2) solutions from Fn+1 and add with P2.
10. Set T = T + 1 and P(T ) = P2.
11. Go to step-4 if termination condition does not hold.
12. Output: P(T )
13. End algorithm.
Since in the above algorithm computational complexity of step-7 is O(6L2), step-9 is O(6N logN) and other steps are
≤ O(N), so overall time complexity of the algorithm is O(6N2).
In this MOGA, selection of new population after crossover and mutation on old population is done by creating a mating
pool by combining the parent and offspring population and among them best L solutions are taken as solutions of new
population. By this way, elitism is introduced in the algorithm.
4. Case study
In this section a model is developed and solved based on data from the large scale organization B. M. Enterprise,
Berhampore, West Bengal, India. The R&D wing of this organization is involved in different structural works in civil,
mechanical and electrical fields. During March 2008–February 2009 the organization got six project proposals from private
as well as public sectors. All the proposals accompany data on the estimated outcome, cost, workers and risk. All the six
projects are scheduled over two periods and each period lasts one year. However, it is not mandatory to run the selected
projects for both the periods. They are renamed as project PI, PII, PIII, PIV, PV and PVI due to privacy. The organization
investigate outcome, resource (fund and workers) and risk interdependences between different projects. All the data are
collected in the form of trapezoidal fuzzy numbers. In addition, it is allowed to carry forward benefit and funds with an
interest rate of 5%. The estimated data in the form of trapezoidal fuzzy numbers for outcomes, costs, funds and risks in
million Rs. and number of workers (HR) are given in Table 1. Constraints on outcome, fund, workers and budget for each
period is given in Table 2.
Corresponding to the data in Tables 1–4, we formulate the fuzzy R&D project portfolio selection model (2.5.1), which is
further decomposed into the model (2.6.3).
Table 3 provides information about outcome, technical and resource (fund and HR) interdependences.
Risk interdependences and sharing costs between projects are given in Table 4.
4.1. Solution by the proposed GA
To convert the model into the model (2.6.4), the genetic algorithm (GA) proposed in Section 3.1 is used with the
parameters: POPSIZE = 50, PCROS = 0.6, PMUTE = 0.2 and MAXGEN = 100. A real-number presentation is used here. In
this representation, each chromosome x is a string ofm (here,m = 16) number of genes, these represent decision variables.
For each chromosome x, every gene (here, x11, x21, . . . , x81, x12, . . . , x82), is a randomly generated binary number such that
it is feasible. In this problem, arithmetic crossover and random mutation are applied to generate new offspring’s. Finally
model (2.6.4) withw1 = w2 = w3 = 1/3 is solved by GA with the same set of parameters.
Only the best solution is chosen. The optimum solution thus obtained is shown in Table 5.
It means that the portfolio of B. M. Enterprise should consist of the projects PII, PV and PVI in first period and project PI
in the second period. The corresponding outcome, cost and risk are [11.241, 14.950] million Rs., [0.854, 11.201] million Rs.
and [1.349, 2.748] million Rs. respectively.
4.2. Solution by the proposed MOGA
To solve the model (2.6.3) directly for the set of data given in Tables 1–4, the MOGA proposed in Section 3.2 is used. The
crossover and mutation probabilities are chosen as 0.6 and 0.2 respectively. The obtained solution is shown in Table 6.
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Table 2
Constraints.
Category 1st period 2nd period Total
V˜t (Million Rs.) (1.5, 3.0, 5.0, 6.5) (3.0, 4.5, 7.0, 8.0) ×
Fund (Million Rs.) (0.50, 0.60, 0.70, 0.75) (0.40, 0.60, 0.70, 0.83) (0.76, 1, 1.2, 1.5)
HR (50, 65, 70, 80) (25, 30, 45, 50) (67, 80, 100, 120)
B˜t (Million Rs.) (16, 19, 22, 24) (20, 26, 30, 33) ×
Table 3
Outcome, technical and resource (fund and HR) interdependences.
Outcome Technical Fund HR
Projects Effect (Million Rs.) Projects Effect (Million Rs.) Projects Effect (Million Rs.) Projects Effect (Million Rs.)
PI, PVI (0.01, 0.02, 0.04, 0.05) PI, PII (0.07, 0.14, 0.21, 0.28) PI, PII (0.005, 0.009, 0.015, 0.020) PI,PVI (3, 4, 7,8)
PII, PIII (0.02, 0.04, 0.06, 0.08) PI,
PVI
(0.03, 0.06, 0.09, 0.12) PII, PIII (0.002, 0.0035, 0.0045,
0.005)
PIII,PIV (2, 3, 4, 5)
PII,PVI (0.5, 0.6, 0.7, 0.8) PII,
PIII
(0.02, 0.04, 0.06, 0.08) PII,PV (0.0035, 0.0040, 0.0045,
0.0050)
PIV, PV (2, 2, 3, 4)
PIII, PV (1.5, 1.8, 2.1, 2.4) PIII,
PV
(0.12, 0.24, 0.36, 0.48) PIII,PV (0.001, 0.002, 0.003, 0.004) PIII, PIV,
PV
(4, 6, 8, 9)
PI, PIII,
PV
(1.5, 3.0, 4.5, 6.0) PII,PVI (0.02, 0.04, 0.06, 0.08) PII, PIII,
PV
(0.0006, 0.0012, 0.0018,
0.0024)
× ×
Table 4
Risk interdependences and sharing costs.
Risk interdependency Sharing cost
Projects Additional risk (Million Rs.) Projects Sharing cost (Million Rs.)
PI, PII (0.04, 0.08, 0.12, 0.16) PI, PII (0.07, 0.14, 0.21, 0.28)
PI, PIII (0.02, 0.04, 0.06, 0.08) PIII, PV (0.12, 0.24, 0.36, 0.48)
PI, PIV (0.06, 0.12, 0.18, 0.24) PIII, PVI (0.02, 0.04, 0.06, 0.08)
PI, PVI (0.05, 0.10, 0.15, 0.20) PIV, PVI (0.2, 0.4, 0.6, 0.8)
PIV, PV (0.1, 0.15, 0.35, 0.40) PII, PV, PVI (0.07, 0.14, 0.21, 0.28)
PIV, PVI (0.14, 0.28, 0.42, 0.58) PI, PIII, PV (0.015, 0.030, 0.048, 0.060)
PII, PIII (0.05, 0.09, 0.15, 0.2) PII, PIV, PVI (0.003, 0.004, 0.007, 0.008)
PII, PIV (0.2, 0.4, 0.65, 0.8) × ×
PIII, PIV (0.13, 0.23, 0.33, 0.44) × ×
PIII, PV, PVI (0.17, 0.23, 0.41, 0.45) × ×
Table 5
The solution by GA.
Z˜O(x)Lα 11.241 x11 0 x12 1
Z˜O(x)Uα 14.950 x21 1 x22 0
Z˜C (x)Lα 0.854 x31 0 x32 0
Z˜C (x)Uα 11.201 x41 0 x42 0
Z˜R(x)Lα 1.349 x51 1 x52 0
Z˜R(x)Uα 2.748 x61 1 x62 0
Table 6
The solutions by MOGA.
[Z˜O(x)Lα, Z˜O(x)Uα ] [10.041, 13.001] [12.016, 15.243] [11.242, 14.950]
[Z˜C (x)Lα, Z˜C (x)Uα ] [0.800, 10.129] [1003, 11.954] [0.854, 11.200]
[Z˜R(x)Lα, Z˜R(x)Uα ] [0.944, 1.985] [1.013, 2.008] [1.350, 2.748]
x11 1 1 0
x21 0 1 1
x31 0 0 0
x41 1 0 0
x51 0 0 1
x61 1 1 1
x12 0 1 1
x22 0 0 0
x32 0 0 0
x42 1 1 0
x52 0 0 0
x62 0 0 0
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5. Conclusions
Selection of a suitable set of R&D projects with optimized outcome, risk and cost is a critical problem decision makers
facing at present. However, it is still very complex to solve, because of the difficulty of explicitly expressing the preference
trade-offs, the high number of feasible candidate projects, multiple periods, different type of project interdependences, the
estimation of future data and other constraints. To deal with all of these problems, we have modeled the problem in a new
way in this paper.
Previous efforts deal with project interdependences using a limited number and type of project interdependences. In this
paper, the interdependences are searched among each and every possible set of projects. Their effects are properly utilized
to model the problem. Thus the method discussed here is far more realistic than others.
Polynomial representation is considered to be as one of the best for many years as it is easy to handle and understand.
Alsomathematical analysis on polynomials is easy to do. Sowe decided to follow a polynomial structure. The basic difference
of our work with the earlier works is that our paper concentrates on the mathematical representation; whereas the others
have mainly focused on the measurement of interdependences.
We consider all the projects from the very first period. But it does not indicate that all the projects have to begin in the
first period of the time horizon. In the case study, we may notice that the project PI begin in the 2nd period.
We can very easily apply the model for projects having different time periods and different time horizons just by putting
0 (zero) corresponding to the parameters where the projects are not active. For example, if a project would come into
consideration from the 3rd period, just we need to put 0 in the data corresponding to that project for 1st and 2nd periods.
To illustrate our method, a case study is done and is solved by genetic algorithms. The result of the portfolio seems to be
fine.
Our future aim is to implement our method on larger data set for the R&D projects of multinational companies. Some
other recommendations for future work are as follows.
1. One can develop the method in fuzzy stochastic environments by considering the parameters as fuzzy or fuzzy random.
2. Apart from genetic algorithm, other optimization algorithms such as VEGA (vector evaluation genetic algorithm), NEGA
(nondominated sorting genetic algorithm), NPGA (niched Pareto genetic algorithm) and PAES (Pareto archived evolution
strategy), PSO (particle swarm optimization) may be employed to solve the problem, especially when the data set is
significantly large.
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