A(X)x(X) + 4P f ^4x(p)dp = g(X), 71 ' Ja P -X for real A(X) and k(X,p), was founded by Hubert [1] , Poincaré [2] , and Carleman [3] , and in recent years has been pursued energetically by N. I. Muskhelishvili [4] and I. N. Vekua [5] in the Soviet Union. The operator, acting on L2(a,b), defined by the left-hand side of equation (1), has usually been approached through the study of its so-called dominant part (2) (Lex)(X) = A(X)x(X) + 4P pfc(A'A)*°V 711 Ja P -A which differs from the full operator in (1) by a completely continuous term. However, the classical method of obtaining solutions of equations of the form (Le-l)x(X) = g(X)
where I is a number, has always been carried out under the restriction (3) [A(X)-l~]2-e2k2(X,X)¿0, Xe[a,b~¡, and it can be shown [6] , [7] that / is in the spectrum of L£ precisely if condition (3) is violated.
Nevertheless, despite the fact that the classical work on these equations does not suffice to calculate the generalized eigenfunctions of (2), W. Koppelman and the author were able to guess such eigenfunctions for the special operators (¿*)W) = w + ^rffitom. m Ja P-A and to give a complete spectral representation for them. Both these operators have a simple continuous spectrum, but it proved possible to generalize these results very slightly to certain special operators for which the spectral multiplicity was not greater than two. This was done in independent work by W. Koppelman [10] and the author [11] ; both sets of results being based on a common insight generalizing the previous work and using the same identities. However, even the case in which the multiplicity is two was not completely treated. For example, the explicit inversion formulae associated with a spectral representation (in the sense of Mautner) had to be dispensed with in this case [10] because the generalized eigenfunctions were not known.
These singular integral operators were studied initially in connection with the work of K. O. Friedrichs on perturbations of continuous spectra [12] , [13] in the hope of providing nontrivial examples in which the perturbation produced a shift of the continuous spectrum and a change in multiplicity; the present work is addressed to the multiplicity problem, and a complete spectral representation for a class of singular integral operators will be given. More precisely, we will investigate under appropriate conditions the spectral representation of the operator, Lc, on L2(a,b) given by (a) Ltx(X) = A(X)x(X) + -.P f^*»^ x(p)dp.
ni Ja p -X That is, we will construct a direct integral Hubert space ¿f * which will be characterized in terms of an integer-valued Lebesgue measurable multiplicity function m(£) (£ e o(Le)) which we will exhibit explicitly, and a mapping ^ (isometric when L£ is self-adjoint) of L2(a,b) onto .3^* given explicitly by a sequence of m(£) integral operators whose kernels are generalized eigenfunctions of Le; furthermore, we will exhibit the transformation inverse to Sf explicitly as a sum of integral operators on the components of Jf* each of which is given by a kernel formed from the generalized eigenfunctions of L£. 
for Xe(a,b) and real £,.
Relation (1.11) follows from (1.10) simply by writing Z = £ + it], subtracting, and using (1.2) and (1.5).
It can be seen from the following remarks (but will not explicitly be demonstrated here) that the function H(t, + i0,X) -H(t, -i0,X) is one generalized eigenfunction of the operator (1.12) (Lsx)(X) = A(X)x(X) + -k(X) P 711 P x(p) dp corresponding to the spectral point £, and it is our purpose now to construct enough other eigenfunctions to furnish a complete spectral representation for L" under conditions which will be specified later. More specifically, we make the guess that there exist real, smooth functions {Xj(t;)} such that j ranges over a finite index set, and
and the object of this section will be the determination of such a family of functions(3). Accordingly, let us divide relation (1.11) through by the unknown function A + iS -A/¿;), 5 > 0, and observe that, for n > 0 and Im z ^ 0 for z in a neighborhood of an endpoint, c, of (a, b) and I = £ + »7, j; > 0 it can be shown that [4] £(^e) = 0((7^y)' r<2-' (1.14) and then Cauchy's theorem can be used to conclude that Therefore we may use the Plemelj-Privalov relations to conclude that £+(É + in,X) + EM + i»,X) _ 2 E(t¡ + in,Xj(0 -id) (1.17) and we have X + iô-Xj(Ç) Xj(0 -iô-X = l_p C" H(tj + in,p) dp
Passing to the limit, we get for X ^ Xj Thus, subject to the existence of the above limits, we see that a sufficient condition for equation (1.13) to hold is that Xj(£) be chosen so that F(C,Xj(£,)) = 0.
With the above remarks as motivation, we pass to a detailed study of the function F(£, z).
2. The principal function, F(Ç,z). We assume for the following that A(X) and k(X) e C1, and that k(X) > 0. (We could equally assume k(X) < 0.) Furthermore, we assume that the zeros of the functions R,:k(X) = A'(X) + ek'(X) partition The proof of the lemma is now obvious(4) and involves only substitution of these functions and integration by parts. Let us note here for future use that SK(aK,e) = TK(aK,e)andSl((aK+1,e) = TK(aK + 1,£), and if the functions P* (A) satisfy the conditions of the correct combination of cases on the intervals (aK,a.K+1) and (aK+i,aK + 2) then it is possible to find intervals of £eo-= U cK = min R~(p), max R+(p)
for which Sk(Ç,e) = TK + 1(£,e). For all other feo-, we will have
If SK(Ç,e) and TK(Ç,s) are extended to a by setting them equal outside oK to the constant values they assume at the endpoints of oK, then [October Therefore, we may deduce that
and it is now clear that the roots of F(Ç,z) are the roots of the function
Thus the number of zeros of W(Ç,z) depends upon f. We will call this integer m(f) -1 and observe that 0 < m(f) < n and the roots ^i(Ç), -,Xm(i).i(,i) axe easily seen to be both real and simple for each fixed f.
It is possible to give a formula for m(f ) that does not involve S(f, z) or T(f, z).
Let us simply note that
and for fixed f the contributions to the integral come from a set of intervals on each of which
The number of nonvanishing terms on the left of (2.11) will simply be equal to the number of such intervals, and this number will be equal to m(f). It follows from this representation that m(cf) is Lebesgue measurable.
Lemma 2. If f(X)eCco(a,b) and we define
Proof. This theorem concerns an interchange of orders in a limiting process (if it is rewritten in terms of the £(/,z)-functions).
The assertion makes sense formally because of the identity H+(f,A, -e) -if_(f,A, -£) = F+(f,A,e) -/"«,A,e); nevertheless, the result is not immediate because the required uniform estimates for justification of a limit interchange do not seem to follow easily. We will, accordingly, pursue a less direct route in the proof, and will arrive at the result finally by considering the question in a somewhat widened context, and invoking the following theorem of H. G. Tillman [14] .
Definition. A distribution T on R with values in a locally convex vector space F is a continuous linear mapping of the space S¿ = Cq(R) into the space F.
Theorem (Tillman).
There exists a natural isomorphism of the space of F-valued distributions T with compact support and the space of F-valued holomorphic functions t(-) in the complement of a compact set KczR with the property that t is also holomorphic at infinity and satisfies a condition p(t(z))^ Mp{d(z,K)~mp + d(z,K)~i} for any continuous seminorm p in F. (d(z,K) is the distance between z and K.) This isomorphism is defined by the formulas t(z) = ¿fjXi-zr1].
To begin the proof, we note Observation 1. T, defined by (2.11a), is a distribution with values in L2(a). Clearly, in order to substantiate this observation it will suffice to demonstrate that Fis a bounded map of L2(a,b) into L2(o); and we proceed to a demonstration of this fact(5).
Let us define O IT.
Then U generates an isometry from a certain linear manifold, D(U) (6) , which is generated by the elements {N/2e/c(A), H(co,X)/yj2ek(X)} as co ranges over the complement of a, to the manifold generated by the image of these functions; namely (as we can easily see), the manifold generated by (5) This demonstration is related to a somewhat different construction in (10) which does not quite suffice to prove this observation. [
The assertion that U restricted to D(U) is an isometry means that certain scalar products are equal, and these equalities follow easily. For example, we can show that f Tul ■ VW» dx = f °® * ■ 4gd€.
Now we shall construct an extension of U_1 which shall be such that the closure of its range will be all of L2(a,b). For this purpose, consider the vectorvalued functions 
In order to evaluate this function explicitly, it is only necessary to notice the following elementary fact:
and to expand each term of the left-hand side in partial fractions. We obtain where C is a smooth contour enclosing a, and therefore TKs-lT1} = H(l,s). Now, we again invoke Tillman's theorem and the lemma is proved. Remark.
We could«have given another proof of the lemma from the identity G(X,p,n,ô). Let us note that SK(¿¡) -TK(Ç) has a positive lower bound on the same set and \W(Z,X)/(X + iô-Xj(Ç))\ remains bounded as Ô-+0 so long as ¿¡etj.
We will achieve our estimates by breaking the f interval of integration into a sum of integrals of the form Thus, in all of these cases, JK(X,p,n) is bounded, say by M, for all values of X,p,n) with A e (aK,aK+1), /t e (a, b), and n ^ ij.
We may therefore conclude that there exists a constant C¡ such that
where N(X, p,n,6) is the maximum taken over k of the contributions to G(X,p,n, ô) from the integration interval just considered, and the inequality follows because if--dp = max|/(A)| (p -X)2 + n2 for any continuous /(A).
Using analogous results for the other ranges of integration, and adding all of them together, we will finally be able to assert that there exists a constant G¡ such that ¡"\Mis(g)\'dX<Gâ Ja I for some r in 1 < r < 2 and fixed Ô > 0.
Then we may use a result on uniform absolute continuity [17] to conclude that lim \MJn,ô(g)\rdX<oe, Now let us note that the dependence of G¡ on ô comes from the second term in (B). We have used the Lipschitz continuity of T(t;,z) -S(t;,z) in z and taken a ¿-dependent lower bound for [A + iô -X¡(0f\ ~l. If, for a fixed ô, we go to the n limit, this second term will give a vanishing contribution to the estimate of lim,i0|M^(g)| and we can find now an absolute constant G such that lim \Mid(g)\'dXuG. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. We will show first that $?&" = I. Suppose that the components of </(f ) are each in C°°((r) and vanish in a neighborhood of the points R±(ak), R^a^+O; then we will show that we will have, for f erk, k = 1, -,n -1(9) Now by Lemma 4 we know that the following expression has boundedness properties which enable us to conclude [17] that the ô' and n' limits can be interchanged with the A-integration. If we do this, and use Fubini's theorem we will have «7< "(^ = 1^2 Hm Hm Hm 1Ím V(/Im (7) But let us note [18] that if L(A) and J(y) axe continuous, then for r > 1 we can use a well-known inequality to assert that (9) We will not explicitly treat the other cross terms; they can be evaluated in an analogous way. and if we take the ô' limit, we obtain Let us note for future use that this iterated limit is equal to the limit obtained by setting n' = ¿'-+0.
We We will now establish that ST generates an isometry mapping 3?* onto L2(a, b). In the following for ease of presentation, and without loss of generality, we will take LE self-adjoint so that ky(X) = k2(X) = Jk(X). where the g's axe chosen as before. We have seen that we can take n' = Ô' in the definition of 9~ without disturbing this equality, and we now consider ¡F to be taken in this way. Similarly, we can take <5= -«7 in the definition of yim). However, it is still not possible to assert that this proves that limnl0y~q(g0,---,g")eL2(a,b), because we cannot directly justify an exchange of both the limits in the above equality with the A-integration. Accordingly we will proceed by first showing that the iterated limit can be replaced by a double limit, and consequently we can proceed to zero with n = *}'• Then we will have a non-negative integrand and will be able to use Fatou's theorem to assert that In order to implement this plan, we will show that the original iterated limit could have been replaced by a double limit, i.e., lim lim uniformly in n-Thus we have now satisfied the conditions for the Moore-Osgood theorem to apply, and can accordingly assert the equality of the double and iterated limits; and, finally, can use Fatou's theorem.
Then
We have therefore proved that 9~(g0,---,gn)eL2(a,b), and it remains to demonstrate that 3~ is isometric on this set of g's.
For this purpose recall that Since the set of g's for which this is true is dense in ^f * there exists a unique isometric extension for S~ defined on all of #f*.
We must now show that Ftf = 1 on L2(a,b). In order to accomplish this let us recall that (in the notation of Lemma 2) and if we let n -> co, we get h(X) = LJ(X), i.e., 3~(l\g(0) = LJ(X) or ig(0 = y(LJ(X)).
The theorem is now completely proven except in the non-self-adjoint case when L£x(X) = A(X)x(X) + ~P [bkl{k)kl\li)x(p)dp. 711 Ja P -X However, although L" is not self-adjoint it is symmetrizable [20] and can be rendered self-adjoint with respect to a new scalar product derived from the L2(a,b) scalar product by multiplication by a simple combination of the functions y/ky(X) and jk2(X). The remaining assertions of the theorem then furnish the spectral representation of this new Lc, considered as self-adjoint, on such a new Hubert space. These results follow in an entirely trivial way from the preceding ones and their proof will be omitted here. It is a pleasure to acknowledge a conversation with L. de Branges and the advice and encouragement of J. W. Calkin. Finally, the author wishes to express his gratitude to K. O. Friedrichs for valuable suggestions and special encouragement to pursue this work.
Added in proof. A connection has now been obtained [21] between the analytic machinery developed here and the multiplicity theory of generalized eigen-functions for arbitrary self-adjoint operators with absolutely continuous spectra lutely continuous spectra defined over i£2(En).
