Abstract -A novel neonatal seizure detection system is proposed including work in the areas of Independent Component Analysis, feature extraction, probability and classification networks. The system comprises of a preprocessing stage to reduce the effect of EEG artifacts and incorporate multichannel analysis and data reduction. A feature extraction stage examines the EEG using techniques from various signal processing approaches. A Probability Estimator compares current and past features to emphasise changes in the state of the EEG. Finally, a classification stage uses the results from the probability estimator to make a decision as to whether the EEG is non-seizure or seizure. Results show promising performance, detecting 45 of 46 seizures in the test data with low false detection rates.
I Introduction
A PPROXIMATELY 1 in every 200 newborns experience seizures [1] , and in premature and low birth weight infants, this figure rises to upward of 1 in 4 [2] . Controversy exists as to whether seizures damage the brain. Although the healthy immature brain does not appear to incur injury from prolonged seizures, in an immature brain that has suffered some injury, seizures can cause brain damage or death [2] . Quick detection of seizures presents the best window of opportunity for treatment.
Clinical signs of seizure in newborns can be very subtle or non-existent [3] and constant supervision of the EEG signal by a trained EEG specialist is needed to detect neonatal seizures; an unrealistic prospect. An automatic seizure detection system would overcome the problem of constant supervision and make seizure detection and analysis faster and more reliable. Of course, such a system would have to have a high detection rate, but also it is imperative that a low false detection rate is maintained for the system to be successful.
Previous work on neonatal seizure detection has focused on frequency analysis [4, 5] . Work has also been carried out in modelling and complexity analysis [6] . Analysis of this work has shown that the variety of the characteristics related to seizure events makes it difficult for these approaches to perform reliable neonatal seizure detection [7, 8] . Furthermore, the effect of EEG artifacts on the false detection rate and the use of simple thresholding for classification have been shown to greatly inhibit the achievable performance of these systems. The neonatal seizure detection system proposed in this paper aims to overcome these problems. This paper is organised as follows. Section II details the data used for the development of this system. Section III will briefly describe the proposed neonatal seizure detection system. Section IV introduces the preprocessing section. Section V explains the features extracted from the EEG. Section VI introduces the probability estimator and Section VII explains the classifying routines. Finally, results will be given in Section VIII and conclusions will be drawn up in Section IX.
II Data Acquisition
All EEG data was collected from newborn babies with seizures in the neonatal intensive care units of Kings College Hospital in London, UK and Cork University Maternity Hospital, Ireland. Written consent was obtained from the parents of each baby studied and this study had full ethical approval from the Ethics Committees of both hospitals. A Telefactor Beehive video-EEG system or a Taugagreining Nervus Monitor was used to record 12 channels of EEG using the 10-20 system of electrode placement modified for neonates (
Two additional channels were used to record ECG and respiration. A video recording was made of each neonate for the duration of the study. A clinical neurophysiologist identified and classified all periods of seizure activity in each EEG recording. All digitised EEG data was then converted to the EDF file format.
III The Proposed System
The proposed system for neonatal seizure detection consists of four main parts: a preprocessing stage, a feature extraction stage, a probability estimator and a classifier as illustrated in Fig 1. The preprocessing stage is used to reduce the effect of EEG artifacts on the detection performance, to incorporate multichannel analysis and to reduce the amount of data which needs to be analysed in the later parts of the system. The feature extraction stage analyses the preprocessed EEG using techniques from various areas of digital signal processing. Modelling, chaos theory, entropy, frequency and bandwidth analysis, time-frequency analysis and Singular Value Decomposition (SVD) have all been analysed as possible indicators of seizure events [9] . The probability estimator and classifier are used to emphasise changes in the EEG and finally to take this information and make a decision on whether the EEG is seizure or non-seizure.
IV Preprocessing
The EEG recording equipment is designed to amplify those electrical signals that originate in the brain. However, such is the use of electrical signals throughout our bodies that it is inevitable that some contamination of the EEG will occur. These unwanted components in the EEG are known as artifacts and include those caused by the human body (eye blinks, respiration, etc.) and those from external sources (mains interference, radio and TV etc.). Artifacts cause a major problem to seizure detection as they can mimic or obscure seizure events. Therefore a preprocessing stage which removes or reduces the effect of artifacts is needed to make the neonatal seizure detection system more robust.
Furthermore it is necessary for reliable seizure detection to analyse a number of channels of EEG simultaneously, usually 12 channels as in Section II. Given that each of these channels is usually sampled at ∼200Hz, that gives 2400 samples a sec- ond for analysis. This greatly restricts the types of analysis that can be carried out given the time restrictions inherent in a real-time system.
One technique which can address the problems of multichannel analysis, artifact reduction and data reduction simultaneously is Independent Component Analysis (ICA). In this system the well documented FastICA algorithm is used [10] . This algorithm takes as its inputs the m channels of EEG and will produce m statistically independent sources. This is often likened to the process of the brain being able to extract a single conversation at a noisy party.
A graphical example of the power of using ICA with EEG signals is shown in Fig. 2 . This plot shows a 4 channel EEG signal corrupted with 40 Hz noise, from a nearby fluorescent lamp, in the left hand pane. After applying ICA the sources in the right hand pane are produced. The 40 Hz noise component has been removed and can be seen in the bottom-right plot leaving 3 other cleaned sources. If the same procedure can be used to extract the sources which contain seizure information, then the three aims of the preprocessing stage will be met; multichannel analysis, artifact and noise reduction, and data reduction.
However, ICA does not order the outputs in any significant way (unlike PCA for instance) and hence they must be examined further to extract the source(s) required by the application. At this point it must be made clear that for reliable seizure detection, it is important here that too many sources are chosen rather than too few. If this is the case no seizure information should be lost and any remaining artifacts can be discounted after the feature extraction stage.
To choose the sources of interest, the knowledge that artifacts are short-lived (except for muscle artifact) and that seizure EEG should be less complex than non-seizure EEG because of its organised nature are used. Each of the sources is analysed with complexity measures and the least complex sources are chosen as being those of interest. Details of this source selection algorithm can be found in [11] .
In all cases those sources which held the majority of the seizure information were picked out successfully by the selection algorithm. In cases where only very few ICs contained information of interest, there was a corresponding reduction in the number of sources selected. In the best of these cases the amount of data was cut from the initial 12 EEG channels down to 3 or 4 sources, a reduction of ∼ 70%. Even in cases where the seizure activity was evident across nearly all of the EEG channels, there were still 3 or 4 sources containing noise which could be excluded from further analysis, hence still reducing the amount of data in the worst cases by ∼ 30%. The algorithm was successful in rejecting sources containing isolated bursts of activity without seizure information. Fig. 3 shows 12 channels of seizure EEG with seizure information evident in several channels, most evident in the 7 th channel (t4-c4). There is also a short burst of artifact activity starting at sample 2000 and evident across all channels. Fig. 4 shows the 12 sources produced by the FastICA algorithm along with the two sources of interest picked out by the source selection algorithm marked by the arrows. The selected sources contain the majority of the seizure data and the effect of the artifact and noise has been largely removed from them. 
V Feature Extraction
Previous attempts at neonatal seizure detection described in [7, 8] detailed the methods of extraction of measures of the main frequency, bandwidth, power and rhythmicity from the EEG to classify it as seizure or non-seizure. While it was shown that these measures, or features, did generally change during seizure, it was also shown that using these measures by themselves did not provide enough information to separate seizure EEG from nonseizure EEG, as they only give analysis from one aspect, through the Fourier spectrum. Hence, in this section features from various areas of digital signal processing are briefly described and relative performances described.
a) Entropy Measures
Entropy is a measure of the amount of disorder in a signal. Another way of looking at it is that entropy is how evenly spread a set of numbers is. If the numbers are evenly spread the entropy is large. There are various ways this measure can be used. Firstly the entropy of the raw EEG can be found given simply by where P (x) is the probability that X (the EEG) holds the value x. An example of the entropy calculated for a full hour of EEG containing seizures is shown in Fig. 5 .
This simple equation can also be used with any type of coefficients that can be deduced from the EEG. This approach can be seen in the entropy measure proposed in [12] where the entropy of the singular values of the EEG are found. This produces a measure of complexity based on the amount of dominant components in the signal and large changes are found in this value at seizure events [9] .
One of the best entropy-based indicators of seizure is the Approximate Entropy measure of complexity given in [13] . Approximate entropy measures the regularity of the EEG, the likelihood that runs of patterns will repeat themselves [13] . In tests this feature outperformed all the other entropy measures tested and as execution time is short and implementation is straightforward this feature is suited to use in a real-time seizure detection system.
b) Wavelet Analysis
A disadvantage of using Fourier analysis to examine the frequency content is that while frequency resolution is good, time resolution is poor. There is an assumption made that the EEG signal is also stationary, which is not valid. Time-frequency approaches aim to remove these problem by allowing good frequency and time resolution, and one of the methods is wavelet analysis. With this analysis the frequency spectrum can be split up into frequency sub-bands and time resolution can be kept. Here, 8 sub-bands are taken between X and Y Hz and the power in each sub-band is calculated. If the points at which the power in sub-bands 6 and 7 increase above the power in sub-band 8 are examined it is seen that they are a clear indicator of seizure events.
c) Modelling
There have been numerous approaches to modelling the EEG signal in an attempt to detect changes and hence seizures. In [8] the approach of Celka and Colditz [6] was analysed in which a model of non-seizure EEG was developed to then remove non-seizure EEG from further analysis.
Here the EEG is windowed and the first half of the data is used to train a 10 th order Autoregressive (AR) model using the least squares approach. Then the fit of this model on the second half of the data is examined. In seizure EEG the trained model should be able to approximate the test data well as seizure EEG contains consistent characteristics. In non-seizure EEG the EEG is pseudorandom and hence the model trained on the first half of the data will most probably not be able to approximate the test data. In tests, this approach has proved accurate for detecting neonatal seizures.
d) Chaos Theory
There has been much recent work in the area of nonlinear dynamic systems analysis of adult EEG. Analysis of the maximum Lyapunov exponent [14] has been used to study changes in the dynamics of the EEG and the Kaplan-Yorke (KY) or fractal dimension [15] to show changes in the complexity of the EEG.
In a study by the authors these features were tested against other features from information theory to see how each performed [9] . It was shown that while the KY dimension gave performance similar to some of the information theory results, it took up to 1000 times longer to calculate. Hence its inclusion in a real-time system would be largely dependent on how quickly it could be implemented in hardware, and seems irrelevant when other features proved more powerful and faster.
e) Other Features
There are a wide array of complexity and modelling methods which can be used to show the presence of seizures and while those above are among some of the best performing in our tests there are others that could still prove useful when final testing of the system as a whole is carried out. These features include simple measures such as zero crossing rate and mean deviation in amplitude to complexity measures such as the Singular Value Fraction (SVF) [16] and SVD analysis [12] . As the system is yet to be fully finalised these features will not be explained in full here, but may be used in the final version of the system. 
VI Probability Estimator
The Probability Estimator serves two purposes. Firstly, by simply looking at the values of the features calculated in the feature extraction stage it cannot be determined if the underlying EEG is seizure. A seizure event is shown up when the values of these measures change as the EEG goes from non-seizure to seizure. It is this change that will be used to make a decision. Secondly, the classification stage needs to have inputs that lie in a particular range to make reliable decisions. The probability estimator performs these two functions. It is based on the Wilcoxon rank sum statistic [17] . This test returns the probability that two data sets come from distributions with the same median. Take two windows of the EEG, a window of the current test EEG and a window of EEG from a time t ago (say 1 minute), extract the features, and then perform the rank sum test on the information collected from each window. If the values of the features have changed then the probability that the features from the two windows come from distributions with the same median will drop significantly. This is the first aim of the probability estimator carried out. Also, by definition, the rank sum test will return a probability from 0 to 1, hence performing the second requisite of bounding the inputs to the final classification section. The probability estimator has been shown to provide results that are inherently more usable for classification than the raw values of the features extracted while retaining the changes that indicate the onset of seizure. An example of the performance of the probability estimator using the entropy feature (Fig. 5) is shown in Fig. 6 . 
VII Classification
The final decision process of the neonatal seizure detection system is carried out by a feedforward backpropagation neural network. Backpropagation networks give consistent results when presented with inputs which were not in the training data. This characteristic makes them suited to the detection problem at hand. The classification network consists of a 2 layers, with 10 neurons in the first layer with a tansig function (f ) and 1 neuron in the second layer with a purelin function (Fig. 7) . Neural networks with a tansig layer followed by a purelin layer are capable of approximating any function with a finite number of discontinuities and are hence a good starting point for classification.
VIII Results
For this test 10 hours of single-channel EEG data classified by a clinical neurophysiologist was used. The data contained 71 seizures totalling 121.5 minutes. The data was collected as described in Section II. The data was windowed with a test window of 15 seconds with overlap of 5 seconds, and a trailing background window of length 2 minutes. Ten features were extracted from the EEG from the areas discussed in Section V and passed to the probability estimator and then on to the neural network described in Section VII. the first 5 hours of the test EEG was used to train the neural network, using the gradient descent training algorithm, and the next 5 hours for testing. The test data consisted of 46 seizures. Note that the preprocessing part of the system described in Section IV is not included in these tests. The results show good performance has been achieved by the proposed system. A sensitivity of 69.52% and a specificity of 92.19% compare well to previous attempts at neonatal seizure detection [7, 8] . The high specificity reflects a very low number of false detections. While the sensitivity figure might appear to be low, this figure can be misleading. For instance, if a seizure lasts for ten test windows and five of those get a positive seizure classification the sensitivity would be 5 10 = 50%, but the seizure will still have been detected. So a better measure may simply be the percentage of seizures that had a positive classification at some point in their duration. Using this measure 45 out of 46 of the seizures in the test data were detected, 97.82%. The median delay between the start of the seizure and the first positive classification was 11.4 seconds, with a standard deviation of 11.05 seconds. This speed of detection compares favourably to current neonatal seizure detection systems.
The sensitivity shows the number of seizure detections for all possible results. However, as there will usually be a delay in detection due to windowing, etc. , a detection can be counted if a positive appears within the seizure. Using this measure our detection system detected 45 of the 46 seizures in the test data, or 97.83%. The median delay before detection of a seizure is 11.4 seconds with a standard deviation of 11.05 seconds. This speed of detection compares very well to current neonatal seizure detection systems.
IX Conclusions
A novel neonatal seizure detection system is proposed in this paper. It has been designed to address the main problems with neonatal seizure detection. A preprocessing ICA and source choosing algorithm has been designed to incorporate multichannel analysis, reduce the effect of artifacts and the amount of data which needs to be analysed. A feature extraction process then obtains the characteristic measures of the EEG. The Probability Estimator performs two tasks, emphasises changes in the features extracted and normalises the results for classification. The final classification is made by a 2 layer feedforward backpropagation neural network.
Preliminary tests with the system have proved successful, even without the preprocessing routine. High detection rates and low false detection rates have been produced and with further work the results should improve yet again. More investigation must still be carried out as to the best network structure to be used for classification and, along with that, the number and which features to use to optimise the detection system. Also the training routine for the classification network must be finalised, along with the lengths of the various window sizes to use. Testing on a larger and more varied EEG data set will be carried out.
