Current image representation schemes have limited capability of representing 2D singularities (e.g., edges in an image). Wavelet transform has better performance in representing 1D singularities than Fourier transform. Recently invented ridgelet and curvelet transform achieve better performance in resolving 2D singularities than wavelet transform. To further improve the capability of representing 2D singularities, this paper proposes a new transform called ripplet transform Type II (ripplet-II). The new transform is able to capture 2D singularities along a family of curves in images. In fact, ridgelet transform is a special case of ripplet-II transform with degree 1. Ripplet-II transform can be used for feature extraction due to its efficiency in representing edges and textures. Experiments in texture classification and image retrieval demonstrate that the ripplet-II transform based scheme outperforms wavelet and ridgelet transform based approaches.
INTRODUCTION
Efficient representation of images or signals is critical for image processing, computer vision, pattern recognition, and image compression. Harmonic analysis 1 provides a methodology to represent signals efficiently. Specifically, harmonic analysis is intended to efficiently represent a signal by a weighted sum of basis functions; here the weights are called coefficients, and the mapping from the input signal to the coefficients is called transform. In image processing, Fourier transform is usually used. However, Fourier transform can only provide an efficient representation for smooth images but not for images that contain edges. Edges or boundaries of objects cause discontinuities or singularities in image intensity. How to efficiently represent singularities in images poses a great challenge to harmonic analysis. It is well known that one-dimensional (1D) singularities in a function (which has finite duration or is periodic) destroy the sparsity of Fourier series representation of the function, which is known as Gibbs phenomenon. In contrast, wavelet transform is able to efficiently represent a function with 1D singularities. 2, 3 However, typical wavelet transform is unable to resolve two-dimensional (2D) singularities along arbitrarily shaped curves since typical 2D wavelet transform is just a tensor product of two 1D wavelet transforms, which resolve 1D horizontal and vertical singularities, respectively.
To overcome the limitation of wavelet, ridgelet transform 4, 5 was introduced. Ridgelet transform can resolve 1D singularities along an arbitrary direction (including horizontal and vertical direction). Ridgelet transform provides information about orientation of linear edges in images since it is based on Radon transform, 6 which is capable of extracting lines of arbitrary orientation.
Since ridgelet transform is not able to resolve 2D singularities, Candes and Donoho proposed the first generation curvelet transform based on multi-scale ridgelet. 7, 8 Later, they proposed the second generation curvelet transform.
9, 10 Curvelet transform can resolve 2D singularities along smooth curves. Curvelet transform uses a parabolic scaling law to achieve anisotropic directionality. From the perspective of microlocal analysis, the anisotropic property of curvelet transform guarantees resolving 2D singularities along C 2 curves. 9-12 Similar to curvelet, contourlet 13, 14 and bandlet 15 were proposed to resolve 2D singularities.
However, it is not clear why parabolic scaling was chosen for curvelet to achieve anisotropic directionality. To address this, we 16 proposed a new transform called ripplet transform Type I (ripplet-I), which generalizes the scaling law. Specifically, ripplet-I transform generalizes curvelet transform by adding two parameters, i.e., support c and degree d; hence, curvelet transform is just a special case of ripplet-I with c = 1 and d = 2. The new parameters, i.e., support c and degree d, provide ripplet-I with anisotropic capability of representing 2D singularities along arbitrarily shaped curves.
In this paper, we investigate the problem from a different perspective. Inspired by the success of ridgelet transform, we propose a new transform called ripplet transform Type II (ripplet-II), which is based on generalized Radon transform 17 . 18 The generalized Radon transform converts curves to points. It creates peaks located at the corresponding curve parameters. Intuitively, our ripplet-II transform consists of two steps: 1) use generalized Radon transform to convert singularities along curves into point singularities in generalized Radon domain; 2) use wavelet transform to resolve point singularities in generalized Radon domain.
To elaborate, in this paper, we first define the ripplet-II functions and develop ripplet-II transform in the continuous space. Then the discrete ripplet-II transform is defined. Ridgelet transform is just a special case of ripplet-II transform with degree 1. Properties of ripplet-II transform are explored and demonstrated by experimental results. Experimental results in texture classification and image retrieval show that ripplet-II transform provides better feature extraction capability than ridgelet and wavelet based approaches.
The reminder of this paper is organized as below. Section 2 reviews generalized Radon transform. In Section 3, we introduce ripplet-II transform in both continuous and discrete cases. Section 4 presents the properties of ripplet-II transform. Experimental results are shown in Section 5 and followed by conclusion in Section 6.
GENERALIZED RADON TRANSFORM
Radon transform is widely applied to tomography.
19 Classical Radon transform is defined in 2D space as the integral of an input 2D function over straight lines. For a 2D integrable real-valued function f (x, y) where
The classical Radon transform is invertible. The original function can be reconstructed based on the Projection-slice theorem. 20 To extend the classical Radon transform, researchers proposed generalized Radon transform, which is based on an integral along a family of curves 17 . 18 In the polar system with coordinates (ρ, φ), a curve can be defined by
where r and θ are fixed, and d denotes degree. For d = 1 and d = 2, Eq. (2) represents straight line and parabola, respectively. The generalized Radon transform along curves can be defined in the polar coordinates (ρ, φ) by
where R[f (x, y)](r, θ) denotes the classical Radon transform that maps f (x, y) to R(r, θ), and is defined in Eq. (1); note that f (ρ, φ) under the polar coordinate system needs to be converted to f (x, y) under Cartesian coordinate system before computing Eq. (1). Eq. (4) shows that for d = 2, the generalized Radon transform can be implemented via the classical Radon transform with appropriate substitutions of variables.
For the general case, i.e., d ∈ N, the generalized Radon transform can be computed via Fourier series 17 .
18
Let f (ρ, φ) be a 2D function defined in polar coordinates (ρ, φ) andf (r, θ) be its generalized Radon transform. Assume that the Fourier series for f (ρ, φ) exists, i.e.,
where
Then the generalized Radon transform can be computed bŷ
wheref
where T n (·) is the Chebyshev polynomial of degree n, and f n (ρ) is given by Eq. (6).
The inverse transform is defined by 
RIPPLET-II TRANSFORM

Continuous Ripplet-II Transform
To present ripplet-II transform, we need to define ripplet-II functions first. Given a smooth univariate wavelet function ϕ : R R with ϕ(t)dt = 0, we define a bivariate function
where a > 0 denotes scale, b ∈ R denotes translation, d ∈ N denotes degree, and θ ∈ [0, 2π) denotes orientation. 
Forward Transform
Ripplet-II transform of a real-valued 2D function f is defined as the inner product between the function f and ripplet-II functions
whereψ is the complex conjugate of ψ, and f (ρ, φ) is under the polar coordinate system. Ripplet-II transform has the capability of capturing structure information along arbitrary curves by tuning the scale, location, orientation, and degree parameters. From Eq. (11), we have
where (a) is due to Eq. (11); (b) is due to Eq. (10); (c) is due to Eq. (3) and
is the generalized Radon transform (GRT) of function f . Eq. (12) shows that ripplet-II transform can be obtained by inner product between GRT and 1D wavelet, which is the 1D wavelet transform (WT) of GRT of function f ; i.e., the ripplet-II transform of function f can be obtained by first computing GRT of f , and then computing 1D WT of the GRT of f as below:
where the 1D WT is with respect to (w.r.t.) r.
Inverse Transform
Reversing the process in (13), the inverse of the ripplet-II transform of function f can be obtained by first computing inverse WT (IWT) of R f (a, b, d, θ) w.r.t. a and b, and then computing inverse GRT (IGRT) as below:
where IGRT can be computed by the method in Section 2, Eq. (9).
Generalization
As shown in (13), ripplet-II transform can be implemented as a 1D wavelet transform along the radius of the generalized Radon domain. A possible future direction is to apply 2D wavelet transform to the generalized Radon coefficients. The additional wavelet transform along angle θ holds the potential of improving the sparsity of transform coefficients.
Discrete Ripplet-II Transform
If the input of ripplet-II transform is a digital image, we need to use discrete ripplet-II transform. Following the paradigm in (13), discrete Ripplet-II transform of function f can be obtained by first computing discrete GRT (DGRT) of f , and then computing 1D discrete WT (DWT) of the DGRT of f as below:
If d = 2, there is a simpler method to computer discrete ripplet-II transform, the details of which will be elaborated in Section 3.3. 
Discrete Ripplet-II Transform with d = 2
For d = 2, the generalized Radon transform is called parabolic Radon transform. 21 Eq. (4) shows that for d = 2, the generalized Radon transform can be implemented via the classical Radon transform with appropriate substitutions of variables. Hence, we can compute discrete ripplet-II transform via Eqs. (15) and (4).
Computation of Forward Ripplet-II Transform with d = 2
The forward transform can be obtained by the following steps.
1. Convert Cartesian coordinates to polar coordinates, i.e., convert f (x, y) to f (ρ, φ). For f (ρ, φ), substitute (ρ, φ) with (ρ 2 , 2φ ). Convert polar coordinates (ρ , φ ) to Cartesian coordinates (x, y), and obtain new image f 1 (x, y) by interpolation, where x and y are integer-valued.
Apply classical Radon transform to f 1 (x, y), resulting in R(r , θ ). In function R(r , θ ), substitute (r , θ )
with ( √ r, θ/2); and obtain the generalized Radon coefficients GR 2 (r, θ) via Eq. (4).
3. Apply 1D wavelet transform to GR 2 (r, θ) with respect to r, and obtain the ripplet-II coefficients.
To show the sparsity of ripplet-II transform with d = 2, we plot Figure 2 . As we know, ridgelet transform of a 2D function f (x, y) is computed by 1) 2D Fourier transform of f (x, y), 2) converting Cartesian coordinate system to the polar coordinate system (ω , θ ), 3) 1D inverse Fourier transform w.r.t. ω , resulting in R(r , θ ), 4) 1D wavelet transform w.r.t. r . In contrast, ripplet-II transform of a 2D function f (x, y) is computed by 1) 2D Fourier transform of f 1 (x, y), 2) converting Cartesian coordinate system to the polar coordinate system (ω , θ ), 3) 1D inverse Fourier transform w.r.t. ω , resulting in R(r , θ ), 4) substituting (r , θ ) with ( √ r, θ/2), 5) 1D wavelet transform w.r.t. r. The key different between ripplet-II transform and ridgelet transform in their computing procedures is that ripplet-II transform has an extra step, i.e., substituting (r , θ ) with ( √ r, θ/2). If we apply 1D wavelet transform to the middle row in Figure 2 , we obtain ridgelet transform coefficients. If we apply 1D wavelet transform to the bottom row in Figure 2 , we obtain ripplet-II transform coefficients. It is observed that the Fourier transform coefficients in the bottom row of Figure 2 are sparser than those in the middle row of Figure 2 . This is why ripplet-II transform provides sparser coefficients than ridgelet transform. In other words, substituting (r , θ ) with ( √ r, θ/2) helps make coefficients sparser.
Computation of Inverse Ripplet-II Transform with d = 2
The inverse transform can be obtained by the following steps.
1. Apply 1D inverse wavelet transform to ripplet-II coefficients with respect to r, resulting in GR 2 (r, θ).
In function GR
, substitute (r, θ) with (r 2 , 2θ ), resulting in R(r , θ ).
3. Apply classical inverse Radon transform to R(r , θ ), resulting in f 1 (x, y).
, convert polar coordinates (ρ, φ) to Cartesian coordinates (x, y), and obtain f (x, y) by interpolation, where x and y are integer-valued.
PROPERTIES OF RIPPLET-II TRANSFORM
According to the definition, we can directly find the following properties about ripplet-II transform
• Localization: Ripplet-II with degree d decays fast along curves of polynomial degree d.
• Directionality: Ripplet-II can be oriented toward arbitrary direction. Figure 3 shows the magnitude of transform coefficients in a decreasing order for wavelet, ridgelet and ripplet-II transforms; the magnitude of coefficients of each transform is normalized by the largest coefficient of the corresponding transform. It can be observed that ripplet-II has the fastest decay in coefficients, compared to wavelet and ridgelet. This is the reason why ripplet-II transform can provide sparser representation for images with edges than wavelet and ridgelet. Besides the aforementioned properties, ripplet-II transform can provide rotation invariance. We show this as below. If we have an image f 1 (x, y) as well as its rotated version f 2 (x, y) rotated by an angle α, i.e.,
In the polar coordinate system, we have
So ripplet-II transform of f 2 is
Applying 1D Fourier transform on both sides of Eq. (18) with respect to θ, we have
i.e., the magnitude of 1D Fourier transform (w.r.t. θ) of ripplet-II transform is rotation invariant. Hence, ripplet-II transform can provide rotation invariant features.
EXPERIMENTAL RESULTS
In this section, we evaluate the performance of ripplet-II transform in the problems of texture classification and image retrieval, where ripplet-II transform serves as a feature extractor. Our experiments use the texture volume in USC-SIPI image database. 22 The texture volume consists of 2 sub-databases, all of which contain monochrome texture images.
Texture Classification
A sub-database named Rotated Textures 23 in the texture volume contains a set of rotated textures. Each image in the sub-database is of size 512×152 pixels. The sub-database contains a total of 13 textures as shown in Figure 4 and each texture has 7 versions, which are rotated by 0°, 30°, 60°, 90°, 120°, 150°, and 200°. Hence, the sub-database contains a total of 13 × 7 = 91 images. Next, we describe the feature extraction and classification algorithms used in the experiments. 
Feature extraction
We apply a transform to each image and obtain a vector of transform coefficients. Assume that we have N t images for training. Then, we have N t vectors of transform coefficients, which form a matrix. We apply principle component analysis (PCA) 24 to this transform coefficient matrix and obtain eigenvalues/eigenvectors of the matrix. PCA provides a transformation matrix, which consists of principle components (normalized eigenvectors); we multiply the transformation matrix and a transform coefficient vector, resulting in a feature vector. We choose the feature dimensions that corresponds to the N D principal components whose eigenvalues are largest. Hence, the resulting feature vector is N D -dimensional.
Classification algorithm
We use k-nearest-neighbor (kNN) classifier where k = 5. The distance measure used in kNN is N D -dimensional Euclidean distance. A leave-one-out cross-validation classification algorithm is used to evaluate the classification performance. Specifically, we first compute the distance between a test feature vector and each of the feature vectors with known labels, and then determine the class label of the test feature vector by a k-nearest-neighbor classifier. Our performance measure is error rate, which is the ratio of the number of mis-classified images to the total number of images tested.
We test three types of transforms, i.e., ridgelet, wavelet, and ripplet-II transform. Table 1 shows that ripplet-II transform achieves lower error rate than ridgelet and wavelet transform under all feature dimensions tested. The reason why ripplet-II transform achieves the best classification performance is two-folded. First, ripplet-II transform is able to provide sparser feature vectors than ridgelet and wavelet transform. Second, the rotation invariant property of ripplet-II transform guarantees that rotated images have almost the same feature vector as that of the original image. 
Image Retrieval
We also conduct experiments to demonstrate the performance of Ripplet-II in content based texture image retrieval.
A sub-database named Textures 25 in the texture volume contains 58 images, each of which contains one type of texture. Among the 58 images, 33 images are of size 512×152 pixels and 25 images are of size 1024×1024 pixels. To test the rotation-invariant capability of different transforms, we need to create rotated versions of the images in the sub-database. To achieve this, we first rotate a texture image by angles from 0°to 350°with a stepsize 10°; then we crop a patch of size 128×128 pixels from the center region of the rotated image. By doing so, we obtain 58 × 36 = 2088 images.
Image retrieval is done in the following steps. First, a test image is given as a query to the image retrieval system. Second, apply a feature extraction algorithm (which is the same as that in Section 5.1) to the test image, and obtain a feature vector. Third, apply kNN classifier (where k = 35) to the test feature vector and the 2088 images serve as training samples for the kNN classifier; the distance measure used in kNN is N D -dimensional Euclidean distance. Assume that in the k images (which are output of the kNN classifier), N r images are rotated versions of the test image. We call N r /k as retrieval rate, which represents the success rate of image retrieval. We test three types of transforms, i.e., ridgelet, wavelet, and ripplet-II transform. Table 2 shows that ripplet-II transform achieves higher average retrieval rate than ridgelet and wavelet transform under all feature dimensions tested. 
CONCLUSION
In this paper, we proposed a new transform called ripplet transform Type II (ripplet-II) for resolving 2D singularities. Ripplet-II transform is basically generalized Radon transform followed by 1D wavelet transform. Both forward and inverse ripplet-II transform were developed for continuous and discrete cases. Ripplet-II transform with d = 2 can achieve sparser representation for 2D images, compared to ridgelet. Hence, ripplet-II transform can be used for feature extraction due to its efficiency in representing edges and textures. Ripplet-II transform also enjoys rotation invariant property, which can be leveraged by applications such as texture classification and image retrieval. Experiments in texture classification and image retrieval demonstrate that the ripplet-II transform based scheme outperforms wavelet and ridgelet transform based approaches.
