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Abstract
The field of neural image compression has witnessed
exciting progress as recently proposed architectures al-
ready surpass the established transform coding based ap-
proaches. While, so far, research has mainly focused on
architecture and model improvements, in this work we ex-
plore content adaptive optimization. To this end, we intro-
duce an iterative procedure which adapts the latent repre-
sentation to the specific content we wish to compress while
keeping the parameters of the network and the predictive
model fixed. Our experiments show that this allows for an
overall increase in rate-distortion performance, indepen-
dently of the specific architecture used. Furthermore, we
also evaluate this strategy in the context of adapting a pre-
trained network to other content that is different in visual
appearance or resolution. Here, our experiments show that
our adaptation strategy can largely close the gap as com-
pared to models specifically trained for the given content
while having the benefit that no additional data in the form
of model parameter updates has to be transmitted.
1. Introduction
The share of video content in today’s internet traffic is
colossal and will only increase in the foreseeable future [5].
Since image compression is at the core of all video cod-
ing approaches, improvements concerning image data are
expected to have a significant impact on video as well. In
the recent years, several neural network-based approaches
for image compression [2, 9, 10, 12, 13] have been devel-
oped and rapidly caught up with several decades of work
in transform coding. They are already able to outperform
traditional image compression codecs, which rely on hand-
crafting the individual components. Instead, these meth-
ods can be trained end-to-end and leverage large amounts
of data to learn an optimal non-linear transform, along with
the probabilities required for entropy coding the latent rep-
resentation into a compact bit stream.
While previous work has mainly focused on more effi-
cient architectures and predictive models, in this work, we
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Figure 1: Latent Adaptation. The evaluation on the Tec-
nick dataset [1] shows that per image latent representation
adaptation is complementary to existing neural image com-
pression methods. It allows to improve rate-distortion per-
formance while keeping the neural network and the com-
puting time on the decoder side unchanged.
adopt a different approach by optimizing the latent repre-
sentation individually, on a per-image basis, during the en-
coding process. Thanks to this per-image adaptation, our
refined representation is more efficient in terms of rate-
distortion performance compared to the latent representa-
tion obtained with a simple forward pass through the au-
toencoder. The method is general and, as such, can be
applied to improve a number of different architectures for
learned image compression. The key benefit of the pro-
posed solution lies in the ability to achieve an improved
compression performance while the neural compression
network and the predictive model are kept fixed and the
computing time on the decoder side remains unchanged.
We demonstrate the general applicability of the adaptation
scheme by providing results on two different image com-
pression architectures (Fig. 1). The second contribution is
a detailed evaluation on the use of the proposed adaptation
scheme for adapting a given pre-trained model to other con-
tent that is different in visual appearance or resolution. Our
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evaluation includes comparisons to strategies that update
only the predictive model or both the network parameters
and the predictive model. Experiments show the advan-
tages of the latent space adaptation, as this largely allows
to close the gap with the models specifically trained on the
new content and does not require to transmit any updated
model parameters.
2. Preliminaries and Related Work
The objective of lossy image compression is to find a
mapping or encoding function ψ : X → Y from the image
space X to a latent space representation Y and its reverse
mapping or decoding function φ : Y → X back to the
original image space, with the competing constraints that,
on the one hand, the latent representation should occupy as
little storage as possible while, on the other hand, the recon-
structed image should closely resemble the original image.
In neural image compression, this mapping is realized
with a neural encoder-decoder pair, where the bottleneck
values constitute the latent representation. An image x is
first mapped to its latent representation y = ψ(x). After
quantization, the resulting latents yˆ are coded losslessly to
a bit stream that can be decoded into the image xˆ = φ(yˆ).
Image compression can be formally expressed as the
minimization of both the expected length of the bitstream,
as well as the expected distortion of the reconstructed image
compared to the original, which leads to the optimization of
the following rate-distortion trade-off:
L(ψ, φ, pyˆ) = Ex∼px [− log2 pyˆ(yˆ)︸ ︷︷ ︸
rate
+λ d(x, xˆ)︸ ︷︷ ︸
distortion
] . (1)
Here, d(x, xˆ) is the distortion measure, e.g. mean squared
error. The rate corresponds to the length of the bitstream
needed to encode the quantized representation yˆ, based on
a learned entropy model pyˆ over the unknown distribution
of natural images px. The weight λ steers the rate distortion
trade-off, e.g. reducing λ leads to a higher compression rate
at the cost of a larger distortion of the reconstructed image.
In order to achieve good compression results that can
deal with a vast distribution of images, two main problems
arise: First, finding a powerful encoder/decoder transforma-
tion and second, properly modeling the distribution in the
latent space.
Existing works such as [2, 12] have made contributions
to the first problem by proposing neural network architec-
tures to parameterize the encoding and decoding functions;
more recently, the main focus of the research community
has been on the second problem which not only allows
to capture remaining redundancy in the latent representa-
tion for efficient entropy coding but also regularizes the en-
coder [3, 9, 10].
3. Content Adaptive Compression
In existing approaches, equation 1 is optimized over a
corpus of potentially millions of images in order to find op-
timal functions for encoding and decoding (φ and ψ), along
with a suitable probability model pyˆ for the latent space. Al-
though the network has been trained over a large corpus of
images to find what should ideally be an optimal encoding
function ψ over the whole data set, the encoding can still
be improved by adapting to each single image. In our work,
we perform this per-image adaptation, without changing the
encoder/decoder or the parameters of the latent space prob-
ability model, but by changing the latent values themselves
at test time. As such, we are effectively trying to solve the
following optimization problem, during test time, for a sin-
gle image x:
arg min
yˆ
− log2 pyˆ(yˆ) + λ d(x, xˆ) . (2)
The fact that we do not change the decoder and the prob-
ability model in the optimization respects the assumption
that both have been trained and deployed at the receiver.
Therefore, the ideal strategy at this point is to find the best
discrete latent representation by varying only the latent val-
ues themselves.
There are several options to practically solve this prob-
lem, including both discrete and continuous optimization
approaches. In this work, we solve it through an iterative
procedure, similar as during training, where gradient de-
scent is applied on the latents according to
yt+1 = yt − η∇yL(ψ, φ, pyˆ, x). (3)
Here L(ψ, φ, pyˆ, x) is the rate-distortion objective for a par-
ticular image x:
L(ψ, φ, pyˆ, x) = log2 pyˆ(yˆ) + λ d(x, xˆ), (4)
and η is the weighting applied on the gradient. This requires
a differentiable approximation of the quantization operation
performed in the bottleneck and we use additive uniform
noise for this purpose [2]. Adopting the notation U for an
independent uniform noise of width 1, the density function
py˜ of the random variable y˜ = y + U(− 12 , 12 ) becomes a
continuous differentiable relaxation of the probability mass
function pyˆ .
The final image compression pipeline is described by Al-
gorithm 1. The lossless arithmetic encoding/decoding oper-
ations are represented by AE/AD. The step function corre-
sponds to updating the latent representation according to the
gradient step obtained from the Adam [7] optimizer with a
learning rate of 1e−3. In all our experiments there were
no noticeable improvements after 1500 update steps and we
used this as maximum number of iterations in Algorithm 1.
On a Titan Xp GPU with 12Gb of memory, optimizing the
latents for an HD image requires approximately 5min.
Algorithm 1 Compression with Per Image Adaptation
1: procedure REFINELATENTS(y, x)
2: loop for MAX steps:
3: y˜ := y + U(− 12 , 12 )
4: x˜ := φ(y˜)
5: L(y˜) :=
∑
i− log2 pY˜i(y˜i) + λd(x, x˜)
6: y := y + step(L(ψ, φ, pyˆ, x))
7: return :
8: y
9: procedure ENCODE(x)
10: y := ψ(x)
11: y := RefineLatents(y, x)
12: yˆ := quantize(y)
13: b := AE(yˆ)
14: return :
15: b
16: procedure DECODE(b)
17: yˆ = AD(b)
18: xˆ = φ(yˆ)
4. Experimental Results
In order to show the benefits of the proposed latent
adaptation strategy, we consider two experimental setups:
First, we explore the applicability of the proposed approach
on different image compression architectures. Second, we
evaluate how our per-image adaptation compares to other
forms of content adaptation.
4.1. Latent adaptation on different architectures
The image-adaptive optimization is independent of the
particular neural compression algorithm used. To demon-
strate this, we use two existing architectures; A (simple)
model using a single latent space and a factorized proba-
bility model [2], and a more complex model (full) with a
hierarchical latent representation in which hyperpriors and
context are used for modeling the probabilities of the la-
tents [10]. Both models were trained on images from the
COCO segmentation dataset [8]. After training, the mod-
els were tested on the Tecnick dataset [1]. Figure 1 show-
cases the rate distortion performance averaged over the test
set together with JPEG2000 [11], WEBP [6] and BPG [4]
rate-distortion curves. As the rate-distortion curves show,
in each case, the per-image optimized testing procedure can
yield a significant increase in rate-distortion performance.
Figure 2 illustrates the change in the likelihood of latent
space values.
4.2. Latent adaptation vs Model retraining
In order to evaluate the benefit of an image-specific adap-
tation, we perform a comparative study with other forms of
adaptation. A first option consists of retraining the entire
Before latent adaptation
PSNR  39.81 db  w. 0.67bpp
0
1
After latent adaptation
PSNR  39.93 db  w. 0.57bpp
Figure 2: Latent space adaptation. Visualization of latent
space likelihoods for one channel after adaptation.
model on the particular data to encode. Another option is
to only update the probability model during the retraining
procedure, i.e. to fix the feature extraction part of the net-
work while refining the probability model on the content we
wish to compress. From a practical point of view, these op-
tions are problematic as additional model updates have to
be transmitted whereas the latent refinement offers a way
of investing more capacity into the encoding process while
all model parameters remain unchanged. In the following,
we compare rate-distortion performance of latent adaptation
with these two model retraining options without taking into
account the cost of transmitting their updated weights. Our
objective is to get some insights regarding the capabilities
of latent adaptation. In its current form, model retraining
is not a realistic alternative. Next, we evaluate adaptation
in two scenarios; first in the case of content that is different
in visual appearance and then on content that is different in
resolution. For the remainder of the experiments, we will
only consider the full model [10].
Adapting to different visual appearance. In this exper-
iment, we use two short movies with very different visual
appearance: Lucid Dreams 1 and Meridian 2. This allows to
experiment two different cases in terms of content correla-
tion. In Lucid Dreams, the frames share some similarity in
terms of environment and characters, but the correlation is
stronger in the second movie given the style and the lower
number of scenes. In both cases, the videos are resized to
a resolution of 1280 × 720. A common video streaming
configuration is to use a key-frame every 2 seconds, allow-
ing for robustness and adaptability to the network speed.
As a result, in each case, our image test set consists of 70
frames extracted with regular spacing. Using the full model
trained on the COCO dataset, we obtain the rate-distortion
curve (dotted red curve) in figure 3. This constitutes our
base result. Next, we describe the methodology used for
1https://www.youtube.com/watch?v=3zfV0Y7rwoQ
2https://www.netflix.com/title/80141336
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Figure 3: Quantitative evaluation. We compare the effect of various adaptation strategies in different experimental setups
(from left to right), by adapting to different content and resolutions (see text for details).
comparing the different adaptation strategies.
From each movie we have extracted around 1200 frames
(including the test frames). In a first setup, these images are
used to train a compression network from scratch. The cor-
responding models are named full-lucid and full-meridian.
In a second setup, the training is limited to the probability
model. Starting from the pre-trained model, we only refine
the probability model (hyper-encoder and hyper-decoder)
using the new training sets. This is indicated in the model
name. For example, in the LucidDream test, the model
full-coco+proba corresponds to a model pre-trained on the
COCO dataset for which the latent probability model was
fine-tuned on Lucid Dreams test images. Finally, we apply
our iterative algorithm to adapt the latent representation of
each image while keeping the original compression network
unchanged. We can see that, in both cases, adapting the la-
tents on a per-image basis always outperforms fine-tuning
the probability model. On the Lucid Dreams sequence, the
latent adaptation even reaches the quality of the network
specialized for this sequence. Given the stronger correlation
on the Meridian frames, the specialized network performs
better but adapting the latents still represents a significant
improvement.
Adapting to different resolution. The objective of this
experimental setup is to obtain insights regarding the be-
havior of models trained for different resolutions in terms
of probability models and features. We extract a small set
of 4K videos from the (Netflix-4K) collection, referenced
by xiph.org 3. On average, 20 frames per video are used
as training data. For the test set, only 2 frames per video
are used. In total, there are 25 test frames and 500 train-
ing frames. The model trained on the COCO dataset (full-
3https://media.xiph.org/video/derf/
coco) is tested first. We then explore adaptation, first by
fine-tuning the probability model on the 4K training set,
and second by adapting the latents on a per-image basis.
To single out the effect of resolution, we train a new model
from scratch, full-NetflixHD, using the frames from the set
Netflix-4K resized to HD resolution. Then we similarly test
fine-tuning the probability model and adapting the latents.
Consistent with our previous experiments, adapting the la-
tents always outperforms fine-tuning the probability model
and represent a significant improvement (Fig. 3).
5. Conclusion
In this work we have investigated content adaptive com-
pression strategies which can be seen as a complementary
approach of improving neural image coding besides archi-
tecture refinements. More specifically, we have presented
a latent space refinement algorithm that allows to improve
quality by roughly 0.5 dB at the same bit rate on the Tecnick
data set. This strategy also allows to significantly close the
gap between generic pre-trained models and models that are
specifically trained for a given target content.Thus, the la-
tent space adaptation can be an effective strategy to make a
given encoding process more powerful and content adap-
tive. This is particularly beneficial in situations such as
streaming, where the encoding complexity is not the limit-
ing factor when compared to the transmission and decoding.
As the gap towards models that are entirely trained on the
specific target content cannot fully be closed, it would be
interesting to further investigate which more complex but
still practically viable form of adaptation may achieve this.
Also currently, neural image compression models are typi-
cally trained for each rate-distortion point and it would be
similarly beneficial to investigate strategies that allow auto-
matic adaptation to each quality level.
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