We consider the problem of regressions with selectively observed covariates in a nonparametric framework. Our approach relies on instrumental variables that explain variation in the latent covariates but have no direct effect on selection. The regression function of interest is shown to be a weighted version of observed conditional expectation where the weighting function is a fraction of selection probabilities. Nonparametric identification of the fractional probability weight (FPW) function is achieved via a partial completeness assumption. We provide primitive functional form assumptions for partial completeness to hold. The identification result is constructive for the FPW series estimator. We derive the rate of convergence and also the pointwise asymptotic distribution. In both cases, the asymptotic performance of the FPW series estimator does not suffer from the inverse problem which derives from the nonparametric instrumental variable approach. In a Monte Carlo study, we analyze the finite sample properties of our estimator and we demonstrate the usefulness of our method in analyses based on survey data. In the empirical application, we estimate the association between income and health using linked data from the SHARE survey data and administrative pension information. The pension information which is a function of the full earnings history is used as an instrument. We show that income is selectively missing and we demonstrate that standard methods that do not account for the nonrandom selection process are strongly downward biased, in particular for high income individuals.
Introduction
Sample selection is a central challenge for empirical evaluation studies. Nonrandom selection can affect the empirical analysis in many ways, for example through nonrandom selection into treatment programs, selective measurement error or through selective nonresponse or missingness of data. In this paper, we propose an instrumental variable approach to address the problem of nonrandom selection which is completely nonparametric. Our methodology has two important advantages. First, our approach does not rely on nontestable restrictions which are in general required for identification in nonparametric instrumental variables models. Second, in contrast to other nonparametric instrumental variables estimators obtained in such models, our estimation procedure does not suffer from low accuracy.
While the methodology is general and applicable to many situations in which selection might be problematic the leading example in this paper will be selective nonresponse and selective missing data. We are interested in the identification and estimation of the nonparametric regression function g(x) = E[Y |X * = x] where Y is always observed but X * is only selectively observed. In this case, parts of the information of the covariates are missing not at random for some sampling units. Without accounting for selectivity of responses, statements about individual behavior based on such incomplete data might be severely biased.
In this paper, we establish identification of the nonparametric regression function g(x) = E[Y |X * = x] based on instrumental variables that explain variation in the latent covariates but have no direct effect on selection. Such an instrumental variable approach is well suited when selection is driven by the latent variables X * . We show that the regression function g can be written as a weighted version of its observed counterpart. The weighting function is determined by a fraction of selection probabilities, i.e., fractional probability weights (FPW) , that depend on latent variables. We propose a novel identification restriction, the so called partial completeness assumption, which implies identification of the FPW and thus of the nonparametric regression function g. In contrast to usual completeness assumptions, required for identification of nonparametric instrumental variable models, we are able to provide primitive, functional form conditions for the partial completeness assumption to hold.
Based on the constructive nonparametric identification result we propose a novel nonparametric FPW series estimator that is convenient for implementation. We show that our estimator has a rate of convergence that coincides with usual nonparametric regression estimators, i.e., the asymptotic performance of the estimator is the same as of an estimator with full information of the underlying selection mechanism. We establish asymptotic normality of the estimator and show that the asymptotic variance is not necessarily enlarged by FPW estimation. We also propose a bootstrap procedure to construct uniform confidence bands. A Monte Carlo simulation study demonstrates the improvements of our approach over missing at random (MAR) estimators. In particular, we highlight our contribution also in a finite sample analysis of linear regression with alternative inverse probability weighting estimators.
Finally, we apply the estimator in an empirical example which is highly relevant for the discussion about the consequences of income inequality and social policy. We use the developed methodology to analyze the association between income and health. The empirical analysis is based on linked data from the Survey of Health, Aging and Retirement in Europe (SHARE). We exploit a specific feature of the data which allows us to link a sub-sample of the survey data to administrative data of the German pension insurance. 1 We find that income is selectively missing and we demonstrate that standard methods that do not account for the nonrandom selection process are strongly downward biased. Under linearity of the regression function g the point estimate of income is about 35% lower when imposing MAR than when accounting for nonrandom nonresponse.
Our paper is linked to several strands of the literature. The most common way to deal with missing data is to assume missing at random pioneered by Little and Rubin [2002] . In the context of selectively missing covariates, a sieve semiparametric maximum likelihood estimator was proposed by . In contrast, an instrumental variable strategy, as proposed in the paper, was used so far only to deal with endogenous missingness of dependent variables, see, for instance, Tang et al. [2003] , Ramalho and Smith [2013] , and D'Haultfoeuille [2010] . Also Breunig et al. [2018] consider the problem of nonparametric regression with selective nonresponse of the dependent variables; Zhao and Shao [2015] focusses on a semiparametric approach. There only has been minor attention to selectively observed covariates. One example is Fang et al. [2017] who consider a semiparametric approach to deal with selectively missing covariates that is crucially different from ours. While Fang et al. [2017] require a parametric specification of the distribution of outcome given potential covariates, we leave these conditional distribution unrestricted. We establish nonparametric identification of the regression function and hence ensure that the identification is not due to specific functional form restrictions that might be violated in practice.
Our paper adds as well to the literature on the socio-economic gradient on health outcomes and mortality. A large body of literature has documented a positive association between different measures of income and wealth and health or mortality, see e.g. Preston [1975] , Deaton and Paxson [1998] , Cutler et al. [2006] , or Cutler et al. [2011] . In general these studies are based on survey data in which wealth, income, health information and further demographic variables are self reported. For example Schwandt [2018] uses the Health and Retirement Study (HRS) to estimate the effects of wealth shocks on health in the US. Similar to our application Adeline and Delattre [2017] use data from SHARE which is the main data base for this study to analyze the correlation between income and health. As shown in Breunig [2017] information on income in surveys is likely to suffer from nonrandom selection which might result in biased estimates of the association between income and health. In this respect this study extends the previous literature as we account for nonrandom nonresponse of the income information.
The paper is organized as follows. In Section 2 we establish identification of our nonparametric model. In Section 3 we derive the FPW series estimator, establish its rate of convergence and its asymptotic normality. Section 4 provides Monte-Carlo simulations and discusses implications of FPW estimation to unconditional moments. In Section 5 we apply the estimator to analyze the association between health and income. All proofs can be found in Appendix A. Finally, Appendix B provides an extension when also the dependent variable is selectively missing.
Nonparametric Identification
This section consists of two subsections. In Subsection 2.1, we provide assumptions required for identification. In particular, we introduce a novel restriction, i.e., the partial completeness assumption, and provide primitive conditions for it. Subsection 2.2 establishes identification of the nonparametric regression function.
Setup and Main Assumptions
Given an observable outcome variable Y and latent covariates X * our interest lies in the regression function g(x) = E[Y |X * = x]. Identification relies on instrumental variables W that explain variations of the latent variable X * but are not directly related to the selection mechanism D. This is formalized in the following. Throughout the paper, we assume that a sample (
vector of covariates X * is only fully observed depending on a binary indicator variable D, i.e., X * is observed when D = 1 and missing when D = 0. We write X = DX * . 2 Under the assumptions presented below we see that the selection probability conditional on (Y, X * ), i.e., P(D = 1|Y, X * ), is only partially identified but still point identification of the regression function g is established.
Assumption 1 (Exclusion Restriction). It holds that
Assumption 1 states an exclusion restriction of the random vector W with respect to the selection variable D given potential covariates X * . It excludes any relation between W and the selection mechanism D that is not channelled through (Y, X * ). The setting corresponds to the measurement error set up, where instrumental variables are required to drive the latent, true variable but not the variable that is observed with error. However, identification with nonclassical measurement error requires an additional exclusion restriction which restricts W to have no information on Y that is not captured in X * , see Assumption 2 (ii) in Hu and Schennach [2008] . Interestingly, nonrandom selection as extreme form of nonclassical measurement error simplifies the exclusion restriction imposed on the instruments.
We also emphasize that Assumption 1 allows for dependence of D and Y . Thus, our approach captures selection on unobservables that do not only stem from latent characteristics in X * but also from unobservables that are the unexplained by the regression function. 3 This is an important feature of our framework, as in many economic environments, selection variables can be driven by unobserved individual characteristics. Related literature on nonrandom nonresponse of covariates does not allow for such a general selection mechanism, see Zhao and Shao [2015] . We introduce the function class B = {φ : E|φ(Y, X * )| < ∞ and uniformly strictly positive}. Assumption 2 is less restrictive than the usual completeness assumption which assumes that E[φ(Y, X * )|Y, W ] = 0 implies φ(Y, X * ) = 0. This assumption is commonly imposed to ensure identification in nonparametric instrumental variable models, see for instance Newey and Powell [2003] . In the context of endogenous selection such completeness assumptions were considered by D'Haultfoeuille [2010] and Breunig et al. [2018] . Yet the completeness assumption in its general form is not testable, see Canay et al. [2013] . On the other hand, the partial completeness assumption holds under mild functional form assumptions as shown below.
Assumption 2 is automatically satisfied if φ does not depend on Y . Indeed, if the selection probability P(D = 1|Y, X * ) does not depend on Y the regression function g is identified as we see in the next subsection and thus, the partial completeness assumption is well suited for our particular selection problem. Moreover, the next result provides functional form restriction under which partial completeness holds. Throughout the paper, f V denotes the probability density function of a random variable V .
Proposition 2.1. Assume that f X * |Y,W = f X * |W . Assume that for any φ ∈ B there exist 2 The situation can be easily extended to a multivariate version where D denotes a dx-dimensional vector of missing data indicators. In order to keep the notation simple we do not treat this case explicitly. 3 In the model Y = g(X * ) + U , not only X * but also unobservables U are allowed to directly affect the selection mechanism D.
functions φ 1 and φ 2 such that either
Then, Assumption 2 is satisfied.
Proposition 2.1 requires that Y does not provide information on X * that is not contained in the vector W . Given this restriction we see from Proposition 2.1 that functional form restrictions imply the partial completeness assumption to hold. Note that in both cases we subtract by one as the exclusion restriction in Assumption 1 implies the conditional mean restriction E[D/P(D = 1|Y, X * ) − 1|Y, W ] = 0. Also note that the selection probability P(D = 1|Y, X * ) is not point identified through the former conditional mean restriction given Assumption 2.
Assumption 3. The selection probability P(D = 1|Y, X * ) is bounded away from zero uniformly over its support.
Assumption 3 can rule out a selection when it is a deterministic function of Y and X * , such as certain indicator functions. We also emphasize that Assumption 3 can be relaxed if we are only interested in a point x 0 of the support X. Then identification of E[Y |X * = x 0 ] requires only P(D = 1|Y = y, X * = x 0 ) > 0 for almost all y.
Nonparametric Identification via FPW Weighting
In this section, we establish identification of the nonparametric regression function g(
We show that the function g can be identified via a fractional probability weight (FPW). In addition, we show that the FPW is identified by making use of instrumental variables W which satisfy the previous assumptions. In the next result, we document that the regression function g can be written as
where the fractional probability weight (FPW) function ω is given by
(2.4)
Further, we establish identification of the nonparametric regression function g.
Theorem 2.2. Let Assumptions 1-3 be satisfied. Then, the FPW function ω is identified and thus, identification of the regression function g follows through (2.3).
The previous result shows that the FPW function given in (2.4) is point identified although the selection probabilities conditional on latent variables are only partially identified. This is an implication of partial completeness imposed in Assumption 2. Corollary 2.3 presents a useful property of the FPW function ω. This result is an immediate consequence of the proof of Theorem 2.2 and hence we omit its proof.
Corollary 2.3. Let Assumption 3 be satisfied. Then, for the FPW function ω we obtain
In empirical applications, also the dependent variable might be selectively missing. We discuss this case in the Appendix B.
The FPW Series Estimator and its Asymptotic Properties
This section consists of three subsections. In Subsection 3.1, we derive the FPW series estimator which stems from our constructive identification result. Subsection 3.2 provides the rate of convergence of the estimator. In Subsection 3.3, we establish pointwise asymptotic normality of the FPW series estimator and also discuss how this result can be used to construct uniform bootstrap confidence bands.
Estimation
We define the conditional selection probability by
In particular, the selection probability conditional on the latent regressors X * is determined by
see the proof of Theorem 2.2. We thus obtain the following expression for the FPW function ω:
We estimate the regression function g(
using a plug-in series least squares estimator. To do so, we introduce a vector of basis
is an integer which increases with the sample size n. We further introduce the n × K-matrix
We estimate the FPW function ω via
It is common in the context of inverse probability weighting, to normalize the weights to sum up to one. In our context, we normalize ω as follows. Employing Corollary 2.3, i.e.,
] by the empirical matrix X ω( ϕ) X we obtain the FPW series estimator of the regression function g given by
where ω(φ) = diag ω(Y 1 , X 1 ; φ), . . . , ω(Y n , X n ; φ) . Here, ϕ is a consistent estimator of the selection probability ϕ which is based on the conditional moment restriction induced by the exclusion restriction imposed in Assumption 1, that is,
(Here, we use that ϕ(Y, X * ) = ϕ(Y, X) whenever D = 1.) This initial selection probability estimator can be completely nonparametric or semiparametric, e.g., by specifying a probit selection probability. Note that in the case of nonparametric estimation, any estimator of ϕ has a slow rate of convergence since the conditional mean restriction yields in general to a so called ill-posed inverse problem, see Newey and Powell [2003] and Blundell et al. [2007] . In our case, ϕ is not identified through the conditional mean equation (3.3) but we can always ensure uniqueness of the estimator, for instance, by considering the minimal norm estimator of equation (3.3). Finally, note that FPW series estimation is convenient since control variables that enter the model linearly can be simply included in the empirical matrix X. This allows to treat partially linear models as considered in our empirical application in Section 5.
Rate of Convergence
We now introduce some assumptions. The support of X is denoted by X . We also introduce the L 2 X -norm φ X = Eφ 2 (X) and · denotes the Euclidean norm.We make use of the notation U = Y − g(X * ).
There exists a constant C > 0 and a sequence of positive integers
Assumption 4 (ii) − (iii) restricts the magnitude of the approximating functions {p j } j≥1 and imposes nonsingularity of their second moment matrix. Assumption 4 (ii) holds for instance for polynomial splines, Fourier series and wavelet bases. Assumption 4 (iii) is satisfied if p K is a vector of orthonormal basis functions and the probability density function of X * given D = 1 is uniformly bounded away from zero on its support. Assumption 4 (iv) determines the sieve approximation error which in turn characterizes the bias of the estimated regression function g; see also for further discussions on sieve bases. Our asymptotic analysis is based on empirical process theory and Assumption 4 (v) ensures that the underlying function classes are not too complex. Such restrictions are common in the related literature and primitive conditions for it are regularity assumptions imposed on the selection probabilities. The next result establishes the rate of convergence for the FPW series estimator g. Theorem 3.1. Let Assumptions 1-4 be satisfied. Then, we have
From Theorem 3.1 we observe that the estimator g attains the usual bias and variance term in integrated mean square error for nonparametric series regression. If K is chosen to level variance and bias, i.e., K ∼ n dx/(2α+dx) , then the convergence rate given in Theorem 3.1 coincides with n −2α/(2α+dx) . Consequently, we obtain the optimal nonparametric rate of convergence as in the situation where the covariates X are completely observed. In particular, we do not obtain a penalization term that accounts for estimation of the FPW function which is essentially due to the regularity conditions imposed in Assumption 4.
Pointwise Inference
This subsection discusses the inference of the estimator of regression function g evaluated at some point of the support of X. In applications, such asymptotic distribution results can be useful to construct approximate confidence intervals. Before stating the result we make the following additional assumptions, in particular, with respect to the error term
The bounds imposed in Assumption 5 (i) are not stronger than the one imposed in Newey [1997] . We also note that it is possible to relax these conditions as noted by Belloni et al. [2015] or Chen and Christensen [2015] . Assumption 5 (ii) is a condition on the basis functions and satisfied for B-splines or wavelets, see Appendix E of Chen and Christensen [2018] .
To obtain asymptotic normality of our estimator we require a normalization factor. Therefore, we introduce the sieve variance given by
In contrast to the usual series regression in Newey [1997] , we see that the sieve variance also contains the FPW function ω. As ω can be smaller than one, the sieve variance for our FPW series estimator can be even smaller than the one associated to the usual series estimator. This is in contrast to estimators based on weighting via inverse selection probabilities that always lead to larger sieve variances, see Breunig et al. [2018] for selective outcomes or Das et al. [2003] for propensity score weighting. We replace the sieve variance by the estimator
where U i = Y i − g(X i ). We now establish the asymptotic distribution of the estimator g evaluated at some point x in the support of X. Similarly, asymptotic distribution results for linear functionals of g can be obtained. We introduce the supremum norm φ ∞ = sup x∈X |φ(x)|.
Theorem 3.2. Let Assumptions 1-5 be satisfied. If for some x in the support of X it holds
then we have
Condition (3.4) requires the estimator of g to be undersmoothed. This ensures that the sieve approximation bias in the second step estimation procedure becomes asymptotically negligible. Theorem 3.2 can be also used to construct pointwise confidence intervals for g(x) but can also be extended to construct uniform bootstrap confidence bands, as the following remark illustrates.
Remark 3.1 (Bootstrap Uniform Confidence Bands). We now show how we can use a bootstrap procedure to construct uniform confidence bands for g. Let (ε 1 , . . . , ε n ) be a bootstrap sequence of i.i.d. random variables drawn independently of the data
i ] = 1, with bounded moments. Common choices of distributions for ε i include the standard Normal, Rademacher, and the two-point distribution of Mammen [1993] . We introduce the bootstrap process
Under regularity conditions it can be shown that the bootstrap process provides a uniform approximation of the influence function of the estimator g and thus, can be used to construct uniform confidence bands (see also Chen and Christensen [2018] ).
Monte Carlo simulation
In this section, we study the finite-sample performance of our estimator by presenting the results of a Monte Carlo simulation. We first focus on the estimation of nonlinear conditional moments, then we turn to linear regression. We perform 1000 Monte Carlo replications in each experiment and the sample size is n = 1000.
Nonlinear Regression
We consider estimation of the regression function g under the following simulation design. The data are generated by W = Φ(ξ) and X * = Φ(χ) where χ = ρ ξ + 1 − ρ 2 ν and (ξ, ν) ∼ N (0, I 2 ). Here, ρ characterizes the strength of the instruments and is varied in the experiments below. Further, we draw Y from the model
where g(x) = Φ 8(x−0.5) with standard normal distribution function Φ and U ∼ N (0, σ 2 U ), where σ U > 0 is varied in the experiments. We generate realizations of the selection variable D from the Bernoulli distribution
Consequently, the selection probability is a function of the latent covariates X * and also unobservables U . In a first step, we estimate the selection probability ϕ based on the conditional moment (3.3) using the Blundell et al. [2007] procedure with quadratic B-splines and 3 knots. We estimate the function g by using the FPW series estimator g given in (3.2). As basis functions we use quadratic B-splines with 6 knots (hence K = 9). Figure 1 depicts the median of the FPW series estimator g together with its 95% pointwise confidence bands and a series estimator under the missing at random (MAR) assumption based on listwise deletion under different simulation designs. We vary the parameters ρ and σ U ; the first row shows results with σ 2 U = 0.5, the second row with σ 2 U = 1, the first column with ρ = 0.2, and the second column with ρ = 0.6. In all cases the median of the FPW series estimator is close to the true regression function g and the MAR series estimator is severely biased. From Figure 1 we see that the strength of instruments only has a moderate influence on the performance of the FPW series estimator. This is in line with our theoretical results that the asymptotic performance of the estimator is not driven by the correlation of the instruments to the latent covariates. On the other hand, we see that the variance of estimation becomes much larger as σ 2 U increases from 0.5 to 1. For larger values of σ U the problem of selection on unobservables becomes more severe. In this case, the confidence intervals of the FPW series estimator become larger but also the bias of the MAR series estimator increases.
Linear Regression and Comparison to Inverse Probability Weighting (IPW)
For estimators based on unconditional moments, an alternative approach to FPW is given by IPW. Yet this subsection demonstrates that the FPW approach leads to more accurate estimation results even in linear regression models. We generate the data as described in the previous subsection. As we are interested in the unconditional mean E[Y X * ] we could also make use of IPW. Indeed, making use of the notation ω(y, x) = 1/P(D = 1|Y = y, X * = x) we obtain by the law of iterated expectations
Alternatively, we can apply the FPW function ω(y, x) = P(D = 1|X * = x)/P(D = 1|Y = y, X * = x) and obtain by our nonparametric identification results that
Estimating the unconditional mean by FPW has the advantage over IPW that identification of the inverse selection probability is more restrictive than identification of the FPW function ω. That is, for identification of the IPW the usual completeness assumption is required.
In addition, we demonstrate in the following the finite sample properties of both approaches in a finite sample analysis. To do so, we consider the linear model
where β 0 = 1 and β 1 = 3. The data is generated as described in the previous subsection with ρ = 0.2 and σ U = 1. Below, we analyze the absolute median bias and the coverage at the 0.05% nominal level for the FPW estimator, the IPW estimator, the MAR estimator based on listwise deletion and the estimator when there is no missing data, that is, D ≡ 1. We estimate the weights for FPW and IPW nonparametrically as described in the previous subsection. The FPW and IPW estimators coincide then with weighted ordinary least squares (OLS) estimators. In Table 4 .2 we compare the IPW and FPW estimators with the OLS estimator under the MAR hypothesis and the OLS estimator when there is no missing data. The second and third row show the absolute median bias of the estimators of the intercept and the slope parameter. We see that the FPW estimator has smaller median bias than the IPW estimator for both parameters. Not surprisingly, the bias dramatically increases when we ignore selection and consider the MAR estimator. The last two rows depict the coverage of the confidence interval for the intercept and the slope parameter at the nominal level 5%. We see that the FPW estimator has more accurate coverage than the IPW estimator. Note that the 95% confidence interval of the MAR estimator contains the true intercept only in 4 out of 1000 Monte Carlo Iterations.
Empirical Application: the association between income and health
In the final section of the paper we apply the developed methodology to study the association between income and health. As mentioned in the Introduction, a large body of literature has documented a positive correlation between income and health, see e.g. Deaton and Paxson [1998] . 4 However, in general these studies are based on survey data in which income, health information and further demographic variables are self reported. As shown e.g. in Breunig [2017] information on income in surveys is likely to suffer from nonrandom selection which might result in biased estimates of the association between income and health.
Data and descriptive information
The empirical analysis is based on linked data from the German sample of the Survey of Health, Aging and Retirement in Europe (SHARE, Wave 5, collected in 2013) and the German pension insurance. SHARE is a multinational survey of the elderly population aged 50 and above in Europe, for more information see Börsch-Supan et al. [2013] . The survey includes standard demographic characteristics and self reported information about different income measures and various subjective and objective health outcomes. The key variables for our analysis are individual income and health outcomes. We use a broad definition of income. For non-retired individuals the income includes labor earnings, income from self employment and transfers for unemployed. For retired individuals the income is composed of own pensions, and if applicable widowers pension and additional labor earnings. The health status is described by an objective measurement of the hand grip strength. Previous studies have documented that hand grip strength is a good measure of physical functioning and a predictor of morbidity, disability and mortality, see e.g. Rantanen et al. [1999] , Bohannon [2015] , or Dodds et al. [2014] . In addition we control in the analysis for age and gender. For our analysis we exploit a specific feature of the data which allows us to link a subsample 5 of the survey data to administrative data of the German pension insurance. Thus in addition to the self reported income information which might suffer from nonrandom nonresponse the data includes official information about pension entitlements. For pensioners we observe the full pension entitlements, i.e. number of pension points, they have earned during their working life; for non retired individuals we observe the entitlements they have collected so far. Pension entitlements are a deterministic function of the full individual earnings history. The earnings history is a good predictor of current income, however, it contains no direct information about the response behavior for current income. Therefore, this information allows us to construct a suitable instrument to account for potential nonrandom nonresponse of the current self reported income. In fact this instrument is superior to instruments based on self reported lagged employment outcomes which are often used, see e.g. Breunig [2017] . First the instrument is not affected by transitory shocks since it combines information about the full working life. Second, self reported past information might as well suffer from non response. This is not the case for the information about pension entitlements in administrative data.
In the empirical analysis we concentrate on 3249 individuals which are younger than 80 years and who have agreed to the linkage of the survey data and the information of the pension insurance. Out of this sample, 12.34% do not respond to the income information question. 6 Table 2 Before we turn to the estimation of the model we preform a test proposed by Breunig [2017] to investigate whether the missingness of the income variable reported in the SHARE data is completely at random. The value of the test statistic is 8.7 with a critical value of 0.49 at the 0.05 nominal level and hence, we soundly reject the missing completely at random hypothesis. This is in line with Breunig [2017] who documents nonrandom nonresponse for income questions using the data of the German Socio Economic Panel (SOEP). We also illustrate the nonrandom missingness by a graphical analysis. Figure 2 depicts the graph of a nonparametric estimator of the selection probability x → P(D = 1|Income * = x, M axGS). We estimate this function using the Blundell et al. 6 In our sample only 4.8% do not provide information about grip strength -we assume that this information is missing at random. Using the test of missing (completely) at random by Breunig [2017] we obtain the value of the test statistic 0.053 with 0.05-level critical value of 0.10 and hence, we fail to reject the MAR hypothesis.
[2007] procedure with quadratic B-splines with two knots, i.e., K = 4. We find that the probability of nonresponse is inverse U-shaped. In particular, individuals with high incomes have a clearly lower response rate. For example the response rate of individuals with incomes of about 80 000 Euros per year is only 70%, while the response rate is close to 100% for individuals with Median income of 35 000 Euros.
Empirical Analysis
To quantify the association between income and health we use the following semiparametric model
where the function g and the parameters α 0 and β 0 are unknown. We assume that U i is conditional mean independent of the explanatory variables, log(Income * i ), Age i , Gender i . We apply the FPW estimator as described in the previous section, i.e., we estimate the nonparametric selection probability using quadratic B-spline basis functions for least square approximations. 
Male
Figure 3: The solid line depict the FPW series estimator g while the dashed line depicts a MAR series estimator. The range is from 7.46 which is the 5% quantile of observed logIncome (i.e., the log of 1740 Euros) and 10.78 which is the 95% quantile of observed logIncome (i.e., the log of 48000 Euros). Figure 3 depicts the FPW series estimator with the 95% uniform confidence bands together with the MAR series estimator evaluated at the median age for men and women. The uniform confidence bands are computed using the bootstrap procedure as described in Remark 3.1 with 1000 bootstrap iterations. For the MAR series estimator, we consider listwise deletion of missing values. For both men and women the FPW series estimator shows a strong positive association between income and health measured by the grip strength. For example we find, that the grip strength for women with incomes at the median of observed income (about 9.2 log income) is about 2 kilograms lower than for women at the 95th percentile (log income of 10.5). Further, our analysis shows that the MAR assumption might lead to biased results and erroneous conclusions about the association between income and heath. For low income individuals we find a stronger association when we account for the nonrandom nonresponse. In contrast, for high income individuals the FPW series estimator suggests that the association between income and health is stronger.
In the next analysis we assume a linear g function and consider a linear model to better quantify the implications of the MAR assumptions. 7 In Table 3 ordinary least squares estimators with and without probability weighting. For the FPW estimator we leave the functional form of the selection probability completely unrestricted. Overall, this application underlines the importance to account for nonrandom nonresponse in income information when studying the link between income and health. All estimators point to a positive relationship between income and health, moreover we find a strong gender gradient. However the MAR estimator is strongly biased downwards: the log Income coefficient estimated with FPW implies that an increase in income by 10% is associated with an increase in the grip strength by 0.059 kilograms. This effect is about 35% larger than the coefficient for MAR, which suggests an increase of 0.039 kilograms. The point estimate of the IPW estimator lies between the coefficients of FPW and the OLS. This finding is in line with the evidence provided in the Monte Carlo simulation that the bias reduction is stronger when using the FPW. Finally, we note that overall the FPW estimator does not lead to larger standard errors relative to MAR, even if the selection probability is estimated via nonparametric instrumental variable method.
Conclusion
In this paper we derive a nonparametric estimators that addresses the problem of nonrandom selection that can be related to nonrandom selection into treatment programs, selective measurement error or through selective nonresponse or missingness of data. Identification of the regression function relies on instrumental variables that are independent of selection conditional on potential covariates. We obtain identification of our nonparametric regression function without restricting the selection probability to belong to a parametric class of functions via a novel partial completeness assumption and provide primitive conditions for it. We achieve optimal rates of nonparametric rates of convergence of our estimator. Moreover, the variance of our estimator is not larger than in the case where the variables are fully observed. We demonstrate the usefulness of our method in survey data with nonrandom missingness. In particular we apply the method to analyse the association of health and income. In the empirical application we reject the hypothesis that income information is missing at random and we show that standard methods that do not account for the nonrandom selection process are strongly downward biased for individuals with high incomes. Moreover we document a downward bias in a linear model; when assuming MAR the point estimate of income is about 35% lower than when accounting for nonrandom nonresponse. These conclusions from the empirical application underline the importance to account for nonrandom nonresponse.
A. Appendix
Proof of Proposition 2.1. Consider the functional form restriction (2.1). The conditional mean restriction E[φ 1 (Y )φ 2 (X * )|Y, W ] = 1 and the conditional independence as-
for all w ∈ W and all y, y ∈ Y. Subtracting both equations gives φ 1 (y) = φ 1 (y ) for all y, y ∈ Y. Consider the functional form restriction (2.2). The conditional mean restriction E[(φ 1 (Y )+ φ(X * )) K |Y, W ] = 1 and the conditional independence assumption f X * |Y,W = f X * |W yield
Taking derivative with respect to y on both sides of the equation implies
For those y such that φ 1 (y) = 0 we thus obtain
Repeating this step (K − 1)-times yields
Consequently, the function φ 1 is constant, which completes the proof.
Proof of Theorem 2.2. First, we show that the regression function g satisfies equation
using the definition of the FPW function ω as given in (2.4). Second, we show that the FPW function ω in (2.4) is identified. Consider the identified set of functions given by
and φ is unif. bounded away from zero .
Clearly, for the true selection probability ϕ(y, x) = P(D = 1|Y = y, X * = x) we have ϕ ∈ I. Further, Assumption 1 implies for any function φ ∈ I that
Hence, by partial completeness, see Assumption 2, we obtain
for some function ψ and thus,
Hence, the true selection probability ϕ can be multiplicatively decomposed in an identified part φ and a part depending on ψ which is not identified. Moreover, employing relation (A.1) we obtain
The conditional probability P(D = 1|X * = x) hence satisfies
Consequently, we obtain for the FPW function ω that
for all φ ∈ I. This shows identification of the FPW function ω which thus completes the proof.
Additional Notation For ease of notation, let V i = (Y i , X i ) for 1 ≤ i ≤ n. Let F be a class of measurable functions with a measurable envelope function
, respectively, denote the covering and bracketing numbers for the set F. The bracketing integral of F is denoted by
We use the notation h(x, φ) = E [1/φ(V )|D = 1, X * = x]. We introduce function class
Note that h(·, ϕ) ∈ H. We assume bounded bracketing integrals for the function classes B and H, i.e.,
Primitive conditions for these complexity constraints on the function classes B and H can be provided by mild regularity conditions, see e.g. Remark 3 of Chen et al. [2003] .
For ease of notation we write i for
We thus have that the estimator of the FPW function coincides with ω(v, φ) = φ(y, x) h(x, φ) −1 .
Further, let Q(φ) = n −1
are bounded away from zero and hence, it may be assumed that
Throughout the proofs, we use the notation a n b n to denote a n ≤ Cb n for some constant C > 0 and for all n ≥ 1.
Proof of Theorem 3.1. The proof is based on the upper bound
by Assumption 4 (iv) it is sufficient to consider the first term on the right hand side. We observe
From Lemma A.1 we deduce Q( ϕ) − I K 2 = K 2 /n and thus Q( ϕ)
Consequently, it is sufficient to consider
Consider I. We have
For 1 ≤ j ≤ K and 1 ≤ i ≤ n, we introduce the function .5) and the class of functions F j = {h j (·, φ, ψ) : (φ, ψ) ∈ B × H}. For all (φ, ψ) ∈ B × H we observe
and hence, F j is an envelope function of the class F j . By the definition of B, all functions of B and thus also of H are uniformly bounded away from zero. Therefore, we obtain the upper bound
for some finite constant σ > 0 such that E[D U 2 |X * ] ≤ σ 2 . Theorem 2.14.5 of van der Vaart and Wellner [2000] gives
We further conclude by applying the last display of Theorem 2.14.2 of van der Vaart and
Due to Lemma 4.2 (i) of Chen [2007] we have uniformly in j that
Consider II. It follows II = O p (K/n) similarly to the upper bound for the term I by making use of the following inequality
where the last equality is due to Assumption 4 (ii). Consider III. From Corollary 2.3 we deduce
and consequently
Using that the FPW function ω is uniformly bounded from above, we thus conclude
again using Assumption 4 (ii) and the approximation error imposed in Assumption 4 (iv), which completes the proof.
Lemma A.1. Under the conditions of Theorem 3.1 it holds
Proof. From Belloni et al. [2015] we deduce
Further, as the spectral norm is bounded by the Frobenius norm we have
where the term on the right hand side is of the order O p (K 2 /n) which is due the analysis preceding inequality (A.6).
First, note that E[s in ] = 0 we observe 
For all (φ, ψ) ∈ A n we observe
and hence, F jn is an envelope function of the class F jn = {h j (·, φ, ψ) : (φ, ψ) ∈ A n }. In particular, using that ϕ(·) h(·, ϕ) is uniformly bounded from below (by the definition of the function class B) we obtain by employing inequality (A.6) that √ nE|II| where the last bound is due to Assumption 5 (ii). Consider III. Using E[ω(V )|X * , D = 1] = 1 we obtain E p K (X) D g(X) − γ p K (X) ω(V ) = 0. We thus have
Consequently, condition (3.4) implies n/ v K (x) g(x) − g(x)
d → N (0, 1). To complete the proof, we show v K (w)/v K (w) = 1 + o p (1). Note that it is sufficient to establish v K (x) − v K (x) = o p ( p K (x) 2 ). We make use of the decomposition striction E D P(D = 1|Y * , X * ) W = 1.
Below we see, that nonparametric identification of the regression function g(x) = E[Y * |X * = x] does only require partial identification of the selection probability P(D = 1|Y * , X * ) in the sense of the partial completeness condition imposed in Assumption 2. Indeed, under such a restriction the regression function g is identified through
