We show that in a broad class of probabilistic random measures one may identify only three that are rescaled versions of themselves when restricted to a subspace. These are Poisson, binomial and negative binomial random measures. We provide some simple examples of possible applications of such measures.
Introduction
Recall N >0 = {1, 2, · · · }. Consider measurable space (E, E) with some collection X = {X i } of iid random variables (stones) with law ν. Recall the empirical random measure defined by
It is so called because its atoms are k locations X 1 (ω), . . . , X k (ω). For every measurable partition of E, say {A, . . . , B}, the joint distribution of the collection S k (A), . . . , S k (B) is for i, . . . , j ∈ N and i + · · · + j = k
The quantity
defines a probability measure on (E, E) called the empirical distribution. It is used to estimate νf for f ∈ E + by Monte Carlo methods. For the empirical random measure the number of atoms, indicated by k, is fixed (deterministic).
Hereafter we take k random in a probabilistic random measure. Probabilistic random measures are the central objects of this note. They can be thought of as generalizations of empirical random measures, having a random number of atoms.
Throwing Stones and Looking for Bones
Consider measurable space (E, E) with some collection X = {X i } of iid random variables (stones) with law ν and some non-negative integer valued random variable K (K ∈ N ≥0 = N >0 ∪ {0}) that is independent of X and has finite mean c. Whenever it exists, the variance of K is denoted by δ 2 > 0.
The probabilistic random measure N = (K, ν) is defined by the stone throwing construction (STC) as follows
Note that on any test function f ∈ E +
Below for brevity we write N f , so that e.g., N (A) = N I A . It follows from the above and the independence of K and X that
and that the Laplace functional for N is
where ψ(·) is the generating function (pgf) of K. Note also that for any measurable partition of E, say {A, . . . , B}, the joint distribution of the collection N (A), . . . , N (B) is for i, . . . , j ∈ N and i + · · · + j = k
The following result extends construction of a random measure N = (K, ν) to the case when the collection X is expanded to (X, Y) = {(X i , Y i )} where Y i is a random transformation of X i . Heuristically, Y i represents some properties (marks) of X i . We assume that the conditional law of Y follows some transition kernel according to P(Y ∈ B|X = x) = Q(x, B).
Theorem 1 (Marked STC). Consider random measure N = (K, ν) and the transition probability kernel Q from (E, E) into (F, F). Assume that given the collection X the variables
where ψ(·) is pgf of K and g ∈ E + is defined as e −g(x) = F Q(x, dy)e −f (x,y) .
The proof of this result is standard but for convenience we provide it in the appendix.
The following is a simple consequence of Theorem 1 upon taking the transition kernel
where
In many practical situations one is interested in analyzing random measures of the form N = (K, ν × Q) while having some information about the restricted measure N A = (N I A , ν A × Q). Note that the counting variable for N A is K A = N I A , the original counting variable K restricted to the subset A ⊂ E. The purpose of this note is to identify the families of counting distributions K for which the family of random measures {N A : A ⊂ E} shares the same probability law. We refer to such families of counting distributions as "bones" and give their formal definition below. One obvious example is the Poisson family of distributions (Cinlar, 2011; Kallenberg, 2002) , but it turns out that there are also others. The definite result on the existence and uniqueness of random measures based on such "bones" in a broad class is given in Theorem 3 of Section 1.2.
Subset Invariant Families (Bones)
Let N = (K, ν) be the random measure on (E, E) and assume that the distribution of K taking values in N ≥0 has parameter θ > 0, that is,
Consider the family of random variables {N I A : A ⊂ E} and let ψ A (t) be the pgf of It follows that for given pgf ψ θ (t) of K it suffices to consider instead of the collection {N I A : A ⊂ E} the corresponding family of generating functions φ θ a indexed by 0 < a ≤ 1 given by φ
Definition 1 (Bones). We say that the family u(θ) with θ ∈ Θ of counting probability measures is strongly invariant with respect to the family {N I A : A ⊂ E} (is a "bone") if for any 0 < a ≤ 1 there exists mapping h a : Θ → Θ such that
In Table 1 we gives some examples of such invariant ("bone") families.
Finding Bones in Power Series Family
Consider u(θ) in the form of the non-negative power series (NNPS) family where
and p 0 > 0. We call NNPS canonical if a 0 = 1. Setting b = 1 − a we see that for NNPS the bone condition in Definition 1 becomes
The following is a fundamental result on the existence of "bones" in the NNPS family.
Theorem 2 (Bones in NNPS). For canonical NNPS u(θ) satisfying additionally a 1 > 0, the relation (6) holds iff log g(θ) = θ or log g(θ) = ±n log(1 ± θ) where n > 0.
Proof. The proof follows from Lemma 1 in the appendix and the assumptions on NNPS family.
Remark 1 (Enumerating bones in NNPS). There are only three bones in canonical NNPS such that a 1 > 0, namely u(θ) is either Poisson, negative binomial or binomial. Note that the entries in Table 1 are all special cases.
The "bone" families of distributions are sometimes referred to as Poisson-type or P T . We also refer to the random measures N = (K, ν) where K is in a "bone" family as Poisson-type or P T random measures. The following is the main result of this note.
Theorem 3 (Existence and Uniqueness of PT Random Measures). Assume that K ∼ u(θ) with pgf ψ θ belongs to the canonical NNPS family of distributions and {0, 1} ⊂ supp(K). Consider the random measure N = (u(θ), ν) on the space (E, E). Then for any A ⊂ E with ν(A) = a > 0 there exists a mapping h a : Θ → Θ such that the restricted random measure is N A = (u(h a (θ)), ν A ), that is,
iff K is Poisson, negative binomial or binomial.
Proof. The sufficiency part follows by direct verification of (7) for K Poisson, binomial, and negative binomial. The appropriate mappings are given in the last column of Table 1 . The necessity part follows upon taking in (7) constant f of the form f (x) ≡ − ln t for some t ∈ (0, 1] and applying Corollary 1 and Theorem 2.
Remark 2. It follows from Theorem 1 that in Theorem 3 we may replace the laws ν and ν A with ν × Q and ν A × Q, respectively.
Sometimes it may be more convenient to parametrize PT distributions by their mean and variance (instead of θ) and write P T (c, δ 2 ). The following is useful in computations related to PT random measures.
Remark 3 (PT random measures can be thinned on average). Note that if N = (K, ν) is PT random measure and K ∼ P T (c, δ 2 ) then for any random variable K A = N I A where A ⊂ E such that ν(A) = a > 0 it follows from (4) that
Examples
Below we discuss some simple examples of applications of PT random measures. The first one is an extension of the well-known construction for compound Poisson random measures. The second one is (to our knowledge) an original idea for application of binomial random measure to monitoring epidemics. The third one is an example of a counting distribution K for which K A fails to have the same law (negative).
Compound PT Processes
Assume that the number of customers and their arrivals times over n days form a PT random measure (K, ν) with K ∼ P T (c, δ 2 ) either Poisson or negative binomial. Consider the associated mark random measure N = (K, ν × Q 1 × Q 2 ) where T ∼ ν gives customer arrival times, and the transition kernels Q 1 (t, x) = P (X = x|T = t) and Q 2 (x, y) = ν(y|X = x) describe, respectively, customer's "state" x = 1, . . . , s and his/her amount Y spent at the store, so that each customer may be represented by the triple (T, X, Y ). We further assume that customers are independent with the conditional variable (X|T = t) ∼ M ultinom(1, p t 1 , . . . , p t s ) and the conditional variable (Y |X = x) with mean α x and variance β 2
x . Assume that we only have information about customers on a specific subset A of n days. We would like to decompose the average total amount EZ spent by customers over the entire n days period into two components corresponding to the observed and unobserved subsets (A and A c ). Let therefore
where Z B is the total amount spend in time set B ∈ {A, A c }. Recall PT random measure N = (K,ν) whereν = ν × Q 1 × Q 2 , and consider two restricted measures
where f (t, x, y) = y. Setting b = ν(B) and recalling Remark 3, it follows from (1) that for B ∈ {A, A c }
Similarly, we find
Consequently, from (8)
as well as
Note that last expression is equivalent to cνf 2 + (δ 2 − c)(νf ) 2 as obtained from (1). Note also that the term δ 2 − c is zero for K Poisson (since then N A f and N A c f are independent) but is strictly positive for K negative binomial. Intuitively this implies that in this case the observed variable N A f carries some information about the unobserved N A c f .
SIR Epidemic Model
Assume that the independency of individuals (U i ) surveyed for symptoms of infectious (or sexually transmitted) disease forms a random measure N = (K, ν × Q) on the space (E, E) where E = {(x, y) : 0 < x < y}. Each individual U i = (X i , Y i ) is described by a pair of infection and recovery times and K ∼ Binom(n, p) where n ≥ 1 and p > 0 (to be specified later). Assume that at time t > 0 the collection of labels L t (U i ) ∈ {S, I, R} for i = 1, . . . , n is observed. To describe the relevant mean law ν × Q consider a standard SIR model describing the evolution of proportions of susceptible (S) infectious (I) and removed (R) units according to the ODE systemṠ t = −βI t S t (9)
with the initial conditions S 0 = 1, I 0 = ρ > 0, R 0 = 0. Define R 0 = β/γ > 1 and note that
Interpreting (9) as the mass transfer model with initial mass S 0 = 1, the function S t is the probability of an initially susceptible unit remaining uninfected at time t > 0. Since S t + I t + R t = 1 + ρ and I ∞ = 0 then S ∞ = 1 − τ where τ ∈ (0, 1) is the solution of
By the law of total probability S t = τS t + 1 − τ whereS t is a proper survival function conditioned on the fact that the unit will eventually get infected, an event with probability τ < 1 given by (12). Note that the (Leb) density function of the proper conditional distribution function 1 −S t is simply
Define now τĨ t := I t − ρe −γt and note that from (11) and the last equation in (9) we may interpret γĨ t as the (Leb) density of the (conditional) recovery time t given by the (Leb) density of the sum of two independent random variables, one of them being exponential with rate γ. Hence, we may define the mean law ν × Q by taking (13) along with the transition kernel Q(x, ·) in the form of the shifted exponential (Leb) density
To complete the definition of N take K ∼ Binom(n, p) with p = τ defined in (12) so that EK = nτ . For fixed t > 0 let the sets E t S = {(x, y) : x > t}, E t I = {(x, y) : x ≤ t < y} and E t R = {(x, y) : x < y ≤ t} define the t-induced partition of the space E. Define the label on the i-th individual observed at time t as
Since the overall count of susceptible labels is k S +n−k, marginalizing over the unobserved counts k S and k gives the final distribution of I, R labels among n individuals at time t
Hence, it follows in particular that for the i-th individual its label probabilities at t are
Let A = (0, t] and define the conditional infection (Leb) density by rescaling (13)
Then by Theorem 3 and Remark 2 the restricted random measure N A = (K A , ν A × Q) is a binomial random measure and according to Remark 3
so we see that K A ∼ Binom(n, 1 − S t ).
Example of a negative
Consider the uniform random counting measure, K ∼ Uniform(0, 2c) where c ∈ N >0 and P(K = k) = 1 2c+1 and mean c. Putting t = νe −f and n = 2c + 1, the Laplace functional is
Putting a = ν(A) and b = 1 − a, by Corollary 1, we have that
The "bone" condition requires that the RHS of (3) equals the RHS of (4) for some mapping
This means that the pgf ψ θ (·) is constant, which is impossible. Hence uniform random counting measure is not strongly invariant in the sense of Definition 1 (K A ≁ Uniform).
Proofs
Proof of Theorem 1. It suffices to verify the claimed identity for the Laplace transform of M = (K, ν × Q) with arbitrary f ∈ (E ⊗ F) + as it will in particular imply the existence of M . To this end consider
where ψ(·) is pgf of K. Since (ν × Q) e −f = E F Q(X, dy) e −f • (X, y) = νe −g , where g ∈ E + is defined by e −g(x) = F Q(x, dy)e −f (x,y) ,
Proof of Theorem 2. The result follows from the following lemma.
Lemma 1 (Modified Cauchy Equation)
. Assume that f (t) is twice continuously differentiable is some neighborhood of the origin, satisfies f (0) = 0 and f ′ (0) > 0 as well as
where h(s) is t free. Then f is of the form f (t) = At or f (t) = B log(1 + At) for some A, B = 0. Moreover h(s) = f ′ (s)/f ′ (0).
Proof. Differentiating (15) with respect to t we obtain f ′ (s + t) = h(s)f ′ (h(s) t).
Taking the above at t = 0 and denoting C 1 = f ′ (0) > 0 gives
Differentiating (15) with respect to s yields likewise
Equating the two right hand side expressions and using (17) we have
.
In the last expression we take now s = 0, denote C 2 = h ′ (0) and consider two cases according to C 2 = 0 and C 2 = 0. Since by (17) h(0) = 1, for the case C 2 = 0
and we have one solution. Consider now C 2 = 0, then f ′ (t) = C 1 1 − C 2 t and hence the general form of f when it is not linear is f (t) = B log(1 + At).
This as well as (18) and (17) give the hypothesis of the theorem.
