We present both probabilistic and constructive lower bounds on the maximum size of a set of points S ⊆ R d such that every angle determined by three points in S is acute, considering especially the case S ⊆ {0, 1} d . These results improve upon a probabilistic lower bound of Erdős and Füredi. We also present lower bounds for some generalisations of the acute angles problem, considering especially some problems concerning colourings of sets of integers.
Introduction
Let us say that a set of points S ⊆ R d is an acute d-set if every angle determined by a triple of S is acute (< π 2 ). Let us also say that S is a cubic acute d-set if S is an acute d-set and is also a subset of the unit d-cube (i.e. S ⊆ {0, 1} d ).
Let us further say that a triple u, v, w ∈ R d is an acute triple, a right triple, or an obtuse triple, if the angle determined by the triple with apex v is less than , respectively. Note that we consider the triples u, v, w and w, v, u to be the same.
We will denote by α(d) the size of a largest possible acute d-set. Similarly, we will denote by κ(d) the size of a largest possible cubic acute d-set.
Clearly κ(d) ≤ α(d), κ(d) ≤ κ(d+1) and α(d) ≤ α(d + 1) for all d.
If we remove one point of each right triple from S, the remaining set is a cubic acute d-set of cardinality at least 3m − m = 2m.
A probabilistic lower bound for α(d)
We can improve the lower bound in theorem 2.1 for non-cubic acute d-sets by a factor of √ 2 by slightly perturbing the points chosen away from the vertices of the unit cube. The intuition behind this is that a small random symmetrical perturbation of the points in a right triple is more likely than not to produce an acute triple, as the following diagram suggests. 
Lemma 3.4 If X and Y are independent continuous random variables with positive bias, then X + Y also has positive bias.
Proof: Let f , g and h be the probability density functions, and F , G and H the cumulative distribution functions, for X, Y and X + Y respectively. Then, 
H(t) − H(−t) =
x+y
f (x) G(x + t) − G(−x − t) dx which is non-negative because f (t), g(t), F (t) − F (−t) and G(t) − G(−t)
are all nonnegative for all t.
Definition 3.5 Let us say that a continuous random variable X is -uniformly distributed for some > 0 if X is uniformly distributed between − and .
Let us denote by j, the probability density function of an -uniformly distributed random variable: 
, and by variable renaming)
which is non-negative because j is non-negative and J is non-decreasing (so the expression in square brackets is non-negative over the domain of integration).
Corollary 3.6.1 If X, Y and Z are independent -uniformly distributed random variables for some <
which is non-negative because j is non-negative and J is non-decreasing (so the expressions in square brackets are non-negative over the domains of integration).
We are now in a position to prove the theorem.
Proof of theorem 3.1
, and randomly pick a set S of 3m point vectors, v 1 , v 2 , . . . , v 3m , from the vertices of the d-dimensional unit cube {0, 1} d , choosing the coordinates independently with probability Pr[
d of side 2 centred on the origin, choosing the coordinates δ ki , 1 ≤ k ≤ 3m, 1 ≤ i ≤ d, independently so that they are -uniformly distributed, and let 
Case 1: Acute triples in
S Because < 1 2(d+1) , if v j , v k , v l is an acute triple in S, the scalar product v j −v k , v l −v k > 1 (d+1) 2 , so v j , v k , v l is also an acute triple in S .
Case 2: Right triples in
Now, the values of the δ ki are independent and -uniformly distributed, so by lemmas 3.7 and 3.6 and corollary 3.6.1, the distribution of the (v j i − v ki )(v li − v ki ) has positive bias, and by repeated application of lemma 3.4, the distribution of the scalar product
so the probability that the triple v j , v k , v l is an acute triple in S is at least
As in the proof of theorem 2.1, the expected number of right triples in S is 3 If we remove one point of each non-acute triple from S , the remaining set is an acute d-set of cardinality at least 3m − m = 2m.
Constructive lower bounds for κ(d)
In the following proofs, for clarity of exposition, we will represent point vectors in {0, 1} Concatenation of words (vectors) v and v will be written vv .
We begin with a simple construction that enables us to extend a cubic acute d-set of cardinality n to a cubic acute (d + 2)-set of cardinality n + 1.
is a triple of distinct points in S with no more than one of i, j and k greater than n − 2, then v i , v j , v k is an acute triple, because S is an acute d-set. Also, any triple Our second construction combines cubic acute d-sets of cardinality n to make a cubic acute 3d-set of cardinality n 2 .
, and let
each w ij being made by concatenating three of the v i .
Let w ps , w qt , w ru be any triple of distinct points in T . They constitute an acute triple iff the scalar product w ps − w qt , w ru − w qt does not vanish (is positive). Now,
with all the index arithmetic modulo n.
If both p = q and q = r, then the first component of this sum is positive, because S is an acute d-set. Similarly, if both s = t and t = u, then the second component is positive. Finally, if p = q and t = u, then q = r and s = t or else the points would not be distinct, so the third component,
Thus, all triples in T are acute triples, so T is a cubic acute 3d-set of cardinality n 2 .
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Proof: By repeated application of theorem 4.2 starting with S 3 , a cubic acute 3-set of cardinality 4.
where µ = log 2 log 3 .
For small d, this is a tighter bound than theorem 2.1. 
by the induction hypothesis = 10 
This result generalises theorem 4.2, but before we can prove it, we first need some preliminary results.
Where the n r can be inferred from the context,
The expression k 1 k 2 . . . k m n 1 n 2 ...nm can be understood as representing a number in a number system where the radix for each digit is a different n r -like the old British monetary system of pounds, shillings and pennies -and the digits are the difference of two adjacent k r (mod n r ). For example,
nm is place notation with the n r the radix for each place.
By construction, we have the following results: 
Property 4.4.2 If 2 ≤ t ≤ m and j
then u is at least as great as the greatest integer t such that j t = k t .) The result now follows from 4.4.2.
Proof of Theorem 4.3
Let n 1 ≤ n 2 ≤ . . . ≤ n m , and, for each r,
and let
..nm , be a point set of dimension D and cardinality N, each element of T being made by concatenating one vector from each of the S r together with a vector from Z. (In section 5, we will denote this construction by
..km be any triple of distinct points in T . They constitute an acute triple iff the scalar product
If, for some r, both i r = j r and j r = k r , then the first component of this sum is positive, because S r is an acute set.
If, however, there is no r such that both i r = j r and j r = k r , then there must be some t for which i t = j t (or else w i 1 i 2 ...im and w j 1 j 2 ...jm would not be distinct) and j t = k t , and the electronic journal of combinatorics 13 (2006), #R12 also some u for which j u = k u (or else w j 1 j 2 ...jm and w k 1 k 2 ...km would not be distinct) and i u = j u . So, by lemma 4.5, i Z = j Z and j Z = k Z , so the second component of the sum for the scalar product is positive, because Z is an acute set.
Thus, all triples in T are acute triples, so T is a cubic acute D-set of cardinality N.
Corollary 4.5.1 The following tables summarise the best lower bounds known for α(d). For 3 ≤ d ≤ 6, the best lower bound is Danzer and Grünbaum's 2d − 1 [DG] . For 7 ≤ d ≤ 26, the results of a computer program, based on the 'probabilistic construction' but using sets of points close to the surface of the d-sphere, provide the largest known acute d-sets. An acute 7-set of cardinality 14 and an acute 8-set of cardinality 16 are displayed. For 27 ≤ d ≤ 62, the largest known acute d-set is cubic. Finally, for d ≥ 63, theorem 3.1 provides the best (probabilistic) lower bound.
Best Lower Bounds Known for
[DG] 4-6 ≥ 2d − 1 [DG] 7 (38, 54, 0, 19, 38, 14, 25) (60, 33, 42, 9, 48, 3, 12) (62, 35, 41, 44, 16, 39, 44) (62, 34, 7, 45, 48, 37, 12) (28, 33, 42, 8, 49, 39, 45) (40, 16, 22, 12, 0, 0, 25) (45, 17, 26, 67, 25, 20, 29) (38, 6, 35, 0, 32, 18, 0) (62, 0, 42, 45, 49, 3, 48) (30, 0, 9, 44, 49, 37, 48) ( 0, 20, 31, 27, 34, 21, 28) (48, 19, 24, 22, 33, 20, 73) (43, 17, 25, 27, 32, 64, 19) α(8) ≥ 16 (34, 49, 14, 51, 0, 36, 46, 0) (31, 17, 14, 51, 1, 5, 44, 31) (33, 50, 48, 20, 34, 35, 15, 0) ( 0, 16, 16, 52, 32, 36, 45, 0) (37, 31, 46, 52, 13, 0, 0, 22) ( 2, 50, 13, 52, 3, 3, 46, 0) ( 1, 50, 48, 51, 1, 5, 46, 31) (24, 0, 43, 2, 17, 20, 32, 16) (11, 49, 0, 11, 19, 8, 32, 19) ( 0, 48, 48, 52, 1, 34, 12, 2) ( 0, 48, 47, 51, 34, 37, 47, 32) (34, 49, 14, 51, 34, 36, 13, 34) ( 0, 46, 31, 0, 0, 23, 29, 29) (16, 40, 29, 23, 54, 3, 17, 16) ( 2, 15, 14, 50, 2, 36, 15, 33) (12, 36, 28, 30, 3, 45, 48, 45) the electronic journal of combinatorics 13 (2006), #R12
Generalising κ(d)
We can understand κ(d) to be the size of the largest possible set S of binary words such that, for any ordered triple of words (u, v, w) in S, there exists an index i for which (u i , v i , w i ) = (0, 1, 0) or (u i , v i , w i ) = (1, 0, 1). We can generalise this in the following way: We can find probabilistic and, in some cases, constructive lower bounds for general κ[ [r, k, T 1 , . . . , T m ]](d) using the approaches we used for cubic acute d-sets. To illustrate this, in the remainder of this paper, we will consider the set of problems in which it is simply required that at some index the k-tuple of words be all different (pairwise distinct). First, we express this in a slightly different form.
Let us say that an r-ary d-colouring is some colouring of the integers 1, . . . , d using r colours. Let us also also say that a set R of r-ary d-colourings is a k-rainbow set, for some k ≤ r if for any set {c 1 , . . . , c k } of k colourings in R, there exists some integer t, 1 ≤ t ≤ d, for which the colours c 1 (t), . . . , c k (t) are all different, i.e. c i (t) = c j (t) for any i and j, 1 ≤ i, j ≤ k, i = j. For conciseness, we will denote "a k-rainbow set of r-ary d-colourings" by "a RSC [k, r, d] 
".
Let us further say that a set {c 1 , . . . , c k } of k d-colourings is a good k-set if there exists some integer t, 1 ≤ t ≤ d, for which the colours c 1 (t), . . . , c k (t) are all different, and a bad k-set if there exists no such t.
We will denote by ρ r,k (d) the size of the largest possible RSC [k, r, d] 
where the matching multisets are those of cardinality k with k distinct members. In the next two sections we will give a number of probabilistic and constructive lower bounds for ρ r,k (d), for various r and k.
Constructive lower bounds for ρ r,k (d)
In the following proofs, for clarity of exposition, we will represent r-ary d-colourings as r-ary words of length d, e.g. R 3,3,3 = {000, 011, 102, 121, 212, 220} represents a 3-rainbow set of ternary 3-colourings (using the colours χ 0 , χ 1 and χ 2 ). Concatenation of words (colourings) c and c will be written c.c .
We begin with a construction that enables us to extend a RSC [k, r, d] of cardinality n to one of cardinality n + 1 or greater. 
d for 0 ≤ j < r − r , each element of Q being made by concatenating two component colourings, the first from R and the second being either from R or a monochrome colouring.
If {q i 1 , . . . , q i k } is a set of colourings in Q with no more than one of the i m greater than n − 2, then it is a good k-set because of the first components, since R is a k-rainbow set.
On the other hand, if {q i 1 , . . . , q i k } is a set of colourings in Q with no more than k − 2 of the i m less than n − 1, then it too is a good k-set because of the second components, since R is a (k − 2)-rainbow set using colours χ 0 , . . . , χ r −1 and the second components of the colourings with indices greater than n − 2 are each monochrome of a different colour, drawn from χ r , . . . , χ r−1 .
Proof: This follows from the theorem due to the fact that there is a 1-rainbow set of 1-ary 1-colourings of any cardinality. 
then a RSC [3, r, D] of cardinality N can be constructed, where
This result for 3-rainbow sets corresponds to theorem 4.3 for cubic acute d-sets. Before we can prove it, we need some further preliminary results.
..nm is the same as that for k 1 k 2 . . . k m n 1 n 2 ...nm (see 4.4), but with addition replacing subtraction. By construction, we have
n r , and, if 2 ≤ t ≤ m and j t−1 + j t = k t−1 + k t (mod n t ), then
Lemma 8.4
If n 1 ≤ n 2 ≤ . . . ≤ n m , with all the n r odd except perhaps n 1 , and 0 ≤ j r , k r , l r < n r , for each r, 1 ≤ r ≤ m, and the sequences of j r , k r and l r are neither pairwise identical nor anywhere pairwise distinct, i.e. there is some u, v and w such that Proof: Without loss of generality, we can assume that we have j 1 = k 1 , that t > 1 is the least integer for which j t = k t , and that k t = l t . We will consider two cases: 
Case 2:
Proof of Theorem 8.2
Let n 
Now let
be a set of Dcolourings of cardinality N, each element of Q being made by concatenating one colouring from each of the R s together with two colourings from Z. (Below, we will denote this
be any three distinct colourings in Q. If, for some s, i s = j s , j s = k s and k s = i s , then these three colourings comprise a good 3-set because R s is a 3-rainbow set. Thus, any three colourings in Q comprise a good 3-set, so Q is a RSC [3, r, D] 
As before, we first need a preliminary result: 
the electronic journal of combinatorics 13 (2006), #R12 Proof: We consider two cases: − 1 and the subscript arithmetic is modulo n Z , be a set of D-colourings of cardinality N, each element of Q being made by concatenating h+2 component colourings: one from R 1 , one from R 2 , and h from Z. = h + 1 different pairs {s, s }, so there is some t for which b s,t = b s ,t for all pairs {s, s } and the (t + 2) th component colourings of the elements in S are all different. Since R 1 , R 2 and Z are all k-rainbow sets, we know that S is a good k-set.
Let
Thus, any k colourings from Q comprise a good k-set, so Q is a RSC [k, r, D] 
Proof:
The following 4-rainbow set of 4-ary 6-colourings of cardinality 8 -a version of R 4,4,6 (see below) displayed with different symbols for each colour -shows that ρ 4 (6) ≥ 7. 
