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Abstract
In this paper, we study in the context of quantum vertex algebras a certain
Clifford-like algebra introduced by Jing and Nie. We establish bases of PBW type
and classify its N-graded irreducible modules by using a notion of Verma module.
On the other hand, we introduce a new algebra, a twin of the original algebra.
Using this new algebra we construct a quantum vertex algebra and we associate N-
graded modules for Jing-Nie’s Clifford-like algebra with φ-coordinated modules for
the quantum vertex algebra. We also show that the adjoint module for the quantum
vertex algebra is irreducible.
1 Introduction
In their study of vertex operator realization of symplectic and orthogonal Schur functions,
as the main ingredient Jing and Nie introduced in [JN] certain vertex operators Y (z) and
Y ∗(z) on the algebra of polynomials in infinitely many variables. They proved that Y (z)
and Y ∗(z) satisfy the following relations
Y (z)Y (w) +
w
z
Y (w)Y (z) = 0,
Y ∗(z)Y ∗(w) +
w
z
Y ∗(w)Y ∗(z) = 0,
Y (z)Y ∗(w) +
z
w
Y ∗(w)Y (z) = δ
( z
w
)
.
In terms of components, these relations read as
YmYn + Yn+1Ym−1 = 0, Y
∗
mY
∗
n + Y
∗
n+1Y
∗
m−1 = 0, YmY
∗
n + Y
∗
n−1Ym+1 = δm+n,0
for m,n ∈ Z, where
Y (z) =
∑
n∈Z
Ynz
−n, Y ∗(z) =
∑
n∈Z
Y ∗n z
−n.
This naturally gives rise to an infinite-dimensional Clifford-like algebra, which is the main
object of our study in this current paper. This is one of what are called Zamolodchikov-
Faddeev algebras in mathematical physics.
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In this paper, we study this Clifford-like algebra from a vertex-algebra point of view
and our main objective is to determine its irreducible modules of highest weight type and
to associate them with vertex algebras or more general quantum vertex algebras. We
first define an abstract associative algebra denoted by A to be the algebra (with identity
over C) with generators Yn, Y
∗
n for n ∈ Z, subject to the above relations. As for the
algebraic structure, we establish a basis of PBW type and we classify its irreducible N-
graded modules, noticing that A is naturally Z-graded. On the other hand, we introduce
another closely related associative algebra A˜, and construct a quantum vertex algebra VA˜
in the sense of [L3], which is based on a distinguished A˜-module. Finally, we establish a
canonical association of N-graded A-modules with φ-coordinated VA˜-modules in the sense
of [L5].
Now, we give a more detailed account of the contents of this paper. First, we determine
the algebraic structure of algebra A. To this end, we establish a base of PBW type by
using the Diamond Lemma. We also use an infinite-dimensional Clifford algebra to obtain
another base of PBW type. As A is a Z-graded algebra with deg Yn = −n = deg Y
∗
n for
n ∈ Z, we study its N-graded modules. Note that the sum of AnA−n for n ≥ 1 is a (two-
sided) ideal of the degree zero subalgebra A0, which we denote by I. Set A¯0 = A0/I.
We show that irreducible N-graded A-modules one-to-one correspond to irreducible A¯0-
modules. Furthermore, we prove that A¯0 is isomorphic to the group algebra of Z and
all irreducible A¯0-modules are 1-dimensional parametrized by nonzero complex numbers.
In this way, we have classified irreducible N-graded modules for A. Note that Jing and
Nie gave an explicit realization of A. In this paper, we show that this A-module is an
irreducible N-graded module and there exists a non-degenerate symmetric bilinear form
which is invariant with respect to a specific involution of A.
To associate (quantum) vertex algebras to A, we start with its generating functions
Y (z) and Y ∗(z). From the defining relations, we see that Y (z) and Y ∗(z) on N-graded
A-modules do not satisfy the locality condition which is essential to the construction of
vertex algebras and modules (see [L1]). Nevertheless, they are Strig-local in the sense
of [L5], where a theory of what were called φ-coordinated modules for (weak) quantum
vertex algebras in the sense of [L3] was developed. It was proved in [L5] that any set of
Strig-local formal vertex operators on a vector space W generate a weak quantum vertex
algebra with W as a faithful φ-coordinated module. It is this result that we shall use to
associate quantum vertex algebras to algebra A.
To obtain a concrete association of quantum vertex algebras to A, as the main ingre-
dient we introduce another algebra which we denote by A˜. By definition, algebra A˜ is
generated by Y˜n, Y˜
∗
n with n ∈ Z, subject to relations
Y˜ (z)Y˜ (w) + ew−zY˜ (w)Y˜ (z) = 0,
Y˜ ∗(z)Y˜ ∗(w) + ew−zY˜ ∗(w)Y˜ ∗(z) = 0,
Y˜ (z)Y˜ ∗(w) + ez−wY˜ ∗(w)Y˜ (z) = w−1δ
( z
w
)
,
where Y˜ (z) =
∑
n∈Z Y˜nz
−n−1 and Y˜ ∗(z) =
∑
n∈Z Y˜
∗
n z
−n−1. (Note that this is also a
Zamolodchikov-Faddeev algebra.) By using an infinite-dimensional Clifford algebra, we
give a realization of A˜. It is important to note that the generating functions Y˜ (x) and
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Y˜ ∗(x) of A˜ form an S-local set in the sense of [L3]. Let VA˜ be the A˜-module generated
by a distinguished vector 1, subject to relations
Y˜n1 = 0 = Y˜
∗
n 1 for n ≥ 0.
Set a˜ = Y˜−11, b˜ = Y˜
∗
−11 ∈ VA˜. By using a result of [L3], we show that there is a weak
quantum vertex algebra structure on VA˜, which is uniquely determined by the condition
that 1 is the vacuum vector and
Y (a˜, x) = Y˜ (x), Y (b˜, x) = Y˜ ∗(x).
On the other hand, by using a certain increasing filtration and a result of [KL], we show
that VA˜ is an irreducible A˜-module. It then follows that VA˜ is a (non-degenerate) quantum
vertex algebra. We achieve our main goal by showing that a restricted A-module structure
on a vector space W exactly amounts to a φ-coordinated VA˜-module structure YW (·, x)
with
YW (a˜, x) = Y (x), YW (b˜, x) = Y
∗(x).
This paper is organized as follows: In Section 2, we first define the algebra A, and then
we give a base of PBW type and classify its irreducible N-graded modules. In Section 3,
we introduce the algebra A˜, construct a quantum vertex algebra VA˜, and show that VA˜ as
an A˜-module is irreducible. Furthermore, we give a canonical association of φ-coordinated
modules for VA˜ to restricted A-modules.
2 Preliminaries
In this section, we recall from [L3] and [L5] some basic notations and results on quantum
vertex algebras and their φ-coordinated modules, including the conceptual construction
of (weak) quantum vertex algebras and φ-coordinated modules.
Throughout this paper, N denotes the set of nonnegative integers, C× denotes the
multiplicative group of nonzero complex numbers (while C denotes the complex number
field), and the symbols x, y, x1, x2, . . . denote mutually commuting independent formal
variables. All vector spaces in this paper are considered to be over C. For a vector space
U , U((x)) is the vector space of lower truncated integer power series in x with coefficients
in U , U [[x]] is the vector space of nonnegative integer power series in x with coefficients
in U , and U [[x, x−1]] is the vector space of doubly infinite integer power series in x with
coefficients in U .
We begin by recalling the definitions of nonlocal vertex algebras and modules (see
[L3], [L2]; cf. [B], [BK]).
Definition 2.1. A nonlocal vertex algebra is a vector space V equipped with a linear map
Y (·, x) : V −→ Hom(V, V ((x))) ⊂ (EndV)[[x, x−1]]
v 7−→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ EndV )
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and equipped with a distinguished vector 1 ∈ V , called the vacuum vector, satisfying the
conditions that
Y (1, x)v = v,
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v,
and that for u, v, w ∈ V , there exists a nonnegative integer l such that
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w.
Definition 2.2. Let V be a nonlocal vertex algebra. A V -module is a vector space W
equipped with a linear map
YW (·, x) : V −→ Hom(W,W ((x))) ⊂ (EndW)[[x, x
−1]]
v 7−→ YW (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ EndW ),
satisfying the conditions that
YW (1, x) = 1W (the identity operator on W )
and that for any u, v ∈ V , w ∈ W , there exists a nonnegative integer l such that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x0 + x2)
lYW (Y (u, x0)v, x2)w.
The last condition in Definitions 2.1 and 2.2 is usually referred to as weak associativity.
We recall from [L3] (cf. [L4], [L5]) the notion of weak quantum vertex algebra.
Definition 2.3. A weak quantum vertex algebra is a vector space V equipped with a
linear map Y (·, x) : V → Hom(V, V ((x))) and a vector 1 ∈ V , satisfying the conditions
that for v ∈ V ,
Y (1, x)v = v,
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v,
and that for u, v ∈ V , there exists
∑r
i=1 v
(i) ⊗ u(i) ⊗ fi(x) ∈ V ⊗ V ⊗ C((x)) such that
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
) r∑
i=1
fi(−x0)Y (v
(i), x2)Y (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2). (2.1)
Note that a weak quantum vertex algebra is automatically a nonlocal vertex algebra
as the S-Jacobi identity (2.1) implies the weak associativity. It is clear that the notion of
weak quantum vertex algebra generalizes that of vertex algebra and vertex super-algebra.
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Remark 2.4. Let V be a weak quantum vertex algebra. A V -module is defined to be a
module for V viewed as a nonlocal vertex algebra. Let (W,YW ) be any V -module. From
[L2], for u, v ∈ V , whenever (2.1) holds, we have
x−10 δ
(
x1 − x2
x0
)
YW (u, x1)YW (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
) r∑
i=1
fi(−x0)YW (v
(i), x2)Y (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2).
Recall that a rational quantum Yang-Baxter operator on a vector space U is a linear
map
S(x) : U ⊗ U → U ⊗ U ⊗ C((x)),
satisfying
S12(x)S13(x+ z)S23(z) = S23(z)S13(x+ z)S12(x)
(the quantum Yang-Baxter equation), where for 1 ≤ i < j ≤ 3,
Sij(x) : U ⊗ U ⊗ U → U ⊗ U ⊗ U ⊗ C((x))
denotes the canonical extension of S(x). It is said to be unitary if S(x)S21(−x) = 1,
where S21(x) = σS(x)σ with σ denoting the flip operator on U ⊗ U .
The following notion of quantum vertex algebra was introduced in [L3] (cf. [EK]):
Definition 2.5. A quantum vertex algebra is a weak quantum vertex algebra V equipped
with a unitary rational quantum Yang-Baxter operator S(x) on V such that for u, v ∈ V ,
(2.1) holds with
∑r
i=1 v
(i) ⊗ u(i) ⊗ fi(x) = S(x)(v ⊗ u).
The following notion is due to Etingof and Kazhdan (see [EK]):
Definition 2.6. A nonlocal vertex algebra V is said to be non-degenerate if for every
positive integer n, the linear map
Zn : C((x1)) · · · ((xn))⊗ V
⊗n → V ((x1)) · · · ((xn))
defined by
Zn(f ⊗ v
(1) ⊗ · · · ⊗ v(n)) = fY (v(1), x1) · · ·Y (v
(n), xn)1
is injective.
Remark 2.7. It was proved in [L3] that every non-degenerate weak quantum vertex
algebra is a quantum vertex algebra with a uniquely determined rational quantum Yang-
Baxter operator. Furthermore, it was proved therein that if V is of countable dimension
and if V as a (left) V -module is irreducible, then V is non-degenerate.
Next, we recall from [L5] and [L6] some basic notions and results in the theory of
φ-coordinated modules for weak quantum vertex algebras. In this theory, φ stands for the
formal series φ(x, z) = xez ∈ C[[x, z]], which is what is called therein an associate of the
1-dimensional additive formal group (law).
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Definition 2.8. Let V be a weak quantum vertex algebra. A φ-coordinated V -module is
a vector space W equipped with a linear map
YW (·, x) : V −→ Hom(W,W ((x))) ⊂ (EndW)[[x, x
−1]],
satisfying the conditions that YW (1, x) = 1W and that for any u, v ∈ V , there exists k ∈ N
such that
(x1 − x2)
kYW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2)))
and
(x2e
z − x2)
kYW (Y (u, z)v, x2) = ((x1 − x2)
kYW (u, x1)YW (v, x2)|x1=x2ez .
The following result was obtained in [L5]:
Proposition 2.9. Let V be a weak quantum vertex algebra and let (W,YW ) be a φ-
coordinated V -module. Let u, v ∈ V . Suppose that u(i), v(i) ∈ V, fi(x) ∈ C(x) (1 ≤ i ≤ r)
such that
(x1 − x2)
kY (u, x1)Y (v, x2) = (x1 − x2)
k
r∑
i=1
fi(e
x2−x1)Y (v(i), x2)Y (u
(i), x1) (2.2)
on V for some nonnegative integer k. Then
YW (u, x1)YW (v, x2)−
r∑
i=1
fi(x2/x1)YW (v
(i), x2)YW (u
(i), x1)
=
∑
n≥0
1
n!
YW (unv, x2)
(
x2
∂
∂x2
)n
δ
(
x2
x1
)
. (2.3)
Let W be a general vector space. Set
E(W ) = Hom(W,W ((x))) ⊂ (EndW)[[x, x−1]].
The identity operator on W , denoted by 1W , is a special element of E(W ).
Definition 2.10. A subset (subspace) U of E(W ) is said to be Strig-local if for any
a(x), b(x) ∈ U , there exist
ui(x), vi(x) ∈ U, qi(x) ∈ C(x), i = 1, . . . , r,
where C(x) denotes the field of rational functions, such that
(x1 − x2)
ka(x1)b(x2) = (x1 − x2)
k
r∑
i=1
ιx2,x1(qi(x1/x2))ui(x2)vi(x1) (2.4)
for some k ∈ N, where
ιx1,x2 : C(x1, x2)→ C((x1))((x2))
is the canonical extension of the ring embedding of C[x1, x2] into the field C((x1))((x2)).
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Let W be a vector space as before. Let U be any Strig-local subset of E(W ) and let
a(x), b(x) ∈ U . Notice that the relation (2.4) implies
(x1 − x2)
ka(x1)b(x2) ∈ Hom(W,W ((x1, x2))). (2.5)
Define a(x)enb(x) ∈ (End W)[[x, x
−1]] for n ∈ Z in terms of generating function
Y eE (a(x), z)b(x) =
∑
n∈Z
(a(x)enb(x))z
−n−1 (2.6)
by
Y eE (a(x), z)b(x) = (xe
z − x)−k((x1 − x)
ka(x1)b(x))|x1=xez , (2.7)
where k is any nonnegative integer such that (2.5) holds.
Let U be an Strig-local subspace of E(W ). We say U is Y
e
E -closed if
a(x)enb(x) ∈ U for all a(x), b(x) ∈ U, n ∈ Z.
The following result was obtained in [L5] (Theorem 5.4):
Theorem 2.11. Let U be any Strig-local subset of E(W ). Then there exists a Y
e
E -closed
Strig-local subspace of E(W ), which contains U and 1W . Denote by 〈U〉e the smallest such
subspace. Then (〈U〉e, Y
e
E , 1W ) carries the structure of a weak quantum vertex algebra and
W is a φ-coordinated 〈U〉e-module with YW (a(x), z) = a(z) for a(x) ∈ 〈U〉e.
3 Clifford-like algebra A
In this section, we first define the Clifford-like algebraA and we then establish a PBW type
basis and classify irreducible N-graded A-modules by using a notion of Verma module.
We also prove that the A-module given by Jing-Nie is an irreducible N-graded module
and there exists a non-degenerate symmetric bilinear form which is invariant in a certain
sense.
First, we recall from [JN] the Clifford-like algebra.
Definition 3.1. The algebra A is defined to be the associative algebra with identity over
C with generators Yn, Y
∗
n (n ∈ Z), subject to relations
YmYn + Yn+1Ym−1 = 0, (3.1)
Y ∗mY
∗
n + Y
∗
n+1Y
∗
m−1 = 0, (3.2)
YmY
∗
n + Y
∗
n−1Ym+1 = δm+n,0 (3.3)
for m,n ∈ Z.
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Note that for a certain purpose, we made a notational adjustment in the original
definition of [JN]; the generator Y ∗n here corresponds to Y
∗
−n therein.
It can be readily seen that A is a Z-graded algebra with deg Yn = −n = deg Y
∗
n for
n ∈ Z. For n ∈ Z, let An denote the homogeneous subspace of degree n. It follows that
A admits a derivation d such that
d(Yn) = −nYn, d(Y
∗
n ) = −nY
∗
n for n ∈ Z. (3.4)
Form generating functions
Y (z) =
∑
n∈Z
Ynz
−n, Y ∗(z) =
∑
n∈Z
Y ∗n z
−n. (3.5)
Then the defining relations (3.1)-(3.3) can be written as
Y (z)Y (w) +
w
z
Y (w)Y (z) = 0, (3.6)
Y ∗(z)Y ∗(w) +
w
z
Y ∗(w)Y ∗(z) = 0, (3.7)
Y (z)Y ∗(w) +
z
w
Y ∗(w)Y (z) = δ
( z
w
)
. (3.8)
As the first result, we have:
Proposition 3.2. The following vectors form a basis of A:
Ym1 · · ·YmrY
∗
n1
· · ·Y ∗ns · 1, (3.9)
where r, s ≥ 0, mi, ni ∈ Z, satisfying the condition
m1 > m2 + 1 > · · · > mr + (r − 1) and n1 > n2 + 1 > · · · > ns + (s− 1).
Proof. We first prove that A is linearly spanned by these vectors. Let AY denote the
subalgebra generated by Yn for n ∈ Z and let AY ∗ denote the subalgebra generated by Y
∗
n
for n ∈ Z. Due to relation (3.3), we have A = AYAY ∗ . Then it suffices to prove that AY
and AY ∗ are linearly spanned by those vectors in (3.9) with s = 0 and r = 0, respectively.
Let m = (m1, m2, . . . , mr) be an ordered r-tuple of integers. We write Ym for
Ym1 · · ·Ymr . For each pair (i, j) with 1 ≤ i < j ≤ r, we assign a reverse number 1 if
mi < mj + (j− i) and 0 otherwise. Then define the total reverse number N(m) to be the
sum of the reverse numbers for all the pairs (i, j). We see that N(m) = 0 if and only if
mi ≥ mi+1 + 1 for all 1 ≤ i < r. Assume N(m) > 0. Then there exists 1 ≤ i < r such
that mi < mi+1 + 1. We have
Y
m
= Ym1 · · ·Ymi−1(YmiYmi+1)Ymi+2 · · ·Ymr = −Ym1 · · ·Ymi−1(Ymi+1+1Ymi−1)Ymi+2 · · ·Ymr ,
where
N(m) = N(m1, . . . , mi−1, mi+1 + 1, mi − 1, mi+2, . . . , mr) + 1.
Then it follows from induction (on the reverse number) that AY is linearly spanned by
1 and Y
m
where m ∈ Zr for r ≥ 1 with N(m) = 0. Note that for m ∈ Z, since
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YmYm−1 + YmYm−1 = 0, we have YmYm−1 = 0. Then AY is linearly spanned by those
vectors in (3.9) with s = 0. Similarly, AY ∗ is linearly spanned by those vectors in (3.9)
with r = 0. Consequently, A is linearly spanned by the vectors in (3.9).
To establish the linear independence, we apply the Diamond lemma (see [Be]). Notice
that the following are all the ambiguities:
YmYnYk, Y
∗
p YmYn, Y
∗
mY
∗
n Yp, Y
∗
mY
∗
n Y
∗
k ,
where m,n, k, p ∈ Z with m ≤ n+ 1 ≤ k + 2. We have
(YmYn)Yk = −Yn+1Ym−1Yk = Yn+1Yk+1Ym−2 = −Yk+2YnYm−2,
Ym(YnYk) = −YmYk+1Yn−1 = Yk+2Ym−1Yn−1 = −Yk+2YnYm−2,
so the first ambiguity can be resolved. Similarly, the last ambiguity can be resolved. For
the second ambiguity, we have
Y ∗p (YmYn) = −Y
∗
p Yn+1Ym−1 = YnY
∗
p+1Ym−1 − δn+p+1,0Ym−1
= −YnYm−2Y
∗
p+2 + δp+m,0Yn − δn+p+1,0Ym−1,
(Y ∗p Ym)Yn = −Ym−1(Y
∗
p+1Yn) + δm+p,0Yn
= (Ym−1Yn−1)Y
∗
p+2 − δn+p+1,0Ym−1 + δm+p,0Yn
= −YnYm−2Y
∗
p+2 − δn+p+1,0Ym−1 + δm+p,0Yn.
Thus the second can be resolved. The third ambiguity can also be resolved as
(Y ∗mY
∗
n )Yp = −Y
∗
n+1Y
∗
m−1Yp = Y
∗
n+1Yp−1Y
∗
m − δp+m−1,0Y
∗
n+1
= −Yp−2Y
∗
n+2Y
∗
m + δp+n,0Y
∗
m − δp+m−1,0Y
∗
n+1,
Y ∗m(Y
∗
n Yp) = −Y
∗
mYp−1Y
∗
n+1 + δp+n,0Y
∗
m
= Yp−2Y
∗
m+1Y
∗
n+1 − δp+m−1,0Y
∗
n+1 + δp+n,0Y
∗
m
= −Yp−2Y
∗
n+2Y
∗
m − δp+m−1,0Y
∗
n+1 + δp+n,0Y
∗
m.
Then it follows from the diamond lemma that those vectors are linearly independent.
Next, we recall from [JN] the explicit vertex-operator realization of A. Let H be
the infinite-dimensional Heisenberg algebra with base {an | n ∈ Z\{0}} ∪ {c} such that
[c,H] = 0 and
[am, an] = mδm+n,0c for m,n ∈ Z\{0}.
We know that H acts irreducibly on polynomial algebra C[x1, x2, . . . ], which is denoted
by M(1), with
c = 1, an = n
∂
∂xn
, a−n = xn for n ≥ 1.
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It was proved in [JN] that M(1) is an A-module with
Y (z) = exp
(
∞∑
n=1
a−n
n
zn
)
exp
(
−
∞∑
n=1
an
n
(z−n + zn)
)
, (3.10)
Y ∗(z) = (1− z2) exp
(
−
∞∑
n=1
a−n
n
zn
)
exp
(
∞∑
n=1
an
n
(z−n + zn)
)
. (3.11)
Let P denote the set of all partitions, where a partition is a sequence of non-increasing
nonnegative integers with only finitely many nonzero terms. For a partition λ, the number
of nonzero terms is called the length, while the sum of all terms is called the weight, denoted
by |λ|. For λ = (λ1, λ2, . . . , λr) ∈ P, set
Y−λ = Y−λ1Y−λ2 · · ·Y−λr , Y
∗
−λ = Y
∗
−λ1
Y ∗−λ2 · · ·Y
∗
−λr . (3.12)
For a partition λ, denote by λ′ the dual of λ. It was proved therein that
Y−λ · 1 = (−1)
|λ|Y ∗−λ′ · 1 (3.13)
for λ ∈ P, and moreover, {Y−λ · 1 | λ ∈ P} is a base of M(1). In this realization, we have
Yn · 1 = δn,01, Y
∗
n · 1 = δn,01 for n ≥ 0. (3.14)
Remark 3.3. As we need, we here introduce an associative algebra. Let C denote the
associative algebra with identity over C, generated by an, bn (n ∈ Z), subject to relations
aman + anam = 0, bmbn + bnbm = 0, ambn + bnam = δm+n+1,0 for m,n ∈ Z.
Algebra C can be defined alternatively as the Clifford algebra of the vector space with
basis {an, bn | n ∈ Z} equipped with the non-degenerate symmetric bilinear form 〈·, ·〉
defined by
〈am, an〉 = 0 = 〈bm, bn〉, 〈am, bn〉 = δm+n+1,0 for m,n ∈ Z.
It is well known that C has a basis consisting of vectors
am1 · · · amrbn1 · · · bns · 1 (3.15)
for r, s ≥ 0, mi, ni ∈ Z with m1 < m2 < · · · < mr and n1 < n2 < · · · < ns.
Next, we use Clifford algebra C to give another realization of A. From the defining
relations, it can be readily seen that C admits an automorphism σ such that
σ(an) = an+1, σ(bn) = bn−1 for n ∈ Z.
Let C[〈σ〉] be the group algebra of the group 〈σ〉 generated by σ. Then we have a smash
product C♯C[〈σ〉], where C♯C[〈σ〉] = C ⊗ C[〈σ〉] as a vector space and
(u⊗ σm)(v ⊗ σn) = uσm(v)⊗ σm+n for u, v ∈ C, m, n ∈ Z. (3.16)
We have:
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Lemma 3.4. There exists an algebra homomorphism π from A to C♯C[〈σ〉] such that
π(Yn) = an ⊗ σ, π(Y
∗
n ) = bn ⊗ σ
−1 for n ∈ Z.
Proof. Set An = an ⊗ σ, Bn = bn ⊗ σ
−1 for n ∈ Z. It is straightforward to show that
AmAn + An+1Am−1 = 0,
BmBn +Bn+1Bm−1 = 0,
AmBn +Bn−1Am+1 = δm+n,0 for m,n ∈ Z.
For example, we have
AmBn +Bn−1Am+1 = (am ⊗ σ)(bn ⊗ σ
−1) + (bn−1 ⊗ σ
−1)(am+1 ⊗ σ)
= ambn−1 ⊗ 1 + bn−1am ⊗ 1
= δm+n+1,0.
Then it follows.
Using algebra homomorphism π we obtain another PBW type basis of A.
Proposition 3.5. The following vectors form a basis of A:
Ym1 · · ·YmrY
∗
n1
· · ·Y ∗ns · 1, (3.17)
where r, s ≥ 0, mi, ni ∈ Z, satisfying the condition
m1 ≤ m2 ≤ · · · ≤ mr and n1 ≤ n2 ≤ · · · ≤ ns.
Proof. It is clear that Clifford algebra C is a Z-graded algebra with
deg an = 1 and deg bn = −1 for n ∈ Z.
For k ∈ Z, denote by C(k) the homogeneous subspace of degree k. We see that C(k) is
linearly spanned by vectors
am1 · · · amrbn1 · · · bns · 1 (3.18)
for r, s ≥ 0, mi, ni ∈ Z with r − s = k, m1 < m2 < · · · < mr and n1 < n2 < · · · < ns.
From the definition of π we have
π(A) ⊂
∑
k∈Z
C(k)⊗ Cσk ⊂ C♯C[〈σ〉].
In particular, for any r, s ≥ 0, m1, . . . , mr, n1, . . . , ns ∈ Z, we have
π(Ym1 · · ·YmrY
∗
n1
· · ·Y ∗ns)
= (am1 ⊗ σ)(am2 ⊗ σ) · · · (amr ⊗ σ)(bn1 ⊗ σ
−1) · · · (bns ⊗ σ
−1)
= (am1am2+1 · · · amr+(r−1) ⊗ σ
r)(bn1bn2+1 · · · bns+(s−1) ⊗ σ
−s)
= am1am2+1 · · · amr+(r−1)bn1−rbn2+1−r · · · bns+(s−1)−r ⊗ σ
r−s. (3.19)
From this we see that
π(A) =
∐
n∈Z
(C(n)⊗ Cσn) .
It then follows.
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Definition 3.6. An A-module W is said to be restricted if for every w ∈ W, Ynw = 0 =
Y ∗nw for n sufficiently large, or equivalently, if Y (x), Y
∗(x) ∈ E(W ).
Recall that A is a Z-graded algebra with deg Yn = −n = deg Y
∗
n for n ∈ Z, where for
n ∈ Z, An denotes the homogeneous subspace of degree n. Set
A− = ⊕n≥1A−n. (3.20)
Notice that A0 is a subalgebra of A and the subspace
∑
n≥1AnA−n, denoted by I0, is a
(two-sided) ideal of A0. Set
A¯0 = A0/I0. (3.21)
Remark 3.7. We here show that there is a natural one-to-one correspondence between the
set of the equivalence classes of N-graded irreducible A-modules and that of irreducible
A¯0-modules. Let W = ⊕n∈NW (n) be any N-graded A-module with W (0) 6= 0. Then
W (0) is an A0-module and (AnA−n)W (0) = 0 for n ≥ 1. Consequently, W (0) is naturally
an A¯0-module. If W (as a graded module) is irreducible, then W (0) is an irreducible A0-
module and hence an irreducible A¯0-module. On the other hand, let U be an A¯0-module.
Then U is naturally an A0-module such that (AnA−n)W (0) = 0 for n ≥ 1. Let A− act
trivially on U , making U an (A−+A0)-module. View U as a Z-graded (A−+A0)-module
with U = U(0). Form an induced module
MA(U) = A⊗(A−+A0) U, (3.22)
which is a Z-graded A-module. In fact, it is N-graded. From definition, the degree 0
subspace of MA(U) is the quotient space of A0 ⊗ U by the subspace spanned by
ab⊗ u− a⊗ bu, xy ⊗ u− x⊗ yu (= xy ⊗ u)
for a, b ∈ A0, u ∈ U and for x ∈ An, y ∈ A−n with n ≥ 1. We see that the degree
0 subspace of MA(U) is A0 ⊗A0 U = U . If U is irreducible, then MA(U) has a unique
irreducible graded quotient module LA(U) with U as the degree 0 subspace.
Lemma 3.8. Let W be an A-module and let w ∈ W such that Ynw = 0 = Y
∗
nw for n ≥ 1.
Then A− · w = 0.
Proof. It suffices to show that A−kw = 0 for k ≥ 1. In view of Proposition 3.5, A−k is
linearly spanned by those vectors in (3.17) with r, s ≥ 0, mi, ni ∈ Z, satisfying r+ s ≥ 1,
m1 ≤ m2 ≤ · · · ≤ mr, n1 ≤ n2 ≤ · · · ≤ ns,
and m1 + m2 + · · · + mr + n1 + · · · + ns = k. We now show that Xw = 0 for every
such vector X by induction on r + s. If s = 0, we must have mr ≥ 1, so that Xw = 0.
Similarly, we have Xw = 0 if r = 0. Thus it is true for r + s = 1. Assume r, s ≥ 1. If
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ns ≥ 1, we also have Xw = 0. Suppose ns ≤ 0, which implies that ni ≤ 0 for 1 ≤ i ≤ s.
Then mr ≥ 1. Using the defining relations of A, we have
YmrY
∗
n1
Y ∗n2 · · ·Y
∗
ns
= −Y ∗n1−1Ymr+1Y
∗
n2
· · ·Y ∗ns + δmr+n1,0Y
∗
n2
· · ·Y ∗ns
= Y ∗n1−1Y
∗
n2−1
Ymr+2Y
∗
n3
· · ·Y ∗ns − δmr+1+n2,0Y
∗
n1−1
Y ∗n3 · · ·Y
∗
ns
+ δmr+n1,0Y
∗
n2
· · ·Y ∗ns
= (−1)sY ∗n1−1Y
∗
n2−1 · · ·Y
∗
ns−1Ymr+s
+δmr+n1,0Y
∗
n2
· · ·Y ∗ns + (−1)
s−1δmr+s−1+ns,0Y
∗
n1−1
Y ∗n2−1 · · ·Y
∗
ns−1
+
s−1∑
j=1
(−1)jδmr+j+nj ,0Y
∗
n1−1
· · ·Y ∗nj−1Y
∗
nj+2
· · ·Y ∗ns. (3.23)
It then follows from this and induction hypothesis that Xw = 0.
We have the following characterization of algebra A¯0:
Proposition 3.9. The algebra A¯0 is isomorphic to the algebra generated by Y¯0 and Y¯
∗
0 ,
subject to relation Y¯0Y¯
∗
0 = Y¯
∗
0 Y¯0 = 1. Equivalently, A¯0 is isomorphic to the group algebra
C[Z] of Z.
Proof. Set
Y¯ = Y0 + I0, Y¯
∗ = Y ∗0 + I0 ∈ A¯0.
From the third defining relation of A we have
Y0Y
∗
0 + Y
∗
−1Y1 = 1, Y−1Y
∗
1 + Y
∗
0 Y0 = 1.
It follows that Y¯ Y¯ ∗ = Y¯ ∗Y¯ = 1 in A¯0. Next, we prove that A¯0 is generated by Y¯ and
Y¯ ∗, which amounts to
A0 = 〈Y0, Y
∗
0 〉+ I0, (3.24)
where 〈Y0, Y
∗
0 〉 denotes the subalgebra generated by Y0 and Y
∗
0 . Note that in view of
Proposition 3.5, A0 is linearly spanned by the vectors of the form
X = Ym1Ym2 · · ·YmrY
∗
n1
Y ∗n2 · · ·Y
∗
ns
,
where r, s ≥ 0, mi, ni ∈ Z with m1 ≤ m2 ≤ · · · ≤ mr, n1 ≤ n2 ≤ · · · ≤ ns, and
m1 +m2 + · · ·+mr + n1 + n2 + · · ·+ ns = 0.
We first consider the case with r ≥ 1, s = 0: X = Ym1Ym2 · · ·Ymr . Since m1 ≤ m2 ≤
· · · ≤ mr and m1 +m2 + · · ·+mr = 0, we have mr ≥ 0. If mr = 0, we have m1 = m2 =
· · · = mr = 0, so that X = Y
r
0 ∈ 〈Y0, Y
∗
0 〉. If mr ≥ 1, we have
X = (Ym1 · · ·Ymr−1)Ymr ∈ I0.
Analogously, if r = 0, s ≥ 1 we have X ∈ 〈Y0, Y
∗
0 〉.
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Now consider the case with r, s ≥ 1. We shall use induction on r + s. For r + s = 2,
we have X = YmY
∗
−m with m ∈ Z. If m < 0, we have X ∈ I0 by definition, and if m ≥ 0,
we have
YmY
∗
−m = −Y
∗
−m−1Ym+1 + 1 ≡ 1 mod I0.
Assume that r + s ≥ 2. If ns ≥ 1, we have
X =
(
Ym1Ym2 · · ·YmrY
∗
n1
Y ∗n2 · · ·Y
∗
ns−1
)
Y ∗ns ∈ I0.
If ns = 0, it follows from the induction hypothesis that
Ym1Ym2 · · ·YmrY
∗
n1
Y ∗n2 · · ·Y
∗
ns−1
∈ 〈Y0, Y
∗
0 〉+ I0,
so that
X = (Ym1Ym2 · · ·YmrY
∗
n1
Y ∗n2 · · ·Y
∗
ns−1
)Y0 ∈ 〈Y0, Y
∗
0 〉+ I0.
Now assume ns < 0. Then n1, . . . , ns < 0. As m1 + · · ·+mr + n1 + · · ·+ ns = 0, we must
have mr ≥ 1, recalling that m1 ≤ m2 ≤ · · · ≤ mr. We have (see (3.23))
YmrY
∗
n1
Y ∗n2 · · ·Y
∗
ns
= (−1)sY ∗n1−1Y
∗
n2−1 · · ·Y
∗
ns−1Ymr+s
+δmr+n1,0Y
∗
n2
· · ·Y ∗ns + (−1)
s−1δmr+s−1+ns,0Y
∗
n1−1
Y ∗n2−1 · · ·Y
∗
ns−1
+
s−1∑
j=1
(−1)jδmr+j+nj,0Y
∗
n1−1
· · ·Y ∗nj−1Y
∗
nj+2
· · ·Y ∗ns.
Notice that
Ym1 · · ·Ymr−1 · Y
∗
n1−1
Y ∗n2−1 · · ·Y
∗
ns−1Ymr+s ∈ I0
as mr + s ≥ 1. It then follows from the induction hypothesis that X ∈ 〈Y0, Y
∗
0 〉 + I0.
Therefore, A¯0 is a commutative algebra generated by Y¯ and Y¯
∗, satisfying relation Y¯ Y¯ ∗ =
Y¯ ∗Y¯ = 1. Consequently, A¯0 is a quotient algebra of the group algebra C[Z].
Next, we show that A¯0 is isomorphic to C[Z] by constructing enough irreducible mod-
ules. From Jing-Nie’s realization of A on M(1), we have Yn1 = 0 = Y
∗
n 1 for n ≥ 1 and
Y01 = 1 = Y
∗
0 1. By Lemma 3.8, we have A− · 1 = 0, which also implies I0 · 1 = 0. It
then follows from (3.24) that C1 is an irreducible A¯0-module on which Y¯0 and Y¯
∗
0 act as
scalar 1. Let µ be any nonzero complex number. It can be readily seen that A admits an
automorphism τµ such that
τµ(Yn) = µYn and τµ(Y
∗
n ) = µ
−1Y ∗n for n ∈ Z. (3.25)
Then it follows immediately that A¯0 admits a 1-dimensional module Cµ on which Y¯0 and
Y¯ ∗0 act as scalars µ and µ
−1, respectively. This implies that 1, Y¯ n, (Y¯ ∗)n for n ≥ 1 are
linearly independent. Consequently, we have A¯0 ≃ C[Z].
For any nonzero complex number µ, we have a 1-dimensional irreducible A¯0-module
Cµ on which Y0 acts as scalar µ and Y
∗
0 acts as scalar µ
−1. On the other hand, since A¯0
is a commutative algebra of countable dimension over C, all irreducible A¯0-modules are
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1-dimensional. Therefore, Cµ for µ ∈ C
× exhaust the irreducible A¯0-modules. For µ ∈ C,
let MA(µ) denote the (generalized) Verma A-module MA(U) with U = Cµ (recall (3.22)).
Furthermore, let LA(µ) be the quotient module of MA(µ) by the maximal N-graded A-
submodule.
To summarize we have:
Theorem 3.10. A-modules LA(µ) for µ ∈ C
× form a complete list of irreducible N-graded
A-modules up to isomorphism.
For the rest of this section, we prove that M(1) is an irreducible N-graded A-module
and there is a non-degenerate symmetric bilinear form that is invariant in a certain sense.
First of all, it is straightforward to show that algebra A admits an involution (an order 2
anti-automorphism) θ which is uniquely determined by
θ(Yn) = Y
∗
−n, θ(Y
∗
n ) = Y−n for n ∈ Z. (3.26)
For any (left) A-module W , we equip W ∗ with a (left) A-module structure given by
(af)(w) = f(θ(a)w) for a ∈ A, f ∈ W ∗, w ∈ W. (3.27)
A bilinear form 〈·, ·〉 on an A-module W is said to be invariant if
〈au, v〉 = 〈u, θ(a)v〉 for a ∈ A, u, v ∈ W. (3.28)
Recall that MA(1) is an N-graded A-module with 1-dimensional degree-zero subspace
C. Denote by v1 the generator 1 (an element of C) of the A-module MA(1). Just as with
Verma modules for finite-dimensional simple Lie algebras, one obtains a symmetric invari-
ant bilinear form 〈·, ·〉 on MA(1) such that 〈v1, v1〉 = 1. We have 〈MA(1)m,MA(1)n〉 = 0
for m,n ∈ N with m 6= n, where MA(1)m denotes the homogeneous subspace of degree
m. It then follows that any proper graded submodule is contained in the kernel of 〈·, ·〉,
so that 〈·, ·〉 is reduced to a symmetric bilinear form on the quotient module. This gives
rise to a non-degenerate symmetric invariant bilinear form on the irreducible N-graded
module LA(1).
Furthermore, we have the following results on A-modules LA(1) and M(1):
Theorem 3.11. As A-modules, we have LA(1) = MA(1)/J ≃ M(1), where J is the
A-submodule of MA(1), generated by vectors
Y−λv1 − (−1)
|λ|Y ∗−λ′v1 (3.29)
for λ ∈ P, where λ′ is the dual of λ. Furthermore, there is a non-degenerate symmetric
invariant bilinear form 〈·, ·〉 on M(1) with {Y−λ1 |λ ∈ P} as an orthonormal basis.
Proof. First of all, by (3.14) there exists an A-module homomorphism π fromMA(1) onto
M(1) with π(v1) = 1. Recall that for λ = (λ1, λ2, . . . , λr) ∈ P, the weight of λ is defined
to be |λ| = λ1 + λ2 + · · · + λr. Then Y−λv1 is of degree |λ|. A simple fact is that λ and
its dual λ′ have the same weight. It then follows that J is a graded submodule. Set
MA(1) =MA(1)/J,
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which is an N-graded A-module with 1-dimensional degree-zero subspace. Denote by v¯1
the image of v1 in MA(1). In view of relation (3.13), we have J ⊂ ker π, so that the A-
module homomorphism π reduces to a homomorphism from MA(1) onto M(1), denoted
by π¯. We next show that π¯ is actually an isomorphism.
It follows from the definition of J and the P-B-W basis (Proposition 3.5 ) that MA(1)
is linearly spanned by vectors
Y−λv¯1 (λ ∈ P). (3.30)
We claim
〈Y−λv¯1, Y−µv¯1〉 = δλ,µ for λ, µ ∈ P. (3.31)
Let
λ = (λ1, λ2, . . . , λr), µ = (µ1, µ2, . . . , µs) ∈ P,
where λi, µj are positive integers such that
λ1 ≥ λ2 ≥ · · · ≥ λr and µ1 ≥ µ2 ≥ · · · ≥ µs.
Suppose λ1 6= µ1. By symmetry, we may assume λ1 > µ1. Then we have
〈Y−λv¯1, Y−µv¯1〉 = 〈Y−λ1Y−λ2 · · ·Y−λr v¯1, Y−µ1Y−µ2 · · ·Y−µr v¯1〉
= 〈Y−λ2 · · ·Y−λr v¯1, Y
∗
λ1
Y−µ1Y−µ2 · · ·Y−µr v¯1〉
= 0,
noticing that as λ1 + i > µi+1 for i = 0, . . . , s− 1,
Y ∗λ1Y−µ1Y−µ2 · · ·Y−µr v¯1 = −Y−µ1−1Y
∗
λ1+1Y−µ2 · · ·Y−µr v¯1 = · · ·
= (−1)sY−µ1−1Y−µ2−1 · · ·Y−µr−1Y
∗
λ1+s
v¯1 = 0.
On the other hand, if λ1 = µ1, we have
〈Y−λv¯1, Y−µv¯1〉
= 〈Y−λ2 · · ·Y−λr v¯1, Y
∗
λ1
Y−µ1Y−µ2 · · ·Y−µr v¯1〉
= −〈Y−λ2 · · ·Y−λr v¯1, Y−µ1−1Y
∗
λ1+1
Y−µ2 · · ·Y−µr v¯1〉+ 〈Y−λ2 · · ·Y−λr v¯1, Y−µ2 · · ·Y−µr v¯1〉
= 〈Y−λ2 · · ·Y−λr v¯1, Y−µ2 · · ·Y−µr v¯1〉,
noticing that Y ∗λ1+1Y−µ2 · · ·Y−µr v¯1 = 0 as before. Then (3.31) follows from induction. Now,
with (3.31) we conclude that Y−λv¯1 for λ ∈ P form a basis ofMA(1), which is orthonormal
with respect to the bilinear form 〈·, ·〉. Thus MA(1) must be an irreducible N-graded
module as any proper graded submodule is contained in the kernel of the bilinear form.
Consequently, the homomorphism π¯ from MA(1) onto M(1) is an isomorphism, which
implies that M(1) is an irreducible N-graded A-module. Now, the proof is complete.
Let µ be a nonzero complex number. Recall from (3.25) the automorphism τµ of
A. Denote by ρ the representation of A on M(1). As LA(1) ≃ M(1), it follows that
LA(µ) ≃ (M(1), ρ ◦ τµ). Then we immediately have:
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Corollary 3.12. For any nonzero complex number µ, define
gdimqLA(µ) =
∑
n∈N
dim(LA(µ)n)q
n.
Then
gdimqLA(µ) =
∑
n∈N
|Pn|q
n, (3.32)
where Pn denotes the set of partitions λ of weight n.
4 Associative algebra A˜ and quantum vertex algebras
In this section, we introduce a new associative algebra A˜ and study its vacuum modules.
To A˜, we associate a quantum vertex algebra VA˜, which is proved to be an irreducible
quantum vertex algebra. Furthermore, we establish a canonical one-to-one correspondence
between restricted A-modules and φ-coordinated VA˜-modules.
Definition 4.1. Let A˜ denote the associative algebra with identity over C generated by
Y˜n, Y˜
∗
n (n ∈ Z), subject to relations
Y˜ (z)Y˜ (w) + ew−zY˜ (w)Y˜ (z) = 0, (4.1)
Y˜ ∗(z)Y˜ ∗(w) + ew−zY˜ ∗(w)Y˜ ∗(z) = 0, (4.2)
Y˜ (z)Y˜ ∗(w) + ez−wY˜ ∗(w)Y˜ (z) = w−1δ
( z
w
)
, (4.3)
where
Y˜ (z) =
∑
n∈Z
Y˜nz
−n−1, Y˜ ∗(z) =
∑
n∈Z
Y˜ ∗n z
−n−1. (4.4)
Remark 4.2. Note that in terms of components, relations (4.1)-(4.3) amount to
Y˜mY˜n +
∑
k,i≥0
1
k!
(
k
i
)
(−1)iY˜n+k−iY˜m+i = 0, (4.5)
Y˜ ∗mY˜
∗
n +
∑
k,i≥0
1
k!
(
k
i
)
(−1)iY˜ ∗n+k−iY˜
∗
m+i = 0, (4.6)
Y˜mY˜
∗
n +
∑
k,i≥0
1
k!
(
k
i
)
(−1)iY˜ ∗n+iY˜m+k−i = δm+n+1,0 (4.7)
for m,n ∈ Z. As the expressions on the right-hand sides are infinite sums, rigorously
speaking A˜ should be defined as a topological algebra. Also, notice that in contrast to A,
A˜ is not a Z-graded algebra with deg Y˜n = n and deg Y˜
∗
n = n for n ∈ Z.
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Definition 4.3. A nonzero vector v of an A˜-module is called a vacuum vector if Y˜nv =
0 = Y˜ ∗n v for n ≥ 0, and a vacuum A˜-module is an A˜-module W together with a vacuum
vector v which generates W as an A˜-module, i.e., W = A˜v.
Next, we relate A˜ to A. LetW be a restricted A-module and set UW = {Y (x), Y
∗(x)}.
From (3.6)-(3.8), we have that UW is an Strig-local subset of E(W ), noticing that (1 −
z/w)δ(z/w) = 0. Then by Theorem 2.11, UW generates a weak quantum vertex algebra
〈UW 〉e in E(W ).
As our first result of this section we have:
Proposition 4.4. Let W be a restricted A-module and let 〈UW 〉e be the weak quantum
vertex algebra generated by the Strig-local subset UW = {Y (x), Y
∗(x)} of E(W ). Then
〈UW 〉e is an A˜-module with Y˜ (z) and Y˜
∗(z) acting as Y eE (Y (x), z) and Y
e
E (Y
∗(x), z),
respectively. Moreover, (〈UW 〉e, 1W ) is a vacuum A˜-module.
Proof. From [L5] (Proposition 5.3), with relations (3.6)-(3.8) we have
Y eE (Y (z), z1)Y
e
E (Y (z), z2) = −e
z2−z1Y eE (Y (z), z2)Y
e
E (Y (z), z1),
Y eE (Y
∗(z), z1)Y
e
E (Y
∗(z), z2) = −e
z2−z1Y eE (Y (z), z2)Y
e
E (Y (z), z1),
(z1 − z2)Y
e
E (Y (z), z1)Y
e
E (Y
∗(z), z2) = −(z1 − z2)e
z1−z2Y eE (Y
∗(z), z2)Y
e
E (Y (z), z1).
Furthermore, with the last identity (S-locality) we have
z−10 δ
(
z1 − z2
z0
)
Y eE (Y (z), z1)Y
e
E (Y
∗(z), z2)
−z−10 δ
(
z2 − z1
−z0
)
(−ez1−z2)Y eE (Y
∗(z), z2)Y
e
E (Y (z), z1)
= z−12 δ
(
z1 − z0
z2
)
Y eE (Y
e
E (Y (z), z0)Y
∗(z), z2). (4.8)
Using Lemma 6.7 of [L5], together with relations (3.6)-(3.8), we obtain Y (z)enY
∗(z) = 0
for n ≥ 1 and
Y (z)e0Y
∗(z) = Resz1
(
z−1Y (z1)Y
∗(z) + z−1
z1
z
Y ∗(z)Y (z1)
)
= Resz1z
−1δ
(z1
z
)
= 1 (= 1W ).
Then applying Resz0 to (4.8), we obtain
Y eE (Y (z), z1)Y
e
E (Y
∗(z), z2) + e
z1−z2Y eE (Y
∗(z), z2)Y
e
E (Y (z), z1)
= z−12 δ
(
z1
z2
)
Y eE (Y (z)
e
0Y
∗(z), z2)
= z−12 δ
(
z1
z2
)
.
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Thus, 〈UW 〉e is an A˜-module with Y˜ (z) and Y˜
∗(z) acting as Y eE (Y (x), z) and Y
e
E (Y
∗(x), z),
respectively. Since the weak quantum vertex algebra 〈UW 〉e is generated by Y (x) and
Y ∗(x), we see that 〈UW 〉e as an A˜-module is generated from 1W . With 1W being the
vacuum vector of the weak quantum vertex algebra 〈UW 〉e, we also have Y (x)
e
n1W = 0 =
Y˜ ∗(x)en1W for n ≥ 0. Therefore, (〈UW 〉e, 1W ) is a vacuum A˜-module.
Remark 4.5. Recall from Remark 3.3 the Clifford algebra C. Let J+ be the left ideal
generated by an and bn for n ≥ 0. Set VC = C/J+, a left C-module. Furthermore, set
1 = 1 + J+ ∈ VC and a = a−11, b = b−11 ∈ VC.
Then (cf. [FFR]) there exists a vertex superalgebra structure on VC, which is uniquely
determined by the condition that 1 is the vacuum vector and
Y (a, x) = a(x) =
∑
n∈Z
anx
−n−1 and Y (b, x) = b(x) =
∑
n∈Z
bnx
−n−1.
In fact, VC is a simple vertex operator super-algebra.
Let V be a general vertex super-algebra. Recall from [L7] that a pseudo-endomorphism
of V is a linear map ∆(x) : V → V ⊗ C((x)) such that
∆(x)1 = 1 and ∆(x)Y (u, z)v = Y (∆(x− z)u, z)∆(x)v for u, v ∈ V. (4.9)
View C((x)) as a vertex algebra with 1 as the vacuum vector and with
Y (f(x), z) = e−z
d
dxf(x) = f(x− z) for f(x) ∈ C((x)).
We identify C-linear maps from V to V ⊗ C((x)) with C((x))-linear endomorphisms of
V ⊗ C((x)). It was proved in [L7] that a pseudo-endomorphism of V , considered as a
C((x))-linear endomorphism of V ⊗ C((x)), exactly amounts to an endomorphism of the
tensor product vertex algebra V ⊗ C((x)) over C. Then one can define the notion of
pseudo-automorphism of V in the obvious way.
For the vertex super-algebra VC we have:
Lemma 4.6. For any nonzero f(x) ∈ C((x)), there exists a pseudo-automorphism ∆f(x)
of VC, which is uniquely determined by
∆f(x)a = a⊗ f(x), ∆f (x)b = b⊗ f(x)
−1.
Furthermore, we have
∆f(x)∆g(z) = ∆fg(x) = ∆g(z)∆f (x) for f, g ∈ C((x))
×. (4.10)
Proof. The uniqueness is clear as VC as a vertex super-algebra is generated by a and b.
For the rest, we first prove that for any nonzero f(x) ∈ C((x)), there exists a pseudo-
endomorphism ∆f (x) of VC with the desired property and then prove that (4.10) holds.
Given any nonzero f(x) ∈ C((x)), we have
Y (a⊗ f(x), z) = Y (a, z)⊗ f(x− z), Y (b⊗ f(x)−1, z) = Y (b, z)⊗ f(x− z)−1.
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Then
Y (a⊗ f(x), z1)Y (a⊗ f(x), z2) + Y (a⊗ f(x), z2)Y (a⊗ f(x), z1) = 0,
Y (b⊗ f(x)−1, z1)Y (b⊗ f(x)
−1, z2) + Y (b⊗ f(x)
−1, z2)Y (b⊗ f(x)
−1, z1) = 0,
Y (a⊗ f(x), z1)Y (b⊗ f(x)
−1, z2) + Y (b⊗ f(x)
−1, z2)Y (a⊗ f(x), z1)
= (Y (a, z1)Y (b, z2) + Y (b, z2)Y (a, z1))⊗ f(x− z1)f(x− z2)
−1
= 1⊗ z−11 δ
(
z2
z1
)
f(x− z1)f(x− z2)
−1
= (1⊗ 1)z−11 δ
(
z2
z1
)
.
It follows from the construction of VC that there exists a homomorphism Φf of vertex
super-algebras from VC to VC⊗C((x)) such that Φf (a) = a⊗f(x) and Φf (b) = b⊗f(x)
−1.
Furthermore, Φf gives rise to an endomorphism of vertex super-algebra VC⊗C((x)). This
proves the existence. As a and b generate VC as a vertex super-algebra, (4.10) follows
immediately. It is clear that ∆f(x) = 1 for f(x) = 1. Consequently, ∆f (x) is a pseudo-
automorphism for every nonzero f(x).
In view of Lemma 4.6, there exists a pseudo-automorphism ∆(x) of VC such that
∆(x)a = a⊗ e−
x
2 , ∆(x)b = b⊗ e
x
2
and we have
∆(x)Y (a, z) = e−
1
2
(x−z)Y (a, z)∆(x), ∆(x)Y (b, z) = e
1
2
(x−z)Y (b, z)∆(x). (4.11)
Using this we obtain the following realization of A˜ on VC:
Proposition 4.7. There exists an A˜-module structure on VC such that
Y˜ (x) = Y (a, x)∆(x), Y˜ ∗(x) = Y (b, x)∆(x)−1. (4.12)
Furthermore, 1 is a vacuum vector of VC viewed as an A˜-module.
Proof. Set
A(x) = Y (a, x)∆(x) and B(x) = Y (b, x)∆(x)−1,
acting on VC. We need to prove
A(z)A(w) + ew−zA(w)A(z) = 0,
B(z)B(w) + ew−zB(w)B(z) = 0,
A(z)B(w) + ez−wB(w)A(z) = w−1δ
( z
w
)
.
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This is straightforward. For example, using (4.11) we have
A(z)B(w) + ez−wB(w)A(z)
= Y (a, z)∆(z)Y (b, w)∆(w)−1 + ez−wY (b, w)∆(w)−1Y (a, z)∆(z)
= Y (a, z)Y (b, w)e
1
2
(z−w)∆(z)∆(w)−1 + Y (b, w)Y (a, z)e
1
2
(z−w)∆(w)−1∆(z)
= z−1δ
(w
z
)
e
1
2
(z−w)∆(z)∆(w)−1
= z−1δ
(w
z
)
e0∆(w)∆(w)−1
= z−1δ
(w
z
)
,
where we are using the fact that ∆(w)−1∆(z) = ∆(z)∆(w)−1 and the basic delta-function
substitution property.
Note that Proposition 4.7 gives us a (nonzero) vacuum A˜-module. Next, following
[L4] we show that there exists a vacuum A˜-module that is universal in the obvious sense.
First, let T be the free associative algebra with identity over C with generators Y¯n, Y¯
∗
n
for n ∈ Z. Denote by T+ the subspace of T linearly spanned by the vectors
a(1)n1 · · · a
(r)
nr
for r ≥ 1, a(i) ∈ {Y¯ , Y¯ ∗}, ni ∈ Z with n1 + · · · + nr ≥ 0. Set J = TT+, a left ideal
of T , and then set VT = T/TT+, a left T -module. It is clear that for any w ∈ VT and
for a ∈ {Y¯ , Y¯ ∗}, anw = 0 for n sufficiently large. Then define VA˜ to be the quotient
T -module of VT by the relations (4.5)-(4.7). One sees that VA˜ is naturally an A˜-module.
Let 1 denote the image of 1 in VA˜.
Set
a˜ = Y˜−11, b˜ = Y˜
∗
−11 ∈ VA˜. (4.13)
We have:
Proposition 4.8. The A˜-module VA˜ with vector 1 is a vacuum module which is uni-
versal in the obvious sense, and there exists a weak quantum vertex algebra structure
on VA˜, which is uniquely determined by the condition that 1 is the vacuum vector and
Y (a˜, z) = Y˜ (z), Y (b˜, z) = Y˜ ∗(z). Furthermore, for every restricted A˜-module W , there
exists a VA˜-module structure YW (·, z) on W , which is uniquely determined by YW (a˜, z) =
Y˜ (z), YW (b˜, z) = Y˜
∗(z).
Proof. Let H be a vector space with basis {a˜, b˜} (where a˜ and b˜ are just considered as
two symbols). Define a linear map S(x) : H ⊗H → H ⊗H ⊗ C[[x]] by
S(x)(a˜⊗ a˜) = −a˜⊗ a˜⊗ ex, S(x)(b˜⊗ b˜) = −b˜⊗ b˜⊗ ex,
S(x)(a˜⊗ b˜) = −a˜⊗ b˜⊗ ex, S(x)(b˜⊗ a˜) = −b˜⊗ a˜⊗ e−x.
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Note that VA˜ is exactly the (H,S)-module V (H,S) constructed in [L4]. From Proposition
4.3 therein, any vacuum A˜-module is a homomorphism image of VA˜. As Proposition 4.7
provides a (nonzero) vacuum A˜-module, VA˜ 6= 0, or equivalently, 1 6= 0. Thus (VA˜, 1) is
a universal vacuum A˜-module. Furthermore, from Proposition 4.2 of [KL], there exists
a weak quantum vertex algebra structure on VA˜ with 1 as the vacuum vector such that
Y (a˜, z) = Y˜ (z), Y (b˜, z) = Y˜ ∗(z). The furthermore assertion on the module structure also
follows.
Remark 4.9. For the weak quantum vertex algebra VA˜, since Y (a˜, x) = Y˜ (x) and
Y (b˜, x) = Y˜ ∗(x), we have
a˜n = Y˜n, b˜n = Y˜
∗
n for n ∈ Z. (4.14)
We also have
Y (a˜, x1)Y (a˜, x2) + e
x2−x1Y (a˜, x2)Y (a˜, x1) = 0,
Y (b˜, x1)Y (b˜, x2) + e
x2−x1Y (b˜, x2)Y (b˜, x1) = 0,
Y (a˜, x1)Y (b˜, x2) + e
x1−x2Y (b˜, x2)Y (a˜, x1) = x
−1
1 δ
(
x2
x1
)
,
which imply (see [L3])
a˜na˜ = 0 = b˜nb˜ for n ≥ 0,
a˜0b˜ = 1 and a˜nb˜ = 0 for n ≥ 1.
Furthermore, we have:
Theorem 4.10. VA˜ is an irreducible quantum vertex algebra.
Proof. Set S = {a˜, b˜} ⊂ VA˜. For any integer n, denote by Fn the linear span of vectors
u(1)m1 · · ·u
(r)
mr
1
for r ≥ 1 if n < 0, for r ≥ 0 if n ≥ 0, and for u(i) ∈ S, mi ∈ Z with m1 + · · ·+mr ≥ −n.
By Corollary 4.2 of [L4], Fn = 0 for n < 0. From [KL] (Lemma 2.9), {Fn}n∈Z is an
increasing filtration of VA˜ such that 1 ∈ F0 and
umFn ⊂ Fk+n−m−1 for u ∈ Fk, k,m, n ∈ Z.
Consider the associated graded vector space GrF (VA˜) =
∐
n∈Z(Fn/Fn−1). From Proposi-
tion 2.10 of [KL], GrF (VA˜) is a Z-graded nonlocal vertex algebra. Notice that a˜ = a˜−11 ∈
F1, b˜ = b˜−11 ∈ F1. Set
a¯ = a˜ + F0, b¯ = b˜+ F0 ∈ F1/F0.
Since a˜ and b˜ generate VA˜ as a nonlocal vertex algebra, a¯ and b¯ generate GrF (VA˜) as
a nonlocal vertex algebra. As Fn = 0 for n < 0, GrF (VA˜) is nonzero. From relations
(4.5)-(4.7), we see that GrF (VA˜) is a module for the Clifford algebra C with an, bn for
n ∈ Z acting as a¯n, b¯n, respectively. Consequently, GrF (VA˜) as a C-module is isomorphic
to VC. It follows that GrF (VA˜) as a nonlocal vertex algebra is isomorphic to VC. Thus,
GrF (VA˜) is an irreducible module for GrF (VA˜) viewed as a nonlocal vertex algebra. Then
by Proposition 2.11 in [KL], VA˜ is an irreducible module for VA˜ viewed as a nonlocal
vertex algebra. Therefore, VA˜ is an irreducible quantum vertex algebra.
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As an immediate consequence we have:
Corollary 4.11. Every vacuum A˜-module is irreducible and vacuum A˜-modules are
unique up to isomorphism.
As our main result we have:
Theorem 4.12. Let W be a restricted A-module. Then there exists a φ-coordinated
VA˜-module structure YW (·, z) on W , which is uniquely determined by YW (a˜, z) = Y (z),
YW (b˜, z) = Y
∗(z). On the other hand, for any φ-coordinated VA˜-module (W,YW ), W is a
restricted A-module with Y (z) = YW (a˜, z), Y
∗(z) = YW (b˜, z).
Proof. With W a restricted A-module, from Theorem 4.4, the weak quantum vertex
algebra 〈UW 〉e generated by UW = {Y (x), Y
∗(x)} is a vacuum A˜-module with Y˜n and
Y˜ ∗n acting as Y (x)
e
n and Y
∗(x)en, respectively. Since the vacuum module (VA˜, 1) of A˜ is
universal, there exists an A˜-module homomorphism ρ from VA˜ to 〈UW 〉e, sending 1 to
1W . We have
ρ(a˜) = ρ(Y˜−11) = Y (x)
e
−11W = Y (x), ρ(b˜) = ρ(Y˜
∗
−11) = Y
∗(x)e−11W = Y
∗(x)
and
ρ(Y (a˜, z)v) = ρ(Y˜ (z)v) = Y eE (Y (x), z)ρ(v) = Y
e
E (ρ(a˜), z)ρ(v),
ρ(Y (b˜, z)v) = ρ(Y˜ ∗(z)v) = Y eE (Y
∗(x), z)ρ(v) = Y eE (ρ(b˜), z)ρ(v)
for v ∈ VA˜. Since VA˜ as a nonlocal vertex algebra is generated by a˜ and b˜, it follows that
ρ is a homomorphism of weak quantum vertex algebras. Recall that W is a canonical
φ-coordinated module for the weak quantum vertex algebra 〈UW 〉e. Consequently, W
becomes a φ-coordinated VA˜-module with YW (a˜, z) = Y (z) and YW (b˜, z) = Y
∗(z).
On the other hand, assume that W is a φ-coordinated VA˜-module. From Propositions
5.6 and 5.9 of [L5], we have
YW (a˜, z1)YW (a˜, z2) +
z2
z1
YW (a˜, z2)YW (a˜, z1) = 0,
YW (b˜, z1)YW (b˜, z2) +
z2
z1
YW (b˜, z2)YW (b˜, z1) = 0,
YW (a˜, z1)YW (b˜, z2) +
z1
z2
YW (b˜, z2)YW (a˜, z1)
= Resz0z
−1
1 δ
(
z2e
z0
z1
)
z2e
z0YW (Y (a˜, z0)b˜, z2)
= δ
(
z2
z1
)
,
where we are using the fact that a˜nb˜ = 0 for n ≥ 1 and a˜0b˜ = 1 (see Remark 4.9). Thus,
W is an A-module with Y (z) = YW (a˜, z), Y
∗(z) = YW (b˜, z). As W is a φ-coordinated
VA˜-module, by the definition we have YW (a˜, z), YW (b˜, z) ∈ E(W ). Therefore, W is a
restricted A-module.
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Combining Theorems 4.12 and 3.10 we immediately have:
Corollary 4.13. A-modules LA(µ) for µ ∈ C
× form a complete set of equivalence class
representatives of irreducible N-graded φ-coordinated VA˜-modules.
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