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УДК  51(075.8) 
 
 
В настоящей методической разработке приведены варианты контрольных заданий 
по разделам «Элементы линейной алгебры и аналитической геометрии»,  
«Введение в математический анализ» и «Дифференциальное исчисление функций 
одной переменной» общего курса дисциплины «Математика» для студентов техни-
ческих специальностей заочной формы обучения (сокращенной). Даны методиче-
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 Учреждение образования 











В контрольную работу по разделам «Элементы линейной алгебры и 
аналитической геометрии», «Введение в математический анализ» и 
«Дифференциальное исчисление функций одной переменной» общего 
курса дисциплины «Математика» включено восемь заданий. В нумера-
ции задач первое число – номер задания (задачи), второе (после точки) 
– номер варианта. 
Контрольная работа должна выполняться студентом в соответствии 
со своим вариантом. Номер варианта определяется по двум послед-
ним цифрам шифра (номера зачетной книжки студента). 
При выполнении контрольной работы условия задач нужно запи-
сывать полностью. В случае, если задача имеет общую формулиров-
ку, ее условие следует переписывать, заменяя общие данные конкрет-
ными, соответствующими номеру варианта.  
Решение всех задач приводить подробно и аккуратно, давать доста-
точные пояснения и делать необходимые рисунки и таблицы. 
В конце каждой задачи должен быть ответ. 
 
 
Контрольные вопросы курса «Высшая математика» 
I семестр 
1. Определители, их свойства и вычисление. 
2. Решение систем линейных алгебраических уравнений по форму-
лам Крамера. 
3. Матрицы. Операции над матрицами. 
4. Обратная матрица. Матричный метод решения систем линейных 
алгебраических уравнений. 
5. Ранг матрицы. Метод Гаусса решения систем линейных алгебраи-
ческих уравнений. 
6. Системы линейных однородных уравнений. 
7. Векторы, линейные операции над ними. 
8. Линейная зависимость и независимость векторов. Базис. 
9. Декартова система координат. Координаты вектора. Условие кол-
линеарности векторов. 
10. Скалярное произведение векторов, его свойства, вычисление, при-
ложения. Условия ортогональности векторов. 
11. Векторное произведение вектора, его свойства, нахождение, при-
ложения. 
12. Смешанное произведение векторов, его вычисление, приложения. 
Условия компланарности векторов. 
13. Радиус вектор. Полярная система координат. 
14. Линейный оператор. Матрица линейного оператора. 
15. Собственные значения и собственные векторы линейного оператора. 
16. Прямая на плоскости. 
17. Кривая второго порядка. Её характеристики. 
18. Плоскость. 










20. Взаимное расположение прямой и плоскости. 
21. Поверхности второго порядка. 
22. Понятие функции одной переменной. Элементарные функции. Ал-
гебраические функции. 
23. Предел числовой последовательности. Свойства сходящихся по-
следовательностей. 
24. Число е. 
25. Первый и второй замечательные пределы. 
26. Бесконечно малые и бесконечно большие функции и их свойства. 
27. Эквивалентные бесконечно малые функции, их приложения к 
нахождению пределов. 
28. Непрерывность функции. Точки разрыва. 
29. Свойства функций непрерывных в точке и непрерывных на отрезке. 
30. Производная функции. Ее геометрический и механический смыслы. 
31. Правила дифференцирования  и таблица производных. 
32. Производные обратной функции и неявно заданной. Логарифмиче-
ская производная. 
33. Дифференциал функции, его геометрический смысл. Инвариант-
ность формы дифференциала. 
34. Производные и дифференциалы высших порядков. 
35. Дифференцирование параметрически заданной функции. 
36. Теорема Ферма. Теорема Ролля. 
37. Теорема Коши. Теорема Лагранжа. 
38. Правило Лопиталя. 
39. Формула Тейлора с остаточным членом в форме Пеано и Лагранжа. 
40. Разложение по формуле Тейлора функций xe , sinx , cos x , 
 ln 1 x , (1 x) . 
41. Условия монотонности функции. 
42. Необходимое и достаточные условия экстремума. 
43. Выпуклость функции. Точки перегиба. Необходимые и достаточные 
условия существования точки перегиба. 
44. Асимптоты графика функции. 
45. Вектор-функция скалярного аргумента. Касательная и нормальная 












Задания контрольной работы 
 
Задание 1. В задачах 1.1.-1.30. проверьте совместность системы ли-
нейных уравнений и в случае совместности решите ее тремя способами: 
1. по формулам Крамера; 
2. матричным методом (с помощью обратной матрицы); 
3. методом Гаусса. 
1.1. 





   





2x 3y z 2,




   
  
 1.3. 
5x 2y z 1,
2x y 2z 6,
x 3y z 5.
   

  
    
 
1.4. 
2x y 3z 1,
x 2y z 8,




    
 1.5. 
2x y 3z 3,
x 2y z 2,




    
 1.6. 
x 3y z 1,
2x y z 7,
2x y 3z 5.
  

   
   
 
1.7. 
x 3y z 2,
2x y 3z 3,




   
 1.8. 
4x 3y 2z 1,
3x y z 3,
x 2y 3z 8.
   

  
   
 1.9. 
3x 3y 2z 1,
2x y z 3,
x 2y 3z 4.
   

  
   
 
1.10. 
x 2y z 4,
2x y 3z 5,




    
 1.11. 
3x y 2z 1,
x 2y 3z 5,




    
 1.12. 
3x y 2z 4,
x 2y z 1,
2x 3y 2z 0.
   

   
   
 
1.13. 
2x 3y z 2,
x 2y 3z 0,




   
 1.14. 
x 5y z 1,
2x y 2z 7,
x 4y z 0.
   

  
   
 1.15. 
3x 2y z 3,
x y 2z 4,
2x 2y z 4.
  

   
   
 
1.16. 
2x 3y z 3,
x y 2z 4,




   
 1.17. 
3x 2y 2z 3,
2x y z 5,
5x y 3z 4.
  

   
   
 1.18. 
2x 3y 3z 0,
x y 2z 7,
x 2y 3z 3.
  

   
   
 
1.19. 
x y 2z 1,
2x 3y z 0,




   
 1.20. 
x 2y 4z 0,
3x y 3z 1,
2x y 5z 3.
  

   
   
 1.21. 
x 2y z 2,
2x y 3z 1,
3x 3y z 3.
  

   
   
 
1.22. 
x y 2z 1,
2x y 2z 4,
4x y 4z 2.
   

   
    
 1.23. 
3x 4y 2z 1,
2x y 3z 5,
x 5y z 0.
   

   
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 1.24. 
x 4y 2z 5,
3x y z 5,
3x 5y 6z 8.
   

  
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1.25. 
x y z 1,
8x 3y 6z 2,




   
 1.26. 
2x y 5z 1,
x 3y z 2,
2x y z 3.
  

   
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 1.27. 
x y 2z 0,
3x y z 1,
















3x y 2z 1,
2x y 3z 4,




   
 1.29. 
4x 3y 2z 2,
3x y z 2,




   
 1.30. 
3x y z 4,
2x 3y 2z 5,




    
 
 
Задание 2. В задачах 2.1.-2.30. найдите собственные значения и соб-
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Задание 3. В задачах 3.1.-3.30. даны вершины треугольника АВС: 
A(x1,y1), B(x2,y2), C(x3,y3). Найти: 
1) длину стороны АС; 
2) длину высоты ВН, проведенной из вершины В; 
3) уравнение высоты ВН; 
4) уравнение медианы, проведенной из вершины С; 
5) сделать чертеж. 
 A B C   А В С 
3.1. (-8;2) (3;6) (-3;2)  3.2. (-8;-2) (4;5) (-3;-2) 
3.3. (-7;1) (-1;5) (-4;1)  3.4. (-7;-1) (3;6) (-4;-1) 
3.5. (3;1) (0;5) (9;1)  3.6. (3;-2) (9;-2) (0;5) 
3.7. (-3;-4) (3;-3) (-6;-6)  3.8. (-2;4) (3;4) (-6;-6) 
3.9. (-4;3) (2;1) (-4;8)  3.10. (-3;3) (3;1) (-3;9) 
3.11. (-6;2) (5;6) (-1;2)  3.12. (-6;-2) (4;2) (-1;-2) 
3.13. (-5;1) (1;5) (-2;1)  3.14. (-5;-1) (3;5) (-2;-1) 
3.15. (1;1) (7;1) (-2;5)  3.16. (1;-1) (7;-1) (-2;3) 
3.17. (-1;-4) (4;-3) (-5;-8)  3.18. (1;-4) (9;-3) (6;-3) 
3.19. (-6;3) (0;1) (-6;8)  3.20. (-6;2) (2;7) (0;0) 
3.21. (-8;3) (4;7) (-3;3)  3.22. (-8;-3) (0;0) (-3;-3) 
3.23. (-7;2) (-1;6) (-4;2)  3.24. (-7;-2) (0;3) (-4;-2) 
3.25. (3;-1) (9;-1) (0;-3)  3.26. (0;-1) (-3;-3) (6;-1) 
3.27. (-3;0) (3;7) (3;1)  3.28. (-3;1) (3;8) (3;2) 
3.29. (-4;4) (2;2) (-4;9)  3.30. (-4;2) (2;0) (-4;7) 
 
Задание 4. В задачах 4.1.-4.30. даны четыре точки А(x1,y1,z1), 
В(x2,y2,z2), С(x3,y3,z3), S(x4,y4,z4). Найти: 
1) угол между ребрами АB и АS; 
2) площадь грани АВС; 
3) объем пирамиды SABC; 
4) уравнение плоскости ABC; 
5) расстояние от точки S до грани АВС; 
6) уравнение высоты пирамиды, проведенной из вершины S. 
 
 А В С S 
3.1. (5;-1;-4), (9;3;-6), (7;10;-14), (5;1;-3). 
3.2. (1;-4;0), (5;0;-2), (3;7;-10), (1;-2;1) 
3.3. (-3;-6;2), (1;-2;0), (-1;5;-8), (-3;-4;3). 










 А В С S 
3.5. (-4;2;-1), (0;6;-3), (-2;13;-11), (-4;-4;0). 
3.6. (0;4;3), (4;8;1), (2;15;-7), (0;6;4). 
3.7. (-2;0;-2), (2;4;-4), (0;11;-12), (-2;2;-1). 
3.8. (3;3;-3), (7;7;-5), (5;14;-13), (3;5;-2). 
3.9. (4;-2;5), (8;2;3), (6;9;-5), (4;0;6). 
3.10. (-5;0;1), (-4;-2;3), (6;2;11), (3;4;9). 
3.11. (1;-4;0), (2;-6;2), (12;-2;10), (9;0;8). 
3.12. (-1;-2;-8), (0;-4;-6), (10;0;2), (7;2;0). 
3.13. (0;2;-10), (1;0;-8), (11;4;0), (8;6;-2). 
3.14. (3;1;-2), (4;-1;0), (14;3;8), (11;5;6). 
3.15. (-8;3;-1), (-7;1;1), (3;5;9), (0;7;7). 
3.16. (2;-1;-4), (3;-3;-2), (13;1;6), (10;3;4). 
3.17. (-4;5;-5), (-3;3;-3), (7;7;5), (4;9;3). 
3.18. (-2;-3;2), (-1;-5;4), (9;-1;12), (6;1;10). 
3.19. (-3;4;-3), (-2;2;-1), (8;6;7), (5;8;5). 
3.20. (-3;-2;4), (-4;2;-7), (5;0;3), (-1;3;0). 
3.21. (2;-2;1), (-3;0;-5), (0;-2;-1), (-3;4;2). 
3.22. (5;4;1), (-1;-2;-2), (3;-2;2), (-5;5;4). 
3.23. (3;6;-2), (0;2;-3), (1;-2;0), (-7;6;6). 
3.24. (1;-4;1), (4;4;0), (-1;2;-4), (-9;7;8). 
3.25. (4;6;-1), (7;2;4), (-2;0;-4), (3;1;-4). 
3.26. (0;6;-5), (8;2;5), (2;6;-3), (5;0;-6). 
3.27. (-2;4;-6), (0;-6;1), (4;2;1), (7;-1;-8). 
3.28. (-4;-2;-5), (1;8;-5), (0;4;-4), (9;-2;-10). 
3.29. (3;4;-1), (2;-4;2), (5;6;0), (11;-3;-12). 
3.30. (2;0;1), (3;-3;1), (4;2;5), (-3;7;4). 
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 в) cos sin , sin2 ,x t t y t    г) 2 2
y
x y arctg ;
x





4y x x x
x
    , б) 2 2sin (sin 2 1)y x x   , 
 в) 2cos , sin ,
2
t
x t y   г) 2 2 2 2y x cos(x y ) 2;     
6.24. а) 
3 2 323y x x
x
   , б) 3(sin6 3 )y x x x x    , 





















y x x x
x


















      г) 2 yx e x lny 0;     
6.26. а) 
32 3 28y x x x
x
    , б) 




















   , б) 2arcctg( 1) xy x e   , 










3y x x x
x

























y x x x
x
















x arcgt y   г) 





8y x x x x
x















   
 
Задание 7. В задачах 7.1.-7.30. найти уравнения касательной и нор-
мальной плоскости. 






7.2. 2 3r 6t i 3t j t k     
  
, 0t 1 . 






7.4. r 3cht i 3sht j 3at k     
  
, 0t 0 . 
7.5. t tr e i e j 2 t k      
  
, 0t 0 . 






7.7. 2r ln(t 3) i t j (t 16) k       
  
, 0t 4 . 
7.8. 2 2r (2 t) i 25 t j t k       
  










7.9. t 2r e i (1 t ) j arctgt k      
  
, 0t 1 . 
7.10. t t tr e cos t i e sint j e k     
  
, 0t 0 . 
7.11. 
t
r (t sint) i (1 cos t) j 4sin k
2
       
  
, 0t   . 
7.12. 3 2r (t 3) i (t 2) j lnt k       
  
, 0t 1 . 
7.13. 3 2 5r (t 8t) i t j (5t 3t) k       
  
, 0t 0 . 






7.15. 2r 4t i lnt j t k     
  
, 0t 1 . 












7.18. 2 tr (t 1) i cos t j e k      
  
, 0t 0 . 
7.19. 2 3 2r (t 1) i t j t 1 k       
  
, 0t 0 . 
7.20. 3 2 2r (3t t ) i 3t j (3t t ) k       
  
, 0t 1 . 
7.21. 
t t
r i j lnsint k
2 2






7.22. 2 2r ch t i sht cht j sh t k      
  
, 0t 0 . 
7.23. t tr e sint i j e cos t k    
  
, 0t 0 . 
7.24. 2 2 2r (1 3t 2t ) i (2 2t 5t ) j (1 t ) k          
  
, 0t 1 . 
7.25. r cos t i sint j cht k     
  
, 0t 0 . 
7.26.    2 2 2r 5 t i 2t t j 5 2t k        
  
, 0t 1 . 
7.27. 2 3 6r t i (t 2) j t k      
  
, 0t 1 . 
7.28. 3 3r t 3 i ln(2t 1) j t k       
  
, 0t 1 . 






7.30. t 1 2r e i (t 3t 1) j 2t 6 k        
  
, 0t 1  . 
 
Задание 8. В задачах 8.1.-8.30. провести полное исследование ука-








































































































































































































































Рекомендации к выполнению заданий контрольной работы 
 
 
Основы линейной алгебры 
 
1. Матрицы и операции над ними. 
Прямоугольная таблица, состоящая из m n  элементов произвольной 
природы, называется матрицей. 
Матрицы обычно обозначают прописными буквами латинского алфа-










































, или сокращенно 
 , 1, , 1,ijA a i m j n   . 
ija  называют элементами матрицы. Если элементы матрицы числа, 
то матрицу называют числовой, если векторы – векторной, функции – 
функциональной и т.д. В дальнейшем будем рассматривать только чис-
ловые матрицы. 
Элементы матрицы нумеруются двумя индексами: номер строки и но-










Количество строк и столбцов матрицы определяют ее размерность, 
т.е. если у матрицы m строк и n столбцов, то говорят, что матрица раз-
мерности m на n и записывают: m nA  . 
Говорят, что две матрицы равны, если равны их размерности и соот-
ветствующие элементы этих матриц. 
Матрица, все элементы которой равны нулю, называется нулевой и 
обозначается О. 
Матрица, состоящая из одной строки, называется матрицей строкой 
или вектор-строкой, из одного столбца – матрицей столбцом или 
вектор-столбцом. 
Матрица, у которой число строк и столбцов одинаковое, называется 
квадратной матрицей. Квадратную матрицу, у которой n строк называют 
матрицей порядка n. У квадратных матриц выделяют главную и побоч-
ную диагонали. Элементы 11 22 33, , , ..., nna a a a  образуют главную диаго-
наль, элементы 1 2 1 1, , ...,n n na a a  – побочную диагональ. 
Квадратная матрица, у которой все элементы, кроме элементов глав-
ной диагонали равны нулю, называется диагональной. 
Диагональная матрица, у которой каждый элемент главной диагонали 
равен единице, называется единичной матрицей и обозначается Е. 
Квадратная матрица называется треугольной, если все элементы по 
одну сторону от главной диагонали равны нулю. Различают верхнюю и 
нижнюю треугольные матрицы. 
Действия над матрицами: 
Транспонирование. 
Замена строк матрицы соответствующими столбцами называется 



















Суммой матриц А и В называется матрица С, каждый элемент которой 
равен сумме соответствующих элементов матриц А и В, т.е. 
, 1, , 1,ij ij ijc a b i m j n    . 
Например: 
1 2 0 3 1 1
3 4 1 3 2 7
      
      
     
. 
Заметим, что сложение может быть выполнено только для матриц с 
одинаковой размерностью. 
Умножение матрицы на число. 
Произведением матрицы А и действительного числа   называется 
матрица В, каждый элемент которой равен произведению соответству-











1 2 0 1 3 6 0 3
3
1 2 6 0 3 6 18 0
   
    




Матрица А называется согласованной с матрицей В, если число 
столбцов матрицы А равно числу строк матрицы В. Например, матрица 
m nA   согласована с матрицей n kB  . 
Умножение матрицы А на матрицу В может быть выполнено только то-
гда, когда матрица А согласована с матрицей В. 
Произведением матрицы m nA   на матрицу n kB   называется матрица 
m kC  , каждый элемент которой ijc  равен сумме произведений элементов 
i-ой строки матрицы А на соответствующие элементы j-го столбца мат-
рицы В, т.е. 
1




c a b i m j k

     
























1 1 1 1 1 3 1 2 1 4 2 2
1 2
0 3 0 1 3 3 0 2 3 4 9 12
3 4
3 2 3 1 2 3 3 2 2 4 3 2
              
      
                   









   
. 
 
Из существования произведения A B  вообще говоря не следует су-
ществование произведения B A . В случае если AB BA , матрицы А и 
В называют перестановочными. 
Возведение в степень. 
Операция возведения в степень может быть выполнена только для 
квадратных матриц ...n
n раз
A A A A    . 
Например, 
2
1 2 1 2 1 2 1 1 2 3 1 2 2 4 7 10
2 4 3 4 3 4 3 1 4 3 3 2 4 4 15 22
              
            




Основной числовой характеристикой квадратной матрицы является 
определитель (детерминант). Определитель квадратной матрицы nxnA  










Для матрицы А первого порядка определитель det A , равен ее эле-
менту 11a . 







  и вычисляют по правилу: 
11 12




A a a a a
a a
   . 
Например, 
1 2
1 4 2 3 4 6 2
3 4
        . 







A a a a
a a a
  и вычисляют по правилу: 
11 12 13
21 22 23 11 22 33 12 23 31 21 32 13
31 32 33




A a a a a a a a a a a a a
a a a
a a a a a a a a a
    
  
 
Правило вычисления определителя третьего порядка называют пра-
вилом треугольника или правилом Саррюса. Это правило можно запи-
сать с помощью схемы (рис.1): со знаком «плюс» берут произведения 
элементов, стоящих на главной диагонали и в вершинах треугольников, 
основания которых параллельны главной диагонали; со знаком «ми-
нус» – произведения элементов, стоящих на побочной диагонали и в 






     рис. 1 







Решение. Воспользуемся правилом Саррюса. 
      
1 2 4
0 1 2 1 1 4 2 2 3 0 1 4 4 1 3 0 2 4 1 2 1
3 1 4
                     

 










Минором элемента ija  определителя третьего порядка называется 
определитель второго порядка, полученный из данного вычеркиванием 
i-ой строки и j-го столбца. 
Минор элемента ija  обозначают ijM . 






















M   . 
 
Алгебраическим дополнением элемента ija  называется число 
 1 i jij ijA M

   . 
Например, для определителя из примера 3: 
   1 212 121 1 3 3A M

        ; 
   2 222 221 1 9 9A M

        ; 






     

. 
Теорема Лапласа (теорема разложения). Значение определителя 
равно сумме произведений элементов некоторой строки (столбца) на их 
алгебраические дополнения. 







Решение. Воспользуемся теоремой Лапласа. Разложим определи-
тель, например, по элементам третьего столбца. 
13 23 33
1 2 3
2 0 1 3 1 0
3 1 0









   

,  2 323
1 2









2 0 1 3 1 0 3 2 1 7 13
3 1 0













3. Обратные матрицы 
Рассмотрим квадратную матрицу А порядка n. 
Матрица А называется невырожденной, если det 0A  . Если det 0A  , 
то матрицу А называют вырожденной. 
Матрицу 1A  называют обратной матрице А, если 1 1A A A A E     . 
Теорема. Матрица 1A  существует и единственна тогда и только то-
гда, когда матрица А невырожденная. 





    , (1) 
где матрица A  называется присоединенной или союзной матрицей. A  

























Решение. Обратная матрица существует тогда и только тогда, когда 
матрица А невырожденная. Найдем определитель матрицы А. 
   
2 1 1




               
   1 1 1 0 2 2 3 1 1 2 2 1 3 2 0.                   
Т.к. определитель матрицы А отличен от нуля, то матрица 1A  суще-















































   


































    
   
. 
Выполним проверку. По определению для матрицы 1A  должно вы-
полняться равенство: 1 1A A A A E     . 
Найдем 1A A   
1
1 1 1 2 1 1
1
5 3 1 3 1 2
2
1 1 1 1 0 1
2 3 1 1 1 0 1 2 1 2 0 0 1 0 0
1 1
10 9 1 5 3 0 5 6 1 0 2 0 0 1 0 .
2 2




     
   
          
       
            
     
                     
                  










    
   
. 
 
4. Системы линейных алгебраических уравнений 
Система вида:  
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ;
... ;




m m mn n m
a x a x a x b
a x a x a x b






   
 (2) 
называется системой линейных алгебраических уравнений (СЛАУ). Чис-
ла , 1, , 1,ija i m j n   называют коэффициентами системы, числа ib  – 
свободными членами. 






























































 – матрица-столбец свободных членов. 
Матрица А, дополненная столбцом свободных членов  называется 
расширенной матрицей системы и обозначается A : 
11 12 1 1








m m mn m
a a a b
a a a b
A








Решением системы (2) называется набор из n значений неизвестных, 
при подстановке которых в систему, каждое уравнение системы обра-
щается в тождество. 
Система называется совместной, если она имеет хотя бы одно реше-
ние Если система не имеет решений, то ее называют несовместной. 
Система, имеющая единственное решение называется определенной. 
Если решений больше одного, то система называется неопределенной. 
Каждое конкретное решение системы называется частным решени-
ем. Совокупность всех частных решений называют общим решением. 
Две системы называют эквивалентными, если они имеют одно и то 
же общее решение. 
Система (2) называется однородной, если все ее свободные члены 
равны нулю. Однородная система всегда совместна т.к. набор 1 0x  , 
2 0x  , …, 0nx   является решением этой системы. Это решение назы-
вается нулевым или тривиальным решением. 
 
5. Методы решения систем линейных алгебраических уравнений. 
Рассмотрим систему, состоящую из трех уравнений и содержащую три 
неизвестных: 
11 1 12 2 13 3 1
21 1 22 2 23 3 2




a x a x a x b
a x a x a x b




   
 (3) 









11 12 13 1 1
21 22 23 2 2
31 32 33 3 3
a a a x b
a a a x b
a a a x b
     
     
      
     
     
 или AX B . 
 
1. Метод Крамера. 
Теорема. Система, состоящая из n уравнений и содержащая n неиз-
вестными имеет единственное решение тогда и только тогда, когда ос-
новная матрица системы является невырожденной, т.е det 0A  . 
Если выполнены условия теоремы, то решение системы (3) можно 















где det A  ; , 1,3j j  , получены из   заменой j-го столбца столбцом 
свободных членов. 
Следствие. Если det 0A  , то система либо несовместна, либо име-
ет бесконечно много решений. 









   
  
 









   
  
 в виде матричного урав-
нения: 
2 1 1 1
3 1 2 1




     
     
        
     
     
. 
Определитель основной матрицы системы 2 0     (см. пример 5). 
Т.к. 0  , то система имеет единственное решение. Вычислим 1 ,  
2 , 3 . 
 1
1 1 1
1 1 2 1 8 0 4 1 0 2
4 0 1

             ; 
 2
2 1 1
3 1 2 2 2 12 1 3 16 4
1 4 1













3 1 1 8 1 0 1 12 0 6
1 0 4


























Ответ: 1x  , 2y  , 3z  . 
 
2. Метод обратной матрицы. 
Рассмотрим систему (3) как матричное уравнение A X B  . Если мат-
рица А невырожденная, то для нее существует обратная матрица 1A . 
Умножив обе части уравнения A X B   на матрицу 1A  слева, получим 
решение этого уравнения 1X A B . 












































Найдем определитель матрицы А. 
 
2 1 1
1 1 1 1 1 1
det 1 1 1 2 1 1 2 1 2 5 0








Т.к. det 0A  , то для матрицы А существует обратная матрица 1A . 


























































































1 1 2 0 0 3 2 5 1
1 1 1
1 1 3 3 0 3 3 0 0
5 5 5
2 3 1 1 0 9 1 10 2
X
          
         
                   
                    
. 
Ответ: 1x  , 0y  , 2z  . 
 
3. Метод Гаусса. 
Матрица называется ступенчатой, если первый слева ненулевой 
элемент каждой строки, начиная со второй находится правее такого же 
элемента предыдущей строки. 
Например, матрица 
1 3 1 0 2
0 2 0 6 7
0 0 0 3 5








 является ступенчатой. 
Элементарными преобразованиями матрицы являются: 
1. транспонирование матрицы; 
2. перестановка двух строк (столбцов) матрицы; 
3. умножение всех элементов какой-либо строки (какого-либо столб-
ца) на число, отличное от нуля; 
4. сложение элементов какой-либо строки (какого-либо столбца) с со-
ответствующими элементами другой строки (столбца) умноженными на 
некоторое число. 
Решение системы методом Гаусса (методом последовательных ис-
ключений) состоит из двух этапов: прямой и обратный ход метода Гаус-
са. 
Прямой ход метода Гаусса заключается в том, что с помощью элемен-
тарных преобразований строк или используя правило «прямоугольника» 
расширенная матрица системы приводится к ступенчатому виду. 
На втором этапе (обратный ход) из системы уравнений, соответству-
ющей ступенчатой матрице, последовательно, начиная с последнего 
уравнения, находят (если это возможно) решение системы. 









   
   
 
Решение. Составим расширенную матрицу системы и с помощью 
элементарных преобразований строк приведем ее к ступенчатому виду: 
   1 3(2)
1 2 1 3 1 2 1 3 1 2 1 3
2 0 1 1 0 4 3 5 0 4 3 5
1 4 3 15 0 6 2 12 0 3 1 6
       
     
        
     
     











1 2 1 3 1 2 1 3
0 4 3 5 0 4 3 5 .
0 0 13 39 0 0 1 3
    
   
    
   
   
   
(1): элементы первой строки матрицы (их переписываем в новую мат-
рицу без изменений) умножим на 2 и сложим с соответствующими эле-
ментами второй строки (1 2 2 0   , 2 2 0 4     , 1 2 1 3   , 3 2 1 5    – 
получаем вторую строку новой матрицы: 0; –4; 3; 5). Элементы первой 
строки умножим на (–1) и сложим с соответствующими элементами тре-
тьей строки (1 ( 1) 1 0    , 2 ( 1) 4 6     , 1 ( 1) 3 2    , 3 ( 1) 15 12     – 
получаем третью строку новой матрицы: 0; 6; 2; 12). 
(2): элементы первой и второй строки переписываем без изменений, а 
элементы третьей строки разделим на 2. 
(3): элементы первой строки переписываем без изменений, элементы 
второй строки (их переписываем в новую матрицу без изменений) умно-
жаем на 3 и складываем с соответствующими элементами третьей стро-
ки, умноженными на 4 (( 4) 3 3 4 0     , 3 3 1 4 13    , 5 3 6 4 39     – 
получаем третью строку новой матрицы: 0; 0; 13; 39). 
(4): элементы первой и второй строки переписываем без изменений, а 
элементы третьей строки разделим на 13. 












Из последнего уравнения 3z  . Подставим найденное значение z во 
второе уравнение: 4 3 3 5y    , следовательно 1y  . Полученные зна-
чения z и y подставим в первое уравнение: 2 1 1 3 3x      . Отсюда 
2x  . 
Ответ: 2x  , 1y  , 3z  . 
 
Пример 9. Решить систему методом Гаусса 
2 3 1,
2 2 6,







    
 
Решение. Составим расширенную матрицу системы 
2 3 1 1
1 2 2 6





   
. 
Приведем матрицу A  к ступенчатому виду используя правило «пря-
моугольника». Назовем первую строку матрицы A  разрешающей стро-










2 3 1 1
1 2 2 6








Разрешающую строку переписываем без изменений, под разрешаю-
щим элементом записываем нули. Остальные элементы пересчитываем 
по правилу:  
1. искомый и разрешающий элемент стоят в диагонально противопо-
ложных вершинах прямоугольника и образуют главную диагональ. 
Определяем еще два элемента, которые стоят в двух других вершинах 









2. искомый элемент равен произведению элементов по главной диа-
гонали минус произведение элементов по побочной диагонали. 
Для матрицы A  получим: 
2 3 12 3 1 1 1
0 2 2 1 3 2 2 1 ( 1) 6 2 1 1 0 1 5 11
0 4 2 3 3 3 2 3 ( 1) 2 2 3 1 0 1 3 7
  
  
             
                   
. 
На следующем шаге разрешающей строкой является вторая строка, а 
разрешающим элементом элемент 22 1a  . Элементы разрешающей 
строки и всех выше расположенных строк остаются неизменными; эле-
менты, расположенные под разрешающим элементом обращаются в 
нуль. Остальные элементы пересчитываем по правилу «прямоугольни-
ка». 
2 3 1 1 2 3 1 1
0 1 5 11 0 1 5 11
0 0 3 1 5 ( 1) 7 1 11 ( 1) 0 0 2 4
    
   
   
               
. 
Вместе с правилом «прямоугольника» можно использовать и элемен-
тарные преобразования. Так, например, в полученной матрице элемен-
ты последней строки можно разделить на 2. Получим матрицу 
2 3 1 1
0 1 5 11






































Из последнего уравнения 2z  . Подставим найденное значение z во 
второе уравнение: 5 2 11y    , следовательно 1y  . Полученные зна-
чения z и y подставим в первое уравнение: 2 3 1 1 2 1x      . Отсюда 
0x  . 
Ответ: 0x  , 1y  , 2z  . 
 
6. Однородные системы. 
Рассмотрим систему линейных однородных уравнений: 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0;
... 0;




m m mn n
a x a x a x
a x a x a x






   
 
Теорема. Однородная система, состоящая из n уравнений и содер-
жащая n неизвестных, имеет ненулевое решение тогда и только тогда, 
когда основная матрица системы вырожденная, т.е. det 0A  . 
Пример 10. Решить систему уравнений 
2 2 0,
5 4 6 0,







   
 
Решение. Найдем определитель основной матрицы системы: 
2 2 1
5 4 6 2 (4 ( 5) 2 ( 6)) 2 (5 ( 5) 3 ( 6)) 1 (5 2 3 4)
3 2 5
2 ( 8) 2 ( 7) 1 ( 2) 16 14 2 0.

                    

             
 
Т.к. определитель равен нулю, то система имеет ненулевое решение. 
Для решения системы воспользуемся методом Гаусса. Поскольку си-
стема однородная, то к ступенчатому виду будем приводить основную 
матрицу системы: 
2 2 1 2 2 1
5 4 6 0 2 7
3 2 5 0 2 7
   
   
     
      
 , 
т.к. полученная матрица имеет две одинаковые строки (а, следователь-



























Система состоит из двух уравнений и содержит три переменные. Вы-
разим переменные x и y через переменную z: 
7 1
; (7 ) 4 .
2 2
y z x z z z       
Обозначим 2z t , тогда 7 , 8 , .y t x t t     
Ответ: 8 , 7 , 2 , .x t y t z t t      
 
7. Собственные значения и собственные векторы матрицы. 











   
   
    
   
    
  
. 
Вектор X называется собственным вектором матрицы А, если суще-
ствует такое действительное число 0  , что выполняется равенство 
AX X . (4) 
Число   называется собственным значением или собственным чис-
лом матрицы А. 
Решим матричное уравнение 
;AX X  
AX X O  ; 
  .A E X O    
Чтобы полученное уравнение имело ненулевое решение необходимо, 
чтобы матрица A E  была вырожденной т.е. 
0A E  . (5) 
Уравнение (5) называется характеристическим уравнением. 
Из уравнения (5) находят собственные значения. Подставляя их в 
уравнение (4), находят собственные векторы матрицы А. 





















8 5 3 1 0 0 8 5 3 0 0
0 2 6 0 1 0 0 2 6 0 0
0 1 1 0 0 1 0 1 1 0 0
8 5 3









       
       
              
               
 
 
   
   
 
Составим характеристическое уравнение: 
8 5 3









      
       2 2
8 5 3
0 2 6 8 2 1 6
0 1 1
8 2 3 6 8 3 4 0.

   

     

         
 
           
 
Решим полученное уравнение: 
   28 3 4 0;        
1 8   или 
2
2 33 4 0; 1; 4.           
1 8  , 2 31, 4     – собственные значения матрицы А. 
Для каждого из полученных собственных значений найдем собствен-
ные векторы матрицы А. 
1) Если 8  , то 
8 8 5 3 0 5 3
0 2 8 6 0 6 6
0 1 1 8 0 1 7
A E
   
   
         
         
 




0 5 3 0
0 6 6 0




    
    
      
         
. 






























5 3 0; 2 0;
0, 0, , , 0.
7 0; 6 0;
x x x
x x x m m m
x x x
     
       
    
  






   
 
 
  – собственный вектор матрицы А. 
2) Если 1   , то 
8 1 5 3 9 5 3
0 2 1 6 0 3 6
0 1 1 1 0 1 2
A E
   
   
        
        
 




9 5 3 0
0 3 6 0




    
    
     
        
. 














   
 
Очевидно, что система содержит два одинаковых уравнения: второе и 
третье, поэтому ее можно переписать в виде: 
1 2 3
2 3









1 2 3 1 3 3 1 3




9 5 3 0; 9 10 3 0; ;
9
2 0; 2 ;
2 ;
9 , 18 , 13 , , 0.
x x x x x x x x
x x x x
x x
x k x k x k k k

         
   
      




18 , , 0
9
k




   
 
 
  – собственный вектор матрицы А. 
3) Если 4  , то 
8 4 5 3 4 5 3
0 2 4 6 0 2 6
0 1 1 4 0 1 3
A E
   
   
         
         
 




4 5 3 0
0 2 6 0




    
    
      
         
. 























   
 
Очевидно, что система содержит два одинаковых уравнения: второе и 
третье, поэтому ее можно переписать в виде: 
1 2 3
2 3









1 2 3 1 3 3 1 3
2 3 2 3 2 3
3 2 1
4 5 3 0; 4 15 3 0; 3 ;
3 0; 3 ; 3 ;
, 3 , 3 , , 0.
x x x x x x x x
x x x x x x
x t x t x t t t
        
   
        




3 , , 0
t




    
 
 
  – собственный вектор матрицы А. 
Ответ: 1 2 3
13 3
0 , 18 , 3 , , , , 0, 0, 0.
0 9
m k t
X X k X t m k t m k t
k t
     
     
            
     






8. Векторы в 2 3.u   Скалярное произведение векторов. 
Вектором называют направленный отрезок или упорядоченную пара 
(тройку) чисел. Векторы, параллельные одной прямой или лежащие на 
прямой, называются коллинеарными. Векторы, лежащие в одной плос-




 на ось Ox  называется длина отрезка CD  
этой оси, заключенного между основаниями перпендикуляров, прове-
денных из начальной и конечной точек вектора AB

, взятая со знаком 
плюс, если направление отрезка CD  совпадает с направлением оси 
проекции (рис. 2), и со знаком минус, если эти направления противопо-
ложны (рис. 3). 
 
 
 рис. 2 рис. 3 



















Проекция вектора на ось равна длине вектора, умноженной на коси-
нус угла между вектором и осью:  
| | cos .Oxпр AB AB  
 
 
Проекции вектора на координатные оси называются координатами 
вектора: ( ; ; ); ( ; ; ).B A B A B Aa x y z AB x x y y z z    

 
Линейными операциями над векторами называют сложение и вычи-





 заданы своими координатами 1 1 1( ; ; ),a x y z

 
2 2 2( ; ; ),b x y z

 то 1 2 1 2 1 2( ; ; ).a b x x y y z z    

 
При умножении вектора на число все его координаты умножаются на 
это число. 
Скалярным произведением двух векторов называется число, равное 
произведению длин этих векторов на косинус угла между ними: 
| | | | cos ; | | | | .a ba b a b a b a пр b b пр a        
 
        
 
Отметим, что 0a b 

 тогда и только тогда, когда векторы перпенди-
кулярны или хотя бы один из них нуль-вектор. 
Из формулы скалярного произведения векторов легко получить фор-
мулу для определения угла между векторами: 
cos













 заданы своими координатами 1 1 1( ; ; ),a x y z

 
2 2 2( ; ; ),b x y z

 то их скалярное произведение равно сумме произведений 
одноименных координат: 





 задан своими координатами 1 1 1( ; ; ),a x y z

 то его длину 
можно найти по формуле: 
1 1 1
2 2 2.a x y z  

 
Механический смысл скалярного произведения. Если материаль-
ная точка, на которую действует сила F

, совершает перемещение вдоль 
вектора s

 то работа А силы равна скалярному произведению вектора 




9. Векторное произведение векторов. 
Упорядоченная тройка некомпланарных векторов с общим началом 
называется правой, если при наблюдении из конца третьего вектора 
кратчайший поворот от первого вектора ко второму виден в направле-
нии, противоположном направлению движения часовой стрелки. В про-










Векторным произведением  вектора a






, длина которого численно равна площади параллелограмма 
построенного на этих векторах | | | | | | sina b a b    
  
, который перпенди-




 и направлен так, чтобы тройка векто-
ров , ,a b a b
  
 правая. 
Отметим, что 0a b 
 
 тогда и только тогда, когда векторы коллинеар-





 заданы своими координатами 1 1 1( ; ; ),a x y z

 
2 2 2( ; ; ),b x y z












Механический смысл векторного произведения. Пусть некоторое 
твердое тело неподвижно закреплено в точке А, а в точке В этого тела 
приложена сила F

. В этом случае возникает вращающий момент, чис-
ленно равный произведению | | | | sin .AB F  
 
 В механике его принято 




10. Смешанное произведение трех векторов. 
Смешанным произведением трех векторов называется число, которое 
получится, если первые два вектора перемножить векторно и результат 
скалярно умножить на третий вектор: ( )a b c a b c  
    
. 
Отметим, что смешанное произведение векторов 0a b c 
 
 тогда и 
только тогда, когда векторы компланарны или хотя бы один из них нуль-
вектор. 
Смешанное произведение некомпланарных векторов , ,a b c
 
 по моду-
лю численно равно объему параллелепипеда, построенного на векто-
рах-сомножителях. Оно положительно, если тройка векторов правая, и 







 заданы своими координатами 1 1 1( ; ; ),a x y z

 
2 2 2( ; ; ),b x y z

 3 3 3( ; ; ),c x y z






















Пример 12. Даны четыре точки: A(4;7;8), B(–1;13;0), C(2;4;9), S(1;8;9). 
Найти: 
6) угол между ребрами AB и AS; 
7) площадь грани АВС; 
8) объем пирамиды SABC. 
Решение. 










  . 





B A B A B A
S A S A S A
AB (x x ; y y ; z z ) ( 1 4; 13 7; 0 8) ( 5; 6; 8);
AS (x x ; y y ; z z ) (1 4; 8 7; 9 8) ( 3; 1; 1);
           
         

  
2 2 2 2 2 2AB x y z ( 5) 8 ( 8) 25 36 64 125 11,180;            

 




5 ( 3) 6 1 8 1 13
cos 0,351
125 11 125 11
      
   
 
. 
2) Площадь грани АВС найдем по формуле: 
1
2
ABCS AB AC 
 
. 
Найдем координаты вектора AC

: 
C A C A C AAC (x x ; y y ; z z ) (2 4; 4 7; 9 8) ( 2; 3; 1)          

. 







(6 1 ( 8) ( 3)) (( 5) 1 ( 8) ( 2)) (( 5) ( 3) 6 ( 2))





    
 
                       






Тогда площадь грани АВС равна: 
 2 2 2 21 1 1494 38,652( 18) 21 27 19,326
2 2 2 2
ABCS AB AC ед        
 
. 
3) Найдем объем пирамиды SABC: 
1 1 1




V AB AC AS , AB AC AS x y z .
6
x y z
     











1 1 1AB (x ; y ; z ) ( 5;6; 8)   

; 2 2 2AC (x ; y ; z ) ( 2; 3;1)   

; 




AB AC AS 2 3 1 20 6 88 102
3 1 1
 




 3пир 1V 102 17 ед
6
   . 
 
11. Прямая на плоскости. 
Выпишем различные виды уравнения прямой L на плоскости: 
1. : 0L Ax By C    – общее уравнение прямой, вектор ( ; )n A B

 пер-
пендикулярен прямой и называется ее нормальным вектором. 
2. 0 0: ( ) ( ) 0L A x x B y y     – уравнение прямой с нормальным векто-





   – уравнение прямой «в отрезках».  
4. :L y k x b    – уравнение прямой с угловым коэффициентом 
k tg , где   – угол между прямой L и положительным направлением 
оси Ox. 
5. 0 0: ( )L y y k x x    – уравнение прямой с угловым коэффициентом 












 – параметрические уравнения прямой L, где вектор 
( ; )s m n

 параллелен прямой L и называется направляющим вектором 
прямой, параметр t  . 
7. 0 0:




  – уравнение прямой с направляющим вектором 
( ; )s m n

, проходящей через точку 0 0 0( ; )M x y . 
8. 1 1
2 1 2 1
:
x x y y
L




 – уравнение прямой, проходящей через две за-
данные точки 1 1 1( ; )M x y  и 2 2 2( ; )M x y . 
Углом между двумя прямыми называют угол между их нормальными 
векторами. 
1) Пусть прямые 1L  и 2L  заданы общими уравнениями: 
1 1 1 1: 0L A x B y C   , 2 2 2 2: 0L A x B y C   , тогда угол между прямыми 
определяется по формуле: 
1 2 1 2 1 2
2 2 2 2
1 2 1 1 2 2
cos
| | | |
n n A A B B




   
 










Условие перпендикулярности этих прямых: 1 2 1 2 0A A B B  . 





2) Пусть прямые 1L  и 2L  заданы уравнениями: 1 1 1:L y k x b   и 











Условие перпендикулярности этих прямых: 1 2 1k k   . 
Условие параллельности: 1 2k k . 
Расстояние от точки 1 1 1( ; )M x y  до прямой 0Ax By C    определя-
ется по формуле 1 1
2 2







Пример 13. Даны вершины треугольника АВС: А(4;3), В(–3;–3), С(2;7). 
Найти: 
1) длину стороны АС; 
2) длину высоты ВН, проведенной из вершины В; 
3) уравнение высоты ВН; 
4) уравнение медианы СМ, проведенной из вершины С; 
5) сделать чертеж. 
Решение. 
1) Длину стороны АС найдем как длину вектора AC

: 
C A C A
2 2
AC (x x ; y y ) (2 4; 7 3) ( 2; 4);
AC ( 2) 4 4 16 20 4,472.
       
      

  
2) Для нахождения длины высоты ВН, составим уравнение прямой 
(АС). Воспользуемся уравнением прямой, проходящей через две задан-
ные точки 1 1( ; )A x y  и 2 2( ; )C x y : 
1 1
2 1 2 1
4 3 4 3
( ) : ( ) : ( ) : .
2 4 7 3 2 4
x x y y x y x y
AC AC AC
x x y y
     
    
    
 
Найденное уравнение прямой (АС) можно записать в виде: 
4 3 4 3
( ) : ( ) : ( ) : 2 11 0.
2 4 1 2
x y x y
AC AC AC x y
   
      
 
 
Тогда, расстояние от точки В(–3; –3) до прямой ( ) : 2 11 0AC x y   : 
2 2




      
   

 
3) Высота ВН перпендикулярна прямой (АС). Следовательно, вектор 
AC BH

 и является нормальным вектором прямой (ВН). Составим 










мальным вектором AC ( 2; 4) 

, проходящей через заданную точку 
( 3; 3)B   : 
( ): 2( ( 3)) 4( ( 3)) 0 ( 3) 2( 3) 0 2 3 0.BH x y x y x y               
 
4) Найдем координаты середины отрезка АВ по формуле: 
4 3 3 3 1
; ; ; 0 .
2 2 2 2 2
A C A C
M M
x x y y
x y M M
      
      
   
 
Для составления уравнения медиа-
ны СМ воспользуемся формулой 
уравнения прямой, проходящей че-











x 2 y 7 x 2 y 7
CM : ;
1 2 2 0 7 3 2 7
CM :14x 3y 7 0.
   
  
   
  
5) Решение задачи проиллюстри-







Общее уравнение плоскости имеет вид 0Ax By Cz D    , где 
( ; ; )n A B C

 называют нормальным вектором плоскости, причем выпол-
няется условие 2 2 2 0A B C   . 
Существуют различные способы задания плоскости, выпишем соот-
ветствующие им уравнения: 
1. 0 0 0( ) ( ) ( ) 0A x x B y y C z z       – уравнение плоскости с извест-
ными нормальным вектором ( ; ; )n A B C






    – уравнение плоскости в «отрезках», причем, 
0, 0, 0a b c   . 
3. 
1 1 1
2 1 2 1 2 1
3 1 3 1 3 1
0
x x y y z z
x x y y z z
x x y y z z
  
   
  
 – уравнение плоскости, проходящей че-
























Рассмотрим две плоскости 1 1 1 1: 0A x B y C z D      и 
2 2 2 2: 0A x B y C z D     . 
Углом между двумя плоскостями   и   называется угол между их 
нормальными векторами: 
1 2 1 2 1 2 1 2
2 2 2 2 2 2
1 2 1 1 1 2 2 2
cos
n n A A B B C C




     
 
  . 
Условие перпендикулярности плоскостей   и  : 
1 2 0n n 
 
 или 1 2 1 2 1 2 0A A B B C C   . 
Условие параллельности плоскостей   и  : 
1 1 1 1
2 2 2 2
A B C D
A B C D
   . 
Расстояние от точки 1 1 1 1( ; ; )M x y z  до плоскости 0Ax By Cz D     вы-
числяется по формуле: 
1 1 1
2 2 2








13. Прямая в пространстве. Прямая и плоскость. 
1. 1 1 1 1
2 2 2 2
0,
0;
A x B y C z D
A x B y C z D
   

   
 – общие уравнения прямой в пространстве: 
прямая в пространстве определяется как линия пересечения двух плос-
костей. 
2. 0 0 0
x x y y z z
m n p
  
   – канонические уравнения прямой в про-
странстве с направляющим вектором ( , , )s m n p

 и точкой 0 0 0( , , )x y z , 















 – параметрические уравнения прямой в пространстве, 
где ( , , )s m n p

 – направляющий вектор, t   – параметр. 
4. 1 1 1
2 1 2 1 2 1
x x y y z z




 – уравнения прямой в пространстве, прохо-
дящей через две заданные точки 1 1 1 1( , , )M x y z  и 2 2 2 2( , , )M x y z . 
 









  ; 2 2 22
2 2 2
:














Тогда величина угла между ними определяется как величина угла между 
их направляющими векторами и определяется: 
1 2 1 2 1 2 1 2
1 2
2 2 2 2 2 2
1 2 1 1 1 2 2 1
cos cos( , )
s s m m n n p p
s s




     
 
 
  . 





  . 
Условие перпендикулярности прямых 1L  и 2L : 1 2 1 2 1 2 0m m n n p p   . 
Угол между прямой 0 0 0:




   и плоскостью 
: 0Ax By Cz D      определяют по формуле: 








    
. 
Условие параллельности прямой L и плоскости  : 0Am Bn Cp   . 
Условие перпендикулярности прямой L и плоскости  : 
A B C
m n p
  . 
Пример 14. Даны четыре точки: A(2; –1; –1), B(2; 2; 0), C(–1; 2; 1), 
S(0; 1; 4). Найти: 
7) уравнение плоскости ABC; 
8) расстояние от точки S до грани АВС; 
9) уравнение высоты пирамиды, проведенной из вершины S. 
Решение. 
1) Зная координаты точек A(2; –1; –1), B(2; 2; 0), C(–1; 2; 1), составим 
уравнение плоскости ABC 
x 2 y 1 z 1
2 2 2 1 0 1 0
1 2 2 1 1 1
  
   
   
 или 
x 2 y 1 z 1






Раскрыв определитель по элементам первой строки, получим:  
3(x 2) 3(y 1) 9(z 1) 0 3x 3y 9z 0 x y 3z 0.               
Таким образом, уравнение плоскости ABC: x y 3z 0   . 
2) Зная уравнение плоскости ABC, найдем расстояние от точки 
S(0; 1; 4) до грани АВС: 
2 2 2
1 0 1 1 3 4 0 11
11 3,317
111 ( 1) 3
d
     
   
  
. 
3) Составим уравнение высоты пирамиды, проведенной из вершины 
S. Т.к. искомая высота перпендикулярна плоскости ABC, то нормальный 
вектор плоскости ( ; ; ) (1; 1; 3)n A B C  

 является направляющим векто-
ром высоты, т.е. (1; 1; 3)n s  
 
. Высота проходит через точку S(0; 1; 4). 
























Ведение в математический анализ 
 
14. Предел функции. Основные теоремы о пределах. 
Если каждому элементу х из области D по определенному правилу 
ставится в соответствие некоторое число y из множества E, то говорят, 
что на множестве D задана функция ( )y f x . Область D называется об-
ластью определения, E – областью значений, элемент x D  называет-
ся аргументом. Если каждой паре чисел ( ; )x y , где ( )y f x  поставить в 
соответствие точку на координатной плоскости, то множество всех таких 
точек называется графиком функции ( )y f x . 
Число А называется пределом функции ( )f x  при х стремящемся к а, 
если для значений аргумента близких к а, соответствующие значения 
функции ( )f x  сколь угодно мало отличаются от А. 
Дадим строгое определение предела функции в точке. 
Число А называется пределом функции ( )f x  при х стремящемся к а, 
если для сколь угодно малого положительного числа   найдется поло-
жительное число  , зависящее от  , такое, что если x a   , то 
( )f x A   . То есть: 
lim ( ) 0 ( ) 0 : ( )
x a
f x A x x a f x A    

           . 




, то он единственный. 






 называют правосторонним 













 называют левосторонним пре-







Левосторонний и правосторонний пределы называют односторонними 




 , то    
0 0
lim lim
x a x a
f x f x A
   
  . 
Справедливо и обратное: если существуют и равны односторонние 
пределы, т.е.    
0 0
lim lim
x a x a
f x f x A
   





Если, при x a , хотя бы один из односторонних пределов не суще-
ствует, равен бесконечности или они не равны между собой, то предел 
















Функция ( )f x  называется бесконечно большой при x a , если имеет 
место одно из равенств: 
     lim ; lim ; lim .
x a x a x a
f x f x f x
  
      . 
Приведем ряд утверждений, которые используются при вычислении 
пределов. Будем считать, что для функций ( )u u x  и ( )v v x  суще-








 .  
1) Если ( )f x  бесконечно малая функция при x a , то 1/ ( )f x  – беско-
нечно большая функция при x a , и наоборот. 
2) Предел алгебраической суммы функций ( )u u x  и ( )v v x  равен 
алгебраической сумме пределов этих функций: 
  1 2lim ( ) ( ) lim ( ) lim ( )
x a x a x a
u x v x u x v x b b
  
     . 
3) Предел произведения функций ( )u u x  и ( )v v x  равен произве-
дению пределов этих функций: 
  1 2lim ( ) ( ) lim ( ) lim ( )
x a x a x a
u x v x u x v x b b
  
     . 
4) Постоянный множитель можно выносить за знак предела: 
  1lim ( ) lim ( )
x a x a
c u x c u x c b
 
    , где .c const  
5) Предел частного функций ( )u u x  и ( )v v x  равен частному пре-
делов этих функций, если предел знаменателя отличен от нуля: 
lim ( )( )
lim , lim ( ) 0
( ) lim ( )
x a








  . 
6) Предел элементарной функции в точке х=а, принадлежащей ее об-
ласти определения, равен значению функции в рассматриваемой точке. 
Элементарными функциями называют такие функции, которые полу-
чены из основных элементарных функций с помощью конечного числа 
арифметических действий, а так же образованием сложной функции. 
Основными элементарными функциями называются следующие 
функции: постоянная, степенная, показательная, логарифмическая, три-
гонометрические и обратные тригонометрические. 






  . 
Решение. Воспользуемся теоремами о пределе суммы, разности, 




 , где C const . 
Тогда 
 2
2 2 2 2 2
lim 4 5 lim lim 4 lim lim 5 2 2 4 2 5 1
x x x x x
x x x x x
    
            . 
Можно рассуждать иначе. Т.к. данная функция элементарная, то ее 
















       . 
Ответ: 1. 










Решение. Теорему о пределе элементарной функции (утверждение 6) 
в данном примере применить нельзя, т.к. при х=5 знаменатель рассмат-
риваемой дроби обращается в нуль. Однако числитель в точке х=5 в 











пользуя теорему о связи бесконечно малой и бесконечно большой 











Ответ:  . 
 









,     ,  0   ,  1  и другие, для раскрытия которых требу-
ются дополнительные алгебраические преобразования. 
 
































Решение. 1) Предел частного равен частному пределов, если эти 
пределы существуют, конечны и знаменатель не равен нулю. В этом же 
примере в числителе и в знаменателе, при подстановке вместо x беско-




 (бесконечность делить на бесконечность). 
Для раскрытия этой неопределенности выделяют элементы, порожда-
ющие эти бесконечности. Для этого и в числителе, и в знаменателе вы-
носят за скобку степень x с наибольшим показателем. В результате вы-
ражения в скобках будут стремиться к конечным пределам, а степени x 
за скобками сократятся. Решим данный пример. В числителе и знамена-
теле вынесем за скобки 2x . Получим: 
2
2








6 23 6 2 3 6 2 3
4 0 0 4
.




x x xx x x x
x x x x
x x xx x x
  
 
    















2) При подстановке вместо x бесконечности, в числителе и знамена-




числителе и знаменателе вынесем за скобки 3x . Получим: 
3 2
3






4 3 4 7
4 3 4 7
lim lim










x x x xx x x








   





    
  
 
3) Имеем неопределенность вида 
 
  
. В числителе и знаменателе 
вынесем за скобки 5x . Получим: 
2
5
5 5 52 3 4 5
5 5
5
4 55 5 5
4 2 5 4 2 5
4 2 5 0
lim lim lim 0




x x xx x x x x
x x x x
x
x xx x x
  
 
    









Рассмотренный пример иллюстрирует следующее правило: 










   
, где ( )nP x  – многочлен 
степени n, ( )mQ x  – многочлен степени m: 
а) n m , то предел равен отношению коэффициентов при наиболь-
ших степенях; 









  ; 





















Решение. При подстановке x=1, в числителе и знаменателе дроби по-

















ленности целесообразно выделить элементы, порождающие нули (в 
нашем примере это будут множители вида (x–1)). Для этого числитель и 
знаменатель разложим на множители: 
2 2
1 2 1 2
2 2
6 5 0; 5 4 0;
36 4 1 5 16 0; 25 4 1 4 9 0;
6 16 5 9
; 5; 1; ; 4; 1;
2 2
6 5 ( 1)( 5). 5 4 ( 1)( 4).
x x x x
D D
x x x x x x
x x x x x x x x
     
           
 
     
         
 
Подставляя соответствующие выражения и сокращая общий множи-





lim( 5)6 5 0 ( 1)( 5) 5 1 5 4
lim lim lim




xx x x x x




      
























. Для раскрытия неопределенности разложим числитель 
на множители и избавимся от иррациональности в знаменателе (умно-





32 60 0; 32 4 1 60 784 0; ; 30; 2;
2
32 60 ( 30)( 2);
x x D x x x
x x x x

           
    
 




30 2 55 532 60 0
lim lim
055 5 55 5 55 5x x
x x xx x
x x x 
      
   
       
 




30 2 55 5 30 2 55 5
lim lim
55 25 30
lim 2 55 5 28 10 280.
x x
x





       
  
  
















 – первый замечательный предел. 










sin ( ) 0
lim 1, lim ( ) 0





   
 
. 








    
 
 – второй замечательный предел. 













     
 
. 






























. Для того, чтобы применить первый замечательный предел в 
знаменателе и под знаком синуса должно стоять одно и то же выраже-
ние (в нашем примере это 5х). Умножим числитель и знаменатель дроби 
на 5:  
0 0 0
sin5 0 5sin5 sin5
lim lim 5 lim 5 1 5
0 5 5x x x
x x x
x x x  
 
      
 
. 






















0 0 0 0
0
3 0 sin3 3sin3 sin3
lim lim lim lim 1




x x x x
x
tg x x x x
x x x x x x
x
   

   
        
   
    







Введем замену: arcsin sinx t x t   , если 0x   то и 0t  . Тогда: 
0 0 0
2 0 2sin sin
lim lim lim 1 2
arcsin 0x t t
x t t
x t t  
   
          
. 
Ответ: 1) 5; 2) 3; 3) 2. 
 































Решение. 1) Дробь в скобках стремится к единице при x  . Таким 
образом, имеем неопределенность вида  1 . Неопределенности подоб-
ного вида раскрывают с помощью второго замечательного предела. Для 
того, чтобы применить второй замечательный предел, показатель дол-






















                        
  
 
2) Дробь в скобках стремится к единице при x   (см. пример 17). 
Таким образом, имеем неопределенность вида  1 . Выражение под 
знаком предела необходимо преобразовать так, чтобы оно походило на 
выражение во втором замечательном пределе (то есть к единице при-
бавляется единица делить на бесконечность в степени такая же беско-
нечность). Сначала в скобке прибавим и отнимем единицу и преобразу-
ем выражение так, чтобы единица осталась: 
 
1 2 1 2
3 1 3 1
lim 1 lim 1 1








    
           
1 2
1 2 1 2
3 1 3 3 4 1
lim 1 lim 1 lim 1











       
                
  
. 









. Умножим и 
разделим показатель степени на знаменатель. Преобразуя выражение 
под знаком предела далее, получим: 
3 3 4
1 2 (1 2 )
4 3 3
4(1 2 )






lim 1 lim 1






























   
   
      
   




     
  
   
 
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lim
































15. Производная. Основные правила дифференцирования. Таб-
лица производных. 
Пусть функция ( )y f x  определена на промежутке Х, значения 1x  и 
2x  принадлежат этому промежутку, 1 1( )y f x  и 2 2( )y f x  – соответству-
ющие значения функции. Тогда разность 2 1x x x    называется прира-
щением аргумента, а разность 2 1( ) ( )y f x f x    – приращением функции 
на отрезке 1 2[ ; ]x x . 
Производной функции ( )y f x  по аргументу x называется предел от-
ношения приращения функции к приращению аргумента, когда послед-












( ) ( )
( ) lim .
x







Геометрически производная представляет собой угловой коэффици-
ент касательной к графику функции ( )y f x  в точке  ; ( )M x f x : 
( )y x k tg   , где   – угол между осью Ох и касательной. 
Производная есть скорость изменения функции ( )y f x  в точке х. 
Процесс отыскания производной функции называется дифференци-
рованием. 
Основные правила дифференцирования 
Пусть ( )u u x  и ( )v v x  – функции, имеющие производные, С=const, 
тогда: 
1) 0C  ; 
2)  ( ) ( )Cu x C u x   ; 
( ) 1 ( )
( )
u x u x
u x
C C C
     
     
   
; 










4) ( ( ) ( )) ( ) ( ) ( ) ( )u x v x u x v x u x v x     ; 
5) 
2
( ) ( ) ( ) ( ) ( )
( ) ( )
u x u x v x u x v x
v x v x




Правило дифференцирования сложной функции: если ( ( ))y f u x , т.е. 
( ), ( )y f u u u x  , то ( ) ( ) ( )y x f u u x    , где x – основной аргумент, u – 
промежуточный или вспомогательный аргумент. 
 
Таблица производных основных элементарных функций 

























  ; 9)  sin cosx x  ; 












































 17)  shx chx  ; 18)  chx shx  ; 








     
 






3 2 4 6y x x x x x
x x












5 1 23 2
2 3
5 1 23 2
3 2
3 2 4 6
3 2 3 2 4 6
3 2 3 2 4 6.
y x x x x x
x x
x x x x x x






        
            
           
 
Воспользуемся основными правилами дифференцирования и табли-
цей производных: 
2 3

















       
2 3
5 1 23 2
2 3
1 1
5 1 1 1 2 13 2
1 5
4 2 3 43 2
2 33 5
3 2 3 2 4 6
2 3
5 3 2 3 ( 1) 2 ( 2) 4 1 0
3 2
2 3 3 4
5 2 3 3 4 4 5 4.
x x x x x x
x x x x x





    
 
 




                
 
           
 
2) Воспользуемся правилом нахождения производной произведения и 
таблицей производных: 
     2 2 2 2 1ln ln ln 2 ln 2 ln .y x x x x x x x x x x x x
x
                
3) Воспользуемся правилом нахождения производной частного и таб-
лицей производных: 























2 3 3 4
5 4y x
x xx x













Рассмотрим дифференцирование сложной функции. 
Запишем таблицу дифференцирования сложных элементарных 
функций. Пусть функция ( )u u x  имеет производную. 












 ; 3) 
2














  ; 
7)  
1
ln ( )u u x
u
   ; 8)  sin cos ( )u u u x   ; 9)  cos sin ( )u u u x    ; 



























































16)   ( )shu chu u x   ;  17)   ( )chu shu u x   ; 18)   2
1
( )thu u x
ch u
   ; 
19)   2
1
( )cthu u x
sh u
    .   
Если в заданной сложной функции выделить последовательность ос-
новных элементарных функций, ее составляющих, то нетрудно найти 
производную любой сложной функции, причем промежуточных аргумен-
тов может быть несколько. 
Пример 23. Найти производные следующих функций: 








Решение. 1) Представим данную функцию в виде 10uy  , 3 5.u x   
Тогда производная функции по аргументу x будет равна: 
3 5 3 5(10 ) (10 ) (3 5) 10 ln10 3 10 ln10 3 3ln10 10 .u u u x xu u xy u x
                 
2) Представим функцию в виде: 3y u , cosu v , 28 5v x  . Тогда по 
правилу дифференцирования сложной функции и таблице производных 
получим: 
       
   
3 2 3 2 2
2 2 2 2 2 2
cos (8 5 ) cos 8 5 3 ( sin ) ( 10 )
3cos (8 5 ) sin(8 5 ) 10 30 cos (8 5 ) sin(8 5 ).
vu x
y x u v x u v x
x x x x x x
              
           
 
3) Воспользуемся правилами нахождения производной произведения 
и производной сложной функции, а так же таблицей производных: 
   
   
3 2 3 2
3 2 3 2
2
3 2 3 3 2
2 2
7 3 7 3
1
3 7 3 7 3
2 7 3
1 7
3 7 3 14 3 7 3 .




y e x e x
e x x e x
x
x
e x e x e x
x x

       
        

 
            
  
 
4) Воспользуемся правилами нахождения производной частного и 
производной сложной функции, а так же таблицей производных: 
     
 




ln(3 ) 2 ln(3 ) 2
2
1 1
1 3 2 ln(3 ) 2
3 cos (2 )
2
x x tg x x x tg x
y
tg x
x tg x x x x
x x
tg x
     
  
















2 ln(3 )1 1 1
1 3 2 ln(3 ) 2 1 2




tg x x x tg x
x xx x
tg x tg x
   
            
      
Упростим полученное выражение: 
 




1 cos 2 2 2 ln(3 )cos (2 )
2 cos 2 2
x x
tg x
x x tg x x x xx x
tg x x x tg x
 
           
 
 




















       
2 2
1 cos2 sin2 2 ln(3 ) 1 sin4 4 ln(3 )
.
sin 2 2 sin 2
x x x x x x x x x x x
x x x x










x xy e x
x
 
      
 
; 4) 
   
2
1 sin4 4 ln(3 )
2 sin 2
x x x x x
y
x x





16. Производная функции, заданной параметрическими уравне-
ниями. Производная неявной функции. 







































 2 2 2
3 ( 1) 3 ( 1)3 3( 1) 3 3
( )
1 ( 1) ( 1)1
t t t tt t t
x t
t t tt
        
     
    
; 
 2( ) 2 2 2 2( 1)y t t t t t       . 
Тогда, 
2
3( ) 2( 1) ( 1) 2 ( 1)
( ) 3 3
dy y t t t
t
dx x t
   




















Пусть уравнение ( , ) 0F x y   определяет одну или несколько так назы-
ваемых неявных функций ( )y y x . Будем считать, что эти функции 
дифференцируемы. Чтобы найти производную функции, заданной неяв-
но, будем дифференцировать обе части уравнения ( , ) 0F x y   по x . По-
лучим уравнение первой степени относительно y  , из него выразим про-
изводную ( )y x . 
Пример 25. Найти xy   из уравнения 
3 2ln 0yx y x e    . 
Решение. Берем производную по переменной x  от обеих частей 
уравнения, получим: 
 2 213 2 0y yx y x e x e y
y
        . 
Слагаемые, содержащие y , оставим в левой части уравнения, 
остальные перенесем вправо. 
2 21 2 3y yy x e xe x
y
 
    
 
. 





























17. Производные высших порядков. 
Производной второго порядка (второй производной) функции ( )y f x  
называется производная от ее производной, т. е. ( ( )) ( )y f x f x     . 
Если ( )s f t  – закон прямолинейного движения материальной точки, 
то ( )s f t   есть скорость этого движения в момент времени t , а ( )s f t   
– ускорение. 
Производные высших порядков (третья, четвертая и т. д.) находятся 
при последовательном дифференцировании: 
( ( ))y f x   , (4) ( ( ))y f x  , …, ( ) ( 1)( ( ))n ny f x  . 








 то производные , , , ....x xx xxxy y y    находятся по формулам: 
( ) ( )( )
, , , .
( ) ( ) ( )




x t x t x t
   
    
  
  
Пример 26. Найти все производные высших порядков от функции 
5 3 24 7 8y x x x    . 
Решение. 










   3 220 24 14 60 24y y x x x       ; 
   (4) 260 24 120y y x x    ; 
   (5) (4) 120 120y y x    ; (6) (7) 0y y   . 
 
Пример 27. Найти первую и вторую производные функции, заданной 
параметрически 
1
ln ,x t y
t
  . 












1 1 1 1 1
( ) , ( ) , : .x
dy
y t x t y
t dx t tt t
           






































  . 
 
18. Правило Лопиталя раскрытия неопределенных выражений. 
Пусть функции ( )f x  и ( )x  дифференцируемы в окрестности точки 0x  
и ( ) 0.x   Если 
0 0
lim ( ) lim ( ) 0
x x x x
f x x
 
   
0 0
( lim ( ) lim ( ) )
x x x x
f x x
 














    
, то 
0 0
( ) ( )
lim lim
( ) ( )x x x x
f x f x




 при условии, что существует пре-


























, то справедлива формула 
0 0
( ) ( )
lim lim
( ) ( )x x x x
f x f x





В случае неопределенностей вида  0    или      выражение под 



















 и, далее воспользоваться 
правилом Лопиталя. 
В случае неопределенности вида  00 ,  0 ,  1  следует воспользо-
ваться тождеством ln ln
bb a b aa e e   и свойством 0
lim ( )
( ) x x
f x
f xe e  . 
 

































. Применим правило Лопиталя: найдем производные числителя 







7 4 27 4 2 0
lim lim
05 4 5 4
3 14 4 3 14 4 7
lim 3,5.
3 5 23 5
x x
x
x x xx x x






      
   
     
   
   

 
2) Подставив х=0 в функцию, получим неопределенность вида     . 
Приведем выражение под знаком предела к общему знаменателю. 
 
0 0






x e x e 
    
         
    
. 
Правило Лопиталя будем применять дважды:. 
0 0 0 0
1 0 1 0 1 1
lim lim lim lim .
0 0 2 2( 1) 1 2
x x x
x x x x xx x x x
e x e e
xx e e xe e xe   
     
               
 
3) При x   получим неопределенность вида  0 . Воспользуемся 
тождеством ln ln
bb a b aa e e   и свойством 0
0
lim ( )








ln(1 )1 1 ln(1 )
limln(1 )









      . 















ln(1 ) 1lim lim lim 1














x e e e


    . 
Ответ: 1) 3,5; 2) 0,5; е. 
 
19. Векторная функция скалярного аргумента и ее производная. 
Уравнения касательной и нормальной плоскости 
Если каждому значению действительной переменной t D    по-
ставлен в соответствие вектор 3( )r t 

  то говорят, что на множестве D  
задана вектор-функция действительной переменной ( )r r t
 
. 
Задание вектор-функции ( )r r t
 
 равносильно заданию трех скаляр-
ных функций ( ), ( ), ( )x t y t z t  – координат вектора ( )r r t
 
: 
( ) ( ) ( ) ( )r t x t i y t j z t k     
  
 
Годографом вектор-функции ( )r r t
 
 называется множество точек, яв-
ляющихся концами всех векторов ( )r r t
 
, которые приложены к началу 
координат. Параметрические уравнения годографа имеют вид ( )x x t , 
( )y y t , ( )z z t . 
Производная ( )r t

 есть вектор, направленный по касательной к годо-
графу вектора ( )r r t
 
 в сторону возрастания параметра t .  
Производную ( )r t

 вектор-функции скалярного аргумента находят по 
правилу: 
( ) ( ) ( ) ( )r t x t i y t j z t k        
   
; ( ) ( ) ( ) ( )r t x t i y t j z t k        
   
. 
 
Уравнение касательной к пространственной линии 
( ) ( ) ( ) ( )r t x t i y t j z t k     
  
 в точке 0 0 0 0 0 0 0 0( ( ), ( ), ( )) ( , , )M x t y t z t M x y z  
определяется уравнениями: 
0 0 0
0 0 0( ) ( ) ( )
x x y y z z





уравнения нормальной плоскости (плоскость, перпендикулярная к каса-
тельной линии ( )r r t
 
 в точке 0 0 0 0( , , )M x y z ) имеет вид: 
0 0 0 0 0 0( ) ( ) ( ) ( ) ( ) ( ) 0x t x x y t y y z t z z           . 
Пример 29. Найти уравнения касательной и нормальной плоскости к 
















Решение. Канонические уравнения касательной к кривой 
r x(t) i y(t) j z(t)k  
  
 в точке 0 0 0 0M (x ,y ,z ) имеют вид 
0 0 0
0 0 0
x x y y z z





а уравнение нормальной плоскости: 
          0 0 0 0 0 0x t x x y t y y z t z z 0        . 





x x(t ) x 4sin 4 2
4 4 2
    
        




y y(t ) y 4sin cos 4 2
4 4 4 2 2
   







z z(t ) z 2cos 2 1
4 4 2
    
        
   
. 
Найдем 
 2x (t) 4sin t 8sin t cos t 4sin2t    ; 0x (t ) x 4sin 4 1 4
4 2
  
      
 
; 
   y (t) 4sin t cos t 2sin2t 4cos2t     , 0y (t ) y 4cos 0
4 2
  
    
 
; 
 2z (t) 2cos t 4cos t sin t 2sin2t      ; 0z (t ) z 2sin 2
4 2
  









 – уравнения касательной, 
     4 x 2 0 y 2 2 z 1 0       или 4x 2z 6 0    – уравнение нормаль-
ной плоскости. 
Ответ: 





 – уравнения касательной, 4x 2z 6 0    – 
уравнение нормальной плоскости. 
20. Полное исследование функции. Построение графика функции. 
Функция ( )y f x  называется монотонно возрастающей (монотонно 
убывающей) на множестве D , если для любых 1 2x x , 1 2,x x D  выпол-
няется неравенство 1 2( ) ( )f x f x  ( 1 2( ( )f x f x ). Если для любых 1 2x x , 
1 2,x x D  выполняется неравенство 1 2( ) ( )f x f x  ( 1 2( ) ( )f x f x ), то функ-
ция называется неубывающей (невозрастающей) на множестве D  
Постоянная функция является одновременно и неубывающей и не-
возрастающей. 
Для того, чтобы функция ( )y f x  была возрастающей (убывающей) 
для x D , необходимо и достаточно, чтобы ( )f x  была положительной 











Точка 0x x  называется точкой локального максимума (минимума), 
если существует такая окрестность точки 0x , что для всех x  из этой 
окрестности выполняется неравенство 0( ) ( )f x f x  ( 0( ) ( )f x f x ). 
Точки максимума и минимума называются точками экстремума. 
Значение функции в точке экстремума называется экстремумом (мак-
симумом или минимумом). 
Необходимое условие экстремума. Если функция ( )y f x  в точке 0x  
имеет экстремум, то ее производная 0( )f x  или равна 0, или не суще-
ствует. Точку 0x  называют критической точкой. 
Экстремум может достигаться только в критических точках, но не вся-
кая критическая точка функции является точкой экстремума. 
Достаточные условия экстремума. 
Теорема (первый достаточный признак локального экстремума). 
Пусть функция ( )y f x  непрерывна в некотором интервале, содержа-
щем критическую точку 0x x , и дифференцируема во всех точках этого 
интервала (кроме, может быть, самой точки 0x ). Если при переходе 
(слева направо) через критическую точку 0x  производная ( )f x  меняет 
знак с плюса на минус, то в точке 0x  функция ( )y f x  имеет максимум; 
если же с минуса на плюс, – то минимум; если знака не меняет, то экс-
тремума нет. 
Теорема (второй достаточный признак локального экстремума). 
Пусть функция ( )y f x  дважды дифференцируема и 0( ) 0f x  , 
0( ) 0f x  , тогда функция в точке 0x  имеет экстремум: максимум, если 
0( ) 0f x  , и минимум, если 0( ) 0f x  . 
Пример 30. Найти интервалы возрастания и убывания, точки экстре-
мума и экстремальные значения функции 3 23y x x  . 
Решение. Найдем производную функции: 23 6 3 ( 2)y x x x x     . 
Производная положительна, если выполнено неравенство 0y  , т.е. 
( 2) 0 ( ; 0) (2; )x x x        . 
Производная отрицательна, если выполнено неравенство 0y  , т.е. 





Значит, при ( ; 0) (2; )x       функция возрастает, а при (0, 2)x   – 
убывает. Следовательно, 0x   – точка максимума, 2x   – точка мини-
мума.  
Находим максимальное и минимальное значения функции: 
0 2 












max(0) 0y  ; 
3 2
min(2) 2 3 2 8 12 4y        . 
Ответ: интервал возрастания: ( ; 0) (2; )    ; интервал убывания: 
(0; 2); max (0) 0y y  ; min (2) 4y y   . 
 
Выпуклость, вогнутость. Точки перегиба. 
График функции ( )y f x  называется выпуклым (вогнутым) на интер-
вале ( ; )a b , если он расположен ниже (выше) касательной, проведенной 
к кривой в любой точке этого интервала. 
Теорема (достаточное условие выпуклости (вогнутости) графика 
функции). Если ( ) 0, ( ; )f x x a b   , то график функции выпуклый на этом 
интервале; если же ( ) 0, ( ; )f x x a b   , то график функции вогнутый. 
Точка 0 0 0( ; ( ))M x f x  графика функции, отделяющая выпуклую часть 
графика от вогнутой, называется точкой перегиба. Если  – абсцисса 
точки перегиба графика функции ( )y f x , то вторая производная функ-
ции в этой точке или равна нулю, или не существует. 
Теорема (достаточный признак точки перегиба). Если в точке 
0x x  ( ) 0f x   или ( )f x  не существует и при переходе через эту точку 
производная ( )f x  меняет знак, то точка с абсциссой 0x x  кривой 
( )y f x  – точка перегиба. 
Пример 31. Найти интервалы выпуклости и вогнутости, точки переги-
ба кривой 4 3 22 12 6 5y x x x x     . 
Решение. Найдем первую и вторую производные данной функции: 
3 24 6 24 6y x x x     ; 
2 212 12 24 12( 2) 12( 2)( 1)y x x x x x x          . 
Кривая выпукла, если выполнено неравенство 0y   , т.е. 
( 1)( 2) 0 ( 1;2)x x x      . 
Кривая вогнута, если выполнено неравенство 0y  , т.е. 






Найдем значения функции в точках 1x    и 2x  : 
( 1) 1 2 12 6 5 2y        ; (2) 16 16 48 12 5 55y        . 
Значит, точки с координатами (–1; 2) и (2; –55) являются точками пере-
гиба графика данной функции. 
Ответ: интервал вогнутости: ( ; 1) (2; )     ; интервал выпуклости: 
( 1;2) ; точки перегиба: (–1; 2), (2; –55). 
 
-1 2 
+ – + 
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знаки второй производной 











Прямая называется асимптотой кривой ( )y f x , если расстояние от 
точки ( , )M x y  кривой до прямой стремится к нулю при неограниченном 
удалении точки ( , )M x y  по кривой, т. е. при стремлении хотя бы одной из 
координат к бесконечности. 
Прямая x a  является вертикальной асимптотой кривой ( )y f x , 




  . 
Прямая y b  является горизонтальной асимптотой кривой ( )y f x , 





Прямая y k x b    является наклонной асимптотой, если суще-
ствуют пределы:  
( )
lim , lim ( )
x x
f x
k b f x kx
x 
   . 










Решение. Если 2x   , то y  , значит, прямая 2x    – вертикаль-
ная асимптота. 
Найдем наклонную асимптоту y kx b  : 
2( ) 3 4
lim lim 3
( 2)x x
f x x x
k









lim ( ) lim 3
2






b f x kx x
x





     
 
       
         
 
3 7y x   – наклонная асимптота. 
Ответ: 2x    – вертикальная асимптота; 3 7y x   – наклонная 
асимптота. 
Примерная схема исследования: 
1) указать область определения функции; 
2) найти точки разрыва функции, точки пересечения ее графика с ося-
ми координат и вертикальные асимптоты; 
3) установить наличие или отсутствие четности, нечетности, перио-
дичности функции; 
4) исследовать функцию на монотонность и экстремум; 
5) определить интервалы выпуклости, вогнутости и точки перегиба; 
6) найти асимптоты графика функции; 
7) произвести необходимые дополнительные вычисления; 



















строить ее график. 
Решение. 
1) Область определения функции: 
     ( ) ; 3 3; 3 3;D y         . 









































Прямые 3x    – вертикальные асимптоты. 

















, то 0x  . Таким образом, гра-
фик функции пересекает оси координат в единственной точке (0; 0)O . 
Найдем промежутки знакопостоянства функции: 














0y  , если ( ; 3) (0; 3)x     ; 0y  , если ( 3; 0) ( 3; )x      . 
3) Исследуем функцию на наличие четности или нечетности. Область 
определения функции симметрична относительно начала координат. 




( ) ( )
3 ( ) 3 3
x x x
y x y x
x x x
 
      
   
. 
Таким образом, ( ) ( )y x y x   , а значит функция нечетная, и ее график 
симметричен относительно начала координат. 
4) Исследуем функцию на монотонность и экстремум. 
 
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     





3  3  0  






























Как видно, на промежутках      3; 3 3; 3 3; 3      0y  , сле-
довательно, функция возрастает. На промежутках    ; 3 3;      
0y   , следовательно, функция убывает. В точках 3x    производная 










   
 






y y   

. 
5) Исследуем график функции на выпуклость, вогнутость и определим 
точки перегиба. Для этого найдем: 
 
      
 
    




3 2 2 2 42 4
2 4
2 2
3 2 2 4 23
3 3 3
2 2 2
18 4 3 2 3 2 99
3 3
18 4 3 4 9 6 96 54
.
3 3 3
x x x x x x xx x
y
x x
x x x x x x x xx x
x x x
 
           
  
 







На интервалах    ; 3 0; 3    вторая производная ( )y x  положи-
тельна, а значит, график функции на этих интервалах вогнут. На интер-
валах    3; 0 3;     вторая производная ( )y x  отрицательна, кри-
вая на этих интервалах выпукла. В точках 3x    функция не опреде-
лена. Точка  0; 0  – точка перегиба. 
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lim ( ) lim lim lim 0
3 3 3x x x x
x x x x x
b f x kx x
x x x   
   
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   
; 
y x   – наклонная асимптота. 



















Необходимые дополнительные вычисления проведем в таблице: 
x -4 -1 1 4 
y 4,92 -0,5 0,5 -4,92 




























0  3  3  1  3  3  
4,5  
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