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ABSTRACT
The isomerization pathways of model high energy structures are of interest because of their
relation to high energy density fuels. Electron resonance has been found to greatly affect the
relative activation barriers for several isomerization pathways, and the major goal of this
research was to accurately describe its role in determining the relative barriers for strain
energy release pathways. This research was centered around the potential energy surfaces
(PESs) for σ bond breaking and pi bond rotation in these highly strained structures.
Of particular interest was how resonance and or electronegativity would affect the allowed
or disallowed nature of the activation barriers in these systems. The two model systems of
benzvalene and dihydrobenzvalene have been explored previously. These tricyclic structures
were shown to be able to undergo a pericyclic ring opening mechanism. That particular
process can either occur in either a conrotatory manner or a disrotatory manner. The
disrotatory process was found to be Woodward-Hoffman symmetry allowed in benzvalene,
but the conrotatory process was found to be Woodward-Hoffman symmetry allowed in di-
hydrobenzvalene. The only difference between these two structures was the presence or
absence of a pi bond. Much of the current work was focused on deliberately manipulating
the allowed and disallowed nature of these type of pericyclic reactions in an attempt to
see if the line that is drawn between the allowed and disallowed processes of a particular
molecular system could be “blurred”. It was also interesting to see that in certain extreme
ii
cases such as the thermal isomerization of 3,4-diaza-diium-dihydrobenzvalene to 1,2-diaza-
diium-dihydropyridazine the activation barriers (disrotatory and conrotatory) were nearly
isoenergetic with each other (70.9 kcal/mol vs. 67.2 kcal/mol). In one particular thermal
isomerization pathway of 3-aza-benzvalene to pyridine the the allowed and disallowed bar-
riers were found to have actually reversed with TSconB having an activation barrier of 38.2
kcal/mol while that of TSdisB was found to be 39.7 kcal/mol at the MRMP/cc-pVTZ level
of theory.
The PES for pi bond rotation was explored in more detail for several trans pyrans and
pyridines and also for trans cyclohexene and several of its functional isomers. The ground
state geometries for each structure were computed using the multi-configurational self con-
sistent field method (MCSCF) with a cc-pVDZ basis set, while energies were computed using
multi-reference Mo¨ller-Plesset second order perturbation theory (MRMP2) with a cc-pVTZ
basis set. A multiconfigurational wavefunction was necessary in order to properly describe
the σ bond breaking processes as well as the -bond breaking and reforming processes that
occurred during the isomerization pathways under study. For the minima on the PESs,
energies were also calculated using either the quadratic configuration interaction singles
double with iterative triples (QCISD(T) ) method or the coupled cluster singles doubles
with iterative triples (CCSD(T)) method with the cc-pVTZ basis set.
iii
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1INTRODUCTION
1.1 Bicyclobutane
Bicyclo[1.1.0]butane(bcb) has been used as a successful prototype for thermal reactions
of tricyclic- compounds containing the bicyclobutane moiety (see Figure 1.1). Several ex-
perimental studies concerning the thermal isomerization processes of bicyclo[1.1.0]butane
to 1,3-butadiene have been reported [1, 2, 3, 4]. In particular, studies have explored the
likelihood of the reaction proceeding through a pericyclic rearrangement with either a con-
rotatory or a disrotatory (see Figure 1.2) rotation of the methylene groups. For this type of
process, the conrotatory pathway is allowed according to the Woodward-Hoffmann (W-H)
rules [5, 6]. One experimental study concluded that the isomerization occurred through
a process that allowed the central C-C bond(C1-C2 bond in Figure 1.1) to remain intact,
while two opposite outer C-C bonds(C1-C4 and C3-C2) break [7]. This process was found
experimentally to require an activation barrier of 40.6 ± 2.5 kcal/mol [1].
A labeling study in which one of the H atoms on each of the methylene carbons was
deuterated was performed which suggested that the isomerization occurs through a con-
certed process with the two methylene groups moving in a conrotatory symmetry allowed
manner [2]. So, we see there plenty of experimental support for the process occurring in a
W-H symmetry allowed manner.
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Figure 1.1: Isomerization processes of bicyclobutane
Several theoretical studies have been performed that have attempted to describe the
isomerization processes of the bicyclobutane system [8, 9, 10, 11]. While some have been
more promising than others one thing was quite clear: computational methods based on sin-
gle determinant theory [12, 13, 9] did not provide a consistent picture of the isomerization
process. As quoted from Gordon et. al., “these calculations ... performed at a modest level
of theory using single determinant based methods ... are inadequate for describing species
having large biradical character” [8]. Gordon and Nguyen calculated the activation barrier
for the concerted conrotatory (W-H symmetry allowed) pathway to be 41.5 kcal/mol [8];
this value, which is in good agreement with experiment, was found with a second order
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Figure 1.2: Conrotatory vs. disrotatory bond breaking/bond formation.
perturbation theory (CASPT2)[14, 15] method that uses a complete active space self con-
sistent field (CASSCF) [16, 17, 18, 19, 20, 21, 22, 23] reference function. A multi-reference
configuration interaction (MRCI) [24, 25] method calculation gave the same value of 41.5
kcal/mol. A disrotatory W-H symmetry forbidden pathway was also found, and it required
an activation energy of 56.3 kcal/mol and 56.7 kcal/mol at the CASPT2 and MRCI levels of
theory respectively. They also found a disrotatory C2 symmetric transition structure, but it
was a second order saddle point located 85.7 kcal/mol higher in energy than bicyclobutane
on the isomerization potential energy surface.
A few relatively recent publications have presented work on the same thermolysis pro-
cess using newly developed methods [9, 10, 11, 26, 27]. Of particular interest are the studies
done using the completely renormalized coupled cluster (CR-CC) methods of Piecuch [9, 10].
Piecuch et. al. found the conrotatory barrier to to 41.1 kcal/mol and the disrotatory barrier
to be 66.1 kcal/mol at the CR-CC(2,3) level using a cc-pVTZ [28] basis set. The geometry
of the structures had been optimized at the CASSCF(10,10) level using the same active
space that was used by Gordon and co-workers [8]. The value for the conrotatory activa-
tion barrier is in good agreement with the experimental value of 40.6 ± 2.5 kcal/mol [1].
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The value of the disrotatory barrier is predicted to be 66.1 kcal/mol using the CR-CC(2,3)
method. This value is in much better agreement than the value of 21.8 kcal/mol that was
reported for the coupled-cluster method which explicitly includes all single and double ex-
citations [29, 30, 31, 32] and a noniterative, perturbative approximation of connected triple
excitations [33] (CCSD(T)). So CR-CC(2,3) was shown to correctly order the barriers but
the value of 66.1 kcal/mol for the disrotatory barrier was significantly higher than that re-
ported by Gordon at the CASPT2 and MRCI levels of theory. Piecuch argued that since the
value he calculated at the multi-configurational quasidegenerate second order perturbation
theory (MCQDPT2) [34, 35] level using a cc-pVDZ [36] basis set (53.7 kcal/mol) was closer
in energy to that predicted by UB3LYP/cc-pVDZ (49.8 kcal/mol), then the CR-CC method
must perform better for the more biradical disrotatory transition state structure than does
MCQDPT2. There are two issues with this argument: first, the MCQDPT2 calculation was
not performed using a triple-zeta (TZ) quality basis set (this would have been computation-
ally feasible since it is not as computationally demanding as CR-CC(2,3)); second, the value
of the UB3LYP method has to be taken with skepticism particularly since the disrotatory
transition state structure is highly biradical. The UB3LYP value is not reliable because it
cannot theoretical handle a true biradical, so in all likely hood getting close the right answer
was serendipitous. Both the MCQDPT2 method and the CR-CC method agree that the
disrotatory path is higher in energy than the conrotatory path, but the CR-CC data are
not always consistent with highly multiconfigruational wavefunction, as will be mentioned
in the results section of the dissertation.
Studies on this system using a diffusion quantum monte carlo based method have been
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reported [11]. The optimal multi-reference diffusion monte carlo (OMR-DMC) method found
the activation barriers for the conrotatory and disrotatory pathways to be 40.4 kcal/mol
and 58.6 kcal/mol respectively. This method is in good agreement with experiment for the
activation barrier of the conrotatory pathway, and the value calculated for the disrotatory
path is in good agreement with that calculated by the multi-reference pertubation theory
(MRPT) based methods and the MRCI method. So this OMR-DMC method may be a useful
means of doing future work that involve pericyclic isomerization reactions. One theme from
these studies is that a multiconfigurational based method is required to properly describe
the energetics of these thermolysis pathways due to the biradical nature of the transition
states.
1.2 Tricyclo[3.1.0.02,6]hexane
The process of tricyclo[3.1.0.02,6]hexane (DHB) isomerizing to (Z,Z)-1,3-cyclohexadiene
(DHB-ZZ) was explored by Davis and coworkers [37], and several transition states were
located. Because the bicyclobutane moiety is linked by a two carbon bridge (C5-C6 in Fig-
ure 1.3), the conrotatory pathway is no longer a concerted process. The conrotation leads
to a highly strained E,Z-intermediate (DHB-EZ) that possesses a trans C-C double bond
within the six membered ring (see Figure 1.3). The W-H symmetry rules were obeyed in
that the conrotatory (allowed) pathway was found to have the lowest activation barrier.
The transition state activation barriers were found to be analogous those found earlier
by Gordon for the bcb→ butadiene isomerization process. This is to be expected because
of the presence of the bicyclobutane moiety in the DHB structure. Three possible pathways
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Figure 1.3: Isomerization processes of tricyclo[3.1.0.02,6]hexane
were found: two conrotatory reaction channels (synchronous and asynchronous) and a dis-
rotatory pathway. In the asynchronous pathway, the two C-C bonds that break, (C1-C2 and
C3-C4 in Figure 1.3) cleave at different points along the potential energy surface, while the
synchronous pathway involved both bonds breaking simultaneously. The structure found by
the synchronous conrotatory pathway was a second-order saddle point and therefore has no
chemical importance. The other two pathways led to true transition states on the isomeriza-
tion potential energy surface. The barrier for asynchronous non-concerted conrotation (W-H
allowed) was found to be 42.9 kcal/mol at the quasi degenerate second order perturbation
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(MCQDPT2) level of theory and led to a (E,Z)-1,3-cyclohexadiene intermediate: DHB-EZ.
The (E,Z) intermediate was found to have a very small 2.8 kcal/mol (MCQDPT2) barrier
to trans double bond rotation to reach the final Z,Z product: DHB-ZZ. The disrotatory
pathway, which leads directly to DHB-ZZ, was found to have an activation barrier of 54.3
kcal/mol (MCQDPT2) and is W-H forbidden. Since the disrotatory pathway had a barrier
11.4 kcal/mol higher than the asynchronous conrotatory pathway, it would not be compet-
itive in the thermal isomerization process. This work shows that the W-H symmetry rules
still hold for structures of this nature and that the isomerization process involving the bi-
cyclobutane moiety is not affected energetically by the additional ring. There also did not
appear to be any significant stabilization/destabilization occurring compared to bcb.
1.3 Tricyclo[4.1.0.02,7]heptene
In a recent paper by Davis et al., isomerization pathways of tricyclo[4.1.0.02,7]heptene
(8 → 9) were investigated [38]. There were numerous pathways involved, but several cor-
related closely to those of the bicyclobutane and the DHB systems (see Figure 1.4). The
barrier for asynchronous conrotation led to an (E,Z,Z) intermediate, 10 with a barrier of
31.3 kcal/mol (MRMP2) and to the (Z,E,Z) intermediate, 11 with a barrier of 37.5 kcal/mol
(MRMP2). The 10 → 9 and 11 → 9 isomerization barriers were found to be 17.1 kcal/mol
and 17.4 kcal/mol respectively. This is in contrast to the very small 2.8 kcal/mol (E,Z)
to (Z,Z) barrier of the tricyclo[3.1.0.02,6]hexane system. There were also two disrotatory
pathways that led directly to the (Z,Z,Z) product, 9, with barriers of 42.0 kcal/mol and 55.1
kcal/mol, respectfully.
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Figure 1.4: Isomerization processes of tricyclo[4.1.0.02,7]heptene
For both of the tricyclic systems examined (DHB → DHB-ZZ and 8 → 9), there was
a conrotatory and disrotatory path that had similar activation barriers as those found in
bicyclobutane. However, for the 8 → 9 process, the barriers were lowered substantially:
the reduction of the barrier from 43 kcal/mol for 5 to 31 kcal/mol for 8 was attributed to
resonance effects made possible by the pi-electrons in 8.
1.4 Benzvalene
With resonance or delocalization in mind, a simple case would be to explore what hap-
pens if their is a double bond in between the two carbons that form the bridge of DHB.
The structure that one would have in that case is benzvalene. The thermal isomerization
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of this structure forms benzene in a concerted process that occurs through a disrotatory
reaction channel. The disrotatory channel becomes “allowed” (lower in energy) due to the
resonance afforded from the double bond as pi electrons can be delocalized throughout the
six-membered ring as the two double bonds of the bcb moiety form from the fission of two
C-C bonds. For benzvalene the disrotatory pathway is allowed.
Benzvalene has been extensively studied [39, 40, 41, 42, 43, 44], but the ground elec-
tronic state isomerization of BV to benzene has only been studied in detail using a single
configurational wavefunction [44]. Schaefer, et. al., calculated the barrier for the disrotatory
channel to be 30.3 kcal/mol at the CCSD(T) level of theory [44]. However, we computed
the wavefunction using a MCSCF(12,12) active space at the transition state geometry re-
ported by Schaefer and found natural orbital occupation numbers (NOON’s) of 1.70 and
0.30; clearly this transition state is somewhat multiconfigurational in nature, so the barri-
ers and geometry reported using a single determinant wavefucntion should be compared to
those calculated using a multiconfigurational wavefunction. Therefore, we determined the
PES for the disrotatory channel for benzvalene at the multiconfigurational self consistent
field (MCSCF) level and calculated single point energies at the multi-reference M ¨mathrmo-
Plesset second order perturbation theory (MRMP2) level to get an accurate transition state
structure and activation barrier: results will be given below.
1.4.1 Research Impetus
DHB provides the case of no resonance or delocalization, with the conrotatory pathwyay
being allowed, and BV provide the end point for resonance effects through the double bond
in benzvalene, the disrotatory pathway being allowed, and the aromaticity of the final prod-
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uct. We propose to study structures that provide varying degrees of electron delocalization
or resonance to investigate the changes in barrier heights between the allowed and disallowed
pathways to increase our understanding of the “switching” of the symmetry rules for these
closely related structures. By choosing atoms or functional groups that provide weak to
strong resonance or delocalization effects, we hope to achieve a systematic description of the
role electron delocalization or resonance plays in the W-H symmetry rules. Professor Roald
Hoffmann has argued that “partial” symmetry also behaves in a predictable manner (per-
sonal communication); since these reactions are highly asynchronous, the transition states
belong to point group C1 but should still behave in a predicable manner as related to the
symmetry rules for relative barrier heights. In order to understand the effects of resonance
and/or electron delocalization, we will include the overlap of molecular orbitals, the coeffi-
cients of configurations in the MCSCF wavefunctions, and other properties to determine the
degree of stabilization in the transition states and relate this to the relative barrier heights.
In order to systematically study the effects of resonance or electron delocalization in these
tricyclic type systems, structures substituted with atoms having lone pairs and/or groups
with electrons which can delocalize across bonds will be used (see Figure 1.5).
Isomerization Barriers and Strain Energies of Selected Dihydropyridines and Pyrans with
Trans Double Bonds
Molecular bond and ring strain have been of interest as a way to store potential energy.
The quadricyclane-norbornadiene strained ring couple has been studied extensively for the
possibility of storing solar energy[45, 46, 47, 48, 49, 50, 51, 52]. The synthesis of cubane was
first reported by Eaton and Cole[53], and this highly strained structure has been the basis
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Figure 1.5: Structures to be explored
of high energy density uses such as explosives[54] and fuels[55]. Tricyclo[3.1.0.02,6]hexane
(DHB) was first synthesized by Cristl and Bruntrup[56]; it was not immediately proposed
as a high energy density candidate, but its two fused cyclopropane rings make for a highly
strained but thermally stable structure. The thermal decomposition to cyclohexadiene was
proposed to proceed through either a biradical intermediate or through a concerted mecha-
nism in which 1,3-cyclohexadiene was the product. The concerted mechanism would produce
the highly strained (E,Z)-1,3-cyclohexadiene as an intermediate following the Woodward-
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Hoffmann rules[5, 6]. The biradical mechanism could bypass this strained intermediate di-
rectly producing cyclohexadiene. Opinions varied about the efficacy of a pyrolysis mechanism
which included the (E,Z)-1,3-cyclohexadiene intermediate, particularly whether this (and re-
lated) structure(s) could actually be a minimum on the potential energy surface[56, 57, 58].
We reported ab initio calculations[37] revealing that this structure is indeed a minimum on
the PES and an intermediate in the thermal decomposition of DHB with a barrier for double
bond rotation of only 2.8 kcal/mol.
Other small cyclic hydrocarbons with a trans double bond have been reported and are
also of interest for their strained geometries and possibilities as intermediates in isomer-
ization reactions. The trans double bond in these smaller rings injects strain since the
H-C=C-H dihedral angle is 180◦, but the C-C=C-C dihedral angle is considerably less than
180◦ to enable a cyclic geometry. (E)-cyclooctene is the smallest cyclic structure with a
trans double bond that is stable at room temperature[59]. (E)-cycloheptene is not stable at
room temperature, but several studies have been reported at low temperature using tech-
niques such as NMR, UV, and Raman spectroscopies[60, 61, 62]. The activation energy for
thermal isomerization of trans- to cis-cycloheptene was measured to be 18.7 kcal/mol[63].
Experimental isolation of the six carbon trans-cyclohexene has not been reported, but the
activation barrier for double bond rotation has been determined using ab initio methods to
be about 10 kcal/mol (MCSCF(2,2)) and 9.1 kcal/mol (DFT)[64, 65].
As the size of the ring reduces, the activation barrier for double bond rotation decreases in
harmony with the increased strain of the smaller ring. This is even more pronounced with the
1,3-cycloalkadienes: the seven-carbon (E,Z)-1,3-cycloheptadiene has a 20 kcal/mol calcu-
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(a) 1,6-dihydropyridine (b) 1,4-dihydropyridine
(c) 2,4-pyran (d) 2,5-pyran
Figure 1.6: Several dihydropyridines and pyrans
lated barrier for trans double bond rotation[66] compared to 17.4 kcal/mol for the six carbon
(E,Z)-1,4-cyclohexadiene (see below) and 2.8 kcal/mol for (E,Z)-1,3-cyclohexadiene[37].
We were interested in the possibility of using heteroatoms or adding functional groups
to the six-membered ring to raise the barrier of the double bond rotation making the trans
structure more stable. We substituted a nitrogen or oxygen atom in the ring to study its
effect on the barrier for trans double bond rotation.
The Study of Active Space Effects on the trans to cis Isomerization Process of Cyclohexene
and Several Functional Isomers
The cyclohexene structure is of interest because it is only stable under standard state
conditions in the cis form. The trans form has been calculated to be a minima on the
potential energy surface of cyclohexene by using molecular mechanics methods. The trans
isomer was calculated to be 42.4 kcal/mol higher in energy than the cis using this method.
Attempts to locate the transition state between these two structures were unsuccessful [67].
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In another previous study the trans isomer of cyclohexene was of interest in because the
authors felt that the high strain of the trans isomer may lead to enhanced chemical reactivity
[68]. That work used the general valence bond (GVB) [69] method with a minimal STO-3G
[70] basis set. They also made several assumptions and predicted that the Ea for the trans
to cis reaction was about 15 kcal/mol. The energies for this work were not zero point energy
(zpe) corrected. In a later study by Johnson et.al., the two configuration self consistent
field (TCSCF) method was implemented to try and get better energetics of this pathway. A
6-31G* split valence basis set was used for these calculations. In this study they were also
able to distinguish between a chair conformer and a twist boat conformer[64]. The chair
conformer was found to be the most stable. They found the activation barrier for trans to
cis isomerization to be around 10.6 kcal/mol.
There has also been some experimental work done(Photoacoustic Calorimetry) on trans
to cis isomerization in isomers of 1-phenyl-cyclohexene [71]. In this work they found that
the trans isomer had a lifetime of 9.7 µs, and that it was 44.7 kcal/mol higher in energy
than the cis isomer of 1-phenyl-cyclohexene. In a later experimental study the concept
of using a phenyl group was expanded to using phenyl as a substituent on cycloheptene
and cyclooctene([72]). They found the barrier for cis to trans isomerization in 1-phenyl-
cyclooctene to be 13.3 ± 2.9 kcal/mol. They found the same energy to be 29 ± 3 kcal/mol
in 1-phenyl-cycloheptene. In another study trans-cycloheptene and trans-cyclooctene were
probably liberated at −80 ◦C from copper(I) triflate complexes that were reacted with
trimethyl phosphite. It was suggested that they could not be isolated because coordinated
trans olefins were susceptible to nucleophilic attack under the reaction conditions [61]. It
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was noted in a recent article that the bond lengths of the C-C single bond in these small
cyclic rings become more varied as the ring size decreases from 11 carbons on down[73].
They also noticed that the allylic carbon bond lengths are shorter than other C-C bond
lengths in these type of cyclic alkene structures. They attributed this to be due in part to
a pyrimidalization of the sp2 carbons of the double bond. This effect could also be seen by
comparing the angle of the H-C=C-H dihedral(about180◦) to the angle of the Cn-C1=C2-C3
dihedrals (varies with structure).
Many studies have been concerned purely with strain energy is small cyclic systems.
Strain energy has been explored in cyclic trienes [74]. This study was interesting because
the structures have two or three adjacent double bonds. They predicted the strain in these
molecules using isodesemic relationships. Some recent work has been done on ring strain
in biphenylene derivatives[75] and [n]ladderanes[76]. Conrotatory bond breaking pathways
of the tricyclic structures in the previously mentioned projects proceeds through a path
that involves an E,Z- intermediate because of the two carbon bridge that links each end
of the bicyclobutane moiety. The intermediate is of interest because it has a very small
barrier to rotation toward the all Z,Z- product. This section will involve looking at the
energetics surrounding the E to Z isomerization process in a little more detail. In particular,
the cyclohexene system will be the model system since it has only one double bond,it has
no heteroatoms, and the energetics should be strictly dominated by strain energy, i.e. no
conjugation. We will revisit this system by adding substituents to the C-C pi bond to
investigate substituent effects on the double bond rotation barrier (see Figure 1.7). The
purpose behind adding substituents is to investigate whether or not the double bond can
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Figure 1.7: Cyclohexene and several structures of interest
be stabilized or destabilized to any degree by electron donation, withdrawal, or some type
of steric effects by substituents. Also since the concept of selecting an active space is so
important in the active space effects will be explored. The pathways will be mapped out
using several different active spaces for each respective structure.
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2THEORETICAL BACKGROUND
2.1 Theory
For this research ab initio methods based on a single determinant reference wavefunction
will be inadequate for most of the transition state structures. This means common methods
such as Hartree-Fock(HF) and second order Moller-Plesset perturbation theory(MP2) will
not work well. Even methods such as coupled cluster singles doubles with perturbative
triples (CCSD(T)) will only be useful in ideal cases where the molecular systems have only
a small degree of biradical character.
The brunt of the calculations will have to be performed using a method that employs a
multi-determinental approach. There are several such methods available; however, for this
work the multiconfigurational self consistent field (MCSCF) method will be used for all
geometry optimizations. Single point corrections to the MCSCF energies will be performed
using MRMP2 [77, 78] or MCQDPT2 [34, 35] methods. The CCSD(T) method and the
QCISD(T) [79] method will be utilized for comparison for single point energy calculations
of the minima and any transition states that only have a small degree of biradical character.
It has been shown in previous work that a double zeta quality basis set performs well at
giving accurate geometries for these type of systems[8]. So, all geometries were optimized
using a cc-pVDZ [36] basis set. Single point energies calculations using a cc-pVTZ [80] basis
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set were performed on all of the cc-pVDZ optimized geometries to give more reliable energies
for every structure. These correlation consistent basis sets were used because they have been
optimized for use with highly correlated methods such as MRMP2 and CCSD(T).
Frequency calculations using analytic Hessians were performed on all geometries to deter-
mine the nature of the stationary points. Also, zero point vibrational energies were obtained
in order to perform zero point energy corrections for all energies. Intrinsic reaction coordi-
nate (IRC) calculations were performed on all transition state structures in order to confirm
that they really connect the correct reactant and product structures.
Ab initio methods are used for this work. This means they are built upon first principles.
These methods involve solving the time-independent Schro¨dinger equation.
HˆΨ = EΨ (2.1)
2.1.1 Born-Oppenheimer Aproximation
Several important approximations have to be made in order to make calculations prac-
tical. The first of these is known as the Born–Oppenheimer approximation. In order to
understand the benefits as well as the justification of using this approximation we will look
the details. The total Hamiltonian operator for an atom or molecule can be written in terms
of the kinetic and potential energy of the nuclei and electrons.
Hˆtot = Tˆn + Tˆe + Vˆnn + Vˆne + Vˆee (2.2)
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Born–Oppenheimer approximation states that since the electrons are much lighter and move
many times faster than the nuclei, it can be considered that electrons move within a field
of fixed nuclei. This allows for the kinetic energy of the nuclei (Tn) to be neglected. It also
allows for the repulsion between the nuclei (Vnn) to be considered a constant. Any constant
added to an operator only adds to the operator eigenvalues and has no effect on the operator
eigenfunctions. The remaining terms of equation 2 are called the electronic Hamiltonian.
This Hamiltonian describes the motion of electrons in the field of point charges that make
up some molecular system
Hˆelec = Te + Vne + Vee + Enuc (2.3)
where Te is the kinetic energy of an electron, Vne is the nuclear-election attraction, and Vee
is electron-electron repulsion, and Enuc is the constant for nuclear repulsion. So now, we
can write a Shro¨dinger equation in terms of the electronic Hamiltonian
HˆelecΨelec = EelecΨelec (2.4)
where
Ψelec = Ψ(R; r) (2.5)
R is the spatial position of the nuclei, and r is the spatial position of the electrons. This
means that Eelec is the effective nuclear potential and depends parametrically on the nuclear
position, and describes the potential energy surface (PES) for the quantum system.
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2.1.2 Basis Sets
The concept of the basis set is important to quantum chemistry and particularly to ab initio
methods. The molecular orbitals (MO’s) of a molecular system can be expressed as linear
combinations of a pre-defined set of one-electron functions. These basis functions typically
the hydrogen-like atomic orbitals. These basis functions are usually centered on the atomic
nuclei. The set of basis functions is called a basis set.
ψi =
K∑
µ=1
cµiχµ (2.6)
In this equation ψi is an MO that is represented by K basis functions (χµ) where each basis
function has an MO coefficient (expansion coefficient), cµi, associated with it that tells how
much the Kth basis function contributes to the ith molecular orbital. This approximation
becomes better and better as K increases. This concept is known as the linear combination
of atomic orbitals to form molecular orbitals (LCAO-MO) approximation. In theory, an
unknown MO can be considered as a function in a complete basis set. Unfortunately, it is
impossible in actual calculations to use an infinite number of basis functions (complete basis
set). In practice, a finite basis set has to be used. In general, larger basis sets provide more
reliable representations. The smallest basis set required to describe the occupied orbitals of
an atom is a minimal basis set. For example, in the water molecule the minimal basis set
would consist of a 1s function for each hydrogen atom, a 1s, 2s, 2px, 2py,and 2pz function
for the oxygen atom, giving a total of seven basis functions. This is the smallest number of
basis functions that one could use that would still make chemical sense. Unfortunately, this
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small number of basis functions may not be enough to yield chemically accurate results.
Slater Type Orbitals (STO’s) and Gaussian Type Orbitals (GTO’s) are two types of basis
functions that are commonly used in quantum chemistry calculations. STO’s have the
following functional form in spherical coordinates:
χζ,n,l,m(r, θ, ϕ) = NSTOYl,m(θ, ϕ)r
n−1e−ζr (2.7)
where NSTO is a normalization constant, ζ is the orbital exponent constant determining
the radial extent of the function, r is the distance between the nucleus and electron, n, l,
m are the principal, azimuthal and magnetic quantum numbers respectively, and Yl,m is
the spherical harmonic function. GTO’s can be written in terms of spherical or Cartesian
coordinates:
χζ,n,l,m(r, θ, ϕ) = N
sphere
GTO Yl,m(θ, ϕ)r
2n−2−le−ζr
2
(2.8)
χζ,lx,ly ,lz(x, y, z) = Nx
lxylyzlze−ζr
2
(2.9)
where N sphereGTO is a normalization constant, ζ is the orbital exponent constant determining
the radial extent of the function, r is the distance between the nucleus and electron, n, l,
m are the principal, azimuthal and magnetic quantum numbers respectively, and Yl,m is
the spherical harmonic function for the GTO in polar coordinates. In cartesian coordinates
NCartGTO a normalization constant, ζ is still the orbital exponent, but here the sum of lx, ly, lz
determine the angular momentum of an orbital. For example, if lx + ly + lz = 0, 1, or 2 then
the orbital will be an s-, p-, or d-orbital respectively. There is a subtle difference between
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GTO’s and STO’s. There are only 5 d-type STO’s and 7 f-type STO’s, but there are 6
d-type GTO’s and 10 f-type GTO’s. The 6 d-type GTO’s can be transformed into 5 d-type
STO’s and 1 s-type STO. The 10 f-type GTO’s can be transformed into 7 f-type STO’s and
a set of p-type STO’s. Compared to STOs, GTOs are inferior because of two main reasons.
First, the r2 dependence in the exponential causes the GTO to have zero slope at the nucleus
(improper “cusp”), and second GTO’s don’t have the proper “tail” (they fall off to zero too
quickly). however, GTOs have a computational advantage, and multiple GTOs can mimic
a STO pretty well, so this overcomes the disadvantage of GTOs. Linear combinations of
primitive GTOs are used to form contracted GTOs, which are actually used in many basis
sets and achieve very good approximation. The contracted GTOs have the form:
χµ =
∑
p
dµpgp (2.10)
where χµ is an arbitrary contracted GTO, dµp is a contraction coefficient constant for a given
basis set, and gp is a primitive GTO.
One important factor is the number of basis functions to be used in the basis set . As
stated earlier a minimum basis set is the smallest number of functions employed to describe
the all the electrons of the atom. For example, only a single s-function is used for hydrogen
in a minimal basis set, while two s-functions and one set of p-functions are used to describe
atoms in the first row of the periodic table. A possible improvement of the basis set is
doubling all basis functions in the minimum basis set, producing a Double Zeta (DZ) basis,
which is more flexible than the minimum basis. Even larger basis sets can be constructed by
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tripling, quadrupling, etc., the number of functions in the minimal basis set leading to triple-
zeta (TZ), quadruple-zeta (QZ), etc., quality basis sets. Most DZ, TZ, QZ, etc., basis sets
only increase the number of valence functions because the core orbitals are less important
in chemical reactions. These are referred to as split valence basis sets.
There are two common additions, the addition of polarization functions and diffuse
functions. The symmetry of an AO might be changed as another atoms approach, the AO
becomes polarized. For example, s orbitals can be polarized if mixed with p orbitals, and
p orbitals can be polarized if mixed with d orbitals. Generally the first set of polarization
functions is the most important, and describes most of important polarization effects. For
example, adding a single set of polarization functions to a DZ basis forms a Double Zeta plus
Polarization (DZP) basis. Adding multiple sets of polarization functions are also possible, a
Triple Zeta plus Double Polarization (TZ2P) is obtained by adding two sets of polarization
functions with different exponents. Diffuse functions have small χ exponents , which is
valuable for properly describing regions of low electron density far away from the nucleus.
They are necessary for anions, highly electronegative atoms, and certain excited electronic
states.
A popular family of basis sets are the Pople style basis sets, which were developed by
Pople and coworkers. k-nlmG basis sets are of the split valence type. For example, 3-21G [81]
is a split valence basis, where the core orbitals are described by three primitive GTOs, the
inner part of the valence orbitals is described by two primitive GTOs and the outer part
is described by 1 primitive GTO. 6-311G [82] is an example of a triple split valence basis.
Polarization functions [83] (indicated after the G by a d, p, etc) and diffusion functions [84]
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(denoted by + or ++) can also be added to basis sets. For example, the 6-31+G(d,p) basis
set is a split valence basis set with one set of diffuse functions on heavy atoms only, a single
d-type polarization function on heavy atoms and a single p-type polarization function on
hydrogen atom. The correlation consistent (denoted by cc) basis sets is another popular
family of basis sets, developed by Dunning and coworkers [85, 36, 86, 87, 88, 89, 90, 91].
The cc-type basis sets are optimized for recovering the correlation energy of the valence elec-
trons. There are several different sizes of cc-type basis sets, cc-pVDZ (correlation consistent
polarized Valence Double Zeta), cc-pVTZ, cc-pVQZ and so on. The cc-type basis sets can
also be augmented with diffuse functions, indicated by adding the prefix aug- before the cc-,
for example, aug-cc-pVDZ.
2.1.3 The Hartree-Fock Approximation
The Hartree–Fock approximation is equivalent to the molecular orbital approximation. The
simple model of electrons occupying orbitals is based on the Hartree–Fock approximation.
The Hartree–Fock approximation is important because it is a starting point for more accurate
treatments of electronic structure. We can equate Hartree-Fock theory to single determinant
theory, and we are interested in finding a set of spin orbitals {χa} such that the single
determinant formed from these spin orbitals is the best possible approximation to the ground
state of the N-electron system described by an electronic Hamiltonian H. According to the
variational principle, the best spin orbitals are those which minimize the electronic energy.
The wavefunction can be approximately written as a simple product of n orthogonal
one-electron wavefunctions, this is known as a Hartree product, proposed by Hartree [92,
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93, 94, 95]. It has the general form:
ΨHP (~r) = φ(~r1)φ(~r2) · · ·φ(~rn) (2.11)
However, it fails to satisfy the anti-symmetry principle, since swapping the ~ri’s (interchanging
the orbitals of two electrons) does not change the sign. Fortunately, the wavefunction can be
described by a single determinant proposed by John C. Slater, the Slater determinant [96, 97].
This determinant is a matrix of one-electron spin orbitals χ, and it has the following form
for a system with n electrons and n spin orbitals:
ΨSD =
1√
n!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
χ1(1) χ2(1) · · · χn(1)
χ1(2) χ2(2) · · · χn(2)
...
...
...
...
χ1(n) χ2(n) · · · χn(n)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.12)
where χi(j) represents a spin orbital χi as a function of the coordinates of the jth elec-
tron. The Slater determinant satisfies the anti-symmetry requirement of the Pauli exclusion
principle.
The energy of a wave function Ψ can be calculated in the form:
Eelec =
〈Ψ|Hˆelec|Ψ〉
〈Ψ|Ψ〉 (2.13)
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If the wavefunction is normalized, it has the form:
Eelec = 〈Ψ|Hˆelec|Ψ〉 (2.14)
Now the problem has become how to determine the correct form of spin orbital, that is to
solve for the set of molecular orbital expansion coefficients cµi. Hartree-Fock theory takes
advantage of the variational principle, which has the form:
Eelec(Ψtrial) = 〈Ψtrial|Hˆelec|Ψtrial〉 ≥ Eelec(Ψ) (2.15)
It shows that the energy of the exact wavefunction is always a lower bound to the energies
obtained by any other trial wavefunction. Now it is clear that the task is to find a set of
coefficients which minimizes the expected energy resulting from the trial wavefunction.
The Roothaan-Hall equations which were developed independently by Clemens Roothaan
and George Hall, [98, 99] are a representation of the Hartree-Fock equation in a non-
orthonormal basis set. The equations can be written compactly in matrix form:
FC = SCε (2.16)
where F is the Fock matrix, which depends on the coefficients C, it represents the average
effects of the field of all electrons, C is a matrix of coefficients, S is the overlap matrix of
the basis functions indicating the overlap between orbitals, and ε is the diagonal matrix of
orbital energies.
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The non-linear Roothaan-Hall equations must be solved iteratively. The procedure starts
with an initial guess at the orbital coefficients for the density matrix, then constructs the
Fock matrix, diagonalizes the Fock matrix, finally updates the set of coefficients and forms a
new density matrix. The procedure continues until the set of coefficients is converged within
a certain threshold, and are said to have reached self-consistency. This procedure is called
the Self-Consistent Field (SCF) method.
Hartree-Fock theory satisfies the anti-symmetry requirement of the Pauli exclusion prin-
ciple due to the use of Slater determinants. Exchange correlation, the major correlation
arising from pairs of electrons with the same spin, is accounted for by HF theory, but it
fails to count the correlation of the electrons with the same spin, arising from the mean field
approximation, which treats the electron-electron interaction in an average manner.
2.1.4 Correlation Methods
The Hartree-Fock energy (EHF ) can be considered as an upper bound to the exact non
relativistic energy (Eexact) in the limit that the basis set approaches completeness. So, the
correlation energy is defined as the energy difference between the the Hartree-Fock energy
and the exact energy.
Ecorr = Eexact − EHF (2.17)
Since Ecorr has been defined with the Hartree-Fock energy being an upper bound (meaning
that it will always be greater than the exact energy) the correlation energy is always negative.
Ecorr < 0 (2.18)
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Hartree-Fock theory roughly counts ∼99% of the electronic energy with a very large basis
set, but the remaining 1% (called electron correlation energy) is comparable to the chemical
bond energy, and needs to be accounted for in order to describe chemical processes and
properties precisely. The HF method already determines the most energetically favorable
single determinant wavefunction, however, the electrons of opposite spin remain uncorrelated
under HF treatment. Methods designed to account for the remaining uncorrelated energies
are known as post-HF methods. Post-HF methods normally use the HF wavefunction as
a starting point for improvements, and introduce excited determinants that are formed by
exciting electrons out of the reference function (which is usually closed shell), and forming
excited wave functions of various excitation levels (singles, doubles, triples, etc).The final
form of this type wave function can be expressed as:
Ψpost−HF = a0ΨHF +
∑
i=1
aiΨi (2.19)
where a0 is usually close to one. The post-HF methods mainly differ in how they determine
the coefficients ai in front of other determinants Ψi. There are three widely used post-
HF theories accounting for electron correlation energies: Configuration Interaction (CI),
Many-Body perturbation Theory (MBPT) and Coupled Cluster (CC). These theories can
be summed up as correlation methods.
Configuration Interaction
Configuration interaction is a post Hartee-Fock method that is based on the variation prin-
ciple. It is relatively simple in concept, but quite demanding computationally. One desirable
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feature about CI methods is that because they are variational, they will never go below the
exact energy (Eexact).
|Ψ0〉 = c0|Φ0〉+
∑
ar
cra|Φra〉+
∑
a<b
r<s
crsab|Φrsab〉+
∑
a<b<c
r<s<t
crstabc|Φrstabc〉+
∑
a<b<c<d
r<s<t<u
crstuabcd|Φrstuabcd〉+ ... (2.20)
CI theory is an extension of Hartree-Fock theory in the sense that as long as the Hartree-Fock
determinant is a reasonable approximation to |Ψ0〉, then the Hartree-Fock determinant(|Φ0〉)
can be taken as a starting point and other determinants (|Φra〉, |Φrsab〉, etc) can be formed
from it by replacing successively more and more occupied orbitals (φa’s, φab’s, etc) with
virtual orbitals (φr’s, φrs’s, etc). Those particular extra determinants have a certain degree
of importance determined by the weight of their respective coefficients. In theory one would
form all possible extra determinants by doing all possible orbital exchanges (substitutions).
This would give you the exact many-electron wave function (|Ψ0〉) in the limit that the basis
approaches completeness.
Each orbital exchange or substitution can be categorized as single, double, or triple, all
the way up to n-tuple in number (where n is the total number of electrons in the system.
If one where to perform a calculation with n-tuple substitutions, it would be considered a
full configuration interaction (FCI). This would be ideal since it would give the exact energy
within the basis set limit. This is the best that one could do (exact solution to Eq. (2.4))
for a particular basis. The problem is that this would be computationally prohibitive for all
but the smallest systems. So in general truncated CI methods (CISD,CISD(T), etc) have
to be used to do any form of practical chemistry. For example, CI with singles (CIS) limits
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the substitution level to one, Doubles (CID) limits the substitution level to two. The CID
method gives an improvement over the HF result by including the doubly excited states,
but CIS does not. The reason for this is based on Brillouin’s theorem, which states that
singly excited determinants will not interact directly with the HF reference determinant.
Singly excited determinants can interact indirectly however, through interactions with dou-
bly excited determinants, and so the CISD method includes both singly and doubly excited
states.
A typical approach usually limits the included excited states to single, double, triple and
quadruple excitations. The CISDTQ model gives the result very close to the full CI limit,
but is very demanding computationally. The shortcoming of truncated CI methods is lack
of size consistency and size extensivity, whereas the full CI is size consistent and extensive.
The Quadratic CISD (QCISD) method is derived form CISD, but includes enough higher
order terms to make it size extensive. QCISD(T) has been shown to give similar result as
CCSD(T). A simple example of size consistency is the result that a CISD calculation of two
CN molecules separated by 200 A˚ will not give the same energy as two times the results
from a CISD calculation on one CN molecule. The result from doubling the energy from the
calculation on the single molecule will be lower. Size consistency is only defined if the two
fragments are non-interacting (separated by 100 A˚, etc) while size extensivity implies that
the method scales properly with the number of particles (in this case the fragments can be
interacting). The lack of size extensivity is the reason why CID, for example, recovers less
and less electron correlation as the system size increases.
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Multiconfigurational Self Consistent Field Method
The multiconfigurational self consistent field (MCSCF) method is based on configuration
interaction theory. The central idea behind MCSCF is that for some small number of
configurations you use the variation principle to simultaneously find the optimum orbitals
and CI coefficients.
ΨMCSCF =
∑
K
AkΦK (2.21)
ΦK = A
{∏
i⊂K
φi
}
(2.22)
φi =
∑
µ
Cµiχµ (2.23)
So, ΨMCSCF is a truncated CI expansion in which both the expansion coefficients (AK) in
front of the determinants and the coefficients Cµi used for building the MOs are optimized.
One of the advantages of MCSCF theory is that it allows the wavefunction to have the
flexibility to properly describe homolytic bond cleavage and orbital near-degeneracies. This
is possible because it uses several determinants to describe the system, so as the importance
of one configuration changes so does the weight of the coefficient (AK) for that respective
determinant in order to reflect its contribution to ΨMCSCF wavefunction. The primary
disadvantage is that it is limited to a small amount of configurations. The simplest MSCSF
method is the Two Configuration SCF (TCSCF), where two different configurations are
selected in the computation, each configuration accounts for one important electronic state,
the MOs and CI expansion coefficients are optimized using the variational principle.
The MCSCF method has the same problem as the CI method, factorial increments
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in the configuration state functions (CSF). One of the most popular approaches is the
Complete Active Space Self-Consistent Field (CASSCF) method [100, 101], also known as
Full Optimized Reaction Space (FORS) [102, 103, 18, 19, 20, 104]. The MOs are partitioned
into active space and inactive space. The active space is composed of the MOs which are
necessary to properly describe the property of interest. This forces the researcher to decide
which configurations will be most important. Typically, the important MO’s are some
highest occupied and some lowest virtual MOs. The inactive space is composed of the MOs
having two or zero electrons. A full CI is performed within the active space and the MOs
are also optimized through the SCF procedure.
Choosing an active space properly is crucial for a successful MCSCF calculation. The
active space must be determined by the problem at hand and the available computational
resources. Usually the starting orbitals are selected from localized RHF orbitals. They
generally have to be reordered. The active space should include all of those orbitals which
will change dramatically or are expected to change over the course of the PES. For properly
describing the PES, the active space should let the MOs change smoothly. This is simple for
the case of homolytic bond cleavage, but it could be more difficult for other situations such
as orbital near degeneracies.This is because it may not be so obvious which configurations
are most important, or if more configurations are required than computationally feasible. It
should be noted that the MCSCF method does not recover large fractions of the electron
correlation since only the electron correlation within the active space is recovered, instead
the MCSCF method gives more flexibility to MOs to properly model the large changes in
the electronic structure of species that are not well described with a single determinant. If
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the interest is to recover large fractions of the electron correlation energy, then higher level
multi-reference methods are required. Several correlation methods using the CSFs generated
from the MCSCF functions as the reference, are available. Multi-Reference Configuration
Interaction (MRCI) method, empirical corrections, MRPT and MRCC are typical methods
of electron correlation using multiple reference wavefunctions. Remarkably, the second order
multiconfigurational quasidegenerate perturbation theory (MCQDPTs) [34, 35] is a multi-
state perturbation theory. It inherits all advantages of both the MRPT and QDPT, it is
more efficient than other multireference methods, and it is applicable to degenerate states
and is stable over wide region of the PES.
Many-Body Perturbation Theory
The basic idea in perturbation theory type methods is that the problem at hand is only
slightly different than a problem that has already been solved. So the solution to the
current problem should be relatively close to that of the known system. This can be defined
by using a two part Hamiltonian operator, Hˆ.
(Hˆ0 + λHˆ
′)|Φi〉 = Ei|Φi〉 (2.24)
we get the eigenfunction and eigenvalue, Φi and Ei, respectively. We can expand the eigen-
function and eigenvalue in a Taylor series in λ.
Ei = E
(0)
i + λE
(1)
i + λ
2E
(2)
i + λ
3E
(3)
i + ... (2.25)
|Φi〉 = Ψ(0)i + λΨ(1)i + λ2Ψ(2)i + λ3Ψ(3)i + ... (2.26)
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In these equations, E
(n)
i is referred to the n-th order energy. From the series we see that if
λ = 0, then Hˆ = Hˆ0, Φ = Ψ0, and E = E0. These are just the unperturbed Hamiltonian,
wavefunction, and energy. As the perturbation is increased from zero to some finite value,
the new energy and wave function have to change continuously. If we set λ =1 , then the
n-th order energy or wave function will become a sum of all terms up to order n. The
perturbed wavefunction and energy are then substituted back into the Shro¨dinger equation:
(Hˆ0 + λHˆ
′)(Ψ(0) + λΨ1 + · · · ) = (E(0) + λE1 + · · · )(Ψ(0) + λΨ1 + · · · ) (2.27)
After expanding the products, a series of relations representing the successively high orders
of perturbation are formed if we equate the coefficients for each power of λ on each side of
the equation. The general perturbation results are obtained.
The most common form of MBPT used in calculations is Mo¨ller–Plesset (MPn) pertur-
bation theory [105]. It is a specialized form of the more general Many-body perturbation
theory. It is special in that the unperturbed Hamiltonian operator is taken to be a sum
over Fock operators. The order of perturbation can be arbitrary, the common notation for
this type of calculation is MPn, where n represents the highest order of perturbation. MP1,
the first order perturbation, is simply the HF energy. Remarkably, MP2 is inexpensive at
a cost similar to a HF calculation, and it is an economical method for including electron
correlation. MP2 typically accounts for 80-90% of the electron correlation energy. It should
be noted that the MPn series does not show a monotonic convergence towards to a limiting
value as the order of perturbation increases. [106, 107] Usually only the lower orders of MPn
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such as MP2, MP3 and MP4, are performed in practice, MP2 is a computationally cheap
way of including the majority of the electron correlation, and it is widely used. Perturbation
theory methods are not considered to be upper bounds to the Exact energy because they can
sometimes give energies more negative than the exact energy for some N-electron systems.
The MPn methods are size extensive however.
Multi-Reference Perturbation Theory
The MCSCF wavefunction is quite good at describing bond breaking, near-degeneracies and
other cases that require more than one configuration in order to describe them correctly.
Near degeneracies can occur at places along the PES that are close to conical intersections,
they can occur when exploring electronic exited states, and also in chemistry involving
unsaturated transition metal compounds. The main issue with the MCSCF method partic-
ularly of the CAS or FORS type is that the number of configurations adds up very quickly.
This disadvantage is the same as that of other CI based methods; it become prohibitively
expensive. So there is no realistic way of treating dynamic correlation in larger systems
using the MCSCF method (to do so would be the same as attempting to do a full CI type
calculation!).
Multi-reference perturbation theory methods have been developed with the recovery of
dynamic correlation in mind. They are designed to use the MCSCF wavefunction as a
starting point. These perturbation theory methods scale better with system size than does
MRCI. The conventional approach to nth order perturbation theory considers the exact non-
relativistic Hamiltonian as a perturbed independent particle Hamiltonian, and the energy
and wavefunction are expanded in n orders of perturbation. MRPT differs from single
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reference perturbation theory in this regard because it is not a uniquely defined theory, and
this is one reason why several MRPT methods have been developed.
Some popular multi-reference perturbation theory approaches are the complete active
space second-order perturbation theory (CASPT2), multi-state CASPT2 (MS-CASPT2),
multi-reference Moller-Plesset perturbation theory (MRMP), and multi-configurational quasi-
degenerate perturbation theory (MCQDPT). CASPT2, MS-CASPT2, MRMP, and MC-
QDPT all use a CAS reference wavefunction. There has been some development of approx-
imate CAS MRPT methods. The main interest in these methods has been to increase the
size of the active space. The main difference between the CAS MRPT and the approximate
CAS MRPT methods is that the approximate methods exclude some of the configurations
that are normally present in the CAS MRPT. The drawback of this is that there is no guar-
antee that the excluded configurations will not be important. So it is generally better to
account for them (i.e use the CAS type MRPT). Some examples of the approximate CAS
MRPT methods are restricted active space second-order perturbation theory (RASPT2),
general MCQDPT (GMCQDPT), and occupation restricted multiple active space perturba-
tion theory (ORMAS-PT).
Now, for the remainder of this discussion, we will briefly summarize the primary dif-
ferences between CASPT, MRMP, and MCQDPT. When discussing MRPT methods, they
generally come in one of two forms: there is the ”diagonalize-then-perturb” type meth-
ods and the ”perturb-then-diagonalize” type methods. Both CASPT2 and MRMP are of
the diagonalize-then-perturb philosophy while MCQDPT is of the perturb-then-diagonalize
philosophy.
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So in CASPT2 and MRMP, the zeroth order Hamiltonian, H0, is built from a sum of
one-electron Fock-like operators. CASPT2 uses an internally contracted scheme to generate
the first order wavefunction. This causes the interacting space of the CASPT2 method to be
smaller than that of the MRMP method. Both CASPT2 and MRMP are single state per-
turbation theories. So you can choose which state you want to explore, but you can not do
state averaging with these theories. The essential concept of the diagonalize-then-perturb
approach is to first determine the reference function by diagonalization of H within the
reference space, and then use perturbation theory to determine parameters such as cai , c
ab
ij .
They usually start with a particular state obtained from an MCSCF calculation and then
follow a procedure similar to that of Moller-Plesset perturbation theory. The diagonalize-
then-perturb based methods are state specific. The also have the disadvantage that they do
not take account of the relaxation of the reference functions due to the correlation that is
introduced by the perturbation. This relaxation can be introduced by the use of an inter-
mediate Hamiltonian in order to include a few of the reference functions in the perturbation
ansatz.
The perturb-then-diagonalize approach leads to the diagonalization of an effective Hamil-
tonian, and this in turn leads to a simultaneous description of several states. MCQDPT is
a multi-state perturbation theory, but if it is applied to only one state, it is the same as
the previously mention MRMP model. Because MCQDPT is of the perturb first, diago-
nalize second philosophy, perturbations are made to both the diagonal and the off-diagonal
elements to give an effective Hamiltonian. The dimensions of the Hamiltonian will equal
the number of states being treated. The effective Hamiltonian is diagonalized to give the
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second order state energies. By doing the diagonalization after inclusion of the off-diagonal
perturbation it helps ensure that avoided crossings of states with the same symmetry are
treated correctly. The computational advantages of these type methods is accompanied by
the disadvantage that they can result in the appearance of intruder states. Nakano’s MC-
QDPT avoids the intruder state problems by using a different partitioning scheme than that
of the original quasi-degenerate perturbation theory (QDPT) of Brandow[108]. Intruder
states are expansion terms that are outside of the reference space which have low energies.
The energies of these terms can sometimes be lower than that of the terms in the reference
space. Contributions from these so-called intruder states are generally not described well us-
ing perturbation theory expressions. For the single reference case, the most common choice
of the zeroth order Hamiltonian is the sum of the one-electron Fock operators
H0 = F =
∑
i
f(i). (2.28)
This stems from Moller-Plesset perturbation theory. As was said previously, for the multi-
reference case, the reference wavefunction is not guaranteed to be an eigenfunction of the
n-electron Fock operator F, and for this reason F is not a proper zeroth-order Hamiltonian
for the MR case. The get around this issue, and restore the eigenfunction property, H0
is defined by using the projection operator P to the reference function and its orthogonal
complement Q = 1 - P:
H0 = PFP + QFQ. (2.29)
One important difference between the SR case and the MR case is that the MR one elec-
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tron Fock operator f may have off-diagonal matrix elements that cannot be completely
eliminated by an orbital transformation that leaves the wavefunction unchanged. Unitary
transformations can be done within the inactive, active, and external subspaces to remove
the off-diagonal elements of each sub-block, but this comes with a price. If an orbital is
transferred from any one of these sub-space to the next, the energies may change in a dis-
continuous manner. It has been shown that it is better to include those extra off-diagonal
terms. The CASPT2 configuration space is produced by applying single and double sub-
stitution operators on the reference wavefunction Ψ0. Single substitutions don’t have to be
considered explicitly. They can be included with the doubles. The first order wavefunction
is listed below.
Ψ(1) =
∑
pqrs
T qsprEpqErsΨ
(0). (2.30)
Here T is the number of amplitudes. Epq and Ers are operators that remove an electron
from orbital p or orbital r and place it in orbital p or orbital s. The configuration functions
geneated from Ψ(0) span exactly the first -order interacting subspace. In other words this
is the set of configuration state functions that have a non-zero Hamiltonian matrix element
with Ψ(0). This represents the internally contracted form of the configuration expansion.
MRMP is not internally contracted. Internal contraction has the benefit of saving time
when a larger active space is used, by not having to deal with as many amplitudes. On the
other hand, by leaving out some of the expansion terms, the CSFs do not form a complete
orthogonal set. This causes some of the terms in the set to be linearly dependent. Internal
contraction can in some ways be viewed as a restriction to the flexibility of the wavefunction
and thereby raises the energy. The following equation must be solved for Ψ(1) in order to
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determine the first order wavefunction in the CSF basis.
(H(0) − E(0))Ψ(1) = (H(0) −H)Ψ(0) (2.31)
The energy is calculated by using the second-order energy formula of standard perturbation
theory.
Coupled Cluster Theory
Coupled Cluster (CC) Theory [109, 110, 30] is one of the most important electronic structure
theories in quantum mechanics. Especially the CCSD(T) [29, 30, 31, 32, 33] method, which is
often called the “gold standard” of computational chemistry because of it has a good balance
of high accuracy and relatively inexpensive computational cost compared to methods such
as CISDTQ. Using the HF wavefunction as a reference, the CC wavefunction is expressed
as:
ΨCC = e
TˆΦ0 (2.32)
eT = 1 + T +
1
2
T 2 +
1
6
T 3 + ... =
∞∑
k=0
1
k!
T k (2.33)
Where the CC wavefunction is given by the exponential cluster operator, Tˆ , operating on
the reference HF wavefunction Ψ0. For a N electron system, Tˆ can be defined as:
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + · · ·+ TˆN (2.34)
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Where the Tˆi operator acting on a HF reference wavefunction Ψ0 gives all i
th excited Slater
determinants. In the CC method the excitation classes Tˆi are represented by the terms S,
D, T, · · · , N respectively. For example,
Tˆ2Φ0 =
occ∑
i<j
vir∑
a<b
tabij Φ
ab
ij (2.35)
The operator, Tˆ2, incorporates all of double excitations from pairs of occupied orbitals, ij,
to pairs of virtual orbitals, ab, from a reference HF determinant. The expansion coefficients
can be determined by a self-consistent procedure.
Like the CI method, the full CC method recovers all of the electron correlation within a
given basis set, but the computational cost increases factorially, so in practice, truncated CC
methods such as CCSD and CCSD(T) are used. Perturbation theory can also be applied to
improve the accuracy of the truncated CC method by incorporating the estimated electron
correlation contribution from one or more missing higher order excitation classes. CCSD(T),
for example, calculates the triples contribution using the formula from MP4, but it uses the
CCSD amplitudes instead of the perturbation coefficients for the wave function corrections.
Also for the CCSD(T) method an additional term rising form fifth-order perturbation theory
that describes the coupling between singles and triples, is included. The truncated CC
methods are superior to the analogous CI method for its size consistency, fast convergence
to the limit and better accuracy. It is worth pointing out the CC method is not variational,
the converge towards to the full CC limit is unpredictable, it may approach from above or
below, even in an oscillatory way in the worst case, but the disadvantage is minor comparing
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to the advantages it has. Standard coupled cluster theory is based on a single reference wave
function. It can suffer from the same problems as MPn because of this. If the reference
wavefunction is ”good” the results will be good. If the reference wave function is poor the
results are more unpredictable. CC methods are more tolerant of the poor reference than
MPn methods. For CC methods the magnitude of the singles amplitude is an indicator of
how good the HF single determinant is as a reference.
T1 =
|t1|√
N
(2.36)
This T1-diagnostic is defined as the norm of the singles amplitude vector divided by the
square root of the number of electrons. This can be a considered as a way to check the
quality of the CCSD wave function. In general, if T1 < 0.02, the CCSD(T) method is
expected to give good results that are close to the full CI limit for a given basis. T1 > 0.02,
however is an indication that the reference function has significant multi-configurational
character, and that particular molecule should be treated with a multi-reference method.
Density Functional Theory
DFT based methods are widely accepted because of their low computational cost and good
accuracy. DFT originates from the Hohenberg-Kohn theorem [111, 112], which demonstrated
that the ground state energy can be determined completely by the electron density. So there
is a one-to-one relationship between the electron density of the system and the energy.
Current DFT methods usually approximately partition the electronic energy into several
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parts:
E[ρ] = Ts[ρ] + Vne[]ρ] + J [ρ] + Exc[ρ] (2.37)
where
ρ(r) =
∑
i
|φi(r)|2 (2.38)
is the electron density as a function of KS one electron orbitals. Vne[ρ] is another known
energy component
Vne[ρ] =
∫
ρ(r)ν(r)dr (2.39)
where
ν(r) =
∑
A
(
ZA
|r −RA|) (2.40)
is the nucleus electron potential energy. Here it has been expressed in terms of the external
potential due to the nuclei. The final known term is the classical electron–electron repulsion
energy
J [ρ] =
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′ (2.41)
The final term, the exchange correlation functional (Exc[ρ]) , is not known exactly. It
can, however, be expressed several different ways based on either the constrained search
formulation or the adiabatic connection. One common expression is
Exc[ρ] = T [[ρ]− Ts[ρ] + Vee[]ρ] + J [ρ] (2.42)
The major difference of HF and DFT methods is that DFT methods explicitly include the
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exchange correlation and the remaining correlation energy. The HF method does implicitly
include the exchange correlation energy. All terms except the nuclear-nuclear repulsion are
described by functionals of ρ. How to form the approximate density functional ρ is the key
work of developing DFT methods, different methods takes different strategies. Practically,
the SCF strategy is used in Kohn-Sham DFT methods, which deploy hybrid functionals. It
should be noted that DFT methods are similar to “semi-empirical” methods because some
parameters are adjusted for better accuracy according to experimental data. So they cannot
be considered as pure ab initio methods. It is surprising that DFT methods produce superior
results when compared to HF because of their well-tuned functionals. The beauty of DFT
methods is that they lie somewhere in between ab initio and semi-empirical methods. The
challenge now is how to create more accurate functional without losing the simplicity of DFT
based methods. Some of the first functionals were based on the local density approximation
(LDA), also called the uniform gas approximation. The LDA assumes that the density is
the same everywhere. The VWN [113] functional of Vosko, Wilk, and Nusair, for example,
was derived from numerical simulations of the uniform electron gas. These functionals
produced results that in many cases were worse than regular RHF calculations. Becke
suggested a gradient correction to the LDA- exchange functional, that was fitted to reproduce
simulations of noble gas atoms [114]. This Becke-88 correction provides a huge improvement
for molecular calculations, and it is based on the generalized gradient approximation (GGA).
Lee, Yang, and Parr suggested the use of a gradient corrected correlation functional where
the parameters are fit to an ab initio calculation on the He atom [115]. When using the
Becke-88 exchange functional with the LYP correlation functional you get the BLYP DFT
44
method. This method was one of the first DFT based method to be a significant improvement
over RHF for molecular calculations. When using the B3 exchange functional [116] with the
LYP correlation functional you get the B3LYP method which is a hybrid functional which
mixes in the HF exchange energy (exact exchange). B3LYP is one of the most widely used
DFT based methods.
2.2 Natural bond orbital analysis
NBO Anaylsis [117, 118] is a useful tool for talking about wavefunctions in the more
familiar language of Lewis like molecular bonding patterns. Natural Bond orbitals(NBOs)
are localized few center orbitals that describe the Lewis like molecular bonding pattern of
electron pairs in optimally compact form. This method is of interest because it may offer
some qualitative insight about orbital interactions that may have a stablilizing effect on the
structures along the reaction path. Ideally it would have been nice to use this method with
a CASSCF or a highly correlated wavefunction, but it will only give 2nd order stabilization
energies if there is a well defined 1-electron effective Hamiltonian(such as the Fock or Kohn-
Sham operator). An operator of this nature for correlated wavefunctions is only available for
DFT methods. These 2nd order stabilization energies offer a quantitative and qualatative
measure of how strongly two bond/anti-bonding orbital pairs may interact. Thus offering
clues about which interactions are the most stabilizing for a given structure. As stated by
Weinhold [119]:
Conceptually NBO’s are just one of a sequential set of natural localized orbital
sets intermediate between basis AOs and canonical molecular orbitals. Some
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of which include natural atomic orbitals, natural bond orbitals, and natural
localized molecualar orbitals.
AOs→ NBOs→ NAOs→ NLMOs→ MOs
The advantage of NBOs is that they are complete and orthonormal, this means
that theay are able to exacly describe any property of ψ. They are also good
because they don’t have the spurious delocalization effects that are associated
with the symmetry adaptation of the cannonical orbitals. This has a consequence
that now the delocalization tails seen in thess NBOs or NLMOs have a physical
significance. So any delocalization tails found in the NBOs help to indicate the
presence of a possible donor acceptor delocalizing interaction. The bonding and
antibonding NBOs con each be written in terms of two directed valence hybrids
(NHOs) ha,hb on atoms A and B, with complementing polarization coeffiecients
ca, cb. The coefficents change in a smooth manner in going from the cavalent
limit (ca = cb) to the ionic limit (ca  cb). Every individual valence bonding
NBO σab
σab = caha + cbhb
must be paired with a corresponding valence antibonding NBO
σab = caha − cbhb
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in order to complete the span of the valence space. The ”Lewis”-type (donor)
NBOs (4a) are thereby complemented by the ”non-Lewis”-type (acceptor) NBOs
(4b) that are empty in an idealized Lewis structure picture. Weak occupancies of
the valence antibonds signal irreducible departures from an idealized Lewis struc-
ture picture. This departure,however, represents true ”delocalization effects.”
The energetic stabilization due to such σ → σ∗ donor acceptor interactions can
be estimated by 2nd order perturbation theory, for the σi → σ∗j interactions
given by
∆E
(2)
i→j∗ = −2
〈σi|Fˆ|σj〉2
j∗ − i
where Fˆ is the effective orbital Hamiltonian (Fock or Kohn-Sham operator)
and i = 〈σi|Fˆ|σi〉, i = 〈σj|Fˆ|σj〉 are the respective orbital energies of donor and
acceptor NBOs. This consideration of valence antibonds extends elementary
Lewis structure concepts to encompass leading delocalization corrections in sim-
ple NBO perturbative estimates such as ∆E
(2)
i→j∗ . As a result of each σi → σ∗j
perturbation, the starting NBO acquires a weak antibonding ”tail” in the fi-
nal(doubly occuppied) NLMO ωi. More generally, each semi-localized NLMO ωi
can be expressed as a linear combination of the parent Lewis-type NBO σi(with
coefficient cii = 1) and residual weak contributions (cji ' 0) from non-lewis (NL)
NBOs σ∗j
Ωi = ciiσi +
NL∑
j
cjiσ
∗
j
that reflect the irreducible physical effect of σi → σ∗j delocalizations. Despite the
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compact reconginizable forms of NLMOs and their close connection to chemical
structure concepts, it is important to recongnize that a Slater determinant of
doubly occupied NLMOs is equivalent to the usual MO wavefunction. Hence,
the simplicity of NBO-based expansions such as Ωi is achieved with no loss of
accuracy in the description of ψ.
The natural bond orbital deletion analysis offers a way to examine which electronic inter-
actions or class of interactions have a greater stabilizing effect on each particular structure.
This method removes specific elements (or blocks of elements) from the NBO Fock matrix by
setting their value to zero and re-diagonalizing the new Fock matrix. The difference between
the ”deletion energy” and the SCF energy offers an measure the energetic contribution of
a given orbital interaction or class of orbital interactions. One limitation of this method is
that a Fock (or Kohn-Sham) operator is required. So it is limited to analyizing RHF, UHF,
or DFT methods. This is the case because a well defined 1-electron Hamiltonian operator
is required. DFT is the only correlated description that that can provide an operator that
meets this requirement.
2.3 Computational Details
The Multi-configurational self-consistent field calculations were preformed using the
GAMESS quantum chemistry package. For both systems studied(3-aza-tricyclo[3.1.0.0]hexane
and 3,4-diaza-tricyclo[3.1.0.0]hexane) an MCSCF(10,10) active space was used. These MSCSF
calculation were of the FORS type. The 10 active orbitals were the five occupied and five
virtual orbitals that make up the C-C bonds of the bicyclobutane moiety.
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Specifically the C1-C2, C2-C3, C3-C4, C1-C4, and C1-C3 σ and σ∗ orbitals. For the
cyclohexadienes the active space contained the two pi and pi∗ orbital that form after the
opening of the bicyclobutane moiety, and also the three σ and σ∗ orbitals that are between
the same atoms. The initial guess orbitals for the MCSCF calculation were derived from the
localized Hartree-Fock orbitals of the various respective structures. The orbitals were local-
ized using the valence virtual orbital method employing the Edminston-Ruedenberg orbital
localization scheme. Single point corrections to the MCSCF energies were obtained using
second-order multi-reference perturbation theory (MRMP2). Single reference QCISD(T)
energies were calculated using the PQS quantum chemistry package. The single point ener-
gies were calculated using a cc-pVTZ basis set. The molecular structures and orbitals were
illustrated using the MacMOlPLt program.
Geometries were optimized at the MCSCF(10,10) level using a cc-pVDZ basis set. The
optimizations employed analytic first derivatives. The harmonic frequencies were obtained
using second derivatives that were computed from finite differences of the analytic first
derivatives. Each optimized geometry was verified as being either a minima or transition
state on the PES by computing the harmonic frequencies. All transition states found have
one and only one imaginary mode.
The intrinsic reaction coordinate (IRC) was followed in both directions from each transi-
tion to verify the connection between the reactant and product. All IRC’s were computed at
the MCSCF level. The NBO deletion analysis was performed at the B3LYP level of theory.
The disrotatory transition state structures were not analyzed since a single determinant
based method would not describe this case correctly. Since the conrotatory transition state
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structures are only mildly multi-configurational and the B3LYP energetics for the activation
barriers and relative energies were in good agreement with the MRMP2, values we felt con-
fident that B3LYP would perform well. The NBO deletion analysis deletes certain elements
from the FOCK(or Kohn-Sham) matrix to calculate the energy in the absence of those el-
ements. That raises the energy of the system to a certain degree that should give a rough
estimate to how that particular donor acceptor interaction helps stabilize the structure.
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3THE STUDY OF 3-AZA-DIHYDROBENZVALENE AND
3,4-DIAZA-DIHYDROBENZVALENE
3.1 Introduction
The highly strained dihydrobenzvalene molecule has received interest for its possible applica-
tions in high energy density materials. The thermal isomerization pathways of dihydroben-
zvalene have been reported [56] and were found to follow the conrotatory and disrotatory
channels elucidated by Nguyen and Gordon [8] for the four carbon bicyclobutane structure.
The main difference was the formation of the (E,Z)-1,3-cyclohexadiene intermediate for the
conrotatory pathway of dihydrobenzvalene due to the extra, two carbon, bridge present in
the structure. This intermediate is interesting in that it contains a trans double bond in
a six-membered ring, which introduces a large amount of strain. This large strain energy
is manifest by the very small barrier, about 3 kcal ·mol−1, for rotation of the trans double
bond to the cis configuration.
The activation barriers for the conrotatory and disrotatory pathways of dihydrobenzva-
lene are very close to those of bicyclobutane, as calculated using multireference wavefunc-
tions. We have been interested in the effect that different atoms or bonding orders might
have on the isomerization barriers, and several studies have been reported. Increasing the
number of carbon atoms to seven allows a double bond to be present in the extra, three-
carbon, bridge. Comparing the saturated tricyclo[4.1.0.02,7]heptane with the unsaturated
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tricyclo[4.1.0.02,7]heptene shows that the double bond in the bridge drops the conrotatory
barrier by 8 kcal ·mol−1and the disrotatory pathway by 12 kcal ·mol−1. In fact, even within
the tricyclo[4.1.0.02,7]heptene structure itself, two pathways exist for both the conrotatory
and disrotatory pathways depending on which order the two bond fissures occur; if the
first bond breaks closest to the double bond in the bridge, the conrotatory pathway is 6
kcal ·mol−1 lower than if the first bond breaks farthest from the double bond. Therefore,
the pi bond has a noticeable effect on the isomerization barriers. We postulated that the
pi electrons might lower the barrier through delocalization into the singly occupied orbital
from the first bond fissure, which would only be possible for the first bond breaking closest
to the double bond.
We were interested in the effect a lone pair of electrons would have on the conrotatory
and disrotatory isomerization pathways. Could the lone pair delocalize into the orbitals
resulting from the bond fissure and lower the barriers? This paper reports the isomerization
barriers of 3-aza-dihydrobenzvalene and 3,4-diaza-dihydrobenzvalene. The nitrogen atoms
are located in the extra bridge (connecting two opposite atoms of the bicyclobutane moiety),
and their effect on the relative energies and reaction barriers will be compared to the all
carbon dihydrobenzvalene.
3.2 Computational Methods
To determine the pathways of both the conrotatory and disrotatory channels, it was neces-
sary to use a multiconfigurational wavefunction. These MCSCF calculations were performed
using the GAMESS quantum chemistry program [120]. The active space consisted of the
σ orbitals in the bicyclobutane moiety of the reactant comprising 5 occupied and 5 virtual
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orbitals, making a MCSCF(10,10) subset for the complete active space calculation. The
orbitals were chosen for inclusion into the active space by localizing the Hartree-Fock or-
bitals using the Edmiston and Ruedenberg [121] or Boys methods [122]. Virtual orbitals
were constructed using the valence virtual orbitals method in GAMESS. These orbitals are
constructed by projecting atomic and valence orbitals onto the Hartree-Fock orbitals so the
resulting orbitals are valence in character [123, 124] When difficulties arose choosing virtual
orbitals, when the localization methods did not produce distinct virtuals relating to spe-
cific C-C bonds, appropriate virtual orbitals were constructed from the occupied orbitals
by changing the appropriate signs of the primitive orbital expansion coefficients. Since the
transition states each belong to the C1 point group, we were not concerned with construct-
ing virtuals that belonged to the proper symmetry point group of the parent molecule, so
this made the construction easier. During the course of the isomerization, two C-C σ bonds
break, and two C=C pi bonds are formed, and these orbitals naturally stayed in the active
space.
Geometries were optimized at the MCSCF(10,10) level using the cc-pVDZ basis set. Analytic
gradients were used for the geometry optimization searches and the harmonic frequencies.
Harmonic vibrational frequencies were determined for the minima and transition states at
this same level of theory. All transition states had only one imaginary harmonic frequency.
Dynamic electron correlation was included by performing single point energies at the single
state second-order MRMP level (MRMP2) [77, 78] at the MCSCF optimized geometries.
The cc-pVDZ [36] and cc-pVTZ [28] basis sets were both used for the single point MRMP2
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calculations at the minima and transition states. In order to compare the MRMP2 ener-
gies to a more highly correlated wavefunction, single determinant wavefunction methods
were also used when the natural orbital occupation numbers from the MCSCF calculations
inferred only low multiconfigurational character. Single point energy calculations at the
QCISD(T) [79] level was used, also with the cc-pVTZ basis set, using the PQS quantum
chemistry program [125] at the MCSCF optimized geometries.
Intrinsic reaction coordinates were calculated for each pathway to ensure the located tran-
sition states connected the correct reactant and product. They were also used to follow
the geometries of the reactants through the isomerization pathways to help understand the
differences in barrier heights and strain energy release.
The NBO analysis methods of Weinhold [117, 118] was used to offer insight into which
orbital interactions are responsible for the stability, or lack thereof, in the stationary points
that have been found along the isomerization pathways. The NBO deletion methods can
help pinpoint any electronic stabilization that my not be obvious from the natural orbitals.
The primary use of the NBO analysis was to determine if there were any qualitative
trends between certain orbital interactions that help to stabilize/destabilize the transition
states intermediates. Since there are so many interactions in excess of 0.5 kcal/mol in these
structures, we used NOSTAR, NOVIC, and NOGEM parameters in order to delete entire
classes of interactions. In the NOSTAR case, all interactions involving virtual orbitals are
deleted; this is essentially the representation of a Lewis structure with all electrons localized
in bonding orbitals between atoms: no delocalization to virtual orbitals is allowed. NOVIC
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deletes all vicinal bond/anti-bond or vicinal bond/Rydberg interactions. In the NOVIC case,
the geminal bond anti-bond interactions are allowed. For the NOGEM case, all geminal
interactions are deleted, but all vicinal interactions are allowed. This may allow a more
qualitative description of which class of interactions have a more stabilizing effect on the
stationary points. It may also give an indication of which structures are more stable only
on the basis of sterics (NOSTAR).
3.3 Results and Discussion
3.3.1 3-Aza-dihydrobenzvalene
The molecular structure of 3-aza-dihydrobenzvalene is shown in Figure 4.2, and it can
be seen that it belongs to point group C1. Since there is no symmetry element, other
than the identity element, there will be four separate conrotatory and four disrotatory
reaction channels. For the concerted isomerization to either the E,Z intermediate or the
Z,Z product, a bond pair in the bicyclobutane moiety will break. The C1-C2 and C3-C4
Figure 3.1: 3-Aza-tricyclo[3.1.0.02,6]hexane.
bond pair can break, or the C2-C3 and C1-C4 bond pair can break, leading to separate
transition states. The order in which the bonds in each pair break will also lead to different
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transition states, making four transition states for both the conrotatory and disrotatory
pathways. It is the orientation of the N lone pair relative to the C1-C2 and C2-C3, or C2-
C4 and C1-C4 bond pairs which is different and which leads to the different transition states.
The transition states connecting the 3-aza-dihydrobenzvalene reactant to the products are
labeled TSconA, TSconB, TSconC, and TSconD for the four conrotatory pathways and
TSdisA through TSdisD for the disrotatory pathways. The structures of the four transition
states for the conrotatory pathways are illustrated in Figure 3.2. TSconA is formed from
Figure 3.2: Conrotatory transition states.
the C1-C2 bond breaking first, then the C3-C4 bond following later on the intrinsic reaction
coordinate. TSconB is formed by C3-C4 breaking first followed by C1-C2. TSconC is formed
by C1-C4 breaking first followed by C2-C3 while TSconD is formed by C2-C2 breaking first
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followed by the C1-C4 bond.
There are some geometric features of the structures that are important to consider. For each
of the conrotatory transition states, the H atom on C1 or C3 rotates toward the ring which
puts it into the configuration to make the trans double bond. The lone e− pair on the N
atom is pointing toward that H atom in TSconA and TSconC and away from that H atom in
TSconB and TSconD. The lone e− pair is adjacent to the bond which cleaves first in TSconA
and TSconD and is one atom removed in TSconB and TSconC. These geometric similarities
and differences will be used to help explain the activation barrier for each pathway.
TSconC and TSconD are essentially equal in activation barrier at the MRMP2 level of
theory, at 35.6 and 35.8 kcal ·mol−1, respectively. However, the N lone pair is pointing
toward the C1 H atom in TSconC and away from the analogous atom in TSconD, so the
orientation of the lone pair by itself is not deterministic in the barriers. In addition, the N
atom is one atom removed from being adjacent to the first breaking bond in TSconC but
adjacent in TSconD.
From a simple bond perspective, there would seem to be the possibility of electron delocal-
ization by the lone pair of N into the singly-occupied Sp3 orbital on C2 in TSconD. However,
the natural orbital occupation numbers for the orbitals resulting from the cleavage of bond
C2-C3, in the active space orbitals in TSconD, have values of 1.879 and 0.130. These values
suggest that the electrons from the cleaved C2-C3 bond are still mostly paired which would
reduce the likelihood of resonance of the N lone pair electrons with the cleaved orbitals.
In TSconC, the N lone pair orbital is pointing in nearly the same direction as the C1-H
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bond, but in TSconD, the N lone pair orbital is pointing nearly perpendicular to the C1-H
bond. Therefore, there is not a consistent geometric or orbital arrangement that can explain
the stabilization of the TS state for TSconC and TSconD relative to TSconA and TSconB.
The same is seems to be true for TSconA and TSconB. TSconA has the N lone pair adjacent
to the first breaking bond while the N lone pair in TSconB is one atom removed. Also, the
lone pair orbital on N is pointing in the same direction as C1-H in TSconA but not in
TSconB.
Conrotatory Paths
Similar to dihydrobenzvalene, the conrotatory pathway for 3-aza-dihydrobenzvalene leads
to an (E,Z)-1,3-diene intermediate, so the four unique pathways lead to four unique (E,Z)-1,3-
diene intermediate structures. The paths have been labeled conA, conB, conC, and conD,
and the transition state associated with each initial bond fissure will be called TSconA,
TSconB, TSconC, and TSconD.
Looking at Table 3.1 we can see the difference in activation energy for each respective
pathway. Path C and Path D have the lowest activation barrier and are nearly iso-energetic.
The natural orbital occupation numbers for the active spaces for TSconC and TSconD show
that they are not strongly biradical in character; at 1.836, 0.173 and 1.879, 0.130 for the bond
that breaks first in TSconC and TSconD, respectively, they are on the border for being valid
for high-order correlated single determinant methods. So, we also calculated the activation
barriers using the QCISD(T) method to compare with the MRMP2 values. The barriers
calculated at the QCISD(T) level, using the same basis set, are all higher than those at
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Table 3.1: Activation Barriers, Ea, for each Pathway
(kcal/mol) Including ZPE Correction
reactiona ts statea MCSCFb MRMP2c QCISD(T)d
1 → zeA TSconA 40.8 38.5 39.5
1 → ezB TSconB 42.9 42.2 44.4
1 → ezC TSconC 38.9 35.6 38.2
1 → zeD TSconD 39.0 35.8 36.9
1 → 2 TSdisA 48.1 47.0
1 → 2 TSdisB 53.0 56.1
1 → 2 TSdisC 53.8 55.6
1 → 2 TSdisD 48.5 48.0
zeA → 2 TSezA 6.3 5.6
ezB → 2 TSezB 1.9 0.4
ezC → 2 TSezC 4.5 3.6
zeD → 2 TSezD 5.2 3.5
a All geometries where optimized at the MCSCF(10,10)/cc-pVDZ
level. b The energies are calculated at the MCSCF/cc-pVTZ level.
c The energies are calculated at the MRMP2/cc-pVTZ//MCSCF/cc-
pVDZ level. d The energies are calculated at the QCISD(T)/cc-
pVTZ//MCSCF/cc-pVDZ level.
the MRMP2 level, but only slightly. At the MRMP2 level, TSconC is 0.2 kcal ·mol−1lower
than TSconD, but at the QCISD(T) level, TSconC is 1.3 kcal ·mol−1higher than TSconD.
Owing to the reasonable value of the NOON’s and the higher excitation level of QCISD(T),
we believe that TSconC is slightly higher in energy than TSconD.
TSconA is about 3 kcal ·mol−1 higher in energy than TSconC and TSconD at the MRMP2
level and 1.3 kcal ·mol−1 at the QCISD(T) level. However, TSconB has the highest activa-
tion barrier at 42.2 kcal ·mol−1, about 6 kcal ·mol−1 higher than TSconC and TSconD.
TSconB and TSconC are slightly more multi-configurational than TSconA or TSconD if we
look at table 3.5, and they both have the N atom nonadjacent to the first breaking bond.
Gordon [8] noted in his study of bicyclobutane isomerization that more multi-configurational
structures tended to have larger activation barriers. Although the NOON’s in TSconC show
59
very slightly increased multiconfigurational character than TSconA, which would suggest
a higher barrier than TSconA, there must be some other stabilizing factors that make the
barrier lower than both TSconA and TSconB.
Comparison of the lengths between the atoms of the first and second breaking bonds for
these two transition states is interesting. The C1-C4 bond breaks first in TSconC, and its
length is 2.421 A˚; the C3-C4 bond breaks first in TSconB, and its length is 2.457 A˚- slightly
longer. The C2-C3 bond breaks second in TSconC and is 1.745 A˚, and the C1-C2 bond
breaks second in TSconB and is longer at 1.820 A˚. Since the two breaking bonds in TSconC
are shorter than those in TSconB, this indicates that TSconC may be an earlier transition
state than TSconB, partly explaining why TSconC is lower in energy than TSconB (closer
to the reactant in energy).
TSconA and TSconD both have the N atom adjacent to the first breaking bond in the
isomerization pathways. The C1-C2 bond breaks first in TSconA with a length of 2.507
A˚compared to the C2-C3 bond in TSconD which breaks first and has a value of 2.493 A˚.
The C3-C4 bond breaks second in TSconA and has a value of 1.809 A˚compared to 1.832
A˚for the analogous C1-C4 bond in TSconD. The first breaking bond in TSconA and TSconD
are very close in length, but the second breaking bond is slightly longer in TSconD.
The H-N-C-C dihedrals are show an interesting trend. TSconA and TSconD have the N
atom adjacent to the first breaking bond; TSconA has a H-N-C2-C3 dihedral of 131.2o while
TSconD has a H-N-C2-C1 dihedral of 135.4o. These values are substantially larger than
that for ammonia which has a H-N-H-H dihedral of about 112o. This slight flattening of the
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NHC2 dihedral could be indicative of reduced electron density in the lone pair from slight
delocalization into the orbital resulting from the cleaved bond on C4 in TSconA and C1 in
TSconD.
For the other two transition states, the same dihedral is 122.5o for H-N-C2-C5 in TSconB and
121.0o for the H-N-C2-C5 in TSconC. Since the N atom is not adjacent to the breaking bond
for these two, electron delocalization of the lone pair would not be as possible minimizing
the flattening of the NHC2 dihedral.
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Figure 3.3: Conrotatory IRC profiles. The chart shows how the conrotatory pathways compare to each other. The reaction
coordinate has units of amu1/2 bohr.
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Figure 3.4: Disrotatory IRC profiles. The chart shows how the disrotatory pathways compare to each other. The reaction
coordinate has units of amu1/2 bohr.
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Figure 3.5: Progression of the C1-C2 σ bond along the IRC. The reaction coordinate has
units of amu1/2 bohr.
Intrinsic Reaction Coordinates. The IRC profiles themselves may offer some insight
about the energetics of the barriers in the conrotatory pathways; the IRC’s are illustrated
in Figure 3.3, which also include the second step to form the Z,Z-1,3-diene product. One
interesting feature in each of the conrotatory IRC’s is a shoulder on the reactant side of the
energy maximum. This shoulder is the most pronounced for pathway conA, so the IRC for
this pathway is shown along with selected molecular geometries along the IRC in Figure 3.5.
The natural orbital from the active space corresponding to the first breaking bond (C1-C2)
is also shown in Figure 3.5. Once the IRC leaves the reactant PES well, the energy rises
rapidly and almost linearly while the C1-C2 bond breaks, and the H atom on C1 rotates into
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the ring as witnessed by the increase in the H-C1-C4-H dihedral from 10o to 170o, which
results in the trans double bond.. The slope then decreases substantially while the C3-C4
bond starts to lengthen; it is this decrease in slope that is indicative of the conrotatory
pathways. One possible reason is as the C3-C4 length increases to 1.809 A˚at the TS more
flexibility is introduced into the ring which can make the release of strain energy possible,
lowering the maximum at the transition state. The contribution to the two double bonds in
the product from the C1-C2 sigma orbital can also be seen at the product side of the IRC.
The IRC’s for pathways conA and conD have the most pronounced shoulder, as shown in
Figure 3.3, and they both have the N atom lone pair adjacent to the first breaking bond;
another possibility could be a stabilization due to delocalization of the lone pair electrons
into the orbital resulting from the breaking C-C bond. The shape of the IRC for pathways
conB and conC show a much less pronounced shoulder consistent with reduced delocalization
stabilization since the N atom lone pair is not adjacent to the first breaking bonds for these
two pathways.
The barriers for the first step in the conrotatory pathway for conC and conD are essentially
equal, but the intermediate EZC retains more strain energy than EZD as witnessed by the
lower potential well for EZD; however, the barriers for trans double bond rotation are also
equal at the MRMP2 level. There is a 0.7 kcal ·mol−1 difference at the MCSCF level, but
inclusion of dynamic electron correlation over the entire valence space removes and reverses
this difference by so that they are actually separated by 0.1 kcal ·mol−1. A higher degree of
correlation correction is probably needed to determine the actual difference, but we believe
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that it is still small.
(E,Z)-2,4-dihydro-1,6-pyridine
The four conrotatory pathways produce four distinct geometric isomers of (E,Z)-2,4,-dihydro-
1,6-pyridine as intermediates in the isomerization to the more stable (Z,Z)-2,4,-dihydro-1,6-
pyridine. These four intermediate structures are illustrated in figure 3.6; EZA results from
pathway conA, etc. EZA and EZD have the N atom adjacent to the cis double bond, while
Figure 3.6: E,Z -intermediate structures
EZB and EZC have the N atom adjacent to the trans double bond. EZB and EZC differ in
the direction the H atom on the nitrogen is oriented relative to the hydrogen of the trans
double bond; the H-N-C2-H dihedral is greater than 90oin EZB, while the H-N-C2-H dihe-
dral is less than 90o for EZC. A similar pattern is present for EZA and EZD; the H-N-C4-H
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dihedral is less than 90o for EZA and the H-N-C4-H dihedral is greater than 90o for EZD.
Comparing the energies of these structures to the final dihydro-1,6-pyridine shows that EZA
and EZB, with the N atom adjacent to the cis bond, are 57.0 and 55.8 kcal ·mol−1 higher,
respectively at the MRMP2 level - a difference of only 1.2 kcal ·mol−1 with EZD being just
slightly more stable. For the EZB and EZC pair, the relative energies are 66.3 and 60.6
kcal ·mol−1, respectively. Having the N lone pair oriented away from the H on C2 allows
more delocalization of the lone pair into the C2=C3 pi∗ orbital. These relative energies were
compared at the QCISD(T) level and the differences were found to be 1.3 kcal ·mol−1 for
EZA and EZD and 6.0 kcal ·mol−1 for EZB and EZC, essentially the same found at the
MRMP2 level. This adds support to the MRMP2 level capturing enough dynamic electron
correlation so the results with wavefunctions of large multiconfigurational character should
be reasonably good.
The EZA-D intermediates are highly strained due to the trans double bond in a six-
membered ring. The all carbon (E,Z)-1,3-cyclohexadiene has been first characterized using
ab initio calculations in a previous report [56] and shown to have a trans → cis iso-
merization barrier of only 3 kcal ·mol−1. A previous study of the EZC and EZD isomers
and their conversion to dihydro-1,6-pyridine has been reported [126]; the barriers were 4.1
kcal ·mol−1 for both isomers at the MPMP2/cc-pVTZ//MCSCF-6-31G(d,p) level. Here
we have calculated the barrier using a larger basis set for the geometry optimization and
found the barriers to be 3.6 kcal ·mol−1 for EZC and 3.5 kcal ·mol−1 for EZD, at the
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MRMP2/cc-pVTZ//MCSCF/cc-pVDZ level.
One interesting finding is that the EZA barrier for trans double bond rotation is 56% higher
than for EZC and EZD, having a barrier of 5.6 kcal ·mol−1. On the other end is barrier
for EZB which is only 0.4 kcal ·mol−1. The NOON’s for the intermediates show some
multiconfigurational character with values of 1.805 and 0.198 for the trans pi bond of EZA;
the values for EZC and EZD are almost identical, but the value for EZB (1.781 and 0.223)
are significantly more multiconfigurational implying this isomer is less stable than the other
three, and its 0.4 kcal ·mol−1 isomerization barrier supports this conclusion. The relative
energy of EZB is also 10.5 kcal ·mol−1 and 11.6 kcal ·mol−1 higher than the most stable
EZD isomer at the MRMP2 and QCISD(T) levels, respectively.
The NOON’s for the transition states TSezA through TSezD range from a low of 1.302 to
1.410 and 0.699 to 0.592 for the breaking trans pi bond, implying significant multiconfigura-
tional character; therefore, we did not compare the barriers to the QCISD(T) level. Since
the pi bond is breaking during the rotation, producing a singlet biradical, the multiconfigu-
rational character of the wavefunction is understandable. It is this part of the isomerization
PES that absolutely necessitates a multiconfigurational model for the conrotatory pathways.
As discussed above, the isomerizations through TSconA - TSconD have NOON’s that make
accurate energy values possible using high-level correlation methods such as QCISD(T) or
CCSD(T).
Looking at the conrotatory IRC Figure 3.3 shows that the small 0.4 kcal ·mol−1 barrier for
EZB could be due to the structure retaining more strain energy than the other isomers as
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witnessed by the very shallow well for EZB. The other three isomers have more pronounced
minima wells on the IRC. The barrier for rotation of the double bond in butadiene is about
50 kcal ·mol−1, and we believe the very small barriers for TSezA through TSezD result from
concomitant strain release made possible by the cleavage of the trans double bond. Strain
energy is being released as the trans double bond rotates offsetting the energy required to
break the trans pi bond. For example, the H-C1-C4-H dihedral for the trans double bond
in EZA is 179.2owhile the C3-C1-C4-C5 dihedral is 80.8o. This latter dihedral illustrates
that there is substantial puckering of the ring to accommodate the trans double bond. In a
non-strained trans bond, both dihedrals would be 180o, so the 81o dihedral means that the
orbital overlap of this trans double bond is not optimal. This shows up in the NOON values
for the trans pi bond with values of 1.805 and 0.198 for the occupied and virtual orbitals,
respectively. So, there is a small but appreciable amount of electron density in the pi∗ orbital
of the trans pi bond. Consistent with this interpretation, the C1=C4 bond length is 1.408
A˚, longer than the normal C=C double bond length; the C2=C3 cis double bond length is
1.380 A˚.
Disrotatory Paths
The disrotatory pathways result in the concerted production of the dihydro-1,6-pyridine
final product: the EZ intermediates are bypassed. The same bond pairs break in the same
order producing four distinct disrotatory pathways and transition states. However, there are
important differences along the IRC compared to the conrotatory pathways. For example,
in pathway disA, the C1-C2 bond breaks first, but the H-C1-C4-H dihedral does not increase
to produce a trans double bond, but stays relatively constant producing a cis double bond.
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Table 3.2: Relative Energies, ∆E, for Minima
Structures (kcal/mol) Including ZPE Correction
structurea MCSCFb MRMP2c QCISD(T)d
ezA 63.9 57.0 59.9
ezB 72.3 66.3 70.2
ezC 67.1 60.6 64.2
ezD 63.3 55.8 58.6
1 47.7 35.1 34.9
2 0.0 0.0 0.0
a All geometries where optimized at the MCSCF(10,10)/cc-
pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ
level. c The energies are calculated at the MRMP2/cc-
pVTZ//MCSCF/cc-pVDZ level. d The energies are cal-
culated at the QCISD(T)/cc-pVTZ//MCSCF/cc-pVDZ
level.
It is 14.1o in the reactant and 10.8o in TSdisA, compared to 170.1o in TSconA. Another
major difference is the second bond which breaks, C2-C4, does not lengthen until after the
transition state is reached on the IRC. The C1-C2 bond breaks first and is 2.469 A˚ in
TSdisA but the second bond which breaks, C3-C4, has a bond length of 1.552 in TSdisA
compared to 1.533 in the reactant. There is just a very slight lengthening of the C3-C4
bond.
The NOON’s for the first breaking bond are also very different for the disrotatory pathways
and are much closer to one than for the conrotatory pathways. The activation barriers for
the disrotatory pathways show two pairs of energies: one lower and one higher. TSdisA and
TSdisD are 47.0 and 48.0 kcal ·mol−1 higher than the reactant, while TSdisB and TSdisC
are 56.1 and 55.6 kcal ·mol−1 higher. The lower pair, TSdisA and TSdisD, have the N atom
adjacent to the first breaking bond, while the higher pair, TSdisB and TSdisC, have the N
atom one atom removed. Having the lone pair from the N atom adjacent to the singly occu-
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Figure 3.7: Disrotatory transition states.
pied orbital on C2 (in TSdisA) can lead to delocalization or resonance mixing between the
orbitals, stabilizing the transition state. This is also the case for TSdisD where the N atom
lone pair is adjacent to the singly occupied orbital on C2. This delocalization or resonance
stabilization is not possible for TSdisB and TSdisC since the N atom lone pair is spatially
removed. For dihydrobenzvalene, the disrotatory pathway was 11.4 kcal ·mol−1 higher than
the conrotatory pathway; here there is only a 4.8 kcal ·mol−1 difference between the highest
conrotatory pathway and the lowest disrotatory one. We believe it is due to delocalization
or resonance stabilization energy from the N atom lone pair and the orbitals from the first
breaking C-C bond.
Both the TSconD and TSdisD have the lowest barriers for isomerization in their respective
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pathways, while TSconB and TSdisB have the highest. TSdisB and TSdisC have the most
singlet biradical nature of any of the transition states determined in these pathways with
values of 1.042, 0.960 and 1.059, 0.943, respectively. This is consistent with the absence of
any contribution for the N atom lone pair which would raise the NOON’s slightly as seen
with TSdisA and TSdisB.
Disrotatory IRC’s
The disrotatory pathways have some interesting IRC features (see figure 3.4). The most
notable difference between the conrotatory and disrotatory IRC’s is the absence of the
shoulder on the reactant side of the energy maximum. Since the only appreciable geometric
change upon leaving the reactant well to the transition state is the lengthening of the first
breaking bond, the IRC has a characteristic gaussian shape. For pathway disA, there is a
slight shoulder on the product side that is probably attributable to a more gradual release
of strain energy on the way to the product.
Natural Bond Orbital Analysis
To help differentiate the effects of strain and resonance and electron delocalization effects
have on the relative energies, we used the NBO deletion methods of Weinhold [117, 118]
This method compares energies calculated with virtual orbitals removed from the Fock
matrix with those included in the Fock matrix to determine the energy differences between
the two calculations to get an idea of the contribution to electron delocalization effects.
From table 3.5, we see that the activation barrier of the transition state at the B3LYP
level of theory are 37.2, 44.2, 38.1, and 34.7 kcal/mol for TSconA, TSconB,TSconC, and
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Table 3.3: Natural Orbital Occupation Numbers (NOONs) for each Structure
MOs 18 19 20 21 22 23 24 25 26 27
TSconA 1.983 1.980 1.969 1.946 1.884 0.124 0.046 0.029 0.021 0.018
TSconC 1.983 1.980 1.969 1.942 1.854 0.157 0.049 0.028 0.021 0.018
TSconC 1.983 1.980 1.969 1.952 1.836 0.173 0.041 0.029 0.020 0.018
TSconD 1.983 1.980 1.969 1.943 1.879 0.130 0.050 0.029 0.021 0.017
TSdisA 1.983 1.978 1.969 1.968 1.260 0.741 0.038 0.022 0.021 0.020
TSdisB 1.983 1.978 1.968 1.967 1.042 0.960 0.038 0.023 0.022 0.019
TSdisC 1.983 1.978 1.968 1.967 1.059 0.943 0.038 0.023 0.021 0.019
TSdisD 1.983 1.979 1.968 1.966 1.124 0.878 0.038 0.023 0.021 0.018
TSzeA 1.983 1.978 1.975 1.923 1.302 0.699 0.077 0.023 0.022 0.019
TSezB 1.983 1.978 1.975 1.917 1.410 0.592 0.082 0.022 0.022 0.019
TSezC 1.983 1.978 1.975 1.916 1.334 0.668 0.083 0.023 0.022 0.018
TSzeD 1.983 1.978 1.975 1.923 1.328 0.673 0.077 0.023 0.022 0.018
zeA 1.983 1.980 1.973 1.929 1.805 0.198 0.070 0.022 0.020 0.019
ezB 1.983 1.980 1.973 1.922 1.781 0.223 0.077 0.022 0.020 0.019
ezC 1.983 1.980 1.973 1.922 1.802 0.201 0.077 0.022 0.021 0.019
zeD 1.983 1.980 1.973 1.930 1.803 0.200 0.069 0.022 0.021 0.019
1 1.984 1.975 1.972 1.965 1.964 0.045 0.030 0.023 0.022 0.021
2 1.984 1.981 1.977 1.939 1.910 0.092 0.059 0.022 0.020 0.016
a These occupation numbers are at the MCSCF(10,10)/cc-pVTZ level. Items highlighted in blue have
the most multi-configurational character.
TSconD respectively in good agreement with the MRMP values(see table 3.1). After doing
a NOSTAR calculation, which removes all interactions involving virtual orbitals from the
Fock matrix, TSconC would have the highest barrier and TSconB would have the lowest;
this is opposite to what we calculate at the MRMP2 level. TSconA and TSconC were
found to have the highest barrier based on just sterics and electrostatics, while TSconB and
TSconD were found to have the lowest barriers. The NOVIC column includes only geminal
interactions (donor:acceptor interactions) and TSconB has the lowest barrier, while TSconA
has the highest. Including only vicinal interactions, TSconB again has the lowest barrier
with TSconA again having the highest. The inclusion of the geminal and vicinal interactions
orders TSconB as having he lowest barrier, and since the B3LYP, MRMP2, and QCISD(T)
73
Table 3.4: B3LYP Natural Bond Orbital Deletion Ener-
getics I. Activation Energies (kcal/mol)
Structure Ea ∆NOSTAR ∆NOVIC ∆NOGEM
TSconA -37.2 -255.8 -164.5 -112.2
TSconB -44.2 -203.5 -130.3 -72.1
TSconC -38.1 -297.8 -140.9 -99.5
TSConD -34.7 -236.8 -132.8 -85.3
a These geometries where optimized at the MCSCF(10,10)/cc-pVDZ
level. b The energies are calculated at the B3LYP/cc-pVTZ level.
c ∆ denotes the relative energy difference with respect to the reac-
tant structure.
Table 3.5: B3LYP Natural Bond Orbital Deletion Ener-
getics II. Relative Energies (kcal/mol)
Structure ∆E ∆NOSTAR ∆NOVIC ∆NOGEM
zeA 65.8 68.9 42.5 62.4
ezB 78.1 58.3 32.4 71.2
ezC 70.1 61.8 35.1 63.8
zeD 63.8 73.4 52.2 59.6
1 41.0 25.5 -30.6 68.9
2 0.0 0.0 0.0 0.0
a These geometries where optimized at the MCSCF(10,10)/cc-pVDZ
level. b The energies are calculated at the B3LYP/cc-pVTZ level.
c ∆ denotes the relative energy difference with respect to the reac-
tant structure.
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calculations order TSconB as having the highest barrier, this suggest that strain energy is
the deciding factor in the barrier height.
Strain Release
These structures behave similar to those of the 3,4-Diaza-DHB system in terms of how
they appear to relieve and or release strain. Taking a look at the IRCs(Figure 3.3 and
Figure 3.4) and the relative energies(Table 3.2) we can see a picture of how strain is released
along the isomerization process. For the conrotatory case when viewing the IRCs, we see
that as each path leaves the reactant, paths C and B appear to be the most efficient. Then
path D becomes lower in energy than path B. Eventually at the transition state, path B
is the highest in energy. This indicates that the structures associated with path B have a
hard time relieving the strain of the molecule. Path D has a hard time initially but as the
transition state is approached the structure becomes more efficient at relieving strain. Path
A and Path D both have the characteristic hump associated with them. That region of the
PES is qualitatively the same for these structures. The slope and the span of the hump
region is not quantitatively the same.
3.3.2 3,4-Diazatricyclo[3.1.0.02,6]hexane
Figure 3.8: 3,4-Diaza-tricyclo[3.1.0.02,6]hexane.
The molecular structure of 3,4-diaza-dihydrobanzvalene is shown in Figure 3.8. The struc-
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ture belongs to point group C2, so there is a rotational symmetry element that will reduce
the number of transition states relative to the 3-aza-dihydrobanzvalee structure. Now, due
to symmetry, there will be two distinct conrotatory pathways and two distinct disrtotatory
pathways. The isomerizations occur in the same manner in that two C-C bond pairs break
in the bicyclobutane moiety. An overview of one of the conrotatory and disrotatory channels
is shown in figure 3.9.
Figure 3.9: Path conA and disA for the isomerization of 3,4-diaza-dhb.
Conrotatory Pathways
The two conrotatory channels occur from the cleavage of the C1-C2 and C3-C4 bond
pair or the cleavage of the C1-C4 and C2-C3 bond pair. The fissure of the two bonds occurs
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in a nonsynchronous manner, so these two channels are distinct due to the orientaion of
the hydrogen on the N atom: for the C1-C2, C3-C4 bond pair, with C1-C2 breaking first,
the C2-C2-N-H dihedral is less than 90o, while for the other channel, in which the C1-C4
bond breaks first, the C1-C4-N2-H dihedral is greater than 90o. These two pathways will be
labeled conA′ and conB′ with transition states TSconA′ and TSconB′. For both conrotatory
Figure 3.10: Conrotatory transition states.
pathways, there is a N atom adjacent to a C atom involved in the first breaking bond.
Therefore, it would appear that electron delocalization could occur from the N atom lone
pair into the adjacent orbital resulting from the C-C bond fissure. However, the activation
barriers are quite different for the two channels. The barrier for pathway conA′ is 32.0
kcal ·mol−1 while that for conB′ is 41.6 kcal ·mol−1, 9.6 kcal ·mol−1 higher. The QCISD(T)
single point energies are also consistent with this difference with pathway conB′ also having a
9.6 kcal ·mol−1 higher barrier. The transition state structures are similar, so it is interesting
that there is such a difference in the barrier heights for the two pathways. One main
difference in the two transition state structures is the orientation of the N lone pair relative
to the orbital on the adjacent trivalent carbon atom in the transition state. In TSconA′,
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the H-N1-C2-H dihedral is 67.5o with the N atom lone pair oriented below and out of
the ring. In TSconB′ it is 35.6o, so the lone pair is oriented up and toward the C1-H
bond The 32o difference in the dihedral is not does not signify a marked difference in the
potential overlap of the N atom lone pair with the orbital of the ajacent trivalent carbon
in the two transition state structures.. The natural orbital occupation numbers for the
first breaking bond for the two conrotatory transition states are listed in Table 3.9. They
are are 1.88 and 0.13 for both transition states which are very close to that for the 3-aza-
dihydrobenzvalene conrotatory transition states minimizing the available electon acceptor
character of the occupied orbitals resulting from the cleaved C-C bond.
The C1-C2 bond lenth is 1.530 A˚ in the reactant and increases to 2.465 A˚ in TSconA′, while
the second breaking bond, C3-C4, lengthens to 1.802 A˚, illustrating the nonsynchronous
nature of the isomerization. In the other conrotatory pathway, the first breaking bond,
C1-C4, increases from 1.530 A˚ to 2.473 A˚ in TSconB′, and the C2-C3 bond has increased
to 1.827 A˚. The breaking bond lengths are slightly less in TSconA′ than TSconB′ indicating
an earlier transition state, but this small difference should not be enough alone to account
for the 10 kcal ·mol−1 barrier height difference.
The formation of the trans double bond is readily apparent through the H-C1-C4-H dihedral
in TSconA′ which is 13o in the reactant and increases to 165.6o in the transition state.
The rotation of the H atom to increase this dihedral occurrs early on in the IRC for the two
conrotatory pathways. For TSconB′, the analogous H-C2-C3-H increases to 168o. Another
difference is the H-N2-C4-H dihedral of 9.7o in TSconA′, while the analogous H-N1-C2-H
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dihedral is -117.8o in TSconB′. This places the N lone pair nonadjacent to the cleaving
bonds oriented differently with respect to the carbon atom which will have the adjacent
trans double bond in the intermediates EZA′ and EZB′.
Conrotatory Intrinsic Reaction Coordinates
Figure 3.11: Conrotatory and disrotatory IRC profiles. The chart shows how the conro-
tatory and disrotatory pathways compare to each other. The reaction coordinate has units
of amu1/2 bohr.
The IRC’s for the conrotatory (and disrotatory) pathways are illustrated in figure 3.11.
Both conrotatory IRC’s show the characteristic pronounced shoulder on the reactant side
of the energy maximum which we believe results from the decrease in strain of the tricyclic
structure from the second breaking bond lengthening and the increased H-C-C-H dihedral
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forming the trans double bond. To the right of the reactant well, the IRC for path conA′
is substantially lower in energy at all points along the reaction coordinate until the sec-
ond energy maximum is reached corresponding to rotation of the trans double bond. The
two conrotatory pathways lead to the intermediates with a trans double bond, and these
structures are shown in Figure 3.12.
Figure 3.12: E,Z -intermediate structures
The H-C=C-H dihedrals across the trans double bond are 175.1o and 178.1o for EZA′
and EZB′, respectively. However, the C3-C1=C4-N2 dihedral in EZA′ is 81.6o, much less
than the 180o of an unstrained trans bond; the C1-C3=C2-N1 dihedral is likewise 80.0o.
The 100o decrease in these dihedrals is necessary to close the six-membered ring but adds
substantial amount of strain to the structures as witnessed by the high electronic energies
relative to the final Z,Z-diene product: EZA′ is 56.5 kcal ·mol−1 higher and EZB′ is 62.2
kcal ·mol−1 higher. EZA′ is 5.7 kcal ·mol−1 more stable than the EZB′ structure at the
MRMP2 level, and 5.6 kcal ·mol−1 more stable at the QCISD(T) level, apparently due
to less strain in the ring. The main difference in the two structures is the H-N2-C4-H
dihedral in EZA′ which is -37.3o while the H-N1-C2-H dihedral is -168.4o which provides
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Table 3.6: Activation Barriers, Ea, for each Pathway
(kcal/mol) Including ZPE Correction
reactiona ts statea MCSCFb MRMP2c QCISD(T)d
3 → ezA′ TSconA′ 35.9 32.0 32.7
3 → ezB′ TSconB′ 44.0 41.6 42.1
3 → 4 TSdisA′ 50.2 50.4 77.1
3 → 4 TSdisB′ 52.3 52.9 80.2
ezA′→ 4 TSezA′ 4.5 2.0 6.5
ezB′ → 4 TSezB′ 2.1 2.4 14.6
a All geometries where optimized at the MCSCF(10,10)/cc-pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ level.
c The energies are calculated at the MRMP2/cc-pVTZ//MCSCF/cc-
pVDZ level.
d The energies are calculated at the QCISD(T)/cc-pVTZ//MCSCF/cc-
pVDZ level.
two different orientiations of the N lone pair relative to the trans double bond. Since the
trans double bond is strained, there is some electron density in the pi∗ orbital witnessed by
the 0.21 and 0.24 NOON values for those orbitals for EZA′ and EZB′, respectively. The
C=C double bond lengths for the trans double bond carbons are 1.416 and 1.417 for the
EZA′ and EZA′ structures again consistent with the NOON values showing electron density
in the pi∗ orbitals. In fact, these trans bond containing intermediates, at minima on the PES,
are more multiconfigurational than the conrotatory transition states TSconA′ and TSconA′.
The low activation barriers for trans double bond rotation, 2.0 and 2.4 kcal ·mol−1 for
TSezA′ and TSezB′, respectively reflect the substantial amount of strain energy being re-
leased as the trans double bond rotates to the cis arrangement. The H-C=C-H dihedrals
about the trans double bonds are 132.7o and 150o in the transition states consistent with
a very early location on the IRC due to the release of ring strain.
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Figure 3.13: MRMP2 pathway energetics of 3,4-diaza-dhb
Disrotatory Pathways
The two disrotatory pathways follow the same general geometric changes that were observed
for the 3-aza-dihydrobenzvalene structure. The same bond pairs break as in the conrotatory
pathways, leading to two distinct transition states. However, at the transition state, only
one C-C bond in the breaking pair has appreciably increased in length. For TSdisA′, the
C1-C2 bond length is 2.546 A˚ but the C3-C4 bond length is still 1.542 A˚, compared to
1.802 in TSconA′. In TSdisB′, they are likewise 2.546 A˚ and 1.542 A˚ for the C1-C4
and C2-C3 bonds, respectively. The formation of two cis bonds is also apparent in the
disrotatory transition states with the H-C1-C4-H dihedral going from 13o in the reactant
to 0.3o in TSdisA′ and 5.6o in TSdisB′. Both of these transition states are highly biradical
in nature with NOON’s for the first breaking C-C bond in each having values of 1.05 and
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Figure 3.14: Disrotatory transition states.
0.95 for TSdisA′ and 1.11 and 0.90 for TSdisB′. These NOON values are very close to
the NOON values for TSdisB and TSconC for the 3-aza-dihydrobenzvalene structure, and
the activation barriers are similar also. It is interesting that the barriers for TSdisA′ and
TSdisA′ are within 2.5 kcal ·mol−1of each other despite 9.6 kcal ·mol−1 difference between
the conrotatory transition states TSconA′ and TSconA′. For the 3-aza-dihydrobenzvalene
disrotatory transition states, we suggested that there might be delocalization from the N
atom lone pair into the adjacent singly occupied orbital of the trivalent C atom, lowering
the barriers for TSdisA and TSdisD. The NOON’s are one to two tenths farther away from
unity suggesting that there could be slight electron density coming from the N atom lone
pair. This is not the case for the 3,4-diaza-dihydrobenzvalene disrotatory transition states.
Disrotatory IRC profiles
The disrotatory IRC contours show the concerted pathway to the Z,Z-diene product and
are much more gaussian in shape than the conrotatory IRC’s. There is a slight shoulder for
pathway disB′ on the product side of the energy maximum presumably due to slower release
of strain during the isomerization.
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Table 3.7: Relative Energies, ∆E, for Minima
Structures (kcal/mol) Including ZPE Correction
structurea MCSCFb MRMP2c QCISD(T)d
ezA′ 67.0 56.5 59.1
ezB′ 70.3 62.2 65.6
3 46.6 32.7 32.6
4 0.0 0.0 0.0
a All geometries where optimized at the MCSCF(10,10)/cc-
pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ
level. c The energies are calculated at the MRMP2/cc-
pVTZ//MCSCF/cc-pVDZ level. d The energies are cal-
culated at the QCISD(T)/cc-pVTZ//MCSCF/cc-pVDZ
level.
Natural Bond Orbital Analysis
In an attempt to gain some insight into orbital interactions that may help stabilize one
structure more than another, NBO analysis and NBO deletion methods of Weinhold were
used at the HF and B3LYP level of theory.
Looking at Table 3.8, we see that at the B3LYP level, TSconA and TSconB have acti-
vation barriers of 30.1 and 40.1 kcal ·mol−1, respectively. These values are in good agree-
ment with the MRMP values(see table 3.6) suggesting that a B3LYP calculation should
work reasonably well for performing the NBO related calculations. The NOSTAR values
represent the conformer energy, and the energy differences are based on sterics and elec-
trostatics. This energy gives an indication of how stable our structures would be in the
absence of any stabilization due to electronic delocalization or conjugation. The energies
are made relative to either the reactant or to the ZZ-diene product. This energy is ob-
tained by removing all interactions involving virtual orbitals from the Fock matrix and
then re-diagonalizing the matrix in the absence of these elements. The transition state
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structures are about 10 kcal ·mol−1 apart with delocalization ”turned on”, but TSconA′ is
about 15 kcal ·mol−1 lower in energy with the delocalization ”turned off”. This indicates
that sterically TSconA′ is more stable, but when electronic effects are taken into account,
TSconB′ has stronger electronic interactions. This suggests that these interactions are not
strong enough to overcome the 15 kcal ·mol−1 steric deficit, so the barriers end up only
10 kcal ·mol−1 apart. This also suggests that TSconB′ has about 5 kcal ·mol−1 more
stabilization due to electronic delocalization interactions.
TSconB′ is stabilized about 13 kcal ·mol−1 due to geminal delocalizations (in the absence
of vicinal delocalizations), but TSconA′ is stabilized over 60 kcal ·mol−1 more due to vicinal
interactions (in the absence of geminal interactions). Although this is only a qualitative
approximation, it offers some insight about why each structure differs in energy. This
approach unfortunately can not be applied to the disrotatory structures since it is not
implemented for multiconfigurational wavefuctions, but information can be gained from the
ezA′ and ezB′ and TSconA′ structures that may help understand qualitative trends in the
disrotatory transition state structures both sterically and electronically.
The two disrotatory pathways isomerize directly to the ZZ-diene product. TSdisA′ and
TSdisB′ have activation energies,Ea, of 50.4 kcal ·mol−1 and 52.9 kcal ·mol−1, respectively,
at the MRMP2/cc-pVTZ level of theory (see table 3.6). The two disrotatory transition states
are closer to each other in energy, 2.5 kcal ·mol−1, than their conrotatory counterparts, which
are 9.5 kcal/mol apart. This is interesting from the standpoint that although TSdisA′ is
2.5 kcal/mol more stable, there is not a huge advantage in the orientation of the N atom
lone-pairs or the arrangement of its atoms with respect to TSdisB′. So, the geometry of
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TSdisA′ does not have some of the energy stabilizing effects of TSconA′.
A close look at the IRC profiles in Figure 3.11 show the conrotatory energy surface for
pathway conA′ more efficient over the entire process to the product. A possible explanation
could be that the geometries involved in path conA′ are better able to relieve strain. At
any given point along the reaction coordinate, the geometry in path conA′ is less strained
than the analogous structure of path conB′. At the stationary points, there is a difference
in energy of 9.5 kcal/mol (transition state) and 5.7 kcal/mol (E,Z-diene intermediate). At
the intermediates, we see that EZA is 5.7 kcal/mol lower in energy than EZB. This suggest
that EZA is less strained and therefore more stable.
3.4 Conclusions
3.5 Conclusions
The isomerization of 3-aza-dihydrobenzvalene and 3,4-diaza-dihydrobenzvalene were stud-
ied using complete active space multiconfigurational ab initio calculations. A 10 electron in
10 orbital active space was used, and dynamic electron correlation was recovered using the
MRMP2 method.
There are four distinct isomerization pathways for both the allowed conrotatory and
forbidden disrotatory channels. Two of the allowed pathways have nearly the same activation
barrier, 35.6 and 35.8 kcal ·mol−1, while the other two have slightly higher barriers. The
forbidden channel also has two lower energy pathways, 47 and 48.0 kcal ·mol−1, while the
other two are about 8 kcal ·mol−1higher in activation energy.
It was not possible to describe the relative activation barriers based on a simple model
such as electron delocalization from the N atom lone pair. A natural bond order analysis
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suggests that strain energy in the structures of the various pathways effects the activation
barriers more so than delocalization or resonance stabilization, so the pathway with the
lowest barrier is not easy to predict based on the adjacency of the nitrogen lone pair and its
ability to delocalize into the orbitals resulting from the cleaved bonds in the bicyclobutane
moiety.
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Table 3.8: B3LYP Natural Bond Orbital Deletion Ener-
getics I. Activation Energies (kcal/mol)
Structure Ea ∆NOSTAR ∆NOVIC ∆NOGEM
TSconB′ 40.1 331.7 176.6 190.5
TSconA′ 30.2 314.8 174.0 131.9
a These geometries where optimized at the MCSCF(10,10)/cc-pVDZ
level. b The energies are calculated at the B3LYP/cc-pVTZ level.
c ∆ denotes the relative energy difference with respect to the reac-
tant structure.
Table 3.9: Natural Orbital Occupation Numbers (NOONs) for each Struc-
ture
MOs 18 19 20 21 22 23 24 25 26 27
3 1.98 1.98 1.97 1.97 1.96 0.04 0.03 0.02 0.02 0.02
ezA′ 1.98 1.98 1.97 1.93 1.79 0.21 0.07 0.02 0.02 0.02
ezB′ 1.98 1.98 1.97 1.93 1.76 0.24 0.07 0.02 0.02 0.02
4 1.98 1.98 1.98 1.94 1.91 0.09 0.06 0.02 0.02 0.02
TSconA′ 1.98 1.98 1.97 1.95 1.88 0.13 0.04 0.03 0.02 0.02
TSconB′ 1.98 1.98 1.97 1.94 1.88 0.13 0.05 0.03 0.02 0.02
TSezA′ 1.98 1.98 1.97 1.92 1.34 0.66 0.08 0.02 0.02 0.02
TSezB′ 1.98 1.98 1.98 1.93 1.34 0.66 0.07 0.02 0.02 0.02
TSdisA′ 1.98 1.98 1.97 1.97 1.05 0.95 0.04 0.02 0.02 0.02
TSdisB′ 1.98 1.98 1.97 1.97 1.11 0.90 0.04 0.02 0.02 0.02
a These occupation numbers are at the MCSCF(10,10)/cc-pVTZ level. Items highlighted
in blue have the most multi-configurational character.
Table 3.10: B3LYP Natural Bond Orbital Deletion En-
ergetics II. Relative Energies (kcal/mol)
Structure ∆E ∆NOSTAR ∆NOVIC ∆NOGEM
ezB′ 78.7 350.1 141.0 258.6
ezA′ 63.2 182.4 63.9 176.2
3 38.6 18.5 -35.6 68.0
4 0.0 0.0 0.0 0.0
a These geometries where optimized at the MCSCF(10,10)/cc-pVDZ
level. b The energies are calculated at the B3LYP/cc-pVTZ level.
c ∆ denotes the relative energy difference with respect to ZZ.
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4THE STUDY OF 3-AZA-BENZVALENE AND 3,4-DIAZA-BENZVALENE
4.1 Introduction
The isomerization of tricyclo[3.1.0.02,6]hexane to cyclohexadiene has been shown to pro-
ceed through the (E,Z)-1,3-cyclohexadiene intermediate[37] through a Woodward-Hoffmann[5,
6] allowed conrotatory process. Two C-C bonds break in the bicyclobutane moiety, oppo-
site of each other from the central C-C bond fusing the two three-membered rings. The
allowed conrotatory process is calculated to be 11.4 kcal ·mol−1 lower in energy than the
disallowed disrotatory pathway. As a general rule for pericyclic reactions, the separation
between allowed and disallowed pathways is about 12-15 kcal ·mol−1. For the isomerization
of benzvalene, the disrotatory channel becomes allowed due to the resonance afforded from
the double bond as pi electrons can be delocalized throughout the six-membered ring result-
ing from the fissure of two C-C bonds in the bicyclobutane moiety. We have been interested
in molecular structures that would provide some degree of electron delocalization through
resonance in which one or more lone electron pairs could provide some delocalization to
effect the separation between the allowed and disallowed pathways.
The isomerization of tricyclo[4.1.0.027]heptene illustrates the stabilizing affect that a dou-
ble bond can have on the separation of the allowed and disallowed barriers. There are con-
rotatory paths with differing activation barriers with the lowest being 31.3 kcal ·mol−1 and
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the higher being 37.5kcal ·mol−1. The difference is due to the resonance effect the pi elec-
trons of the double bond in the three carbon bridge connecting opposite carbons in the
bicyclobutane moiety have in the transition state. An even more stabilizing effect is seen for
the disallowed disrotatory pathways in which the two barriers were calculated to be 42.0 and
55.1 kcal ·mol−1: a 13 kcal ·mol−1 stabilization due to the presence of the pi electrons. An
important point is that the barrier heights for the highest allowed pathway and the lowest
disallowed pathway only differed by 4.5 kcal ·mol−1.
The use of heteroatoms to provide lone pair electrons was studied to determine their effect
on the separation of the allowed and disallowed pathways. For the 3-aza-dihydrobenzvalene
structure, there were four allowed and four disallowed pathways, depending on the way
the bicyclobutane moiety opened. There was a 5.6 kcal ·mol−1 difference in the lowest
and highest allowed pathway and a 8.6 kcal ·mol−1 difference in the forbidden pathways.
However, the difference in the highest allowed and lowest forbidden pathways was only 4.8
kcal ·mol−1.
In this study, we used the benzvalene structure but substituted one nitrogen for a carbon
in the double bond and then two nitrogens for the carbons in the double bond. We were
interested in determining the effect that the heteroatoms would have in the separation of the
barrier heights between the allowed disrotatory and forbidden conrotatory pathways. We
were also interested to determine if the intermediates formed in the forbidden conrotatory
pathway, which would includes a trans double bond in pyridine or pyridazine, would be a
minimum on the potential energy hypersurface and the barrier heights for trans double bond
rotation.
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This study use ab initio methods to determine the intrinsic reaction coordinates for
the isomerization of 3-aza-benzvalene and 3,4-diaza-benzvalene to pyridine and pyridazine,
respectively.
4.2 Computational Methods
To determine the pathways of both the conrotatory and disrotatory channels, it was
necessary to use a multiconfigurational wavefunction. These MCSCF calculations were per-
formed using the GAMESS quantum chemistry program [120]. The active space consisted
of the σ orbitals in the bicyclobutane moiety of the reactant comprising 5 occupied and 5
virtual orbitals, making a MCSCF(10,10) subset for the complete active space calculation.
The orbitals were chosen for inclusion into the active space by localizing the Hartree-Fock
orbitals using the Edmiston and Ruedenberg [121] or Boys methods [122]. Virtual orbitals
were constructed using the valence virtual orbitals method in GAMESS. These orbitals are
constructed by projecting atomic and valence orbitals onto the Hartree-Fock orbitals so the
resulting orbitals are valence in character [123, 124] When difficulties arose choosing virtual
orbitals, when the localization methods did not produce distinct virtuals relating to spe-
cific C-C bonds, appropriate virtual orbitals were constructed from the occupied orbitals
by changing the appropriate signs of the primitive orbital expansion coefficients. Since the
transition states each belong to the C1 point group, we were not concerned with construct-
ing virtuals that belonged to the proper symmetry point group of the parent molecule, so
this made the construction easier. During the course of the isomerization, two C-C σ bonds
break, and two C=C pi bonds are formed, and these orbitals naturally stayed in the active
space.
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Geometries were optimized at the MCSCF(10,10) level using the cc-pVDZ basis set.
Analytic gradients were used for the geometry optimization searches and the harmonic
frequencies. Harmonic vibrational frequencies were determined for the minima and transition
states at this same level of theory. All transition states had only one imaginary harmonic
frequency.
Dynamic electron correlation was included by performing single point energies at the
single state second-order MRMP level (MRMP2) [77, 78] at the MCSCF optimized geome-
tries. The cc-pVDZ [36] and cc-pVTZ [28] basis sets were both used for the single point
MRMP2 calculations at the minima and transition states. In order to compare the MRMP2
energies to a more highly correlated wavefunction, single determinant wavefunction methods
were also used when the natural orbital occupation numbers from the MCSCF calculations
inferred only low multiconfigurational character.
Intrinsic reaction coordinates were calculated for each pathway to ensure the located
transition states connected the correct reactant and product. They were also used to follow
the geometries of the reactants through the isomerization pathways to help understand the
differences in barrier heights and strain energy release.
4.3 Results and Discussion
4.3.1 3-Diazabenzvalene → Pyridine
The isomerization of 3-aza-benzvalene will be studied in which the bicyclobutane moiety
opens to produce a single ring. The 3-aza-benzvalene structure is illustrated in figure 4.1
along with the numbering system we will use for this report so as to be consistent with that
for dihydrobenzvalene. The structure belongs to point group Cs, so there is a symmetry
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plane containing the N, C3-H atoms which bisects the C1-C3 bond. The ring opening occurs
by two opposite C-C bonds breaking; since the reaction is asynchronous, meaning the two
bonds break at different areas along the intrinsic reaction coordinate (IRC), there are two
distinct ways for the isomerization to occur. One is for the C1-C2 and C3-C4 bonds to break
with the first breaking bond being adjacent to the N atom, or for the C1-C4 and C2-C3
bonds to break with the first breaking bond being nonadjacent to the N atom. The C2-C3
and C1-C4 pair is symmetrically equivalent to the C1-C2 and C3-C4 pair, and the C3-C4
and C1-C2 pair is symmetrically equivalent to the C1-C4 and C2-C3 pair, cleaving in those
orders, respectively. The double bond in the bridge between the N and C5 atoms, which
connect the C2 and C4 atoms of the bicyclobutate moiety, will produce a triene product, in
this case pyridine, upon isomerization.
Figure 4.1: Reactant 3-aza-benzvalene and product pyridine.
Based on the Woodward-Hoffman symmetry rules, the isomerization can occur either
through a conrotatory or disrotatory pathway. Since the final product is the aromatic pyri-
dine structure, the concerted disrotatory pathway is allowed and should have a significantly
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lower activation barrier than the nonconcerted conrotatory pathwyay. This is opposite of
that for the 3-aza-dihydrobenzvalene structure, shown in figure 4.2, for which the (E,Z)-
2,4-1,6-dihydropyridine intermediate is formed: in this case, the conrotatory pathway is
allowed in which the final 1,6-dihydropyridine product is produced through trans double
bond rotation; this is a two step nonconconcerted isomerization pathway.
Figure 4.2: 3-Aza-tricyclo[3.1.0.02,6]hexane.
A summary of one of the two possible reaction channels for the both the disrotatory and
conrotatory pathways is illustrated in figure4.3. The labeling system we will use consists
of the following (see figure 4.1): the disrotatory and controtatory pathways which result
from the C1-C2 and C3-C4 bond pair cleavages will be called pathways disA and conA with
transition states TSdisA and TSconA. The transition state which connects the reactant 3-
aza-dihydrobenzvalene to the final product pyridine, in a concerted step, is labeled TSdisA.
For the conrotaotry channel conA, the (Z,E,Z)-1,3,5-aza-cyclohexatriene intermediate will
be labeled zezA, and the transition state for trans double bond rotation to produce pryidine
will be labeled TSzezA. For the pathway in which the bond pair cleaves in the order C1-C4
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and then C2-C3, this is labled path B and the disrotatory transition state is TSdisB, and
for the conrotatory channel the transition state TSconB connects 3-aza-dihydrobenzvalene
with the ezeB intermediate, and TSezeB connects the ezeB intermediate with pyridine.
Figure 4.3: Pathways conA and disA for the isomerization of 3-aza-benzvalene to pyridine.
Disrotatory Pathways
There are two disrotatory pathways depending on which bond pair breaks during the
isomerization, and they are differentiated based on the first breaking bond being adjacent
or nonadjacent to the nitrogen atom: pathway disA has the nitrogen atom adjacent while
in pathway disB it is nonadjacent. These two transition states for the disrotatory pathways
are illustrated in Figure 4.4.
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Figure 4.4: Transition states for the disrotatory dathways disA and disB
The activations barriers for the two pathways are given in Table 4.1, and they only differ
by 2.8 kcal ·mol−1 at the MRMP2 level. The pathway with the lowest barrier is disA with
an activation barrier of 36.9 kcal ·mol−1. This is almost equal to the lowest isomerization
barrier for the 3-aza-dihydrobenzvalene structure, at 35.6 kcal ·mol−1, and significantly lower
than that for dihydrobenzvalene at 43 kcal ·mol−1: due to the symmetry rules, these latter
two were for the conrotatory pathway, however. There are a couple of rationalizations for
the barrier being slightly lower for the nitrogen adjacent to the first breaking bond. One,
the pi bond between the N atom and C5 will have more electron density on the N atom due
to its higher electronegativity, and the pi orbital could undergo resonance with the singly
occupied orbital on C2 in the transition state. Due to the lower electron density of the pi
bond on C5, for path disB in which a singly occupied orbital will be on C4, such a resonance
stabilization should be less in magnitude. The singly occupied nature of the orbitals on C2
and C4 for pathways disA and disB, respectively, can be verified by the values of the natural
orbital occupation numbers for the first breaking bonds in those pathways; table 4.2 shows
that they are 1.047 and 0.956 for TSdisA and 1.041 and 0.962 for TSdisB, so the orbitals
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Table 4.1: Activation Barriers, Ea, for each Pathway
(kcal/mol) Including ZPE Correction
reactiona ts statea MCSCFb MRMP2c QCISD(T)d
5 → zezA TSconA 49.2 46.1 32.9
5 → zzeB TSconB 41.7 38.2 43.0
5 → 6 TSdisA 42.3 36.9
5 → 6 TSdisB 43.6 39.7
zezA → 6 TSzezA 2.5 1.3
zzeB → 6 TSzzeA 1.6 3.1
a All geometries where optimized at the MCSCF(10,10)/cc-pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ level.
c The energies are calculated at the MRMP2/cc-pVTZ//MCSCF/cc-
pVDZ level.
resulting from the cleavage of the C1-C2 (path disA) and C1-C4 (path disB) represent an
almost pure singlet biradical.
The C1-C2 bond cleaves first in pathway disA, and its length in TSdisA is 2.552 A˚ com-
pared to 1.542 A˚in the reactant 5. The length of the second bond which cleaves is 1.579
A˚ in TSdisA, lengthened only from 1.551 A˚ in reactant 5: this illustrates the nonsyn-
chronous nature of the reaction. The same behavior is present in path disB in which the
cleaving C1-C4 bond is 2.548 A˚ in TSdisB, from 1.551 A˚ in 5, while the C2-C2 bond length
is lengthened to only 1.579 A˚. The cis nature of the C1=C4 double bond in the pryidine
product is illustrated by the H-C1-C4-H dihedral of 16.6o in 5 while it is 1.8o in TSdisA
(the C1=C4 bond becomes trans in path conA).
Conrotatory Pathways
The two conrotatory pathways have a greater difference in activation barriers: path-
way conA has a barrier of 46.1 kcal ·mol−1, while the barrier for pathway conB is 38.2
kcal ·mol−1, a 7.9 kcal ·mol−1 difference. The barrier for nitrogen being adjacent to the
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Table 4.2: Natural Orbital Occupation Numbers (NOONs) for each Structure
MOs 17 18 19 20 21 22 23 24 25 26
TSconA 1.982 1.979 1.969 1.932 1.786 0.223 0.063 0.027 0.021 0.018
TSconB 1.982 1.979 1.969 1.942 1.797 0.214 0.050 0.027 0.021 0.018
TSdisA 1.983 1.978 1.969 1.967 1.047 0.956 0.038 0.023 0.022 0.019
TSdisB 1.983 1.978 1.968 1.966 1.041 0.962 0.038 0.023 0.022 0.019
TSzezA 1.983 1.978 1.974 1.919 1.316 0.686 0.079 0.023 0.022 0.019
TSzzeB 1.983 1.978 1.974 1.916 1.377 0.626 0.083 0.022 0.022 0.019
zezA 1.983 1.980 1.972 1.921 1.756 0.248 0.078 0.023 0.020 0.020
zzeB 1.983 1.980 1.972 1.919 1.763 0.241 0.080 0.023 0.020 0.020
5 1.984 1.972 1.970 1.965 1.965 0.044 0.032 0.024 0.021 0.021
6 1.985 1.981 1.977 1.944 1.937 0.066 0.053 0.021 0.020 0.016
a These occupation numbers are at the MCSCF(10,10)/cc-pVTZ level. Items highlighted in blue have
the most multi-configurational character.
first breaking bond is the highest. Looking at the NOON values for the first breaking bond
(orbitals 21 and 22 in Table 4.2) show that the transition states are somewhat multiconfig-
urational, but not nearly singlet biradical in nature. This would reduce the possiblility of
resonance since the orbitals resulting from the cleaved bond are still substantially occupied
by a pair of electrons with the NOON value being 1.786 for the orbital. This is consistent
with the C5=N bond lengths in TSconA and TSdisA: above we suggested that resonance
could occur between the pi orbital from the C5=N double bond in TSdisA with the singly
occupied orbital on C2. This would tend to lengthen the C5=N bond due to electron delo-
calization across the C5=N=C2 atoms, and the C5=N bond is TSdisA is longer than that
for TSconA. The values are 1.273 A˚ for TSdisA and 1.262 A˚ for TSconA.
The two disrotatory transition states are very close in energy, but the conrotatory ones
are different, as mentioned above. The C5=N bond lengths are basically the same in the two
conrotatory transition states: 1.262 and 1.264 A˚ in TSconA and TSconB, respectively. The
main difference is a nitrogen or carbon atom from the N=C5 bond adjacent to a trivalent
98
carbon in the transition state (from the first bond cleavage). One possible explanation for
the difference in activation barriers for the conrotatory pathways is based on the slightly
shorter bonds in the cleaving pair in TSconB; this represents and earlier transition state and
TSconB might release strain earlier along the IRC.
The conrotatory pathways produce a trans double bond in the two intermediate struc-
tures as witnessed by the 167 o H-C1-C4-H dihedral is TSconA and the 163o H-C3-C2-H
dihedral in TSconB (see Figure 4.5). These six-membered ring trienes are substantially
strained with the presence of a trans double bond. They are illustrated in Figure 4.6 with
the zezA structure (Z,E,Z-1,3,5-aza-cyclohexatriene) resulting from pathway conA and zzeB
(Z,Z,E-1,3,5-aza-cyclohexatriene) resulting from pathway conB. The difference in the two
structures is the location of the trans double bond relative to the nitrogen atom. Since
pyridine is aromatic, it is remarkable that these two structures are minima on the poten-
tial energy hypersurface. The H-C1-C4-H dihedral in zezA is 178.5o, normal for a trans
bond, but the C3-C1-C4-C5 dihedral is only 72.2o: this is necessary to close the small six-
membered ring but adds significant strain energy. Likewise, the H-C3-C2-H dihedral in zzeB
is 179.8o but the C1-C3-C2-N dihedral is only 79.3o.
The relative energies are listed in Table 4.3 and show that these two intermediates
are about 95 kcal ·mol−1 higher than pyridine with that amount of energy due to the
strain imposed by the trans double bond. It is also interesting that they differ by only 0.3
kcal ·mol−1 even though the the nitrogen lone pair is adjacent or nonadjacent to the trans
double bond. This suggests that the nitrogen lone pair does not significantly interact with the
strained trans bond through the pi∗ orbital. The NOON’s for the trans double bond pi and pi∗
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Figure 4.5: Transition States for the conrotatory pathways conA and conB
orbitals (21 and 22 in Table 4.2 show that that there is significant multiconfigurational
character for a electronic closed-shell minimum on the PES. This is due to the strained
nature of the trans bond in which overlap of the 2p orbitals on the carbon atoms is reduced
due to the dihedrals being much less than 180o as listed above. The C1=C4 length in zezA
is 1.415 A˚ and the C2=C3 length in zzeB is 1.411 A˚, both much longer than the cis double
bond length of 1.384 A˚ in both intermediate stuctures (C2=C3 and C1=C4).
The loss of resonance stabilization can be seen by the carbon-carbon bond lengths in
the intermediate structures compared to pyridine. In zezA, the C1=C4 bond is 1.415 A˚,
the C1-C3 length is 1.521 A˚, and the C2=C3 length is 1.384 A˚. This is an alternating dou-
ble/single/double bond order pattern for the ring. zzeB is similar: the C2=C3 bond is 1.411
A˚, the C1-C3 bond is 1.529 A˚, and the C1=C4 bond is 1.384 A˚, again and alternating dou-
ble/single/double bond order pattern. For the pyridine structure, we calculate the C1=C4
bond to be 1.403 A˚, the C1-C3 bond to be 1.423 A˚, and the C2-C3 bond to be 1.405 A˚ in
length, characteristic of an aromatic pattern. Therefore, the presence of the trans double
bond removes the aromaticity of the triene structure: this is presumably due to the orienta-
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Table 4.3: Relative Energies, ∆E, for Minima
Structures (kcal/mol) Including ZPE Correction
structurea MCSCFb MRMP2c QCISD(T)d
zezA 96.4 95.2
zzeB 96.7 94.9
5 73.1 65.1
6 0.0 0.0 0.0
a All geometries where optimized at the MCSCF(10,10)/cc-
pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ
level. c The energies are calculated at the MRMP2/cc-
pVTZ//MCSCF/cc-pVDZ level.
tion of the trans double bond pi orbitals which do not allow overlap, and therefore prohibits
electron delocalization, with the two cis double bond pi orbitals.
Figure 4.6: Intermediates from the conrotatory pathway containing a trans double bond
The isomerization of zezA and zzeB to pyridine occurs through trans double bond ro-
tation. The activation barriers are remarkably small: 1.3 kcal ·mol−1 for zezA and 3.1
kcal ·mol−1 for zzeB, respectively. The transition state structures are illustrated in Fig-
ure 4.7. Structure TSzezA connects intermediate zezA to pyridine, and the H-C1-C4-H
dihedral is 149.6o at the transition state while the C3-C1-C4-C5 dihedral is 57.4o. This is
a very early transition state, and the very small 1.3 kcal ·mol−1 barrier can be explained
101
by the concomitant release of strain energy as the trans double bond rotates to the cis con-
figuration. The transition state is strongly singlet biradical in nature with NOON values
of 1.316 and 0.686 for the pi and pi∗ orbitals, respectively. TSzzeB is likewise in character
with a H-C3-C2-H dihedral of 151.7o and a C1-C3-C2-N dihedral of 65.6o. For comparison,
the activation barrier for double bond rotation for ethylene is 60 kcal ·mol−1 and that for
trans-butadiene to cis-butadiene is 50 kcal ·mol−1, calculated at the same MPMP2 level of
theory as this study.
Figure 4.7: Transition state structures for the isomerization of zezA and zzeB to pyridine
Intrinsic Reaction Coordinates
The intrinsic reaction coordinates (IRC’s) for the two conrotatory and disrotatory path-
wyas are illustrated in Figure 4.8. The IRC for pathways disB shows the classic gaussian
form while that for disA has a slight shoulder on the product side of the maximum, which
could be due to a slight stabilization or a slight decrease in the release of strain progressing
along the IRC.
Both conrotatory IRC’s have a shoulder on the reactant side of the minimum: it is at this
point along the IRC that the second C-C bond in the pair starts to lengthen appreciably,
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so this could release strain and lower the energy. The very shallow well for the trans bond
containing intermediates can be seen with their activation barriers for trans double bond
rotation.
The most interesting feature is the relative barrier heights of the two lowest energy
transition states (maxima on the IRC). Relative to the reactant 5, they are pathway disA
with has a barrier height of 36.9 kcal ·mol−1 and pathway conB shich has a barrier of
38.2 kcal ·mol−1. This 1.3 kcal ·mol−1 difference is extremely small for the separation
of Woodward-Hoffmann allowed and disallowed pathways. As a general rule, the separa-
tion is about 12-15 kcal ·mol−1 for pericyclic reactions, and this was observed for the re-
lated structures bicyclobutane[8], dihydrobenzvalene[37], tricyclo[4.1.0.02,7]heptane[66], and
tricyclo[4.1.0.02,7]heptene[38]. This means that for the isomerization of 3-aza-benzvalene,
both the allowed disrotatory and disallowed controtatory pathways will be kinetically com-
petitive.
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Figure 4.8: IRC profiles
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4.4 3,4-diaza-benzvalene → Pyridazine
The stuctures of 3,4-diaza-tricyclo[3.1.0.02,6]hex-3-ene (3,4-diaza-benzvalene, 7) and pyri-
dazine (8) are illustrated in Figure 4.9 with the atom numbering system common for both
structures and is taken from the bicyclobutane moiety. The ring opening occurs just like of
the 3-aza-benzene reactant described above, but since the reactant 7 belongs to point group
C2, there is only one symmetrically distinct disrotatory and one controtatory pathways.
The breaking bond pairs C1-C2, C3-C4 and C2-C3, C1-C4 are symmetrically equivalent
regardless of which bond in the pair cleaves first. The pathways will be labeled disA′ for
the disrotatory channel and conA′ for the conrotatory one: the primes designate the diaza
structures from the aza structures above.
Figure 4.9: 3,4-Diaza-tricyclo[3.1.0.02,6]hex-3-ene and pyridazine.
An illustrated summary of the disrotatory and conrotatory pathwyas is given in Fig-
ure 4.10 and follows closely that for the 3-aza-benzvalene reactant.
Disrotatory Pathway
The disrotatory pathway exhibits the characteristic of a highly nonsynchronous reaction
in which only the first bond breaks leading up to the transition state. The C1-C2 bond
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Figure 4.10: Path conA and disA for the isomerization of 3,4-diaza-benzvalene.
length is 2.523 A˚ in the transition state (TSdisA′) while the other breaking bond in the
pair is still 1.567 A˚, lenghtened only slightly from 1.534 in the reactant 7. The cis nature
of the C1=C4 double bond can be seen from the H-C1-C4-H dihedral of 0.3oin TSdisA′; it
is 15.7o in reactant 7. After the energy maximum, the C3-C4 bond cleaves which produces
the pryidazine isomerization product. The transition state almost a pure singlet biradical
with NOON’s of 1.022 and 0.981 for the C1-C2 breaking bond orbitals showing that a
multiconfigurational method is necessary to describe the allowed pathway. The transition
state structures, and conrotatory intermediate, are illustrated in Figure 4.11.
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Figure 4.11: Transition states structures and E,Z-intermediate structure.
Conrotatory Pathway
The controtatory pathway is more synchronous than the disrotatory pathway, but still
has significant nonsynchronous character. The C1-C4 bond length in (TSconA′ is 2.382
A˚ while the C3-C4 bond has lengthened significantly to 1.859 A˚. The H-C1-C4-H dihedral
is 168.9o, indicative of the formation of the trans double bond in the intermediate. The
NOON’s for the first breaking bond are 1.825 and 0.187 showing that this transition state
mostly single configurational, and conventional methods using single determinant wavefuc-
tions such as density functional theory should be adequate.
The intermediate formed in the conrotatory pathway has a trans double bond and is
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the trans isomer of pyridazine. The bond lengths show that the structure no longer has
resonance stabilization charicteristic of the aromatic pryidazine: the C1=C4 bond length
is 1.415 A˚, the C1-C3 length is 1.515 A˚, and the C2=C3 length is 1.386 A˚, indicative of a
double/single/double bond order pattern. In pyradizine, the bond lengths are 1.409,1.408,
and 1.409 A˚ for those same bonds showing the resonance from pi electron delocalization.
The orientation of the trans double bond pi orbitals preclude electron delocalization around
the ring. The intermediate also has biradical character with NOON values of 1.745 and
0.260 for the pi and pi∗ orbitals, respectively.
Intrinsic Reaction Coordinates
The IRC’s are illustrated in Figure 4.12. They show the same contour as that for the
disrotatory and controtatory pathways for 3-aza-benzvalene above. However, the disal-
lowed conrotatory pathway is 8.4 kcal ·mol−1 higher in energy than the allowed disrotatory
pathway, more in line with the orbital symmetry rules. The activation barriers are listed
in Table 4.4. The barrier for the disrotatory pathway is 42.2 kcal ·mol−1, which is 5.3
kcal ·mol−1 higher than that for the 3-diaza-benzene isomerization. One anomoly is that
the barrier for the trans double bond rotation is only 0.5 kcal ·mol−1 for TSzezA′.
At the MCSCF(10,10) level, with the cc-pVDZ basis set, the structure is a minimum on
the potential energy hypersurface with all real harmonic vibrational frequencies. The tran-
sition state geometry was likewise optimized and had one imaginary harmonic frequency.
However, when the MPMP2 energy was calculated at the zezA′ minimum and the TSzezA′
maximum, the energy difference was -5.2 kcal ·mol−1, ordering the zezA′ more stable than
the TSzezA′ transition state. Since the wavefunction for the TSzezA′ transition state is
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highly multiconfigurational in character, we were not able to trust and compare values from
highly correlated single determinant methods such as CCSD(T) energies to gain additional
insight over the MCSCF result. Until we are able to optimize the geoemetries of the struc-
tures at the MPMP2 or comparable level, we cannot definitively say that zezA′ is a true
minimum on the PES or that TSzezA′ is a true transition state.
Figure 4.12: IRC profiles
Relative Energies
The relative energies of the minima on the PES were computed and are listed in Table 4.5.
Here, we compared values computed at the MRMP2 level with those at the QCISD(T) level
since the minima were mostly single configurational in nature (the NOON’s for zezA′ are
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Table 4.4: Activation Barriers, Ea, for each Pathway
(kcal/mol) Including ZPE Correction
reactiona ts statea MCSCFb MRMP2c QCISD(T)d
7 → zezA′ TSconA′ 53.8 50.6 54.4
7 → 8 TSdisA′ 48.7 42.2
zezA′ → 8 TSezA′ 0.5 -5.19
a All geometries where optimized at the MCSCF(10,10)/cc-pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ level.
c The energies are calculated at the MRMP2/cc-pVTZ//MCSCF/cc-
pVDZ level.
Table 4.5: Relative Energies, ∆E, for Minima
Structures (kcal/mol) Including ZPE Correction
structurea MCSCFb MRMP2c QCISD(T)d
zezA′ 98.7 95.4 99.1
7 62.4 54.8 53.0
8 0.0 0.0 0.0
a All geometries where optimized at the MCSCF(10,10)/cc-
pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ
level. c The energies are calculated at the MRMP2/cc-
pVTZ//MCSCF/cc-pVDZ level. d The energies are cal-
culated at the QCISD(T)/cc-pVTZ//MCSCF/cc-pVDZ
level.
1.745 and 0.260 for the trans pi bond occupied and virtual orbitals, respectively). The values
at the QCISD(T) level match well with those at the MRMP2 level; however, these are at the
MCSCF(10,10) optimized geometries, so the single point energies calculated for the zezA′
might not be at a true minima.
4.5 Conclusions
The isomerization of 3-aza-benzvalene and 3,4-diaza-benzvalene have been studied using ab
initio calculations including complete active space self-consistent field methods with a 10
electron in 10 orbital orbital subset. Dynamic electron correlation was recovered outside
the active space using MRMP2 single point energy calculations at the MCSCF optimized
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geometries.
3-aza-benzvalene
For the 3-aza-benzvalene reactant, the difference between the allowed disrotatory and
forbidden conrotatory pathways was only 1.3 kcal ·mol−1. This is an important finding in
that this molecular structure results in a near energy crossing of the allowed and forbidden
pathways, making both kinetically important for the isomerization pathways. The disrota-
tory pathway is concerted, while the conrotatory goes through an intermediate which sits in
a very shallow well on the potential energy hypersurface. The intermediates formed in the
two distinct conrotatory pathways for the 3-aza-dihydrobenzvalene reactant contain a trans
double bond and as a result do not contain the aromatic nature of the resonance stabiliza-
tion of the conjugated triene: we believe the geometry of the trans double bond precludes
delocalization from the cis bonds.
This is born out in the geometry of the trans-pyridine intermediates with have dou-
ble/single/double bond alternating bond lengths in the conjugated triene. The strain con-
tained in the two intermediates can be estimated by the 95 kcal ·mol−1 higher relative
energy than pyridine. This strain energy is due to the geometric strain of the 72o and
79o dihedral for the trans double bond ring atoms plus the loss of resonance energy. The
barriers for trans double bond rotation are very low, 1.3 and 3.1 kcal ·mol−1; the transition
states for bond rotation are very early on the IRC and result in the release of the large
amount strain energy. Otherwise, they would be closer to the 50 kcal ·mol−1 barrier for
trans double bond rotation of butadiene.
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3,4-diaza-benzvalene
The isomerization of this structure follows more routinely the allowed disrotatory path-
way which is 8.4 kcal ·mol−1 lower than the forbidden conrotatory pathway, making the
allowed pathway kinetically predominant. The intermediate for the conrotatory pathway,
E-3-pyridazine, may or may not be a true minimum on the potential energy hypersurface.
At the MCSCF(10,10)/cc-pVDZ level, the energy gradients show a minimum on the PES as
do the all positive second derivatives (all real harmonic frequencies). However, single point
energy calculations at the MRMP2 level show a negative activation barrier (energy of the
transition state lower than that of the trans bond intermediate). Calculations using gradi-
ents and frequencies using a multi-determinant correlated method are needed to confirm the
nature of this highly strained intermediate.
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5THE STUDY OF 3-AZA-TRICYCLO[3.1.0.02,6]HEXAN-3-IUM
5.1 Introduction
The isomerization processes of 3,4-Diazatricyclo[3.1.0.02,6]hexan-3-ium and 3,4-Diazatricy-
clo[3.1.0.02,6]hexane-3,4-diium were studied. Both of these structures have nitrogen atoms
at the 3 and the 4 position. The first to be discussed progresses naturally from the struc-
ture of 3,4-diaza-dihydrobenzvalene which itself progressed naturally from 3-aza-dihydro-
benzvalene. So by analyzing this structure trends associated with the nitrogen atoms can
be explored. It will allow a view of what happens when you have polarized bonds in the
system but in the absence of the lone pair. The polarization of the bonds may have an effect
on the activation barriers. Figure 5.1 shows a typical reaction path for the conrotatory case
and the disrotatory case. If you look closely at the reactant it can be seen that this struc-
ture lacks symmetry and therefore will not have any degenerate conrotatory or disrotatory
pathways. So there are four conrotatory and four disrotatory possibilities. No experimental
or theoretical data has been presented to date for this structure.
5.2 Computational Methods
To determine the pathways of both the conrotatory and disrotatory channels, it was neces-
sary to use a multiconfigurational wavefunction. These MCSCF calculations were performed
using the GAMESS quantum chemistry program [120]. The active space consisted of the
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Figure 5.1: Path conA and disA for the isomerization of 3,4-diazatricyclo[3.1.0.02,6]hexan-
3-ium.
σ orbitals in the bicyclobutane moiety of the reactant comprising 5 occupied and 5 virtual
orbitals, making a MCSCF(10,10) subset for the complete active space calculation. The
orbitals were chosen for inclusion into the active space by localizing the Hartree-Fock or-
bitals using the Edmiston and Ruedenberg [121] or Boys methods [122]. Virtual orbitals
were constructed using the valence virtual orbitals method in GAMESS. These orbitals are
constructed by projecting atomic and valence orbitals onto the Hartree-Fock orbitals so the
resulting orbitals are valence in character [123, 124] When difficulties arose choosing virtual
orbitals, when the localization methods did not produce distinct virtuals relating to spe-
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cific C-C bonds, appropriate virtual orbitals were constructed from the occupied orbitals by
changing the appropriate signs of the primitive orbital expansion coefficients.
Since the transition states each belong to the C1 point group, we were not concerned
with constructing virtuals that belonged to the proper symmetry point group of the parent
molecule, so this made the construction easier. During the course of the isomerization,
two C-C σ bonds break, and two C=C pi bonds are formed, and these orbitals naturally
stayed in the active space. Geometries were optimized at the MCSCF(10,10) level using
the cc-pVDZ basis set. Analytic gradients were used for the geometry optimization searches
and the harmonic frequencies. Harmonic vibrational frequencies were determined for the
minima and transition states at this same level of theory. All transition states had only one
imaginary harmonic frequency.
Dynamic electron correlation was included by performing single point energies at the
single state second-order MRMP level (MRMP2) [77, 78] at the MCSCF optimized geome-
tries. The cc-pVDZ [36] and cc-pVTZ [28] basis sets were both used for the single point
MRMP2 calculations at the minima and transition states. In order to compare the MRMP2
energies to a more highly correlated wavefunction, single determinant wavefunction methods
were also used when the natural orbital occupation numbers from the MCSCF calculations
inferred only low multiconfigurational character. Intrinsic reaction coordinates were calcu-
lated for each pathway to ensure the located transition states connected the correct reactant
and product. They were also used to follow the geometries of the reactants through the iso-
merization pathways to help understand the differences in barrier heights and strain energy
release.
115
5.3 Results and Discussion
Figure 5.2: 3,4-Diazatricyclo[3.1.0.02,6]hexan-3-ium and 1,2-dihydropyridazin-1-ium
Conrotatory Pathways. The conrotatory pathways will be examined first. Looking
at Table 5.2 we see that TSconC has the lowest activation barrier of 50.9 kcal/mol at
the MRMP2 level of theory. In fact TSconC is favored at all levels of theory employed
in this study. TSconD is the slightly higher in energy than TSconC, particularly at the
QCISD(T) level of theory. TSconB has the largest activation barrier of 55.0 kcal/mol and
61.4 kcal/mol at the MRMP2 and QCISD(T) level of theory respectively. So in the 3-aza-
DHB structure the TSconC structure(which has a similar arrangement of atoms) was also
found to be the most favorable conrotatory transition state. So this now shows with some
certainty that Breaking the C1-C4 bond first is more favorable in the the structures having
a sp3 hybridized nitrogen with a lone pair at the 3 position(see TC-reactant in Figure 5.1).
116
Figure 5.3: Conrotatory transition states.
Another interesting point is that the range of energies for the conrotatory transition state
is not that large. The 50.9 kcal/mol to 55.0 kcal/mol is only 4.1 kcal/mol at the MRMP2
level of theory. The range of values is still 4.1 kcal/mol at the QCISD(T) level of theory.
So one apparent effect of the positively charged nitrogen is to decrease the gap between the
individual activation barriers. Also for this structure the lowest activation barrier is over
50.9 kcal/mol. The activation barrier for the conrotatory pathway of DHB itself was found
to be ≈ 42 kcal/mol. The smallest activation barrier of 3-aza-DHB as can be seen on Table
3.1 was that if TSconC at 35.6 kcal/mol. So the nitrogen have a positive charge has either
stabilized the reactant by 15.3 kcal/mol relative to TSconC or has destabilized the transition
state structures relative to the reactant. In light of the fact that a lone pair of elections, a
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Figure 5.4: E,Z-intermediate structures
potential electronic stabilizer, has been removed and replaced with a positive charge on a
fairly electronegative atom, it is safer to say that both structures have been destabilized to
a certain degree. The transition states have been destabilized more so than the reactant.
So now we will look at the geometrical features associated with the transition states.
In TSconC the C1-C4 bond is found to be 2.394 A˚ and the C2-C3 bond has a length
of 1.808 A˚. The H-C1-C2-H dihedral has an angle of 161.4◦. TSconD which is the next
lowest in energy has a C2-C3 bond length of 2.437 A˚ and a C1-C4 bond length of 1.849 A˚.
The H-C3-C4-H dihedral has an angle of 167.2◦ in TSconD. What is interesting is that the
values of TSconD for these key parameters are the largest of all the conrotatory transition
states. So that make TSconD appear to be a later transition state, which in turn would
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Figure 5.5: E,Z → Z,Z transition states.
seem to suggest that it should not be more stable than TSconA or TSconB. One possible
explanation is stabilization through lone pair resonance with orbitals on C2, as the C2-C3
bond of the reactant starts to break. It may be more favorable to have the lone pair oriented
away from the bond that is breaking. This could help explain why TSconC is more stable
than TSconA. TSconB may be the least favored because it would appear that the lone pair
cannot effectively interact with either bond that is breaking. Looking at the NOONs(see
Table 5.3) we can see how multi-configurational the transition structures are. TSconB is
the most most multi-configurational conrotatory transition state. MO 22 has an occupancy
of 1.799 for TSconB. That being said the conrotatory transition state are only slightly
multi-configurational so a robust single reference method is expected to do well describing
the energetics correctly. As for the TSez structures the results of single reference methods
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Figure 5.6: Disrotatory transition states.
would not be as reliable.
Conrotatory Intrinsic Reaction Coordinate. The IRCs for the conrotatory pathways
may offer some insight about why the barriers have their specific order. So looking at Figure
5.9 we see that the curves all exhibit feature to curves shown in previous chapters. The curve
for path ConC has the lowest barrier at the transition state. The curve crosses over those
of ConD and ConA at several different points. path ConC, however, goes from reactant
the transition state in a fairly efficient manner. The curve for ConA and ConD have very
similar shapes and features. This is due in part to the fact that the initial bond breaks
near the nitrogen with the lone pair in both of these curves. On the IRC the curve for
ConB is slightly lower in energy than ConA, but if you look at Figure 5.7 you see the proper
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Table 5.1: Activation Barriers, Ea, for each Pathway
(kcal/mol) Including ZPE Correction
reactiona ts statea MCSCFb MRMP2c QCISD(T)d
9 → zeA TSconA 57.4 54.6 60.6
9 → ezB TSconB 56.9 55.0 61.4
9 → ezC TSconC 54.2 50.9 57.3
9 → zeD TSconD 55.5 52.3 57.6
9 → 10 TSdisA 56.6 58.3
9 → 10 TSdisB 60.8 64.7
9 → 10 TSdisC 61.4 64.1
9 → 10 TSdisD 57.3 58.8
zeA → 10 TSzeA 2.8 2.7
ezB → 10 TSezA 1.2 0.7
ezC → 10 TSezA 3.1 3.1
zeD → 10 TSzeA 2.2 1.2
a All geometries where optimized at the MCSCF(10,10)/cc-pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ level.
c The energies are calculated at the MRMP2/cc-pVTZ//MCSCF/cc-
pVDZ level.
d The energies are calculated at the QCISD(T)/cc-pVTZ//MCSCF/cc-
pVDZ level.
energy ordering. Also it can be seen that TSconB leads to a fairly strained intermediate in
comparison to the other EZ-intermediates. The structures of path ConD appear to be able
to relieve strain better in the region of the PES between TScon and TSez. The paths of
ConC ConA are fairly similar in that region. These PES curves show that the isomerization
process for the conrotatory paths is not as smooth as that of the disrotatory paths.
Disrotatory Pathways. The disrotatory pathways for this 3-aza-4-ium-DHB structure are
quite interesting as well. One of the more important things to note about the disrotatory
pathways is that several of the paths have activation barriers that are competitive with those
of the conrotatory pathways (see Table 5.2). TSdisA has the lowest activation barrier at
the MRMP2 level with a value of 58.3 kcal/mol. This is significant because this barrier is
only 3.3 kcal/mol higher than the largest conrotatory barrier. It is 3.7 kcal/mol higher than
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Table 5.2: Relative Energies, ∆E, for Minima
Structures (kcal/mol) Including ZPE Correction
structurea MCSCFb MRMP2c QCISD(T)d
zeA 69.7 62.4 65.7
ezB 74.0 67.5 71.0
ezC 69.8 62.9 66.5
zeD 68.5 60.5 63.8
9 36.3 23.0 22.3
10 0.0 0.0 0.0
a All geometries where optimized at the MCSCF(10,10)/cc-
pVDZ level.
b The energies are calculated at the MCSCF/cc-pVTZ
level. c The energies are calculated at the MRMP2/cc-
pVTZ//MCSCF/cc-pVDZ level. d The energies are cal-
culated at the QCISD(T)/cc-pVTZ//MCSCF/cc-pVDZ
level.
the barrier of TSconA and 7.4 kcal/mol higher than TSconC. TSdisD has the next lowest
activation barrier with a value of 58.8 kcal/mol. The disrotatory transition state barriers
range in values from 58.3 kcal/mol to 64.7 kcal/mol. So the same trend in the conrotatory
barriers is seen here where the activation barriers have a fairly small range. We will look
now at the geometries to see if any a features stand out. The initial C-C bond that breaks
first in TSdisA has a value of 2.517 A˚ . This has the shortest value of all the disrotatory
transition states. TSdisD has the largest value at 2.581 A˚ so it seems to not follow the
earlier transition state trend. TSdisB which has the largest activation barrier has a value of
2.549 A˚ for this bond length. Its has a value between that of TSdisA and TSdisD. One clue
in support of lone pair resonance is that the C-N bond is 1.428 A˚ in TSdisA and TSdisD.
The analogous bond in TSdisB and TSdisC is 1.453 A˚ and 1.455 A˚, respectively. The
disrotatory paths have transition states that are nearly singlet bi-radicals. Looking at Table
5.3 we see that TSdisB and TSdisC are the most multi-configurational. This supports why
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they have the largest activation barriers. TSdisA is slightly less multi-configurational than
TSdisD.
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Figure 5.7: MRMP2 pathway energetics of 3,4-diazatricyclo[3.1.0.02,6]hexan-3-ium
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Disrotatory Intrinsic Reaction Coordinate.Figure 5.9 depicts the curves for the disro-
tatory IRC pathways. Path DisA is show to be the most efficient from reactant to transition
state. It then progresses at a slower rate until about 4 coordinate steps where is goes
smoothly toward the product. DisD progress fairly smoothly from reactant to product as
well. It lacks the pronounced shoulder beyond the transition state region that is found on
path DisA. Both DisB and DisC behave similarly when going from reactant to transition
state. the curve for DisC appears to be slightly more efficient when progressing toward the
final ZZ-product. Again the trend is seen where paths cross over each other at several points
along the reaction coordinate.
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Table 5.3: Natural Orbital Occupation Numbers (NOONs) for each Structure
MOs 18 19 20 21 22 23 24 25 26 27
TSconA 1.983 1.980 1.969 1.934 1.814 0.195 0.060 0.027 0.021 0.018
TSconB 1.983 1.980 1.969 1.935 1.799 0.212 0.057 0.027 0.021 0.018
TSconC 1.983 1.980 1.969 1.942 1.804 0.206 0.051 0.027 0.021 0.018
TSconD 1.983 1.980 1.969 1.934 1.833 0.176 0.060 0.027 0.021 0.018
TSdisA 1.984 1.979 1.969 1.968 1.101 0.900 0.037 0.022 0.021 0.019
TSdisB 1.984 1.979 1.968 1.967 1.023 0.979 0.037 0.023 0.022 0.019
TSdisC 1.984 1.979 1.968 1.967 1.023 0.979 0.037 0.023 0.021 0.019
TSdisD 1.984 1.979 1.968 1.967 1.106 0.897 0.038 0.023 0.021 0.018
TSzeA 1.983 1.978 1.975 1.919 1.375 0.628 0.080 0.023 0.022 0.019
TSezB 1.983 1.978 1.975 1.917 1.426 0.577 0.081 0.022 0.022 0.019
TSezC 1.983 1.978 1.975 1.917 1.357 0.645 0.081 0.023 0.021 0.019
TSzeD 1.983 1.978 1.975 1.918 1.401 0.602 0.081 0.023 0.022 0.019
zeA 1.983 1.980 1.973 1.922 1.775 0.229 0.076 0.023 0.021 0.019
ezB 1.983 1.980 1.973 1.920 1.751 0.253 0.079 0.022 0.021 0.020
ezC 1.983 1.980 1.973 1.920 1.776 0.227 0.079 0.022 0.021 0.020
zeD 1.983 1.980 1.973 1.923 1.772 0.232 0.075 0.023 0.021 0.020
9 1.984 1.976 1.973 1.967 1.963 0.044 0.029 0.022 0.021 0.020
10 1.985 1.981 1.977 1.935 1.908 0.097 0.060 0.021 0.020 0.016
a These occupation numbers are at the MCSCF(10,10)/cc-pVTZ level. Items highlighted in blue have
the most multi-configurational character.
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Figure 5.8: Conrotatory path IRC profiles
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Figure 5.9: Disrotatory path IRC profiles
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5.4 Conclusions
The isomerization of 3,4-Diazatricyclo[3.1.0.02,6]hexan-3-ium was studied using ab initio cal-
culations using the multiconfigurational self consistent field method with a 10 electron in 10
orbital active space. Dynamic electron correlation was recovered outside of the active space
using MRMP2 single point energy calculations at the MCSCF optimized geometries.
This structure possessed a positively charged nitrogen and has four unique conrotatory
and disrotatory pathways. They ranged in value from 50.9 kcal/mol to 54.6 kcal/mol. The
disrotatory values ranged from 58.3 kcal/mol to 64.7 kcal/mol. What is significant is the
barriers for this system are higher in comparison to the barriers associated with the 3-aza-
dihydrobenzvalene (1) system or the 3,4-diaza-dihydrobenzvalene (3) system. In fact, the
lowest allowed pathway has an activation barrier (50.9 kcal/mol)) which is nearly 19 kcal/mol
larger than the lowest allowed barrier of 3 (32.0 kcal/mol). The disrotatory pathways were
less affected by the plus charge. The lowest disrotatory barrier was 58.3 kcal/mol which is
only 8 kcal/mol higher than the lowest disrotatory barrier for the 3→ 4 isomerization. The
gap between the lowest allowed and disallowed paths 7.4 kcal/mol, so the addition of the
plus charge increased all of the barriers with reference to 2 and 3 and caused the energy gap
between the allowed and disallowed paths to become smaller than that of DHB.
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6THE STUDY OF 3,4-DIAZA-TRICYCLO[3.1.0.02,6]HEXANE-3,4-DIIUM
6.1 Introduction
3,4-Diazatricyclo[3.1.0.02,6]hexane-3,4-diium has two positively charged nitrogen atoms, and
no lone pairs. This structure should help gain even more insight into what affects a charged
nitrogen will have on the isomerization barrier. Also what happens when you have two elec-
tronegative atoms, but no lone pairs. This structure is iso electronic with dihydrobenzvalene
so it will be interesting to see how far the isomerization properties deviate from each other.
Because of symmetry the 4 possible isomerization pathways are degenerate in energy. No
experimental or theoretical data is available for this system.
6.2 Computational Methods
To determine the pathways of both the conrotatory and disrotatory channels, it was neces-
sary to use a multiconfigurational wavefunction. These MCSCF calculations were performed
using the GAMESS quantum chemistry program [120]. The active space consisted of the
σ orbitals in the bicyclobutane moiety of the reactant comprising 5 occupied and 5 virtual
orbitals, making a MCSCF(10,10) subset for the complete active space calculation. The
orbitals were chosen for inclusion into the active space by localizing the Hartree-Fock or-
bitals using the Edmiston and Ruedenberg [121] or Boys methods [122]. Virtual orbitals
were constructed using the valence virtual orbitals method in GAMESS. These orbitals are
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constructed by projecting atomic and valence orbitals onto the Hartree-Fock orbitals so the
resulting orbitals are valence in character [123, 124] When difficulties arose choosing virtual
orbitals, when the localization methods did not produce distinct virtuals relating to spe-
cific C-C bonds, appropriate virtual orbitals were constructed from the occupied orbitals
by changing the appropriate signs of the primitive orbital expansion coefficients. Since the
transition states each belong to the C1 point group, we were not concerned with construct-
ing virtuals that belonged to the proper symmetry point group of the parent molecule, so
this made the construction easier. During the course of the isomerization, two C-C σ bonds
break, and two C=C pi bonds are formed, and these orbitals naturally stayed in the active
space.
Geometries were optimized at the MCSCF(10,10) level using the cc-pVDZ basis set. Analytic
gradients were used for the geometry optimization searches and the harmonic frequencies.
Harmonic vibrational frequencies were determined for the minima and transition states at
this same level of theory. All transition states had only one imaginary harmonic frequency.
Dynamic electron correlation was included by performing single point energies at the single
state second-order MRMP level (MRMP2) [77, 78] at the MCSCF optimized geometries.
The cc-pVDZ [36] and cc-pVTZ [28] basis sets were both used for the single point MRMP2
calculations at the minima and transition states. In order to compare the MRMP2 energies
to a more highly correlated wavefunction, single determinant wavefunction methods were
also used when the natural orbital occupation numbers from the MCSCF calculations in-
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ferred only low multiconfigurational character. Intrinsic reaction coordinates were calculated
for each pathway to ensure the located transition states connected the correct reactant and
product. They were also used to follow the geometries of the reactants through the iso-
merization pathways to help understand the differences in barrier heights and strain energy
release.
6.3 Results and Discussion
Figure 6.1: Path conA and disA for the isomerization of 3,4-diaza-diium-
tricyclo[3.1.0.02,6]hexane.
As Previously stated, the symmetry of the system causes most of the pathways of interest
to be degenerate in energy. There is only one unique activation barrier for the conrotatory
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Figure 6.2: 3,4-Diazatricyclo[3.1.0.02,6]hexane-3,4-diium reactant and 1,2-
dihydropyridazine-1,2-diium product
and disrotatory isomerization processes, respectively. The additional plus charge in the
system has had a strong effect on both the conrotatory and disrotatory activation barriers.
Conrotatory Pathway. Due to symmetry there is only one unique conrotatory pathway.
Regardless of which bond breaks first all four possible paths are degenerate in energy. The
conrotatory pathway has on activation barrier of 67.2 kcal/mol at the MRMP2 level of theory.
This is the largest conrotatory activation barrier encountered in all of the structures studied.
The barrier is found to be 72.2 kcal/mol at the QCISD(T) level of theory. This is rather
significant because the same barrier in dihydrobenzvalene is only ≈42.2 kcal/mol at a similar
level of theory with a similar size basis set. So the positive charge on the nitrogen atoms
coupled with their electronegativity has caused the activation barrier to be over 25 kcal/mol
larger. The largest conrotatory barrier found in the 3-aza-4-ium-dihydrobenzvalene structure
was found to be 55.0 kcal/mol. This barrier is 12.2 kcal/mol larger. Another interesting
point is that the 3-aza-4-ium-DHB TSconB barrier is 12.8 kcal/mol larger than the barrier
found for the conrotatory isomerization of DHB. So one trend is that for certain conrotatory
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pathways the barrier goes up by ≈ 12 kcal/mol as you add a plus charged nitrogen to the
system. We can now look at the geometrical features to see how they compare to previous
studies. The C1-C2 bond has a length of 2.408 A˚ at the transition state. The C3-C4 bond
is 1.842 angstroms at the transition state. The H-C1-C4-H dihedral has an angle of 160.0◦.
These values are all within the range of values that have been encountered previously. So
nothing geometrical can be considered to play a large role in the increase of the activation
barrier for this system.
Conrotatory Intrinsic Reaction Coordinate. The IRC profile with be examined to see
if any changes have occurred that are due to the positively charged nitrogen atoms. The
IRC profile show that the Conrotatory pathway has similar features to previous conrota-
tory pathways that have already been shown. There is the characteristic hump just before
reaching the transition state. The slope in this region is sharper. So there appears to be
less relaxation for this conrotatory transition state than had been observed in several pre-
vious conrotatory pathways. Some other interesting features are how the conrotatory and
disrotatory paths cross in several different regions.
The crossing of the curves at different points along the IRC suggest that having the
plus charged nitrogen atoms in the ring has narrowed the gap between the two respective
potential energy surfaces not only at the transition state, but also at several points along
the reaction coordinate. The last notable feature is how much more endothermic this curve
looks compared to some of the other structures studied. So it may be that the positive
charges have somehow stabilized the reactant structure to some degree through electron
withdrawing effects. The region between the transition state and the EZ-intermediate is
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Figure 6.3: IRC profiles
somewhat reminiscent to that of 3-aza-DHB TSconB (see figure 4.8) and 3-aza-4-ium-DHB
TSconB (see Figure 4.8). They all have relatively flat shallow curves in that region. This
may have to do with these paths having a harder time relieving strain. The TSez structure
has a small barrier to activation of 1.9 kcal/mol. The conrotatory path then progresses in a
fairly smooth manner toward the final ZZ-product.
Disrotatory Pathway. The disrotatory pathway has an activation barrier of 70.9 kcal/mol
at the MRMP2 level of theory. So it is only slightly larger (3.7 kcal/mol) than the TSconA
at the MRMP2 level. What is interesting is that at the MCSCF(10,10) level the TSdisA
is slightly lower in energy than TSconA. MSCSF does not include any electron correlation
beyond that recovered in the active space so not much can be gained from that finding,
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Table 6.1: Activation Barriers, Ea, for each Pathway
(kcal/mol) Including ZPE Correction
reaction ts state MCSCF MRMP QCISD(T)
11 → ezA′ TSconA′ 69.2 67.2 72.2
11 → 12 TSdisA′ 67.0 70.9
ezA′ → 12 TSezA′ 2.1 1.9
a All geometries where optimized at the MCSCF(10,10)/cc-
pVDZ level. b The energies are calculated at the MCSCF/cc-
pVTZ level. c The energies are calculated at the MRMP2/cc-
pVTZ//MCSCF/cc-pVDZ level. d The energies are calculated at
the QCISD(T)/cc-pVTZ//MCSCF/cc-pVDZ level.
but it is important to note when examining the IRC profiles later. Since TSdisA is 97.0%
biradical only a multi-determinant method will work work well at getting the energetics
correct(see Table 6.3). We can look at the geometrical features to see how TSdisA compare
with disrotatory transition states of the previous studies. The C1-C2 bond, which is the
only bond broken at the transition state, has a bond length of 2.563 A˚. The C3-C4 bond has
a length of 1.559 A˚. So it has only changed slightly from its value in the reactant structure
of 1.496 A˚. The H-C1-C4-H dihedral has an angle of 2.679◦. So just as was the case for
the conrotatory transition state, it is shown that all of the geometrical feature are in line
with those found in previously studied disrotatory structures. In terms of the size of the
activation barrier when compared to DHB, it is ≈ 17.0 kcal/mol higher in energy. When
comparing TSdisA to 3-aza-4-ium-DHB TSdisB it is 6.2 kcal/mol higher in energy. So once
again a trend can be seen where the activation barrier becomes progressively larger as you
as positively charge nitrogen atoms.
Disrotatory Intrinsic Reaction Coordinate. We now look at the disrotatory IRC
curve. It resembles the disrotatory curves that have already been encountered up unto this
point. This curve does not have any humps or shoulders associated with it. It shows a
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Table 6.2: Relative Energies, ∆E, for Minima
Structures (kcal/mol) Including ZPE Correction
molecule MCSCF a MRMP a QCISD(T)a
ezA′ 72.3 64.2 67.4
11 27.6 12.4 11.4
12 0.0 0.0 0.0
a All geometries where optimized at the
MCSCF(10,10)/cc-pVDZ level. b The energies are cal-
culated at the MCSCF/cc-pVTZ level. c The energies
are calculated at the MRMP2/cc-pVTZ//MCSCF/cc-
pVDZ level. d The energies are calculated at the
QCISD(T)/cc-pVTZ//MCSCF/cc-pVDZ level.
Table 6.3: Natural Orbital Occupation Numbers (NOONs) for each Structure
MOs 18 19 20 21 22 23 24 25 26 27
TconA′ 1.983 1.979 1.969 1.931 1.772 0.237 0.064 0.026 0.021 0.018
TSdisA′ 1.984 1.979 1.968 1.968 1.030 0.972 0.037 0.023 0.021 0.018
TSezA′ 1.983 1.978 1.975 1.916 1.405 0.599 0.081 0.023 0.022 0.019
ezA′ 1.983 1.979 1.973 1.918 1.776 0.229 0.079 0.022 0.021 0.020
11 1.985 1.977 1.974 1.968 1.963 0.044 0.027 0.022 0.021 0.019
12 1.984 1.981 1.977 1.932 1.907 0.101 0.059 0.022 0.020 0.016
a These occupation numbers are at the MCSCF(10,10)/cc-pVTZ level. Items highlighted in blue have
the most multi-configurational character.
smooth progression from reactant to product. It requires a similar number of coordinate
steps to go from reactant to product when compared to previously encountered disrotatory
pathways. What is an anomaly however is that the disrotatory path is lower in energy than
the conrotatory path at the transition state on the IRC. This is due to the MCSCF method
only recovering electron correlation within the active space. Figure 6.4 shows the correct
energy ordering at the MRMP2 level of theory. This show however that positively charged
nitrogen atoms appear to have an effect on the barriers between the allowed and disallowed
pathways.
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Figure 6.4: MRMP2 pathway energetics of 3,4-diazatricyclo[3.1.0.02,6]hexane-3,4-diium
6.4 Conclusions
The isomerization of 3,4-Diazatricyclo[3.1.0.02,6]hexane-3,4-diium was studied using ab initio
calculations using the multiconfigurational self consistent field method with a 10 electron
in 10 orbital active space. Dynamic electron correlation was recovered outside of the active
space using MRMP2 single point energy calculation at the MCSCF optimized geometries.
This structure possessed two positively charged nitrogen atoms at the 3 and 4 positions
in the tricyclic ring. Due to symmetry, it had only one unique conrotatory and disrotatory
pathway. The two positive charges in the system had a sizable affect on the transition
states barriers. The conrotatory barrier was 67.2 kcal/mol. The disrotatory barrier was
70.9 kcal/mol, significantly larger in comparison to the barriers associated with the 3-aza-
dihydrobenzvalene (1) system, the 3,4-diaza-dihydrobenzvalene (3) system, and also the
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Figure 6.5: IRC profiles
3,4-diazatricyclo[3.1.0.02,6]hexan-3-ium system (9). The allowed pathway has an activation
barrier of 67.2 kcal/mol which is 35.2 kcal/mol larger than the lowest allowed barrier of 3
(32.0 kcal/mol). The disrotatory barrier was 70.9 kcal/mol which is 20.0 kcal/mol higher
than the lowest disrotatory barrier for the 3 → 4 isomerization. The gap between the
allowed and disallowed paths is only 3.7 kcal/mol. So the addition of the second plus charge
has shifted all of the barriers up in reference to 9 and caused the energy gap between the
allowed and disallowed paths to become smaller than that of 9.
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7ISOMERIZATION BARRIERS AND STRAIN ENERGIES OF SELECTED
DIHYDROPYRIDINES AND PYRANS WITH TRANS DOUBLE BONDS
7.1 Introduction
Molecular bond and ring strain have been of interest as a way to store potential energy.
The quadricyclane-norbornadiene strained ring couple has been studied extensively for the
possibility of storing solar energy[45, 46, 47, 48, 49, 50, 51, 52]. The synthesis of cubane was
first reported by Eaton and Cole[53], and this highly strained structure has been the basis
of high energy density uses such as explosives[54] and fuels[55]. Tricyclo[3.1.0.02,6]hexane
(TC6) was first synthesized by Cristl and Bruntrup[56]; it was not immediately proposed
as a high energy density candidate, but its two fused cyclopropane rings make for a highly
strained but thermally stable structure. The thermal decomposition to cyclohexadiene was
proposed to proceed through either a biradical intermediate or through a concerted mecha-
nism in which 1,3-cyclohexadiene was the product. The concerted mechanism would produce
the highly strained (E,Z)-1,3-cyclohexadiene as an intermediate following the Woodward-
Hoffmann rules[6]. The biradical mechanism could bypass this strained intermediate di-
rectly producing cyclohexadiene. There were varied opinions about the efficacy of a py-
rolysis mechanism which included the (E,Z)-1,3-cyclohexadiene intermediate, particularly
whether this (and related) structure(s) could actually be a minimum on the potential energy
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surface[56, 57, 58]. We reported ab initio calculations[37] which revealed that this structure
is indeed a minimum on the PES and an intermediate in the thermal decomposition of TC6
with a barrier for double bond rotation of only 2.8 kcal ·mol−1.
Other small cyclic hydrocarbons with a trans double bond have been reported and are
also of interest for their strained geometries and possibilities as intermediates in isomeriza-
tion reactions. The trans double bond in these smaller rings is strained in that the H-C=C-H
dihedral angle is 180o, but the C-C=C-C dihedral angle is considerably less than 180o to
enable a cyclic geometry. (E)-cyclooctene is the smallest cyclic structure with a trans dou-
ble bond that is stable at room temperature[59]. (E)-cycloheptene is not stable at room
temperature, but several studies have been reported at low temperature using techniques
such as NMR, UV, and Raman spectroscopies[60, 61, 62]. The activation energy for ther-
mal isomerization of trans- to cis-cycloheptene was measured to be 18.7 kcal ·mol−1[63].
Experimental isolation of the six carbon trans-cyclohexene has not been reported, but the
activation barrier for double bond rotation has been determined using ab initio methods to
be about 10 kcal ·mol−1 (MCSCF(2,2)) and 9.1 kcal ·mol−1 (DFT)[64, 65].
As the size of the ring reduces, the activation barrier for double bond rotation de-
creases in harmony with the increased strain of the smaller ring. This is even more pro-
nounced with the 1,3-cycloalkadienes: the seven-carbon (E,Z)-1,3-cycloheptadiene has a
20 kcal ·mol−1 calculated barrier for trans double bond rotation[66] compared to 17.4
kcal ·mol−1 for the six carbon (E,Z)-1,4-cyclohexadiene (see below) and 2.8 kcal ·mol−1 for
(E,Z)-1,3-cyclohexadiene[37].
We were interested in the possibility of using heteroatoms or adding functional groups
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to the six-membered ring to raise the barrier of the double bond rotation making the trans
structure more stable. This particular study looks at the addition of a nitrogen or oxygen
atom in the ring and its effect on the barrier for trans double bond rotation.
7.2 Computational Methods
The strain introduced by replacement of a cis with a trans double bond in the dihy-
dropyridine and pyran rings was expected to be substantial and of interest. Therefore, the
relative strain energy was determined by comparing the energies between the structures
from the cis and trans configurations for each geometric isomer. By setting the zero point
at the energy of the cis isomers, the trans isomers were compared for each set, i.e. for
(E,Z)-2,4-dihydro-1,6-pyridine, the strain energy was determined by comparing its energy
to that for (Z,Z)-2,4-dihydro-1,6-pyridine. For wavefunctions adequately represented by a
single electronic configuration, the relative energies were determined at the G3[127] level
using the Gaussian 03 suite of programs[128]. The natural orbital occupation numbers from
the MCSCF calculations were used to measure the amount of multireference character of
the wavefunction.
For the double bond trans → cis isomerization reactions, calculations were performed
using the GAMESS[120] quantum chemistry program. Since the transition states for the
double bond isomerization reactions have considerable singlet biradical character, a multi-
configuration wavefunction was necessary. The active space chosen consists of the σ and pi
occupied and virtual orbitals between all double-bonded carbon atoms comprising 8 electrons
in 8 orbitals, using localized hartree-fock orbitals. Methods using both determinant CI[129]
and configuration state functions[130, 131] were used to perform the MCSCF calculations.
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Geometries and harmonic vibrational frequencies of the minima and transitions states were
obtained using the 6-31G(d,p) basis set[84]. Analytic gradients were used for the geometry
searches, while harmonic frequencies were determined using either finite differences of the
analytic first derivatives or analytic second derivatives.
Dynamic electron correlation was included by performing single point energy calculations
at the single state second-order MRMP[77, 78] level at the MCSCF optimized geometries. A
series of basis sets were used for these calculations including the 6-31G(d,p)[84], cc-pVDZ[36],
and cc-pVTZ[80] contraction schemes. For the cc-pVTZ basis set, the virtual orbitals in the
MCSCF active space were constructed from the localized occupied orbitals by changing the
signs of the appropriate coefficients.
The transition states for double bond rotation are fairly evident from the structures, but
intrinsic reaction coordinate calculations were performed to confirm the connection of the
TS to the reactant and product at the MCSCF level using the 6-31G(d,p) basis.
The numbering schemes for the double bond locations in the dihydropyridine and pyran
structures are shown in Figures 1-4. We will use the following naming conventions through-
out the text: (E,Z)-2,4-dihydro-1,6-pyridine has the C2=C3 double bond in the trans con-
figuration while C4=C5 is cis and we will abbreviate it as (N)EZ24. Conversely, (N)ZE24
would be for the C2=C3 bond being cis and the C4=C5 bond in the trans configuration. For
the pyrans, (O)EZ24 would be for a C2=C3 trans bond and a C4=C5 cis bond (Figure 3).
Through symmetry, the (N)EZ25 is the same as (N)ZE25 as are the (O)EZ25 and (O)ZE25
structures (Figures 2 and 4).
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7.3 Results and Discussion
The trans→ cis isomerization of a double bond can occur through simple bond rotation.
The activation barriers of double bond rotation for the various dihydropyridines and pyrans
are listed in Table 1, along with some hydrocarbons for comparison. One of the most
apparent results is the marked decrease in the trans → cis activation barrier for the ring
systems compared with ethene and butadiene. Ethene has a barrier of 60 kcal ·mol−1 for
rotation of the double bond, while butadiene has a barrier of 50 kcal ·mol−1; the pyrans
and dihydropyridines have barriers between 2 and 11 kcal ·mol−1. This difference can be
attributed to the bond strain present in the cyclic dienes as discussed below.
The relative energies are given in Table 2; the zero reference for each set is the cis,cis-
diene. For the dihydropyridines, introducing one trans bond in the ring raises the energy
up to 64 kcal ·mol−1. Since the only difference is the cis or trans orientation of the double
bond, the relative energy gives a measure of the bond strain introduced to the structure due
to the trans double bond. In each case, having the trans bond adjacent to the heteroatom
raises the strain energy. For the dihydropyridines, the bond strain is 64.2 kcal ·mol−1 for
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Figure 7.1: Num-
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Figure 7.2: Num-
bering scheme for 1,4-
dihydropyridine
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Figure 7.4: Numbering
scheme for 2,5-pyran
(N)EZ24, while the (N)ZE24 conformer is 58.2 kcal ·mol−1 above the zero point. There is
slightly more strain in the pyrans with the (O)EZ24 structure being 68.5 kcal ·mol−1 higher
than the all it cis structure, while the (O)ZE24 isomer is 58.1 kcal ·mol−1 higher. One
reason for the increase in strain energy for the trans bond adjacent to the heteroatom could
be the presence of non bonding electrons on the heteroatom. The C-N-C and C-O-C bonds
are not as flexible as a C-C-C moiety due to the extra space taken up by the lone pair
electrons. The higher relative energy for (O)EZ24, compared to (N)EZ24, is consistent with
two lone pairs around the oxygen atom.
The activation barriers for the dihydropyridines range from 4.1 to a high of only 11.0
kcal ·mol−1. The pyrans have even a lower barrier for trans double bond rotation, ranging
from 2.2 to 10.0 kcal ·mol−1. The structures, including transition states, are shown in
Figures 5-8 below.
For those structures with conjugated double bonds, we were interested in possible delo-
calization effects. The barriers for the ring systems with adjacent (conjugated) double bonds
are much lower in each case. For the dihydropyridines, the (N)EZ25 goes to 11.0 kcal ·mol−1
from the 4.1 kcal ·mol−1 for the (N)ZE24 isomer, while for the pyrans the (O)EZ25 structure
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Table 7.1: Calculated Activation Barriers(kcal ·mol−1) for Double Bond Rotation
Bond Rotationa,b MCSCFc MRMP2d MRMP2e MRMP2f
C5H7N
ZE24→ZZ24 4.8 3.5 3.0 4.1
EZ24→ZZ24 4.0 3.6 3.5 4.1
EZ25→ZZ25 9.8 10.1 10.2 11.0
C5H7O
ZE24→ZZ24 1.5 1.5 1.6 2.2
EZ24→ZZ24 4.3 4.0 4.0 5.0
EZ25→ZZ25 6.7 8.1 9.1 10.0
C6H8
EZ13→ZZ13 5.1 2.6 2.3 3.1
EZ14→ZZ14 14.7 16.2 16.2 17.4
C2H4 (Ethene) 64.9 60.2 59.0 59.9
C4H6 (Butadiene) 58.2 50.1 49.5 50.3
aIncluding zero-point energy correction
bAll geometries optimized at the MCSCF/6-31G(d,p) level
c6-31G(d,p) basis set
dMRMP2/6-31G(d,p)//MCSCF/6-31G(d,p) level
eMRMP2/cc-pDZV//MCSCF/6-31G(d,p) level
fMRMP2/cc-pTZV//MCSCF/6-31G(d,p) level
is 10.0 compared to 2.2 kcal ·mol−1 for the (O)ZE24 isomer. Butadiene has similar conju-
gated double bonds, and its barrier for rotation is 50.3 kcal ·mol−1, substantially less than
the 59.9 kcal ·mol−1 for ethene. One explanation is electron delocalization in the transition
state between the single electron adjacent to the cis double bond. In ethene, the H-C-C-H
dihedral goes from 180 degrees to 90.2 degrees in the transition state making the p orbitals
virtually orthogonal. The natural orbital occupation numbers for the orbitals making up
the broken pi bond, are 1.001 and 0.9990, showing that the TS in ethene pi bond rotation
is essentially a pure singlet biradical. In butadiene, there are two double bonds, so electron
delocalization through the p orbitals is possible. In the TS, the H1-C1-C2-H3 dihedral for
the broken pi bond is 95 degrees, with NOON’s for the two orbitals comprising the broken pi
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Table 7.2: Relative Energies(kcal ·mol−1) (including ZPE correction)
Molecule ∆E(MP2)a ∆E(MRMP2)b ∆E(G3)
C5H7N
ZZ24 0.0 0.0 0.0
ZE24 59.2 56.6 58.2
EZ24 66.0 61.3 64.2
ZZ25 0.0 0.0 0.0
EZ25 59.0 55.0 57.8
C5H7O
ZZ24 0.0 0.0 0.0
ZE24 59.0 56.6 58.1
EZ24 71.4 65.9 68.5
ZZ25 0.0 0.0 0.0
EZ25 64.2 59.0 62.1
aMP2/6-31G(d,p)//MP2/6-31G(d,p) level
bMRMP2/cc-pVTZ//MCSCF/6-31G(d,p) level
bond being 1.000 and 1.000 also making this a pure singlet biradical. However, the p orbital
on C2 is still parallel with the C3=C4 pi bond, as measured by the H3-C2-C3-H4 dihedral
of 180 degrees, through which delocalization of the single electron is possible, lowering the
TS energy relative to ethene.
A similar effect is possible for the ZE24 and EZ24 isomers for both dihydropyridines and
pyrans; the NOON’s show that the TS has significant biradical character (Table 3), although
it is less than the pure biradical for the TS in ethene and butadiene. The dihydropyridine
(N)ZE24 isomer has NOON values of 1.283 and 0.7163 for the orbitals making up the broken
C4=C5 pi bond in the TS; the H-C4=C5-H dihedral is 138.3 degrees in the TS, substantially
more than the 90 degrees for ethene and butadiene. This is mostly due to the constraint
the ring imparts upon the geometry. The H-C3-C4-H dihedral is -48.6 degrees in the TS,
reducing the overlap of the p-orbitals on C3 and C4 compared to 11 degrees in the (N)ZZ24
isomer, but still allowing for partial electron delocalization of the single electron on C4
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(N)EZ24
(N)EZ24 - TS
(N)ZE24 (N)ZE24 - TS
(N)ZZ24
Figure 7.5: (N)EE24 and (N)ZE24 trans double bond rotation with transition states (TS)
through the C2=C3 pi bond. The (N)EZ24 isomer has a H-C2=C3-H dihedral of 138.5
degrees for the rotation about the C2=C3 double bond, in the TS, and the value of the H-
C3-C4-H dihedral is -53.7 degrees allowing for partial electron delocalization. Both isomers
have the same barrier of 4.1 kcal ·mol−1. Structural parameters are given in Tables 4-7.
For the pyrans, the (O)ZE24 isomer has a barrier of only 2.2 kcal ·mol−1, while the
(O)EZ24 isomer has a barrier of 5.0 kcal ·mol−1. The H-C=C-H dihedral angles around the
rotating trans double bond for each TS are 140.5 degrees for the (O)ZE24 isomer and 151.5
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(N)EZ25 (N)EZ25-TS (N)ZZ25
Figure 7.6: (N)EZ25 trans double bond rotation with transition state (TS)
degrees for (O)EZ24. So, the trans double bond rotates 40 degrees for the (O)ZE24 isomer
compared to only 29 degrees for the (O)EZ24 isomer, making the latter TS much earlier on
the PES. This normally corresponds to a lower activation barrier, but with the large amount
of strain released during the reaction, this factor could be more important in determining
the barriers. As for possible electron delocalization, the H-C3-C4-H dihedral angles are 52
degrees for the (O)ZE24 isomer and 61 degrees for the (O)EZ24 isomer, showing that partial
delocalization is present. Both sets of EZ24, ZE24 isomers have lower barriers than their
EZ25 counterparts supporting the delocalization of an electron from the rotating pi bond
with the adjacent double bond in the transition state.
One manifestation of strain, due to the trans double bond, appears in the dihedral angles.
Although the H-C=C-H dihedral angles across the trans double bond are very close to 180
degrees for each trans isomer, those encompassing the heavy atoms of the trans double bond
are far from 180 degrees. For example, the (N)EZ25 dihydropyridine isomer has a H-C2=C3-
H dihedral of -177o, while the N-C2=C3-C4 dihedral is only 87o, about half of what would
occur in a normal trans double bond. This small value for the dihedral angles for the heavy
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(O)EZ24
(O)ZE24
(O)ZZ24
(O)EZ24
(O)EZ24 -TS
(O)ZE24 -TS
Figure 7.7: (O)EZ24 and (O)ZE24 trans double bond rotation with transition state (TS)
atoms is necessary to join the atoms into a ring, but imparts a large amount of bond strain
to the structure. The dihedral angle for the heavy atoms about the trans double bond for
(N)ZE24, at 79o, is slightly smaller than that for the (N)EZ24 isomer with a value of 83o.
This is also mirrored for the pyrans in that (O)ZE24 has a heavy atom dihedral angle of
78 degrees compared to 83 degrees for (O)EZ24. The activation barrier for the (O)ZE24 is
lower, at 2.2 kcal ·mol−1, than for (O)EZ24, at 5.0 kcal ·mol−1. However, with the strain
release concomitant with cleavage of the pi bond, and all the associated geometric changes,
it is difficult to attribute the lower barrier to just the lower dihedral angle alone: the barriers
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(O)EZ25 (O)EZ25-TS (O)ZZ25
Figure 7.8: (O)EZ25 trans double bond rotation with transition state (TS)
for the (N)ZE24 and (N)EZ24 are the same, even though the heavy atom dihedral angles
are also slightly different.
Another manifestation of the strain is the value of the dihedral angles in the transition
states, which are very early on the PES. For the (N)EZ25 isomer, the H-C3=C4-H dihedral
goes from -176o to 134o in the TS, a reduction of only 52o, compared to the approximately
90o for ethylene and butadiene. The N-C1=C2-C3 dihedral likewise reduces only from 87
to 59o in the TS. The position of the trans double bond, in the ring, relative to the N or
O atom did not change the transition state much; comparing the (N)EZ24 and (N)ZE24
dihydropyridine isomers, the dihedral angles about the trans double bond in the transition
states are 139o and 138o, respectively. In the minimum structures they are 176o for the
H-C2=C3-H dihedral in (N)EZ24 and 178o for H-C4=C5-H in (N)ZE24. Likewise the N-
C2=C3-C4 dihedral in (N)EZ24 reduces from 83o to 62o in the TS, while the C3-C4=C5-C6
dihedral changes from 79o to 58o in the (N)ZE24 isomer.
One small trend that can be observed from the data in Tables 4-7 is that the heavy atom
dihedral angles in the ZE24 isomers are less in the trans structure and the transition states
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Table 7.3: Natural Orbital Occupation Numbers (NOON) for Active Space Orbitals
Orbital 19 20 21 22 23 24 25 26
C5H6O
(O)EZ25 1.9819 1.9811 1.9251 1.7695 0.2302 0.0745 0.0193 0.0184
(O)EZ→ZZ25 TS 1.9820 1.9785 1.9284 1.1215 0.8785 0.0712 0.0216 0.0183
ZZ25 1.9824 1.9822 1.9274 1.9299 0.0184 0.0177 0.0774 0.0647
(O)EZ24 1.9271 1.9808 1.9816 1.7810 0.2194 0.0184 0.0720 0.0197
(O)EZ→ZZ24 TS 1.9252 1.9817 1.9783 1.2794 0.7204 0.0183 0.0750 0.0217
ZE24 1.9817 1.9807 1.9208 1.7549 0.2455 0.0783 0.0198 0.0184
(O)ZE→ZZ24 TS 1.9818 1.9789 1.9199 1.3496 0.6509 0.0794 0.0213 0.0182
(O)ZZ24 1.9827 1.9819 1.9389 1.9076 0.0936 0.0593 0.0187 0.0172
C5H7N
(N)EZ25 1.9818 1.9255 1.9812 1.7955 0.2043 0.0185 0.0191 0.0741
(N)EZ→ZZ25 TS 1.9782 1.9292 1.9821 1.1086 0.8918 0.0218 0.0182 0.0701
(N)ZZ25 1.9284 1.9823 1.9302 1.9822 0.0184 0.0774 0.0634 0.0177
(N)EZ24 1.9808 1.9209 1.9817 1.7818 0.2186 0.0197 0.0782 0.0183
(N)EZ→ZZ24 TS 1.9781 1.9181 1.9817 1.2916 0.7090 0.0220 0.1814 0.0182
(N)ZE24 1.9287 1.9816 1.9809 1.7869 0.0183 0.2133 0.0701 0.0196
(N)ZE→ZZ24 TS 1.9249 1.9783 1.9816 1.2830 0.0183 0.7163 0.0757 0.0218
(N)ZZ24 1.9819 1.9087 1.9826 1.9401 0.0187 0.0922 0.0585 0.0273
compared to the EZ24 isomers for both the dihydropyridines and pyrans. For the pyrans,
the ZE24 isomer has a C3-C4=C5-C6 dihedral of 78o while the EZ24 isomer has a value of
83o. The respective transition states for bond rotation have values of 57o and 67o for the
same dihedral angles. The structural difference is that in the EZ24 isomers, the dihedral
about the trans bond includes the heteroatom, while in the ZE24 isomers it does not. One
explanation could be that the lone pair electrons on the heteroatom make the ring more
rigid around the N or O atom, reducing the pucker associated with the trans double bond.
The C-C bond length of the trans double bond is longer than a normal double bond
for each structure. Again, although the H-C=C-H dihedral angles are close to 180o, the
heavy atom dihedral angles are closer to 90o in the rings, causing the p orbitals to be
somewhat misaligned compared to the cis double bonds. For the dihydropyridines, the
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Table 7.4: Bond Lengths(A˚), Angles, and Dihedrals(degrees) for C5H7N
Parameter (N)EZ24 TS(N)EZ24→(N)ZZ24 (N)ZE24 TS(N)ZE24→(N)ZZ24 (N)ZZ24
N-C2 1.405 1.414 1.412 1.405 1.398
C2=C3 1.413 1.499 1.377 1.378 1.361
C3-C4 1.485 1.453 1.479 1.450 1.469
C4=C5 1.373 1.373 1.412 1.501 1.360
C5-C6 1.533 1.513 1.496 1.501 1.511
C6-N 1.496 1.473 1.493 1.473 1.454
N-C2=C3 110.3 110.3 125.8 124.9 121.4
C2=C3-C4 107.1 111.2 109.4 117.4 118.1
C3-C4=C5 109.1 116.8 107.8 110.6 119.6
C4=C5-C6 124.5 123.9 110.7 111.8 120.2
C5-C6-N 115.0 113.0 100.4 104.7 110.1
H-C2=C3 118.4 116.8 121.1 120.9 122.4
H-C3=C2 114.6 119.4 121.5 119.2 120.7
H-C4=C5 122.5 120.4 117.8 121.3 120.7
H-C5=C4 120.7 120.2 114.2 114.2 121.4
N-C2=C3-C4 83.1 61.5 9.5 2.234 0.5
N-C6-C5=C4 10.8 -3.8 -64.5 -63.9 -30.1
C2=C3-C4=C5 -45.3 -25.7 -44.4 -24.7 12.3
C6-C5=C4-C3 124.5 -1.3 78.7 57.8 3.9
H-C2=C3-H 175.7 138.5 -1.3 -3.8 -1.2
H-C3-C4-H -87.9 -53.7 -78.2 -48.6 11.1
H-C4=C5-H -0.6 -4.2 178.2 138.3 -1.5
(N)EZ24 and (N)ZE24 lengths are virtually identical with C1=C2 being 1.413A˚ and C3=C4
being 1.412A˚, respectively, while the cis bonds have values of C3=C4 of 1.373A˚ and C1=C2
of 1.377A˚, respectively. The double bond lengths in the (N)EZ25 isomer are 1.402 and
1.371A˚, respectively. We believe the longer trans double bond lengths in the conjugated
isomers is due to the larger C-C single bond lengths in the unconjugated (N)EZ25 isomer,
compared to (N)EZ24 and (N)ZE24, reducing the double bond lengths in the cyclic structure.
An interesting result is the short N-C2 bond length in each dihydropyridine isomer
compared to the N-C6 length. It is most different for (N)EZ24 with a 1.405A˚ N-C2 length
and a 1.496A˚ N-C6 length. The (N)ZE24 isomer has values of 1.412 and 1.473A˚, respectively.
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Table 7.5: Bond Lengths(A˚), Angles, and Dihedrals(degrees) for C5H7N
Parameter (N)EZ25 TS(N)EZ25→(N)ZZ25 (N)ZZ25
N-C2 1.416 1.407 1.402
C2=C3 1.402 1.507 1.355
C3-C4 1.507 1.508 1.509
C4-C5 1.546 1.520 1.509
C5=C6 1.371 1.359 1.355
C6-N 1.441 1.411 1.402
N-C2=C3 108.773 111.819 123.235
C2=C3-C4 109.882 113.742 122.591
C3-C4-C5 99.309 107.681 110.514
C4-C5=C6 123.187 121.955 122.591
C5=C6-N 124.379 123.867 123.2325
H-C2=C3 188.880 119.967 121.648
H-C3=C2 113.077 116.259 118.604
N-C2=C3-C4 86.588 59.049 1.737
N-C6=C5-C4 0.903 0.254 -1.737
C2=C3-C4-C5 -55.449 -45.672 6.476
C6=C5-C4-C3 16.013 17.526 -6.476
H-C2=C3-H -176.886 133.968 0.483
H-C5=C6-H -1.347 0.392 -0.483
A simple explanation would be conjugation between the lone pair on N and the adjacent
double bond.
The disparity in the (N)EZ25 N-C bonds is interesting; the one adjacent to the trans
double bond has a value of 1.416A˚, while the one adjacent to the cis double bond is 1.441A˚ in
length: in the (N)ZZ25 isomer both N-C bonds are 1.402A˚. It is possible that the lone pair
on nitrogen overlaps the distorted trans pi bond bond more so than the pi bond from the cis
double bond.
There are a couple of notable differences in the pyran isomers. The O-C2 bond in
(O)EZ25 is slightly longer than the O-C6 bond, with values of 1.391 and 1.380A˚, respec-
tively, opposite that of the (N)EZ25 dihydropyrindine analog. However, in the (O)EZ24 and
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Table 7.6: Bond Lengths(A˚), Angles, and Dihedrals(degrees) for C5H6O
Parameter (O)EZ24 TS(O)EZ24→(O)ZZ24 (O)ZE24 TS(O)ZE24→(O)ZZ24 (O)ZZ24
O-C2 1.365 1.371 1.364 1.357 1.356
C2=C3 1.414 1.488 1.373 1.372 1.357
C3-C4 1.487 1.463 1.479 1.455 1.469
C4=C5 1.373 1.372 1.414 1.499 1.358
C5-C6 1.535 1.518 1.489 1.497 1.508
C6-O 1.441 1.421 1.457 1.433 1.412
O-C2=C3 113.6 111.9 126.5 125.7 122.6
C2=C3-C4 105.5 108.8 108.9 117.2 118.1
C3-C4=C5 108.4 114.9 107.9 109.5 118.3
C4=C5-C6 124.3 123.7 109.1 110.6 118.9
C5-C6-O 116.1 114.4 103.3 107.2 112.5
H-C2=C3 120.2 117.5 123.1 122.9 124.5
H-C3=C2 114.4 119.0 121.3 118.9 120.2
H-C4=C5 122.9 121.1 117.5 120.8 121.6
H-C5=C4 121.3 120.8 114.6 114.8 122.3
O-C2=C3-C4 83.1 66.5 5.9 0.0 -1.1
O-C6-C5=C4 11.9 -1.0 -61.1 -62.3 -30.4
C2=C3-C4=C5 -43.9 -28.8 -45.2 -25.3 13.0
C6-C5=C4-C3 4.0 -0.2 77.6 57.1 3.6
H-C2=C3-H 176.5 151.3 -1.9 -4.4 -2.3
H-C3-C4-H 88.0 60.8 79.5 51.9 12.9
H-C4=C5-H -0.8 -3.7 178.2 140.5 -1.2
(O)ZE24 isomers, the O-C2 bonds are shorter than the O-C6 bonds, but the O-C2 bonds in
both isomers are virtually the same in this case. It is possible that the resonance between
the nonbonding O electrons and the cis double bond is greater than for the trans double
bond, opposite that seen in (N)EZ25. Results for the pyrans are very similar with both the
(O)EZ24 and (O)ZE24 having a C=C bond length of 1.414A˚ for the trans double bond.
7.4 Summary and Conclusions
The six membered heterocyclic rings, (E,Z)-2,4-1,6-dihydropyridine, (E,Z)-2,5-1,4-dihy-
dropyridine, along with the pyran analogues, have been shown to be minima on the potential
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Table 7.7: Bond Lengths(A˚), Angles, and Dihedrals(degrees) for C5H6O
Parameter (O)EZ25 TS(O)EZ25→(O)ZZ25 (O)ZZ25
O-C2 1.391 1.369 1.362
C2=C3 1.370 1.355 1.351
C3-C4 1.544 1.519 1.506
C4-C5 1.511 1.507 1.506
C5=C6 1.402 1.502 1.351
C6-O 1.380 1.375 1.362
O-C2=C3 125.4 125.0 124.6
C2=C3-C4 123.3 122.2 122.4
C3-C4-C5 98.4 106.4 109.3
C4-C5=C6 108.0 112.1 122.4
C5=C6-O 112.1 113.6 124.6
H-C2=C3 122.8 123.4 123.8
H-C3=C2 116.7 118.0 118.0
H-C5=C6 112.8 116.7 118.0
H-C6=C5 121.1 120.9 123.8
O-C2=C3-C4 -3.1 -3.2 -0.1
O-C6=C5-C4 -86.4 -61.5 -0.1
C2=C3-C4-C5 -17.1 -15.8 0.0
C6=C5-C4-C3 54.7 44.8 0.0
H-C2=C3-H 1.0 -1.2 0.0
H-C6=C5-H 176.1 -140.9 0.0
energy surfaces. The presence of a trans double bond adds substantial amount of strain to the
ring which is released during the isomerization process, through double bond rotation. The
natural orbital occupation numbers for the pi and pi∗ orbitals making up the trans double
bonds reflect some biradical character, being approximately 1.75 and 0.25, respectively.
At the transition states, the NOON’s for the two orbitals comprising the breaking trans
double bonds drop much closer to unity, illustrating the singlet biradical nature of the
wavefunctions and the necessary MCSCF methods. The double bond rotation barriers of
the trans double bond are very small, between 2 kcal ·mol−1 and 11 kcal ·mol−1, compared
to 50 kcal ·mol−1 for butadiene and 60 kcal ·mol−1 for ethene.
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The trend for the double bond rotation barriers in which those for conjugated double
bonds are lowest, for each isomer studied, has been explained using electron delocalization
effects.
The strain imposed by the trans double bond is greatest for the EZ24 isomer for both
heteroatom rings with the trans double bond adjacent to the heteroatom which could be
due to greater rigidity of the ring due to the lone pair electrons on the N or O atoms. The
strain is raised by 10% between the (N)EZ24 and (N)ZE24 isomers and 18% between the
(O)EZ24 and (O)ZE24 isomers. It is possible that the two lone pairs of electrons on oxygen
makes the ring more rigid than the single lone pair on nitrogen.
We attempted to locate minima for isomers containing two trans double bonds either at
the 2,4 or 2,5 positions, but none of the possibilities were located, so we conclude that the
dihydropyridine and pyran rings containing two trans bonds are not stable.
The addition of an O or N atom in the ring lowered the double bond rotation barrier of
the EZ25 isomers relative to (E,Z)-1,4-cyclohexadiene, by a considerable amount. Currently,
we are looking at possible constituents that will raise the trans double bond rotation barrier
to allow stabilization for experimental isolation and characterization.
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8THE STUDY OF ACTIVE SPACE EFFECTS ON THE TRANS TO CIS
ISOMERIZATION PROCESS OF OF CYCLOHEXENE AND SEVERAL FUNCTIONAL
ISOMERS
8.1 Introduction
The cyclohexene structure is of interest because it is only found in the cis form under
standard conditions. This is thought to be due to the ring strain[74, 75, 76] introduced to
the system by having a trans pi bond in the small six membered ring. The trans form has
been calculated to be a minima on the potential energy surface lying 42.4 kcal/mol higher in
energy relative to the cis isomer using molecular mechanics methods [67]. It has been argued
that the high strain of the trans isomer may lead to enhanced chemical reactivity [68]. The
authors of that work predicted that the activation barrier (Ea) for the trans to cis thermal
isomerization was ≈ 15 kcal/mol (without ZPE correction) using the GVB [69] method with
a minimal STO-3G [70] basis set. In a later study by Johnson et.al. the two configuration
self-consistent field method (TCSCF) with the 6-31G* basis set was implemented to get
more accurate energetics of this pathway[64]. They found the activation barrier for trans
to cis isomerization to be 10.6 kcal/mol. In that study they were also able to make the
distinction between a chair conformer and a twist boat conformer. The chair conformer was
found to be the most stable.
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Trans pi bonds in small cyclic rings are not impossible to imagine. There has also
been some experimental work done exploring the trans to cis isomerization of 1-phenyl-
cyclohexene [71]. In this work they found that the trans isomer had a lifetime of 9.7 µs,
and that it was 44.7 kcal/mol higher in energy than the cis isomer. In a later experimental
study, cis to trans isomerization of 1-phenyl-cycloheptene and 1-phenyl-cyclooctene was ex-
plored [72]). These isomerization processes were found to be 13.3 ± 2.9 kcal/mol and 29 ±
3 kcal/mol for 1-phenyl-cyclooctene and 1-phenyl-cycloheptene respectively. Attempts have
been made to isolate trans-cycloheptene and trans-cyclooctene at low temperatures [61].
So there has been some interest in the geometrical consequences of having a trans pi bond
in these small cyclic rings. It was noted that the bond lengths of the C-C single bond in
these small cyclic rings become more varied as the ring size decreases from 11 carbons on
down[73]. The authors also noted that the allylic carbon bond lengths are shorter than
other C-C bond lengths in these type of cyclic alkene structures. They attributed this to be
due in part to a pyrimidalization of the sp2 carbons of the double bond. This effect could
also be seen by comparing the angle of the H-C=C-H dihedral(≈ 180◦) to the angle of the
C-C1=C2-C3 dihedrals (varied with structure).
Conrotatory bond breaking pathways of the tricyclic structures in the previously men-
tioned projects proceeds through a path that involves an E,Z- intermediate because of the
two carbon bridge that links each end of the bicyclobutane moiety. The intermediate is of
interest because it has a very small barrier to rotation toward the all Z,Z- product. This
paper will involve looking at the energetics surrounding the E to Z isomerization process in
a little more detail. In particular, the cyclohexene system will be the model system since
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it has only one double bond, it has no heteroatoms, and the energetics should be strictly
dominated by strain energy, i.e. no conjugation. We will explore this system by adding
substituents to the C-C pi bond and calculating the pi bond rotational barriers (see Figure
1.7). The purpose behind adding substituents is to investigate whether or not the double
bond can be stabilized or destabilized to any degree by electron donation, withdrawal, or
some type of steric effects by substituents. Since the concept of selecting an active space is
so important careful attention will be payed to how sensitive these activation barriers are to
changes in the active space, and with this in mind the pathways will be mapped out using
several different active spaces for each respective structure.
8.2 Computational Methods
The strain introduced by replacement of a cis with a trans double bond in the cyclo-
hexene was expected to be substantial and of interest. Therefore, the relative strain energy
was determined by comparing the energies between the structures from the cis and trans
configurations for each geometric isomer. By setting the zero point at the energy of the
cis isomers, the trans isomers were compared for each set. For wavefunctions adequately
represented by a single electronic configuration, the relative energies were determined at the
CCSD(T) level using the Molpro suite of programs[132]. The natural orbital occupation
numbers from the MCSCF calculations were used to measure the amount of multireference
character of the wavefunction.
For the double bond trans → cis isomerization reactions, calculations were performed
using the GAMESS[120] quantum chemistry program. Since the transition states for the
double bond isomerization reactions have considerable singlet biradical character, a multi-
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configuration wavefunction was necessary. For all structures , the CAS(4,4) active space
chosen consists of the σ and pi occupied and virtual orbitals between the double-bonded
carbon atoms comprising 4 electrons in 4 orbitals. A CAS(2,2) active space was used for cy-
clohexene, 1-methyl-cyclohexene, and 1-amino-cyclohexene that consists of the pi occupied
and virtual orbitals between the double-bonded carbon atoms. The larger active spaces
varied slightly from molecule to molecule. The main differences being that 1-amino cyclo-
hexene has a lone pair in the active space, but cyclohexene and 1-methyl-cyclohexene do
not. 1-nitro cyclohexene has a non-bonding orbital from the nitro group and a pi bond from
the nitro group in its active space, but the other structures do not. The C2-H bond was
included in all of the largest active spaces for each molecule. The initial guess was made
using localized Hartree-Fock orbitals. Methods using both determinant CI[129] and configu-
ration state functions[130, 131] were used to perform the MCSCF calculations. Geometries
and harmonic vibrational frequencies of the minima and transitions states were obtained
using the cc-pVDZ basis set [36] . Analytic gradients were used for the geometry searches,
while harmonic frequencies were determined using either finite differences of the analytic
first derivatives or analytic second derivatives.
Dynamic electron correlation was included by performing single point energy calculations
at the single state second-order MRMP[77, 78] level at the MCSCF optimized geometries.
The cc-pVDZ[36] and the cc-pVTZ[80] basis sets were used for these calculations. For the
cc-pVTZ basis set, the virtual orbitals in the MCSCF active space were constructed from
the localized occupied orbitals by changing the signs of the appropriate coefficients.
The transition states for double bond rotation are fairly evident from the structures, but
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intrinsic reaction coordinate calculations were performed to confirm the connection of the
TS to the reactant and product at the MCSCF level using the cc-pVDZ basis.
8.3 Results and Discussion
Trans-cyclohexene
The geometries of the cyclohexene structures were optimized with each respective active
space, and the results were compared to those found in previous studies. The largest active
space( CAS(8,8)) consisted of the pi, pi∗, σ, and σ∗ orbitals of the double bond, and the σ
,σ∗ orbitals for both the C1-H and C2-H bonds, and that makes for a total of 8 electrons
in 8 orbitals within this active space. The CAS(4,4) active space was composed of the pi,
pi∗,σ,and σ∗ orbitals of the double bond, while the CAS(2,2) active space was simply the pi
and pi∗ orbitals of the double bond. These two processes lead to cis structures that differ by
the arrangement of carbons C4 and C5 in relation to the double bond.
CAS(4,4) Trans cyclohexene Pathway Energetics. The CAS(4,4) active space can
be considered the most efficient of all the active spaces used for studying this isomerization
mechanism. This active space consist of the pi, pi∗, σ, and σ∗ orbitals of the double bond.
This should be a large enough reference space to describe the pi bond breaking and reforming
process correctly. When the MRMP2 correction is applied very accurate energies will be
obtained.
So looking at the CAS(4,4) energy data(Table 8.1) we see some interesting points. The
Activation barrier for the twist boat pathway is smaller than the activation barrier for the
chair pathway by roughly 1.6 kcal/mol. This suggest that the conformation of the trans
twist boat structure is more strained than the that of the trans chair structure. this is
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Figure 8.1: Reaction scheme for cyclohexene
also supported by the ∆E value of the trans boat structure when compared to the trans
chair structure. From figure 8.3 we see that the H1-C1=C2-H2 dihedral at the transition
state of the chair pathway is 128.2◦ as opposed to 131.6◦ for the twist boat pathway. The
slightly larger H1-C1=C2-H2 dihedral of the twist boat path transition state structure is
an indication that the twist boat path transition state occurs earlier than the chair path
transition state. In general for these types of reactions an earlier transition state(usually
accompanied by larger a X-C1=C2-H dihedral) indicates that there is more strain in the
trans reactant structure. This can be thought about from the standpoint of the dihedral
of an ideal unstrained C=C pi bond starting out at ≈ 180◦ and fully breaking at ≈ 90◦.
So in a more relaxed and less strained structure the dihedral of the trans bond would have
to be twisted to ≈ 90◦ in order to break and reform in the cis configuration. Another
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Figure 8.2: Pathway energies at various active spaces
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feature that suggest that the trans boat path structure is more strained is the value of
∆E(see Table 8.1). The ∆E value for the twist boat path is over 4.0 kcal/mol larger than
that of the chair path. The C-C single bond distances are shorter in the chair pathway
structures(trans and TS) when compared to the respective boat path structures. This is
also indicative of the chair structure being less strained, and more stable. The CAS(4,4)
geometrical parameters support the CAS(4,4) energy data for the chair pathway being more
stable.
Active Space Effects. Looking at what happens when there is a change in active space,
we see that there is an effect on the relative energies. The trend of the chair path having a
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Table 8.1: Activation Barriers, Ea, for each Pathway
(kcal/mol) at Various Active Spaces Including ZPE Cor-
rection
Active spacea Boat conformation Chair conformation
CAS(2,2) 15.8b (11.3)c
CAS(4,4) 14.7 (13.7) 16.3 (14.2)
CAS(8,8) 11.9 (12.0) 14.8 (14.1)
a All geometries where optimized at each respective
CASSCF(N,M)/cc-pVDZ level. b The energies are calculated
at the MRMP2/cc-pVTZ level. c The energies are calculated at the
CASSCF(N,M)/cc-pVTZ level.
Table 8.2: Relative Energies, ∆E, at Various Active Spaces
(kcal/mol) Including ZPE Correction
Active spacea Boat Conformation Chair Conformation
CAS(2,2) 55.01b (59.8)c
CAS(4,4) 69.0 (75.5) 65.0 (71.3)
CAS(8,8) 54.8 (63.3) 49.0 (57.4)
a All geometries where optimized at each respective CASSCF(N,M)/cc-
pVDZ level. b The energies are calculated at the MRMP2/cc-pVTZ
level. c The energies are calculated at the CASSCF(N,M)/cc-pVTZ
level.
larger activation barrier holds true for each respective active space. The size of the activation
barrier difference between the chair path and the twist boat path nearly doubles when going
from a CAS(4,4) to a CAS(8,8) active space. When looking at the activation barriers
individually we see that the CAS(8,8) barriers are smaller than their respective CAS(4,4)
counterparts. The CAS(8,8) ∆E values have the same trends as seen within the CAS(4,4)
active space. ∆E for the chair path is smaller than that of the boat path. The difference
in energy between the ∆E values of each CAS(8,8) pathway(5.8 kcal/mol) is slightly larger
than that of the CAS(4,4) pathways. For cyclohexene increasing the active space size seems
to have the effect of lowering the activation barrier and decreasing the energy difference
between the cis and trans structures.
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Table 8.3: Geometrical Parameters for Cyclohexene Chair and Boat Pathway Transitions
Boat Chair
Active spacea Parameterb Trans TS CIS Trans TS CIS
Cas(2,2) C1-C2 1.386 1.483 1.346
C6-C1-C2 110.9 114.5 123.3
H-C1-C2 115.6 117.7 119.3
H-C1-C2-H -174.9 132.2 1.8
C6-C1-C2-C3 88.7 60.9 0.248
Cas(4,4) C1-C2 1.394 1.506 1.359 1.396 1.510 1.359
C6-C1-C2 110.9 114.1 123.1 110.9 113.4 123.1
H-C1-C2 115.4 118.0 119.3 115.5 118.1 119.2
H-C1-C2-H -174.2 131.6 1.6 -176.1 128.2 -1.6
C6-C1-C2-C3 89.5 61.9 0.6 85.0 56.4 -0.6
Cas(8,8) C1-C2 1.393 1.497 1.359 1.395 1.501 1.360
C6-C1-C2 111.1 114.3 123.2 111.1 113.6 123.2
H-C1-C2 115.1 118.2 118.9 115.2 118.3 118.9
H-C1-C2-H -174.4 131.5 1.6 176.3 128.3 1.6
C6-C1-C2-C3 89.3 62.5 0.7 84.8 56.9 0.6
aAll structures optimized at the CAS(E,O)/cc-pVDZ level of theory.
bAll bond lengths in units of angstroms, and all angles in units of degrees.
When looking at the effects of the CAS(8,8) active space on the geometry we start with
the H-C1=C2-H dihedral. For the boat path this dihedral in going from trans to TS is
−174.4◦ to 131.5◦. Both of these values are within 0.2◦ of there respective CAS(4,4) values.
From table 8.3 we can see most of the relevant dihedral angles and bond angles are not
affected much by active space changes. The changes in active space appear to have more
of an effect on the C1-C2 bond length. In particular the CAS(2,2) predicts a C1-C2 bond
length of 1.483 A˚ at the boat pathway transition state. This is shorter than the lengths
predicted by the CAS(4,4) and CAS(8,8). The active space size has a smaller effect on the
bonds of the reactant and product structures. For most of the bond lengths and angles this
trend is followed. So it would seem that a change in active space appears to have less of an
effect on the geometries of each structure, in particular, the angles and bonds of the minima.
166
Trans-1-methyl-cyclohexene
The geometries of these structures(see figure 8.3) were optimized using several active
spaces. The largest active space, a CAS(10,10), consisted of all the orbitals used in the
cyclohexene calculations( pi, pi∗,σ,and σ∗ of the C-C double bond,σ,and σ∗ for both the
C1-C and C2-H single bonds) plus the σ and σ∗ orbitals for one of the C-H bonds of the
methyl group. This bond was added so that this active space would be of similar size as
the CAS(12,11) active space used for the 1-amino-cyclohexene pathways. This particular
functional group (methyl) was chosen to see what effect sterics, and or the electron donating
properties of the methyl group would have on the activation barrier when compared to
cyclohexene.
Figure 8.3: Reaction scheme for 1-methyl-cyclohexene
CAS(4,4) trans-1-methyl-cyclohexene Pathway Energetics. Looking at Table 8.4
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Figure 8.4: Pathway energies at various active spaces
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we can see how replacing an olefinic hydrogen with a methyl group affects the activation
barrier. It would appear that the CAS(4,4) activation barrier for trans→ cis isomerization is
decreased when a methyl group replaces one of the hydrogens attached to the double bond.
So for both the chair and boat pathways the 1-methylcyclohexene trans → cis activation
barrier is lower than the cyclohexene trans → cis activation barrier. Looking at 8.5 we can
see that the relative energy of the trans chair structures is smaller than that of the trans boat
structure, suggesting that the trans chair structure has a greater stability than the trans boat
structure. when comparing these ∆E values to the ∆E values obtained for the cyclohexene
system it can be noted that both the trans boat and trans chair methyl structures are more
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Table 8.4: Activation Barriers, Ea, for each Pathway
(kcal/mol) at Various Active Spaces Including ZPE Cor-
rection
Active spacea Boat conformation Chair conformation
CAS(2,2) 15.5b (9.8)c
CAS(4,4) 14.3 (12.2) 15.5 (12.2))
CAS(10,10) 12.8 (12.0) 18.2 (16.5)
a All geometries where optimized at each respective
CASSCF(N,M)/cc-pVDZ level. b The energies are calculated
at the MRMP2/cc-pVTZ level. c The energies are calculated at the
CASSCF(N,M)/cc-pVTZ level.
Table 8.5: Relative Energies, ∆E, at Various Active
Spaces (kcal/mol) Including ZPE Correction
Active spacea Boat conformation Chair conformation
CAS(2,2) 55.5 (62.0)
CAS(4,4) 54.9 (63.9 49.8 (59.7))
CAS(10,10) 55.0 (64.3) 49.8 (59.7)
a All geometries where optimized at each respective
CASSCF(N,M)/cc-pVDZ level. b The energies are calculated
at the MRMP2/cc-pVTZ level. c The energies are calculated at the
CASSCF(N,M)/cc-pVTZ level.
stable relative to their respective cis structures than are the trans cyclohexene structures.
When looking at the CAS(4,4) data (see Table 8.4) the chair path has an activation barrier
of 15.48 kcal/mol which is 1.2 kcal/mol greater than that of the boat path. When looking
at the C-C bond distances of the ring it can be seen that they tend to be shorter in the chair
path structures (trans and TS) when compared to the boat path structures. The longer
bonds of the boat path structures tend to suggest that they are more strained. Looking at
8.6 we can see other parameters that support a more strained boat pathway. For instance, at
the CAS(4,4) active space, the C7-C1=C2-H dihedral is 128.7◦ for the chair path transition
state. The equivalent dihedral for the boat path is slightly larger at 131.7◦, and suggest that
the transition state of the boat path occurs slightly earlier than the chair path TS.
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Table 8.6: Geometrical parameters for 1-Methyl-cyclohexene Chair and Boat Pathways
Boat Chair
Active spacea Parameterb Trans TS CIS Trans TS CIS
Cas(2,2) C1=C2 1.390 1.486 1.364
C6-C1=C2 108.9 112.9 121.4
C7-C1=C2 121.8 118.7 122.1
C7-C1=C2-H 178.8 132.6 1.7
C6-C1=C2-C3 88.5 61.5 0.3
Cas(4,4) C1=C2 1.400 1.510 1.362 1.403 1.515 1.362
C6-C1=C2 108.7 112.5 121.3 108.8 111.6 121.3
C7-C1=C2 122.2 119.3 122.2 122.0 119.2 122.2
C7-C1=C2-H 179.1 131.7 1.8 175.7 128.7 -1.8
C6-C1=C2-C3 89.5 63.4 0.3 85.2 57.6 -0.3
Cas(10,10) C1=C2 1.399 1.501 1.362 1.402 1.506 1.362
C6-C1=C2 109.1 112.8 121.5 109.1 111.9 121.5
C7-C1=C2 122.0 119.4 121.8 121.7 119.2 121.9
C7-C1=C2-H 178.7 131.7 1.7 175.3 128.8 -1.9
C6-C1=C2-C3 89.1 63.4 0.3 84.8 58.1 -0.3
aAll structures optimized at the CAS(E,O)/cc-pVDZ level of theory.
bAll bond lengths in units of angstroms, and all angles in units of degrees.
Active space effects. 8.4 gives a good indication of how the active space affects the
energetics of the pathways. From Table 8.4 we see that the barrier for the CAS(10,10)
chair pathway is 5.38 kcal/mol larger than that of the analogous boat pathway. Although,
there are significant variations for the trans to cis activation barriers when the active space
is changed, the variation decreases when looking at the values of ∆E. The ∆E values for
each respective pathway change less than 1 kcal/mol when the active space is changed from
CAS(2,2) to CAS(4,4) to CAS(10,10).
We now look at how active space changes affect the geometries of each structure. The
C1=C2 bond length is longer at the transition state for the chair pathway, and the C6-
C1=C2-C3 dihedral is smaller at the chair pathway transition state. This is the case at each
respective active space. This makes an interesting point that was pointed out previously
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Table 8.7: Activation Barriers, Ea, for each Pathway
(kcal/mol) at Various Active Spaces Including ZPE Cor-
rection
Active spacea Boat conformation Chair conformation
CAS(2,2) 18.2b (13.1)c
CAS(4,4) 16.4 (14.8) 17.9 (15.6)
CAS(12,11) 16.1 (15.9) 17.0 (15.9)
a All geometries where optimized at each respective
CASSCF(N,M)/cc-pVDZ level. b The energies are calculated
at the MRMP2/cc-pVTZ level. c The energies are calculated at the
CASSCF(N,M)/cc-pVTZ level.
for the cyclohexene work; for these particular active spaces used, a change in active space
has very little effect on the geometry. So this gives a good indication that these geometries
have been correctly predicted by the method and basis set used. The geometrical trend of
the chair path transition state structure being more relaxed is followed throughout all the
active spaces.
Trans-1-amino-cyclohexene
The geometries for this pathway were optimized using several active spaces(see figure 8.5).
The largest active space consisted of all the orbitals that were in the 1-methylcyclohexene
calculations except the methyl C-H σ and σ∗, but it does have the lonepair of the nitrogen.
That makes a total of 12 electrons in 11 orbitals. The CAS(4,4) and CAS(2,2) active spaces
are identical to those used on the previous molecules. This particular substituent was chosen
in order to investigate what the effect of the lonepair would be on the double bond. It was
expected that the activation barrier would be similar to that of the 1-methyl-cyclohexene
pathways, but that it should differ to some degree if the lonepair is able to interact or
delocalize in any way with the double bond.
CAS(4,4) trans-1-amino-cyclohexene Pathway Energetics. Looking at the CAS(4,4)
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Figure 8.5: Reaction scheme for 1-amino-cyclohexene
data from 8.7 we see that the chair pathway has a trans → cis activation barrier of 17.9
kcal/mol, which is 1.5 kcal/ mol larger than the boat path activation barrier. The ∆E
value for the chair path is 4.82 kcal/mol smaller than that of the boat path ∆E. These
values support the ongoing trend that the chair path structures are slightly more stable(less
strained) than the boat path structures.
When looking at how the CAS(4,4) geometries are affected we focus on two main pa-
rameters. From Table 8.9 we see that the N-C1=C2-H dihedral changes from 176.1◦ (trans)
to 120.3◦ (TS) for the boat path and for the chair path it goes from 173.2◦ to 118.8◦. This
is the same trend that is seen when analyzing thee 1-methyl-cyclohexene pathways. The
dihedral about the double bond is smaller for the chair pathway, and this seems to support
the argument that the chair path structures are more relaxed. Looking at the C6-C1=C2-H
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Figure 8.6: Pathway energies at various active spaces
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dihedral we see that it is smaller for the chair path structures(trans and TS). If we look at
the bond lengths between the ring carbons we find that the majority of the bond lengths are
longer in the 1-amino-cyclohexene boat structures(trans and TS) further supporting that
the chair path structures are more stable.
Active space effects. Now the effect of active space changes for this system will be
explored. 8.7 shows that the CAS(12,11) activation barrier for the twist boat pathway is
16.11 kcal/mol and that of the chair pathway is 17.0 kcal/mol. The ∆E value for the boat
path is larger than that of the ∆E value for the chair path. These values as well as the
CAS(4,4) values indicate that the trans structure is stabilized to some degree when compared
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Table 8.8: Relative Energies, ∆E, at Various Active
Spaces (kcal/mol) Including ZPE Correction
Active spacea Boat conformation Chair conformation
CAS(2,2) 48.3b (52.3)c 45.5 (56.4)
CAS(4,4) 50.4 (61.2) 45.7 (55.9)
CAS(12,11) 49.6 (59.4) 46.2 (57.0)
a All geometries where optimized at each respective
CASSCF(N,M)/cc-pVDZ level. b The energies are calculated
at the MRMP2/cc-pVTZ level. c The energies are calculated at the
CASSCF(N,M)/cc-pVTZ level.
to the ∆E values of the cyclohexene and 1-methyl-cyclohexene pathways. This assumption
is made based on the fact that the cis structure is a stable species and the ∆E values for
the 1-amino-cyclohexene pathways are smaller(trans is closer in energy to cis) than those of
the 1-methyl-cyclohexene or cyclohexene pathways. When comparing the CAS(4,4) active
space activation barriers(1-amino-cyclohexene vs. 1-methyl-cyclohexene vs. cyclohexene)
the 1-amino-cyclohexene CAS(4,4) activation barriers are the largest of all three molecular
pathways. This tends to suggest that the amino substituent is slightly better than the
methyl group at stabilizing the trans double bond.
If there is any conjugation between the lone pair and double bond then the effect is
very small. If there is a small amount of conjugation then some of the electron density
of the double bond would be delocalized toward the nitrogen lonepair. When going from
a CAS(4,4) to a CAS(12,11) the activation barriers for the boat and chair pathways both
decrease by small amounts. This may be due to conjugation or it may be do to changing
the active active space. When looking at the ∆E values they are roughly the same for each
respective active space. It would appear that changing the active space has little effect on
the relative energy of the trans and cis structures. So the change in activation barrier is
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Table 8.9: Geometrical Parameters for 1-Amino-cyclohexene Chair and Boat Pathways
Boat Chair
Active spacea Parameterb Trans TS CIS Trans TS CIS
Cas(2,2) C1=C2 1.386 1.488 1.346
C6-C1=C2 111.5 114.8 122.7
N-C1=C2 121.3 117.4 123.1
N-C1=C2-H 175.9 122.2 -1.3
C6-C1=C2-C3 85.6 55.2 -0.9
Cas(4,4) C1=C2 1.397 1.511 1.361 1.401 1.514 1.361
C6-C1=C2 111.9 114.3 122.3 111.8 113.3 122.3
N-C1=C2 121.8 117.8 123.3 122.0 117.6 123.3
N-C1=C2-H 176.1 120.3 -1.9 173.2 118.8 -5.9
C6-C1=C2-C3 86.6 57.0 -0.8 82.5 52.1 -1.5
Cas(12,11) C1=C2 1.399 1.503 1.363 1.403 1.506 1.363
C6-C1=C2 112.7 114.7 122.3 112.6 113.7 122.3
N-C1=C2 121.9 117.7 123.2 122.1 118.1 123.3
N-C1=C2-H 174.1 119.1 -2.6 171.4 117.8 6.5
C6-C1=C2-C3 85.4 56.8 -1.1 81.5 52.1 1.6
most likely due to conjugation between the double bond and the lonepair. So within the
1-amino-cyclohexene structures It would appear that the lone pair has a small effect on the
activation barrier. Its effect does not, however, appear to be significant. When comparing
the 1-amino-cyclohexene data to that of the previous structures the activation barriers are
larger and the ∆E values become smaller. This indicates an increase in the stability of the
trans structure. What is hard to determine is whether or not this increased stability is due
solely to the nitrogen lonepair. The data suggest that this is a good possibility
Trans-1-nitro-cyclohexene
One Final substituent was used in order to examine the effects of electronegativity on the
trans→ cis activation barrier. The nitro group was chosen because it is an excellent electron
withdrawing group. For these calculations a CAS(4,4), CAS(8,7), and CAS(8,8) active space
were used. The CAS(4,4) active space was the same as for the previous calculations. The
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Table 8.10: Activation Barriers, Ea, for each Pathway
(kcal/mol) at Various Active Spaces Including ZPE Cor-
rection
Active spacea Boat conformation Chair conformation
CAS(4,4) 15.6b (13.3)c 16.0 (13.9)
CAS(8,8) 13.9 (11.3) 17.6 (7.0)
CAS(8,7) 15.1 (13.0) 16.8 (13.5)
a All geometries where optimized at each respective
CASSCF(N,M)/cc-pVDZ level. b The energies are calculated
at the MRMP2/cc-pVTZ level. c The energies are calculated at the
CASSCF(N,M)/cc-pVTZ level.
CAS(8,7) active space was composed of the σ, σ∗, pi,pi∗ orbitals of the double bond as well
as a pi,pi∗, and a non-bonding orbital of the nitro group. The CAS(8,8) active space was
composed of the σ, σ∗, pi,pi∗ orbitals of the double bond, the σ, σ∗ orbitals of the C1-N bond,
and the σ, σ∗ orbitals of the C2-H bond.
Figure 8.7: Reaction scheme for 1-nitro-cyclohexene
CAS(4,4) trans-1-nitro-cyclohexene Pathway Energetics.From 8.10 we see that for
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Figure 8.8: Pathway energies at various active spaces
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the CAS(4,4) active space the activation barrier for the chair pathway was found to be 16.0
kcal/mol. This is only slightly larger than the boat path activation barrier of 15.6 kcal/mol.
When looking at the ∆E values the boat path has the larger value of 51.6 kcal/mol. So
the energetics are in favor of the chair path structures being slightly more stable. For the
N-C1=C2-H dihedral in going from trans→ transition state for the boat path it is 179.1◦ to
125.9◦ and for the the chair path it is 175.2◦ to 122.2◦(see 8.12). This is an indication that
the trans boat structure is more strained compared to the trans chair structure. Looking
at Table 8.12 it can be seen that the C6-C1=C2-C3 dihedral also supports the boat path
structures being more strained. At the boat path transition state this particular dihedral
angle has a value of 59.9◦. This is a larger dihedral angle than that of the chair path transition
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Table 8.11: Relative Energies, ∆E, at Various Active
Spaces (kcal/mol) Including ZPE Correction
Active spacea Boat conformation Chair conformation
CAS(4,4) 51.6 (61.5 46.3 (57.1)
CAS(8,8) 54.2 (58.6) 46.8 (58.9)
CAS(8,7) 51.4 (61.4) 46.2(57.0)
a All geometries where optimized at each respective
CASSCF(N,M)/cc-pVDZ level. b The energies are calculated
at the MRMP2/cc-pVTZ level. c The energies are calculated at the
CASSCF(N,M)/cc-pVTZ level.
state. This gives the indication that the boat path transition state occurs earlier on that
PES when compared to the chair path TS on its respective PES. The activation barrier for
the chair path of 16.0 kcal/mol is nearly the same as that of chair trans cyclohexene(16.3
kcal/mol). So the activation barrier for chair trans 1-amino-cyclohexene is larger.
Active Space effects. When the CAS(8,7) active space was used the energy changes
slightly but the respective trends remain. The chair path has a larger activation barrier and
a smaller ∆E than the boat path. Looking at 8.12 we see that the geometrical parameters
do not change much with a change in active space.
The CAS(8,8) active space values are in agreement as well. The only oddity is that
the CAS(8,8) chair path activation barrier is the largest of all three chair path values and
the CAS(8,8) boat path activation barrier is smallest of all three boat path values. This is
believed to be caused in some way by the particular choice of active space orbitals. The
CAS(8,8) active space contains several orbitals that lack any significant multi-configurational
character. Therefore through some type of overcompensation the presence of these orbitals
could be causing the energies to be too large and too small respectively. When looking at
the geometrical parameters for the CAS(8,8) active space they only change very slightly
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Table 8.12: Geometrical Parameters for 1-Nitro-cyclohexene Chair and Boat Pathway
Boat Chair
Active spacea Parameterb Trans TS CIS Trans TS CIS
Cas(4,4) C1=C2 1.393 1.470 1.355 1.396 1.474 1.355
C6-C1=C2 110.1 116.8 125.4 110.3 116.0 125.4
N-C1=C2 115.8 117.0 118.2 116.5 116.8 118.2
N-C1=C2-H 179.1 125.9 2.8 175.2 122.2 -2.8
C6-C1=C2-C3 85.5 59.9 0.3 80.7 54.9 -0.3
Cas(8,8) C1=C2 1.391 1.49 1.355 1.394 1.500 1.355
C6-C1=C2 110.9 116.7 125.6 110.6 115.9 125.6
N-C1=C2 115.5 116.4 118.0 116.3 116.5 118.0
N-C1=C2-H 178.9 125.3 2.7 175.1 122.3 -2.7
C6-C1=C2-C3 84.9 60.2 0.3 80.3 55.3 -0.3
Cas(8,7) C1=C2 1.394 1.501 1.355 1.397 1.505 1.355
C6-C1=C2 110.3 116.0 125.1 110.4 115.2 125.1
N-C1=C2 116.2 116.5 118.8 116.8 116.6 118.8
N-C1=C2-H 178.9 125.3 2.4 175.4 121.9 -2.4
C6-C1=C2-C3 85.5 59.7 0.4 80.7 54.6 -0.4
when compared to the CAS(4,4) active space data.
8.4 Conclusions
The Isomerization of trans-cyclohexene to cis-cyclohexene is important because it helps to
gain more insight about ring strain and how that can affect certain mechanisms. The release
of ring of ring strain causes a reductions of the activation barriers for the transition states
of the pi bond rotation.
Cyclohexene
The activation barrier of trans-cyclohexene was found to be 16.3 kcal/mol for the chair
isomer and 14.7 kcal/mol for the boat isomer. The trans boat structure was 4 kcal/mol
higher in energy than the trans chair structure. This would suggest that the trans chair
structure is slightly less strained than the boat structure. The boat structure appeared to
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have an earlier transition state with the H-C1=C2-H dihedral being 131.6◦ at the transition
state versus the dihedral of the chair TS being 128.2◦. This is supportive of the boat path
being more strained.
The changes in active space cause the activation barriers to change slightly, but the
relative difference between the boat and the chair barriers stays roughly the same. So the
change in active space doesn’t rearrange the barriers relative to each other. The geometries
are less affected by changes in the active space.
1-Methyl-cyclohexene
The methyl group replaces one of the olefinic hydrogen’s of the C=C double bond. This
group was used to explore what type of steric or electron donating properties the methyl
group might offer. At the CAS(4,4) level, the chair structure is 5.1 kcal/mol lower in energy
than the boat. This suggest that the boat is more strained in this case as well. The activation
barrier for the boat structure is lower at 14.3 kcal/mol than the chair activation barrier
of 15.5 kcal/mol. These barriers are not much different than those of trans-cyclohexene.
The dihedrals associated with the transition states are nearly the same as those for the
cyclohexene structures. The trend of the geometries not varying much with a change in
active space is consistent with that in cyclohexene. The largest activation barrier is predicted
at the CAS(10,10) for the chair pathway (18.2 kcal/mol). This is interesting because the
analogous barrier for the boat pathways is predicted to be the lowest at 12.8 kcal/mol.
1-amino-cyclohexene
The trend of the geometries not being affected much by changes in the active space is
consistent. The activation barriers for this structure are slightly larger with respect to the
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cyclohexene structure. The chair conformation is lower in energy for this structure as well. It
is 4.7 kcal/mol lower in energy than the boat structure at the CAS(4,4) optimized structures.
The chair is path activation barrier is 17.9 kcal/mol for the CAS(4,4) optimization structures,
but this barrier is only 1.5 kcal/mol higher than that of the boat path. Adding the lone pair
to the active space lowers the barriers very slightly (0.9 kcal/mol). So for this structure the
lone pair appears to not be as important to the isomerization process.
1-nitro-cyclohexene
The Isomerization of trans-1-nitro-cyclohexene is interesting because nitro groups tend
to be very electron withdrawing. For this particular case, activation barriers are not affected
much in comparison to those of cyclohexene. The chair path barrier is only slightly larger
than the barrier for cyclohexene with a value of 17.6 kcal/mol. The boat path barrier is
13.9 kcal/mol. The chair trans structure is 7.4 kcal/mol more stable at the CAS(8,8) level.
Changes in active space appear to have a smaller affect on the activation barriers and relative
energies of 1-nitro-cyclohexene than to the other structures.
The energetics of the trans t0 cis isomerization of these cyclic-hexenes have been studied.
The activation barriers varied from 11.9 kcal/mol up to 18.2 kcal/mol depending on the
structure, pathway, and active space. The relative energies of each structure were not
affected much by changes in active space. For example, the relative energies of the trans
chair structures range between 45.0 kcal/mol to 50 kcal/mol higher in energy than the cis
structures, regardless of substituent or active space.
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