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A STRONGLY IRREDUCIBLE AFFINE ITERATED FUNCTION
SYSTEM WITH TWO INVARIANT MEASURES OF MAXIMAL
DIMENSION
IAN D. MORRIS AND CAGRI SERT
Abstract. A classical theorem of Hutchinson asserts that if an iterated func-
tion system acts on Rd by similitudes and satisfies the open set condition then
it admits a unique self-similar measure with Hausdorff dimension equal to the
dimension of the attractor. In the class of measures on the attractor which
arise as the projections of shift-invariant measures on the coding space, this
self-similar measure is the unique measure of maximal dimension. In the con-
text of affine iterated function systems it is known that there may be multiple
shift-invariant measures of maximal dimension if the linear parts of the affini-
ties share a common invariant subspace, or more generally if they preserve a
finite union of proper subspaces of Rd. In this note we give an example where
multiple invariant measures of maximal dimension exist even though the linear
parts of the affinities do not preserve a finite union of proper subspaces.
1. Introduction
We recall that an iterated function system is by definition a tuple (T1, . . . , TN)
of contracting transformations of some metric space X , which in this article will be
Rd equipped with the Euclidean distance. To avoid trivialities it will be assumed
throughout this article that N ≥ 2. If (T1, . . . , TN) is an iterated function system
acting on Rd then it is well-known that there exists a unique nonempty compact
set Z ⊂ Rd with the property Z = ⋃Ni=1 TiZ, called the attractor or limit set of
the iterated function system. If we define ΣN := {1, . . . , N}N with the infinite
product topology, there exists moreover a well-defined coding map Π: ΣN → Rd
characterised by the property
Π [(xk)
∞
k=1] = limn→∞
Tx1 · · ·Txnv
for all v ∈ Rd and (xk)∞k=1 ∈ ΣN , and this coding map is a continuous surjection
from ΣN to the attractor.
We recall that (T1, . . . , TN ) is said to satisfy the open set condition if there exists
a nonempty open set U ⊆ Rd such that the sets T1U, . . . , TNU are pairwise disjoint
subsets of U ; if the same statements are true for a nonempty compact set X ⊆ Rd
in place of U , we say that (T1, . . . , TN) satisfies the strong separation condition.
We observe that if the strong separation condition is satisfied, the coding map is a
homeomorphism from ΣN to the attractor.
If (T1, . . . , TN ) satisfies the open set condition and the transformations Ti are
similarities, it is a classical result of J.E. Hutchinson [10] that there exists a prob-
ability measure on the attractor of (T1, . . . , TN ) with Hausdorff dimension equal
to that of the attractor; moreover, this measure has the form Π∗µ where µ is a
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Bernoulli measure on the coding space ΣN . In particular µ is invariant with re-
spect to the shift transformation σ[(xk)
∞
k=1] := (xk+1)
∞
k=1. In the more general
context in which the transformations Ti are invertible affine transformations of R
d
it is thus natural to ask when there exists an invariant measure µ on the coding
space which projects to a measure with dimension equal to that of the attractor,
and if such a measure exists, how many such measures there might be; this problem
was first investigated extensively in [12]. It was shown recently by D.-J. Feng in [7]
that if µ is an ergodic shift-invariant measure on ΣN and (T1, . . . , TN ) is an affine
iterated function system then Π∗µ is necessarily exact-dimensional: this means that
the limit
lim
r→0
logΠ∗µ(Br(v))
log r
exists for Π∗µ-a.e. v ∈ Rd and is Π∗µ-almost-everywhere constant, where Br(v)
denotes the open Euclidean ball with centre v and radius r. This almost sure value
will be called the dimension of the measure Π∗µ and is equal to its upper and lower
Hausdorff and packing dimensions, see [5, §2].
In order to describe progress on the problem of finding measures of maximal
dimension for affine iterated function systems it is useful to recall some definitions.
We recall that the singular values of a real invertible d × d matrix A are defined
to be the positive square roots of the eigenvalues of the positive definite matrix
A⊤A. We write the singular values of A as σ1(A), . . . , σd(A) with the convention
σ1(A) ≥ · · · ≥ σd(A). We have ‖A‖ = σ1(A) and | detA| = σ1(A) · · ·σd(A) for
all A ∈ GLd(R), where ‖ · ‖ denotes the operator norm induced by the Euclidean
norm. If d is a positive integer and s a non-negative real number, following [6] we
define
ϕs(A) :=
{
σ1(A) · · ·σ⌊s⌋(A)σ⌈s⌉(A)s−⌊s⌋ if 0 ≤ s ≤ d,
| detA| sd if s ≥ d
for all real d× d matrices A. The inequality ϕs(AB) ≤ ϕs(A)ϕs(B) is valid for all
s, A and B and was originally noted in [6]. If (A1, . . . , AN ) ∈ GLd(R)N is given
then for each s ≥ 0 we define the ϕs-pressure of (A1, . . . , AN ) to be the quantity
Pϕs(A1, . . . , AN ) := lim
n→∞
1
n
log
N∑
i1,...,in=1
ϕs(Ai1 · · ·Ain)
which is well-defined by subadditivity. The function s 7→ Pϕs(A1, . . . , AN ) is con-
tinuous with respect to s for fixed (A1, . . . , AN ) ∈ GLd(R)N . When (A1, . . . , AN ) ∈
GLd(R)
N is fixed and has the property that maxi ‖Ai‖ < 1 for some norm on Rd,
the function s 7→ Pϕs(A1, . . . , AN ) has a unique zero which we call the affinity di-
mension of (A1, . . . , AN ). If (T1, . . . , TN ) is an iterated function system of the form
Tix = Aix + vi where (A1, . . . , AN ) ∈ GLd(R)N , we define the affinity dimension
of (T1, . . . , TN) to be dimaff(A1, . . . , AN ).
The affinity dimension is always an upper bound for the box dimension of the
attractor of (T1, . . . , TN ), see [6]. If µ is an ergodic σ-invariant measure on ΣN then
we define its Lyapunov dimension to be the unique zero of the function [0,∞)→ R
defined by
s 7→ h(µ) + lim
n→∞
1
n
∫
logϕs(Ax1 · · ·Axn)dµ [(xk)∞k=1] .
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The Hausdorff dimension of Π∗µ is always bounded above by the Lyapunov dimen-
sion of µ, which is bounded above by the affinity dimension of (A1, . . . , AN ), see
[12] and [11, §4]. We say that a shift-invariant measure on µ is a ϕs-equilibrium
state for (A1, . . . , AN ) if it satisfies
Pϕs(A1, . . . , AN ) = h(µ) + lim
n→∞
1
n
∫
logϕs(Ax1 · · ·Axn)dµ [(xk)∞k=1] ,
and aKa¨enma¨ki measure if it is a ϕs0 -equilibrium state with s0 := dimaff(A1, . . . , AN ).
For every (A1, . . . , AN ) ∈ GLd(R)N and s ≥ 0 there exists at least one ϕs-
equilibrium state for (A1, . . . , AN ), a point which we discuss in more detail in
§2 below. A shift-invariant measure is a Ka¨enma¨ki measure if and only if it has
Lyapunov dimension equal to dimaff(A1, . . . , AN ).
In certain highly degenerate cases it is possible for the Hausdorff dimension of
the attractor of an iterated function system to exceed the dimension of every in-
variant measure Π∗µ supported on it, and even to exceed the supremum of the
dimensions of such measures: see [4]. However, in generic cases the attractor of
an affine iterated function system has Hausdorff dimension equal to the affinity
dimension [1, 6, 7], and for generic affine iterated functions it is also the case that
every Ka¨enma¨ki measure µ on ΣN projects to a measure Π∗µ on the attractor
which has dimension equal to the affinity dimension [7, 11] and is fully supported
on the attractor [2]. We refer the reader to the articles cited for the various pre-
cise meanings of “generic” with respect to which these statements are true. It is
therefore of interest to ask how many measures of the form Π∗µ may achieve this
maximal dimension value. Since any convex combination of measures with maximal
dimension will also have maximal dimension, we ask specifically how many pairwise
mutually singular measures of the form Π∗µ may have dimension equal to that of
the attractor, where µ is shift-invariant. In generic cases this is equivalent to asking
how many ergodic Ka¨enma¨ki measures a given iterated function system may have.
This latter question was first raised by A. Ka¨enmaki [12] and is the subject of the
present article.
Let us say that (A1, . . . , AN ) ∈ GLd(R)N is reducible if there exists a nonzero
proper subspace V of Rd such that AiV = V for every i = 1, . . . , N , and otherwise
is irreducible. We also say that (A1, . . . , AN ) is strongly irreducible if there does
not exist a finite collection V1, . . . , Vm of nonzero proper subspaces Vj such that
Ai
(∪mj=1Vj) = ∪mj=1Vj for every i. We extend the notions of irreducibility and
strong irreducibility to subsets of GLd(R) in the obvious fashion. It is not difficult to
see that a subset of GLd(R) is (strongly) irreducible if and only if the subsemigroup
of GLd(R) which it generates is (strongly) irreducible. We will say that an affine
iterated function system (T1, . . . , TN) is (strongly) irreducible if it has the form
Tix = Aix+ vi where (A1, . . . , AN ) is (strongly) irreducible.
It is easy to show that every (A1, . . . , AN ) ∈ GLd(R)N has a unique ϕs-equilibrium
state when s ≥ d. There exist reducible tuples (A1, . . . , AN ) ∈ GLd(R)N which
have as many as (d − ⌊s⌋)( d⌊s⌋) = ⌈s⌉( d⌈s⌉) mutually singular ϕs-equilibrium states
(see [13]) and it is believed that this is the maximum possible number of mutu-
ally singular ϕs-equilibrium states for any tuple (A1, . . . , AN ) ∈ GLd(R)N . This
number is known to be a sharp upper bound for the number of mutually singular
ϕs-equilibrium states in dimensions up to four [14] and for simultaneously upper
triangularisable tuples [13], but in the general case the best upper bound which
has been obtained so far for the number of mutually singular ϕs-equilibrium states
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is
(
d
⌊s⌋
)(
d
⌈s⌉
)
, see [2]. When s ∈ (0, d) ∩ Z the maximum possible number of mutu-
ally singular ϕs-equilibrium states can be shown to equal
(
d
s
)
using the techniques
of [8, 13] although this result does not seem to have been explicitly stated in the
literature.
If (A1, . . . , AN ) ∈ GLd(R)N is irreducible, it was shown by D.-J. Feng and
A. Ka¨enma¨ki in [8] that (A1, . . . , AN ) has a unique ϕ
s-equilibrium state for all
s ∈ (0, 1], and their argument easily extends to cover the case s ∈ [d − 1, d). In
particular if (T1, . . . , TN) is an irreducible affine iterated function system acting on
R2 then it has a unique Ka¨enma¨ki measure. It was shown by the first named author
and A. Ka¨enma¨ki in [13] that in three dimensions strong irreducibility is sufficient
for the uniqueness of ϕs-equilibrium states (and hence of Ka¨enma¨ki measures) but
irreducibility is not. A criterion for uniqueness of ϕs-equilibrium states in terms of
irreducibility and strong irreducibility of successive exterior powers was also given
in that article, and is discussed further in §2 below. In dimensions higher than two
irreducibility does not suffice for the uniqueness of the Ka¨enma¨ki measure: using
the arguments of [13, §9] together with the results of [15] one may show that the
example
(1) A1 :=

0 0 122
3 0 0
0 12 0

 , A2 :=

0 23 00 0 12
1
2 0 0


is irreducible with dimaff(A1, A2) ∈ (1, 2) and has exactly two ergodic Ka¨enma¨ki
measures.
These examples leave open the question of whether or not strong irreducibility
is sufficient for the uniqueness of ϕs-equilibrium states and Ka¨enma¨ki measures in
dimensions higher than three. The purpose of this article is to show that in four
dimensions strong irreducibility does not suffice for the uniqueness of ϕs-equilibrium
states. We give the following example:
Theorem 1. Let N ≥ 2 be even with N = 2ℓ, let λ1, λ2 ∈ R such that λ1 > λ2 > 0
and let θ ∈ R \ pi2Z. Let (A1, . . . , AN ) ∈ GL4(R)N where for i = 1, . . . , ℓ we have
Ai =
(
λ1 0
0 λ2
)
⊗
(
cos θ − sin θ
sin θ cos θ
)
=


λ1 cos θ −λ1 sin θ 0 0
λ1 sin θ λ1 cos θ 0 0
0 0 λ2 cos θ −λ2 sin θ
0 0 λ2 sin θ λ2 cos θ


and for i = ℓ+ 1, . . . , N we have
Ai =
(
cos θ − sin θ
sin θ cos θ
)
⊗
(
λ1 0
0 λ2
)
=


λ1 cos θ 0 −λ1 sin θ 0
0 λ2 cos θ 0 −λ2 sin θ
λ1 sin θ 0 λ1 cos θ 0
0 λ2 sin θ 0 λ2 cos θ

 .
Then (A1, . . . , AN ) is strongly irreducible and for every s ∈ (1, 3) there exist ex-
actly two distinct ergodic ϕs-equilibrium states for (A1, . . . , AN ). These equilibrium
states are both fully supported on ΣN .
Here the symbol A ⊗ B represents the Kronecker product of the two matrices
A and B, which is a standard mechanism for representing the tensor product of
two linear maps in terms of their matrices; for a more detailed explanation see
§2 below. The fact that the equilibrium states are fully supported will be easily
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obtained during the proof, but also follows from the far more general results of
[2]. It is somewhat easier to prove Theorem 1 under the weaker hypothesis that
θ ∈ R \ π−1Q, but we include the more general statement for completeness.
The algebraic idea underlying Theorem 1 is that there exists a natural irre-
ducible representation π from the group GL2(R) × GL2(R) to the group GL4(R)
defined by π(A,B) := A ⊗ B. One may show that π(GL2(R) × GL2(R)) is an
irreducible subgroup of GL4(R) and since it contains the irreducible connected
subgroup π(SL2(R)× SL2(R)) it is not difficult to deduce that it is strongly irre-
ducible. Intuitively, if the matrices A1, . . . , AN generate a subsemigroup of GL4(R)
which is sufficiently large in an appropriate sense, this subsemigroup should be
expected to inherit the strong irreducibility of π(GL2(R)×GL2(R)) and therefore
(A1, . . . , AN ) will be strongly irreducible. On the other hand, the exterior power
representation ∧2 : GL4(R) → GL(∧2R4) takes π(GL2(R) × GL2(R)) to a subset
of GL(∧2R4) which is not irreducible, but instead preserves two three-dimensional
complementary subspaces of ∧2R4. Together with the various symmetries built
into the construction of the matrices A1, . . . , AN above this will allow us to con-
struct two distinct equilibrium states with equal, maximal pressure. The relevance
of exterior powers to the singular value function will be discussed in §2 below.
Theorem 1 implies the existence of strongly irreducible affine iterated function
systems in four dimensions where there exists more than one fully-supported mea-
sure on the attractor with maximal dimension:
Theorem 2. Let (A1, . . . , A4) ∈ GL4(R)4 be as defined in Theorem 1 with 0 <
λ2 < λ1 <
1
1+
√
3
2
, λ1λ2 >
1
16 , and arbitrary θ ∈ R \ pi2Z. Then there exists
(v1, . . . , v4) ∈ (R4)4 such that the iterated function system defined by Tix := Aix+
vi satisfies the strong separation condition, has 1 < dimaff(A1, . . . , A4) < 2, and
admits two mutually singular invariant measures m1 := Π∗µ1, m2 := Π∗µ2 with
Hausdorff dimension equal to dimaff(A1, . . . , A4), each of which is fully supported
on the attractor.
In the following section we recall some concepts from linear algebra and thermo-
dynamic formalism which will be useful in proving Theorems 1 and 2. The proofs
of those theorems are given in §3 and §4 respectively.
2. Preliminaries
2.1. Linear algebra. For the remainder of the article ‖ · ‖ will denote either the
Euclidean norm defined by the standard inner product or a specified inner product,
or the operator norm on matrices defined by such a Euclidean norm. IfA ∈ GLd1(R)
and B ∈ GLd2(R) are represented by the matrices
A =


a11 · · · a1d1
...
. . .
...
ad11 · · · ad1d1

 , B =


b11 · · · b1d2
...
. . .
...
bd21 · · · bd2d2

 ,
then their Kronecker product may be understood to be the linear map A ⊗ B ∈
GLd1d2(R) with matrix given by
A⊗B =


a11B · · · a1d1B
...
. . .
...
ad11B · · · ad1d1B

 .
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This construction satisfies the identities (A1⊗B1)(A2⊗B2) = (A1A2)⊗(B1B2) and
A⊤ ⊗B⊤ = (A⊗B)⊤ for all A1, A2, A ∈ GLd1(R) and B1, B2, B ∈ GLd2(R). The
identity (A ⊗ B)−1 = (A−1 ⊗ B−1) follows from the first of these two identities.
If λ1, . . . , λd1 are the eigenvalues of A and λ
′
1, . . . , λ
′
d2
the eigenvalues of B then
the eigenvalues of A ⊗ B are precisely the d1d2 products λiλ′j with 1 ≤ i ≤ d1
and 1 ≤ j ≤ d2. Combining these observations it follows that the singular values
of A ⊗ B are the products σi(A)σj(B) such that 1 ≤ i ≤ d1 and 1 ≤ j ≤ d2
and in particular ‖A ⊗ B‖ = σ1(A ⊗ B) = σ1(A)σ1(B) = ‖A‖ · ‖B‖ for all A ∈
GLd1(R) and B ∈ GLd2(R). For proofs of these identities we direct the reader to
[9, §4.2]. The Kronecker product A ⊗ B may be understood algebraically as the
matrix representation of the tensor product of the linear maps A and B, but this
interpretation will not be needed explicitly in the present work.
For each k = 1, . . . , d the kth exterior power of Rd, denoted ∧kRd, is a (dk)-
dimensional real vector space spanned by the set of all vectors of the form v1 ∧ v2 ∧
· · · ∧ vk where v1, . . . , vk ∈ Rd, where the symbol “∧” is subject to the identities
λ(v1 ∧ v2 ∧ · · · ∧ vk) + (v′1 ∧ v2 ∧ · · · ∧ vk) = (λv1 + v′1) ∧ v2 ∧ · · · ∧ vk,
v1 ∧ v2 ∧ · · · ∧ vk = (−1)i+1vi ∧ v2 ∧ · · · ∧ vi−1 ∧ v1 ∧ vi+1 ∧ · · · ∧ vk
for all v1, . . . , vk, v
′
1 ∈ Rd, λ ∈ R and i = 1, . . . , k. If u1, . . . , ud is any basis for Rd
then the vectors ui1 ∧ · · · ∧ uik such that 1 ≤ i1 < · · · < ik ≤ d form a basis for
∧kRd. The standard inner product 〈·, ·〉 on Rd induces an inner product on ∧kRd
by
〈u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk〉 := det [〈ui, vi〉]ki,j=1 .
If A ∈ GLd(R) then A induces a linear map A∧k on ∧kRd by A∧k(u1 ∧ · · · ∧ uk) =
Au1∧· · ·∧Auk. By considering appropriate bases it is easy to see that if λ1, . . . , λd
are the eigenvalues of A then the eigenvalues of A∧k are the numbers λi1 · · ·λik such
that 1 ≤ i1 < · · · < ik ≤ d. The identity (A⊤)∧k = (A∧k)⊤ follows directly from the
definition of the inner product on ∧kRd, and combining these observations we see
that the singular values of A∧k are precisely the products σi1 (A) · · ·σik(A) such that
1 ≤ i1 < · · · < ik ≤ d. In particular we have ‖ ∧k A‖ ≡ σ1(A∧k) ≡ σ1(A) · · ·σk(A).
The significance of exterior powers to the present article arises from the following
identity: if A ∈ GLd(R) and 0 ≤ s ≤ d, then
(2) ϕs(A) =
∥∥∥A∧⌊s⌋∥∥∥1+⌊s⌋−s ∥∥∥A∧⌈s⌉∥∥∥s−⌊s⌋
by the identity previously remarked.
2.2. Thermodynamic formalism. IfN ≥ 2 is understood, let ΣN := {1, . . . , N}N
which we equip with the infinite product topology. This topological space is
compact and metrisable. We define the shift transformation σ : ΣN → ΣN by
σ[(xk)
∞
k=1] := (xk+1)
∞
k=1 which is a continuous surjection. We let Mσ denote the
set of all σ-invariant Borel probability measures on ΣN equipped with the weak-*
topology, which is the smallest topology such that µ 7→ ∫ f dµ is continuous for
every f ∈ C(ΣN ). With respect to this topology Mσ is a nonempty, compact,
metrisable topological space.
We will say that a word is any finite sequence i = (ik)
n
k=1 ∈ {1, . . . , N}n. We
define the length of the word i = (ik)
n
k=1 to be n and denote the length of any
word i by |i|. When N is understood we denote the set of all words by Σ∗N . If
x = (xk)
∞
k=1 ∈ ΣN then we define x|n to be the word (xk)nk=1 ∈ Σ∗N . If i ∈ Σ∗N then
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we define the corresponding cylinder set to be the set [i] := {x ∈ ΣN : x|n = i}.
The set of all cylinder sets is a basis for the topology of ΣN . If i = (ik)
n
k=1, j =
(jk)
m
k=1 ∈ Σ∗N are arbitrary words then we define their concatenation ij in the
obvious fashion: it is the word (ℓk)
n+m
k=1 such that ℓk = ik for 1 ≤ k ≤ n and
ℓk = jk−n for n+ 1 ≤ k ≤ n+m. If (A1, . . . , AN ) ∈ GLd(R)N is understood then
we define Ai := Ai1 · · ·Ain for every i = (ik)nk=1 ∈ Σ∗N .
We will find it convenient in proofs to appeal to more general notions of pressure
and equilibrium state than those defined in the introduction. If N ≥ 2 is understood
let us say that a potential is any function Φ: Σ∗N → (0,+∞). We will say that
a potential is submultiplicative if it has the property Φ(ij) ≤ Φ(i)Φ(j) for all
i, j ∈ Σ∗N . All potentials considered in this article will be submultiplicative. If Φ
is a submultiplicative potential then the sequence of functions Φn : ΣN → (0,+∞)
defined by Φn(x) := Φ(x|n) satisfies the submultiplicativity relation Φn+m(x) ≤
Φn(σ
mx)Φm(x) for all n,m ≥ 1 and x ∈ ΣN . Each Φn is continuous since it
depends only on finitely many co-ordinates. For every µ ∈ Mσ we define
Λ(Φ, µ) := lim
n→∞
1
n
∫
logΦ(x|n)dµ(x) = inf
n≥1
1
n
∫
logΦ(x|n)dµ(x)
which is well-defined by subadditivity. By the subadditive ergodic theorem, if
µ ∈Mσ is ergodic then we have limn→∞ 1n logΦ(x|n) = Λ(Φ, µ) for µ-a.e. x ∈ ΣN .
If Φ is a submultiplicative potential then we define its pressure to be the quantity
P (Φ) := lim
n→∞
1
n
log
∑
|i|=n
Φ(i)
which is well-defined by subadditivity. By the subadditive variational principle of
D.-J. Feng, Y.-L. Cao and W. Huang we have
P (Φ) = sup
µ∈Mσ
[h(µ) + Λ(Φ, µ)] ,
see [3, Theorem 1.1]). Since the map µ 7→ ∫ logΦ(x|n) dµ(x) is continuous for each
n ≥ 1 and the map µ 7→ h(µ) is upper semi-continuous, the map µ 7→ h(µ)+Λ(Φ, µ)
is upper semi-continuous. In particular the supremum above is always attained. We
call a measure which attains this supremum an equilibrium state for Φ.
If (A1, . . . , AN ) ∈ GLd(R) and s ≥ 0 then we may define a submultiplicative
potential Φs : ΣN → (0,+∞) by Φs(i) := ϕs(Ai). Clearly in this case P (Φs) =
Pϕs(A1, . . . , AN ) and the notion of equilibrium state for Φ
s coincides with the
notion of ϕs-equilibrium state for (A1, . . . , AN ) introduced in the introduction.
Our mechanism for studying equilibrium states in this article will be the following
result from [2]:
Theorem 3. Let (A1, . . . , AN ) ∈ GLd1(R)N be strongly irreducible and let (B1, . . . , BN ) ∈
GLd2(R)
N be irreducible, and let β1 ≥ 0 and β2 > 0. Define a submultiplicative
potential Φ: Σ∗N → (0,+∞) by
Φ(i) := ‖Ai‖β1‖Bi‖β2
for all i ∈ Σ∗N . Then there exists a unique equilibrium state µ for Φ. It is ergodic,
and there exists a constant C > 0 such that
C−1Φ(i) ≤ e|i|P (Φ)µ([i]) ≤ CΦ(i)
for every i ∈ Σ∗N .
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Proof. The result is a special case of [2, Corollary 2.2] with k = 2 if β1 > 0 and
with k = 1 if β1 = 0. 
If (A1, . . . , AN ) has the property that (A
⌊s⌋
1 , . . . , A
⌊s⌋
N ) and (A
⌈s⌉
1 , . . . , A
⌈s⌉
N ) are
both irreducible and at least one of them is strongly irreducible then it follows from
(2) and Theorem 3 that (A1, . . . , AN ) has a unique ϕ
s-equilibrium state, a result
first observed in [13]. (For the purposes of this observation the tuples (A∧01 , . . . , A
∧0
N )
and (A∧d1 , . . . , A
∧d
N ) should be understood to always be strongly irreducible as a
matter of definition.) The example (1) shows that strong irreducibility cannot here
be weakened to irreducibility.
By considering the definitions of P (Φ) and Λ(Φ, µ) it is not difficult to see that
if two submultiplicative potentials Φ, Φ′ satisfy C−1Φ(i) ≤ Φ′(i) ≤ CΦ(i) for
all i ∈ Σ∗N and some constant C > 0 then they have the same pressure and the
same equilibrium states as one another. In particular when considering potentials
of the form Φ(i) = ‖Ai‖β1‖Bi‖β2 the pressure and equilibrium states are inde-
pendent of the choice of norm or norms used to define the potential. It likewise
follows that if X ∈ GLd(R), (A1, . . . , AN ) ∈ GLd(R)N and s ≥ 0 then the tu-
ple (X−1A1X, . . . , X−1ANX) has the same pressure and ϕs-equilibrium states as
(A1, . . . , AN ).
The following simple result (previously presented as [14, Lemma 2.2]) will be
helpful in simplifying the proof of Theorem 1:
Lemma 2.1. Let (A1, . . . , AN ) ∈ GLd(R)N and 0 < s < d. Then µ ∈ Mσ is a
ϕs-equilibrium state of (A1, . . . , AN ) if and only if it is a ϕ
d−s-equilbrium state of
the tuple (A′1, . . . , A
′
N ) defined by
A′i := | detAi|
1
d−s (A−1i )
⊤
for all i = 1, . . . , N .
Proof. Define φ : GLd(R)→ GLd(R) by φ(A) := | detA|1/(d−s)(A−1)⊤ and observe
that φ is a homomorphism and satisfies ϕd−s(φ(A)) ≡ ϕs(A). The result follows.

3. Proof of Theorem 1
For the sake of simplicity we will give the proof in the case N = 2, the modi-
fications required for higher N being straightforward. We will begin the proof by
showing that in order to prove the full statement of the theorem it is sufficient to
consider only those cases in which 1 < s ≤ 2.
Suppose that Theorem 1 has been proved for all pairs (A1, A2) ∈ GL4(R)2 as
described in the statement of Theorem 1, for all s ∈ (1, 2]. Consider a particular pair
(A1, A2) ∈ GL4(R)2 as given in the statement of that theorem and let 2 < s < 3. By
Lemma 2.1 the ϕs-equilibrium states of (A1, A2) are precisely the ϕ
4−s-equilibrium
states of the pair (A′1, A
′
2) defined by
A′1 := | detA1|
1
4−s (A−11 )
⊤, A′1 := | detA2|
1
4−s (A−12 )
⊤.
Define also
J :=


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0


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and s′ := 4− s ∈ (1, 2). It is straightforward to check that
J−1A′1J = | detA1|
1
4−s


λ−12 cos θ λ
−1
2 sin θ 0 0
−λ−12 sin θ λ−12 cos θ 0 0
0 0 λ−11 cos θ λ
−1
1 sin θ
0 0 −λ−11 sin θ λ−11 cos θ


and
J−1A′2J = | detA2|
1
4−s


λ−12 cos θ 0 λ
−1
2 sin θ 0
0 λ−11 cos θ 0 λ
−1
1 sin θ
−λ−12 sin θ 0 λ−12 cos θ 0
0 −λ−11 sin θ 0 λ−11 cos θ


so that in particular (J−1A′1J, J
−1A′2J) satisfies the hypotheses of Theorem 1. It
therefore has precisely 2 ergodic ϕs
′
-equilibrium states, since 1 < s′ < 2 and the
theorem is assumed to have been proved in that parameter range. These equilibrium
states are precisely the ϕs
′
-equilibrium states of (A′1, A
′
2), which are precisely the
ϕs-equilibrium states of (A1, A2). Thus the full statement of Theorem 1 will follow
from our establishing the theorem only in the case 1 < s ≤ 2.
We next wish to show that every (A1, A2) ∈ GL4(R)2 satisfying the hypotheses
of Theorem 1 is irreducible. We will use an elementary argument: a shorter but
more technical argument using representation theory will be indicated in a sub-
sequent footnote. Fix such a pair (A1, A2). The eigenvalues of A1 and A2 are
λ1e
iθ, λ2e
iθ, λ1e
−iθ and λ2e−iθ where θ is not an integer multiple of pi2 , so in par-
ticular neither A1 nor A2 has any real eigenvalues. It follows that if V is a proper
nonzero linear subspace of R4 which is invariant under A1 then the dimension of V
cannot be odd: if it were odd then the characteristic polynomial of the restriction
of A1 to V would be a real polynomial of odd degree and would therefore have at
least one real root, implying the existence of a real eigenvalue of A1 with associ-
ated eigenvector in V . This is clearly a contradiction, so if a proper nonzero linear
subspace of R4 exists which is invariant under both A1 and A2 then its dimension
must be 2.
We will show that there cannot exist a two-dimensional subspace of R4 which is
invariant under both A1 and A2. Let us define
U1 :=




a
b
0
0

 : a, b ∈ R

 , U2 :=




0
0
a
b

 : a, b ∈ R

 ,
V1 :=




a
0
b
0

 : a, b ∈ R

 , V2 :=




0
a
0
b

 : a, b ∈ R

 .
It is straightforward to verify the following observations: A1 preserves both U1 and
U2; A2 preserves V1 and V2; ‖A1u‖ = λ1‖u‖ for all u ∈ U1, ‖A1u‖ = λ2‖u‖ for all
u ∈ U2, ‖A2v‖ = λ1‖v‖ for all v ∈ V1 and ‖A2v‖ = λ2‖v‖ for all v ∈ V2.
Let W be any nonzero subspace of R4 such that A1W = W . We claim that W
contains a nonzero element of either U1 or U2. If w ∈ W is nonzero and w /∈ U2,
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then we may write w = αu1+βu2 with u1 ∈ U1, u2 ∈ U2 and α 6= 0. We then have
lim
n→∞
‖λ−n1 An1w − λ−n1 αAn1u1‖ = limn→∞
∥∥λ−n1 βAn1u2∥∥ = limn→∞
(
λ2
λ1
)n
‖βu2‖ = 0
and so
lim
n→∞ ‖λ
−n
1 A
n
1w‖ = limn→∞
∥∥λ−n1 αAn1u1∥∥ = ‖αu1‖ 6= 0.
In particular every accumulation point of the sequence λ−n1 A
n
1w is a nonzero element
of W ∩ U1 and at least one such element exists, proving the claim. By essentially
identical arguments it follows that if W is any nonzero subspace of R4 such that
A2W =W , then W contains a nonzero element of either V1 or V2.
Now let W ⊂ R4 be a two-dimensional subspace such that A1W = A2W = W .
By the preceding arguments there exist nonzero vectors u ∈ W ∩Ui and v ∈W ∩Vj
where each of i and j is either 1 or 2. Since A1 has no real eigenvalues, A1u is
linearly independent from u and therefore A1u and u form a basis for W ; but
clearly both vectors belong to Ui, so W must equal Ui. Similarly A2v and v belong
to Vj and form a basis for W , so W = Vj . We conclude that if (A1, A2) has a
common invariant subspace of dimension 2 then that subspace must equal both Ui
and Vj , but Ui 6= Vj by inspection of the definitions of those two spaces. This is a
contradiction, and we conclude that every pair (A1, A2) ∈ GL4(R)2 satisfying the
hypotheses of Theorem 1 is irreducible1.
The next step in the proof of the theorem is to show that every (A1, A2) ∈
GL4(R)
2 satisfying the hypotheses of Theorem 1 is strongly irreducible. We consider
first those cases in which θ is not a rational multiple of π. Consider a pair (A1, A2)
with this property. If (A1, A2) is not strongly irreducible then there exists a finite
union W = W1 ∪ · · · ∪Wk of proper nonzero subspaces of R4 such that A1W =
A2W = W . In particular the subspace A
n
1W1 is equal to one of the spaces Wj
for every n ≥ 1 and hence can take only finitely many values as n ranges over the
natural numbers. Hence there exist n1 > n2 ≥ 1 such that An11 W1 = An21 W1, and
similarly there exist m1 > m2 ≥ 1 such that Am12 W1 = Am22 W1. In particular
An1−n2W1 = W1 = Am1−m2W1 and therefore A
p
1W1 = A
p
2W1 = W1 where p :=
(n1 − n2)(m1 −m2) ≥ 1. This demonstrates that (Ap1, Ap2) is reducible; but since
θ is not a rational multiple of π, the pair (Ap1, A
p
2) also satisfies the hypotheses of
Theorem 1 and cannot be reducible. This is a contradiction, and we conclude that
(A1, A2) is strongly irreducible as claimed.
Let us now consider (A1, A2) ∈ GL4(R)2 such that θ is a rational multiple of
π but not an integer multiple of pi2 . Let θ =
p
qπ, say, where p and q are coprime
with q > 2. Suppose for a contradiction that (A1, A2) is not strongly irreducible,
and let W := W1 ∪ · · · ∪Wk be a finite union of proper nonzero subspaces of R4
such that A1W = A2W =W . By irreducibility we observe that k ≥ 2. Clearly by
passing to a smaller finite union if necessary we may assume that the spaces Wj
all have the same dimension, and we assume without loss of generality that this
dimension is the least possible. This implies that distinct spaces Wj1 , Wj2 must
1For the benefit of readers familiar with representation theory we note the following alternative
proof of the irreducibility of (A1, A2). Since A1 acts irreducibly on the subspaces U1 and U2
defined above, the group 〈A1〉 generated by A1 acts completely reducibly on R4. Since λ1 6= λ2
these 〈A1〉-representations are not isomorphic and therefore U1 and U2 are the only non-trivial
subspaces invariant under 〈A1〉 and consequently under the matrix A1. But clearly A2 preserves
neither of these spaces (when θ /∈ pi
2
Z) and this proves the irreducibility of (A1, A2).
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intersect trivially, since otherwise the union of the set of all nontrivial intersections
Wj1 ∩ Wj2 would be invariant under (A1, A2) and consist of spaces of less than
minimal dimension, which is impossible. It follows in particular that the spacesWj
are either one- or two-dimensional since any two three-dimensional subspaces of R4
necessarily intersect, and since at least two distinct spaces Wj1 , Wj2 necessarily
exist since k ≥ 2.
Since θ = pqπ we have
A2q1 =


λ2q1 0 0 0
0 λ2q1 0 0
0 0 λ2q2 0
0 0 0 λ2q2

 , A2q2 =


λ2q1 0 0 0
0 λ2q2 0 0
0 0 λ2q1 0
0 0 0 λ2q2

 .
Let e1, e2, e3, e4 denote the standard basis for R
4 and define M1 := A
2q
1 A
2q
2 , M2 :=
A2q1 A
−2q
2 , M3 := A
−2q
1 A
2q
2 and M4 := A
−2q
1 A
−2q
2 . We observe that each Mi has a
simple leading eigenvalue with corresponding eigenvector ei, and that MiW = W
for each i = 1, . . . , 4. It is easy to see that if u ∈ R4 is any nonzero vector which is
not perpendicular to ei, then ‖Mni u‖−1Mni u converges to ei as n→∞.
We claim that if Wj contains a vector w which is not perpendicular to ei, then
necessarily ei ∈ Wj . If w ∈ Wj is nonzero and is not perpendicular to ei then
ei = limn→∞ ‖Mni w‖−1Mni w. Clearly each spaceMni Wj must be one of the spaces
W1, . . . ,Wk, and if this sequence of spaces is not eventually constant then ei must
belong to at least two distinct spaces Wj1 , Wj2 , contradicting the condition Wj1 ∩
Wj2 = {0}. The sequence of spaces Mni Wj is therefore eventually constant, which
implies that Mn+1i Wj = M
n
i Wj for all large enough n and therefore MiWj = Wj .
Hence Mni w ∈ Wj for all n ≥ 1 and therefore ei = limn→∞ ‖Mni w‖−1Mni w ∈ Wj
as claimed.
We may now obtain the desired contradiction. If the spacesWj are 1-dimensional
then each of them is necessarily non-perpendicular to at least one basis vector ei
and therefore contains that vector by the preceding claim; by one-dimensionality
the space must be spanned by the vector, and we deduce that each of the spaces
Wj is one of the four co-ordinate axes. Since the span of W is a nonzero subspace
of R4 which is invariant under (A1, A2) it must by irreducibility be R
4, so each
of the four co-ordinate axes is represented by one of the spaces Wj . Thus the
spacesWj are precisely the four co-ordinate axes. The equation A1W =W implies
that A1 induces a permutation of the co-ordinate axes. But this is not the case:
A1e1 = (λ1 cos θ)e1+(λ2 sin θ)e2 is not proportional to any of the co-ordinate axes
since cos θ and sin θ are both nonzero as a consequence of the condition θ /∈ pi2Z. This
is a contradiction and we conclude that the spaces Wj cannot be one-dimensional.
If on the other hand the spacesWj are two-dimensional we observe that each Wj is
necessarily non-perpendicular to at least two basis vectors and therefore contains
those two basis vectors. Thus there are exactly two spaces, W1 and W2, in the
union W , and each is spanned by two of the co-ordinate basis vectors. We note
also that every element of W1 is perpendicular to every element of W2. If A1W1 =
W1 = A2W1 or A1W2 =W2 = A2W2 then (A1, A2) has a two-dimensional invariant
subspace and is reducible, contradicting our earlier arguments, so necessarily either
A1 or A2 interchanges the two spaces W1 and W2 with one another. Let Aj denote
a matrix with this property. For each i = 1, . . . , 4 the vector Ajei is perpendicular
to ei since ei belongs to one of W1 and W2 and Ajei belongs to the other, so the
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diagonal entries of Aj must all be zero. Hence Aj has trace zero; but by inspection
A1 and A2 each have trace (2λ1+2λ2) cos θ which is nonzero since θ is not an integer
multiple of pi2 . This is a contradiction. We conclude that the invariant union W
cannot exist and every pair (A1, A2) satisfying the hypotheses of Theorem 1 is
strongly irreducible.
For the remainder of the proof we consider a specific pair (A1, A2) ∈ GL4(R)2
satisfying the hypotheses of Theorem 1. Let us consider the second exterior powers
of A1 and A2. In the basis e1 ∧ e2, e3 ∧ e4, e1 ∧ e4 − e2 ∧ e3, e1 ∧ e3, e2 ∧ e4,
e1 ∧ e4 + e2 ∧ e3 for ∧2R4 the matrix of A∧21 is

λ21 0 0 0 0 0
0 λ22 0 0 0 0
0 0 λ1λ2 0 0 0
0 0 0 λ1λ2 cos
2 θ λ1λ2 sin
2 θ −2λ1λ2 cos θ sin θ
0 0 0 λ1λ2 sin
2 θ λ1λ2 cos
2 θ 2λ1λ2 cos θ sin θ
0 0 0 λ1λ2 cos θ sin θ −λ1λ2 cos θ sin θ λ1λ2(cos2 θ − sin2 θ)


and that of A∧22 is

λ1λ2 cos
2 θ λ1λ2 sin
2 θ −2λ1λ2 cos θ sin θ 0 0 0
λ1λ2 sin
2 θ λ1λ2 cos
2 θ 2λ1λ2 cos θ sin θ 0 0 0
λ1λ2 cos θ sin θ −λ1λ2 cos θ sin θ λ1λ2(cos2 θ − sin2 θ) 0 0 0
0 0 0 λ21 0 0
0 0 0 0 λ22 0
0 0 0 0 0 λ1λ2


.
In particular if we define
B1 :=

λ21 0 00 λ22 0
0 0 λ1λ2

 ,
B2 :=

 λ1λ2 cos2 θ λ1λ2 sin2 θ −2λ1λ2 cos θ sin θλ1λ2 sin2 θ λ1λ2 cos2 θ 2λ1λ2 cos θ sin θ
λ1λ2 cos θ sin θ −λ1λ2 cos θ sin θ λ1λ2(cos2 θ − sin2 θ)

 ,
then we have
A∧21 =
(
B1 0
0 B2
)
, A∧22 =
(
B2 0
0 B1
)
in the aforementioned basis. The eigenvalues of A1 are λ1e
iθ, λ1e
−iθ, λ2eiθ and
λ2e
−iθ. The eigenvalues of A∧21 are the products of pairs of distinct eigenvalues of
A1 and hence are λ1λ2e
2iθ, λ1λ2e
−2iθ, λ1λ2, λ1λ2, λ21 and λ
2
2. Since B1 obviously
has eigenvalues λ21, λ1λ2 and λ
2
2 it follows that the remaining eigenvalues of A
∧2
1
pertain to B2, and in particular every eigenvalue of B2 has absolute value λ1λ2.
Thus ρ(B1) = λ
2
1 and ρ(B2) = λ1λ2, where ρ(A) denotes the absolute value of the
largest eigenvalue of A.
We next observe that (B1, B2) is irreducible. Indeed, since B1 is diagonal with
three eigenvalues of distinct moduli, the only proper subspaces which are invariant
under B1 are the co-ordinate axes themselves and those two-dimensional subspaces
which can be formed from the span of two co-ordinate axes. It is obvious that no
such space is preserved by B2 since if this were the case then B2 would necessarily
have at least two entries equal to zero, but only the lower-right entry can be zero
under the condition θ /∈ pi2Z.
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Define (D1, D2) := (B2, B1) ∈ GL3(R)2 so that (D1, D2) is also obviously ir-
reducible, and define two submultiplicative potentials ΦB,ΦD : Σ∗2 → (0,+∞) by
ΦB(i) := ‖Ai‖2−s‖Bi‖s−1, ΦD(i) := ‖Ai‖2−s‖Di‖s−1. By the strong irreducibil-
ity of (A1, A2), the irreducibility of (B1, B2) and (D1, D2) and Theorem 3, each of
ΦB and ΦD has a unique equilibrium state and these equilibrium states are ergodic.
We wish to show that the equilibrium states of ΦB and ΦD are precisely the
ergodic equilibrium states of Φs, where Φs(i) := ϕs(Ai) for all i ∈ Σ∗N . We begin
by showing that P (Φs) = P (ΦB) = P (ΦD). We clearly have
K−11 max{‖Bi‖, ‖Di‖} ≤
∥∥A∧2i ∥∥ ≤ K1max{‖Bi‖, ‖Di‖}
for all i ∈ Σ∗2 where K1 > 0 is a constant arising from the change of basis applied
so as to represent the matrices A∧21 and A
∧2
2 in block diagonal form. Hence for
every s ∈ (1, 2] and i ∈ Σ∗2
K1−s1 max
{
ΦB(i),ΦD(i)
} ≤ Φs(i) = ‖Ai‖2−s ∥∥A∧2i ∥∥s−1(3)
≤ Ks−11 max
{
ΦB(i),ΦD(i)
}
.
Since clearly
∑
|i|=n
Φs(i) ≤
∑
|i|=n
Ks−11 max
{
ΦB(i),ΦD(i)
} ≤ Ks−11

∑
|i|=n
ΦB(i) +
∑
|i|=n
ΦD(i)


and
∑
|i|=n
Φs(i) ≥
∑
|i|=n
K1−s1 max
{
ΦB(i),ΦD(i)
} ≥ K1−s1
2

∑
|i|=n
ΦB(i) +
∑
|i|=n
ΦD(i)


for every n ≥ 1, it follows by direct consideration of the definition of the pressure
that
P (Φs) = max{P (ΦB), P (ΦD)}.
Let us now show that P (ΦB) = P (ΦD). Given i = (ik)
n
k=1 ∈ Σ∗2 let us write
iˆ := (3 − ik)nk=1 ∈ Σ∗2. The symmetry (D1, D2) = (B2, B1) yields Bi = Diˆ. If we
define
Jˆ :=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


then by direct calculation we have
Jˆ−1A1Jˆ = A2, Jˆ−1A2Jˆ = A1
and it is not difficult to see that this symmetry implies the relation Ai = Jˆ
−1AiˆJˆ
for all i ∈ Σ∗2. Thus for every n ≥ 1∑
|i|=n
ΦB(i) =
∑
|i|=n
‖Ai‖2−s‖Bi‖s−1
=
∑
|i|=n
∥∥∥Jˆ−1AiˆJˆ∥∥∥2−s ‖Diˆ‖s−1
=
∑
|i|=n
‖Aiˆ‖2−s ‖Diˆ‖s−1 =
∑
|i|=n
‖Ai‖2−s ‖Di‖s−1 =
∑
|i|=n
ΦD(i)
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where we have used the fact that i 7→ iˆ acts bijectively on the set of words of length
n, together with the fact that Jˆ is an isometry with respect to the Euclidean norm.
The identity P (ΦB) = P (ΦD) follows. (Note that when N > 2, this part of the
argument makes essential use of the fact that there are the same number of copies
of A1 in the tuple (A1, . . . , AN ) as there are of A2.)
We have shown that P (Φs) = max{P (ΦB), P (ΦD)} and also P (ΦB) = P (ΦD),
and therefore P (Φs) = P (ΦB) = P (ΦD). Suppose now that µ is an ergodic shift-
invariant measure on Σ2. By the subadditive ergodic theorem we have
lim
n→∞
1
n
logΦs(x|n) = Λ (Φs, µ) ,
lim
n→∞
1
n
logΦB(x|n) = Λ
(
ΦB, µ
)
,
lim
n→∞
1
n
logΦD(x|n) = Λ
(
ΦD, µ
)
for µ-a.e. x ∈ Σ2. In particular for any such x we have
Λ(Φs, µ) = lim
n→∞
1
n
logΦs(x|n)
= lim
n→∞
1
n
logmax
{
ΦB(x|n),ΦD(x|n)
}
= max
{
lim
n→∞
1
n
logΦB(x|n), lim
n→∞
1
n
logΦB(x|n)
}
= max
{
Λ(ΦB, µ),Λ(ΦD, µ)
}
where we have used (3) in the second equation. Thus Λ(Φs, µ) = max{Λ(ΦB, µ),Λ(ΦD, µ)}
for every ergodic measure µ. Hence if µ is an ergodic equilibrium state of ΦB then
P (ΦB) = P (Φs) ≥ h(µ) + Λ(Φs, µ) ≥ h(µ) + Λ(ΦB, µ) = P (ΦB)
where the first inequality follows from the subadditive variational principle. It
follows that P (Φs) = h(µ)+Λ(Φs, µ) and therefore µ is an equilibrium state of Φs.
Similarly if µ is an ergodic equilibrium state of ΦD then it is an equilibrium state
of Φs. On the other hand if µ is an ergodic equilibrium state of Φs then either
Λ(Φs, µ) = Λ(ΦB, µ) so that
P (ΦB) = P (Φs) = h(µ) + Λ(Φs, µ) = h(µ) + Λ(ΦB, µ)
and µ is an equilibrium state of ΦB, or Λ(Φs, µ) = Λ(ΦD, µ) so that
P (ΦD) = P (Φs) = h(µ) + Λ(Φs, µ) = h(µ) + Λ(ΦD, µ)
and µ is an equilibrium state of ΦD.
We have shown that the ergodic ϕs-equilibrium states of (A1, A2) – that is, the
ergodic equilibrium states of Φs – are precisely the ergodic equilibrium states of ΦB
and ΦD. But by Theorem 3 each of these potentials has a unique equilibrium state,
which is ergodic; call these equilibrium states µB and µD respectively. The ergodic
ϕs-equilibrium states of (A1, A2) are therefore precisely µB and µD. To complete
the proof of the theorem we must show that µB 6= µD.
By Theorem 3 there exists K2 > 0 such that
K−12 Φ
B(i) ≤ e|i|P (Φs)µB([i]) = e|i|P (Φ
B)µB([i]) ≤ K2ΦB(i)
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and
K−12 Φ
D(i) ≤ e|i|P (Φs)µD([i]) = e|i|P (Φ
D)µD([i]) ≤ K2ΦD(i)
for all i ∈ Σ∗2. This shows in particular that both measures are fully supported on
Σ2, since it implies that every cylinder set has nonzero measure and since cylinder
sets form a basis for the topology of Σ2. If it were the case that µB = µD then
these inequalities would imply the relation
K−22 ≤
ΦB(i)
ΦD(i)
≤ K22
for all i ∈ Σ∗2. Applying this to the word i which has length n and all entries equal
to 1 would then yield
K−22 ≤
‖An1‖2−s‖Bn1 ‖s−1
‖An1‖2−s‖Dn1 ‖s−1
≤ K22
for all n ≥ 1. Since s− 1 6= 0 it would follow that
lim
n→∞
(‖Bn1 ‖
‖Dn1 ‖
) 1
n
= 1,
but since clearly
lim
n→∞
(‖Bn1 ‖
‖Dn1 ‖
) 1
n
= lim
n→∞
(‖Bn1 ‖
‖Bn2 ‖
) 1
n
=
ρ(B1)
ρ(B2)
=
λ21
λ1λ2
=
λ1
λ2
6= 1
using Gelfand’s formula, this is impossible. We conclude that µB and µD are
distinct, and the theorem is proved.
4. Proof of Theorem 2
Suppose that (A1, . . . , A4) ∈ GL4(R)4 satisfies the hypotheses of Theorem 1.
Each Ai is the Kronecker product of a matrix with singular values λ1 and λ2 and
a matrix with singular values 1 and 1. Hence each Ai has singular values λ1, λ1,
λ2 and λ2. Since for every B ∈ GL4(R) we have
σ1(B) ≥ (σ1(B)σ2(B)σ3(B)σ4(B))
1
4 = | detB| 14
it follows that for each n ≥ 1 we have∑
|i|=n
ϕ1(Ai) ≥
∑
|i|=n
|detAi|
1
4 =
∑
|i|=n
(λ1λ2)
n
2 = 4n (λ1λ2)
n
2
which implies that
Pϕ1(A1, . . . , A4) ≥
1
2
log (16λ1λ2) > 0
and therefore dimaff(A1, . . . , A4) > 1. For each n ≥ 1 we equally have
∑
|i|=n
ϕ2 (Ai) ≤
(
4∑
i=1
ϕ2(Ai)
)n
=
(
4λ21
)n
<

 4(
1 +
√
3
2
)2


n
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where we have made use of the submultiplicativity property ϕ2(AB) ≤ ϕ2(A)ϕ2(B)
in the first inequality. Hence
Pϕ2(A1, . . . , A4) ≤ 2 log(2λ1) < 2 log

 2
1 +
√
3
2

 < 0
so that dimaff(A1, . . . , A4) ∈ (1, 2) as claimed. For the remainder of the proof define
s := dimaff(A1, . . . , A4). By Theorem 1 there exist precisely two distinct ergodic
ϕs-equilibrium states µ1, µ2 for (A1, . . . , A4) and these measures have Lyapunov
dimension equal to dimaff(A1, . . . , A4) and are fully supported on Σ4.
Consider now the iterated function system defined by Tix := Aix + vi for all
x ∈ R4, where (v1, . . . , v4) ∈ (R4)4 is to be determined. We claim that the set of all
(v1, . . . , v4) ∈ (R4)4 such that (T1, . . . , T4) satisfies the strong separation condition
has positive Lebesgue measure. To do this we will show that the set of all such
tuples (v1, . . . , v4) contains a nonempty open set. Define
v1 :=


1
0
1√
2
0

 , v2 :=


−1
0
1√
2
0

 , v3 :=


0
1
− 1√
2
0

 , v4 :=


0
−1
− 1√
2
0


and observe that every two distinct vectors vi, vj are separated by a Euclidean
distance of 2. Define X ⊂ R4 to be the closed origin-centred Euclidean ball of
radius 1 +
√
3
2 . For each i = 1, . . . , 4 the open Euclidean ball of radius 1 centred
on vi is a subset of X , and these subsets do not intersect one another. If we
define Tix := Aix + vi for all x ∈ R4 and i = 1, . . . , 4 then since max1≤i≤4 ‖Ai‖ =
λ1 < 1/(1 +
√
3
2 ), each of the sets TiX is contained in the open Euclidean ball
of radius 1 and centre vi. Since these balls are pairwise disjoint, the sets TiX
are pairwise disjoint subsets of X and therefore (T1, . . . , T4) satisfies the strong
separation condition. It is clear that for every (v′1, . . . , v
′
4) sufficiently close to
(v1, . . . , v4) the four images of X are again contained in the open Euclidean balls
of radius 1 and centre vi, so the strong separation condition remains satisfied for
any (v′1, . . . , v
′
4) sufficiently close to (v1, . . . , v4). The claim is proved.
We may now prove the theorem. Since
max
1≤i≤4
‖Ai‖ = λ1 < 1
1 +
√
3
2
<
1
2
,
by [11, Theorem 1.9] for Lebesgue a.e. (v1, . . . , v4) ∈ (R4)4 the measures m1 :=
Π∗µ1 and m2 := Π∗µ2 both have dimension equal to their Lyapunov dimension,
which is dimaff(A1, . . . , A4). It follows in particular that there is a positive-measure
set of tuples (v1, . . . , v4) such that the strong separation condition is satisfied
and additionally m1 := Π∗µ1 and m2 := Π∗µ2 both have dimension equal to
dimaff(A1, . . . , A4). When (T1, . . . , T4) satisfies the strong separation condition we
note that Π defines a homeomorphism from Σ4 to the attractor and therefore Π∗µ1
and Π∗µ2 are mutually singular if and only if µ1 and µ2 are; but these two mea-
sures are distinct ergodic shift-invariant measures on Σ4, and such measures are
automatically mutually singular. Since µ1 and µ2 are fully supported on Σ4, Π∗µ1
and Π∗µ2 are fully supported on the attractor Π(Σ4). The proof is complete.
AN AFFINE IFS WITH TWO MEASURES OF MAXIMAL DIMENSION 17
5. Acknowledgements
The research of I.D. Morris was partially supported by the Leverhulme Trust
(Research Project Grant RPG-2016-194). C.S. is supported by SNF grant 178958.
References
[1] Ba´ra´ny, B., Hochman, M., and Rapaport, A. Hausdorff dimension of planar self-affine
sets and measures. Invent. Math. (2019). To appear.
[2] Bochi, J., and Morris, I. D. Equilibrium states of generalised singular value potentials and
applications to affine iterated function systems. Geom. Funct. Anal. 28, 4 (2018), 995–1028.
[3] Cao, Y.-L., Feng, D.-J., and Huang, W. The thermodynamic formalism for sub-additive
potentials. Discrete Contin. Dyn. Syst. 20, 3 (2008), 639–657.
[4] Das, T., and Simmons, D. The Hausdorff and dynamical dimensions of self-affine sponges:
a dimension gap result. Invent. Math. 210, 1 (2017), 85–134.
[5] Falconer, K. Techniques in fractal geometry. John Wiley & Sons, Ltd., Chichester, 1997.
[6] Falconer, K. J. The Hausdorff dimension of self-affine fractals. Math. Proc. Cambridge
Philos. Soc. 103, 2 (1988), 339–350.
[7] Feng, D.-J. Dimension of invariant measures for affine iterated function systems.
arXiv:1901.01691, 2019.
[8] Feng, D.-J., and Ka¨enma¨ki, A. Equilibrium states of the pressure function for products of
matrices. Discrete Contin. Dyn. Syst. 30, 3 (2011), 699–708.
[9] Horn, R. A., and Johnson, C. R. Topics in matrix analysis. Cambridge University Press,
Cambridge, 1994. Corrected reprint of the 1991 original.
[10] Hutchinson, J. E. Fractals and self-similarity. Indiana Univ. Math. J. 30, 5 (1981), 713–747.
[11] Jordan, T., Pollicott, M., and Simon, K. Hausdorff dimension for randomly perturbed
self affine attractors. Comm. Math. Phys. 270, 2 (2007), 519–544.
[12] Ka¨enma¨ki, A. On natural invariant measures on generalised iterated function systems. Ann.
Acad. Sci. Fenn. Math. 29, 2 (2004), 419–458.
[13] Ka¨enma¨ki, A., and Morris, I. D. Structure of equilibrium states on self-affine sets and strict
monotonicity of affinity dimension. Proc. Lond. Math. Soc. (3) 116, 4 (2018), 929–956.
[14] Morris, I. D. Some observations on Ka¨enma¨ki measures. Ann. Acad. Sci. Fenn. Math. 43,
2 (2018), 945–960.
[15] Morris, I. D. An explicit formula for the pressure of box-like affine iterated function systems.
J. Fractal Geom. 6, 2 (2019), 127–141.
I. D. Morris: Department of Mathematics, University of Surrey, Guildford, GU2
7XH, UK
E-mail address: i.morris@surrey.ac.uk
C. Sert: DepartmentMathematik, ETH Zu¨rich, Ra¨mistrasse 101, 8092, Zu¨rich, Switzer-
land
E-mail address: cagri.sert@math.ethz.ch
