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A fundamental model of quantum computation is the programmable quantum gate array. This
is a quantum processor which is fed by a “program” state that induces a corresponding quantum
operation on input states. While being programmable, any finite-dimensional design of this model
is known to be non-universal, meaning that the processor cannot perfectly simulate an arbitrary
quantum channel over the input. Characterizing how close the simulation is and finding the optimal
program state have been open questions in the last 20 years. Here we answer these questions by
showing that the search of the optimal program state is a convex optimization problem that can be
solved via semidefinite programming and gradient-based machine learning methods. We apply this
general result to different types of processors, from a shallow design based on quantum teleportation,
to deeper schemes relying on port-based teleportation and parametric quantum circuits.
Introduction.– Back in 1997 a seminal work by Nielsen
and Chuang [1] proposed a quantum version of the pro-
grammable gate array that has become a fundamental
model for quantum computation [2]. This is a quantum
processor where a fixed quantum operation is applied to
an input state together with a program state. The aim
of the program state is to induce the processor to apply
some target quantum gate or channel [3] to the input
state. Such a desired feature of quantum programmabil-
ity comes with a cost: The model cannot be universal,
unless the program state is allowed to have an infinite di-
mension, i.e., infinite qubits [1, 4]. Even though this lim-
itation has been known for many years, there is still no
exact characterization on how well a finite-dimensional
programmable quantum processor can generate or sim-
ulate an arbitrary quantum channel. Also there is no
literature on how to find the corresponding optimal pro-
gram state or even to show that this state can indeed be
found by some optimization procedure. Here we show
the solutions to these long-standing open problems.
In this work we show that the optimization of pro-
grammable quantum computers is a convex problem
where the solution can always be found by means of
classical semidefinite programming (SDP) and classical
gradient-based machine learning (ML) methods. More
precisely, we consider the cost function corresponding to
the diamond distance [3, 5] between a target quantum
channel and its simulation via the quantum processor.
We then show that the cost minimization becomes a con-
vex problem in the space of the program states, so that
we can always find the best channel simulation and the
optimal program state.
The optimization is particularly efficient for shallow
designs where the operation of the quantum processor
is based on teleportation or port-based teleportation
(PBT) [6–8] with small number of ports. For deeper
architectures, e.g., PBT processors with many ports
and processors based on parametric quantum circuits
(PQCs) [9] we show alternative procedures based on the
minimization of other cost functions (trace distance and
quantum fidelity) by means of the projected subgradient
method [10] and the conjugate gradient method [11, 12].
The performances of the various programmable proces-
sors are benchmarked towards the simulation of qubit
rotations and amplitude damping channels.
Programmable quantum computing.– Let us consider an
arbitrary quantum channel E mapping d-dimensional in-
put states into d′-dimensional output states, where d′ 6= d
in the general case. This channel may represent the over-
all action of a quantum computation and does not need
to be a unitary transformation. Let us simulate E by
means of a programmable quantum processor. In gen-
eral, this processor can be modeled by a fixed completely
positive trace-preserving (CPTP) map Q which is be ap-
plied to both the input state and a variable program state
pi. In this way, the processor transforms the input state
by means of an approximate channel Epi as
Epi(ρ) = Tr2 [Q(ρ⊗ pi)] . (1)
The open problem is to determine the optimal program
state p˜i minimizing the cost function
C(pi) := ‖E − Epi‖ , (2)
in terms of the diamond distance [3, 5] between the
target channel E and its simulation Epi. Recall that
the diamond distance is defined by ‖E − Epi‖ :=
maxϕ ‖I ⊗ E(ϕ)− I ⊗ Epi(ϕ)‖1, where I is the identity
map and ‖O‖1 := Tr
√
O†O is the trace norm [2].
It is important to note that this problem can be re-
duced to a simpler one by introducing the channel’s Choi
matrix χE := I ⊗ E(Φ), where Φ := |Φ〉〈Φ| is a d-
dimensional maximally-entangled state. In fact, we may
also write the Choi matrix χpi := χEpi of the simulated
channel Epi and note that this matrix is linear in the pro-
gram state pi. In other words, we have χpi = Λ(pi), where
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FIG. 1. Quantum processor Q with program state pi which
simulates a quantum channel Epi from input to output. We
also show the CPTP map Λ of the processor, from the pro-
gram state pi to the output Choi matrix χpi (generated by
partial transmission of the maximally-entangled state Φ).
Λ is a CPTP map from the program pi to χpi and fully
describes the action of the processor Q (see also Fig. 1).
Then, using results from Refs. [3, 13, 14], we may write
C(pi) ≤ d C1(pi) ≤ 2d
√
CF (pi), (3)
where C1(pi) := ‖χE − χpi‖1 is the trace distance [2] be-
tween target and simulated Choi matrices, and CF (pi) =
1− F (pi)2 where F (pi) := ∥∥√χE√χpi∥∥1 is their fidelity.
Convex optimization.– One of the main problems in
the optimization of reconfigurable quantum chips is that
the relevant cost functions are not convex in the set of
classical parameters. This problem is completely solved
here thanks to the fact that the optimization of a pro-
grammable quantum processor is done with respect to a
quantum state. In fact, we may prove the following.
Theorem 1 Consider the simulation of a target quan-
tum channel E by means of a programmable quantum pro-
cessor Q. The optimization of the cost functions C, C1
or CF is a convex problem in the space of program states
pi. In particular, the global minimum p˜i for C can always
be found as a local minimum via SDP.
This convexity result is generally valid for any cost
function which is convex in pi. This is the case for any de-
sired norm, not only the trace norm, but also the Frobe-
nius norm, or any Schatten p-norm. It also applies to
the relative entropy. Furtheremore, the result can also
be extended to any convex parametrization of the pro-
gram states. The full proof of this theorem is given in
the companion paper [15]. Here we only show the proof
for C(pi). In fact, we may write
C[ppi + (1− p)pi′] :=
∥∥E − Eppi+(1−p)pi′∥∥
(1)
= ‖(p+1−p)E − pEpi − (1−p)Epi′‖
(2)
≤ ‖pE − pEpi‖ + ‖(1−p)E − (1−p)Epi′‖
(3)
≤ p ‖E − Epi‖ + (1− p) ‖E − Epi′‖
:= pC(pi) + (1− p)C(pi′), (4)
where we use: (1) linearity, (2) triangle inequality, and
(3) ‖xA‖1 = |x|‖A‖1 for any operator A and scalar x.
In order to apply Theorem 1 and convexily optimize
the diamond distance cost, we first fix a program state
pi and compute C(pi) by SDP. More precisely, for the
computation of the diamond distance, consider the linear
map Ωpi := E − Epi with Choi matrix χΩpi = χE − χpi =
χE − Λ(pi), and the spectral norm ‖O‖∞ := max{‖Ou‖ :
u ∈ Cd, ‖u‖ ≤ 1}, which is the maximum eigenvalue
of
√
O†O. Then, by the strong duality of the diamond
norm, C(pi) = ‖Ωpi‖ is given by the SDP [16]
Minimize
1
2
||Tr2M0||∞ + 1
2
||Tr2M1||∞,
Subject to
(
M0 −d χΩpi
−d χ†Ωpi M1
)
≥ 0, (5)
where M0 and M1 are positive matrices in Cd×d
′
[13].
The importance of the above dual formulation is that
the diamond distance is a minimization, rather than a
maximization over a set of matrices. In order to find the
optimal program p˜i we apply the unique minimization of
Eq. (5) where pi is variable and satisfies the additional
constraints pi ≥ 0 and Tr(pi) = 1.
A simpler approach which is helpful in deeper designs
is the optimization of the larger cost function C = C1
or CF . Because this is a convex functional C : S 7→ R
over the convex set of program states S, we can solve the
optimization minpi∈S C(pi) by using ML gradient-based
algorithms. For this purpose, we need to compute the
subgradient of C at any point pi ∈ S, which is the set
∂C(pi) = {Z : C(σ)−C(pi) ≥ Tr[Z(σ−pi)], ∀σ ∈ S}, (6)
where Z is Hermitian [17, 18]. If convex C is differen-
tiable, then ∂C(pi) contains a single element: its gradient
∇C(pi). We explicitly compute this gradient for an arbi-
trary programmable quantum processor, whose map has
Kraus decomposition Λ(pi) =
∑
k AkpiA
†
k with generic
operators Ak. In fact, let us call Λ
∗(ρ) =
∑
k A
†
kρAk the
dual map, then we prove the following [15].
Theorem 2 Consider an arbitrary quantum channel E
with Choi matrix χE which is simulated by a quantum
processor Q with map Λ(pi) = χpi (and dual map Λ
∗).
Then, we may write the following gradients for the trace
distance cost C1(pi) and the infidelity cost CF (pi)
∇C1(pi) =
∑
k
sign(λk)Λ
∗(Pk), (7)
∇CF (pi) = −2
√
1− CF (pi)∇F (pi), (8)
∇F (pi) = 1
2
Λ∗
[√
χE (
√
χE Λ(pi)
√
χE)
− 12 √χE
]
, (9)
where λk (Pk) are the eigenvalues (eigenprojectors) of the
Hermitian operator χpi − χE . When C1(pi) or CF (pi) are
not differentiable in pi, then the above expressions provide
an element of the subgradient ∂C(pi).
Once we have the (sub)gradient of the cost function
C, we can solve the optimization minpi∈S C(pi) using
3the projected subgradient method [10, 17]. Let PS be
the projection onto the set of program states S, namely
PS(X) = argminpi∈S‖X − pi‖2, that we show to be com-
putable from the spectral decomposition of any Hermi-
tian X [15]. Then, we iteratively apply the steps
1) Select an operator gi from ∂C(pii),
2) pii+1 = PS (pii − αigi) , (10)
where i is the iteration index and αi is a learning rate.
Theorem 2 can be employed to find gi at each step and
the rate of covergence to the optimal program state p˜i
is O(−2) steps where |C(pi) − C(p˜i)| ≤ . Another ap-
proach is the conjugate gradient method [11, 17], some-
times called Frank-Wolfe algorithm. Here, we apply
1) Find the smallest eigenvalue |σi〉 of ∇C(pii),
2) pii+1 =
i
i+2pii +
2
i+2 |σi〉 〈σi| .
(11)
When the gradient of f is Lipschitz continuous with con-
stant L, the method converges afterO(L/) steps [12, 19].
To justify the applicability of this method a suitable
smoothening of the cost function must be employed [20].
Learning of arbitrary unitaries.– One specific applica-
tion is the simulation of quantum gates or, more gen-
erally, unitary transformations [9, 21–25]. Here, if we
use the infidelity cost function, the solution is analyti-
cal. In fact, suppose we use a quantum processor with
map Λ to simulate a target unitary U . Because the
Choi matrix of U is pure |χU 〉〈χU |, we first note that
F (pi) = 〈χU |Λ(pi)|χU 〉 and then we see that Eq. (9) dras-
tically simplifies to ∇F (pi) = Λ∗ (|χU 〉〈χU |) /
√
4F (pi)2.
As a result, we find
∇CF (pi) = −Λ∗ [|χU 〉〈χU |] , (12)
where there is no dependence on pi. Therefore, using the
conjugate gradient method in Eq. (11), we see that the
optimal program state p˜i for the infidelity cost function
CF is a fixed point of the iteration and is equal to the
maximum eigenvector of Λ∗ [|χU 〉〈χU |].
Shallow and deep designs.– Once we have shown how
to optimize a generic programmable quantum processor,
we discuss some specific designs, over which we will test
the optimization procedure. One possible (shallow) de-
sign for the quantum processor Q is a generalized tele-
portation protocol [26] over an arbitrary program state
pi. In dimension d, the protocol involves a basis of d2
maximally-entangled states |Φi〉 and a basis {Ui} of tele-
portation unitary such that Tr(U†i Uj) = dδij [27]. An in-
put d-dimensional state ρ and the A part of the program
piAB are subject to the projector |Φi〉 〈Φi|. The classical
outcome i is communicated to the B part of piAB where
the correction U−1i is applied.
In this way, we define a teleportation channel Epi over
ρ. Its Choi matrix can be written as χpi = Λtele(pi), where
the map of the teleportation processor is equal to
Λtele(pi) = d
−2∑
i
(U∗i ⊗ Ui)pi (U∗i ⊗ Ui)† , (13)
which is clearly self-dual Λ∗ = Λ. Given a target quan-
tum channel E which is teleportation-covariant [28, 29],
we know that its simulation is perfect and the optimal
program p˜i is the channel’s Choi matrix, i.e., one of the
fixed points of the map Λtele. For a general channel, the
optimal program p˜i can be approximated by using the
cost functions in our Theorem 2 with Λ being given in
Eq. (13), or directly found by optimizing C(pi).
A deeper design is provided by a PBT processor. Here
we consider a more general formulation of the original
PBT protocol [6, 7] where the resource entangled pairs
are replaced by an arbitrary program state pi. In a PBT
processor, each party has N systems (or ‘ports’), A =
{A1, . . . , AN} for Alice and B = {B1, . . . , BN} for Bob.
These are prepared in a program state piAB. To teleport
an input state ρC , Alice performs a joint POVM {Πi} [6]
on system C and the A-ports. She then communicates
the outcome i to Bob, who discards all ports except Bi
which is the output Bout. Consider an input maximally-
entangled state |ΦDC〉 and a basis |eij〉 of A{B\Bi}C,
then the map ΛAB→DBout of a PBT processor takes the
form
Λ(pi) =
∑
ijKijpiK
†
ij , Kij := 〈eij |
√
Πi ⊗ 1BD|ΦDC〉.
(14)
Given a target channel E , the optimal program p˜i can be
approximated by using the cost functions in our Theo-
rem 2 with Λ being given in Eq. (14), or it may be directly
found by optimizing C(pi).
Note that a general program state for PBT consists
of 2N qudits, and hence the parameter space has expo-
nential size d4N . However, because the PBT protocol
is symmetric under permutation of port labels, we can
exploit this symmetry and reduce the number of free pa-
rameters to the binomial coeffficient
(
N+d4−1
d4−1
)
, which is
polynomial in the number of ports N [15]. Despite this
exponential reduction, the scaling in the number of pa-
rameters still represents a practical limiting factor, even
for qubits for which O (N15). A sub-optimal strategy
consists in reducing the space of program states to a con-
vex set that we call the “Choi space” C. Consider an
arbitrary probability distribution {pk} and then define
C = {pi : pi = ∑kpkρk⊗NAB , TrB(ρkAB) = d−11 }. (15)
One can show [15] that a global minimum in C is a
global minimum in the extremal (non-convex) subspace
for pk = δk,1 consisting of tensor-products of Choi matri-
ces ρ⊗NAB . Among these states, there is the N -copy Choi
matrix of the target channel χ⊗NE = [I ⊗ E(|Φ〉 〈Φ|)]⊗N
which is not necessarily the optimal program, as we show
below. Note that, if the channel’s Choi matrix is used as
program state, then the PBT-simulated channel can be
decomposed as Epi = E ◦ IN , where IN is the PBT ap-
proximation of the identity channel, satisfying [30]
δdN := ||I − IN || ≤ 2d(d− 1)N−1 . (16)
Using data processing, this leads to the bound C ≤ δdN ,
for the simulation of any channel. While the channel’s
4Choi matrix assures that δdN → 0 for large N , for any
finite N it does not represent the optimal program state.
Another deep design of quantum processor is based
on PQCs [9, 31]. A PQC is a sequence of unitary ma-
trices U(t) = UN (tN ) . . . U2(t2)U1(t1), where Uj(tj) =
exp(itjHj) for some Hamiltonian Hj and time interval
tj . Sequences of two unitaries, U0 and U1, are almost
universal [31], i.e., any target unitary U can be approx-
imated as U ≈ · · ·Um41 Um30 Um21 Um10 for some integers
mj . Under suitable conditions, it takes O(d2−d) steps
to approximate U up to precision . The problem with
PQCs is that the cost functions in the classical param-
eters [21] are not convex, so that numerical algorithms
are not guaranteed to converge to the global optimum.
Here we fix this issue by introducing a convex formula-
tion of PQCs where classical parameters are replaced by
a quantum program. This results into a programmable
PQC processor which is optimizable by our methods.
Consider a pure program state |pi〉 = |θ0〉 ⊗ · · · ⊗
|1〉⊗m2 ⊗ |0〉⊗m1 defined over a register of qubits R =
(R0, . . . , RN ) and embedding the parameters m’s (note
that, more generally, our formulation allows us to con-
sider entangled program states). Then, consider the con-
ditional unitaries
U˜j = e
it0H
AR0
0 ⊗|0〉Rj 〈0|+it1H
AR0
1 ⊗|1〉Rj 〈1|, (17)
which act on an input qubit A and two register qubits
R0 and Rj . For any input state ρA, our PQC processor
realizes the quantum channel
Epi(ρA) = TrR
 N∏
j=1
U˜j (ρA ⊗ piR)
N∏
j=1
U˜†j
 . (18)
There must exist a separable state |p˜i〉 for which we can
write Ep˜i(ρ) ≈ TrR0 [U(ρ ⊗ θ0)U†] where U is the target
unitary. This means that Ep˜i is able to approximate an ar-
bitrary target channel E via the Stinespring dilation. By
partly propagating a maximally-entangled state through
Epi in Eq. (18) we find the processor map Λ(pi) from which
we can identify the optimal program |p˜i〉 via our methods.
Processor benchmarking.– In order to show the per-
formance of the various architectures, we consider the
simulation of an amplitude damping channel with prob-
ability p. The reason is because this is the most diffi-
cult channel to simulate, with a perfect simulation only
known for infinite dimension, e.g., using with continuous-
variable quantum operations [28]. In Fig. 2 we compare
teleportation-based, PBT and PQC programmable pro-
cessors whose program states have been optimized ac-
cording to the cost functions C and C1. For the PBT
processor the trace distance cost C1 is remarkably close
to C and allows us to easily explore high depths. Note
that the optimal program states differ from naive choice
of Choi matrix of the target channel. Also note that the
superior performance of shallow PQC processors in simu-
lating the amplitude damping channel (e.g., for N = 4),
even though there is some fluctuation [32]. This non-
monotonic behaviour may appear in PQCs at any N .
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FIG. 2. Diamond-distance error C in simulating an ampli-
tude damping channel Ep at various damping rates p. We
compare the performance of different designs for the pro-
grammable quantum processor: Standard teleportation, port-
based teleportation with N ports (PBTN ), and a processor
based on parametric quantum circuits with N + 1 registers
(PQCN ). In (a) the optimal program p˜i is obtained by either
minimizing directly the diamond distance C (solid lines), or
the trace distance C1 (dashed lines) via the projected sub-
gradient iteration. In both cases, from p˜i we then compute
C(p˜i). The lowest curves are obtained by optimizing pi over
the Choi space in Eq. (15). For comparison, we also show the
(non-optimal) performance when the program is the channel’s
Choi matrix (dotted lines). In (b) the optimal program |p˜i〉 is
obtained by minimizing the diamond distance C.
Conclusions.– In this work we have shown that the op-
timization of a general finite-dimensional model of pro-
grammable quantum processor is a convex problem in the
set of program states, so that an optimal program can al-
ways be found by means of SDP or gradient-based ML
techniques. This is possible by using various relevant cost
functions, from the exact diamond distance to larger but
more computable functionals, such as the trace distance
and the quantum fidelity.
We have then applied our results to various types of
quantum processor, from a shallow-depth scheme based
on standard teleportation to deeper schemes relying on
port-based teleportation and parametric quantum cir-
cuits (suitably reformulated). We have explicitly bench-
marked their performances with respect to the simulation
of amplitude damping channels, with further details and
results presented in our companion paper [15].
The optimal learning of quantum programs has direct
implications in many areas of quantum information, not
only for quantum computing (and blind quantum com-
puting) but also for investigating the ultimate limits of
quantum communications [29], designing optimal Hamil-
tonians for one-way quantum repeaters, and all those ar-
eas of quantum sensing, hypothesis testing and metrology
which are based on quantum channel simulations [33].
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