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Abstract
We study the design of data publishing mechanisms
that allow a collection of autonomous distributed data-
sources to collaborate to support queries. A common
mechanism for data publishing is via views: functions
that expose derived data to users, usually specified as
declarative queries. Our autonomy assumption is that the
views must be on individual sources, but with the inten-
tion of supporting integrated queries. In deciding what
data to expose to users, two considerations must be bal-
anced. The views must be sufficiently expressive to sup-
port queries that users want to ask – the utility of the pub-
lishing mechanism. But there may also be some expres-
siveness restriction. Here we consider two restrictions, a
minimal information requirement, saying that the views
should reveal as little as possible while supporting the
utility query, and a non-disclosure requirement, formal-
izing the need to prevent external users from computing
information that data owners do not want revealed. We
investigate the problem of designing views that satisfy
both an expressiveness and an inexpressiveness require-
ment, for views in a restricted declarative language (con-
junctive queries), and for arbitrary views.
1 Introduction
The value of data is increased when data owners make
their data available through publicly-accessible inter-
faces. The value is magnified even further when mul-
tiple data owners publish information from related
datasets; this allows users to answer queries that require
linking information across datasources.
But the benefits of data publishing come with a corre-
sponding risk of revealing too much. For example, there
may be information that a data owner wishes to protect,
and a user may be able to infer this information either
from the published data in isolation, or from the data
published by all parties as a whole. There is thus a need
to provide data publishing mechanisms that are simul-
taneously expressive enough to be useful – they enable
users to answer appropriate queries – while satisfying
some expressiveness restriction.
In data publishing much of the focus has been on
disclosure via the familiar mechanism of views – declar-
ative queries whose output is made available to users as
a table. In this context the competing requirements on
a publishing mechanism have been primarily studied
in isolation. There is extensive work on analysis of the
utility of a set of views: namely given a query, can it
be answered using the views, see, e.g. (Halevy 2001;
Calvanese et al. 2012). There has also been research
concerning analysis of whether a given set of views
obeys some expressiveness restriction. The negation of
answerability is clearly too weak a restriction, since it
just guarantees that on some instance the query answer
can not be computed from the view images. A relevant
query-based notion of expressiveness restriction is
data-independent privacy: given the views and a set of
“secret” queries, check that the secret query answers
can not be computed from the views on any source
data. Variants of this problem have been studied
in (Nash and Deutsch 2007; Benedikt et al. 2016;
Benedikt, Cuenca Grau, and Kostylev 2018;
Benedikt et al. 2019). Expressiveness restrictions
with a similar flavor have also been studied in the
context of ontologies (Bonatti and Sauro 2013). But the
question of whether there is an expressiveness restric-
tion for views that does not require the specification of
a particular set of secrets, as well as the question of how
one obtains views that satisfy both expressiveness and
inexpressiveness requirements, has not been considered
in the context of traditional queries and views, to the
best of our knowledge.
A larger body of work comes from privacy re-
search, considering the design of mechanisms achiev-
ing a mix of expressiveness (“utility”) and inexpressive-
ness (“privacy”) goals. But the focus is on probabilistic
transformations or, more generally, probabilistic pro-
tocols (see e.g. (Chaum, Cre´peau, and Damgard 1988;
Dwork 2006; Dwork and Roth 2014)). The guarantees
are probabilistic, sometimes alternatively or addition-
ally with computational restrictions on an external
party. Recent efforts (Li et al. 2017) have considered
a family of mechanisms that look at database queries,
with the utility of a mechanism defined (as in our case)
using the notion of query determinacy. But randomness
still plays a central role in the mechanism and in the
definition of privacy.
In contrast, we consider the question of designing
views that use traditional database queries, with no ran-
domization, so that conflicting requirements of expres-
siveness and inexpressiveness are satisfied. Both our ex-
pressiveness and inexpressiveness requirements will be
given in terms of exact information-theoretic criteria:
they will be defined in terms of what queries can be
answered exactly (as opposed to probabilistically) by a
party with unlimited computation power. Due both to
the difference in the mechanisms we consider and the
requirements we impose, our contribution has a very
different flavor from prior lines of work. It also dif-
fers from work on secure querying over distributed data
(Bater et al. 2017). There the goal is to support ad hoc
querying of traditional database queries in the presence
of privacy restrictions; but they allow the use of encryp-
tion as a query language primitive.
Example 1. A health study hosted by a government
agency holds information about certain treatments, with
an abstraction of the data being a database with schema
Trtmnt(pid, tinfo, tdate), where pidmight be a national
insurance number.
Demographic information about patients is stored by
another agency, in a table Patient(pid, age, address).
The agencies are completely autonomous, perhaps even
in distinct administrative regions. But they want to co-
operate to support certain queries over the data that le-
gitimate researchers might wish; for example about the
relationships between treatment and age:
Q = ∃pid, address, tdate.Trtmnt(pid, tinfo, tdate)
∧Patient(pid, age, address)
Of course, the parties could agree to an encryption
schema on the patient identifiers, and then expose en-
crypted versions of their local schemas. But this would
require both strong co-operation of the parties, and the
use of views beyond traditional database queries.
But assuming that the parties are restricted to using
traditional queries, what is the most restrictive thing
that they can do while supporting the ability to an-
swer Q? Intuitively, the most restrictive views would
correspond to one party revealing the projection of the
Trtmnt table on pid and tinfo and the other revealing
the projection of the Patient table on pid and address.
If this intuition is correct, it would imply that nothing
the parties can do with traditional queries can avoid re-
vealing which patients had particular treatments. That
is, they have no choice but to allow an external party to
learn the answer to query
p = ∃tdate.Trtmnt(pid, tinfo, tdate)
Our results will validate this obvious answer – in this
example, the projections described above are the CQ
views that reveal minimal information, and one can not
support the disclosure of the join query while protect-
ing a query on these join attributes. Further we will
show that even using encryption – indeed, even using
any deterministic function – the parties can not not re-
veal less information while supporting exact answering
of the query Q. In contrast, we will also show that in
some cases the parties can obtain combinations of ex-
pressiveness and inexpressiveness requirements by us-
ing counter-intuitive view combinations.
Our goal here is to look at the problem of designing
independent views over multiple relational datasources
that satisfy both expressiveness and inexpressiveness
requirements. Our expressiveness requirement (useful-
ness) will be phrased in terms of the ability to answer a
relational query, where answering is the traditional de-
terministic notion used in database theory and knowl-
edge representation. For expressiveness limitations we
require the views to be useful but to minimize informa-
tion within a class of views. We also consider an ex-
pressiveness limitation specified by non-disclosure of a
set of secret queries. Our contributions include formal-
izing these notions, characterizing when minimal infor-
mation views exist and what form they take, and deter-
mining when views exist that satisfy utility and expres-
siveness limitations. We look at these problems both for
views given in the standard view language of conjunc-
tive queries, and for arbitrary views. We also consider
the impact of background knowledge on these prob-
lems.
Contributions. We will not be able to present a full
picture of the view design problem in this work. We
will deal only with the case of utility and secret queries
given as conjunctive queries (CQs), the analogs of SQL
basic SELECTs, and deal only with restricted source in-
tegrity constraints. But we believe our results suffice to
show that our formulation captures an important trade-
off in schema design, and that query language expres-
siveness issues come to the fore. In technical terms, we
make the following contributions:
• We formalize the idea of balancing expressiveness
and inexpressiveness in distributed views, via the no-
tions of useful distributed views as well as “minimal
information” requirements among these views.
• We show that there are useful views with minimal
information among the set of CQ views, and also
among the set of all views, but that these may differ.
• In contrast to the above, we show that to obtain useful
views with minimal information we do not need to
go that far beyond CQ views: it suffices to use views
defined either using unsafe disjunction of CQ views,
or in relational algebra.
• We show that the above results extend to the presence
of background knowledge that is local to each source.
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• We examine the impact of background knowledge
that relates multiple sources, looking at the sim-
plest kind of relationship, the replication of a relation
across sources. We show that we may no longer have
useful views with minimal information, but we can
get useful views that are minimal in terms of the se-
crets they disclose. In the process we show that repli-
cation can be exploited to allow a view designer to
reveal certain queries while not disclosing others.
A diverse set of techniques are introduced to study
these problems. For investigating the use of CQ views
to satisfy both expressiveness and inexpressiveness re-
strictions, we employ an analysis of the chase proofs
that witness determinacy. For studying the use of arbi-
trary views, both in the absence of background knowl-
edge and in the presence of only local background
knowledge, we use a Myhill-Nerode style characteriza-
tion of when two local sources are interchangeable in
terms of their impact on a utility CQ, and then we relate
this characterization to certain partial symmetries of the
utility queries (“shuffles”). Our analysis of the impact
of replication constraints relies on a product construc-
tion, which is the key to allowing us to generate useful
views that disclose the minimal number of secrets.
Organization. Section 2 gives database and logic
preliminaries, and then goes on to formalize our expres-
siveness and inexpressiveness requirements. Section 3
deals with the variant of the problem where the only
views considered are conjunctive query views, while
Section 4 shows how the situation changes when arbi-
trary views can be utilized. Section 5 contains exten-
sions when background knowledge local to a source is
present, while Section 6 consider background knowl-
edge about connections across sources. We close with
conclusions in Section 7. Full proofs are deferred to the
appendix.
2 Preliminaries
2.1 Basic definitions
The bulk of this subsection reviews standard definitions
from databases and knowledge representation. But it in-
cludes two notions, DCQs and distributed schemas, that
are less standard.
Databases and queries. A schema consists of a fi-
nite set of relations, each with an associated arity (a
non-negative number). An instance of a schema is an
assignment of each relation in the schema of arity n to
a collection (finite or infinite) of n-tuples of elements.
Given an instance I and a relation R, we let I(R) be
the n-tuples assigned to R in I. The active domain of
an instance I, denoted adom(I), is the set of elements
occurring in some tuple of some I(R). A fact consists
of a relationR of arity n and an n-tuple t. We write such
a fact as R(t). An instance can equivalently be thought
of as a set of facts.
An n-ary query is a function from instances of
a fixed schema S to some set. We refer to S as
the input schema of the query. A Conjunctive Query
(CQ) is a formula of the form ∃y
∧
iAi where Ai
are atoms from the schema. A Boolean CQ (BCQ)
is a CQ with no free variables. Following the no-
tation used in several places in the literature (e.g.
(Arenas, Barcelo´, and Reutter 2011)) we define a union
of CQs (UCQ) to be a disjunction of CQs satisfying
the safety condition where the free variables of each
disjunct are the same. Disjunctions of CQs where the
safety condition is dropped will play a key role in this
paper. The terminology for such queries is less stan-
dardized, but we refer to them as disjunctions of CQs
(DCQs). UCQs can be extended to relational alge-
bra, the standard algebraic presentation of first-order
relational queries: queries are build up from relation
symbols by union, difference, selection, and product
(Abiteboul, Hull, and Vianu 1995).
For a logical formula ρwith free variables x1, . . . , xn
and an instance I, a variable binding σ for ρ in I is
a mapping taking each xi to an element of adom(I).
We can apply σ to ρ to get a new formula σ(ρ) where
each x is replaced by σ(x). Assuming an ordering of the
free variables as x1, . . . , xn we may identify a k-tuple
t, writing ρ(t) to mean that ti is substituted for xi in ρ.
A homomorphism between instances I1
and I2 is a function f from adom(I1) to
adom(I2) such that R(c1, . . . , cm) ∈ I1 implies
R(f(c1), . . . , f(cm)) ∈ I2. The notion of homomor-
phism from a CQ to an instance and from a CQ to a
CQ is defined similarly. In the case of CQ-to-CQ ho-
momorphisms we additionally require that the mapping
be the identity on any free variables or constants. The
output of a CQ Q on an instance I, denoted Q(I)
consists of the restrictions to free variables of Q of the
homomorphisms of Q to I. The output of a UCQ is
defined similarly. We can choose an ordering of the
free variables of Q, and can then say that the output
of Q on I consists of n-tuples. We write I, t |= Q
for an n-tuple t, if t ∈ Q(I). We analogously define
I, σ |= Q for a variable binding σ. We sometimes
refer to a homomorphism of a BCQ into an instance
as a match. For a logical formula ρ(x) and a tuple of
elements t, ρ(t) denotes the formula where each xi is
substituted with ti.
A CQ Q0 is a subquery of a CQ Q if the atoms of
Q0 are a subset of the atoms of Q and a variable of
Q0 is free in Q0 if and only if it is free in Q. A strict
subquery of Q is a subquery of Q that is not Q itself;
Q is minimal if there is no homomorphism from Q to a
strict subquery of Q.
A view over a schema S consists of an n-ary relation
V and a corresponding n-ary query QV over relations
from S. Given a collection of views V and instance I,
the view-image of I, denoted V(I) is the instance that
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interprets each V ∈ V by QV(I). We thus talk about
CQ views, UCQ views, etc: views defined by formulas
within a class.
Distributed data and views. A distributed schema
(d-schema) S consists of a finite set of sources Srcs,
with each source s associated with a local schema
Ss. We assume that the relations in distinct local
schemas are pairwise disjoint. In Example 1 our dis-
tributed schema consisted of two sources, one contain-
ing Trtmnt and the other containing Patient. A dis-
tributed instance (d-instance) is an instance of a dis-
tributed schema. For a source s, an s-instance is an in-
stance of the local schema Ss. Given a d-instance D,
we denote by Ds the restriction of D to relations in s.
If d-schema S is the disjoint union of S1 and S2, and
we have sources I1 for S1 and I2 for S2, then we use
(I1, I2) to denote the union of I1 and I2, which is an
instance of S.
For a given d-schema a distributed view (d-view) V
is an assignment to each source s of a finite set Vs of
views over its local schema. Note that here is our “au-
tonomy” assumption on the instances: we are free to de-
sign views on each local source, but views can not cross
sources. We can similarly talk about CQ-based d-views,
relational algebra-based d-views, etc.
Existential Rules. Many semantic relationships be-
tween relations can be described using existential rules,
with this paper focusing on the variant of existential
rules that are also called Tuple Generating Dependen-
cies. These are logical sentences of the form ∀x.λ →
∃y.ρ, where λ and ρ are conjunctions of relational
atoms. The notion of a formula ρ holding in I (or I
satisfying ρ, written I |= ρ) is the standard one in first-
order logic. A trigger for τ in I is a homomorphism h
of λ(x) into I. Moreover, a trigger h for τ is active if
no extension of h to a homomorphism of ρ(x,y) into I
exists. Note that a dependency τ is satisfied in I if there
does not exist an active trigger for τ in I.
The chase. The results in Section 3 will make use of
the characterization of logical entailment between CQs
in the presence of rules in terms of the chase procedure
(Maier, Mendelzon, and Sagiv 1979; Fagin et al. 2005)
which we review here. The chase modifies an instance
by a sequence of chase steps until all dependencies
are satisfied. Let I be an instance, and consider a rule
τ = ∀x.λ → ∃y.ρ. Let h be a trigger for τ in I. Per-
forming a chase step for τ and h to I extends I with
each facts of the conjunction h′(ρ(x,y)), where h′ is a
substitution such that h′(xi) = h(xi) for each variable
xi ∈ x, and h′(yj), for each yj ∈ y, is a fresh labeled
null that does not occur in I.
For Σ a set of existential rules and I an instance a
chase sequence for Σ and I is a (possibly infinite) se-
quence I0, I1, . . . such that I = I0 and, for each i > 0,
instance Ii if it exists is obtained from Ii−1 by apply-
ing a successful chase step to a dependency τ ∈ Σ and
an active trigger h for τ in Ii−1. The sequence must be
fair: for each τ ∈ Σ, each i ≥ 0, and each active trigger
h for τ in Ii, some j > imust exist such that h is not an
active trigger for τ in Ij The result of a chase sequence
is the (possibly infinite) instance I∞ =
⋃
i≥0 Ii. We
use ChaseΣ(I) to denote the result of any chase se-
quence for Σ on I.
A finite chase sequence is terminating. A set of de-
pendencies Σ has terminating chase if, for each fi-
nite, instance I, each chase sequence for Σ and I
is terminating. For such Σ, the chase provides an
effective approach to testing if I ∧ Σ |= Q: we
compute (any) chase I∞ for Σ and I and check
if Q holds (Fagin et al. 2005). We can similarly test
if Q ∧ Σ |= Q′ by chasing canondb(Q) with Σ
and then checking Q′. Checking if a set of de-
pendencies Σ has terminating chase is undecidable
(Deutsch, Nash, and Remmel 2008). Weak acyclicity
(Fagin et al. 2005) was the first sufficient polynomial-
time condition for checking if Σ has terminating
chase. Stronger sufficient (not necessarily polynomial-
time) conditions have been proposed subsequently
(Cuenca Grau et al. 2013; Onet 2013).
2.2 Problem formalization
We now give the key definitions in the paper,
capturing our expressiveness requirements (“useful-
ness”) and expressiveness limitations (“minimally in-
formative” and “non-disclosing”). Our expressive-
ness requirement is via the notion of determinacy
(Nash, Segoufin, and Vianu 2010), formalizing the idea
that on any instance there is sufficient information in the
views to recapture the query.
Definition 1. Two d-instances D and D′ are indistin-
guishable by a d-view V (or just V-indistinguishable) if
V (D) = V (D′) holds, for each view V ∈ V .
Since each view V ∈ Vs is defined over relations oc-
curring only in Vs, we can equivalently say that D and
D′ are V-indistinguishable if V (Ds) = V (D′s) holds,
for each V ∈ Vs.
Definition 2. A d-view V determines a query Q at a d-
instance D if Q(D′) = Q(D) holds, for each D′ that is
V-indistinguishable from D.
The d-view V is useful for Q if V determines Q on
every d-instance (for short, just “V determines Q”).
Usefulness for a given query Q will be our expres-
siveness requirement on d-views. Our first inexpressive-
ness requirement captures the idea that we want to re-
veal as little as possible:
Definition 3 (Minimally informative useful views).
Given a class of views C and a query Q, we say that
a d-view V is minimally informative useful d-view for
Q within C (“Min.Inf. d-view”) if V is useful for Q and
for any other d-view V ′ useful for Q based on views in
C, V ′ determines the view definition of each view in V .
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We look at another inexpressiveness requirement that
requires an external party to not learn about another
query.
Definition 4 (Non-disclosure). A non-disclosure func-
tion specifies, for each query p, the set of d-views V that
are said to disclose p. We require such a function F to
be determinacy-compatible: if V2 discloses p according
to F and V1 determines each view in V2, then V1 also
discloses p according to F . If V does not disclose p, we
say that V is non-disclosing for p (relative to the given
non-disclosure function).
When we can find minimally informative useful d-
views, this tells us something about non-disclosure,
since it is easy to see that if we are looking to design
views that are useful and non-disclosing, it suffices to
consider minimally informative views, assuming they
exist:
Proposition 1. Suppose V is a minimally informative
useful d-view forQwithin C, and there is a d-view based
on views in C that is useful for Q and non-disclosing
for p according to non-disclosure function F . Then V is
useful for Q and non-disclosing for p according to F .
There are many disclosure functions that are
determinacy-compatible.But in our examples, our com-
plexity results, and in Section 6, we will focus on a spe-
cific non-disclosure function, whose intuition is that an
external party “never infers any answers”.
Definition 5. A d-view V is universal non-inference
non-disclosing (UN non-disclosing) for a CQ p if for
each instance I and each tuple t with I, t |= p, V does
not determine p(t) at I. Otherwise V is said to be UN
disclosing for p.
This non-disclosure function is clearly determinacy-
compatible, so Proposition 1 will apply to it. Thus we
will be able to utilize UN non-disclosure as a means of
showing that certain d-views are not minimally infor-
mative.
Variations: background knowledge, and finite in-
stances. All of these notions can be additionally param-
eterized by background knowledge Σ, consisting of in-
tegrity constraints in some logic. Given d-instance D
satisfying Σ and a d-view V , V determines a query
Q over the d-schema at D relative to Σ if: for ev-
ery D′ satisfying Σ that is V-indistinguishable from D,
Q(D′) = Q(D). We say that V is useful for a query
Q relative to Σ if it determines Q on every d-instance
satisfying Σ. We say V is UN non-disclosing for query
p with respect to Σ if V does not determine p on any
d-instance satisfying Σ.
By default, when we say “every instance”, we mean
all instances, finite or infinite. There are variations of
this problem requiring the quantification in both non-
disclosure and utility to be over finite instances.
Main problem. We focus on the problem of deter-
mining whether minimally informative useful d-views
exist for a given query Q and class C, and character-
izing such views when they do exist. When minimally
informative useful d-views do not exist, we consider the
problem of obtaining a d-view that is useful for Q and
which minimizes the set of secrets p that are UN dis-
closed for p. We refer to Q as the utility query, and p as
the secret query.
Discussion. Our notion of utility of views is
information-theoretic and exact: a view is useful if a
party with access to the view can compute the exact
output of the query (as opposed to the correct output
with high probability), with no limit on how difficult
the computation may be. The generality of this notion
will make our negative results stronger. And it turns out
the generality will not limit our positive results, since
these will be realized by very simply views.
Our notion of minimally informative is likewise nat-
ural if one seeks an ordering on sets of views measuring
the ability to support exact information-theoretic query
answering. Our query-based inexpressiveness notion,
non-disclosure, gives a way of seeing the impact of
minimally informative useful views on protecting in-
formation, and it is also based on information-theoretic
and exact notions. We exemplify our notion of non-
disclosure function with UN non-disclosure, which
has been studied in prior work under several different
names (Nash and Deutsch 2007; Benedikt et al. 2016;
Benedikt, Cuenca Grau, and Kostylev 2018;
Benedikt et al. 2019). We choose the name “non-
disclosing” rather than “private” for all our query-based
expressiveness restrictions, since they are clearly very
different from more traditional probabilistic privacy
guarantees (Dwork and Roth 2014). On the one hand
the UN non-disclosure guarantee is weak in that p
is considered safe for V (UN non-disclosed) if an
attacker can never infer that p is true with absolutely
certainty. Given a distribution on source instances,
the information in the views may still increase the
likelihood that p holds. On the other hand, the notion
is quite strong in that it must hold on every source
instance. Thus, although we do not claim that this
captures all intuitively desirable properties of privacy,
we do feel that it allows us to explore the ability to
create views that simultaneously support the strong
ability to answer certain queries in data integration and
the strong inability to answer other queries.
Restrictions and simplifications. Although the util-
ity and non-disclosure definitions make sense for any
queries, in this paper we will assume that Q and p are
BCQs without constants (abusing notation by dropping
“without constants”). While we restrict to the case of a
single utility query and secret query here, all of our re-
sults have easy analogs for a finite set of such queries.
2.3 Some tools
Throughout the paper we rely on two basic tools.
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Canonical views. Recall that we are looking for
views that are useful for answering a CQ Q over a d-
schema. The “obvious” set of views to try are those ob-
tained by partitioning the atoms of Q among sources,
with the free variables of the views including the free
variables ofQ and the variables occurring in atoms from
different sources.
Given a CQ Q over a d-schema, and a source s, we
denote by SVars(s,Q) the variables of Q that appear in
an atom from source s. We also denote by SJVars(s,Q),
the “source-join variables of s” in Q: the variables that
are in SVars(s,Q) and which also occur in an atom of
another source.
Definition 6. The canonical view of Q for source s,
CanViews(Q), has a view definition formed by con-
joining all s-source atoms in Q and then existentially
quantifying all bound variables of Q in SVars(s,Q) \
SJVars(s,Q). The canonical d-view of Q is formed by
taking the canonical view for each source.
In Example 1, the canonical d-view is what
we referred to as “the obvious view design”. It
would mean that one source has a view exposing
∃tdate Trtmnt(pid, tinfo, tdate) – since pid is a source-
join variable while tinfo is a free variable of Q.
The other source should expose a view revealing
∃address.Patient(pid, age, address), since address is
neither a free variable nor shared across sources.
The critical instance. In the definition of UN non-
disclosure of a query by a set of views, we required
that on any instance of the sources, a user who has
access to the views cannot reconstruct the answer to
the query p. An instance that will be helpful in several
examples is the following “most problematic” instance
(Marnette 2009).
Definition 7. The critical instance of a schema S is the
instance whose active domain consists of a single el-
ement ∗ and whose facts are R(∗, . . . , ∗) for all rela-
tional namesR in S.
Note that every BCQ over the relevant relations holds
on the critical instance of the source. The critical in-
stance is the hardest instance for UN non-disclosure in
the following sense:
Theorem 1. (Benedikt et al. 2016;
Benedikt, Cuenca Grau, and Kostylev 2018) Con-
sider any CQ views V , and any BCQ p. If p is
determined by V at some instance of the source schema
then it is determined by V at the critical instance.
3 CQ views
Returning to Example 1, recall the intuition that the
canonical d-view ofQ is the “least informative d-view”
that supports the ability to answerQ. We start our anal-
ysis by proving such a result, but with two restrictions:
Q must be a minimal CQ, and we only consider views
specified by CQs:
Theorem 2. [Minimally informative useful CQ views]
If CQ-based d-view V determines a minimal Boolean
CQ Q, then V determines each canonical view
CanViews(Q) of Q.
We only sketch the proof here. The first step
is to show that the determinacy of a CQ Q by
a CQ-based d-view V leads to a certain homo-
morphism of Q to itself. This step follows using
a characterization of determinacy of CQ queries
by CQ views via the well-known chase proce-
dure (See (Benedikt, ten Cate, and Tsamoura 2016)
or the “Green-Red chase” in
(Gogacz and Marcinkowski 2015)). The second step
is to argue that if this homomorphism is a bijection,
then it implies that the canonical d-view determines
Q, while if the homomorphism is not bijective, we
get a contradiction of minimality. This step relies
on an analysis of how the chase characterization of
determinacy factorizes over a d-schema.
Consequences. Combining Theorem 2 and Proposi-
tion 1 gives a partial answer to the question of how to
obtain useful and non-disclosing views:
Corollary 1. For any non-disclosure function F , BCQs
Q and p, if there is a CQ based d-view that is useful
forQ and non-disclosing for p according to F , then the
canonical d-view of Qmin is such a d-view, where Qmin
is any minimal CQ equivalent to Q.
If we consider the specific non-disclosure notion,
UN non-disclosure, we can infer a complexity bound
from combining these results with prior work on the
complexity of checking non-disclosure (Theorem 44 of
(Benedikt, Cuenca Grau, and Kostylev 2018)):
Corollary 2. There is a Σp2 algorithm taking as input
BCQs Q and p and determines whether there is a CQ-
based d-view that is useful forQ and UN non-disclosing
for p. If Q is assumed minimal then the algorithm can
be taken to be in CONP.
We will not focus on the algorithmic consequences
more in the body of the paper, but some further com-
ments can be found in the appendix.
The following example shows that the requirement
that Q is minimal (that is, has no redundant conjuncts)
in Theorem 2 is essential.
Example 2. Consider two sources. The first source
comprises the relations R1, R2 and R3, while the sec-
ond source comprises a single relation T . Consider also
the conjunctions of atoms C1 and C2 defined as:
C1 = R1(x, y) ∧ T (x)
C2 = R1(x
′, y′) ∧R1(y
′, z′) ∧R1(z
′, x′) ∧
T (x′) ∧R2(y
′) ∧R3(z
′)
The conjunction C1 states that there is an element in
T that is the source of an R edge. The conjunction C2
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states that there is an R1-triangle with one vertex in T ,
a second in R2, and a third in R3. Consider now the
query Q defined as
∃x, y, x′, y′, z′. C1 ∧ C2
Note that the conjunction of atoms C1 in Q is redun-
dant. Indeed, the queryQmin = ∃x′, y′, z′.C2 is equiv-
alent to Q.
The canonical view of Q for the Ri’s source is:
∃y, y′, z′.R1(x, y)∧
R1(x
′, y′) ∧R1(y
′, z′) ∧R1(z
′, x′)∧
R2(y
′) ∧R3(z
′)
But the canonical view of Qmin for this source is
∃y′, z′. R1(x
′, y′) ∧R1(y
′, z′) ∧R1(z
′, x′)∧
R2(y
′) ∧R3(z
′)
Theorem 2 tells us that the canonical d-view of Qmin
is a minimally informative useful d-viewwithin the class
of CQ views. We claim that the canonical d-view of Q
is not minimally informative for this class, and in fact
reveals significantly more than the canonical d-view of
Qmin. Consider the secret query p = ∃t.R1(t, t) stat-
ing that there is an R1 self-loop. The canonical d-view
of Qmin is UN non-disclosing for p. Indeed, given any
instance D, consider the instance D′ in which the T
source is identical to the one in D, but the R source
is replaced by one where each node e in the canonical
view for D is in a triangle with distinct elements for
y′, z′. Such aD′ does not satisfy p, and is indistinguish-
able fromD according to the canonical d-view ofQmin.
In contrast, the canonical d-view of Q is UN dis-
closing for p. Consider D0, the critical instance for
the source schema (see Section 2). On D0 the returned
bindings have x as only ∗, and from this we can infer
that the witness elements for y′ and z′ can only be ∗,
and hence the d-view discloses p with D0 as the wit-
ness.
By Proposition 1 the canonical d-view of Q can not
be minimally informative within the class of CQ views.
4 Arbitrary views
In the previous section we showed that the canonical d-
view is minimally informative within the class of CQ
views, assuming that the utility query is minimized. We
now turn to minimally informative useful views, not re-
stricting to views given by CQ view definitions.
Our goal will be to arrive at a generalization of the
notion of canonical d-view that gives the minimal infor-
mation over arbitrary d-views that are useful for a given
BCQ Q. That is we want to arrive at an analog of The-
orem 2 replacing “CQ views” by “arbitrary views” and
“canonical view” by a generalization.
4.1 An equivalence class representation of
minimally informative views
Recall that general views are defined by queries, where
a query can be any function on instances. An Equiv-
alence Class Representation of a d-view (ECR) con-
sists of an equivalence relation ≡s for each source s.
An ECR is just another way of looking at a d-view de-
fined by a set of arbitrary functions on instances: given
a function F , one can define an equivalence relation by
identifying two local instances when the values of F
are the same. Conversely, given an equivalence relation
then one can define a function mapping each instance to
its equivalence class. A d-instance D is indistinguish-
able from a d-instance D′ by the d-view specified by
ECR 〈≡s: s ∈ Srcs〉 exactly when Ds ≡s D′s holds
for each s. Determinacy of one d-view by another cor-
responds exactly to the refinement relation between the
corresponding ECRs. We will thus abuse notation by
talking about indistinguishability, usefulness, and min-
imal informativeness of an ECR, referring to the corre-
sponding d-view.
Our first step will be to show that there is an easy-to-
define ECR whose corresponding d-view is minimally
informative. For a source s, an s-context is an instance
for each source other than s. Given an s-context C and
an s-instance I, we use (I, C) to denote the d-instance
formed by interpreting the s-relations as in I and the
others as in C.
We say two s-instances I, I ′ are (s,Q)-equivalent if
for any s-context C, (I, C) |= Q⇔ (I ′, C) |= Q. We
say two d-instancesD andD′ are globallyQ-equivalent
if for each source s, the restrictions of D and D′ over
source s, are (s, Q)-equivalent.
Global Q-equivalence is clearly an ECR. Via “swap-
ping one component at a time” we can see that the cor-
responding d-view is useful forQ. It is also not difficult
to see that this d-view is minimally informative for Q
within the class of all views:
Proposition 2. The d-view corresponding to global Q-
equivalence is a minimally informative useful d-view for
Q within the collection of all views.
Note that the result can be seen as an analog of The-
orem 2. From it we conclude an analog of Corollary 1:
Proposition 3. If there is any d-view that is useful for
BCQ Q and non-disclosing for BCQ p, then the d-view
given by globalQ-equivalence is useful for Q and non-
disclosing for p.
From an ECR to a concrete d-view. We now have
a useful d-view that is minimally informative within
the set of all d-views, but it is given only as the ECR
global Q-equivalence, and it is not clear that there are
any views in the usual sense – isomorphism-invariant
functions mapping into relations of some fixed schema
— that correspond to this ECR. Our next goal is to show
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that global Q-equivalence is induced by a d-view de-
fined using standard database queries.
A shuffle of a CQ is a mapping from its free
variables to themselves (not necessarily injective).
Given a CQ Q and a shuffle µ, we denote by
µ(Q) the CQ that results after replacing each vari-
able occurring in Q by its µ-image. We call µ(Q)
a shuffled query. For example, consider the query
∃y.R(x1, x2, x2, y) ∧ S(x2, x3, x3, y). Then, the query
∃y.R(x2, x1, x1, y) ∧ S(x1, x1, x1, y) is a shuffle ofQ.
The canonical context query for Q at source s,
CanCtxts(Q), is the CQ whose atoms are all the atoms
of Q that are not in source s, and whose free variables
are SJVars(s,Q).
Definition 8. For a source s, a BCQ Q and a variable
binding σ for Q, a shuffle µ of CanViews(Q) is invari-
ant relative to 〈σ,CanCtxts(Q)〉 if for any d-instance
I ′ where I ′, σ |= CanCtxts(Q), we have I ′, σ |=
µ(CanCtxts(Q)).
Note that we can verify this invariance by find-
ing a homomorphism from σ(µ(CanCtxts(Q))) to
σ(CanCtxts(Q)).
Invariance talks about every binding σ. We would
like to abstract to bindings satisfying a set of equali-
ties. A type for SJVars(s,Q) is a set of equalities be-
tween variables in SJVars(s,Q). The notion of a vari-
able binding satisfying a type is the standard one. For a
type τ , we can talk about a mapping µ being invariant
relative to 〈τ,CanCtxts(Q)〉: the invariance condition
holds for all bindings σ satisfying τ .
For a source s and a CQ Q, let τ1, . . . , τn be all the
equality types over the variables in SJVars(s,Q) and x
be the variables in SJVars(s,Q).
Definition 9. The invariant shuffle views of Q for
source s is the set of views Vτ1 , . . . , Vτn where each Vτi
is defined as τi(x) ∧
∨
µ µ(CanView
s(Q)), where x are
the source-join variables of Q for source s, and where
the disjunction is over shuffles invariant relative to τi.
Note that since the domain of µ is finite, there are
only finitely manymappings on them, and thus there are
finitely many disjuncts in each view up to equivalence.
We can show that global Q equivalence corresponds
to agreement on these views:
Proposition 4. For any BCQ Q and any source s, two
s-instances are (s,Q)-equivalent if and only if they
agree on each invariant shuffle view of Q for s.
Putting together Proposition 3 and 4, we obtain:
Theorem 3. [Views that are minimally useful among
all views] The invariant shuffle views are minimally in-
formative for Q within the class of all views.
This yields a corollary for non-disclosure analogous
to Corollary 1:
Corollary 3. If an arbitrary d-view V is useful for BCQ
Q and non-disclosing for BCQ p, then the d-view con-
taining, for each source s, the invariant shuffle views
of Q for s, is useful and non-disclosing. In particular,
some DCQ is useful for Q and non-disclosing for p.
In Example 1 there are no nontrivial shuffles, so we
can conclude that the canonical d-view is minimally in-
formativewithin the class of all views. In general the in-
variant shuffle views can be unsafe: different disjuncts
may contain distinct variables. Of course, they can be
implemented easily by using a wildcard to represent
elements outside the active domain. Further, we can
convert each of these unsafe views to an “information-
equivalent” set of relational algebra views:
Proposition 5. For every view defined by a DCQ (pos-
sibly unsafe), there is a finite set of relational algebra-
based views V ′ that induces the same ECR. Applying
this to the invariant shuffle views for a CQ Q, we can
find a relational algebra-based d-view that is minimally
informative for Q within the class of all views.
The intuition behind the proposition is to construct
separate views for different subsets of the variables that
occur as a CQ disjunct. A view with a given set of vari-
ables S will assert that some CQ disjunct with variables
S holds and that no disjunct corresponding to a subset
of S holds.
Example 3. Consider a d-schemawith two sources, one
containing a ternary relation R and the other contain-
ing a unary relation S. Consider the utility query Q:
∃x1, x2, y.R(x1, x2, y) ∧R(y, x2, x1) ∧ S(x1) ∧ S(x2)
The canonical view for the R source CanViewR(Q) is
∃y. R(x1, x2, y) ∧R(y, x2, x1).
Observe that Q is a minimal CQ, and hence by The-
orem 2 the canonical d-view ofQ is minimally informa-
tive among the CQ-based d-views. We will argue that
this d-view is not minimally informative useful for Q
among all d-views, by arguing that it discloses more se-
crets than the shuffle views disclose.
Consider the secret query p = ∃x.R(x, x, x). We
show that the canonical d-view of Q is UN disclosing
for p. Consider the critical instance of the R-source.
An external party will know that the instance contains
{R(∗, ∗, y0), R(y0, ∗, ∗)} for some y0. On the other
hand, if y0 6= ∗, then the canonical d-view would re-
veal x1 = y0, x2 = ∗. So y0 must be ∗, and therefore p
is disclosed. By Corollary 1, we know that no CQ-based
d-view can be UN non-disclosing for p and useful forQ.
The shuffle views of Q are always useful for Q. We
will show that they are UN non-disclosing for p. Let us
start by deriving the invariant shuffle views for the R
source. There are two types, τ1 in which x1 = x2, and
τ2 in which the variables are not identified.
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For a binding satisfying τ1, the canonical view of Q
for the R source is equivalent to
∃y.R(x1, x1, y) ∧R(y, x1, x1)
Since there is only one free variable in it, there is only
one invariant shuffle, the identity. Thus
Vτ1 = ∃y.R(x1, x1, y) ∧R(y, x1, x1)
For bindings satisfying τ2 there are several shuffles in-
variant for CanCtxtR(Q) = S(x1) ∧ S(x2): the iden-
tity, the shuffle which swaps x1 and x2, the shuffle in
which x1 and x2 both go to x1, and the shuffle in which
both x1 and x2 go to x2. Thus we get the view Vτ2 de-
fined as x1 6= x2 conjoined with:
∃y.R(x1, x2, y) ∧R(y, x2, x1)∨
∃y.R(x1, x1, y) ∧R(y, x1, x1)∨
∃y.R(x2, x2, y) ∧R(y, x2, x2)∨
∃y.R(x2, x1, y) ∧R(y, x1, x2)
This last view is unsafe, but via Proposition 5 we can
convert it into a safe relational algebra view that yields
the same ECR, Vsafeτ2 defined as x1 6= x2 conjoined with:
¬(∃y.R(x1, x1, y) ∧R(y, x1, x1))∧
¬(∃y.R(x2, x2, y) ∧R(y, x2, x2))∧
[(∃y.R(x1, x2, y) ∧R(y, x2, x1)∨
∃y.R(x2, x1, y) ∧R(y, x1, x2))]
We now argue that the shuffle views are UN non-
disclosing for p. This is because in any d-instance
we can replace each fact R(x0, x0, x0) by facts
R(x0, x0, c) and R(c, x0, x0) for a fresh c, obtaining
an indistinguishable instance where p does not hold.
Hence by Proposition 1, the canonical views of Q can
not be minimally informative within the class of all
views, or even within the class of relational algebra
views.
5 Local background knowledge
We now look at the impact of a background knowledge
on the sources. We start with the case of a background
theory Σ in which each sentence is local, referencing
relations on a single source.
5.1 Extension of results on CQ views to local
background knowledge
It is easy to show that we can not generalize the prior re-
sults for CQ views to arbitrary local background knowl-
edge. Intuitively using such knowledge we can encode
design problems for arbitrary views using CQ views.
Example 4. Consider the schema, utility query Q and
secret query p from Example 3. LetΣ consist of the view
definitions for the views V R1 and V R2 in the example.
Relative to Σ we have CQ view definitions that are use-
ful and UN non-disclosing, namely the views those sim-
ply export S, V R1, and V R2. However, as observed in
Example 3, the canonical views are UN disclosing for
p.
Thus we restrict to local constraints Σ that are ex-
istential rules. We show that the results on CQ views
extend to this setting. We must now consider utility
queries Q that are minimal with respect to Σ, meaning
that there is no strict subquery equivalent toQ underΣ.
By modifying the chase-based approach used to prove
Theorem 2, we show:
Theorem 4. [Min.Inf. CQ views w.r.t. local rules] LetΣ
be a set of local existential rules, Q a CQ minimal with
respect to Σ. Then the canonical d-view of Q is mini-
mally informative useful within the class of CQ views
relative to Σ.
The analog of Corollary 1 follows from the theorem:
Corollary 4. If any CQ based d-view is useful for Σ-
minimal Q and non-disclosing for p relative to Σ, then
the canonical d-view of Q is useful for Q and non-
disclosing for p relative to Σ.
Consequences for decidability. Theorem 4 shows
that even in the presence of arbitrary local existen-
tial rules Σ it suffices to minimize the utility query
under Σ and check the canonical d-view for non-
disclosure under Σ. For arbitrary existential rules,
even CQ minimization is undecidable. But for well-
behaved classes of rules (e.g. those with terminating
chase (Cuenca Grau et al. 2013; Baget et al. 2014), or
frontier-guarded rules (Baget et al. 2011)) we can per-
form both minimization and UN non-disclosure check-
ing effectively (Benedikt et al. 2019).
5.2 Extension of results on arbitrary views to
the presence of local constraints
We can also extend the results on arbitrary d-views to
account for local existential rules Σ. The notion of a
shuffle being Σ-invariant is defined in the obvious way,
restricting to instances that satisfy the constraints in Σ.
The Σ-invariant shuffle views are also defined analo-
gously; they are DCQ views, but can be replaced by
the appropriate relational algebra views. Following the
prior template, we can show:
Theorem 5. [Min.Inf. views w.r.t. local rules] For any
set of local existential rules Σ, the Σ-invariant shuffle
views of Q provide a minimally informative useful d-
view for Q within the class of all views, relative to Σ.
The result has effective consequences for “tame”
rules (e.g. with terminating chase) with no non-trivial
invariant shuffles. In such cases, the Σ-invariant shuffle
views degenerate to the canonical d-view, and we can
check whether the canonical d-view is non-disclosing
effectively (Benedikt et al. 2016; Benedikt et al. 2019).
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6 Non-local background knowledge
The simplest kind of non-local constraint is the repli-
cation of a table between sources. Unlike local con-
straints, these require some communication among the
sources to enforce. Thus we can consider a replication
constraint to be a restricted form of source-to-source
communication.
We will see that several new phenomena arise in the
presence of replication constraints. Recall that with only
local constraints, we have useful d-views with minimal
information.We can not guarantee the existence of such
a d-view in the presence of replication:
Proposition 6. There is a schema with replication con-
straint Σ and a BCQ Q where there is no minimally
informative useful d-view for Q within the class of all
views w.r.t. Σ.
Our proof of Proposition 6 uses a schema with unary
relations R, S, T . There are two sources: R and T are
in different sources, and S is replicated between the two
sources. Let Q be ∃x.R(x) ∧ S(x) ∧ T (x).
We will explain how our views act when the active
domain of our instances is over the integers. The proof
will easily be seen to extend to arbitrary instances (e.g.
by having the views reveal all information outside of the
integers).
Consider the functions F1(x) = 2x + 3 for x even
and 2x + 2 for x odd. F2(x) = 2x + 4 for x even and
3x odd. Let Str1 be the function that applies F1 to a
relation element-wise, and similarly define Str2 using
F2. Notice that F1 maps 0 to 3 and 1 to 4, while F2
maps 0 to 4 and 1 to 3.
We define a d-view V1 via an ECR, relating two in-
stances I and I ′ of the source exactly when I ′ can be
obtained from applying Str1 on I some number of times
(applying it to both relations of the source) or vice versa.
That is, the ECR of V1 is the smallest equivalence rela-
tion containing each pair (I, Str1(I)). Let V2 be de-
fined analogously using Str2. To see that V1 and V2 are
useful we will use the following claim, which captures
their key properties:
Claim 1. If we have two d-instances satisfying the repli-
cation constraint, (I1, I2) and (I
′
1, I
′
2), with the repli-
cated relation instances non-empty, then:
• We cannot have I ′1 = Str
i
1(I1), I
′
2 = Str
j
1(I2) with
i 6= j; and similarly for Str2.
• We cannot have I ′1 = Str
i
1(I1) and I2 = Str
j
1(I
′
2)
unless i = j = 0; and similarly for Str2.
Proof. Let S be the content of the replicated relation in
(I1, I2), while S′ is the content of the replicated rela-
tion in (I ′1, I
′
2).
We focus first on Str1. For the first item, let c(S) =
max{|x + 2| | x ∈ S}. We can check directly
that for any non-empty S, c(Str1(S)) > c(S). Then
Stri1(S) = S
′ = Strj1(S) implies that i = j as oth-
erwise c(Stri1(S)) > c(Str
j
1(S)) when i > j and
c(Stri1(S)) < c(Str
j
1(S)) when i < j. For the second
item we would have, Stri1(S) = S
′ and Str
j
1(S
′) = S
which means Str
i+j
1 (S) = S which is only possible for
i+ j = 0.
For Str2, the proof is the same, but now using the
function d defined as d(S) = max{|x + 1.5| | x ∈
S}. We can check that d(S) < d(Str2(S)) for any non-
empty S.
From the claim, usefulness follows easily. Suppose
we have (I1, I2) satisfying Q, and (I ′1, I
′
2) is equiva-
lent to (I1, I2). From (I1, I2) satisfiesQ, we know that
the replicated relation in I1 and I2 is non-empty, so the
claim applies to tell us that I ′1 = I1, I
′
2 = I2.
Now suppose V were a minimally informative useful
d-view for Q. We must have V1 and V2 determine V .
Thus in particular if we have two local instances that
agree on either V1 or V2, then they agree on V .
Consider a d-instance D with R = {0}, S = {0, 1},
T = {0}, and a d-instance D′ with R = {3}, S =
{3, 4}, T = {4}. These are both valid instances (i.e. the
replication constraint is respected). But D′ is obtained
from D by applying Str1 on the source with R, and by
applying Str2 on the other source.
ThusD′ and D are indistinguishable by V , but Q has
a match inD but not inD′. This contradicts the assump-
tion that V is useful for Q.
Given Proposition 6, for the remainder of subsection
we will focus on obtaining useful views that minimize
the set of queries that are UN non-disclosed. If Q is a
CQ, we say that a d-view V is UN non-disclosure min-
imal for Q within a class of views C if: V is useful for
Q and for any BCQ p, if there is a d-view based on C
which is useful forQ and UN non-disclosing for p, then
V is UN non-disclosing for p Proposition 1 implies that
if V is Min.Inf. within C, then it is UN non-disclosure
minimal for any BCQ Q within C.
We can use the technique in the proof of Proposition
6 to show a more promising new phenomenon: there
may be d-views that are useful for CQ Q and UN non-
disclosing for CQ p, but they are much more intricate
than any query related to the canonical d-view of Q.
In fact we can show that with a fully-replicated rela-
tion in the utility query we can can get useful and UN
non-disclosing views whenever this is not ruled out for
trivial reasons:
Proposition 7. If BCQ Q contains a relation of non-
zero arity replicated across all sources then there is a
d-view that is useful for Q and UN non-disclosing for
BCQ p if and only if there is no homomorphism of p to
Q. Further we can use the same d-view for every such p
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without a homomorphism into a given Q. In particular,
there is a view that is UN non-disclosure minimal forQ.
Thus even thoughwe do not haveminimally informa-
tive useful d-views, we have d-views that are optimal
from the perspective of UN non-disclosure and utility
for a fixed Q.
We sketch the idea of the proof of Proposition 7.
Given utility queryQ and local instance I we can form
the “product instance” of I and Q. The elements of a
product instance will be pairs (x, c) where x is a vari-
able ofQ and c an element of I, and there will be atom
R((x1, c1), . . . , (xn, cn)) in the product exactly when
there are corresponding atoms in CanViews(Q) and I.
Thus we will have homomorphisms from this instance
to both I andCanViews(Q). We use ECRs that make an
s-instance I equivalent to all instances formed by iterat-
ing this product construction of I with CanViews(Q).
The d-views corresponding to these ECRs will be UN
non-disclosing because in the product we will have a
fresh copy of any partial match of Q, and so the only
way for the secret query p to hold in the product will be
if it has a homomorphism intoQ, which is forbidden by
hypothesis. The replication constraint ensures that if we
have two d-instances that are equivalent, where the in-
terpretation of the replicated relation is non-empty, the
number of iterations of the product construction is the
same on each source. Using this fact we can ensure that
the d-views are useful.
Example 5. We give an example of the power of Propo-
sition 7, and we highlight the difference from the situ-
ation with only local constraints. Suppose we have two
sources, with one binary relation S replicated between
the two, and each source having one non-replicated bi-
nary relation, R in one source and T in the other. The
utility query Q is ∃x, y.R(x, y) ∧ S(x, y) ∧ T (x, y)
and the secret query p is ∃x.R(x, x).
Since p is not entailed by Q, Proposition 7 implies
that there are views that are useful for Q but UN non-
disclosing for p. But it is easy to see that the canonical
d-view of Q is UN disclosing for p.
In fact, one can show that there are views with these
properties that can be defined in relational algebra. The
views are still much more complex than the classes of
candidate views we used earlier. One can also show
that no negation-free views can be useful for Q and UN
non-disclosing for p. See the appendix for more details
concerning this example.
The views used in Proposition 7 are not
isomorphism-invariant: like the views from Proposition
6, the product construction can be seen as applying
some value transformation on the elements of each
instance. We can show — in sharp contrast to the situa-
tion with only local constraints — that with replication,
even to achieve this weaker notion of minimality, it
may be essential to use d-views based on queries that
are not isomorphism-invariant.
Proposition 8. There is a d-schema with a replication
constraint, along with BCQs Q and p such that there
is a d-view useful for Q and UN non-disclosing for p,
but there is no such d-view based on queries returning
values in the active domain and commuting with iso-
morphisms.
Our next observed limitation of Proposition 7 is that
it tells us nothing aboutMin.Inf. d-views in the presence
of replicationwithin the class of CQ-based d-views. Un-
fortunately, there we can get quite strong negative re-
sults.
Theorem 6. There is a schema with a replication con-
straint and a utility query Q such that there is no CQ-
based d-view V that is minimal for UN non-disclosure
within the class of CQ views. In particular, there is no
minimally informative useful d-view within the class of
CQ-based views.
We recall that a query Q is homomorphism invariant
when, for all instances I and I ′ and all homomorphism
µ from I to I ′ then µ(Q(I)) ⊆ Q(I ′). The query Q
is adom-based when adom(Q(I)) ⊆ adom(I). Note
that all queries defined by CQs, UCQs or Datalog are
homomorphism-invariant and adom based. A view is
homomorphism-invariant or adom-based exactly when
its defining query is.
Our schema has two sources, P and S all containing
an eponymous binary relation (respectively P and S).
Both sources contain a shared binary relation T . The
utility query is Q = ∃w, x, y, z.T (x, y) ∧ S(y, z) ∧
T (z, w) ∧ P (w, x). We consider three secrets:
• p1 = ∃x.S(x, x),
• p2 = ∃x, y.T (x, y) ∧ S(y, x),
• p3 = ∃x, y, z.T (x, y) ∧ S(y, z) ∧ T (z, x).
It is easy to see that, for each of these secrets, there
exists a d-view based on CQs that is useful for Q and
UN non-disclosing for the secret. For instance for p1
we have the d-view defined by the queries:
QS(x,w) = ∃y, z.T (x, y) ∧ S(y, z) ∧ T (z, w)
QP(w, x) = P (w, x)
However, we can then show (see the appendix) that:
Proposition 9. Any d-view that is useful for Q,
homomorphism-invariant, and adom-based must nec-
essarily be UN disclosing for one of the secrets among
p1 . . . p3.
Theorem 6 follows easily from the results above,
any d-view minimal for UN non-disclosure cannot be
homomorphism-invariant and adom-based.
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7 Discussion and outlook
We have studied the ability to design views that satisfy
diverse goals: expressiveness requirements in terms of
full disclosure of a specified set of queries in the context
of data integration, and inexpressiveness restrictions in
terms of either minimal utility or minimizing disclosure
of queries. Our main results characterize information-
theoretically minimal views that support the querying
of a given CQ.
We consider only a limited setting; e.g. CQs for the
utility query. Our hope is that the work can serve as a
basis for further exploration of the trade-offs in using
query-based mechanisms in a variety of settings.
Even in this restricted setting, our contribution fo-
cuses primarily on expressiveness, leaving open many
questions of decidability and complexity. In particular
we do not know whether the Σp2 bound of Corollary 2
is tight. Nor do we know whether the analogous ques-
tion for arbitrary views – whether there is an arbitrary d-
view that is useful for a givenQ but UN non-disclosing
for a given p – is even decidable. Our results reduce this
to a non-disclosure question for the shuffle views.
Lastly, we mention that our positive results about CQ
views (e.g. in Section 3) rely on an analysis of the chase,
which can be infinite. Thus they are only proven for a
semantics of usefulness that considers all instances. We
believe that the analogous results where only finite in-
stances are considered can easily be proven using the
techniques of Section 4, but leave this for future work.
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APPENDIX
Proofs for Section 3: designing minimally informative CQ-based views
Proof of Theorem 2
Recall the statement:
If CQ views V determine a minimal Boolean CQ Q, then V determines each canonical view CanViews(Q) of Q.
We will make use of the following property of minimal queries, which is easy to verify:
Lemma 1. If Q is minimal, then there does not exist a homomorphism h from Q into itself that maps two different
variables occurring in Q to the same variable.
We will begin the proof by showing that the determinacy of a CQ Q by a set of CQ views V leads to the existence
of a certain homomorphism of Q to itself.
Let Q be a Boolean conjunctive query and V be an arbitrary set of conjunctive query views. We will need to review
an algorithm for checking determinacy. We fix a signature for our queries and views, which we refer to as the original
signature. From it we derive a primed signature, containing a relation R′ for each R in the original signature. Given
a formula ϕ in the original signature, we let ϕ′ be formed by replacing every relation R in ϕ by R′. We use a similar
notation for a set of facts S in the original signature. In particular, for a conjunctive queryQ in the original signature,
Q′ refers to the conjunctive query obtained by replacing every relation symbol by its primed counterpart.
Given a view V(x) defined by conjunctive query ∃y ϕ(x,y), the corresponding forward view definition (for V) is
the rule:
ϕ(x,y) → V(x)
while the inverse view definition for V is the rule:
V(x) → ∃y.ϕ(x,y)
We let ForView(V) andBackView(V), denote the forward and inverse view definitions for views in V , and ForView′(V)
and BackView′(V) the same axioms but for primed copies of the base predicates.
Example 6. Suppose we have a set of views V consisting only of view V (x) given by CQ ∃y, z.R(x, y) ∧ S(x, z).
Then ForView(V) contains the rule:
R(x, y) ∧ S(x, z)→ V (x)
while BackView′(V) contains the rule
V (x) → ∃y, z.R′(x, y) ∧ S′(x, z)
Letting ΣQ,V to be the axioms above, we can easily see that determinacy can be expressed as:
Q ∧ ΣQ,V |= Q
′
This is a containment of CQs under existential rules, and the algorithm of Figure 1 checks this via the chase procedure,
which is complete for such containments (see Section 2).
Intuitively, the algorithm iteratively chases with the axioms above in rounds, checking for a match
of Q′ after each round. The correctness is implicit in (Nash, Segoufin, and Vianu 2010); see also
(Benedikt, ten Cate, and Tsamoura 2016; Gogacz and Marcinkowski 2015).
Theorem 7. The algorithm of Figure 1 returns true if and only if V determines Q.
Given an arbitrary input queryQ, we use a superscript to distinguish among the different sets computed during each
iteration of the algorithm of Figure 1, e.g., F i0(Q,V) denotes instance F0 during the i-th iteration of the algorithm
when run on Q with V . For any Q,V such that the algorithm returns true, and any j ∈ 0 . . . 5, let F∞j (Q,V) denote
the content of Fj(Q,V) at the point where the algorithm terminates; this will be F
l
j(Q,V) for some l. Note that in
line 11 of the algorithm we add to each F l0(Q,V) only the subset of ground atoms from F
l
4(Q,V) that belong to the
original schema, since the other atoms will be re-derived in the next round.
For any fact F = R′(c) in the primed signature, let UnPrime(F ) be the corresponding fact R(c). For a set of facts
S, we let
UnPrime(S) = {UnPrime(F ) : F ∈ S in the primed signature }
The following lemma states the easy fact that iterating the “chase and backchase” steps in lines 3 to 4 gives a homo-
morphic pre-image of what we started with:
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Figure 1: Algorithm Determinacy(Q,V) for checking determinacy
1: F0 := canondb(Q)
2: while true do % Next 2 lines create view facts from F0 and then primed facts based on views
3: F1 := ChaseForView(V)(F0)
4: F2 := ChaseBackView′(V)(F1)
5: if ∃h : Q′ → F2 mapping each free variable v of Q′ into cv ∈ adom(canondb(Q)) then return true
6: end if
7: F3 := ChaseForView′(V)(F2) %These 2 lines create view facts from primed facts and then original facts
based on views
8: F4 := ChaseBackView(V)(F3)
9: F5 = restrict F4 to original schema
10: if F0 6= F5 then % no fixpoint, so repeat with expanded original facts
11: F0 := F0 ∪ F5,
12: else
13: return false
14: end if
15: end while
Lemma 2. For each l ≥ 1, there is a homomorphism µl : UnPrime(F l2(Q,V)) → F
l
0(Q,V) that preserves all
elements of facts in F l0(Q,V).
Proof. Let Vi ⊆ V be the set of all views providing data from the i-th datasource and let Vi,1 . . .Vi,ji enumerate the
view predicate names in Vi. , where Vi,j has definition Bi,j . Consider the forward view definition, forward transfer
as well as, for each Vi,j , the inverse view definition associated going from Vi,j to the primed relations. That is, the
axioms:
Bi,j(x,y) → Vi,j(x)
Vi,j(x) → ∃y B
′
i,j(x,y)
whereBi,j(x) is some conjunction of atoms from the i-th datasource and {y} is disjoint from {x}.
Each null λ appearing in F l2(Q,V) is generated by a chase step associated with Line 4 of the algorithm, triggered
by a unique fact Vi,j(σ), where σ is a binding of x, with λ corresponding to some variable yλ in B
′
i,j(x,y). For each
fact V ′i,j(σ), we know we can extend to a binding σ
′ for y such thatBi,j(σ
′) is in F l0(Q,V). Our homomorphism will
map λ to σ′(vλ).
An analogous reasoning applies to lines 7 to 8:
Lemma 3. For any CQ Q, each l ≥ 1 there exists a homomorphism µl : F l5(Q,V) → UnPrime(F
l
2(Q,V)) that
preserves all elements occurring in UnPrime(F l2(Q,V)).
Using the two lemmas above, we can prove by induction on l:
Lemma 4. For any CQ Q, CQ views V , and number l, there exists a homomorphism UnPrime(F l2(Q,V)) →
canondb(Q) that is the identity on elements cv. By priming each relation, we can get µ : F
l
2(Q,V)→ canondb(Q
′).
The following simple proposition relates the sets produced by the algorithm on input Q with the sets produced by
the same algorithm on one of the canonical views CanViews(Q).
Lemma 5. For any l ≥ 1 and any source s,
F l0(CanView
s(Q),V) is the same as the set of atoms in source s within F l0(Q,V).
We are now ready for the proof of Theorem 2:
Proof. Assume that V does not determine CanViews(Q), for some datasource s, and that V determines Q. From the
latter assumption and Theorem 7 we conclude that there exists a homomorphism h1 from Q
′ into F∞2 (Q,V).
By composing h1 with the ν produced by Lemma 4 we obtain a homomorphism hQ fromQ
′ into itself. By unprim-
ing, we can change hQ to a homomorphism from Q to itself, and we will sometimes abuse notation by considering
hQ in either way. Note that h1, and also hQ, maps each variable x in SJVars(s,Q) to some element of the form cv,
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since each such x appears in atoms over distinct sources, and only elements of the form cv appear in such atoms within
F∞2 (Q,V).
We consider two cases.
Case 1: hQ is injective. Thus hQ is both an injection onQ
′ and an injection from source-join variables to the constant
corresponding to a source-join variable. Then (hQ)
−1 composed with h1 is an injective homomorphism from Q
′ into
F∞2 (Q,V) that maps each x in SJVars(s,Q) to cx. By Lemma 5 we can identify the source s atoms of F
∞
2 (Q,V)with
the atoms of F∞2 (CanView
s(Q),V). Applying this identification and abusing notation as described above we can see
(hQ)
−1 as a homomorphism of Q into F∞2 (CanView
s(Q),V). that maps each v in SJVars(s,Q) to cv . But then the
algorithm of Figure 1 would have returned true when applied to the views V and the query CanViews(Q). By Theorem
7, this is a contradiction of the fact that V does not determine CanViews(Q).
Case 2: hQ is not injective. But now, by Lemma 1, we have a contradiction of minimality.
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Proofs for Section 4: designing minimally informative arbitrary views
Proof of Proposition 2
Recall the statement:
The d-view corresponding to global Q-equivalence is a minimally informative useful d-view for Q within the col-
lection of all views.
Proof. To see thatQ-equivalence is useful, consider two d-instancesD andD′ that are globallyQ-equivalent. Source-
by-source, we can modify D on a source s to be the same as D′ on source s, and the results of Q is not changed, by
s,Q-equivalence.
Assume ≡ is useful and D ≡ D′. Fix a context C for source s such that (Ds, C) |= Q. We will argue that
(D′s, C) |= Q. Note that for every source s, identical instances for source s must be ≡s, since ≡s is an equivalence
relation. Thus (Ds, C) ≡ (D′s, C). Since ≡ is useful for Q, this means (D
′
s, C) |= Q as required.
Proof of Proposition 4
Recall the statement:
For any BCQ Q and any source s, two s-instances are (s,Q)-equivalent if and only if they agree on each invariant
shuffle view of Q for s.
The proof will go through an intermediate view, also given by an ECR.
Definition 10. Given two s-instances I1 and I2, we say that I1 and I2 are invariant shuffle equivalent (relative to Q)
if: Whenever I1, σ satisfies CanView
s(Q)(x) then there is some shuffle µ invariant relative to 〈σ,CanCtxts(Q)〉, such
that I2, σ satisfies µ(CanView
s(Q))(x) and similarly with the role of I1 and I2 reversed.
We show:
Proposition 10. For any source s invariant shuffle equivalence is identical to s,Q-equivalence.
Proof. First, suppose I1, I2 are local instances for source s that are invariant shuffle equivalent, and suppose we have
a match of Q in (I1, C) via h1,C . We want to show that there is a match in (I2, C).
We know that the variables in SJVars(s,Q) are mapped by h1,C into I1. Let h0 be the restriction of h
1,C to the
variables of SJVars(s,Q). Then I1, h0 satisfies CanView
s(Q). Thus by shuffle equivalence there is some shuffle µ
invariant relative to 〈h0,CanView
s(Q)〉, such that I2, h0 |= µ(CanView
s(Q)), with witness h2 extending h0. We
also know that C, h0 satisfies CanCtxt
S0(Q), since h1,C witnesses this as well. Applying the definition of shuffle
invariance, C, h0 satisfies µ(CanCtxt
S0(Q)). Let hµ,C be a homomorphism witnessing this. Note that since hµ,C
extendsh0 and h0 restricts h
1,C , hµ,C and h1,C agree on their common variables. Define h2,C bymapping the variables
in SVars(s,Q) as in h2, and those variables outside of SJVars(s,Q) as in h
µ,C . Since these are two compatible
homomorphisms, h2,C witnesses that (I2, C) |= Q. This completes the argument that invariant shuffle equivalence
implies global Q-equivalence.
We now show that global Q-equivalence implies shuffle equivalence. Suppose s-instances I1, I2 are globally
Q-equivalent, and I1, σ satisfies CanView
s(Q)(x), We will show that there is a shuffle µ, invariant relative to
〈σ,CanViews(Q)〉, such that I2, σ |= µ(CanView
s(Q))(x).
Let C1 be the canonical database of σ(CanCtxt
s(Q)). That is, for each source s other than s, we have a fact for
each atom of s atom of Q, where each variable x of SJVars(s,Q) is replaced by σ(x) and each variable x not in
SJVars(s,Q) is replaced by a fresh element cx.
Q clearly holds in (I1, C1). So by globalQ-equivalence,Q holds in (I2, C1) via some homomorphism h. Note that
in (I2, C1) the only elements that are shared between I2-facts and C1-facts lie in the range of σ. Thus h must map
the variables in SJVars(s,Q) to the image of σ. The binding σ may not be injective, but we let σ−1 be “some inverse”
that is, any function from the range of σ to variables such that for any c in the range of σ σ(σ−1(c)) = c. Let µ map
any variable x ∈ SJVars(s,Q) to σ−1(h(x)). So σ(µ(x)) = h(x).
We first claim that µ is invariant relative to 〈σ,CanCtxts(Q)〉. We show this by arguing that h is a homomorphism
from σ(µ(CanCtxts(Q))) to σ(CanCtxts(Q)). By definition of µ, we have for each atom A(x1 . . . xm, y1 . . . yn) of
CanCtxts(Q)(x),
A(h(x1) . . . h(xm), h(y1) . . . h(yn)) =
A(σ(µ(x1)) . . . σ(µ(xm)), h(y1) . . . h(yn))
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A(h(x1) . . . h(xm), h(y1) . . . h(yn)) is in σ(CanCtxt
s(Q)) since by assumption h is a homomorphism from Q to
(I2, C1), C1 is the canonical database of σ(CanCtxt
s(Q)), and I2 is an s-instance, and hence cannot contain any facts
over the relations in (µ(CanCtxts(Q)))(σ). Thus
A(σ(µ(x1)) . . . σ(µ(xm)), h(y1) . . . h(yn))
lies in σ(CanCtxt(Q)) as required.
We next claim that I2, σ |= µ(CanView
s(Q)). The witness will be the extension h′ of σ that maps all variables in
SVars(s,Q)− SJVars(s,Q) via h.
Consider an atomic formula A(x1 . . . xm, y1 . . . yn) of CanView
s(Q), where x are free variables of CanViews(Q).
Therefore A(µ(x1) . . . µ(xm), y1 . . . yn) is a generic atom of µ(CanView
s(Q)). To argue that h′ is a homomorphism
that witnesses I2, σ |= µ(CanView
s(Q)), we need to argue that
A(σ(µ(x1)) . . . σ(µ(xm)), h(y1) . . . h(yn))
holds in I2.
But by the definition of µ, this is equivalent to showing that
A(h(x1) . . . h(xm), h(y1) . . . h(yn))
holds in I2. But this follows since h is a homomorphism of Q into (I2, C1).
To complete the proof of Proposition 4 we show:
Proposition 11. For any CQ Q and source s, two s-instances are invariant shuffle equivalent if and only if they agree
on each invariant shuffle view of Q for s.
Proof. We first show that if I1 and I2 agree on the invariant shuffle views of Q, they are invariant shuffle equivalent.
Suppose I1, σ |= CanView
s(Q), and let τ be the type of σ. Since the identity is invariant relative to τ , we have
I1, σ satisfies Vτ , and thus I2, σ must satisfy it. Therefore there is µ that is invariant relative to τ such that I2, σ |=
µ(CanViews(Q)). Since τ is of type σ, we have µ is invariant relative to 〈σ,CanCtxts(Q)〉. Arguing symmetrically
for I2, we see that I1 and I2 are invariant shuffle equivalent.
In the other direction, suppose I1 and I2 are invariant shuffle equivalent. We will argue that they agree on each
invariant shuffle view Vτ .
Towards that end, suppose I1, σ |= Vτ . That is, I1, σ |= τ ∧ µ(CanView
s(Q)) for some µ that is invariant relative
to τ . Let σ′ be the pre-image of σ under µ: that is, the variable binding defined by σ′(x) = σ(µ(x)). Then I1, σ′ |=
CanViews(Q) by definition. Thus by invariant shuffle equivalence, there is µ′ invariant for σ′,CanCtxts(Q) such that
I2, σ′ |= µ′(CanView
s(Q)).
Let µ′′ = µ′(µ). We will show that µ′′ witnesses that I2, σ |= Vτ . We first verify invariance:
Claim 2. µ′′ is invariant relative to τ,CanCtxts(Q).
Proof. Suppose σ0 satisfies τ , and I0, σ0 |= CanCtxt
s(Q). Let σ′0 be the pre-image of σ
′ under µ. Note that a shuffle
that is invariant for σ must be invariant for σ0, since σ0 satisfies all the equalities that σ does. Similarly a shuffle that
is invariant for σ′ must be invariant for σ′0. We can see that the following chain of implications:
I0, σ0 |= µ(CanCtxt
s(Q))by invariance of µ for τ
I0, σ
′
0 |= CanCtxt
s(Q)by definition of σ′0
I0, σ
′
0 |= µ
′(CanCtxts(Q))by invariance of µ′ for σ′0
I0, σ0 |= µ(CanCtxt
s(Q))by definition of σ′0 again
We now show that I2, σ satisfies the corresponding shuffled query.
Claim 3. I2, σ |= µ′′(CanView
s(Q)).
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Proof. We make the following observation. For any instance I, bindings σ0, CQs R, and shuffles µ0, let σ1 be the
pre-image of σ0 under µ0. Then I, σ0 |= µ(R) if and only if I, σ1 |= R.
Let σ′′ be the pre-image of σ under µ′′. Note that σ′′ is also the pre-image of σ′ under µ′.
From the observation above, we see that the following are equivalent:
I2, σ |= µ(CanView
s(Q))
I2, σ
′′ |= CanViews(Q)
I2, σ
′ |= µ′(CanViews(Q))
which gives the proof of the claim.
Putting together the two claims, We conclude that I2, σ satisfies Vτ as required, which completes the proof of
Proposition 11.
Proof of Proposition 5
Recall the statement:
For every view defined by a DCQ (possibly unsafe), there is a set of relational algebra views V ′ that induces the
same ECR. Applying this to the invariant shuffle views for a CQ Q, we can find a relational algebra-based minimally
informative useful d-view forQ within the class of all views.
Putting the conclusion “same ECR” another way: if V is the original DCQ view, then we obtain a finite set of views
V ′ with the definition of each view in relation algebra, such that V ′ determines V and V determines V ′.
Clearly if we have this for a single DCQ view V , we obtain it for a finite set of views (and hence for a d-view) by
applying the construction to each view in the set.
We consider a DCQ V (x1 . . . xn) defined by
∨
i ϕi. For each ϕi let Varsi be the set of variables within them, and
for each subset S of the vars let DS be the set of i such that ϕi uses variables S.
Given a set of variables S = xj1 . . . xjk withDS 6= ∅, create a view VS(xj1 . . . xjk) defined by
∨
i∈DS
ϕi(xj1 . . . xjk) ∧ ¬(
∨
S′(DS ,Vars(ϕj)=S′
ϕj)
Example 7. We explain the construction of relational algebra views by example. Suppose we have a view V given by
a DCQ:
R(x, y, z) ∨ P (x, y, z) ∨W (x, y, w) ∨ T (x, y)
We have three sets S such thatDS 6= ∅: S1 = {x, y, z}, S2 = {x, y, w} and S3 = {x, y}.
Our construction will create views for each of these.
VS1(x, y, z) is defined by query:
[R(x, y, z) ∨ P (x, y, z)] ∧ ¬T (x, y)
VS2(x, y) is defined by query:
W (x, y) ∧ ¬T (x, y)
Finally, VS3(x, y) is defined by the query T (x, y).
It is not difficult to see that these views determine V and vice versa.
Returning to the general case, we claim that the set of views VS determines V and vice versa.
In one direction suppose I1 and I2 agree on each VS , and I1 |= V (t). Choose i such that I1 |= ϕi(t) with
Si = Varsi minimal. Let t
′ be the subtuple of t corresponding to the variables of ϕi. Then I1 |= VSi(t
′) and hence
I2 |= VSi(t
′). From this we see that I2 |= VS(t).
In the other direction, suppose I1 and I2 agree on V , and I1 |= VS(t). Fix ϕi with variables from S such that
I1 |= ϕi(t). We need to show I2 |= VS(t). We can assume by induction that V determines VS′ for each S′ that is
a proper subset of S. First consider the case where S consists of all variables. Then I1 |= V (t) hence I2 |= V (t),
and thus there is some j such that I2 |= ϕj(t). If ϕj contains all the variables of ϕi. Using the induction hypothesis
and ϕj we can conclude that I2 |= VS(t) as required. If ϕj contains a proper subset S′ of the variables in S, then
we have I2 |= ϕk(t′) for t′ a proper subtuple of t. Choose ϕk and t′ with this property such that the variables S′
involved are minimized. The I2 |= VS′(t′) so by the induction hypothesis I1 |= VS′(t′), which contradicts the facts
that I1 |= VS(t).
Next consider the case where S is a proper subset of the variables. We extend t to t′ choosing elements outside the
active domain of both I1 and I2. I1 |= V (t′), and I2 |= V (t′). Thus we have a proper subtuple t′′ of t′ and a disjunct
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ϕk such I2 |= ϕi(t′′). As above, we can choose t′′ minimal. By our choice of the elements in t′ − t, we must have t′′
a subtuple of t. If t′′ = t, then we can conclude that I2 |= VS(t) as required. If t′′ is a proper subtuple, we argue by
contradiction of the induction hypothesis as above.
Reducing the complexity of the CQ view design problem
In the body of the paper we showed that to test for useful and UN non-disclosing CQ views, when our utility queryQ is
a minimal CQ, we need only test that the canonical d-view is safe. This requires performing a specialized “disjunctive
chase with constant-equality EGDs” (described in (Benedikt et al. 2016; Benedikt et al. 2019)), after which we check
that Q holds on each instance produced by the chase process. This give the bound in Corollary 2.
We now mention some additional insights that can help optimize this algorithm. Throughout this subsection, we
rely on the critical instance method, and in particular on Theorem 1.
The canonical views are a way of decomposing a utility query. But it turns our that we can also apply the canonical
views as a way of decomposing a secret query. We start with the following observation, which states that in analyzing
secrecy of a set of CQ views, we can break up the secret query into its canonical views and analyze them one at a time:
Proposition 12. For any Boolean CQ p and CQ views V , V is UN non-disclosing for p if and only if V is UN non-
disclosing for CanViews(p) for some s.
Proof. In one direction, suppose there is s such that V is UN non-disclosing for CanViews(p). We show that V is
UN non-disclosing for p by showing that the critical instance D0 for the d-schema is V-indistinguishable from some
other d-instance where p fails. We know that there is some s-instance Is that is Vs indistinguishable from Ds but in
which CanViews(p)(∗) does not hold. Let D′ be formed from taking Is on source s and taking the critical instance on
the other sources. choosing the other components arbitrarily. Clearly D′ is V-indistinguishable from D. If p held on
D′, the only possible witness would be the critical tuple, since this is the only binding. But the critical tuple fails the
conjuncts on source s.
In the other direction, supposeV is UN disclosing forCanViews(p) for some s. We will show that V is UN disclosing
for p. We know that for each s, letting Is be the critical instance for source s, if we apply the disjunctive chase
procedure from (Benedikt et al. 2019; Benedikt et al. 2016) to Is thenCanView
s(∗ . . . ∗) holds. But when we apply the
disjunctive chase procedure to the critical instance for the d-schema, this is the same as applying it to each component.
Thus p holds with ∗ . . . ∗ as a witness, so V is UN disclosing for p.
The result above is about a fixed set of CQ views. But using Corollary 1 we can lift it to an observation about
decomposing the secret query in searching for the existence of useful and UN non-disclosing views:
Proposition 13. For any Boolean CQs Q and p, there are CQ views that are useful for Q and UN non-disclosing for
p if and only if for some s, the canonical d-view of Q are UN non-disclosing for CanViews(p).
Proof. If there are CQ views that are useful forQ and UN non-disclosing for p, then the canonical d-view ofQ are such
a set of views, by Corollary 1. Thus by the previous proposition, they are UN non-disclosing for some CanViews(p).
In the other direction, if the canonical d-view of Q is UN non-disclosing for CanViews(p) for some s, then by the
proposition above they are UN non-disclosing for p, and thus these views serve as a witness.
Proposition 13 implies that to test for useful and UN non-disclosing views, we need only take each source s and
test whether CanViews(Q) for source s is UN non-disclosing for the canonical view of CanViews(p) for source s.
A witness to failure of such a test requires first a deterministic computation that consists of chasing forward and
backward with the view definitions, then a series of guesses of homomorphism of CanViews(Q), followed by the
guess of a homomorphism of CanViews(p), thus CONP in the maximum cardinality over all s of CanViews(p) and
CanViews(Q).
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Proofs for Section 5: extensions in the presence of local constraints
Proof of Theorem 4
Recall the statement:
LetΣ be any set of TGDs that are local. Suppose thatQ is a minimal CQ with respect toΣ. If CQ views V determine
CQ Q over all instances satisfying Σ, then V determines each canonical view CanViews(Q) of Q over all instances
satisfying Σ.
We proceed as in the case of no constraints. We modify the determinacy algorithm by chasing with the local con-
straints in each round, giving us the algorithm in Figure 2.
Figure 2: Algorithm Determinacy(Q,V ,Σ) for checking determinacy with respect to existential rules
1: F0 := ChaseΣ(canondb(Q))
2: while true do
3: F1 := ChaseForView(V)(F0)
4: F2 := ChaseBackView′(V)(F1)
5: G2 := ChaseΣ′(F2)
6: if ∃h : Q′ → G2 mapping each free variable v of Q′ into cv ∈ adom(canondb(Q)) then
7: return true
8: end if
9: F3 := ChaseForView′(V)(G2)
10: F4 := ChaseBackView(V)(F3)
11: G4 := ChaseΣ(F4)
12: G5 := restrict G4 to the original signature
13: if F0 6= G5 then
14: F0 := F0 ∪G5
15: else
16: return false
17: end if
18: end while
As with the algorithm in Figure 1, it is a straightforward exercise to see that this algorithm correctly checks deter-
minacy:
Theorem 8. (Benedikt, ten Cate, and Tsamoura 2016) The algorithm in Figure 2 returns true if and only if V deter-
mines Q relative to Σ.
Note that the chase may not terminate, thus this is only a semi-decision procedure.
As before, we have a homomorphism from the output of the algorithm to its input:
Lemma 6. For any CQ Q, views V and number l, there exists a homomorphism ν : UnPrime(F l2(Q,V)) →
canondb(Q) that is the identity on elements cv. In particularly, if the algorithm in Figure 2 returns true, there is
a homomorphism from F∞2 (Q,V) to canondb(Q) that is the identity on elements cv.
We have the same relation of the output of the algorithm when run on the canonical view to the output when run on
Q:
Lemma 7. For any l ≥ 1 the source s atoms in F l0(Q,V) are the same as the atoms of F
l
0(CanView
s(Q),V).
We can now complete the proof of Theorem 4 as in the case without constraints. Locality of constraints ensures that
the homomorphism h1 maps each variable x in SJVars(s,Q) to some element of the form cv .
Proof of Theorem 5
Recall the statement:
For any set of local existential rules Σ, the Σ-invariant shuffle views of Q provide a minimally informative useful
d-view within the class of all views, relative to Σ.
We can generalize the ECR global Q-equivalence to global Q-Σ-equivalence, looking only at contexts that satisfy
Σ. Using the same argument we see that the views corresponding to this ECR is a minimally informative useful d-view
for Q within the class of all views, relative to Σ.
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Let σ be a mapping of SJVars(s) into some instance I. A shuffle µ of CanViews(Q) is Σ-invariant relative to
〈σ,CanCtxts(Q)〉 if whenever I ′, σ |= CanCtxts(Q) and I ′ satisfies Σ then I ′, σ |= µ(CanCtxts(Q)). Note that
since the rules are local, the notion of a context satisfying them is well-defined. Invariance is decidable whenever
query containment for CQs under Σ is decidable; for example, this is the case when Σ is a set of dependencies with
terminating chase.
Fixing Σ and two s-instances I1 and I2, we say that I1 and I2 are Σ-invariant shuffle equivalent if whenever I1, σ
satisfies CanViews(Q)(x) then there is some shuffle µ which is Σ-invariant relative to 〈σ,CanViews(Q)〉, such that:
I2, σ |= µ(CanView
s(Q))(x)
and vice versa.
We can now extend Proposition 10, following the same proof:
Proposition 14. Suppose Σ consists of local existential rules. Then for all instances satisfying the rules Σ-invariant
shuffle equivalence is identical to globalQ-Σ equivalence.
Proof. First, suppose I1, I2 satisfy all local rules and are Σ-invariant shuffle equivalent. Consider a context C that
satisfies local rules Σ and suppose we have a match ofQ in (I1, C) via h1,C . We want to show that there is a match in
(I2, C). This will be exactly as in the case without constraints.
We know that the variables in SJVars(s,Q) are mapped by h1,C into I1. Let h0 be the restriction of h1,C to the
variables of SJVars(s,Q). Then I1, h0 satisfies CanView
s(Q). Thus by Σ-invariant shuffle equivalence there is a
shuffle µ which is Σ-invariant relative to 〈h0,CanView
s(Q)〉, such that I2, h0 |= µ(CanView
s(Q)), with witness
h2 extending h0. We also know that C, h0 satisfies CanCtxt
s(Q), since h1,C witnesses this as well. Applying the
definition of Σ-invariance, and noting that C satisfies Σ by assumption, we infer that C, h0 satisfies µ(CanCtxt
s(Q)).
Let hµ,C be a homomorphismwitnessing this. Note that since hµ,C extends h0 and h0 restricts h
1,C , hµ,C and h0 agree
on their common variables. Define h2,C by mapping the variables in SVars(s,Q) as in h2, and those variables outside
of SJVars(s,Q) as in hµ,C . Since these are two compatible homomorphisms, h2,C witnesses that (I2, C) |= Q. This
completes the argument that Σ-invariant shuffle equivalence implies Q-Σ-equivalence.
We now show that global Q-Σ-equivalence implies Σ-invariant shuffle equivalence. Suppose s-instances I1, I2 are
Q-Σ-equivalent, and I1, σ satisfies CanView
s(Q)(x), We will show that there is a shuffle µ, Σ-invariant relative to
〈σ,CanCtxts(Q)〉 such that I2, σ |= µ(CanView
s(Q))(x).
Let C1 be the context defined in two steps. We first proceed as in the case without constraints: for each source s
other than s, we have a fact for each s atom ofQ, where each variable x of SJVars(s,Q) is replaced by σ(x) and each
variable x not in SJVars is replaced by a fresh element cx. In the second step, we perform the chase construction with
Σ to get an instance that satisfies the local constraints.
Q clearly holds in (I1, C1). So by Q-Σ-equivalence, Q holds in (I2, C1) via some homomorphism h. As before,
the only elements shared between I2 and C1 lie in the range of σ. Thus h must map the variables in SJVars(s,Q) to
the image of σ. For each c in the image of σ, choose a variable vc such that σ maps vc to c. Let µ map any variable
x ∈ SJVars(s,Q) to vh(x). Thus σ(µ(x)) = h(x).
We claim that µ is Σ-invariant relative to 〈σ,CanCtxts(Q)〉. We show this by arguing that h is a homomorphism
from µ(CanCtxts(Q))(σ) to the chase under Σ of CanCtxts(Q)(σ). By definition of µ, we have for each atom
A(x1 . . . xm, y1 . . . yn) of CanCtxt
s(Q)(x),
A(h(x1) . . . h(xm), h(y1) . . . h(yn)) = A(σ(µ(x1)) . . . σ(µ(xm)), h(y1) . . . h(yn))
A(h(x1) . . . h(xm), h(y1) . . . h(yn)) is in ChaseΣ(CanCtxt
s(Q)(σ)) since h is a homomorphism into (I2, C1) and
thus for facts in µ(CanCtxts(Q))(σ), it must map into C1.
Thus we conclude
A(σ(µ(x1)) . . . σ(µ(xm)), h(y1) . . . h(yn)) ∈ ChaseΣ(CanCtxt
s(Q)(σ))
This completes the proof that h is a homomorphism into the chase, and thus the proof that µ is Σ-invariant relative to
〈σ,CanCtxts(Q)〉.
We next claim that I2, σ |= µ(CanView
s(Q)). The witness will again be the extension of σ that maps all variables
in SVars(s,Q)− SJVars(s,Q) via h.
Consider an atomic formula A(x1 . . . xm, y1 . . . yn) of CanView
s(Q) where x are free variables of CanViews(Q).
That is,
A(µ(x1) . . . µ(xm),y)
is a generic atom of µ(CanViews(Q)). We know that A(h(x1) . . . h(xm), h(y1) . . . h(yn))) holds in I2, since h is a
homomorphism into I2. Thus
A(vh(x1), . . . , vh(xm), h(y1) . . . h(yn)))
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holds of σ in I2, by definition of vc. From this we see that
A(µ(x1) . . . µ(xm), h(y1) . . . h(yn)))
holds of σ in I2 as required.
Recall that the Σ-invariant shuffle views of Q for s and types τ are defined analogously to the case without local
rules, as τ(x) ∧
∨
µ µ(CanView
s(Q)) where the disjunction is over Σ-invariant shuffles of τ .
The following result is proven exactly as in the case without background knowledge:
Proposition 15. For any Boolean CQ Q, and any source s two s-instances are Σ-invariant shuffle equivalent if and
only if they agree on each Σ-invariant shuffle view of Q for s.
Putting the prior results together gives us the extension of Theorem 5.
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Proofs for Section 6: balancing expressiveness and inexpressiveness in the presence of
replication constraints between sources
The power of replication: more detail on Example 5
In the body of the paper, we considered Example 5, where there are two sources and three binary relations R,S, T .
R and T are on different sources, while the background theory Σ asserts that relation S is replicated. We considered
CQs:
Q = ∃x y R(x, y) ∧ S(x, y) ∧ T (x, y)
p = ∃x R(x, x)
We mentioned in the body of the paper that by Proposition 7, there is a d-view that is useful for Q and UN non-
disclosing for p, by making use of the replication constraint. But the views in the d-view produced by the proposi-
tion are not isomorphism-invariant. We know from Proposition 8 that it may be necessary to use views that are not
isomorphism-invariant.
We show that for this particular example there do indeed exist relational algebra views that were useful for Q and
UN non-disclosing for p in this example. Thus in exploiting replication we can sometimes stay within a standard class
of views. We now explain how to achieve this.
Given an instance of the R source IR, we say an R-harmless pair is any pair of nodes (x1, x2), where:
• x1 and x2 are connected by both R and S edges
• there is no S self-loop on x1
• x2 has no outgoing S edges, and x2 is the unique element that is a target of an S edge from x1 with no outgoing S
edges.
The modification of such a pair (x1, x2) is the pair (x1, x1).
Our view on the R-source takes as input an instance I of the R source, and returns all pairs that are modifications
of R-harmless pairs, unioned with pairs that are in S ∩R but are not R-harmless.
A T -harmless pair in the T -source is defined similarly but replacing R with T . A modification of such a pair is as
above. Analogously, our view on the T -source returns all pairs that are modifications of T -harmless pairs, unioned
with pairs that are in S ∩ T but are not harmless. It is clear that these views can be expressed in relational algebra.
We first show that the views are UN non-disclosing for p. Consider an instance D = (R, T, S) where p holds, with
S the shared relation. We will construct an instance D′ = (R′, T ′, S′) with the same view images, but where p does
not hold. We let V RI be the content for the view for the R-source on instance I, and similarly V
S
I .
We first describe the shared relation S′. For each element v in either view image (VR or VS), we create an S edge
to a new element nv We also include all pairs in either view that are not self-loops.
We now describe R′. It includes all edges in the view VR that are not self-loops. It also contains an edge from v to
nv if (v, v) is in VR. T
′ is defined analogously.
It is clear that the new instance does not satisfy p. We need to show that it agrees with D on each view. Note that
all of the pairs (v, nv) such that (v, v) is in VR are R-harmless. A pair of the form (c, v) where v is one of the original
nodes of the instance, cannot be R-harmless, since v has an outgoing S edge. Pairs of the form (c, nv) where c 6= v
are not R-harmless because there is no S or R edge between them. Thus the R-harmless pairs are exactly those of the
form (v, nv) where (v, v) ∈ VR. But the view will produce all such pairs (v, v). We can conclude that the views VR
agree on pairs of the form (v, v).
We now consider pairs in the view V RD of the form (c, d) with d 6= c. By definition, such pairs are included in
both S′ and R′. They are not R-harmless in D′, since d has an outgoing edge to nd. Thus they are included in V RD′ .
Conversely, if a pair (c, d) with c 6= d does not occur in V RD , we can argue that it is not in V
R
D′ . This follows since we
will not have R′ hold of (c, d).
We next show that the views are useful for Q, by arguing that Q can be rewritten as the intersection of VR and VS .
In one direction, we supposeQ has a match (c, d) in an instanceD, and we argue that (c, d) is in the intersection of
VR and VS evaluated onD. Note that such a pair isR-harmless if and only if it is T -harmless because T ∧R holds of it
inD. Thus we will distinguish pairs that are harmless (meaningR or T -harmless) versus pairs that are not harmless. If
(c, d) is a harmless pair, then (c, c) will be in the intersection of VR and VS within D. While if (c, d) is not a harmless
pair, then (c, d) will be in the intersection of VR and VS .
We now suppose that VR and VS evaluated on D intersect, and show that Q must hold on D. First, suppose that the
intersection has a pair (c, d) with d 6= c. Then it is clear that (c, d) must be a match of Q. The more interesting case is
when there is an element in the intersection of VR and VS of the form (c, c).
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As a first subcase, suppose (c, c) holds in S within D Then there are no R-harmless or T -harmless pairs of the
form (c, d). Thus (c, c) could not have been produced in either VR or VS as a modification, and hence (c, c) must have
gotten into view VR becauseD |= S(c, c) ∧R(c, c), while (c, c) was in view VS becauseD |= S(c, c) ∧ T (c, c). Thus
we have a match of Q. The second subcase is where (c, c) does not hold in S within D. Then (c, c) must have been
produced as a modification of an R-harmless pair (c, d) and as a modification of some T -harmless pair (c, d′). But
from the uniqueness condition inR-harmlessness and T -harmlessness, we conclude that d = d′. Now (c, d) is a match
of Q.
We now argue that for this example there are no DCQ views that are useful for Q and UN non-disclosing for p.
We will prove something more general. Instance I1 is a subinstance of I2 if I1 is a subset of I2 when they are seen
as sets of facts. In other words, for every relation, its interpretation in I1 is a subst of its interpretation in I2. A set of
views V is monotone if whenever we have I1 and I2 with I1 is a subinstance of I2, then for each view V ∈ V , the
output of V on I1 is a subset of the output on I2. Note that UCQs, DCQs, along with their extensions with inequalities,
are all monotone. Datalog queries are also monotone.
Proposition 16. In the example, there are no monotone views that are useful for Q and UN non-disclosing for p.
Proof. Say that an element d appears non-trivially in a k-ary relation S if there is a tuple t in S with ti = d , a t
′
formed from t by setting t′i to d
′ 6= d while tj = ti for j 6= i, such that t′ is not in S. For the output of a CQ or
UCQ view, there is no difference between appearing non-trivially and being in the active domain of the view output.
But for unsafe views there is a difference, since it is possible that every element appears in the output, but if d appears
non-trivially in the output of a DCQ then there must be some disjunct in the DCQ such that d satisfies the disjunct.
For elements c and d let Ic,d be the instance where each relation consists of the single pair (c, d). We first claim that
on this instance each of c, d needs to be appear non-trivially in the output of some view. We show the claim for d, with
the claim for c being symmetric.
Suppose not, and fix e distinct from both c and d. Consider I0 = Ic,d ∪ Ic,e along with I1 the instance with only
(c, d) in R, both (c, d) and (c, e) in S and in S but only (c, e) ∈ T . If d does not occur non-trivially in the view output
in Ic,d, the views must return the same result on Ic,e and Ic,d. Now I1 is a subinstance of Ic,d on the R source, and a
subinstance of Ic,e on the S source. Thus by monotonicity of the views, the output of each view on I1 is contained in
the corresponding output on I0. On the other hand, since I0 is a subinstance of I1, the view outputs must be identical
on I1 and I0. But since Q holds on I0 and not on I1, this contradicts usefulness of the views.
Now consider an instance of the form Ic,c for an element c. The secret query p holds, and Q holds. So by UN non-
disclosure there must be an instance I ′ with the same view image as Ic,c where p fails and Q holds. Since Q holds,
I ′ must contain Ie,f for some e 6= f . By the assertions above, there must be a view where e appears non-trivially
in its output and also a view where f appears non-trivially. Clearly, for each view output on Ic,c, only c can appear
non-trivially. Since one of e, f must be distinct from c, this is a contradiction of the fact that Ic,c and I
′ must agree on
the views.
The power of replication: proof of Proposition 7
Recall the statement:
If BCQ Q contains a relation of non-zero arity replicated across all sources then there is a d-view that is useful for
Q and UN non-disclosing for BCQ p if and only if there is no homomorphism of p to Q. Further the same d-view
works for all such p for a givenQ.
Note that the condition on p and Q can be restated as saying that Q does not logically entail p.
For notational simplicity, we keep the replication constraints implicit, assuming that the replicated predicates are
named T in each source andQ refers to this “global” T .
One direction of the theorem is clear: if there is a homomorphism of p to Q and V are useful for Q, then V can not
be UN non-disclosing for p, since on any instance whereQ holds, the views will disclose p.
For the other direction, we show, as in the case without constraints, that there is a single d-view that works for any
p such that there is no homomorphism from p to Q. We provide views that are not isomorphism-invariant, assuming
that the active domain of instances is Pair(N ) defined below.
Pair(N ) is the set that containsN and is closed under pairing: when x and y are allowed, then so is (x, y), the or-
dered pair consisting of x and y. Note that all elements inPair(N ) have a finite pairheight, where pairheight is defined
as follows: pairheight(x) = 0 for x an integer ofN , and pairheight((x, y)) = max(pairheight(x), pairheight(y))+1.
Given two instances I1 and I2 for the same schema, the synchronous product of I1 and I2 is the instance defined
as follows:
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• elements of the instance are pairs (x, y) with x ∈ I1, y ∈ I2.
• for each relationR, we haveR((x1, y1) . . . (xn, yn)) holds exactly whenR(x1, . . . xn) holds in I1 andR(y1, . . . yn)
holds in I2
Note that the projection on the first component is a homomorphism of the product to instance I1 and projection on
the second component is a homomorphism to I2.
By a position we mean a relation S and a number between 1 and the arity of S. That is, a position describes an
argument of a relation. We assume that each variable of Q is associated with a unique integer index.
We consider the transformation Str on a d-instance that maps each local instance to its product with canondb(Q).
Note that Str(D) is over the same schema as D and that Str(D) validates the replication constraint. Furthermore we
suppose that the domain of canondb(Q) is included in N which ensures that the minimal pairheight of elements in
the relation T of Str(D) will be the minimal pairheight of elements in the relation T of D plus one.
Definition 11. We define≡s on s-instances as the reflexive transitive closure ofR whereR is defined as I R I ′ when
I = Str(I ′) for I, I ′ two s-instances.
Definition 12. We define ≡G on d-instances as the reflexive transitive closure of R where R is defined as D R D′
when D′ = Str(D) for D,D′ two d-instances.
Definition 13. The ECR ≡ is defined as D ≡ D′ ⇔
∧
s∈Srcs Ds ≡s D
′
S .
Proposition 17. For two d-instancesD and D′, when D  Q then D ≡ D′ if and only if D ≡G D′.
Proof. Clearly D ≡G D′ implies D ≡ D′. Now let us suppose that D ≡ D′ with D  Q and let us show that
D ≡G D′.
Since D ≡ D′, we have, for each source s, there exists is such that Ds = Str
is(D′s) or D
′
s = Str
is(Ds), where the
notation Stri means iterating Str i times. On a d-instanceD where the replicated relation T is not empty, the minimal
pairheight of elements appearing in position T [1] needs to be equal for all sources s. Therefore we cannot have distinct
sources s and s′ where is 6= is′ . And we cannot have s and s′ such that Ds = Str
is(D′s) and Ds′ = Str
is′ (Ds′) with
is, is′ > 0. Therefore, when the replicated predicate is not empty, D ≡ D′ implies D ≡G D′.
When D  Q we have that the replicated predicate T is not empty (since it appears in Q) which proves that
D ≡G D′.
We now show that ≡ is the view that we want.
Proposition 18. The view corresponding to ECR ≡ is useful for Q.
Proof. Let D and D′ be two d-instances and let us supposeD ≡ D′ and D  Q.
By Proposition 17, we have that D ≡G D′. Recall that there is a homomorphism from Str(D) to D. Thus it is clear
that if Str(D) |= Q it must be that D |= Q. On the other hand if we have any match h of Q in D, we can extend it to a
match of Q in the product by taking any variable x of Q to (h(x), cx) where cx is the constant corresponding to x in
canondb(Q). From D ≡G D′ either D or D′ can be obtained from the other by applying Str, and so D |= Q implies
D′ |= Q.
Proposition 19. The view corresponding to ECR ≡ is UN non-disclosing for p.
Proof. Given an instance D, we know that Str(D) has a homomorphism into canondb(Q). Therefore there is no
homomorphism from p into Str(D) because if there were, we would have a homomorphism from p into canondb(Q),
a contradiction of the assumption that Q did not entail p.
Putting together the results above we complete the proof of Proposition 7.
Proof of Proposition 8
Recall the statement:
There is a d-schema with a replication constraint, along with Boolean CQsQ and p such that there is a d-view which
is useful forQ and UN non-disclosing for p, but there is no d-view whose view definitions return only facts containing
values in the active domain and which commute with isomorphisms.
For a query QV that always returns tuples containing only values in the active domain of the input, we will use the
following restricted version of the isomorphism-invariance property:
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If I and I ′ are source instances for QV with I ′ formed from I via an isomorphism that is the identity on
adom(V (I)), then I and h(I) agree on QV .
For example, any query in relational algebra has this property.
Consider the following Boolean CQs (existentially quantifiers omitted):
Q = P (x) ∧ P (y) ∧ S(y) ∧ S(z) ∧ T (z) ∧ T (x) ∧R(w)
p = S(x) ∧ T (x) ∧ P (x)
It is easy to see that Q does not entail p. Because there is a replicated relation mentioned in the query, Proposition
7 implies that we can get a d-view that is useful for Q and UN non-disclosing for p.
Now, by way of contradiction, fix a d-view V that is useful for Q, returns only facts whose values lie in the active
domain, and satisfies the isomorphism-invariance property.
Proposition 20. Suppose d-view V is useful for Q. Given two instances I1 and I2 for the source whose unreplicated
relation is G, if I1 and I2 agree on the replicated relation and agree on each view in V for this source, then they must
agree on G.
Proof. Let c ∈ G(I1) and formD1 by choosing a context for the other unshared relations with each relation containing
only c. Let D2 be formed similarly from I2. Then D1 and D2 agree on all views in V . There is a match ofQ on D1 so
the same must be true of D2, since V is useful for Q. Clearly the witness can only be c, thus c ∈ G(I2).
By way of contradiction, we fix a d-view V that is useful forQ and UN non-disclosing for p, where each view in V
returns facts containing only elements of the active domain and satisfies the isomorphism-invariance property.
Let D0 be the critical instance, recalling that this has only a single element ∗ with every relation holding of it. We
show that D0 contradicts that V is UN non-disclosing for p. Note that adom(V0) ⊆ {∗} since we assume views return
facts containing only elements in the active domain of the input instance.
Proposition 21. Let D agree with D0 on V . For any unreplicated relation G, we have D |= ∀x.((G(x) ∧ x 6= ∗) →
R(x)).
Proof. Let I be the restriction of D to the G source, and suppose G(v) holds in I for v 6= ∗. Let c be a fresh value
and I ′ be the result of applying an isomorphism swapping v and c. Since v 6= ∗ the isomorphism-invariance property
implies that I and I ′ agree on the views. Since I ′ and I disagree on G, Proposition 20 implies they cannot agree on
the replicated relation. Note that c was fresh (hence in particular was not in the interpretation of R within I), and no
other change occurred in R outside of the swap of v and c, the only way that I and I ′ can disagree on R is because
R(v) held in I.
By usefulness of V and the fact that D0 has a match ofQ, we know thatD has a match ofQ with x0, y0, z0, w0. We
first consider the case where two of x0, y0, z0 are the same. In this case p has a match.
Now suppose the match has all of x0, y0, z0 distinct. At most one of them can be ∗, so assume y0 and z0 are not ∗.
Proposition 21 implies that they are both in R. Since y0 and z0 are not in adom(V0), when we consider the result of
swapping y0 and z0, it does not impact the views, by the isomorphism-invariance property. Since this swap also does
not changeR, we can apply Proposition 20 to conclude that all local sources agree on y0 and z0. In particular we have
P (y0) ∧ S(z0), thus we have P (z0) ∧ S(y0). But then either y0 or z0 gives a match of p.
subsection*Proof of Theorem 6
Recall the statement:
There is a schema with a replication constraint and a utility query Q such that there is no CQ-based d-view V that
is minimal for UN non-disclosure within the class of CQ views. In particular, there is no CQ minimally informative
useful d-view within the class of CQ views.
Recall also the example schema and query that we introduced in the body of the paper. Our schema has two sources,
P and S all containing an eponymous relation (respectively P and S), both sources contain a shared relation T . All
relations are binary.
The utility query is Q = ∃w, x, y, z.T (x, y) ∧ S(y, z) ∧ T (z, w) ∧ P (w, x) or graphically:
Finally recall the three secret queries introduced in the body.
p1 = ∃x.S(x, x)
p2 = ∃x, y.T (x, y) ∧ S(y, x)
p3 = ∃x, y, z.T (x, y) ∧ S(y, z) ∧ T (z, x)
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We noted in the body of the paper that for each i = 1 . . . 3 there is a d-view that is useful for Q and UN non-
disclosing for pi:
• QS(x,w) = ∃y, z.T (x, y) ∧ S(y, z) ∧ T (z, w) andQP(w, x) = P (w, x) for p1,
• QS(y, w) = ∃z.S(y, z) ∧ T (z, w) and QP(x, z) = ∃y.P (x, y) ∧ T (y, z) for p2, or
• QS(y, w) = ∃z.T (y, z) ∧ S(z, w) and QP(x, z) = ∃y.T (x, y) ∧ P (y, z) for p2,
• QS(x, y) = S(x, y) and QP(x,w) = ∃y, z.T (x, y) ∧ P (y, z) ∧ T (z, w) for p3.
Now consider a d-view V , useful for Q, homomorphism-invariant, and adom-based. We will show that V is neces-
sarily UN disclosing for one of the secrets among p1 . . . p3. We claimed in Lemma 9:
Any d-view that is useful forQ, homomorphism-invariant, and adom-based must necessarily UN disclosing for one
of the secrets among p1 . . . p3.
The remainder of this subsection is devoted to the proof of this lemma, which completes the theorem.
Let us consider the following d-instanceD = CanonDB(Q) shown below.
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Figure 3: InstanceD
Claim 4. adom(V [S](D)) includes either a or d.
Proof. Let us consider the instance I1 (depicted below) and let us show that
1. adom(V [S](I1)) includes a or d if and only if adom(V [S](D)) also does and
2. adom(V [S](I1)) includes either a or d.
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Figure 4: Instance I1
For the first item since D ⊆ I1 we know that adom(V [S](D)) ⊆ adom(V [S](I1)). Consider the homomorphism
µ sending: f to d, e to a, h to c, and g to b. The elements d and a are mapped to themselves. g), to d (resp. a, c and
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b). Since µ(I1) = D we know from homomorphism-invariance that µ(V [S](I1)) ⊆ V [S](D). If adom(µ(V [S](I1)))
contains a or d we will have that adom(µ(V [S](D))) contains a or d. Note that this also proves that we cannot have e
or f in adom(µ(V [S](I1))) if we do not also have a or d in adom(µ(V [S](I1))).
To prove that adom(V [S](I1)) includes a or d, let us consider the instance I2 (depicted below) which is the instance
I1 where the S source has been replaced by its image through the isomorphism ν that exchanges e and a and f and d.
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Figure 5: Instance I2
If we suppose that {a, d} ∩ adom(V [S](I1)) = ∅ then we also have {f, e} ∩ adom(V [S](I1)) = ∅. When
{a, d, e, f} ∩ adom(V [S](I1)) = ∅ we have that V [S](I1) = ν(V [S](I1)). Now, since ν is an isomorphism be-
tween I1[S] and I2[S] we have V [S](I1) = ν(V [S](I1)) = V [S](ν(I1)) = V [S](I2) and as the P sources are
identical we conclude that V(I1) = V(I2) which would mean that V is not useful (QU  I1 but QU 6 I2).
Claim 5. adom(V [S](D)) contains either b or c.
Proof. Same proof as above (by symmetry).
Claim 6. We have that V is UN-disclosing:
1. For p1 when {a, b} ⊆ adom(V [S](D)).
2. For p2 when {d, b} ⊆ adom(V [S](D)).
3. For p2 when {a, c} ⊆ adom(V [S](D)).
4. For p3 when {d, c} ⊆ adom(V [S](D)).
Proof. The four cases are symmetric so we will focus on the second one.
Let us consider the critical d-instance, I = {T (u, u), S(u, u), P (u, u)}, and let us take a d-instance E such that
V(E) = V(I). Because V is useful we know that there exists x, y, z, w such that T (x, y)∧S(y, z)∧T (z, w)∧P (w, x)
holds in E (the x, y, z and w being not necessarily different).
Now we can consider the homomorphism ξ that maps d to x, a to y, b to z and c to w. ξ maps D to a subset of E
and this proves that ξ(V [S](D)) ⊆ V [S](E) = V [S](I). But adom(V [S](I)) = {u} and we know that ξ(d) = x and
ξ(b) = z belongs to adom(V [S](I)) which means that x = u = z and thus E |= p2. Since E was an arbitrary instance
agreeing with the views we have shown that V is UN-disclosing.
By combining claims 4, 5, and 6, we get the proof of Lemma 9.
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