Abstract. Motivated by the generation of polynomial loop invariants of computer programs, we study P -solvable recurrences. While these recurrences may contain non-linear terms, we show that the solutions of any such relation can be obtained by solving a system of linear recurrences. We also study invariant ideals of P -solvable recurrences (or equivalently of while loops with no branches). We establish sharp degree and dimension estimates of those invariant ideals.
Introduction
In many applications, such as program verification, non-linear recurrence relations, like the following one, may arise.
x(n + 1) = x(n) + 1 y(n + 1) = y(n) + x(n) 2 + 1 , with x(0) = 1 y(0) = 1.
In these recurrences, some variables may appear non-linearly, but not in a completely arbitrary way. A fundamental case is that of the so-called P -solvable recurrences. This paper focuses on P -solvable recurrences with rational coefficients, that we define formally below.
Definition 1 (P -solvable recurrence) Let n 1 , . . . , n k be positive integers and define s := n 1 + · · · + n k . Let M be a square matrix over Q and with order s. We assume that M is block-diagonal with the following shape:
Consider an s-variable recurrence relation R in the variables x 1 , x 2 , . . . , x s and with the following form:
x 1 (n + 1) x 2 (n + 1) . . .
where f 1 is a vector of length n 1 with coordinates in Q and where f i is a tuple of length n i with coordinates in the polynomial ring Q[x 1 , . . . , x n1+···+ni−1 ], for i = 2, . . . , k. Then, the recurrence relation R is called P -solvable over Q and the matrix M is called the coefficient matrix of R.
Example 6 in Section 4 illustrates the above definition with a 2-block matrix and non-linear terms, while Example 1 below is a simpler case with a 1-block matrix. Our study of P -solvable recurrences originates in a previous work [8] dedicated to the computation of loop invariants of while-loops of the following shape:
while cond do X := A(X); end do where the recurrence X(n + 1) = A (X(n)) induced by the assignments in the loop body is a P -solvable recurrence. We call P -solvable such while-loops. At each iteration, the variables hold a, b are two consecutive elements in the Fibonacci sequence. To be more precise, let us associate a counter variable n to the variables a, b. Let us initialize n to 0 before entering the loop and let us increase n by 1 after each loop iteration. Then we have a(n + 1) := b(n) b(n + 1) := a(n) + b(n)
, with a(0) := 0 b(0) := 1 .
which is clearly a P -solvable recurrence.
There are several variants of the notion of a P -solvable recurrence, see the concept of solvable mapping in [13] or that of solvable loop in [7] .
For a recurrence X(n + 1) = A (X(n)), or equivalently for a P -solvable while loop, an invariant is a condition on the recurrence variables which holds for all values of n. In this paper, we are mainly interested by invariants which are polynomial equations, as defined formally below.
Definition 2 Given an s-variable P -solvable recurrence R with recurrence variables x 1 , x 2 , . . . , x s , a polynomial p in Q[x 1 , x 2 , . . . , x s ] is called a polynomial invariant of R if for all n, we have p(x 1 (n), x 2 (n), . . . , x s (n)) = 0. All polynomial invariants of R form an ideal of the polynomial ring Q[x 1 , x 2 , . . . , x s ]; this ideal is called the (polynomial) invariant ideal of R.
It is known that, for instance in [13] , that P -solvable recurrences have polygeometrical expressions (which are defined formally in Definition 3) as closed form solutions. However, solving P -solvable recurrences, even linear ones, is a computationally hard problem, since many algebraic numbers could be involved.
Returning to the question of computing polynomial invariants of P -solvable recurrences, there are approaches based on solving those recurrences explicitly. See the work of Kauers and Zimmermann in [6] and that of Kovács in [7] . In contrast, our goal in [8] as that of Kapur and Rodriguez-Carbonell in [2] , is to compute polynomial invariants of P -solvable recurrences without explicitly solving those recurrences. In [8] , we proposed a method, based on interpolating polynomials at finitely many points on the trajectory (i.e. point sequence) of the recurrence under study. This interpolation process yields "candidate invariants" which are then checked by a criterion performing a polynomial ideal membership test.
The objective of the present paper is to provide degree and dimension estimates for invariant ideals. These results are clearly needed by the interpolation method of [8] and can benefit any methods for computing polynomial invariants that require a degree bound as input, such as the method Kapur and RodriguezCarbonell in [12] .
Our paper proposes the following original results. We show that P -solvable recurrences and linear recurrences are equivalent in the sense that every Psolvable recurrence can be obtained by solving a system of linear recurrences (Theorem 1). We also supply a sharp degree bound (Theorem 2) for invariant ideals as well as a dimension analysis (Theorem 4) of those ideals. In addition, Corollary 2 states a sufficient condition for a given invariant ideal to be trivial.
The paper is organized as follows. In Section 2, we review some results on symbolic summation; those results are related to the properties of closed form solutions of P -solvable recurrences. We also include a brief review on the notion of a degree of a polynomial ideal. In Section 3, we show how solving P -solvable recurrence reduces to solving linear recurrences; thus we refer to that process as "linearizing" a P -solvable recurrence. Finally, in Section 4, we exhibit degree and dimension estimates for invariant ideals of P -solvable recurrences. We conclude this introduction with an example illustrating the notion of an invariant ideal together with our results on dimension and degree of invariant ideals.
Example 2 Consider the following P -solvable recurrence relation with x, y as recurrence variables:
x(n + 1) = y(n), y(n + 1) = x(n) + y(n), with x(0) = 0, y(0) = 1.
Closed form formulas for x(n) and y(n) are easily obtained:
Let a, u, v be 3 variables. Replace (
) n ) by u (resp. by v) and replace √ 5 by a. Taking into account the dependencies u 2 v 2 = 1, a 2 = 5, one can check that the invariant ideal is given by:
which turns out to be 1 − y 4 + 2xy 3 + x 2 y 2 − 2x 3 y − x 4 . Observe that this ideal has dimension 1 and degree 4. Now, we use Theorem 3 to estimate the degree of this invariant ideal. Denote
2 , the eigenvalues of the coefficient matrix of the input Psolvable recurrence. One can easily check that the set A is weakly multiplicatively independent, see Definition 6 for this notion. Note that the multiplicative relation ideal, See Definition 5, of A associated with the variables u, v is generated by u 2 v 2 − 1 and thus has degree 4 and dimension 1 in Q [u, v] . Therefore, by Theorem 3, the degree of the invariant ideal of (2) is bounded by 4. This implies that the degree bound given by Theorem 3 is sharp. Meanwhile, Theorem 4 estimates the dimension as 1, which is also sharp.
Preliminaries
Let Q be the algebraic closure of Q. Let Q * (resp. Q * ) denote the non zero elements in Q (resp. Q) .
Poly-geometric summation
In this subsection, we recall several well-known notions together with related results around the topic of P -solvable recurrences. Those notions and results are adapted to our needs and could be stated in a more general context. For instance, the notion of multiplicative relation can be defined among elements of an arbitrary Abelian group, whereas we define it for a multiplicative group of algebraic numbers.
Definition 3 Let α 1 , . . . , α k be k elements of Q * \ {1}. Let n be a variable taking non-negative integer values. We regard n, α n 1 , . . . , α n k as independent variables and we call α
Let f, g be two poly-geometrical expressions n over Q w.r.t. α 1 , . . . , α k . Given a non-negative integer number i, we denote by f | n=i the evaluation of f at i, which is obtained by substituting all occurrences of n by i in f . We say that f and g are equal whenever f | n=i = g| n=i holds for all non-negative integer i.
We say that f (n) is in canonical form if there exist (i) finitely many numbers c 1 , . . . , c m ∈ Q * , and
such that each β 1 , . . . , β m is a product of some of the α 1 , . . . , α k and such that the poly-geometrical expressions f (n) and m i=1 c i β n i n ei + c 0 (n) are equal. When this holds, the polynomial c 0 (n) is called the exponential-free part of f (n).
Remark 1 Note that sometime when referring to poly-geometrical expressions, for simplicity, we allow n-exponential terms with base 0 or 1, that is, terms with 0 n or 1 n as factors. Such terms will always be evaluated to 0 or 1 respectively.
Proving the following result is routine.
Lemma 1 With the notations of Definition 3, let f a poly-geometrical expression in n over Q w.r.t. α 1 , . . . , α k . There exists a unique poly-geometrical expression c in n over Q w.r.t. α 1 , . . . , α k such that c is in canonical form and such that f and c are equal. We call c the canonical form of f .
Notation 1 Let x be an arithmetic expression and let k ∈ N. Following [3] , we call k-th falling factorial of x and denote by x k the product
For i = 1, . . . , k, we denote by k i the number of ways to partition k into i nonzero summands, that is, the Stirling number of the second kind also denoted by S(n, k). We define
Example 4 Consider a fixed non-negative integer k. The sum n−1 i=1 i k has n−1 terms while its closed form [3] 
has a fixed number of terms and thus is poly-geometrical in n over Q.
The following result is well-known and one can find a proof in [3] . Lemma 2 Let x be an arithmetic expression and let k ∈ N. Then we have
Notation 2 Let r ∈ Q and let k ∈ N. We denote by H(r, k, n) the following symbolic summation
Let's denote by H(r, 0, n) the symbolic summation n−1 i=0 r i . One can easily check that H(r, 0, n) = r n −1 r−1 holds for r = 1. Moreover, we have the following result.
Lemma 3 Assume r = 0. Then, we have
In addition, we have
k+1 , which is a polynomial in n over Q of degree k + 1.
(ii) if r = 1, then H(r, k, n) has a closed form like r n f (n) + c, where f (n) is a polynomial in n over Q of degree k and c is a constant in Q.
Proof: We can verify Relation (1) by expanding H(r, k, n) and H(r, k − 1, n − 1). Now let us show the rest of the conclusion. First, assume r = 1. With Relation (1), we have
Therefore, we deduce
One can easily check that
k+1 is a polynomial in n over Q and the degree of n is k + 1.
From now on assume r = 1. We proceed by induction on k. When k = 0, we have H(r, 0, n) = r n −1 r−1 . We rewrite
which is such a closed form. Assume there exists a closed form r (1) and solve H(r, k, n), we have
We rewrite the right hand side of the above equation as
from which one can easily check it satisfies the requirements of (ii) in the conclusion. This completes the proof.
Lemma 4 Let k ∈ N and let λ be a non zero algebraic number over Q. Consider the symbolic summation
1. if λ = 1, then there exists a closed form s(n) for S, where s is a polynomial in n over Q of degree k + 1. 2. if λ = 1, then there exists a closed form λ n s(n) + c for S, where s is a polynomial in n over Q of degree k and c ∈ Q is a constant.
Proof: By Lemma 2, we deduce
Then, the conclusions on each case follow from the cooresponding results in Lemma 3.
The following definition of is a specialization of the general definition of multiplicative relation to non-zero algebraic numbers.
Definition 4 (Multiplicative relation)
Let k be a positive integer. Let A := (α 1 , . . . , α k ) be a sequence of k non-zero algebraic numbers over Q and e := (e 1 , . . . , e k ) be a sequence of k integers. We say that e is a multiplicative relation on A if k i=1 α ei i = 1 holds. Such a multiplicative relation is said non-trivial if there exists i ∈ {1, . . . , n} such that e i = 0 holds. If there exists a non-trivial multiplicative relation on A, then we say that A is multiplicatively dependent; otherwise, we say that A is multiplicatively independent.
All multiplicative relations of A form a lattice, called the multiplicative relation lattice on A, which can effectively be computed, for instance with the algorithm proposed by G. Ge in his PhD thesis [4] .
For simplicity, we need the following generalized notion of multiplicative relation ideal, which is defined for a sequence of algebraic numbers that may contain 0 and repeat elements.
Definition 5 Let A := (α 1 , . . . , α k ) be a sequence of k algebraic numbers over Q. Assume w.l.o.g. that there exists an index ℓ, with 1 ≤ ℓ ≤ k, such that α 1 , . . . , α ℓ are non-zero and α ℓ+1 , . . . , α k are all zero. We associate each α i with a variable y i , where y 1 , . . . , y k are pairwise distinct. We call the multiplicative relation ideal of A associated with variables y 1 , . . . , y k , the binomial ideal of
and {y ℓ+1 , . . . , y k }, denoted by MRI(A; y 1 , . . . , y k ), where Z is the multiplicative relation lattice on (α 1 , . . . , α ℓ ). When no confusion is possible, we shall not specify the associated variables y 1 , . . . , y k .
Lemma 5 Let α 1 , . . . , α k be k multiplicatively independent elements of Q and let n be a non-negative integer variable. Let f (n) be a poly-geometrical expression in n w.r.t.
The following definition will be convenient in later statements.
Definition 6 (Weakly multiplicative independence) Let A := (α 1 , . . . , α k ) be a sequence of k non-zero algebraic numbers over Q and let β ∈ Q. We say that β is weakly multiplicatively independent w.r.t. A, if there exist no non-negative integers e 1 , e 2 , . . . , e k such that β = k i=1 α ei 1 holds. Furthermore, we say that A is weakly multiplicatively independent if (i) α 1 = 1 holds, and (ii) α i is weakly multiplicatively independent w.r.t.
Lemma 7 is a structural result for the closed form solutions of single-variable linear recurrences involving poly-geometrical expressions. For the proof, we need Lemma 6, which is easy to check, see for instance [11] .
Lemma 6 Let n a variable holding non-negative integer values. Let a and b be two sequences in Q indexed by n. Consider the following recurrence equation of variable x:
Then we have
poly-geometrical expression in n over Q w.r.t. α 1 , . . . , α k . Consider the following single-variable recurrence relation R:
Then, there exists a poly-geometrical expression s(n) in n over Q w.r.t. α 1 , . . . , α k such that we have
and such that
-if λ = 1 holds, then there exists a constant c depending on x(0) (that is, the initial value of x) such that c λ n + s(n) solves R.
Moreover, in both cases, if the exponential-free part of the canonical form of (
Proof: By Lemma 6, we have
Denote by terms(h) all the terms of the canonical form of h(n). Assume each t ∈ terms(h) is of form c t n qt β n t , where c t is a constant in Q, q t is a non-negative integer and β t is a product of finitely many elements (with possible repetitions) from {α 1 , . . . , α k }.
Therefore, we have
According to Lemma 4, for each t ∈ terms(h), we can find a poly-geometrical expression
, and a t is a constant in Q; note in the later case, c t n qt ( βt λ ) n is a summand of the constant term of the canonical form of (
n h(n) is 0 when viewed as a polynomial of the n-exponential variables. Therefore, using s t , for t ∈ terms(h), we can simplify the right hand side of Equation (2) to
Assume that, for each t ∈ terms(h), we have
It is easy to deduce deg(s(n), α
). Finally, one can easily verify that c and s(n) satisfy the requirements of the conclusion.
Remark 2 In Lemma 7, if λ is weakly multiplicatively independent w.r.t. α 1 , . . . , α k , then we know that the exponential-free part of the canonical form of (
n h(n) is 0, without computing the canonical form explicitly.
Degree of a polynomial ideal
In this subsection, we review some notions and results on the degree of a polynomial ideal. Up to our knowledge, Proposition 1 is a new result which provides a degree estimate for an ideal of a special shape and which can be applied to estimate the degree of invariant ideals of P -solvable recurrences. Throughout this section, K is an algebraically closed field. Let F be a set of polynomials of K[x 1 , x 2 , . . . , x s ]. We denote by V K s (F ) (or simply by V (F ) when no confusion is possible) the zero set of the ideal generated by
The degree of a non-equidimensional variety is defined to be the sum of the degrees of its equidimensional components. The degree of an ideal I ⊆ K[x 1 , x 2 , . . . , x s ] is defined to be the degree of the variety of I in K s .
We first recall a few well-known results. Note that, for a zero-dimensional algebraic variety, the degree is just the number of points in that variety.
Lemma 8 Let V ⊂ K
s be an r-dimensional equidimensional algebraic variety of degree δ. Let L be an (n − r)-dimensional linear subspace. Then, the intersection of L and V is either of positive dimension or consists of no more than δ points.
. . , x s ] be a radical ideal of degree δ. Then there exist finitely many polynomials in Q[x 1 , x 2 , . . . , x s ] generating I and such that each of this polynomial has total degree less than or equal to δ.
The following Lemma is a generalized form of Bézout's Theorem. Proof: We assume first that M is equidimensional. Let L := l 1 , l 2 , . . . , l r be r linear forms in X, Y such that the intersection of the corresponding r hyperplanes and V (J) consists of finitely many points, i.e. H L := J + L is zero dimensional. By virtue of Lemma 8, the degree of J equals the maximum degree of H L among all possible choices of linear forms l 1 , l 2 , . . . , l r satisfying the above conditions.
Let
It is easy to show that the canonical projection map Π Y onto the space of Y coordinates is a one-one-map between
and thanks to Lemma 11, we have deg(
holds, by Lemma 8. Assume now that V C t (M ) is not necessarily equidimensional. Let V 1 , V 2 , . . . , V k be an irredundant equidimensional decomposition of V C t (M ), with corresponding radical ideals P 1 , P 2 , . . . , P k . Then, applying the result proved in the first part of the proof to each I + P i (i = 1 · · · k), we deduce
where r i is the dimension of P i in Q[Y ]. This completes the proof. 
Linearization of P -solvable recurrences
In this section, we show that every P -solvable recurrence can be "linearized", that is, given an s-variable P -solvable recurrence R, there exists an affine recurrence L, such that the first s components of the solution to L solves R. In other words, although there are non-linear terms are allowed in P -solvable recurrences, these recurrences are essentially linear ones.
We will first show that, every poly-geometrical expression is a component of the solution of some affine recurrence.
Lemma 12 Given a positive integer k, there exists a k-variable affine recurrence A with rational coefficients such that (n, n 2 , . . . , n k−1 , n k ) is the solution to A.
Proof:
We proceed by induction on k. The case k = 1 is easy: n solves the recurrence x(n) = x(n − 1) + 1. Now assume that there exists a (k − 1)-variable affine recurrence B of variables x 1 , x 2 , . . . , x k−1 with rational coefficients, whose solution is (n, n 2 , . . . , n k−1 ). Let x k (n) = n k and consider x k (n) − x k (n − 1), which is a polynomial in n of degree k − 1. Therefore, x k (n) − x k (n − 1) can be written as a linear form with basis 1, n − 1, (n − 1) 2 , . . . , (n − 1) k−1 (say by Taylor expansion) with coefficients c 0 , c 1 , . . . , c k−1 . We deduce that:
Let A be the affine recurrence of recurrence variables x 1 , x 2 , . . . , x k defined by the recurrence equations from B and Equation (5) . Clearly (n, n 2 , . . . , n k ) is the solution to the k-variable affine recurrence A, which coefficients are all rational.
Similarly, for hyper-geometrical terms in n, we have the following result.
Lemma 13 Given a non-negative integer k and an algebraic number λ (λ = 1), there exists an (k+1)-variable affine recurrence A such that (λ n , n λ n , . . . , n k λ n ) is the solution of A.
We proceed by induction on k as well. The case of k = 0 is trivial: the recurrence x(n) = λ x(n − 1) has the properties specified in the conclusion. Now assume there exists a k-variable affine recurrence B with recurrence variables x 0 , x 1 , . . . , x k−1 , whose solution is (λ n , n λ n , n 2 , . . . , n k−1 λ n ). Consider x k (n) = n k λ n , which can be rewritten as (n k λ) λ n−1 . Now consider n k λ, which can be rewritten as a linear combination c 0 + c 1 (n − 1) + · · · + c k (n − 1) k where c 0 , c 1 , . . . , c k are constants. Therefore, we have:
Let A be the affine recurrence with recurrence variables x 0 , x 1 , . . . , x k defined by the recurrence equations from B and Equation (6) . Clearly (λ n , n λ n , . . . , n k λ n ) is the solution to the (k + 1)-variable affine recurrence A.
Next, as a consequence, we shall show every poly-geometrical expression is a component of the solution of some affine recurrence.
Proposition 2 Given a poly-geometrical expression h in n, there exists an affine recurrence A such that h equals the first component of the solution to A.
Proof: Assume w.l.o.g. that h is in canonical form and has m terms, say h = m i=1 c i t i (n). We know that each term t i (n) of h is either of the form n k or the form n k λ n . According to Lemma 12 and Lemma 13, we can substitute each term t i (n) by a recurrence variable x i from some affine recurrence, say A i . We can assume w.l.o.g the variables in those recurrences are all pairwise different.
Then, we can form a new affine recurrence A by putting together x 0 (n) = m t=0 c i x i (n) and the equations in A j , for j = 1 · · · m, yielding a system where h will be the first component of the solution to A.
Since the solutions to P -solvable recurrences consist of poly-geometrical expressions, Proposition 2 implies that there exists a 'linearization" procedure for P -solvable recurrences. Next, we show that we can "linearize" P -solvable recurrences without knowing their solutions. More precisely, Theorem 1 states that if one has a P -solvable recurrence R with rational coefficients, we can always find an affine recurrence A with rational coefficients such that each component of a solution of R is a component of a solution of A. One of the key point is that construction is made in Lemma 14.
Lemma 14 Given any two recurrence variables x 1 and x 2 from an affine recurrence A with rational coefficients, there exists an affine recurrence A * with rational coefficients such that x 1 (n) x 2 (n) is a component of the solution to A * .
Proof: Let x 1 , x 2 , . . . , x s be all the recurrence variables in A. For each pair (i, j), with 1 ≤ i ≤ j ≤ s, we define a new recurrence variable y i,j = x i x j . It is easy to check that y i,j (n) can be represented as a linear combination of y k,ℓ (n−1) with rational coefficients, for 1 ≤ k, ℓ ≤ s. Indeed, each x i (n), i = 1 · · · s, is a linear combination of x j (n − 1), for j = 1 · · · s.
Theorem 1 Given a P -solvable recurrence R with rational coefficients, we can find an affine recurrence A * with rational coefficients, without solving the recurrence R, such that each component of the solution of R is a component of the solution of A * .
Proof: Assume R has k blocks. If k = 1, then R is an affine recurrence and nothing needs to be done for this case.
From now on, we assume k > 1. As we shall see, however, treating the case of two blocks is sufficient to raise the key argument in the construction. Thus, for clarity, we assume that the coefficient matrix M of R is 2-block diagonal.
Let x i1 (n − 1)x i2 (n − 1) · · · x ij (n − 1) be a non-linear term occuring in the second block. Note that x i1 , x i2 , . . . , x ij are actually variables of the affine recurrence induced by the first block. According in Lemma 14, there exists an affine recurrence A with rational coefficients, such that x i1 x i2 is solution to some variable y of A. Substitute in R each occurrence of x i1 (n − 1)x i2 (n − 1) by y(n − 1) we obtain recurrence equations A y . Let A 1 be the recurrence defined by the equations in A y and R. Note that (1) A 1 is a P -solvable recurrence with rational coefficients and allows a 2 block coefficient matrix; (2) If A 1 still has non-linear terms, we apply again the above trick to A 1 , yielding a recurrence A 2 . It is easy to check, that this "linearization" process will be completed in a finite number of steps. Finally, we obtain an affine recurrence A * with rational coefficients, such that each component of the solution of R is a component of the solution of A * .
Actually, the proof of Theorem 1 implies an algorithm for "linearizing" any Psolvable recurrence. However, the resulting affine recurrence by this an algorithm will have exponentially many (roughly
variables, which is hardly of practical use. An interesting problem would be to find an "optimal linearization", with a minimum number of recurrence variables.
It is known that the solutions to P -solvable recurrences are poly-geometrical expressions in n w.r.t. the eigenvalues of the matrix M , see for example [13] . However, we need to estimate the "shape", e.g. the degree of those poly-geometrical expression solutions, with the final goal of estimating the "shape" (e.g. degree, height, dimension) the invariant ideal. In this paper, we focus on degree and dimension estimates.
We first generalize the result of Lemma 7 to the multi-variable case.
Proposition 3 Let α 1 , . . . , α m ∈ Q * \ {1}. Let λ ∈ Q and M ∈ Q s×s be a matrix in the following Jordan form
Consider an s-variable recurrence R defined as follows: Then we have:
2. if λ = 1, then there exist s poly-geometric expressions (g 1 , g 2 , . . . , g s ) in α 1 , . . . , α m such that for each i ∈ 1 · · · s, g i is a poly-geometrical expression in n w.r.t. α 1 , . . . , α m with total degree less or equal than d + i. 3. if λ ∈ {0, 1}, then there exists a solution of R, say (y 1 , y 2 , . . . , y s ), such that for each i = 1, . . . , s we have
for each i ∈ 1 · · · s: (a) c i is a constant depending only on the initial value of the recurrence; and (b) g i is like in the case of λ = 1. Moreover, assume further more that the following conditions hold: (i) λ is weakly multiplicatively independent w.r.t. α 1 , . . . , α m ; (ii) deg(f j , n) = 0 holds for all j ∈ {1, 2, . . . , s}. Then, for all i = 1, . . . , s, we can further choose g i such that deg(g i , n) = 0 holds and the total degree of g i is less or equal than max(d, 1).
Proof: We observe that the recurrence variables of R can be solved one after the other, from x 1 to x s . When λ = 0, the conclusion is easy to verify. The case λ = 0 is easy to prove by induction on s with Lemma 7.
Proposition 4 Let λ 1 , . . . , λ s , α 1 , . . . , α m ∈ Q * \{1}. Let M ∈ Q s×s be a matrix in the following Jordan form
where for i = 2, . . . , s, ǫ i,i−1 is either 0 or 1. Consider an s-variable recurrence R defined as follows: Then there exists a solution of R, say (y 1 , y 2 , . . . , y s ), such that for each i = 1, . . . , s we have
where (a) c i is a constant depending only on the initial value of the recurrence and (b) g i is a poly-geometrical expression in n w.r.t. λ 1 , . . . , λ i−1 , α 1 , . . . , α m with total degree less or equal than d + i.
Assume further more that the following conditions hold:
(i) the sequence consisting of λ 1 , λ 2 , . . . , λ s is weakly multiplicatively independent; (ii) deg(f j , n) = 0 holds for all j ∈ {1, 2, . . . , s}.
Then, for all i = 1, . . . , s, we can further choose y i such that deg(g i , n) = 0 holds and the total degree of g i is less or equal than max(d, 1).
Proof: We observe that the recurrence variables of R can be solved one after the other, from x 1 to x s . We proceed by induction on s. The case s = 1 follows directly from Lemma 7. Assume from now on that s > 1 holds and that we have found solutions (y 1 , y 2 , . . . , y s−1 ) for the first s − 1 variables satisfying the requirements, that is, Relation (8) with (a) and (b). We definẽ
Note thatf (n) is a poly-geometrical expression in n w.r.t. λ 1 , . . . , λ s−1 , α 1 , . . . , α m with total degree less than or equal to d+s−1. Moreover, for v ∈ {n, λ
It remains to solve x s from
in order to solve all the variables x 1 , . . . , x s . Again, by Lemma 7, there exists a poly-geometrical expression
where g s (n) is poly-geometrical expression in n w.r.t. λ 1 , . . . , λ s−1 , α 1 , . . . , α m , of total degree upper bounded by d + s. This completes the proof of the properties (a) and (b) for y s . Now we assume that (i), (ii) hold and we prove the second half of the conclusion. Observe that we have deg(g s (n), n) = deg(f (n), n), which is 0, according to Relation (10) and the fact that we can choose y s−1 such that deg(y s−1 (n), n) = 0 holds. Next, we observe that for each
, which is less or equal to deg(y s−1 (n), v) by Relation (10) . Therefore, the total degree of g s is less or equal than the total degree of y s−1 , which is less or equal than max(d, 1) by our induction hypothesis. This completes the proof.
Theorem 2 Let R be a P -solvable recurrence relation. Using the same notations M, k, s, F, n 1 , n 2 , . . . , n k as in Definition 1. Assume M is in a Jordan form. Assume the eigenvalues λ 1 , . . . , λ s of M (counted with multiplicities) are different from 0, 1, with λ i being the i-th diagonal element of M . Assume for each block j the total degree of any polynomial in f j (for i = 2 · · · k) is upper bounded by d j . For each i, we denote by b(i) the block number of the index i, that is,
Let D 1 := n 1 and for allj ∈ {2, . . . , k} let
Then, there exists a solution (y 1 , y 2 , . . . , y s ) for R of the following form:
for all i ∈ 1 · · · s, where (a) c i is a constant depending only on the initial value of the recurrence; (b) g i is a poly-geometrical expression in n w.r.t. λ 1 , . . . , λ i−1 , and with total degree less or equal than D b(i) .
Moreover, if the sequence consisting {λ 1 , . . . , λ s } is weakly multiplicatively independent, then, for all i = 1, . . . , k, we can further choose y i such that deg(g i , n) = 0 holds and the total degree of g i is less or equal than 2≤t≤b(i) max(d t , 1).
We proceed by induction on the number of blocks, that is, k. The case k = 1 follows immediately from Proposition 4. Assume from now on that the conclusion holds for a value k = ℓ, with ℓ ≥ 1 and let us prove that it also holds for k = ℓ + 1. We apply the induction hypothesis to solve the first ℓ blocks of variables, and suppose that y ℓ is a solution satisfying the properties in the conclusion. For solving the variables in the (ℓ + 1)-th block, we substitute y ℓ to f ℓ+1 and obtain a tuple of poly-geometrical expressions in n w.r.t the eigenvalues of the first ℓ blocks and with total degree bounded by d ℓ D ℓ . Therefore, applying again Proposition 4, we can find solutions for the variables in the (ℓ + 1)-th block satisfying the properties required in the conclusion. This completes the proof.
Note that the degree estimate in Theorem 2 depends on how the block structure of the recurrence is exploited, for example, a 2 × 2 diagonal matrix can be viewed as a matrix with a single block or a matrix with two 1 × 1 diagonal blocks.
In practice, one might want to decouple the recurrence first, and then study the recurrence variable one by one (after a linear coordinate change) to get better degree estimates for the poly-geometrical expression solutions, regarded as polynomials of n-exponential terms as the eigenvalues of the coefficient matrix. We will just use a simple example to illustrate this idea.
Example 6 Consider the recurrence:
Viewing the recurrence as two blocks corresponding to variables (x) and (y, z) respectively, the degree estimate according to Theorem 2 would be bounded by 5 = 3 × 1 + 2.
If we decouple the (y, z) block to the following two recurrences
then we can easily deduce that the degree of the poly-geometrical expression for y and z are upper bounded by 2 and 3 respectively, again according to Theorem 2.
It is easy to generalize the previous results to the case of a matrix M which is not in Jordan form. Let Q be a non-singular matrix such that J :
is a Jordan form of M . Let the original recurrence R be X(n + 1) = M X(n) + F.
Consider the following recurrence R
It is easy to check that if (y 1 (n), y 2 (n), . . . , y s (n))
solves R. Note that an invertible matrix over Q maps a tuple of poly-geometrical expressions to another tuple of poly-geometrical expressions; moreover it preserves the highest degree among the expressions in the tuple.
We turn now our attention to the question of estimating the degree of the invariant ideal of a P -solvable recurrence relation.
Proposition 5
Let R be an s-variable P -solvable recurrence relation, with recurrence variables (x 1 , x 2 , . . . , x s ). Let I ⊂ Q[x 1 , x 2 , . . . , x s ] be the invariant ideal of R. Denote by I e the extension of
. . , α s be the eigenvalues (counted with multiplicities) of the coefficient matrix of R. Let M be the multiplicative relation ideal of A associated with variables y 1 , . . . , y s . Then, there exists a sequence of s poly-geometrical expressions in n w.r.t. α 1 , α 2 , . . . , α s , say
which solves R. Moreover, we have
where S is the ideal generated by
Proof: The existence of f 1 , f 2 , . . . , f s follows by Theorem 2 and the fact that linear combination of poly-geometrical expressions w.r.t. n are still polygeometrical expressions. The conclusion follows from Lemma 5.
The following lemma is not hard to prove and one can find a proof in [6] .
Lemma 15 Let R be a P -solvable recurrence relation defining s sequences in Q s , with recurrence variables (x 1 , x 2 , . . . , x s ). Let I be the invariant ideal of R in Q[x 1 , x 2 , . . . , x s ]; and let I be the invariant ideal of R in Q[x 1 , x 2 , . . . , x s ]. Then I equals to I e , the extension of
With Proposition 5 and Proposition 1, we are able to estimate the degree of polynomials in a generating system of the invariant ideals. Now we are able to estimate the total degree of closed form solutions of a P -solvable recurrence without solving the recurrence explicitly.
Theorem 3 Let R be a P -solvable recurrence relation defining s sequences in Q s , with recurrence variables (x 1 , x 2 , . . . , x s ). Let I ⊂ Q[x 1 , x 2 , . . . , x s ] be the invariant ideal of R. Let A = α 1 , α 2 , . . . , α s be the eigenvalues (counted with multiplicities) of the coefficient matrix of R. Let M be the multiplicative relation ideal of A associated with variables y 1 , . . . , y k . Let r be the dimension of M. Let f 1 (n, α n 1 , . . . , α n k ), . . . , f s (n, α n 1 , . . . , α n k ) be a sequence of s poly-geometrical expressions in n w.r.t. α 1 , α 2 , . . . , α s that solves R. Suppose R has a k block configuration as (n 1 , 1), (n 2 , d 2 ) , . . . , (n k , d k ). Let D 1 := n 1 ; and for all j ∈ {2, . . . , k}, let
Moreover, if the degrees of n in f i (i = 1 · · · s) are 0, then we have
Proof:
Denoting by Π the standard projection from Q s+1+s to Q s :
we deduce by Proposition 5 that
Thus, by Lemma 9, we have
It follows from Proposition 1 that
since the total degree of f i of R is bounded by D k according to Theorem 2 and the dimension of M is r + 1 is in Q[n, y 1 , . . . , y s ]. With similar arguments, the second part of the conclusion follows from the fact that S + M can be viewed as an ideal in in Q[x 1 , x 2 , . . . , x s , n, y 1 , . . . , y s ], where M has dimension r.
Indeed, the degree bound in Theorem 3 is "sharp" in the sense that it is reached by many of the examples (Example 2) we have considered.
In the rest of this section, we are going to investigate the dimension of the invariant ideal of a P -solvable recurrence. This can help to answer the following natural question: whether or not the invariant ideal of a P -solvable recurrence over Q is the trivial ideal of Q[x 1 , . . . , x s ]? Note that it is obvious that the invariant ideal is not the whole polynomial ring.
Theorem 4 Using the same notations as in Definition 1. Let λ 1 , λ 2 , . . . , λ s be the eigenvalues of M counted with multiplicities. Let M be the multiplicative relation ideal of λ 1 , λ 2 , . . . , λ s . Let r be the dimension of M. Let I be the invariant ideal of R. Then I is of dimension at most r + 1. Moreover, for generic initial values, 1. the dimension of I is at least r; 2. if 0 is not an eigenvalue of M and the sequence consisting of λ 1 , λ 2 , . . . , λ s is weakly multiplicatively independent, then I has dimension r.
Proof: Assume without loss of genericity that M is in Jordan form. By Theorem 2, we deduce that R has a solution (f 1 , f 2 , . . . , f s ) as follows
where for each i ∈ 1 · · · s, c i is a constant in Q depending only on the initial value of R, and h i is a poly-geometrical expression in n w.r. 
Viewing n, λ Consider first the map F 0 defined below:
(u 0 , u 1 , . . . , u s ) → (c 1 u 1 + f 1 , . . . , c s u s + f s ).
By Theorem 3, we have V = F 0 (W 2 ). Therefore, we have we have dim(I) = dim(V ) ≤ dim(W 2 ) = r + 1. Now assume the initial value of R is generic, thus we have c i = 0, for all i ∈ 1 · · · s. Let us consider the map F 1 defined below:
(u 0 , u 1 , . . . , u s ) → (u 0 , c 1 u 1 + f 1 , . . . , c s u s + f s ).
Let us denote by V 2 the variety F 1 (W 2 ). By virtue of Theorem 3, we have dim(V 2 ) = dim(W 2 ) = r + 1. Denote by Π the standard projection map that forgets the first coordinate, that is, u 0 . We observe that V = Π(V 2 ). Therefore, we have dim(V ) ≥ dim(Π(V 2 )) − 1 = r. Now we further assume λ 1 = 1 and for each i ∈ 2 · · · s, λ i is weakly multiplicatively independent w.r.t. λ 1 , λ 2 , . . . , λ i−1 the invariant ideal of R. In this case, we have that for all i ∈ 1 · · · s, deg(f i , n) = 0. Let us consider the map F 2 defined below:
. . , u s ) → (c 1 u 1 + f 1 , c 2 u 2 + f 2 , . . . , c s u s + f s ).
By Theorem 3, we have V = F 2 (W 1 ). Therefore, we have dim(I) = dim(V ) = dim(W 1 ) = r. This completes the proof.
The following result, which is a direct consequence of Theorem 4, can serve as a sufficient condition for the invariant ideal to be non-trivial. This condition is often satisfied when there are eigenvalues with multiplicities or when 0 and 1 are among the eigenvalues. The following corollary indicates that, the fact that the invariant ideal of a given P -solvable recurrence is trivia could be determined by just investigating the multiplicative relation among the eigenvalues of the underlying recurrence. Proof: The assumption implies that the multiplicative relation ideal of the eigenvalues is of dimension s. By Theorem 4, the dimension of the invariant ideal of R must be at least s, thus the invariant ideal of R must be zero ideal in Q(a 1 , . . . , a s )[x 1 , . . . , x s ].
Example 7 Consider the recurrence:
(x(n + 1), y(n + 1)) := (3 x(n) + y(n), 2 y(n)) with x(0) = a, y(0) = b.
On one hand, the two eigenvalues are 2 and 3 which are multiplicatively independent, therefore, by Corollary 2, the invariant ideal of the recurrence is trivial.
Note in Theorem 4, if we drop the "generic" assumption on the initial values, then the conclusion might not hold.
The following example illustrate this for the case when all the eigenvalues are different and multiplicatively independent, but the invariant ideal is not trivial.
Example 8 Consider the linear recurrence x(n + 1) = 3 x(n) − y(n), y(n + 1) = 2 y(n) with (x(0), y(0)) = (a, b). The eigenvalues of the coefficient matrix are 2, 3, which are multiplicatively independent. One can check that, when a = b, the invariant ideal is generated by x − y. However, generically, that is when a = b holds, the invariant ideal is the zero ideal.
Concluding remarks
In this article, we study the equivalence between P -solvable recurrences and linear recurrences, and supply sharp estimate on the degree and dimension of invariant ideals of P -solvable recurrences.
As a future work, we would be interested on find some simple linearizations of P solvable recurrences, which could help to get more precise estimates on the degree of the invariant ideal.
