Abstract-This paper presents the first algorithm for simultaneous localization and mapping (SLAM) that can estimate the locations of both dynamic and static features in addition to the vehicle trajectory. We model the feature-based SLAM problem as a singlecluster process, where the vehicle motion defines the parent, and the map features define the daughter. Based on this assumption, we obtain tractable formulae that define a Bayesian filter recursion. The novelty in this filter is that it provides a robust multi-object likelihood which is easily understood in the context of our starting assumptions. We present a particle/Gaussian mixture implementation of the filter, taking into consideration the challenges that SLAM presents over target tracking with stationary sensors, such as changing fields of view and a mixture of static and dynamic map features. Monte Carlo simulation results are given which demonstrate the filter's effectiveness with high measurement clutter and non-linear vehicle motion.
I. INTRODUCTION
T HE foundations of Simultaneous Localization and Mapping (SLAM) research are commonly attributed to Smith, Self, and Cheeseman [1] , who introduced the notion of considering the vehicle and map states as stochastic quantities and applying the Kalman filter or Extended Kalman Filter to produce Bayesian state estimates. In the following decades, other paradigms have arisen for solving the SLAM problem such as those based on optimization [2] , [3] , or appearance matching [4] , [5] , however SLAM through Bayesian filtering remains an active line of research [6] - [8] .
Until recently little attention has been paid to what we consider to be an important discrepancy in the conceptualization of feature-based SLAM: despite the fact that the map is composed of multiple features, the entire SLAM state has traditionally been treated as a single multivariate probability distribution, to be estimated as a single object. With such a formulation, measurements are not generated by the entire state vector, but rather a subsection of it. This has prompted the development of additional mechanisms to handle data association such as Joint Compatibility Branch and Bound [9] or 1-Point RANSAC [10] . Furthermore, to introduce new features to the map, the state vector is simply augmented, meaning the dimensionality of the state space constantly fluctuates. The possibility of spurious measurements must be handled through heuristics to decide whether to augment the state vector.
In [11] , Mahler proposed Bayesian methods for multi-object estimation. The single random vector of concatenated objects is replaced with a set of individual object vectors, whose cardinality is an uncertain quantity. Working from this premise, the resulting multi-object Bayes filter is one which has the ability to inherently associate measurements with the most likely features, and to separate true measurements from clutter. Tractable first-moment approximations for the multi-object Bayes filter exist in the forms of the PHD filter [12] , CPHD filter [13] , and CBMeMBer filter [14] , which differ based on the assumptions made on prior before the application of Bayes' rule. They have been realized through SMC [15] , [16] and Gaussian Mixture [17] , [18] implementations, which have been proven to be convergent [19] - [22] . Multi-object Bayes filtering has seen applications in a variety of domains such as sonar [23] , millimeter-wave imaging [24] , infrared imaging [25] , audio signal processing [26] , distributed sensing [27] , automotive applications [28] , [29] , and microscopy [30] , [31] .
To the authors' knowledge, the work of Mullane et al. [32] , [33] is the first treatment of feature-based SLAM in the context of multi-object filtering. In their work, they propose a RaoBlackwellized particle filter similar to the FastSLAM family of algorithms [34] , where the per-particle Kalman filter banks are replaced with Gaussian Mixture PHD filters. This work has been extended to multi-vehicle SLAM applications [35] .
The SLAM algorithm presented in this paper is based on the the single-cluster PHD filter. The single-cluster PHD filter was motivated by work on multi-group multi-target tracking [36] and extended object tracking [37] . More general models for processes with interactions extend these models [38] , though in this paper we concentrate on the single-cluster PHD filter for modeling the SLAM process. This process, formed as a multi-object process conditioned on a single parent process, has been applied to applications in group tracking [37] , sensor registration [39] , and calibration of multi-target tracking algorithms [40] . SLAM is another problem which may be modeled as the hierarchical interaction between a parent and daughter process and therefore this filter is applicable. In addition, we demonstrate how this framework may be used to estimate a map which contains a mixture of stationary and moving features. Algorithms which integrate moving object tracking with SLAM have been proposed in the past, notably by Wang, Thorpe, and Thrun [41] ; and by Wang, Sun, and Chiou [42] . Our approach is differs in that the dynamic objects contribute to the estimates of the static objects and vehicle pose whereas the previously mentioned works maintain separate posteriors. The following section describes the theoretical formulation of the proposed filter. Section III discusses the filter's implementation and Section IV its validation through simulation. Section V contains a discussion of the results and conclusions.
II. PROBLEM FORMULATION
In this work, we consider a mobile sensor, or vehicle, whose state evolves according to a particular motion model such as constant velocity or coordinated turn. From these motion models, a probability density , may be derived which describes the probability of transitioning from a previous state to a current state , where is the control input for the current timestep, which may or may not be present depending on the choice of motion model.
Furthermore, we assume that the environment is composed of a set of map features . The map is not necessarily completely static, so likewise its state evolves according to . As the sensor explores the environment, it receives measurements relating the map features to the vehicle position through a possibly non-linear function . The measurement process is non-ideal, so that in addition to measurements being subject to additive noise, some map features may fail to be sensed (missed detections), and measurements may be received which do not correspond to any map feature (clutter).
We represent the vehicle state as a single random vector in the vehicle state space , and each map feature as a single random vector in the feature space .
(1)
While it is certain that there is and always will be only one vehicle, no such certainty applies to the number of map features. Hence the map state is what we call a Random Finite Set (RFS) on :
where denotes the set of all finite subsets of . The sensor measurements for each time step are modeled as a union of two independent RFS's on the measurement space : one representing measurements generated by map features, and the other representing the clutter measurements:
The goal in SLAM is to estimate the joint posterior distribution of the vehicle and map states given a history of control inputs and measurements:
. This is accomplished through the prediction and update recursion that is ubiquitous throughout many Bayesian estimation applications, including SLAM. The predicted joint state is given by the Chapman-Kolmogorov equation:
(5) The updated joint state is the result of applying Bayes' rule: (6) For all but the most trivial of cases, the above is computationally impractical. Because the joint state is defined over the space , the integrals become set integrals [12] , which are taken over all sets of all possible cardinalities. Even specifying and storing a probability distribution over such a space becomes a daunting task. These difficulties will be overcome in the following manner:
1) The SLAM scenario will be modeled as a cluster process, allowing us to separate the problem into estimation of a relatively simple parent process for the vehicle, and a conditional daughter process for the map. 2) Instead of propagating , we propagate its first moment . The first moment takes values over the single-object space and is significantly easier to handle than a full multi-object probability distribution. This first moment is known variously as the Probability Hypothesis Density (PHD) or intensity of the multi-object distribution.
A. Single-Cluster PHD Filter
This section presents the formulation of the SLAM problem in the context of single-cluster Poisson processes. Point processes [43] , or stochastic population processes, are used to describe the location and evolution multiple individuals in some state space, where not only is their distribution over the state space a probabilistic quantity, but the number of targets (cardinality) is as well. Cluster processes, illustrated in Fig. 1 , describe a hierarchical arrangement of point processes where the realization of a daughter process is conditioned on the realization of some parent process [44] . For modeling SLAM, we consider a special subset of cluster processes where the cardinality of the parent process is exactly equal to one. Such processes are termed single cluster processes. The map is represented by a daughter point process over the feature space whose realization is conditioned on the realization of the vehicle point process, which consists of a single individual in the vehicle state space.
In this work, both the map and false positive measurements are considered to be realizations of Poisson point processes. This assumption allows us to apply the PHD filter for Poisson single-cluster processes which was derived in [45] , and which will be summarized in the following paragraphs.
Under the assumption that the introduction of newly-observed map features is statistically independent of the dynamics of existing map features, the predicted joint intensity is given by: (7) where is the predicted PHD of the map:
with the following definitions:
prior PHD of the vehicle state from time Markov transition density of the vehicle PHD for newly appearing map features at time , conditioned on vehicle state prior PHD of the map state from time , conditioned on vehicle state feature survival probability, conditioned on vehicle state Markov transition density for feature, conditioned on vehicle state portion of the predict PHD corresponding to persistent map features The measurement update for the joint PHD is: (9) where is the updated PHD of the map: 
B. Field of View
As the vehicle travels, the observable area of the feature space will change according to the position of the sensor. Let this area be . We consider map features within to have a probability of detection equal to some nominal value , and all other features to have a zero probability of detection.
The PHD update in (10) may be thought of as the sum of a non-detection term and a detection term. When is substituted into (10), the equation reduces to only the nondetection term:
This means that for the portion of the map that is outside of the vehicle's field of view, the updated PHD is the same as the predicted PHD. Therefore, the PHD update only needs to be performed on map features which are currently visible, which introduces an upper bound for the required computational effort in this portion of the algorithm.
Clearly, this is a simplified model; for application in realworld systems, a feature's probability of detection could be affected by its range from the sensor, or by occlusion. The effects of mismatched detection probabilities should not be discounted. If a feature is assumed to be in the FOV when in reality it is not, its will be overestimated. This means the non-detection term in (10) will be under-weighted, and because no measurement was received, the detection term will also have a very low weight. Depending on the state extraction scheme used, this may result in a map feature being incorrectly deleted. If the FOV proves too challenging to be parameterized, then it may be worthwhile to incorporate techniques for online estimation of the detection probability [46] .
C. Dynamic Map Features
Traditionally, feature-based SLAM solutions operate under the assumption that the map consists only static features. There may be transient objects moving through the environment which are detected by the vehicle's sensors, but these measurements are excluded through some pre-processing step in order to fit the original assumption. We hypothesize that the SCPHD-SLAM framework is capable of discriminating between static and dynamic features, and of maintaining tracks for dynamic features, even when sensor measurements provide no information on the static or dynamic nature of the features. We can define a state space with both position and velocity components. For example in the Cartesian plane:
One might expect that given this state definition, we could model the feature evolution with some appropriate motion model, e.g. constant velocity or coordinated turn, and estimates for static features would conveniently converge towards points on the hyperplane . Unfortunately, this does not work as well as anticipated. The Markov transition densities formed from these motion models propagate the uncertainty in the velocity estimate as uncertainty in the position estimate, so that even in the absence of process noise, the position uncertainty grows every time step during the prediction step unless the feature's velocity is known deterministically. This has serious implications for features outside of the field of view, whose position uncertainties will continue to grow until reobserved. To address these issues, we instead represent the daughter process as the sum of two Poisson processes, one for static features, and one for dynamic features (14) Because the sum of Poisson processes is still Poisson, the previously described equations are still applicable. We consider the positions for static features to reside in a different space than the positions of the dynamic features, so that is now defined over the joint space . The prediction step will be performed separately for each process, according to (8), using their particular Markov transition density and survival probability.
D. Multi-Object Likelihood
In this section we consider the difference between our solution and the Rao-Blackwellized PHD filter based solution proposed by Mullane, Vo and Adams [32] (RBPHD-SLAM). The most important difference is the derivation of the multi-object likelihood , which is referred to as in their work. The RBPHD-SLAM likelihood is obtained by observing that it is equivalent to the normalization term in the daughter update. The Bayes' update for the conditional map is: (15) This can be re-arranged to become: (16) Because the has no dependence on the map, any choice for the value of will produce the same likelihood. Therefore, it is convenient to assume an empty map or a singlefeature map for ease of computation. To obtain a closed-form expression for , the distributions and are assumed to be Poisson, and their first moments are evaluated at rather than the true distribution. The single-cluster PHD filter was derived with the approach proposed by Mahler [12] , where an assumption on the prior is used to derive a closed-form expression from the exact Bayes filter update. Specifically, we assume that the prior is the realization of a hierarchical Poisson process. The approach by Mullane, Vo and Adams required Poisson approximations on both the prior and posterior, and a further approximation on the number of features. Consequently, the single-cluster PHD filter more faithfully represents the true multi-object distribution since it requires fewer approximations in its derivation.
III. IMPLEMENTATION
In implementing the SC-PHD SLAM filter, we couple a particle representation for the vehicle state with a Gaussian mixture representation for the PHD of the map state. To reflect the conditional relationship between the parent and daughter processes, each particle in the vehicle PHD is associated with its own Gaussian Mixture representing the map estimate conditioned on that particle's trajectory.
(17) (18) Note that because the PHD is not a true probability distribution, the weights do not necessarily sum to 1. Rather, the sum of these weights is the estimated number of map features. The particle representation was chosen for its ability to capture non-linearities in vehicle motion, while the Gaussian mixture representation was chosen for its computational economy and was deemed suitable under the assumption of relatively simple dynamics for map features. Each particle's map is propagated with a GM-PHD filter [17] , amended with the measurement-driven birth strategy described in [47] . The GM-PHD filter relies on the further assumptions that the map feature motion model and measurement models are linear Gaussian, or may be reasonably linearized as such, with matrices and , and that the noise affecting these models is zero-mean Gaussian-distributed, with covariance matrices and .
A. Prediction
Substitution of (17) and (18) into the SC-PHD prediction (7), and applying the sampling property of the Dirac delta function yields the following result: (19) Next, the Markov transition density of the parent is approximated by drawing samples from it:
With measurement-driven births, the incorporation of new targets into the map PHD is delayed until the update step. Therefore, the predicted map PHD describes only persisting map features propagated forward in time:
where is the (possibly non-linear) motion model describing the motion of map features and and are the Jacobians of the motion model with respect to the map feature and process noise respectively. It should be noted that for static map features, the motion model is simply the identity, and so the prediction only needs to be performed for dynamic map features. The predicted joint PHD now consists of particles corresponding to the vehicle state, and the same number of Gaussian mixtures representing the conditional map PHDs. Note that this means the number of particles grows geometrically with every prediction, but when the particles are resampled, we only draw a number of samples equal to the number of original particles, so that this growth does not continue unchecked.
B. Update
Each of the conditional map PHDs are updated individually when measurement inputs arrive. As mentioned previously, the incorporation of new targets into the PHD is postponed until the measurement update. Thus, the updated PHD can be considered as the sum of three terms: 1) Targets persisting from the previous time step which have failed to be detected (mis-detection); 2) Targets persisting from the previous time step which have been detected (detection); and 3) Newly-appearing targets for the current timestep (birth). We assume that the static/dynamic nature of a map feature is not captured by the sensor, so for each measurement, we create two birth terms: one in the static feature space and one in the dynamic feature space. (31) and are the static and dynamic map feature states obtained by inverting the measurement using vehicle state , with corresponding covariances and . A reasonable value for is (32) where is the Jacobian of the inverse measurement function with respect to the measurement. These feature states will have identical position components, and will differ only in the velocity components. The weights of the parent particles are updated using the multi-object measurement likelihood .
Following each map update, the number of terms in the Gaussian mixture is equal to To limit this exponential growth in mixture terms, a mixture reduction step is performed to eliminate terms with weights that are too low, and to merge similar terms. Specifically, we employ the clustering algorithm described in [48] , but an alternative reduction algorithm, such as Gaussian Mixture Reduction by Clustering [49] may be substituted here if higher fidelity is required.
C. State Extraction
To obtain an estimate of the vehicle state, the weighted mean of the parent particles is used. For the map, we select the PHD corresponding to the maximum-weighted particle. An equallyvalid approach would be to compute the weighted mean of all the particles' PHDs, but this was not done for computational considerations. Next, the Gaussian mixture weights are summed to give an estimate of the number of targets . The most highly-weighted terms are then taken to be the map estimate.
IV. SIMULATION RESULTS
The SC-PHD SLAM filter was verified via synthetic simulation using the scenario depicted in Fig. 2(a) . In this scenario, a vehicle explores a planar two-dimensional environment, and receives measurements generated by point features, several of which are themselves moving through the environment. The vehicle state is represented by a three element vector consisting of absolute displacement in and , and orientation :
. The dynamics of the vehicle adhere to the motion model described in [50] , [51] , where the next vehicle state depends on control inputs for velocity taken from a wheel encoder, and steering angle . Gaussian noise with standard deviations and for wheel velocity and steering angle respectively. The measurements received by the vehicle from environment features consist of a range and a relative bearing . (38) The vehicle's sensor has a 15 m range, and a 360 field of view. Measurements are subject to zero-mean additive Gaussian noise, with standard deviations m and for range and bearing respectively. Moreover, false alarm measurements are received at a mean rate of per scan. Odometry inputs arrive at a rate of 20 Hz, while measurements arrive at a rate of 10 Hz. The probability of detection was . Fig. 2(b) gives an example of the dead-reckoning trajectory from the noisy odometry inputs, and cumulative sensor measurements which may be generated from these simulation parameters.
Monte Carlo (MC) simulations were performed with 25 different sets of odometry and measurement inputs. To account for variability in sampling the Markov transition during the prediction, 4 runs were performed for each set of inputs, for a total of 100 MC runs. The filter was run with a nominal particle count of , and samples were drawn from the transition density every prediction step. The threshold for particle resampling was set to . Fig. 3(a) shows an example of the resulting map and trajectory estimates. Dynamic feature tracks are shown in Fig. 3(b) . It can be seen that the majority of false tracks are located where there are closely-spaced static map features, and where successive measurements originating from these features could be construed as originating from a single dynamic feature.
Figs. 3(c) and 3(d) show the average error in vehicle pose and map. Mapping performance was quantified using the OSPA distance [52] , a metric which takes into account differences in both localization and cardinality. For computing the map error, the ground truth was constructed in the following manner: 1) Static features are included in the set of true features from the time step when they are first observed until the end of the simulation; and 2) Dynamic features are included in the set of true features only while they are within the field of view; this results in the segmented ground truth tracks in Fig. 3(b) . The results indicate that the SCPHD SLAM algorithm produces a definitively superior trajectory estimate compared to odometry alone, and that map estimation error is non-increasing for the duration of the simulation. For the sake of expeditious computation in our MC runs, we used a reduced-size scenario of approximately 300 time steps in length. However, in order to ascertain the algorithm's viability in more extended operations, we also ran a single simulation on a scenario 3500 time steps in length, with identical parameters. The results are shown in Figs. 4 , and show that consistent estimation performance is sustained over longer running times. As each per-particle map is updated independently, the SC-PHD SLAM algorithm lends itself well to parallelization. Our implementation is based on the CUDA 4.0 parallel computing platform, and the simulations presented here were performed on an Nvidia Tesla C2070 GPU.
V. DISCUSSION
The results demonstrate that the single-cluster PHD filter is suitable to Simultaneous Localization and Mapping applications. We believe that its ability to cope with measurement clutter without the need for data association is an attractive property of the SC-PHD filter, and with further development, it could be successfully applied to real-world scenarios. In addition, this framework can correctly discriminate and track dynamic map features mixed in with static features, even when the sensor measurements provide no information about the movement of the feature. Whereas in the past moving objects in the environment have been regarded as a nuisance for SLAM algorithms, we have shown that they can in fact be exploited for localization purposes.
Nevertheless, there is room for improvement. We anticipate that the ambiguity between dynamic map features and closely-spaced static features can be resolved by introducing more complex birth models for the dynamic features. Like other particle filter SLAM algorithms such as FastSLAM and RBPHD-SLAM, the SCPHD-SLAM filter has a tendency towards degeneracy in the vehicle state estimate, but this could be ameliorated through the use of techniques such as particle filter regularization. Furthermore, if the non-linearity of the vehicle motion is not significant, then Gaussian implementations for the parent filter are also possible. It may be worthwhile to explore alternative modelings of the SLAM process. The Poisson assumption on the map feature process imposes a high variance on its cardinality estimate, also the single-cluster process model only encodes dependencies between the map features and the vehicle, but not between map features. Recent contributions in Finite Set Statistics will allow us model SLAM in the context of general hierarchical interacting population processes, where such inter-object relationships are taken into consideration.
APPENDIX SC-PHD SLAM PSEUDOCODE LISTINGS
This appendix contains pseudocode for our implementation of the single-cluster PHD SLAM filter. In our implementation of the filter, the joint PHD is defined by the parent particle states and their accompanying Gaussian mixture maps: (39) (40) Each of the subroutines listed here accept as input and return as output a single parent particle and its corresponding map. For numerical stability, it is recommended that weights and likelihoods be replaced with their log-equivalents, and the corresponding computations modified accordingly.
