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The problem of front propagation in a three-dimensional channel with spatially varying cross-
section is reduced to an equivalent reaction-diffusion-advection equation with boundary-induced
advection term. Treating the advection term as a weak perturbation, an equation of motion for
the front position is derived. We analyze channels whose cross-sections vary periodically with L
along the propagation direction of the front. Taking the Schlo¨gl model as representative example,
we calculate analytically the nonlinear dependence of the front velocity on the ratio L/l where l
denotes the intrinsic front width. Our analytical results agree well with the results obtained by
numerical simulations. In particular, the peculiarity of boundary-induced propagation failure for a
finite range of L/l values is predicted by analytical calculations. Lastly, we demonstrate that the
front velocity is determined by the suppressed diffusivity of the reactants for L l.
PACS numbers: 05.40.Jc,05.45.-a,82.33.-z,82.40.Qt,89.75.Kd
I. INTRODUCTION
Propagating fronts are building blocks of traveling wave
(TW) activity in dissipative spatially extended systems.
Like excitation pulses, periodic pulse trains, spiral and
scroll waves, they are examples of nonlinear waves and
represent fascinating self-organized spatio-temporal pat-
terns in nonequilibrium macroscopic systems. Traveling
waves have been observed in many physical [1], biological
[2–4], and chemical systems [5, 6]. Prominent examples
of front propagation include catalytic oxidation of car-
bon monoxide (CO) on platinum single crystal surfaces
[7–10], arrays of coupled chemical reactors [11], and ne-
matic liquid crystals [12].
Often, the medium that supports front propagation ex-
hibits a complex shape and/or its size is limited like in
biological cells [13], nanoporous media [14], or zeolites
[15]. In such system the interaction of the reactants with
the boundaries of the medium leads to non-intuitive con-
finement effects [16, 17]. For example, phase separation
in porous materials results in layering, freezing, wetting
and other novel phase transitions not found in the bulk
system [18]. In particular, chemical reactions [19, 20] as
well as molecular diffusion [21–23] depend strongly on the
shape of the domain. Recent studies on the fundamen-
tal problem of particle transport through micro-domains
exhibiting obstacles and/or small openings showed that
the shape of these confinements (periodicity, size of the
connecting openings) regulates the dynamics of diffus-
ing particles leading to transport properties which signif-
icantly differ from free Brownian motion [24–28].
Even in systems ranging from micro- to the macroscale
there is a ongoing interest in studies of nonlinear wave
propagation under spatially confined conditions. Impor-
tant issues investigated in this context are the depen-
dence of front reflection on the geometry size in the
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catalytic CO oxidation on platinum surfaces [29], reac-
tion fronts in Poiseuille [30] or shear flows [31], three-
dimensional (3D) traveling waves in the human heart
[32], to name a few. Some parts of the human heart tis-
sue, especially at the ventricles, are thick enough to sup-
port not only spiral waves, but also 3D vortex structures,
for example scroll waves and scroll rings. Hence, detailed
knowledge about the interaction of these self-organized
spatio-temporal patterns with boundaries [33, 34] might
be important for the understanding of possible mecha-
nisms responsible for atrial tachycardia. In particular,
there is experimental evidence that spatial variations of
the heart wall’s thickness play a significant role in atrial
fibrillation [35].
Nowadays, well-established techniques like micro-
lithography enable to design the shape of reactive do-
mains as well as to prescribe the boundary conditions
[10]. This provides an efficient method to study experi-
mentally the impact of confinement on front propagation
and to control, respectively, optimize the local dynamics
of catalytic reactions.
In this paper, we address the problem of traveling front
(TF) propagation through a 3D channel with periodically
modulated cross-section. Aiming at deriving an equation
of motion for the front position in corrugated channels,
we apply asymptotic perturbation analysis in a geomet-
ric parameter [27, 36] and projection techniques [37–40]
to the problem. Our goal is to analyze how spatial vari-
ations of the channel’s cross-section affect front propa-
gation and, in particular, to determine the dependence
of the propagation velocity on the characteristic length
scales in the system. Furthermore, we focus on boundary-
induced phenomena such as propagation failure and ef-
fective diffusivity.
The paper is organized as follows: In Sec. II, we formu-
late the reaction-diffusion (RD) equation in a 3D channel
with spatially modulated cross-section. In Sec. II A and
II B, we derive an equation of motion for the traveling
front using multiple scale analysis. Additionally, we ob-
tain analytical expressions for the average front velocity.
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2In Sec. III, we compare our theoretical results with nu-
merical simulations for the one component Schlo¨gl model.
An analytical estimate for the interval of propagation
failure is presented in Sec. III A. In Sec. IV, we demon-
strate that the front velocity is determined by the sup-
pressed diffusivity of the reactants if the intrinsic width of
the front is much larger than the spatial variation of the
channel’s cross-section. Finally, we conclude our results
in Sec. V.
II. STATEMENT OF THE PROBLEM
We consider a RD system for the vector of n concen-
tration fields u = u(r, t) =
(
u1, . . . , un
)T
whose spatial
and temporal evolution is modeled by a reaction-diffusion
equation
∂tu = D∆u+R (u) (1)
in a channel filled with a excitable medium. Here, r =
(x, y, z)
T
is the position vector, D = diag(D1, . . . , Dn)
represents the diagonal matrix of constant diffusion co-
efficients, ∆ denotes the Laplacian operator, and R (u)
represents the nonlinear reaction kinetics. The medium
filling the channel is assumed to be uniform, isotropic,
and infinitely extended in the x-direction. In transverse
directions, the channel is confined by periodically mod-
ulated walls at y = ω±(x), with spatial period L and
plane walls placed at z = 0 and z = H. A sketch of the
setup is depicted in Fig. 1. Because of the channel walls’
impermeability with respect to diffusion the gradient of
u obeys no-flux boundary conditions (BCs), reading
(∇u (r, t)) · n (r) = 0 , ∀r ∈ channel wall . (2)
n(r) denotes the outward-pointing normal vector at the
channel walls, viz. nz = (0, 0,±1)T at z = 0, H and
n± = (∓ω′±(x),±1, 0)T at y = ω±(x) with the prime
denoting the differentiation with respect to x.
Passing to dimensionless quantities, all lengths are
measured in units of the widest cross-section of the chan-
nel ωmax, yielding r→ ωmax r. The time is scaled in units
of the inverse characteristic kinetic constant of the slow-
est reaction t → t/kreac. Thus, the re-scaled diffusion
constants read D → ω2maxkreacD. For convenience, the
channel height in units of ωmax is set to unity H = 1.
A. Asymptotic perturbation analysis
Below, we perform asymptotic perturbation analysis in
the dimensionless geometric parameter
ε = (1− δ)/L 1, (3)
which characterizes the deviation of corrugated ω±(x)
from flat boundaries, i.e., ε = 0. δ denotes the ratio of
the bottleneck width ωmin to the maximal channel width
Figure 1. (Color online) Plan view on a segment of the channel
with spatially modulated cross-section Q(x). The channel is
confined by a periodically modulated boundary at y = ω+(x),
with spatial period L, a flat boundary at y = ω−(x) = 0, and
by plane walls placed at z = 0 and z = H; H represents
the channel height. The bottleneck size and the maximum
channel width are ωmin and ωmax, respectively. The dashed
line represents the begin of the boundary corrugation in the
numerical simulations, cf. Eq. (19). Superimposed is the
concentration field u(r, t) of a front traveling from left to right.
ωmax ≡ 1, i.e., δ = ωmin/ωmax. The choice for the ex-
pansion parameter ε is motivated by previous studies on
Brownian motion in corrugated channels [27, 36]. Upon
re-scaling the transverse coordinate y → ε y, the profile
functions become ω±(x) → ε h±(x) and the outward-
pointing normal vector at the perpendicular side-walls is
given by n± =
(∓εh′±(x),±1, 0)T . Thus, the no-flux BC
Eq. (2) transforms to
(∇u (r, t)) · n (r) = 0 = ∓ε2h′±(x)∂xu± ∂yu, (4)
at y = h±(x). In the following, we shall omit the overbar
in our notation.
Expanding u in a series in even powers of ε, we get
u(r, t) = u0(r, t) + ε
2 u1(r, t) +O(ε4). Substituting this
ansatz into Eq. (1) and observing the no-flux BCs Eq. (4),
we obtain a hierarchic set of coupled partial differential
equations (PDEs). In leading order, one has to solve
D∂2yu0 = 0 supplemented with no-flux BCs, 0 = ±∂yu0
at y = h±(x) and 0 = ±∂zu0 at z = 0, H. It immediately
follows that the concentration profiles u0(r, t) = g(x, t)
are flat in y and z direction. The unknown function
g(x, t) has to be determined from the second order O(ε2)
balance given by
∂tu0 =D
(
∂2xu0 + ∂
2
yu1 + ∂
2
zu0
)
+R (u0) . (5a)
Integrating the latter over the scaled cross-section
H (h+(x)− h−(x)) and taking into account the no-flux
BCs
0 = ∓ h′±(x)∂xu0 ± ∂yu1, ∀y = h±(x), (5b)
one obtains
∂tu0(x, t) = D∂2xu0 +R (u0) + D
Q′(x)
Q(x)
∂xu0. (6)
By applying asymptotic perturbation analysis in the
small parameter ε, the Neumann boundary conditions
3on the reactants, Eq. (2), in the original 3D channel
with spatially varying cross-section translate into a one-
dimensional reaction-diffusion-advection equation with a
boundary-induced advection term, Eq. (6). The advective
velocity field v = Q′(x)/Q(x)ex reflects the periodicity of
the channel modulation L, v(x+L) = v(x), and has zero
mean,
∫ L
0
dxv(x) = 0. Referring to Eq. (6), a front prop-
agating from left to right, ∂xu0 < 0, becomes decelerated
where the channel expands, Q′(x) > 0, and accelerated if
the channel contracts, Q′(x) < 0, respectively. For sys-
tems where diffusion, advection, and reaction coefficients
depend periodically on space and time it has been shown
[41] that the profile of a traveling front and its velocity
change periodically in time – the TF solutions are called
pulsating traveling fronts. A lot of work have been done
to proof the existence and stability of these pulsating TFs
[42–44].
B. Projection method – multiple scale analysis
Next, we derive the equation of motion for the TW’s
position in response to the boundary-induced advection
term, D (v · ∇)u0 ∝ Q′(x), assuming weak spatial vari-
ations of the cross-section in propagation direction, i.e.,
max (|Q′(x)|) ' ε. Following [40], we can treat the advec-
tion term as a weak perturbation to the 1D RD system
for the leading order u0
∂tu0(x, t) = D∂2xu0 +R (u0) . (7)
We presume that the RD system Eq. (7) possesses a sta-
ble TW solution Uc. This solution is stationary in frame
of reference ξ = x− c0t co-moving with the velocity c0
0 = D∂2ξUc + c0∂ξUc +R (Uc) . (8)
The eigenvalues of the linear operator
L = D∂2ξ + c0∂ξ +DR (Uc) (9)
determine the stability of the TW, where DR (Uc) de-
notes the Jacobian matrix of R evaluated at Uc. Since
we presume that Uc(ξ) is stable, the eigenvalue of L
with the largest real part is λ0 = 0 and the Gold-
stone mode W(ξ) = U′c(ξ), also called the propagator
mode, is the corresponding eigenfunction. Because L
is in general not self-adjoint, the eigenfunction W†(ξ)
of the adjoint operator L† to eigenvalue zero, the so-
called response function, is not identical to W(ξ). Ex-
panding Eq. (6) with u0 = Uc(ξ) + εu˜ up to O(ε)
yields the PDE ∂tu˜ = Lu˜ + v(ξ + c0t) · ∇Uc. Its so-
lution u˜ can be expressed in terms of eigenfunctions wi
of L as u˜ = ∑i ai(t)wi(ξ) with expansion coefficients
ai ∼
∫ t
t0
dt˜eλi(t−t˜)b(t˜) and b a functional of D (v · ∇)u0
involving eigenfunctions of L†; for details see Supplemen-
tal Material in Ref. [40]. By multiple scale theory for
small perturbations of the order ε [38, 40, 45], the fol-
lowing equation of motion (EOM) for the position φ(t)
of the TW in the presence of a boundary-induced advec-
tion term is obtained
φ˙(t) =c0 − 1
Kc
∞∫
−∞
dξW†(ξ)TD
Q′(ξ + φ(t))
Q(ξ + φ(t))
U′c(ξ), (10)
with constant Kc =
∫∞
−∞ dξW
†(ξ)T U′c(ξ) and initial
condition φ(t0) = φ0. For monotonically decreasing front
solutions, we define its position φ as the point of steepest
slope, while for pulse solutions it is the point of maxi-
mum amplitude of an arbitrary component. The EOM
(10) only takes into account the contribution of the per-
turbation D (v · ∇)u0 projected on the response function
W†(ξ)T affecting the TW’s position. Such EOM must be
seen as the first two terms of an asymptotic series [46].
Since the integrand in Eq. (10) does not explicitly de-
pend on time, the mean time Tc the TW needs to travel
one period L is given by
Tc =
L∫
0
dφ
1
c0 −Θ(φ) , (11)
and thus the average propagation velocity c reads
c =
L
Tc
= L
/ L∫
0
dφ
1
c0 −Θ(φ) , (12)
with substitute Θ(φ) =
∫∞
−∞ dξW
†TDQ
′(ξ+φ)
Q(ξ+φ) U
′
c/Kc.
III. SCHLO¨GL MODEL
In what follows, we limit our consideration to a single
component system, u = u, with bistable reaction kinet-
ics. The associated RD equation reads
∂tu = Du∆u− u (u− a) (u− 1) , 0 < a < 1 (13)
in dimensionless form. The parameter a is related to
the local excitation threshold of the medium while the
two stable states are given by u = 0 and u = 1, re-
spectively. This model was introduced by Zeldovich and
Frank-Kamenetskii in the modeling of flame propaga-
tion in 1938 [47] and then applied by Schlo¨gl to the
description of a first-order non-equilibrium phase tran-
sition [48]. Traveling front solutions to Eq. (13) obey the
Dirichlet boundary conditions limx→−∞ u(r, t) = 1 and
limx→∞ u(r, t) = 0, respectively, and fulfill the condition
limξ→±∞ ∂nξ u = 0, ∀n ≥ 1.
In channels with non-modulated cross-section Q(x) =
const, Eq. (13) possesses a stable TF solution whose pro-
file
u(r, t) = Uc(ξ) =
1
1 + eξ/
√
2Du
, (14)
4and the corresponding propagation velocity
c0 =
√
Du
2
(1− 2 a) , (15)
are known analytically. The width of the traveling front
l =
√
32Du, (16)
defines the intrinsic length scale [48]. Noteworthy, the
front velocity depends on the excitation threshold a while
the front profile and, consequently, the front width are in-
dependent of a. This is a peculiarity of the Schlo¨gl model.
We emphasize that the front width l depends solely on
the diffusion constant Du in our scaling. Therefore, we
can adjust the latter by means of the diffusion coefficient
in the simulations. Furthermore, one can prove that the
response function W †(ξ) reads
W †(ξ) = ec0 ξ/DuU ′c(ξ), (17)
and thus the constant Kc is given by
Kc =
∞∫
−∞
dξ W † U ′c =
pi
3
√
2
Du
a (1− a) (1− 2a)
sin (2api)
. (18)
For the profiles of the perpendicular side-walls we chose
a sinusoidally modulated boundary function
ω+(x)=
{
1 , forx < 0,
1
2
[
1 + δ + (1− δ) cos (2pixL )], forx ≥ 0, (19)
for the upper wall and set the lower boundary to ω−(x) =
0. This setup is equivalent to study a reflection symmet-
ric channel with twice the width, ω±(x) = ±ω(x). The
chosen boundary profile can be seen as the first harmonic
of a Fourier series of a complicated periodic boundary
profile.
Next, we compare our analytic estimate for the av-
erage front velocity c, Eq. (12), with numerical results.
Therefore, Eq. (13) supplemented with the Neumann BC
Eq. (2) is solved numerically using finite element method
(FEM) [49]. In our simulations, the front is initialized
with Uc(x − xstart) at xstart = min(−4 l,−L) and sim-
ulated until it reaches xend = max(10L, ceil(10 l/L)L).
The data for the average front velocity c are determined
from a linear fit to a position vs. time plot after sub-
tracting transients.
In Fig. 2, we depict the average front velocity c in
units of c0 as a function of the ratio of period length L
to front width l. One observes a nonlinear dependence
of c on the ratio L/l: If the spatial period is much larger
than the intrinsic front width, L  l, the front velocity
equals c0. In this limit, the front is well approximated
by an iso-concentration line and one can assume that its
velocity instantaneously adapts when traveling through
the corrugated channel. Then, the average front velocity
is correctly predicted by the harmonic mean velocity [39]
charm = L
/∫ L
0
dx
c0 +DuQ′(x)/Q(x)
, (20)
L/l
c
/
c
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Figure 2. (Color online) Average front velocity c in units of
the propagation velocity c0 as a function of the ratio of pe-
riod length L to front width l for a sinusoidally modulated
channel; see Fig. 1. The projection method (lines), Eq. (12),
yields excellent agreement with the numerical results (mark-
ers); particularly, it reproduces the interval of propagation
failure c = 0 for intermediate values of L/l, however, it fails
for small ratios L/l 1. The remaining parameter values are
set to L = 5 and a = 0.4.
which tends to c0 for L/l → ∞. With decreasing ratio
L/l, i.e., either increasing the diffusion constant Du or
decreasing the period length L, the average propagation
velocity lessens until it attains its minimum value. De-
creasing L further, L . l, the value of c grows and finally
saturates at a value smaller than c0.
It turns out that both the minimum value of c and
the saturation value depend crucially on the bottleneck
width δ. In general, we find that the average front ve-
locity diminishes with shrinking bottleneck width δ for a
given ratio L/l. In particular, we identify a finite inter-
val of L/l values where propagation failure occurs, i.e.,
the initially traveling front becomes quenched [50] and
c goes to zero. One observes that the lower bound of
L/l values, where the propagation failure interval begins,
shrinks with decreasing bottleneck width δ while the up-
per bound, where the propagation failure interval ends,
becomes larger for smaller bottlenecks. Consequently,
the width of the propagation failure interval grows with
decreasing value of δ. Lowering the excitation threshold
while keeping the channel parameters L and δ constant
facilitates the traveling front to transit through the corru-
gated media and thus the interval of propagation failure
disappears for a→ 0 (not shown explicitly).
Additionally, we compare our numerical results (mark-
ers) with the analytical prediction (lines), Eq. (12), in
Fig. 2. Noteworthy, the analytic result matches excellent
with the numerics for all bottleneck widths δ. Moreover,
it reproduces the interval of propagation failure for inter-
mediate values of L/l, however, it fails for small ratios
L/l 1.
In Fig. 3, we illustrate a peculiarity of the projec-
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Figure 3. (Color online) Numerical results for propagation
velocity c versus L/l for various period lengths L = 0.5
(squares), L = 1 (circles), and L = 5 (diamonds). The corre-
sponding values for the expansion parameter ε are ε = 1.2, 0.6,
and ε = 0.12. The analytical prediction based on Eq. (12) is
represented by the dashed line and the predicted interval of
propagation failure is indicated by the light red block. The
remaining parameter values are set to a = 0.4 and δ = 0.4.
tion method. The EOM for a TW under the boundary-
induced perturbation Eq. (10) is determined by the
convolution integral Θ(φ) with kernel W †(ξ)U ′c(ξ) =
ec0ξ/DuU ′c(ξ)
2. The latter consists of the response func-
tion W †(ξ) and the Goldstone mode U ′c both being lo-
calized around ξ = 0 and decay exponentially to zero
if |ξ| > l for traveling fronts. On the other hand, the
advection field v(x) changes periodically with period L.
Therefore, the dynamics of the front position φ˙(t) and,
consequently, the analytic result for the average front ve-
locity c depend solely on the ratio of L to l for a given
set of δ and a values. This is shown in Fig. 3 where we
present the propagation velocity c/c0 for various period
lengths, viz., L = 0.5 (squares), L = 1 (circles), and
L = 5 (diamonds). The value of Du is adjusted accord-
ingly. It turns out that the analytic prediction based on
project method Eq. (12) agrees well with the numerics
for L = 5. With decreasing period length the range of
applicability diminishes. This is in compliance with the
assumptions made to derive Eq. (12): Both the asymp-
totic perturbation analysis, Sec. II A, and the multiple
scale analysis, Sec. II B, require that the channel’s cross-
section changing rate max(|Q′(x)|) ∝ ε is small. Accord-
ing to Eq. (3), the value of ε is inversely proportional to
the period length L and thus the analytical prediction
fails e.g. for L = 0.5 (ε = 1.2).
Moreover, we observe that the range of L/l values
where propagation failure occurs shrinks with decreas-
ing period length L. Remarkably, the lower bound seems
to be independent of L.
A. Propagation failure – eikonal approach
Next, we present a qualitative explanation for the ap-
pearance of propagation failure for L l. If the intrinsic
front width is much shorter than the spatial period, any
front propagating through the channel geometry can be
well approximated by one time-dependent curve γ(s, t)
tracing out a chosen iso-concentration line parametrized
by s. A plane front γ = (c0 t, y)
T has constant velocity at
all points in the forward, normal direction. If the plane
geometry of the wave is distorted, here, due to the re-
quirement that the edge of the wave front must propagate
so that the TW always meets the boundary orthogonally,
the normal velocity varies locally across the front.
When a front attempts to turn around a curved bound-
ary, the entire front becomes curved and is well described
by a circular arc with radius rc touching orthogonally the
boundary ω+(x). The associated curvature at x∗ is given
by
κ(x∗) = 1
rc
=
1
ω+(x∗)
ω′+(x∗)√
1 + ω′+(x∗)2
' ω
′
+(x∗)
ω+(x∗) . (21)
Comparing Eqs. (10) and 21, one notices that the EOM
for TWs resembles the linear eikonal equation [51, 52]
φ˙(t) ' c0 −Du κ(φ), (22)
in the limit l  L and W †(ξ)U ′c(ξ)→ δ(ξ), respectively.
According to Eq. (22), standing fronts exist and thus
propagation failure occurs if the local curvature is equal
to κ(φ) = c0/Du. Grindrod et. al [53] demonstrated
that stationary circular TW solutions are stable against
deformations if the stability condition
ω′′+(x∗) /∈
[
0, ω′+(x∗)2
/(
ω+(x∗)(1 + ω′+(x∗)2)2
)]
(23)
holds at any x∗ ∈ [0, L].
In order to determine the upper bound of L/l, first one
has to find the roots of 0 = c0 − Duκ(x∗) and secondly
has to check if the stability condition Eq. (23) is not sat-
isfied at x∗. The dependence of the upper bound (L/l)up
on the bottleneck width δ is depicted in Fig. 4. More-
over, we compare the analytic predictions based on the
linear eikonal approach (lines) with the numerically ob-
tained values for (L/l)up using FEM simulations (mark-
ers). Obviously, the agreement is excellent for small
bottlenecks but fails for large values of δ. In channels
with wide openings δ → 1 traveling waves have to curve
only close to edge of the wave front. Consequently, the
iso-concentration lines γ(s, t) are almost planar, i.e., the
front travels with almost constant velocity in x-direction,
and propagating failure does not occur.
IV. DIFFUSION LIMITED REGIME –
CONFINED BROWNIAN MOTION
In Figs. 2 and 3, we have shown that the average propa-
gation velocity saturates at a value which is smaller than
6Figure 4. (Color online) Dependence of the upper bound
(L/l)up on the bottleneck width δ. The eikonal approach
(L = 2: dashed line, L = 5: solid line), Eqs. (22)-(23), yields
excellent agreement with the numerical results (L = 2: dia-
monds, L = 5: squares) for narrow channels δ  1 but fails
for channels with wide openings. In simulations no propaga-
tion failure was found for δ & 0.5. The numerical errors are
of the size of the markers. Inset: Sketch of a circular iso-
concentration line with radius rc touching orthogonally the
top boundary ω+(x) at x∗.
c0 if the front width is much larger than the period of
the channel, L/l→ 0. We emphasize that the projection
method fails in this limit and predicts c = c0 regardless
of the value of L and δ. In contrast, the numerics show
that the saturation value lessens with decreasing bottle-
neck width δ, cf. Fig. 2, and with shrinking period L, see
Fig. 3; in a word, with growing value of ε = (1 − δ)/L.
If the intrinsic width l =
√
32Du is much larger than the
periodicity of the channel L, the front is extended over
many periods and boundary interactions play a subordi-
nate role. Then, the diffusion of reactants in propagation
direction under spatially confined conditions is the pre-
dominant process for wave propagation and the problem
can be approximated by an effective one- dimensional de-
scription introducing an effective diffusion constant Deff
∂tu(r, t) = Deff∂
2
xu+R(u). (24)
Experimental [21, 22] and theoretical studies [24, 25]
on particle transport in micro-domains with obstacles
[54, 55] and/or small openings revealed that Brown-
ian motion in such systems exhibits non-intuitive fea-
tures like a significant suppression of particle diffusivity
[23, 27, 56]. Numerous research activities in this topic
led to the development of an approximate description of
the diffusion problem – the Fick-Jacobs approach [57, 58].
The latter provides a powerful tool to describe particle
transport through corrugated channel geometries and its
accuracy has been intensively studied for diffusing parti-
cles in two- [25, 26] and three-dimensional channels [59].
The Fick-Jacobs approach predicts that the effective dif-
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Figure 5. (Color online) Average front velocity c versus bot-
tleneck width δ for different values of a = 0.2 (blank markers)
and a = 0.4 (filled markers). The ratio L/l is set to L/l = 0.1
and the diffusion coefficient Du is adjusted accordingly, viz.,
Du = 3.125 (L = 1) and Du = 78.125 (L = 5).
fusion constant in longitudinal direction is solely deter-
mined by the variation of the cross-section Q(x) and can
be calculated according to the Lifson-Jackson formula
[60]
DFJeff =
Du
〈Q(x)〉x 〈1/Q(x)〉x
(25)
with period average 〈·〉x = L−1
∫ L
0
·dx. For the exem-
plarily chosen channel geometry, Eq. (19), the value of
Deff is given by
DFJeff = Du
2
√
δ
1 + δ
. (26)
Similar to the derivation of the reaction-diffusion-
advection equation for u0, see Sec. II A, the Fick-Jacobs
approach is valid solely for weakly modulated channel
geometries, i.e., max|Q′(x)| ∝ ε  1. For moderate
to strong corrugated boundaries, higher order correction
terms have to be considered [36], yielding
Dεeff = Du
4L
√
δ
pi (1− δ2) asinh
(
pi (1− δ)
2L
)
. (27)
For the studied Schlo¨gl model, the average propagation
velocity in units of the free velocity might be approxi-
mated well by c/c0 '
√
DFJ,εeff /Du, cf. Eq. (15).
In Fig. 5, we present the impact of the bottleneck width
δ on the propagation velocity c in units of c0 for two dif-
ferent period lengths, viz., L = 1 and L = 5. In the nu-
merics, the ratio L/l is set to L/l = 0.1 and the diffusion
coefficient Du is adjusted accordingly. One notices that
the analytic estimate using DFJeff , Eq. (26), agrees excel-
lently with our simulation results for large period lengths
7L = 5 (circles) and small values of ε, ε ∈ [0, 0.2], respec-
tively. For smaller periods, L = 1 (squares), higher order
corrections to the effective diffusion coefficient Eq. (27)
are necessary in order to ensure a good agreement be-
tween numerics and analytics. The corresponding value
for the expansion parameter ε, Eq. (3), ranges from zero
to unity. Remarkably, the saturation value for the front
velocity in units of its free value c0 is independent of
the value for the excitation threshold a and thus solely
determined by the spatial variations of the channel cross-
section Q(x); to sum up, c '√0.5Deff(Q(x))(1− 2a) for
l L.
Interestingly, in the limit L  l the propagation of
traveling fronts through channels with spatially mod-
ulated cross-sections can be well treated by a one-
dimensional RD equation Eq. (24). Within the latter, the
impact of the spatial variations on the reactants’ micro-
scopic dynamics is neglected. However, the influence of
boundary modulation on diffusive transport of material
is hidden in an artificially introduced effective diffusion
coefficient Deff . To estimate the value of Deff detailed in-
formation about the shape of the cross-section is needed
[61].
V. CONCLUSION
We have investigated the propagation of reaction-
diffusion waves confined to a channel with walls imperme-
able to diffusion. In propagation direction the channel’s
cross-section changes periodically on the length scale
L. For weak modulations of the channel’s cross-section
the space-dependent no-flux boundary conditions can be
mapped on a boundary-induced advection term. The lat-
ter is proportional to the spatial variation of the cross-
section Q(x). Using projection method, we derive an
equation of motion for the position of a traveling wave as
function of time in the presence of the boundary-induced
advection term. From the latter, we obtain an analytical
expression for the average propagation velocity c of the
wave traveling through periodically modulated channels.
Exemplary, we study the impact of a sinusoidally mod-
ulated cross-section on the propagation of traveling front
solutions in a one-component Schlo¨gl model. It turns
out that the propagation velocity exhibits a nonlinear
dependence on the ratio of the spatial period L to the
intrinsic width of the front l: If the period is much larger
than the intrinsic width, L  l, a Schlo¨gl front travels
at the harmonic mean velocity which tends to the value
for non-modulated channels c0. With decreasing ratio
L/l the average propagation velocity lessens, attains its
minimum value, and starts to grow again until it finally
saturate at a value below the velocity in the unperturbed
channel for L l.
Beyond a critical bottleneck width, propagation failure
occurs, i.e., the initially traveling front becomes quenched
inside the corrugated channel and hence the minimal
propagation velocity vanishes identically. With decreas-
ing bottleneck width, the lower and upper bound for
propagation failure shift to smaller and larger values for
L/l, respectively. While the shift is almost independent
of L for the lower bound, the upper bound grows with
L. Moreover, we have demonstrated that the existence
of propagation failure and, in particular, the dependence
of the upper bound of L/l can be completely understood
based on the linear eikonal approach.
In the case of very small periods, L/l  1, the front
velocity is determined solely by the shape of the cross-
section. In this limit, front propagation is dominated by
the diffusive motion of the reactants in spatial confine-
ment. The spatial dependent no-flux boundary condi-
tions on the reactants translate into a one-dimensional
reaction-diffusion system with an effective diffusion coef-
ficient Deff as it is demonstrated by the excellent agree-
ment with simulation results. Thereby, the influence of
the spatial confinement on the microscopic dynamics is
hidden in the value of Deff and Luthers law is recovered.
Altogether, over a large range of spatial periods and
bottleneck values, the analytical result for the averaged
propagation velocity in the corrugated channel (including
propagation failure) agrees remarkably well with numeri-
cal results obtained in FEM simulations. Since the appli-
cability of our perturbation analysis is based on a small
channel’s cross-section changing rate, max(|Q′(x)|) ∝ ε,
deviations from the analytical predictions are expected
to grow for geometries with short-scale spatial modula-
tions and narrow openings. Our results might be inter-
esting for control purposes: In this case, a given proto-
col of movement for a traveling wave, φ(t), is realized
by a space-dependent cross-section to be derived solving
the integral equation Eq. (10) for the unknown Q(x),
compare [40]. For periodically varying cross-sections,
Q(x) = Q(x + L), accessible control parameters include
the spatial period, the modulation amplitude, and the
bottleneck width. Results in this direction will be pre-
sented in a forthcoming paper.
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