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In applications of support vector machine (SVM), we 
often meet the problem that the distributions of two 
types of samples are unbalanced. Some authors had put 
forward some strategies to deal with this problem, but 
up to now comparisons of these strategies haven’t been 
conducted. Comparing with four kinds of strategies 
which are reselecting sample, adjusting penalty weight, 
increasing dummy ordinary sample and increasing 
dummy support vector sample, this paper points out that 
the front two kinds of strategies which don’t increase 
dummy sample are more suitable for practical problem 
than the back two kinds of strategies which increase 
dummy sample. In strategies that increase dummy 
sample, the strategy that increases the dummy support 
vector sample precedes to the strategy that increases 
dummy ordinary sample. Meanwhile, this paper also 
points out that the more unbalanced the sample 
distribution is, the better the effects of these strategies 
are. These conclusions have an instructive meaning and 
a reference value to choices of strategies for unbalance 




In applications of support vector machine (SVM), we 
often meet the problem that the distribution of two types 
of samples is unbalanced [1],[2].If we don’t adopt any 
strategy to deal with it, it will result in the rules of 
classification toward the preponderant class in which 
the samples take advantage, the extreme case is to judge 
right all samples which belong to the preponderant class 
and judge wrong all samples which belong to another 
class. Obviously this judgment isn’t good. Currently, 
following strategies are often used to deal with this 
problem: The first is to maintain the balances between 
two types of samples in the training set factitiously, for 
example, reselecting sample of preponderant class so as 
to its sample size near to or being equal to the sample 
size of another class [1],[2]. The second is to keep the 
original situation of the unbalance sample distribution 
and adjust the penalty weights of two types of error [3]. 
The third is to gain an approximate balance of two types 
of samples by increasing dummy sample to the minority 
class [4], this strategy can be divided into two kinds, 
one is to increase ordinary sample, another is to increase 
support vector sample. 
 
Which strategies will be more appropriate in practical 
applications of SVM? It requires comparisons of these 
strategies. But up to now these comparisons have not 
been seriously conducted. This paper tries to put 
forward a proposal of selecting strategies by the 
analyses and experiments to these strategies, offer a 
reference for the researches who study for SVM. 
 
For the sake of convenience, we give a uniform 
explanation for some notions and hypotheses in this 
paper as follows: The researched problems are limited 
in binary classification problem. One class of two 
classes is named as positive class, while another is 
named as negative class. The preponderant class is the 
class in which the sample number is more relatively. 
The minority class is the class in which the sample 
number is fewer relatively. We always assume that 
positive class is the preponderant class and negative 
class is the minority class. The accuracy is the rate of 
correctly classified samples in sample set. The total 
accuracy is the accuracy where sample set is the set of 
all samples. The accuracy for positive class is the 
accuracy where sample set is positive class. The 
accuracy for negative class is the rate where the sample 
set is negative class. The prediction accuracy is the rate 
of samples which are classified correctly in testing 
sample set.  
 
The rest sections of this paper are arranged as follows: 
Section 2 introduces concrete schemes for strategies, 
including the definition of schemes and the analysis to 
their advantage and disadvantage. Section 3 carries out 
a comparison of experimental effects of various 
schemes, which is the main part of this paper, including 
the data and experiments, results and discussions to two 
unbalance sample distribution problems. The last 
section is conclusions. 
 
2 Schemes for strategies 
 
The differences of various strategies to unbalance 
sample distribution problem depend on the schemes for 
training samples. According the considerations for 
training samples, this paper gathers all strategies 
appeared in various publications up to five schemes as 
follow. These schemes also include the scheme in which 
no any policy is considered, that is Scheme 0.  
 
 Scheme 0: Keep the original situation of unbalance 
sample distribution, take same penalty weights for 
two types of errors. No any policy is considered.  
 Scheme 1: Reselect the samples of preponderant 
class so that the ratio of two types of samples is 1. 
 Scheme 2: Keep the original situation of unbalance 
sample distribution, take the ratio of two penalty 
weights with the reciprocal of the ratio of two 
types of samples.  
 Scheme 3: Increase dummy ordinary sample of 
minority class by a certain rule so that the ratio of 
the numbers of two types of training samples is 1. 
 Scheme 4: Increase dummy support vector sample 
of minority class by a certain rule so that the ratio 
of two types of training sample is 1.  
 
Scheme 1 and Scheme 2 belong to the strategy of no 
increasing dummy sample, while Scheme 3 and Scheme 
4 belong to the strategy of increasing dummy sample. 
Scheme 3 and Scheme 4 need “a certain rule ” to 
increase dummy sample. Because the sample 
distribution is always unknown in SVM, we haven’t a 
uniform rule to increase dummy sample. We often use 
the hypothesis “the type of samples which are located in 
sufficiently small neighborhood of a sample is same as 
the type of that sample” to increase dummy sample. 
Based on this hypothesis, we define the rule of 
increasing dummy sample in Scheme 3 as “Increasing 
randomly dummy sample of minority class in some 
neighborhood where the center is a sample of minority 
class and the variety of every component value is under 
5 percent of corresponding component value, and the 
probability of taking new dummy sample as the center 
of neighborhood is 10 percent of the probability of 
taking original sample”. Similarly we define the rule in 
Scheme 4 as “Increasing randomly dummy sample of 
minority class in the neighborhood where the center is a 
support vector sample of minority class in Scheme 1 
and the variety of every component value is under 5 
percent of corresponding component value, and the 
probability of taking new dummy sample as the center 
of neighborhood is 10 percent of the probability of 
taking original sample”. 
 
For judging fairly performances of various schemes, we 
take same testing set for all schemes. The samples of 
testing set are selected from the sample set in which the 
training samples have been eliminated, according to 1:1 
ratio of two types of samples. The reason for 1:1 ratio of 
two types of samples is that the prediction accuracy 
ought to reflect fairly the accuracy of two types of 
samples and don’t trend to some class. 
 
The advantage for Scheme 1 and Scheme 2 is that they 
don’t need additional training time, because they don’t 
increase dummy sample. The disadvantage for Scheme 
1 is that we can’t use the information of preponderant 
class sufficiently. The disadvantage for Scheme 2 is that 
we don’t know what penalty weight is the best. The 
advantage for Scheme 3 and Scheme 4 is that we can 
use the information of preponderant class sufficiently, 
but the disadvantage is that they need additional training 
time and may result in worse classification when 
increased dummy samples don’t accord with the 
realistic sample distribution. 
 
3 Numerical Experiments  
 
In this section, we carries out some experiments on five 
schemes to financial distress problem [2] and breast 
cancer problem [5],[6], and analyses the characteristics 
of various schemes, then give out some suggestion to 
select schemes. 
 
3.1 Data and Implementation 
 
The data of this section comes from China Stock Market 
& Accounting Research Database (SMAR) [7] and UCI 
Repository Of Machine Learning Databases [8]. We do 
some necessary pretreatment to the data before 
implementation,   we standardize the scope of value to 
[-1,1] for all data sets. 
 
There are six attributes in financial distress dataset: rate 
of return on total assets, total assets turnover, debt ratio, 
current ratio, rate of return on net assets and accounts 
receivable turnover. Positive class is the data set of 
financial normal samples, tagged with “+1”, Negative 
class is the data set of financial distress samples, tagged 
with “-1”. The sizes of total samples dataset are 2417, 
where the sizes of samples that belong to positive class 
are 2239, taking 92.64 percent of total samples, the sizes 
of samples that belong to negative class are 178, taking 
only 7.36 percent of total samples. The distributions of 
two types of samples are extremely unbalanced.  
 
There are nine attributes in breast cancer dataset. 
Positive class is the data set of benign samples, tagged 
with “+1”.Negative class is the data set of malignant 
samples, tagged with “-1”. The sizes of total samples 
are 699, where the sizes of samples that belong to 
positive class are 458, taking 65.52 percent of total 
samples, the sizes of samples that belong to negative 
class are 241, taking 34.48 percent of total samples. The 
distributions of two types of samples are little 
unbalanced. 
 
The detail of training set and testing set is listed in 
Table 1 and Table 2.  
 










ξ ）                   (1)  
s.t. iii bxwy ξφ −≥+⋅ 1))(( ， li ,,1L=      (2) 
 
Scheme Training Set (Positive Class : Negative Class) Testing Set(Positive Class : Negative class) 
Scheme 0 628:50 10 groups, 128:128 
Scheme 1 50:50 Same as above 
Scheme 2 628:50 Same as above 
Scheme 3 750:750  including 700 dummy samples of Negative Class Same as above 
Scheme 4 125:125   including 75 dummy samples of Negative Class Same as above 
Table 1 The training set and testing set for financial distress problem 
 
Scheme Training Set (Positive Class : Negative Class) Testing Set(Positive Class : Negative class) 
Scheme 0 152:80 2 groups, 160:160 
Scheme 1 80:80 Same as above 
Scheme 2 152:80 Same as above 
Scheme 3 152:152  including 72 dummy samples of Negative Class Same as above 
Scheme 4 87:87   including 7 dummy samples of Negative Class Same as above 
Table 2 The training set and testing set for breast cancer problem 
 
The accuracy of training set (%)  The accuracy of testing set (%) 
Scheme (c,σ2) Total Positive Class 
Negative 





Scheme 0 (32, 1) 95.28 99.20 46.00 69.69 99.53 39.48 
Scheme 1 (128,1) 90.00 88.00 92.00 87.73 88.75 86.72 
Scheme 2 (32,1) 93.22 93.47 90.00 86.37 90.70 82.03 
Scheme 3 (32,16) 98.27 98.67 97.87 72.34 97.81 46.88 
Scheme 4 (128, 8) 96.40 96.80 96.00 80.47 95.31 65.63 
Table 3  The results for financial distress problem 
 
The accuracy of training set (%)  The accuracy of testing set (%) 
Scheme (c,σ2) Total Positive Class 
Negative 





Scheme 0 (32, 0.0078) 96.12 94.74 98.75 94.06 93.75 94.37 
Scheme 1 (0.25, 0.25) 96.88 95.00 98.75 95.16 92.81 97.50 
Scheme 2 (32, 0.0078) 95.26 93.42 98.75 95.94 93.75 98.12 
Scheme 3 (512, 0.0078) 98.36 98.68 98.03 96.25 97.19 95.31 
Scheme 4 (0.25, 0.125) 96.55 94.25 98.85 95.78 93.44 98.12 
Table 4 The results for breast cancer problem 
 
In order to compare uniformly various schemes, 
considering the good performance of RBF function, we 
uniformly select }||exp{),( 22 ii xxxxk −−= σ  as 
kernel function in our experiments. We adopt Cross-
validation to determine the parameters C and 2σ . The 
possible values of C and 2σ  are C= 
}2,2,,2,2{ 10912 L−− , 2σ = }2,2,,2,2{ 43910 L−− . We 
must try 13×15=195 combinations of C and 2σ  for 
each scheme. 
 
3.2 Results and discussions 
 
The experimental results for financial distress problem 
and breast cancer problem are listed in Table 3 and 
Table 4. For financial distress problem, the accuracy of 
testing set means the average accuracy on 10 groups of 
testing set. For breast cancer problem, the accuracy of 
testing set means the average accuracy on 2 groups of 
testing set. 
 
We can gain some conclusions from above experiment 
results. 
(a) Scheme 1, 2, 3 and 4 are effective for unbalance 
sample distribution problem. The higher the degree 
of unbalance is, the more obvious the effect is. For 
financial distress problem, in which  the degree of 
unbalance sample distribution is very high, the 
predication accuracies to negative class on Scheme 
1,2 ,3 and 4 are 86.72%,82.03%,46.88% and 65.63% 
respectively, which increase 119.66%, 107.78%, 
18.74% and 66.24% respectively than 39.48% of 
Scheme 0. Their predication accuracies to total 
sample set are 87.73%,86.37%,72.34% and 80.47% 
respectively, which are obviously better than 
69.69% of Scheme 0，the increased rates achieve 
25.89%,23.93%,3.80% and 15.47% respectively. For 
breast cancer problem, in which the degree of 
unbalance sample distribution is not high, the 
predication accuracies to negative class on Scheme 
1,2 ,3 and 4 are 97.50%,98.12%,95.31% and 98.12% 
respectively, which increase 3.32%,3.97%,1.00% 
and 3.97% respectively than 94.37% of Scheme 
0.Their predication accuracies to total sample set are 
95.16%,95.94%,96.25% and 95.78% respectively, 
which are a little better than 94.06% of Scheme 0，
the increased rates is only 1.17%,2.00%,2.33% and 
1.83% respectively. 
(b) Schemes that don’t increase dummy sample are 
better than schemes that increase dummy sample 
when the accuracy to minority class is low. For 
financial distress problem, the accuracies on Scheme 
0 to minority class are only 46% (for training set) 
and 39.48% (for testing set), the predication 
accuracies on Scheme 3 and Scheme 4 of increasing 
dummy sample only increase 3.80% and 15.45% 
than Scheme 0, but the predication accuracies on 
Scheme 1 and Scheme 2 of no increasing dummy 
sample increase 25.89% and 23.93% than Scheme 0. 
Therefore, Scheme 1 and Scheme 2 are better than 
Scheme 3 and 4 when the accuracy to minority class 
is low. 
(c) The effects of all schemes aren’t great and their 
differences aren’t big when the accuracy to minority 
class is high. For breast cancer problem, the 
accuracies on Scheme 0 to minority class achieve 
98.75% (for training set) and 94.378% (for testing 
set), the total predication accuracies for Scheme 
1,2,3,4 increase only 1.17%, 2.00%, 2.33%, 1.83% 
respectively than Scheme 0. In fact, it is obvious that 
we don’t need any strategies to improve accuracy 
now that the accuracy to minority class is high.  
(d) In the strategies which don’t increase dummy 
sample, the effects of Scheme 1 and Scheme 2 are 
almost same whatever happens. For financial 
distress problem, the increased rates for total 
prediction accuracies on Scheme 1 and Scheme 2 are 
25.89% and 23.93% respectively than Scheme 0. For 
breast cancer problem, they are 1.17% and 2.00% 
respectively. 
(e) In the strategies which increase dummy sample, 
Scheme 4 that increases dummy support vector 
sample is better than Scheme 3 that increases 
dummy ordinary sample. For financial distress 
problem, the total prediction accuracy for Scheme 4 
is 80.47%, which is obviously better than 72.34% of 
Scheme 3. In addition, the increased dummy sample 
number of Scheme 4 is only 75, which are fewer 
than 700 of Scheme 3. For breast cancer problem, 
the total prediction accuracies for Scheme 4 and 
Scheme 3 are 95.78% and 96.25% respectively, 
which are almost same. But the increased dummy 
sample number of Scheme 4 is only 7, fewer 
obviously than 72 of Scheme 3, which results in 
Scheme 4 will spend less training time than Scheme 
3. Comparing with them synthetically, Scheme 4 
still performs better. 
 
In a word, judged by the prediction accuracy and 
training time, the schemes of no increasing dummy 
sample are better than the schemes of increasing dummy 
sample, the scheme of increasing dummy support vector 
sample is better than the scheme of increasing dummy 
ordinary sample between schemes of increasing dummy 
sample. In practical work, at first we ought to choose 
the schemes of no adding dummy sample. Unless we 
have enough knowledge about the sample distribution, 
we can consider the schemes of increasing dummy 
sample. If we want to choose the scheme of adding 
dummy sample indeed, we ought to choose Scheme 4 
prior to Scheme 3.  
 
In addition, it can more illustrate the effects of these 
schemes in this paper by comparing the experimental 
results of this paper with former results. For breast 
cancer problem, in [6], the number of total samples is 
369, the total predication accuracy is 93.5% when the 
training samples occupy 50 percent of total samples and 
the testing samples occupy 50 percent of total samples, 
it is 95.9% when the training samples occupy 67 percent 
of total samples and the testing samples occupy 33 
percent of total samples. In this paper, the number of 
total samples is 699, the average of total predication 
accuracy for Scheme 1,2,3,4 achieves 95.78% when the 
training samples occupy only 33 percent of total 
samples and the testing samples occupy 67 percent of 
total samples. This comparison indicates these schemes 
of this paper classify breast cancer data very well. For 
financial distress problem, comparing with the total 
predication accuracy 86.22% in [2], the results of this 





This paper indicated that the strategies which deal with 
unbalance sample distribution are necessary and 
effective to unbalance sample distribution problem, 
especially to extreme unbalance distribution problem. 
Moreover, this paper points out that we ought to firstly 
choose strategies of no increasing dummy sample. If we 
want indeed to choose strategies of increasing dummy 
sample, we should consider the strategies of increasing 
dummy support vector sample in prior.  
 
How to improve the effects of strategies of increasing 
dummy sample by the existing samples? It may be 




[1] Min Liu and Chengde Lin, “A Model Based on 
Support Vector Machine for Credit Risk 
Assessment in Commercial Banks”, Journal of 
Xiamen University(Natural Science), Vol.44, No.1, 
pp.29-32, Jan.2005. 
[2] Bo Li and Jianmin He, “An Application of SVM to 
Analysis of Enterprise Financial Distress”, Modern 
Management Science,No.12,pp.12-14,2004. 
[3] Vladimir N. Vapnik, Statistical Learning Theory, 
New York: Wiley, 1998. 
[4] Naiyang Deng and Yingjie Tian, A New Method of 
Data Mining—Support Vector Machine, Beijing: 
Science Publishing Company, June 2004.  
[5] O.L. Mangasarian and W.H. Wolberg, “Cancer 
diagnosis via linear programming”, SIAM News, 
Volume 23, Number 5,, pp. 1-18, Sep. 1990. 
[6] W.H. Wollberg and O.L. Mangasarian, ” 
Multisurface method of pattern separation for 
medical diagnosis applied to breast cytology”, 
Proceedings of the National Academy of Sciences, 
U.S.A., Volume 87, pp. 9193-9196, Dec. 1990,. 
[7] GUO TAI AN Information Technology Ltd., 
China Stock Market & Accounting Research 
Database, 2004. Available: 
 http://www.csmar.com/. 
[8] W. H. Wolberg, UCI Repository of Machine 
Learning Databases, 1998. Available:  
http://www.ics.uci.edu/~mlearn/MLRepository.ht 
ml 
 
