This paper introduces an optically interconnected distributed shared memory (OIDSM) system. The distributed shared memory (DSM) approach integrates both shared memory and distributed memory system ideas to extract the strengths of each while balancing their respective weaknesses. The OIDSM system is a DSM system based on a photonic network to support the high communication requirement of DSM. The OIDSM employs wavelength division multiple access on the photonic network, enabling multiple channels to be formed on a single optical ber. A result of the high communication capacity is the simpli cation of the global address mapping problem. This simpli ed uniform address allocation scheme is introduced. The advantages of the proposed approach are examined through a performance analysis based on a closed queueing network which has been validated through extensive simulation. The performance of the OIDSM system is evaluated in terms of transaction time of a memory request and system throughput. The impact of variations in the number of channels and processors in the system on these metrics is studied. The e ect of variations in memory and channel service times are also evaluated.
Introduction
Distributed shared memory (DSM) systems have attracted much interest since their introduction in 1986 1]. The DSM system introduced in this paper combines the concepts of shared memory and distributed memory with a fast interconnection network made possible through the use of optical interconnects. This system has the topological advantages of distributed memory systems, the programming advantages of shared memory systems, and superior performance through the high bandwidth characteristics of optical interconnections.
There is currently much activity in the design and investigation of DSM systems 2, 3, 4, 5, 6, 7, 8] . Distributed shared memory systems have a global address space that is shared by all the processors in the system 9]. It can be implemented in di erent ways. One way would be to assign address space to each processor with accesses by other processors through message passing 2, 3] . DSM can be implemented as a virtual memory shared by all the processors as in 5, 6, 7] where memory mapping managers maintain memory coherence. Fleisch and Popek discuss the disadvantages of message-passing in a multiprocessor environment and tightly-coupled processors with physical shared memory 4]. Data is stored in segments and processes sharing data attach these segments to their virtual address space. They propose techniques for reducing network tra c that arise to maintain coherence between segments. Any updates to segments is visible to all sharing processes thus simplifying memory coherence schemes. Their technique di ers from that proposed in 5, 6, 7] in implementational aspects and provides additional exibility to the user.
Slow network performance has often been a disadvantage in tightly-coupled multi-processors, resulting in considerable delay for network accesses. Minnich and Farber overcome the problem of network delay by reducing the network load 8]. Transfer time is minimized by storing shared data in 32 byte pages. Work presented in 2, 3] address the coherency problem in multiprocessors which support shared memory at the instruction set level; while 5, 6, 7] deal with the design of shared virtual memory in a distributed environment and implementation in the Aegis operating system of the Apollo domain. The problem of memory coherency is addressed, and data sharing in distributed memory is achieved through procedure calls.
Process allocation and data allocation are closely related. This fact has been used in proposing a dynamic data allocation scheme for shared memory multiprocessors in 10]. Process allocation was considered static. A mechanism was proposed which tracks the access patterns to pages in the shared memory. Migration of the page was initiated when an access imbalance was observed. This scheme aimed at reducing communication latency through a complex implementation of a migration mechanism which tracks page accesses. The network latency was also identi ed in 11] as the chief cause of memory latency in shared memory multiprocessors. The technique proposed in 11] to reduce the latency time on the network was to place directories at the network switches. The directories were used by the memory access requests to identify the location of the memory module that contains the desired data. This scheme was further complicated in the requirement to maintain the directories by tracking migration of data blocks.
Di erent dynamic memory allocation schemes were proposed to reduce memory access times aimed at improving the performance of the system. Dynamic allocation needs the resource requirements of a job to be known before it is assigned to a particular node, and was used to reduce network accesses 10, 11] . An alternate approach is to uniformly allocate the address space to all the N nodes. The OIDSM system avoids the complexity of dynamic allocation, and implements the simpler uniform allocation method since network latency and bandwidth are no longer principal limiting factors.
Several DSM systems have been commercially built, the rst being Heterogeneous Element Processor (HEP), a MIMD multiprocessor system 12]. Each process execution module (PEM) has its own memory, from which it regularly executes. A global shared memory is accessible by all PEMs through a packet switched network. Switches on the network maintain routing tables to route the packets in the proper direction of their destination. I/O caches are also maintained to increase the transfer rate from the global memory. The Tera machine is also a commercial DSM system which employs very fast context switching between many processes 13].
The memory organization and the interconnection network largely determine the overall system performance. The slow performance of the network has governed the design of DSM organization. Improved response time was achieved by reducing network tra c 8], reducing memory contention 4], and by operating system support 5, 6, 7] . The optically interconnected distributed shared memory (OIDSM) system introduced in this paper overcomes the problem of network delay through a high performance photonic network for interprocessor communication. This eliminates the need of having a centralized shared memory, and facilitates the use of distributed memory. The contention problem at the shared memory is reduced by having distributed memory. A result of the high communication capacity is the simpli cation of the global address mapping problem.
The photonic network of the DSM system introduced here alleviates the tra c load concern which governed the design of earlier DSM systems, and enables the development of a xed memory allocation scheme that has lower complexity than dynamic schemes. The photonic network employs wavelength division multiple access (WDMA), enabling multiple channels to be formed on a single optical ber through wavelength-division multiplexing. A multiple access environment for the photonic network of the OIDSM can be achieved through a variety of optical channel topologies 14] (described in Section 2.2.2). System size limitations in terms of the optical power budget (OPB) were compared in 15, 16] and the star-coupled con guration was shown to exhibit superior fanout characteristics over optical bus-based systems. Star-coupled networks have high fault-tolerance due to their passive nature and complete unity distance connectivity 17, 16] . This high connectivity is achieved with low system complexity through the multiple access nature of the system. The OIDSM system is modeled using a closed queueing network which is solved using Mean Value Analysis. The performance is evaluated in terms of the transaction time of a memory request and the system throughput for variations in the system size and number of channels in the network. The prediction of the system performance for large system sizes is made to present the scalable nature of the system if a large number of channels can be obtained in a WDM optical network. A uniform address allocation scheme is introduced for DSM systems and studied through a performance analysis. The analytic performance model has been compared to simulation results, and is shown to accurately portray the system performance. The performance analysis presented in this paper illustrates the features of this system, and provides a comparison with DSM systems not based on optical networks.
The organization of this paper is as follows. Section 2 provides background information and the de nitions used in this paper. Parallel computer architectures are brie y described in Section 2.1, optical interconnects are described in Section 2.2, and the memory organization of OIDSM is described in Section 2.3. The closed queueing network used to model the OIDSM and the performance metrics are derived in Section 3. The analysis of the results obtained is provided in Section 4.
Architecture of OIDSM
This section provides background information for the OIDSM system. Section 2.1 describes various parallel computer architectures, the motivation for this work, and the proposed OIDSM system. Section 2.2 provides information on optical components used in optical networks, optical network architectures, and media control protocols for access arbitration of the channels in the WDM network. Section 2.3 presents memory allocation schemes typically employed in parallel computers and the memory organization of the OIDSM system.
Parallel Computer Architectures
Parallel computers may be classi ed according to memory organization as shared memory systems, distributed memory systems, or distributed shared memory systems. 
Shared Memory Systems:
In this class of systems, a single global address space is shared by all processors. Shared memory systems can be based on circuit or packet switching. A typical con guration of such a system with N processors and M memory modules is depicted in Fig. 1(a) . Task execution on this class of systems involve code and data references by the processors to the shared memory modules. Contention occurs at both the interconnection network and memory modules. Private cache is a typical approach to reduce this problem. Contention is reduced at the cost of increased hardware complexity required to maintain coherence between the cache and main memory.
Signi cant advantages of shared memory systems are the ease of programming and good performance with small systems. A main disadvantage is the limited system size capability due to the limited communication bandwidth and the increase in memory contention. Large shared memory systems face signi cant di culty: (multi)bus and multi-stage interconnection network complexity, contention and control.
Distributed Memory Systems:
Each processor in this class of systems has its own memory and its own private address space. A general con guration of the distributed memory system is shown in Fig. 1(b) . The processors are typically interconnected through a packet switched communication network. Application development for distributed memory systems face di culties: the message passing nature of sharing data and the relatively small size of the individual memory. The message passing mechanism involves packet formation, routing and decoding. This complexity, together with the relative programming di culty, has hampered distributed memory systems from becoming a more dominant approach to parallel architecture. Distributed memory systems have a strong advantage in their ability to support a large system size, systems which can extend into the massively parallel region.
Distributed Shared Memory Systems:
Each processor in a DSM system is associated with a portion of the system address space, which can be accessed by the other processors through message passing. A general con guration for a DSM system with N processors is shown in Fig. 1(c) . Each processor typically executes from its associated memory as in distributed systems. However, all processors have access to the entire address space as with shared memory systems. The required blocks are brought into the address space allotted to the processor, and used for process execution. This con guration is very attractive in that it combines the topological advantages of distributed systems with the programming advantages of shared memory systems. The application base of the resulting system is wider than for both of the two approaches individually, moving the system in the direction of general-purpose parallel computing Distributed shared memory systems are constructed as a distributed memory system, but appear to the programmer as a shared memory system. The shared memory appearance is obtained by mapping the memory modules located at the processor into a global address space. Each processor is associated with its own memory which can be also accessed by the other processors in the system through message passing. However, the message passing is initiated by the system to support the shared memory appearance and is hidden from the programmer.
Message passing involves transmitting and receiving request and response packets. For example, in order to support the view of shared memory in a distributed memory system the following would have to be done. A node rst identi es the target node that contains the target memory block. It then transmits a request packet to the target node. The requested block is transmitted by the target node and the node that requested it receives the packet. This may create a contention problem at the network and the global memory module, increasing the average access delay. Memory allocation schemes have been designed to reduce network access by staging the data locally.
Motivation for proposed work:
Message passing involves transmitting requests to the target memory blocks and receiving the required blocks over the network. There is a contention problem at the network and the memory modules since a block could be required by any processor resulting in high network delay. Design of DSM systems have hence evolved around network constraints. The design constraints have changed with the introduction of optical interconnection networks. The network is no longer a principal constraint. The limitations due to network bandwidth have essentially vanished and performance improves due to the superior performance of the interconnection network. This factor enables various issues such as process migration and load balancing to be viewed from a new perspective. The combination of the concepts of shared memory, distributed memory and optical interconnects (described in Section 2.2) results in a system with the advantages of all the three: ease of programming, easily expandable systems, and fast low-cost performance.
Proposed DSM system:
The DSM structure di ers signi cantly from DSM structures proposed in earlier papers. It is based on an optical interconnection network (OIDSM). The system proposed in 5] has the shared memory concept implemented as a virtual memory. The memory manager manages the page faults. The unit of transfer between virtual memory and processors is a page. The DSM system proposed in this paper has a physical address space allotted to processors, and a large virtual address space that is mapped onto the physical address space through the use of a memory management unit at the operating system level (to be described in Section 2.3). The unit of transfer between shared memory modules is a block. The DSM system proposed in 2] has a local memory assigned to processors, and sharing is through message passing. Their system can have copies of blocks in more than one local memory, so multiple copies of the same block may exist in the global physical address space. The memory organization of the OIDSM system is designed to ensure that only one copy of a block exists in the global physical address space at any given time. This paper develops a performance analysis of the OIDSM system. The following sections describe the interconnection scheme and the memory organization of the proposed system.
Optical Interconnections
Optical communication has emerged as a recent development in processor interconnection. Extensive work has been done in the area of optical interconnection networks and their suitability to parallel computers 17, 18, 16, 19, 20] . Optical interconnects may provide high performance interprocessor communication.
Analysis of optical interprocessor communication in a distributed memory system showed that a large system can be built with low system complexity 18]. Optical interconnects also result in highly fault tolerant systems due to the large connectivity. Photonic switching can be implemented using Space division multiplexing, Time division multiplexing, or wavelength division multiplexing 21]. It has been shown in 18] that Wavelength Division Multiple Access (WDMA) channels result in better performance characteristics of average distance, diameter and average packet delay compared to traditional distributed memory architectures such as a hypercube. It provides more e cient resource allocation and the network also performs well under dynamically changing loads. The OIDSM interconnection network is based on WDMA channels.
Characteristics such as increased fanout, very large bandwidth, high reliability, low power requirements, reduced crosstalk, and immunity to electro-magnetic interference make optical networks highly desirable. Multiple optical channels can be formed on a single optical ber through wavelength multiplexing to form Wavelength Division Multiple Access (WDMA) channels. This is an approach to circumvent the speed mismatch between the optics and the interface electronics: multiple channels are created on a single ber rather than creating a single (very) fast channel. The WDM channels form a set that can be individually switched and routed. However, tunable transmitters and receivers are required to achieve wavelength division multiplexing. Potential areas of applications for photonic networks are expanding rapidly, due to the signi cant advances in wavelength tunable laser diode transmitters and wavelength tunable receivers. The following section brie y outlines some of the characteristics of wavelength tunable devices. Spectral slicing is a low cost alternative to tunable laser diodes that has been recently introduced for this environment 26] . A tunable transmitter with C channels is constructed with C LEDs and a WDM multiplexer per node. The multiplexer is used to extract the desired wavelength for each channel and block the remaining spectrum of the LED. A system has been constructed with 16 channels each operating at 500 Mbps with o -the-shelf components.
Receivers:
Wavelength selectivity can be achieved either with a coherent receiver, or a tunable lter with direct detection. The rst approach is more expensive, but has higher channel selectivity: channels can be placed closer together so a greater number of channels are formed in the tunable range. A lower cost alternative is a wavelength tunable lter with direct detection. Non-coherent, wavelength tunable lters can be constructed with a variety of techniques: Fabry-Perot and Mach-Zehnder approaches of wavelength dependence of interferometric phenomena, wavelength dependence of coupling through acousto-optic or electro-optic techniques, and resonant ampli cation that provides gain as well as wavelength selectivity 23 25, 28, 27] . The term receiver is used throughout the remainder of this paper to denote either a coherent receiver or a receiver based on a wavelength tunable lter with a direct detection receiver.
Network Architectures
Two classes of WDM networks are Wavelength Routing (WR) and Broadcast-Select (BS) 24]. Wavelength selectable devices are contained within a WR network and the transmitted wavelength completely determines the path through the network. A BS network is passive with no internal wavelength selectivity. Selectivity is obtained with tunable sources and/or tunable wavelength lters or receivers. BS networks can be used to create optical multiple access channels 29, 30] or virtual point-to-point interconnections through the incorporation of a multi-hop scheme in the wavelength domain 31, 32, 33, 34, 35, 36] . For example, the perfect shu e point-to-point WDM network was introduced in 37] using xed-channel transceivers. Tunable transceivers were considered in 36] to enable rede ning the network's logical connectivity in response to tra c ow irregularities.
A major problem hindering the development of photonic based communication networks is the speed mismatch between the electronic and optical components. The low loss region of a single mode optical ber has a bandwidth of about 30THz 24]. This illustrates the speed mismatch problem: the optical media is capable of speeds far exceeding the maximum speeds of the electronic interface components. Wavelength-division multiplexing (WDM) is an approach that circumvents the speed mismatch problem. Multiple optical channels can be formed on a single optical ber through wavelength multiplexing to form Wavelength Division Multiple Access (WDMA) channels. Each channel operates at the data-rate limited by the electronic interface components. This achieves a signi cant improvement in bandwidth utilization, allowing concurrent transmission along the multiple channels. Depending on the architecture, optical self-routing is achievable where a node only receives data destined to it and the system has the non-blocking connectivity characteristics of a crossbar 16].
WDMA partitions the enormous optical bandwidth into multiple channels. A media access control protocol is required to provide arbitration for each channel. Di erent schemes have been considered to exploit the unidirectional nature of the optical ber and to harness the high capacity of the optical ber 19]. Optical selfrouting partitions the tra c, relaxing the design constraints on the receiver subsystem since a node will now only have to receive and process a fraction of the network tra c. This is an important characteristic since the photonic network can support a throughput rate far beyond the packet processing capability of a typical node. This approach has only recently become feasible due to the advances in wavelength tunable transmitters and receivers, and low cost coupling devices 24, 25] . In particular, this paper focuses on photonic star-coupled passive networks that use WDM to create wavelength division multiple access channels (WDMA). The multiaccess approach targets higher topological connectivity, low system complexity, improved fault-tolerance and enhanced performance through multiple WDMA channels 15, 14, 17].
Star-coupled Interconnection
A multiple access environment for the photonic network of the OIDSM can be achieved through a variety of optical channel topologies 14] as shown in Fig. 2 . System size limitations in terms of the optical power budget (OPB) were compared in 15, 16] and the star-coupled con guration was shown to exhibit superior fanout characteristics over optical bus-based systems. Analysis of optically based interprocessor communication methods in 16] showed that passive star-coupled systems support larger system sizes in comparison to optical bus-based systems.
Star-coupled con gurations can have a single channel or multiple-channels. The single-channel architecture is based on xed receivers and transmitters. A passive star-coupler broadcasts a message to all processors, uniformly distributing all incoming optical power among the output waveguides. All transmitters and receivers operate on the same wavelength. A node must receive and process all channel tra c. After a node receives a packet (o/e and serial to parallel conversion), the header of the packet is decoded to determine its destination address. The packet is routed according to the address r-tuple comparison in a multi-dimensional system 19]. The packet is discarded if the destination eld and the local processor addresses do not match on a single channel system.
The bandwidth of the link is not limited by the media, but by the transformation and decoding process of the interface electronics described above. An optical ber is capable of very high bandwidth. WDM based architectures attempt to harness additional bandwidth capability of the optical ber by partitioning the bandwidth into multiple channels. Each channel operates at the maximum data-rate of the interface components. Tunable optical components are used which can shift their operating wavelength to access di erent channels.
This approach assumes the available optical bandwidth is partitioned into a comb of narrow channels using Wavelength Division Multiple Access (WDMA). A general star-coupled optically interconnected system with tunable transmitters and receivers is shown in Fig. 2(d) . Although the optical star-coupled system logically appears to the system as a high speed bus, it has the additional advantage of optical self-routing where a node only has to process packets directed to it. The two main constraints that limit system size are the optical power budget and the number of channels created through WDM. The OPB limitation is due to the physical characteristics of the transmitters, receivers, ber and coupling devices. The number of channels restricts system size due to performance constraints: total tra c to be supported increases as the system size increases. A regular hypercube based structure has been recently introduced in 18, 19] that eliminates both constraints through the coupling of space and wavelength switching.
Media Access Control Protocols
The total bandwidth of the system is proportional to the number of channels created through WDM. Media access control protocols for this environment must be developed to obtain the increase in interconnection bandwidth over electronic links 20, 38] .
The system has two levels of access protocols. The rst is WDMA, which partitions the enormous bandwidth of a single channel into multiple, more manageable, channels. The object of this is to exploit the self-routing characteristic between source and destination along a single channel. A receiver subsystem only processes tra c destined to it. The design requirements on this subsystem is eased since the volume of tra c processed per node is reduced. This is an approach to obtain the high capacity characteristics of optical communication but circumvent the speed mismatch with electronic components.
A second level media access protocol provides access in the time domain along each channel. A system with multiple access channels can be designed to either allow collisions and rely on a positive acknowledgment scheme, or avoid collisions through some reservation or xed allocation approach. Media access control protocols developed for photonic star-coupled WDM networks may be broadly classi ed into reservation and pre-allocation strategies 20, 19] .
Reservation techniques may designate one wavelength channel as the control channel that is used to reserve access on the remaining channels (designated as data channels) for data packet transmission 38, 39] . The control channel is used to transmit control information and reserve access on the data channels. Media access control protocols are required to provide arbitration on both the data and control channels.
Pre-allocation techniques pre-assign the channels to the nodes, where each node has a home channel that it uses either for all data packet transmissions or all data packet receptions. This eliminates the requirement that a node possess both a tunable transmitter and a tunable receiver. Pre-allocation may be achieved by either specifying the channel a node will use to transmit (requires a tunable receiver and a xed transmitter) or receive (requires a tunable transmitter and a xed receiver). A source node tunes its transmitter to the home channel of the destination node and transmits according to the media access protocol with a system where channels are pre-allocated for data packet reception. A home channel may be shared with other nodes if the number of nodes exceeds the number of channels. Any node in the system can determine the home channel of any other node in a decentralized fashion with knowledge of the destination node number and the total number of nodes and channels in the system 20, 18, 40] . This approach does not require a control channel: all channels are used for data transmission 40, 20] . Random and static access approaches for networks with xed transmitters and tunable receivers, and for networks with tunable transmitters and xed receivers have been considered in 40, 16, 20] .
Reservation protocols are often more complex than pre-allocation protocols since the transfer is based on two stages: reservation and transmission 20]. Depending on the implemented protocol, collisions may occur during control and/or data packet transmission which require a retransmission of both. Pre-allocation approaches appear to be very promising due to their low implementational and operational complexity.
Memory Organization of OIDSM
The memory organization of the OIDSM system mainly consists of a physical memory shared by all the processors in the system, as shown in Fig. 3 . The memory hierarchy at each node is as follows: each processor has a conventional cache (CC), a local cache (LC), and a local portion of the global memory that it manages. The global physical memory is assigned to the processors based on the allocation scheme. The sections of memory allocated to the processors are called memory modules. The memory that contains the local portion of the global memory associated with each processor is called local global memory (LGM). The other memory modules are non-local global memory (NLGM) to this processor. The unit of transfer between LC, LGM, and NLGM modules is a block. The unit of transfer between physical and virtual memory is a page.
A DSM system uses the (programming) communication methods of shared memory systems in a distributed system environment. The two main sources of delay in a shared memory system while satisfying memory requests are: the access time for the main memory, and the delay due to communication on the interconnection network. With optical interconnects, the communication delay is reduced thereby improving the performance of the system. The requirement of small block sizes with previous DSM approaches has been eased since the fast transmission rate of optical networks enables larger blocks of data to be transferred from NLGM modules. It had been mentioned above that there is only one copy of a block in physical memory. This is possible because blocks resident in NLGM modules but needed by a processor are staged in the local cache.
Since the processor has a separate fast cache, the local cache is used only for staging the large blocks being transmitted from other memory modules. Hence this cache can be the inexpensive memory used for LGM, and can also be much larger than the conventional expensive fast cache. By virtue of locality of reference, the presence of the large local cache results in faster response times of this system.
The CC is an expensive, fast cache from which the processor executes regularly. This is similar to the on-chip cache in the Intel i860 41]. The LC and LGM are inexpensive memory constructed by logically partitioning the physical memory located at each node. The LC here is similar to the program memory associated with each PEM of the HEP 12] . The hit ratio of CC determines the frequency of requests to the memory modules. The LC is used for staging the large blocks of data being transferred from NLGM modules, and is much larger than the CC. By virtue of locality of reference, a process would reference blocks which are immediately after or before the current block being executed with a higher probability. If larger blocks are transferred when a page fault occurs, the page faults following this one could be reduced. The presence of a large LC enables larger blocks to be transferred from the shared memory modules. This increases the hit ratio of the LC, thereby reducing the response time of a memory request.
The servicing of a memory request is as follows: the processor executes regularly from its own CC. When a miss occurs at the CC, the request is directed to the LC. When a miss occurs at this LC, the required block could be present in the LGM or in any of the NLGM modules. If it is present in the LGM of the processor, the block is rst copied into the LC, and the line needed is brought into the CC of the processor for execution. If the required block is not in the LGM, the request is transmitted via the photonic network to the target NLGM module. The required block is copied into the LC before any reference to a line in this block is made. The presence of the LC at each node results in the system having only one copy of every block in the global physical memory. This is not the case in the other proposed systems where there could be multiple copies of the same block in physical memory 2]. Read only copies could be present in any of the LC modules. The OIDSM system has a two level hierarchy for memory management, incorporating virtual memory. Memory management is done at the operating system level, and at the node level. Memory management at the node level handles all the page faults of the local processor and the requests from other processors. Memory management at the node level maintains coherence between cache and the global shared memory (local and otherwise), managing the pages owned by the processor. Memory management at the operating system level allocates the physical address space to processors according to the allocation scheme. Page faults at the physical memory level are handled by the memory management at the operating system level. Block replacements due to faults are also handled at this level.
Two advantages result from this memory con guration. Message passing is used for transferring blocks between local cache and other local shared memory modules, but it is hidden from the programmer. This is the cause for the simpler application programmer interface, compared with traditional distributed memory systems. The problem of process migration is reduced to a very large extent since the total physical address space is shared by all processors. Process migration just involves the transfer of pointers: no physical transfer of data and code is done immediately. Data and code are transferred on a demand basis.
DSM systems incorporate both distributed and shared memory concepts. They are not limited by the memory assigned to each processor. Access to shared memory modules involve network access. The network latency is thus a part of memory latency. Techniques for reducing memory latency have been proposed in 5, 6, 7, 11, 10]. Di erent dynamic allocation schemes have been proposed. Memory allocation and process allocation are closely related in parallel computers. Dynamic allocation needs the resource requirements of a job to be known before it is assigned to a particular node, and was used to reduce network accesses. An alternate approach is to uniformly allocate the address space to all the N nodes. The performance of the OIDSM with both types of memory allocation schemes has been studied in 42]. It has been shown that the OIDSM system avoids the complexity of dynamic allocation, and implements the simpler uniform allocation method since network latency and bandwidth are no longer principal limiting factors.
This paper examines the resulting performance when an OIDSM system uniformly distributes the physical address space among the N processors. In the uniform allocation scheme, when a request is sent by the processor to the shared memory, it can be directed to any one of the N memory modules. This leads to the assumption that local cache misses result in requests to one of the shared memory modules owned by other nodes in a random and uniform manner. In the dynamic allocation scheme, there would be a very high probability of the request being directed to the LGM module. With an optical interconnection network, which has a very fast transmission rate and many channels, the xed allocation scheme results in requests being dispersed uniformly over all the memory modules in the system. This results in lesser tra c to the LGM, and lower delay for a request because of reduced queue lengths at the slow memory modules.
Contention at the network channels and at memory modules between requests from di erent processors results in delays in a request being serviced. The performance model introduced in the following section assumes that the processor may context switch to the next process when an external access occurs to obtain the maximum utilization of the processor. However, the model proposed in the following section could examine the case where the processors remain blocked during an LC miss by setting the number of jobs in the system to equal the number of nodes.
Queueing Network Model of OIDSM
A closed queueing network is used for modeling OIDSM. The OIDSM system described in Section 2 is assumed to have N nodes, each with its own memory. The optical network is assumed to have C distinct channels. The operation of the system is as follows: jobs entering the system are forwarded to a processor selected at random. The jobs are queued at the processors. When a currently executing process requires external access, the processor could either block and wait for the request to be satis ed or context switch and allow a di erent process to begin execution. We present a non-blocking model in this section where a processor context switches to the next job on a LC miss.
A request to the shared memory can be directed to the LGM or to one of the NLGM modules. All the memory modules in the system service requests from local and non-local processors. Requests to the local processor compete with requests from other nodes and may be queued. After the memory request has been serviced, the process is returned to the ready state and is queued if the processor is executing another job. If the request is to a NLGM module, it contends with other accesses for transmission on a communication channel and is routed to the appropriate memory module. After the non-local memory request is serviced at the destination memory module, it is queued at the network again before nally returning to the processor queue. The system has N processors denoted as P 1 , P 2 , ... , P N . The N memory modules associated with each of the N processors are denoted as M 1 , M 2 , ... , M N , and the C communication channels are denoted as C 1 , C 2 , ... , C C . It is assumed that the characteristics of each set of processors, memory modules, and channels are independent and identically distributed.
The probabilistic events used throughout this analysis are described as follows: M -Event of a memory request occurring; S -Event of spawning a new job; A -Event of accessing LGM; B -Event of accessing NLGM; P -Event of assigning a new job to same processor; and O -Event of assigning a new job to other processors in the system.
When a job enters the system, it is assumed that it can be assigned to any processor with equal probability. N . An external request can be serviced by any one of the C channels with equal probability. Packets being transmitted through the channels are either request or service (response) packets. Request and response packets can be of di erent sizes resulting in di erent channel service times. It is assumed in this analysis that both request and response packets have equal size since media access protocols are typically slotted in this environment 20]. Since there is one response packet for each request packet, each occurs with equal frequency. We assume that a request packet can be directed to any of the N ? 1 other memory modules with equal probability, and the response packets are directed to the processors with equal probability. These assumptions are due to the uniform allocation scheme of the OIDSM.
External requests return to the processor queue after service at memory modules and the communication network. A job executes without interruption at a processor until a miss occurs at the local cache. At this stage, the processor context switches to another job. The time between requests to the shared memory module is represented by the service time of the processor and taken to be exponential. The assumptions for the analysis of this model are: uniformly distributed address space, xed page size, xed packet size, and xed number of communication channels (C).
With the above assumptions, the memory module service times are deterministic. The service times at a communication channel depend on the optical media access control protocol. This paper assumes a static allocation scheme in both wavelength and time. Packet sizes are xed for request and response packets, so the channel service times are deterministic 20]. However, the waiting time at these queues can vary. The arrivals at the processors include processes completing service at other centers with non-exponential service times, so the distribution of the arrival process at the processors is not known. The service times at the di erent service centers in this queueing network are all not exponential, so the model results in a non-product form network. The assumptions for the queueing network model of OIDSM are: queues at all centers are in nite, and simultaneous requests to a resource are queued and serviced on First Come First Serve scheduling scheme.
The closed queueing network model for the entire system is shown in Fig. 4 . In addition to the above operations, a job being executed at a node can spawn new processes. These could be executed at the same node, or could be migrated to any other node. This feature is also represented in Fig. 4 . The next section describes the analysis for this non-product form queueing network. 1. Little's Law is applied to the queueing network as a whole to obtain the throughput of the system as the number of jobs completed per unit time. The number of jobs circulating in the system is speci ed. 2. The Forced Flow Law is applied to each service center to obtain the throughput. 3. Little's Law is applied to each service center individually to obtain the queue lengths at each center. 4. The Utilization Law is used to obtain the utilization of each service center, describing the time spent by each center in useful work. 5. The residence time at each service center includes the waiting time in the queue at the service center and the service time at that center.
With the aid of Fig. 4 , the movement of jobs in the system can be traced. The transition probabilities from one service center to another are used to build the transition probability matrix from which the steadystate transition probabilities can be computed. These also give the visit counts to each service center, which is the number of times a job visits a center before completion. The visit counts are then used to compute the residence time of a job at each service center, the throughput of each center, and the system throughput. Using the system throughput, the queue lengths at each service center can be computed. The center throughputs can be used to compute the utilization of each center.
The transition probability matrix is shown in Table 2 . This matrix is used to obtain the steady-state probabilities of each service center, which are also the visit counts to those centers. The matrix of Table 2 is solved to obtain the steady-state equations: Eqn. (4) is the normalizing equation for the analysis. This is derived from the fact that a job entering the system is assigned to one of the processors for execution.
Summing Eqn. (2) 
The equations are a set of linear equations that are solved to obtain the visit counts as: V Pi = 1 N , V Mj = N , and V Ck = 2(N ? 1) NC . The performance metrics that are analyzed in this paper use the above derived visit counts. The forced ow law requires that the throughputs in all sections of the system must be proportional to one another, with the visit counts as the proportionality factors. Therefore, the throughput of a processor is X Pi = XV Pi for all 1 i N, the throughput of a memory module is X Mj = XV Mj for all 1 j N, and the throughput of a communication channel is X Ck = XV Ck for all 1 k C, where X is the system throughput.
Little's Law is applied to each processor to obtain the queue length Q Pi = X Pi R Pi , to each memory module to get the queue length Q Mj = X Mj R Mj , and to each channel to obtain the queue length Q Ck = X Ck R Ck .
The Utilization Law gives the utilization of each service center in terms of the center throughput and the service time. The utilization of a processor is U Pi = X Pi S Pi , the utilization of a memory module is U Mj = X Mj S Mj , and the utilization of a communication channel is U Ck = X Ck S Ck .
The average queue at the service centers includes all the jobs waiting for service at the center and the jobs being serviced. The sum of queue lengths at all the service centers thus gives the total number of jobs in the system. Using the notation from Table 1 , NQ Pi + NQ Mj + CQ Ck = J.
Using the expressions obtained earlier for queue lengths and center throughputs, the system throughput is obtained as: X = J NV Pi R Pi + NV Mj R Mj + CV Ck R Ck
The residence times at each of the service centers are obtained by using the queue lengths and service times of each center. The residence time at a process or is given by R Pi = S Pi 1 + (J ? 1)=N J=N Q Pi , where S Pi is the service time for the job just entering the queue and the second term is the time that a job entering the queue must wait for the other jobs in the queue ahead of it to be serviced. Taking into account the visit count gives the total residence time at the service center. The residence time at the memory module is R Mj = S Mj The aggregate time for a request to LGM or NLGM to be serviced and returned to the processor can now be obtained as 
The above derived equations are used to evaluate the performance of the OIDSM system. The results are presented in the next section.
Analysis of Performance Metrics
This section presents the results using the analysis given in the previous section with a uniform address space allocation scheme. The metrics analyzed are the transaction time of a memory request and the system throughput with variations in the number of jobs circulating in the system, the e ect of variations in the system size, the number of channels in the communication network, memory service time, and channel service time. Other metrics considered are the queue length, residence time and utilization of each center.
Validation of the analytic model and its assumptions is through a comparison to simulation.
Unless otherwise noted, the following normalized service times are used in the sections that follow to illustrate the behavior of the OIDSM system: S Pi = 2, S Mj = 4, and S Ck = 1. The relative service times were obtained as follows. The service time of a processor center is taken to be the interarrival time between two requests to one of the shared memory modules (a request that misses both the conventional cache and the local cache).
The service time of the memory depends on the block size, memory transfer rate (memory bus width in bytes), and the speed of transfer from memory (in CPU cycles per transfer), and is given by S Mj = bytes=block bytes=transfer (cycles=transfer). The service time of a channel is dependent on the packet size (block size) and the data rate of the communication channel, and is given by S Ck = bytes=packet bytes=transfer (cycles=transfer). For example, suppose the OIDSM was based on 33 MHz P with a CPI of 1.25 and the conventional cache and local cache had a hit ratio of 98% and 80%, respectively. On average, an external memory request occurs every 7:5 sec. Suppose the local cache is based on 1024 byte blocks. With a memory bus transfer rate of 4 bytes/transfer and 2 CPU cycles/transfer, the memory access time is 15:4 sec. For 1024 byte packets transferred over the optical network at a speed of 2 Gbps, the channel service time is 4 sec. Normalizing, we obtain the above relative service times.
Validation of the Model
This section contains the results pertaining to the computation of transaction time in the OIDSM system through analytical modeling and simulation. Transaction time de ned by Eqn. (9) is the time required for an access to a global shared memory module to complete service and return to the processor.
The simulator developed to study the performance of the OIDSM system is based on a stochastic selfdriven discrete event model 44, 45] . Steady state transaction times were measured for the system with the same parameters considered in the above sections. Simulation convergence was obtained through the replication/deletion method 44], with a 98% con dence in a less than 2% variation from the mean. and S c = 1 as a function of the number of jobs circulating in the system. The maximum number of jobs that the system can support with variations in the parameters C and N is also studied. From Fig. 5(a) , it can be seen that when the number of channels C is increased from N=4 to N=2, the system capacity increases by 25%. However only a tiny improvement in capacity is obtained when C is increased from N=2 to N. As will be seen in later sections, this is due to the fact that the communication network ceases to be a system limitation for C N=2. The transaction time of a memory request decreases as C is increased for a xed number of jobs in the system. For J = 1000 and C = N=4, the transaction time is about 120 time units, whereas it is only about 70 time units for C = N=2. Doubling C results in a 58% reduction in transaction time. For a xed system size, the transaction time can be maintained at a low value for a very large number of jobs by increasing the number of channels in the communication network. This is true as long as C N=2. The transaction times predicted by the analytic model and the simulation had less than a 5% deviation. increasing C beyond N=2 does not improve the system performance. The number of channels is chosen as C = N=2 for this comparison. The maximum number of channels and system size that can be achieved using WDM is limited with the current technology. However, system sizes beyond N = 64 are shown to validate the proposed OIDSM analytic model even for very large system sizes. The saturation point decreases as N decreases: the number of jobs that can be executed in the system with reasonable transaction time decreases. When N is decreased from 64 to 16 (a decrease of 75%), the system capacity in terms of jobs also decreases by 75%. A linear increase in N results in a linear increase in system capacity.
System Throughput
The system throughput is de ned as the number of jobs completed per unit time. Fig. 6 shows the variation of system throughput as a function of the number of jobs circulating in the system (J). The factors governing the system throughput are the system size (N), the number of channels (C), J and the address allocation scheme. The plots are for = 0:98, S Pi = 2, S Mi = 4, and S Ci = 1. Fig. 6 (a) plots the system throughput for N = 64 with C 2 f16; 32; 64g. When C is increased from N=4 to N=2, the maximum system throughput increases from 8 to 16. But when C is increased from N=2 to N, there is no signi cant increase in the maximum system throughput. This shows that the number of communication channels limits the maximum system throughput for C < N=2, but does not remain the limiting factor for C > N=2. increased from 16 to 32, the maximum system throughput increases from 4 to 8. When N is increased from 32 to 64, there is little increase in the maximum system throughput. As N increases, the ratio of N=C increases since the number of channels remains xed. The communication network becomes the bottleneck of the system when the ratio N=C > 2. The network is not the limiting factor for the N = C = 16 case. The network is one of the limiting factors in the other two cases. These factors will be studied in the next few sections. Fig. 7(a) it can be seen that as C is decreased from N=2 to N=4, the queue length at the processor decreases by 60% for J = 960. The change in processor queue length is not signi cant (4%) for a decrease in C from N to N=2 for the same J. Fig. 7(b) shows the number of jobs queued for service at the memory module. For a decrease in C from N to N=2, there is a 25% decrease in the jobs waiting for service at the memory module for J = 960. When C is decreased from N=2 to N=4, there is a 90% decrease in the number of jobs waiting at the memory module. The reason for this can be seen from Fig. 7(c) , where the number of jobs waiting for service at the communication channels increases by 85% for decreases in C from N=2 to N=4 at J = 960. When C is decreased from N to N=2, the number of jobs waiting for service increases by 90% for the same J. By observing the set of graphs, it can be concluded that memory is the principal limiting factor as long as there are su cient number of channels in the network. As the number of channels is decreased, the bottleneck shifts from the memory to the communication network. The number of jobs waiting for service at the processor is negligible compared to those waiting for service at the memory and network. when N is increased from 16 to 32 at J = 480. When N is increased from 32 to 64, the queue length decreases by 62%. Fig. 7 (e) shows the queue length at the memory modules. The queue length decreases by 63% when N is increased from 16 to 32 at J = 480 and by 90% when N is increased from 32 to 64. The queue length at the communication channel increases by 89% when N is increased from 16 to 32 and by 70% when N in increased from 32 to 64 at J = 480. The processor queue is negligible compared to the memory and channel queues. The channel is the limiting factor as N increases with C xed as can be seen from Fig. 7(f) . The bottleneck shifts to the memory when N = C as observed in Fig. 7(e) . Thus, the ratio of the number of channels to the system size is an important factor in determining the system performance.
Residence Times at the Resources
The residence time of a center indicates the time taken for a job to complete its work at that center, including the waiting time in the queue and the service time at the center for all the visits to that center. Fig. 8 shows the residence times at each of the service centers for two cases: xed N with varying C; and xed C with varying N. Fig. 8(a) shows that the residence time at the processor decreases as C is decreased for a xed N. When C is decreased from N to N=2, the residence time at the processor decreases by 3% at J = 960. However, when C is decreased from N=2 to N=4, a decrease of 28% in residence time results. Fig. 8(b) shows that the memory residence time also decreases as C is decreased. The memory residence time decreases by 23% when C is decreased by 50% from C = N and by 82% when C is further decreased by 50% at J = 960. Fig. 8(c) illustrates the magnitude of increase in channel residence time as the number of channels is decreased. The channel residence time increases by 413% when C is decreased from N to N=2 and by 489% when C is decreased from N=2 to N=4 at J = 960. As described in the previous section, the ratio of the number of channels to the system size governs the performance of the system. For C N=2, memory is the limiting factor. For C < N=2, the communication network is the limiting factor. Fig. 8(d)-(f) show the residence times at the service centers for C = 16 with N 2 f16; 32; 64g. With C xed, the network eventually becomes the factor limiting system performance as N is increased. For N = C, the memory is the bottleneck of the system. The processor residence time can be observed in Fig. 8(d) . When N is increased from 16 to 32, the residence time decreases by 5% and by 29% when N is increased from 32 to 64 at J = 480. From Fig. 8(e) , the memory residence time decreases by 61% when N is increased from 16 to 32 and decreases by 82% when N is increased from 32 to 64 at J = 480. Fig. 8 (f) plots the channel residence time which increases by 368% when N is increased by 100% from N = 16 and by 202% when N is further increased by 100% at J = 480.
Utilization of Resources
The utilization of a service center gives the probability that the center is busy at any given time. Utilization of the centers are dependent on the center throughput and the center service time as shown in Section 3. Fig. 9 shows the utilization of processors, memory modules, and channels as a function of J for the two cases being considered: xed N and C varying; and xed C and N varying.
The impact due to varying C as C 2 fN; N=2; N=4g for N = 64 can be seen from the graphs in Fig. 9(a)-(c) .
The graphs show that processor and memory utilization decrease whereas channel utilization increases as C is decreased. Fig. 9 (a) plots processor utilization with variations in C. When C is decreased from N to N=2, the processor utilization decreases from 47% to 46% and to 25% when C is decreased to N=4 at J = 960. The memory utilization is plotted in Fig. 9 (b). The memory utilization is shown to decrease from 93% to 91% when C is decreased from N to N=2 and to 50% when C is decreased to N=4 at J = 960. The impact on channel utilization can be observed from Fig. 9 (c). The channel utilization increases from 46% to 89% when C is decreased by 50% from C = N and to 98% for a further 50% decrease in C at J = 960. The processor is not utilized to its maximum capacity. The memory is utilized to its maximum level for the cases of C = N; N=2. The channel achieves maximum utilization when C = N=4 since a reduction in the number of channels causes more jobs to be queued for channel service.
For xed C = 16 and varying N as N 2 f16; 32; 64g, the utilization of resources available are plotted in Fig. 9(d)-(f) . The processor utilization drops from 50% to 47% and then to 25% when N is increased from 16 to 32 and then to 64 at J = 480. The memory utilization decreases from 97% to 91% and then to 49% for the same variations in N. The channel utilization increases from 45% to 88% and then to 96%. With a xed C, increasing N results in an increased demand for channel resource which increases the channel utilization as shown in Fig. 9 (f). The memory is utilized to its maximum capacity for N = 16; 32. From Fig. 9 , it can be seen that the optimum utilization of all the resources: processors, memory, and channel is obtained for cases where C = N=2. Otherwise, either the memory or the channel achieve a maximum of 50% utilization.
E ect of Memory Service Time
Analysis of the system with varying service time at the memory module enables us to predict the performance of the OIDSM system with improved technology for the memory. Fig. 10 shows the e ect of having a faster memory on the transaction time and the system throughput. Fig. 10(a) shows that the transaction time reduces by about 10% when the memory becomes 25% faster. When the memory becomes 50% faster, the transaction time decreases by about 11%. Fig. 10(b) shows that the system throughput increases by about 10% for a 25% increase in memory speed and by 1% for a further 33% increase in speed. The graphs show the insensitivity of system performance with improved memory service time. For the case considered here with N = 64 and C = N=2, memory and network limit the performance of the system. For cases where the memory is the sole limiting factor, there would be a signi cant decrease in transaction time and an increase in the system throughput. 
E ect of Channel Service Time
The analysis of the distributed shared memory parallel computer with varying channel service time enables comparison of system performance with varying interconnection techniques. Fig. 11 shows the variation of transaction time and system throughput as the service time of the channel increases. Fig. 11(a) shows that as the channel service time is increased by 100%, the transaction time increases by 86% and by 276% when the channel service time is increased by 300% at J = 960. Fig. 11(b) shows that system throughput decreases by 44% and by 72% for a 100% and 300% change in the channel service time, respectively. For a service time four times faster, the throughput would increase by a factor of 8, and the transaction time would be only 1=4. The case of large channel service time would represent the situation with a slow network such as a bus.
Conclusions
This paper introduced an optically interconnected distributed shared memory system. A closed queueing network model was used to provide a performance analysis. The performance was analyzed in terms of response time for a memory request and the system throughput for variations in the system size, the service times of the centers, the number of channels in the communication network, and the number of jobs circulating in the system. The study on the transaction time showed that there is no improvement in the system performance for C N=2. The throughput analysis con rmed this and showed that the ratio of N=C largely determines the system performance. The study of the queue lengths at the service centers gave an insight into the performance of the centers, and also indicated the bottleneck of the system which is dependent on the ratio of the number of channels to the system size. The residence time at the service centers were analyzed in terms of the system size, the number of channels, and the number of jobs circulating in the system. The utilization of the resources were studied in relation to the parameters described above. These metrics would be useful in determining the system parameters like C and N for optimum utilization. The e ect of varying the number of communication channels, the memory service time and channel service time on the various performance metrics has been studied. 
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