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Abstract
We consider the Dirac equation in IR3 with constant coefficients and study the
distribution µt of the random solution at time t ∈ IR . It is assumed that the ini-
tial measure µ0 has zero mean, a translation-invariant covariance, and finite mean
charge density. We also assume that µ0 satisfies a mixing condition of Rosenblatt-
or Ibragimov-Linnik-type. The main result is the convergence of µt to a Gaussian
measure as t →∞ . The proof uses the study of long time asymptotics of the solution
and S.N. Bernstein’s “room-corridor” method.
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1 Introduction
This paper can be regarded as a continuation of our papers [1]-[5] concerning the analysis
of long-time convergence to an equilibrium distribution for hyperbolic partial differential
equations and harmonic crystals. Here we develop the analysis for the Dirac equation{
ψ˙(x, t) = [−α · ∇ − iβm]ψ(x, t), x ∈ IR3,
ψ(x, 0) = ψ0(x),
(1.1)
where ∇ = (∂1, ∂2, ∂3) , ∂k = ∂/∂xk , m > 0 , α = (α1, α2, α3) , αk and β are 4× 4 Dirac
matrices (see (2.12), (2.13)). The solution ψ(x, t) ∈ C4 for (x, t) ∈ IR4 .
It is assumed that the initial data ψ0(x) are given by a random element of the function
space H ≡ H0loc(IR
3) of states with finite local energy, see Definition 2.1 below. The distri-
bution of ψ0 is a zero-mean probability measure µ0 satisfying some additional assumptions,
see Conditions S1-S3 below. Denote by µt , t ∈ IR , the measure on H giving the distribu-
tion of the random solution ψ(t) of problem (1.1). We identify the complex and real spaces
C4 ≡ IR8 , and ⊗ stands for the tensor product of real vectors. The correlation functions of
the initial measure are supposed to be translation-invariant,
Q0(x, y) := E
(
ψ0(x)⊗ ψ0(y)
)
= q0(x− y), x, y ∈ IR
3. (1.2)
We also assume that the initial mean charge density is finite,
e0 := E|ψ0(x)|
2 = tr q0(0) <∞, x ∈ IR
3. (1.3)
Finally, assume that the measure µ0 satisfies a mixing condition of a Rosenblatt- or Ibragimov-
Linnik type, which means that
ψ0(x) and ψ0(y) are asymptotically independent as |x− y| → ∞. (1.4)
Our main result gives the (weak) convergence of µt to a limit measure µ∞ ,
µt ⇁ µ∞, t→∞, (1.5)
which is an equilibrium Gaussian measure on H . A similar convergence holds for t→ −∞
because our system is time-reversible. Explicit formulas (2.17) for the correlation functions
of µ∞ are given.
To prove the convergence (1.5) we follow the strategy of [1]-[5]. There are three steps.
I. The family of measures µt , t ≥ 0 , is weakly compact in an appropriate Fre´chet space.
II. The correlation functions converge to a limit,
Qt(x, y) ≡
∫
ψ(x)⊗ ψ(y)µt(ψ)→ Q∞(x, y), t→∞. (1.6)
III. The characteristic functionals converge to a Gaussian functional,
µˆt(φ) :=
∫
ei〈ψ,φ〉µt(dψ)→ exp{−
1
2
Q∞(φ, φ)}, t→∞. (1.7)
Here 〈·, ·〉 stands for a real scalar product in L2 , Q∞ for a quadratic form with the integral
kernel Q∞(x, y) , and φ for an arbitrary element of the dual space.
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Property I follows from the Prokhorov Compactness Theorem by a method used in [13].
Namely, we first establish a uniform bound for the mean local charge with respect to the
measure µt , t ≥ 0 . Then the Prokhorov condition follows from the Sobolev embedding
theorem by Chebyshev’s inequality. Property II is derived from an analysis of oscillatory
integrals arising in the Fourier transform. However, the Fourier transform by itself is insuffi-
cient to prove Property III. We derive it by using an explicit representation of the solution in
the coordinate space with the help of the Bernstein’ “room-corridor” technique by a method
of [1]-[5]. The method gives a representation of the solution as a sum of weakly dependent
random variables. Then (1.5) follows from the Ibragimov-Linnik central limit theorem under
a Lindeberg-type condition. We sketch the proofs by using the technique of [1].
The paper is organized as follows. The main result is stated in Section 2. The compact-
ness (Property I) is established in Section 3, the convergence (1.6) in Section 4, and the
convergence (1.7) in Sections 5.
2 Main results
Let us describe our results more precisely.
2.1 Notation
We assume that the initial date ψ0 in (1.1) is complex-valued vector function belonging to
the phase space H .
Definition 2.1 Denote by H ≡ H0loc(IR
3,C4) the Fre´chet space of complex-valued functions
ψ(x) , endowed with local energy seminorms
‖ψ‖20,R ≡
∫
|x|<R
|ψ(x)|2 dx <∞, ∀R > 0. (2.1)
Proposition 2.2 (i) For any ψ0 ∈ H there exists a unique solution ψ(·, t) ∈ C(IR, H) to
Cauchy problem (1.1).
(ii) For any t ∈ IR , the operator U(t) : ψ0 7→ ψ(·, t) is continuous in H .
Proposition 2.2 follows from [10, Thms. V.3.1, V.3.2]) because the speed of propagation
for Eq. (1.1) is finite.
Let us choose a function ζ(x) ∈ C∞0 (IR
3) such that ζ(0) 6= 0 . Denote by Hsloc(IR
3),
s ∈ IR, the local Sobolev spaces, i.e., the Fre´chet spaces of distributions u ∈ D′(IR3) with
the finite seminorms
‖u‖s,R := ‖Λ
s
(
ζ(x/R)u
)
‖L2(IR3), (2.2)
where Λsv := F−1k→x(〈k〉
svˆ(k)) , 〈k〉 :=
√
|k|2 + 1 , and vˆ := Fv is the Fourier transform of
a tempered distribution v . For φ ∈ C∞0 (IR
3) write Fφ(k) =
∫
eik·xφ(x)dx. Note that the
space Hsloc(IR
3) for s = 0 agrees with Definition 2.1.
Definition 2.3 For s ∈ IR , write Hs ≡ Hsloc(IR
3).
Using the standard technique of pseudodifferential operators and Sobolev’s embedding
theorem (see, e.g., [8]), one can prove that H = H0 ⊂ H−ε for every ε > 0 , and the
embedding is compact.
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2.2 Random solution. Convergence to equilibrium
Let (Ω,Σ, P ) be a probability space with expectation E and let B(H) be the Borel σ -
algebra of H . Assume that ψ0 = ψ0(ω, ·) in (1.1) is a measurable random function with
values in (H, B(H)) . In other words, (ω, x) 7→ ψ0(ω, x) is a measurable mapping Ω×IR
3 →
C4 with respect to the (completed) σ -algebras Σ × B(IR3) and B(C4) . Then, by virtue
of Proposition 2.2, ψ(t) = U(t)ψ0 is again a measurable random function with values in
(H,B(H)) . Denote by µ0(dψ0) the Borel probability measure on H giving the distribution
of ψ0 . Without loss of generality, we can assume that (Ω,Σ, P ) = (H,B(H), µ0) and
ψ0(ω, x) = ω(x) for µ0(dω)× dx -almost all points (ω, x) ∈ H × IR
3 .
Definition 2.4 Let µt be the probability measure on H giving the distribution of Y (t) ,
µt(B) = µ0(U(−t)B), ∀B ∈ B(H), t ∈ IR. (2.3)
Our main objective is to derive the weak convergence of the measures µt in the Fre´chet
space H−ε for each ε > 0 ,
µt
H−ε
−⇁ µ∞ as t→∞, (2.4)
where µ∞ is some Borel probability measure on the space H . This means the convergence∫
f(ψ)µt(dψ)→
∫
f(ψ)µ∞(dψ), t→∞, (2.5)
for any bounded continuous functional f(ψ) on H−ε .
Set Rψ ≡ (Reψ, Imψ) = {Reψ1, . . . ,Reψ4, Imψ1, . . . , Imψ4} for ψ = (ψ1, . . . ψ4) ∈
C4 , and denote by Rjψ j th component of the vector Rψ , j = 1, ..., 8 . The brackets (·, ·)
mean the inner product in the real Hilbert spaces L2 ≡ L2(IR3) , in L2 ⊗ IRN , or in some
their extensions. For ψ(x), φ(x) ∈ L2(IR3,C4) , write
〈ψ, φ〉 := (Rψ,Rφ) =
8∑
j=1
(Rjψ,Rjφ). (2.6)
Definition 2.5 The correlation functions of the measure µt are defined by
Qijt (x, y) ≡ E
(
Riψ(x)Rjψ(y)
)
for almost all x, y ∈ IR3, i, j = 1, ..., 8, (2.7)
provided that the expectations in the RHS are finite.
Denote by D the space of complex-valued functions in C∞0 (IR
3) and write D := [D]4 .
For a Borel probability measure µ on H , denote by µˆ the characteristic functional (the
Fourier transform)
µˆ(φ) ≡
∫
exp(i〈ψ, φ〉)µ(dψ), φ ∈ D (see (2.6)).
A measure µ is said to be Gaussian (with zero expectation) if its characteristic functional
is of the form
µˆ(φ) = exp
{
−
1
2
Q(φ, φ)
}
, φ ∈ D,
where Q is a real nonnegative quadratic form on D . A measure µ is said to be translation-
invariant if
µ(ThB) = µ(B), B ∈ B(H), h ∈ IR
3,
where Thψ(x) = ψ(x− h) , x ∈ IR
3 .
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2.3 Mixing condition
Let O(r) be the set of all pairs of open bounded subsets A,B ⊂ IR3 at the distance
dist (A, B) ≥ r , and let σ(A) be the σ -algebra in H generated by the linear functionals
ψ 7→ 〈ψ, φ〉 , where φ ∈ D with suppφ ⊂ A . Define the Ibragimov-Linnik mixing coefficient
of a probability measure µ0 on H by formula (cf. [9, Def. 17.2.2])
ϕ(r) ≡ sup
(A,B)∈O(r)
sup
A ∈ σ(A), B ∈ σ(B)
µ0(B) > 0
|µ0(A ∩B)− µ0(A)µ0(B)|
µ0(B)
. (2.8)
Definition 2.6 We say that the measure µ0 satisfies the strong, uniform Ibragimov-Linnik
mixing condition if
ϕ(r)→ 0 as r →∞. (2.9)
We specify the rate of decay of ϕ below (see Condition S3).
2.4 Main assumptions and results
We assume that the measure µ0 has the following properties S0–S3:
S0. µ0 has zero expectation value, Eψ0(x) ≡ 0, x ∈ IR
3 .
S1. µ0 has translation-invariant correlation functions,
Qij0 (x, y) ≡ E
(
Riψ(x)Rjψ(y)
)
= qij0 (x−y) for almost all x, y ∈ IR
3, i, j = 1, ..., 8. (2.10)
S2. µ0 has a finite mean charge density, i.e., Eq. (1.3) holds.
S3. µ0 satisfies the strong uniform Ibragimov-Linnik mixing condition, with∫ ∞
0
r2ϕ1/2(r)dr <∞. (2.11)
The standard form of the Dirac matrices αk and β (in 2× 2 blocks) is
β =
(
I 0
0 −I
)
, αk =
(
0 σk
σk 0
)
(k = 1, 2, 3), (2.12)
where I denotes the unit matrix and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.13)
Introduce the following 8× 8 real valued matrices (in 4× 4 blocks)
Λ1 =
(
α1 0
0 α1
)
, Λ2 =
(
0 iα2
−iα2 0
)
, Λ3 =
(
α3 0
0 α3
)
, Λ0 =
(
0 −β
β 0
)
. (2.14)
Note that by (2.12) and (2.13) we have
iα2 =
(
0 iσ2
iσ2 0
)
, where iσ2 =
(
0 1
−1 0
)
.
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Moreover, ΛTk = Λk , k = 1, 2, 3 , Λ
T
0 = −Λ0 . Write
Λ = (Λ1,Λ2,Λ3), P (∇) = Λ · ∇+mΛ0. (2.15)
For almost all x, y ∈ IR3 , introduce the matrix-valued function
Q∞(x, y) ≡
(
Qij∞(x, y)
)
i,j=1,...,8
=
(
qij∞(x− y)
)
i,j=1,...,8
. (2.16)
Here
qˆ∞(k) =
1
2
qˆ0(k) +
1
2
Pˆ(k)P (−ik)qˆ0(k)P
T (ik), (2.17)
where Pˆ(k) = 1/(k2 +m2) , and qˆ0(k) is the Fourier transform of the correlation matrix of
the measure µ0 (see (2.10)). Since P
T (ik) = −P (−ik) , we have, formally,
q∞(z) =
1
2
q0(z)−
1
2
P ∗ P (∇)q0(z)P (
←
∇), (2.18)
where P(z) = e−m|z|/(4π|z|) is the fundamental solution for the operator −∆ +m2 , and
∗ stands fors the convolution of distributions. We show below that qˆ0 ∈ L
2 ≡ L2(IR3) (cf
(4.7)). Hence, qˆ∞(k) ∈ L
2 by (2.17), and the convolution in (2.18) also belongs to L2 .
Denote by Q∞ a real quadratic form on L
2 defined by
Q∞(φ, φ) ≡ (Q∞(x, y),Rφ(x)⊗Rφ(y)) =
8∑
i,j=1
∫
IR3×IR3
Qij∞(x, y)R
iφ(x)Rjφ(y) dxdy.
The form Q∞ is continuous in L
2 because qˆ∞(k) is bounded by Corollary 4.3.
Theorem A. Let m > 0 , and let S0–S3 hold. Then
(i) the convergence in (2.4) holds for any ε > 0 .
(ii) The limit measure µ∞ is a Gaussian equilibrium measure on H .
(iii) The characteristic functional of µ∞ is of the form
µˆ∞(φ) = exp
{
−
1
2
Q∞(φ, φ)
}
, φ ∈ D.
Theorem A can be derived from Propositions 2.7 and 2.8 given below by using the same
arguments as in [13, Theorem XII.5.2].
Proposition 2.7 The family of measures {µt, t ∈ IR} is weakly compact in the space H
−ε
for any ε > 0 .
Proposition 2.8 For any φ ∈ D ,
µˆt(φ) ≡
∫
exp{i〈ψ, φ〉}µt(dψ) = E exp{i〈U(t)ψ, φ〉} → exp
{
−
1
2
Q∞(φ, φ)
}
, t→∞.(2.19)
Propositions 2.7 and 2.8 are proved in Sections 3 and 4-5, respectively.
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2.5 Remark on various mixing conditions for the initial measure
We use the strong uniform Ibragimov-Linnik mixing condition for the simplicity of our
presentation. The uniform Rosenblatt mixing condition [12] with a higher degree > 2 in
the bound (1.3) is also sufficient. In this case we assume that there exists a δ , δ > 0 , such
that sup
x∈IR3
E|ψ0(x)|
2+δ <∞. Then condition (2.11) requires the following modification:
∫ ∞
0
rαp(r)dr <∞, p = min(δ/(2 + δ), 1/2),
where α(r) is the Rosenblatt mixing coefficient defined as in (2.8), but without the denomi-
nator µ0(B) . The statements of Theorem A and their proofs remain essentially unchanged.
3 Compactness of measures
3.1 Fundamental solution of the Dirac operator
One can easily check that αk and β are Hermitian symmetric matrices satisfying the anti-
commutation relations {
α∗k = αk, β
∗ = β,
αkαl + αlαk = 2δklI, αkβ + βαk = 0,
( δkl is Kronecker’s delta). Therefore,
(∂t + α · ∇+ iβm) (∂t − α · ∇ − iβm) = (∂
2
t −△+m
2)I.
Then we can construct a fundamental solution E(x, t) of the Dirac operator, i.e., a solution
of the equation
(∂t + α · ∇+ iβm) E(x, t) = δ(x, t)I, E(x, t) = 0 for t < 0,
of the form
E(x, t) = (∂t − α · ∇ − iβm)E(x, t), (3.1)
where E(x, t) ≡ Et(x) is a fundamental solution for the Klein-Gordon operator (∂
2
t −△+
m2) , and E vanishes for t < 0 .
Remark 3.1 The function Et(x) is given by
Et(x) = F
−1
k→x
sinωt
ω
, ω ≡ ω(k) ≡
√
|k|2 +m2. (3.2)
Then, by the Paley-Wiener Theorem (see, e.g., [6, Theorem II.2.5.1]), the function of Et(·)
is supported by the ball |x| ≤ t .
Denote by U(t), t ∈ IR, the dynamical group for problem (1.1). Then U(t) is a
convolution operator given by
ψ(x, t) = U(t)ψ0 = E(·, t) ∗ ψ0 = (∂t − α · ∇ − iβm)Et(·) ∗ ψ0. (3.3)
The convolution exists because the distribution E(·, t) is compactly supported by (3.1) and
by Remark 3.1.
6
3.2 Local estimates
Proposition 3.2 For every ψ0 ∈ H and R > 0 ,
‖U(t)ψ0‖0,R ≤ C‖ψ0‖0,R+t, t ∈ IR, (3.4)
where C <∞ does not depend on R and t .
Proof. In the Fourier transform, the solution ψ(x, t) of the Cauchy problem (1.1) reads as
ψˆ(k, t) = Eˆ(k, t)ψˆ0(k) =
[
cosωt− (α · (−ik) + iβm)
sinωt
ω
]
ψˆ0(k)
by (3.1) and (3.2). Then, for ψ0 ∈ L
2 ,
‖ψ(·, t)‖L2 = ‖ψˆ(·, t)‖L2 ≤ C‖ψˆ0(·)‖L2 = C‖ψ0(·)‖L2. (3.5)
Let us consider ψ0 ∈ H . Introduce the function ψ
∗
0(x) equal to ψ0(x) for |x| ≤ R + t
and to 0 otherwise. Denote by ψ(x, t) (by ψ∗(x, t) ) the solution of the Cauchy problem
(1.1) with the initial data ψ0(x) ( ψ
∗
0(x) , respectively). Note that ψ(x, t) = ψ
∗(x, t) for
|x| ≤ R . Therefore, relation (3.5) implies
‖ψ(·, t)‖R = ‖ψ
∗(·, t)‖R ≤ C‖ψ
∗
0(·)‖L2 = C‖ψ0(·)‖R+t. ✷
3.3 Proof of compactness
Proposition 2.7 follows from the estimate (3.3) below by using the Prokhorov Theorem [13,
Lemma II.3.1], as in the proof of [13, Thm. XII.5.2].
Proposition 3.3 Let the conditions of Theorem A hold. Then, for any positive R , there
exists a constant C(R) > 0 such that
sup
t≥0
E‖U(t)ψ0‖
2
0,R ≤ C(R) <∞. (3.6)
Proof. Let us write
et(x) := E|ψ(x, t)|
2, x ∈ IR3. (3.7)
The mathematical expectation is finite for almost every x by (3.4) and by the Fubini the-
orem. Moreover, et(x) = et for almost every x ∈ IR
3 by Condition S1. Hence, it follows
from the Fubini theorem, (3.4) and Condition S2 that
E‖U(t)ψ0‖
2
0,R ≡ et|BR| ≤ CE‖ψ0‖
2
0,R+|t| ≡ Ce0|BR+|t||, t ∈ IR. (3.8)
Here BR is the ball |x| ≤ R in IR
3 , and |BR| is the volume of this ball. As R → ∞ , we
see from (3.8) that et ≤ Ce0 . Thus,
E‖U(t)ψ0‖
2
0,R = et|BR| ≤ Ce0|BR| <∞. ✷
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4 Convergence of correlation functions
We prove the convergence of the correlation functions for the measures µt . This implies
Proposition 2.8 in the case of Gaussian measures µ0 . It follows from condition S1 that
Qijt (x, y) = q
ij
t (x− y), x, y ∈ IR
3, (4.1)
for i, j = 1, . . . , 8 .
Proposition 4.1 The correlation functions qijt (z) , i, j = 1, . . . , 8 , converge for any z ∈
IR3 ,
qijt (z)→ q
ij
∞(z), t→∞, (4.2)
where the functions qij∞(z) are defined in (2.17).
Proof. Using the notation (2.14) and (2.15), by (3.3) we obtain
Rψ(x, t) =
(
∂t − P (∇)
)
Et ∗ Rψ0.
Then, by (3.2) and (2.15), the Fourier transform of the solution to Cauchy problem (1.1)
becomes
R̂ψ(k, t) = Gˆt(k)R̂ψ0(k), where Gˆt(k) := cosωt− P (−ik)
sinωt
ω
. (4.3)
The translation invariance (2.10) implies that
E(R̂ψ0(k)⊗ R̂ψ0(k
′)) = Fx→k,y→k′q0(x− y) = (2π)
3δ(k + k′)qˆ0(k). (4.4)
Further, (4.3) gives
E(R̂ψ(k, t)⊗ R̂ψ(k′, t)) = (2π)3δ(k + k′)Gˆt(k)qˆ0(k)Gˆ
∗
t (k). (4.5)
Therefore, by the inverse Fourier transform we obtain
qt(x− y) = E(Rψ(x, t)⊗Rψ(y, t)) = F
−1
k→(x−y)Gˆt(k)qˆ0(k)Gˆ
∗
t (k)
= (2π)−3
∫
e−ik(x−y)
(
cosωt− P (−ik)
sinωt
ω
)
qˆ0(k)
(
cosωt− P T (ik)
sinωt
ω
)
dk
= (2π)−3
∫
e−ik(x−y)
[1 + cos 2ωt
2
qˆ0(k)−
sin 2ωt
2ω
(
qˆ0(k)P
T (ik) + P (−ik)qˆ0(k)
)
+
1− cos 2ωt
2ω2
P (−ik)qˆ0(k)P
T (ik)
]
dk. (4.6)
To prove (4.2), it remains to show that the oscillatory integrals in (4.6) converge to zero.
Let us first analyze the entries of the matrix qij0 , i, j = 1, ..., 8 .
Lemma 4.2 Let the assumptions of Theorem A hold. Then qˆij0 ∈ L
1(IR3) for any i, j .
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Proof. Let us first prove that
qij0 (z) ∈ L
p(IR3), p ≥ 1, i, j = 1, ..., 8. (4.7)
Conditions S0, S2 and S3 imply by (cf. [9, Lemma 17.2.3]) that
|qij0 (z)| ≤ Ce0ϕ
1/2(|z|), z ∈ IR3, i, j = 1, . . . , 8. (4.8)
The mixing coefficient ϕ is bounded, and hence relations (4.8) and (2.11) imply (4.7),
∫
IR3
|qij0 (z)|
p dz ≤ Cep0
∫
IR3
ϕp/2(|z|) dz ≤ C1
∞∫
0
r2ϕ1/2(r) dr <∞.
By Bohner’s theorem, qˆij0 is a nonnegative matrix-valued measure on IR
3 , and condition S2
implies that the total measure qˆ0(IR
3) is finite. On the other hand, relation (4.7) for p = 2
gives qˆij0 ∈ L
2(IR3) . Hence, qˆij0 ∈ L
1(IR3) . ✷
Let us apply this lemma to the oscillatory integrals entering (4.6). The convergence (4.2)
follows from (4.6) by the Lebesgue-Riemann theorem. This completes the proof of Proposi-
tion 4.1. ✷
Relation (4.7) for p = 1 implies now that qˆ0(k) is bounded. Hence, the explicit formula
(2.17) implies the following assertion.
Corollary 4.3 All matrix elements qˆij∞(k) , i, j = 1, . . . , 8 , are bounded.
5 Convergence of characteristic functionals
To prove Proposition 2.8 for the general case of a non-Gaussian measure µ0 , we develop a
version of Bernstein’s “room - corridor” method of [1]-[4]: (i) we use an integral represen-
tation for the solutions of (1.1), (ii) divide the region of the integration into ”rooms” and
”corridors” and (iii) evaluate their contribution. As the result, the value 〈U(t)ψ0, φ〉 for
φ ∈ D is represented as the sum of weakly dependent random variables. Then we apply
Bernstein’s “rooms-corridor” method and the Lindeberg central limit theorem.
(i) We first evaluate the inner product 〈U(t)ψ0, φ〉 in (2.19) by using duality arguments.
For t ∈ IR , introduce a “formal adjoint” operators U ′(t) from the space D to a suitable
space of distributions. For example,
〈ψ, U ′(t)φ〉 = 〈U(t)ψ, φ〉, φ ∈ D, ψ ∈ H. (5.1)
Write φ(·, t) = U ′(t)φ . Then (5.1) can be represented as
〈ψ(t), φ〉 = 〈ψ0, φ(·, t)〉, t ∈ IR. (5.2)
The adjoint groups admit a convenient description (see Lemma 5.1 for the group U ′(t) ).
Lemma 5.1 For φ ∈ D , the function U ′(t)φ = φ(x, t) is the solution of
φ˙(x, t) = (α · ∇+ iβm)φ(x, t), φ(x, 0) = φ(x). (5.3)
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Proof. Differentiating (5.1) with respect to t for ψ, φ ∈ D , we obtain
〈ψ, U˙ ′(t)φ〉 = 〈U˙(t)ψ, φ〉. (5.4)
The group U(t) has the generator A = −α · ∇− iβm. Therefore, the generator of U ′(t) is
the conjugate operator
A′ = α · ∇ + iβm. (5.5)
Hence, relation (5.3) holds indeed with φ˙ = A′φ . ✷
Remark 5.2 Comparing (5.3) and (1.1), we see that φ(x, t) = U ′(t)φ can be represented
as a convolution (cf (3.3)), namely,
φ(·, t) = Rt ∗ φ, Rt := (∂t + α · ∇+ imβ)Et. (5.6)
(ii) Introduce a “room-corridor” partition of IR3 . For a given t > 0 , choose dt ≥ 1 and
ρt > 0 such that ρt ∼ t
1−δ with some δ ∈ (0, 1) and dt ∼ t/ln t , as t→∞. Set ht = dt+ρt
and
aj = jht, b
j = aj + dt, j ∈ ZZ. (5.7)
We refer to the slabs Rjt = {x ∈ IR
3 : aj ≤ x3 ≤ bj} as “rooms” and to Cjt = {x ∈
IR3 : bj ≤ x3 ≤ aj+1} as “corridors”. Here x = (x
1, x2, x3) , the symbol dt stands for the
width of a room, and ρt for that of a corridor.
Denote by χr the indicator of the interval [0, dt] and by χc that of [dt, ht] , which means
that ∑
j∈Z
(χr(s− jh) + χc(s− jh)) = 1 for (almost all) s ∈ IR.
The following decomposition holds:
〈ψ0, φ(·, t)〉 =
∑
j∈Z
(〈ψ0, χ
j
rφ(·, t)〉+ 〈ψ0, χ
j
cφ(·, t)〉), (5.8)
where χjr := χr(x
3 − jh) and χjc := χc(x
3 − jh) . Consider the random variables rjt and c
j
t
given by
rjt = 〈ψ0, χ
j
rφ(·, t)〉, c
j
t = 〈ψ0, χ
j
cφ(·, t)〉, j ∈ ZZ. (5.9)
Then (5.8) and (5.2) imply
〈U(t)ψ0, φ〉 =
∑
j∈Z
(rjt + c
j
t ). (5.10)
The series in (5.10) is in fact a finite sum. Indeed, for the support of φ we have
supp φ ⊂ Br for some r > 0.
Then, by the convolution representation (5.6), the support of the function φ(·, t) at t > 0
is a subset of an “inflated future cone”
suppφ ⊂ {(x, t) ∈ IR3 × IR+ : |x| ≤ t+ r}, (5.11)
whereas Rt(x) is supported by the ‘future cone’ |x| ≤ t . The latter fact follows from (5.6)
and from Remark 3.1. Finally, it follows from (5.9) that
rjt = c
j
t = 0 for jht + t < −r and for jht − t > r. (5.12)
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Therefore, the series (5.10) becomes a sum,
〈U(t)ψ0, φ〉 =
Nt∑
−Nt
(rjt + c
j
t ), Nt ∼
t
h t
. (5.13)
Lemma 5.3 Let Conditions S0–S3 hold. Then the following bounds hold for t > 1 :
E|rjt |
2 ≤ C(φ) dt/t, E|c
j
t |
2 ≤ C(φ) ρt/t, j ∈ ZZ. (5.14)
Proof. We discuss the first bound in (5.14) only, because the other can be proved in a
similar way. Rewrite the LHS of (5.14) as the integral of correlation functions. We obtain
E|rjt |
2 = 〈χjr(x3)χ
j
r(y3)q0(x− y), φ(x, t)⊗ φ(y, t)〉. (5.15)
The following uniform bound holds (cf. [11, Thm. XI.17 (b)]):
sup
x∈IR3
|φ(x, t)| = O(t−3/2), t→∞. (5.16)
In fact, (5.6) and (3.2) imply that the function φ(x, t) can be represented written as the
sum
φ(x, t) =
∑
±
∫
IR3
e−i(kx±ωt)a±(ω)φˆ(k) dk, (5.17)
where a±(ω) is a matrix whose entries are linear functions of ω or 1/ω . Let us prove the
asymptotics (5.16) along each ray x = vt + x0 with |v| ≤ 1 . The asymptotic relation thus
obtained must hold uniformly in x ∈ IR3 by (5.11). By (5.17) we have
φ(vt+ x0, t) =
∑
±
∫
IR3
e−i(kv±ω)t−ikx0a±(ω)φˆ(k) dk. (5.18)
This is a sum of oscillatory integrals with the phase functions φ±(k) = kv ± ω(k) . Each
function has two stationary points which are solutions of the equation v = ∓∇ω(k) if
|v| < 1 , and has none if |v| ≥ 1 . The phase functions are nondegenerate, i.e.,
det
(
∂2φ±(k)
∂ki∂kj
)3
i,j=1
6= 0, k ∈ IR3. (5.19)
Finally, φˆ(k) is smooth and rapidly decays at infinity. Therefore, φ(vt + x0, t) = O(t
−3/2)
according to the standard method of stationary phase, see [7].
According to (5.11) and (5.16), it follows from (5.15) that
E|rjt |
2 ≤ Ct−3
∫
|x|≤t+r
χjr(x
3)‖q0(x− y)‖ dxdy = Ct
−3
∫
|x|≤t+r
χjr(x
3)dx
∫
IR3
‖q0(z)‖dz, (5.20)
where ‖q0(z)‖ stands for the norm of the matrix
(
qij0 (z)
)
. Therefore, relation (5.14) follows
for ‖q0(·)‖ ∈ L
1(IR3) by (4.7). ✷
Hence, the rest of the proof of Proposition 2.8 is the same as that in the case of the
Klein-Gordon equation, [1, p.20-25]. The proof of Theorem A is complete.
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