The coefficients are independent of i so that each column of A(s) is a solution of this system. These equations are known [l; 2; 3]1 to have a solution for every choice of initial conditions, and to have exactly « linearly independent solutions, every solution then being a linear combination of any set of « linearly independent ones. This is equivalent to the statement in matric notation that there is a solution A(s) such that | A(s0) | 9^0, and that every solution is then given by A(s)-A where A is an arbitrary constant real matrix. If the elements of P(s) are re -1 times differentiable, it can be shown that each element of A(s) satisfies a linear differential equation whose coefficients are polynomials in the elements of P(s) and their derivatives.
If (1) has a solution A(s) all of whose elements are analytic functions of 5 in a neighborhood of s=»0, it may be expressed in power series. From (1) we have
where Mi(s) is a polynomial in P(s) and its derivatives. Then near 1 Numbers in brackets refer to the references at the end of the paper.
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The set of all matrices A such that ATJA = / constitute a group which we shall call a Lorentzian group and denote by 2j. It is merely a matter of an isomorphism A <-> 0TA0
to suppose that / is actually the diagonal matrix D. If D = I, then 2i is the orthogonal group of n by n matrices so that the theory of orthogonal matrices is contained in this treatment. 
Set AT(s) -J-A(s) =R(s). Then as before

