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EQUIVALENCE OF VOLTERRA INTEGRAL EQUATIONS 
MARKO SVEC, Bratislava 
Dedicated to Professor Kurzweil on the occasion of his sixtieth birthday 
(Received May 25, 1985) 
The purpose of this paper is to investigate the equivalence of the following two 
integral equations: 
(1) y(t)=f(t)+ ra(t,s)y(s)ds, 
(2) x(t)ef(t) + a(t, s) x(s) ds + b(t, s) g(s, x(s)) ds 
o J o 
•>R» where x, y,f: J = <0, oo) -» Rn are ^-dimensional functions, g(t, x): J x Rn 
is a multifunction, a, b: J x Rn2 are matrix functions. 
We will also investigate the equivalence of the integro-differential equations 
(3) y'(t) = F(t) + A(t) y(t) + !'B(t, s) y(s) ds , 
*t ft 
(4) x'(t) € F(t) + A(t) x(t) + B(t, s) x(s) ds + C(t, s) g(s, x(s)) ds 
Jo Jo 
where x, y, F: J -» Rn are n-dimensional vector functions, A: J -> Rnl, B and C: J x 
x J -> Rn2 are matrix functions and g as above is a multifunction. | • | will denote 
a suitable vector (matrix) norm. 
Definition 1. Let \//: J -> R be a positive continuous function. We say that (1) and 
(2) ((3) and (4)) are \jj-asymptotically equivalent on J if for each solution y(t) of (1) 
(of (3)) existing on J there exists a solution x(t) of (2) (of (4)) defined on J such that 
(5) lim il/~\t) \y(t) - x(t)\ = 0 as t -• oo 
and conversely, for each solution x(t) of (2) (of (4)) existing on J there exists a solution 
y(t) of (1) (of (3)) defined on J such that (5) holds. 
185 
Definition 2. Let \j/ be as in Definition 1 and let p > 0. We say that the equations 
(I) and (2) ((3) and (4)) are (^, p) — integrally equivalent on J if for each solution 
y(t) of (l) (of (3)) existing on J there is a solution x(t) of (2) (of (4)) existing on J 
such that 
(6) r^oWO-^ONMJ) 
and conversely, for each solution x(t) of (2) (of (4)) existing on J there is a solution 
y(t) of (1) (of (3)) defined on J such that (6) is true. 
Definition 3. Let ij/ be as in Definition 1. We say that a function z: J -> Rn is i/f-
bounded on J if 
(7) s u p ^ W K O l ^ -
Remark 1. The asymptotic equivalence of (1) and (2) (and of (3) and (4)) was 
studied e.g. by J. A. Nohel [1], [2] and by A. C. Lima [3] in the case that g is a real 
vector function. 
1. 
We start with the study of the equivalence between (1) and (2). We first proceed 
formally using the resolvent kernel r(t9 s) belonging to the kernel a(t9 s). That is, 
r(t9 s) is a solution of the equation 
(8) r(t9 s) = -a(t9 s) + a(t, u) r(u9 s) du , 0 ^ ' ^ , 
Then the solution y(t) of (1) is of the form 
(9) y(t)=f(t)-j'r(t,s)f(s)ds. 
Let x(t) be a solution of (2). Then there exists a function 
(10) v(t) e g(t9 x(t)) a.e. on J 
which is measurable and locally integrable, such that 
(II) x(t) = f(t) + a(t9 s) x(s) ds + b(t9 s) v(s) ds , t e J . 
Jo Jo 
Applying formula (9) we obtain 
x(t) = y(t) + J b(t9 s) - r(t9 u) b(u9 s) du I v(s) ds 
186 
or 
(12) x(t) = y(t) + R(t, s) v{s) ds, tєJ 
where 
(13) R(t,s) = b(t,s) r(t, u) b(u, s) dи 
Because all operations used here are reversible we can get (11) from (12). The cor­
rectness of all steps used here is guaranteed e.g. by the assumption of local integrabili-
ty of a(t, s), b(t, s) and / or of local integrability of \a(t, s)\p, \b(t, s)\p and \f(t)\p, 
p > 1. We shall always suppose the continuity off(t) on J, 
Definition 4. Let A a Rn. Then | A | = sup {|a|: a e A}. 
N o t a t i o n s . 
\j/(t) and cp(t) are positive continuous functions on J; 
^(J, Rn) = {the set of all continuous functions cp: J -> Rn topologized with the 
compact-open topology}; 
B^ = B^J, Rn) = {the set of all continuous functions z: J -> Rn such that 
sup ^ ( O KOI = H * < oo}; 
B^e = {z(t)eB,:\\zl^Q}; 
L^ = L00(J, R
n) = {the set of all measurable and essentially bounded functions 
on J}, 11*!^ = esssup|z(*)|; 
j 
Lp ^(J, R
n) = {the set of all z: J -• Rn such that ij/'^t) z(t) e Lp(J, R
n)}, \\z\\p ^ = 
= \\r1(t)z(t)\\p; 
LLp(J, R
n) = {the set of all functions z: J -+ Rn such that z{t) e Lp(I, R") where I 
is any compact subinterval of J}. 
Let X be a linear topological space and let A <= X. Then cf(A) denotes the family 
of all convex and closed subsets of A. 
Let g(t, x): J x Rn -> Q{Rn), where Q(Rn) denotes the set of all nonempty compact 
subsets of Rn. Let z(t) e B^. Then by M(z(t)) we denote the set of all measurable 
selectors from g(t, z(t)). 
Lemma 1. Let i//(t), (p(t) be positive continuous functions on J. Let the following 
assumptions be satisfied: 
pe(l, oo), p~l + q~l = 1 , 
a) \R(t, s)\p is locally integrable 0nO = s _ t < o o ; 






limJ \R(t + h9 s)\
p ds + M \R(t + h, s) - K(f, s)|" ds 1 1 = 0 
uniformly with respect to t e J; 
c) the function g(t9x): J x R
n -+ Q(Rn) satisfies the following conditions: 
(Hj) for each (t9 x) e J x W, g(i>, x) is convex; 
(H2) for each teJ9 g(t9 x) is upper semicontinuous on R
n; 
(H3) for each measurable function x: J -> R
n there exists a measurable function 
fx: J -> R
n such that fx(t) e g(t9 x(t)) a.e. on J; 
d) the function F: J x J -* J is such that 
(i) F(t9 u) is nondecreasing in u for each fixed te J and integrable on compact 
subintervals of J for each fixed ue J; 
< oo for every c >̂ 0; (ü) ГV(ť-,c)dí 
(iii) lim irď- \Fч(t, u) dt = 0; 
u-»oo U J o 
e) i^x^^^r'OW); 
f) the function y: J -> Rn is continuous and \j/-bounded9 i.e. ||j;||̂  = Q < oo. 
Then the operator T defined for z(t) e B^ by the relation 
(14) T(z(t)) = h(t) + f'R(f, s) v(s) ds: «,(f) e M(z(t))| 
maps B^ into 2B*9 is precompact and upper semicontinuous in #(J, R
n) and there 
exists such B^tUo that Tmaps B^tU0 into cf(B^Uo). 
Proof. Let z(t) e B^ and let ||z||0 = Q0. Then by (H t ) and (H2) M(z(t)) is nonempty 
and convex. Respecting the assumptions e), d) (i) we get for v(t) e M(z(t)) the ine­
qualities 
KOI = \M(z(t))\ = <p(t) F(t, +-t(t)\ z(t)\) g <p(t) F(t, 6o) 
and 
Ыш»ѓ(fc*t(t>Qo)dt)1 
Thus v(t) eLq(p(J). Then it follows from the continuity of cp(t) on J and from the 
assumption a) that R(t9 s) v(s) is locally integrable on J. It means that the operator T 
defined by (14) is well defined. 
Denote 
«(0 = y(t) + f ^(t, S) V(S) ds , !,(*) 6 M(z(t)) . 
188, 
Then 
(15) *"-(«) \m\ ^ r\t)\ y(t)\ + J V - ( 0 |R(r, 5)| K-)| ds ^ 
^ Q + f V_1(t) |R(», s)| <p(s) F(s, Co) ds g 
" * + ( f ̂ "̂  '*('' ̂  (S)]" d511/P ( f ̂  6o) dS)llq ~ 
Qoo \ \fq 
F»(s, Co) dsj 
where we have used the Holder inequality, assumptions b) and d) (ii). Thus ^(t) is 
a i/f-bounded function on J. 
Let 0 = *!, t2 = ^ + ft ^ 0, |h | < 1. Then 
(16) \t(t2) - «(r0| = |y(r2) - , ( r0 | + 
+ [tl\R(t29 s) - *(*,, s)| |v(s)| ds + f
 f2|R('2, s) | |i<s)| ds = 
Jo Jf l 
I ftl 1/p / rtt \lfq 
= \y(t2) - y('i)| + I \R{ti> s) - «( 'i . s)\
P ds . I [cp(s) F(s, Q0)Y dsj + 
I ft2 \lfp I rt2 \ifq 
+ |R(r2f s)\
p ds . [cp(s) F(s, <p0)Y ds = |j<*2) - j ( 0 | + 
IJ fi I IJ ti I 
r/ r*i \ i /p I f .2 UP) 
+ | M |R(r2, s) - «(*,, 5)|' dsj + I |K(f2,s)|'ds I . 
a t! \lfq 
[(p(s)F(s,o0)pdsj . 
This and the assumption b) imply the continuity of £(t) at 11. Sumarily, we conclude 
that all functions of T(z(t)) are continuous on J and i/r-bounded. Thus T(z(t)) c B# 
and T maps 2*̂  into 2Bv. From the convexity of M(z(t))9 which follows from (Hj), 
we get the convexity of T(z(t)). 
Now we shall consider the set B^>2q. Let z(t) e B^>2Q. Then for £(t) e T(z(t)) we 
have 
«W = KO + [*(*> 5) <s) ds , t>(0 e M(z(t)). 
Repeating the same argument as in (15) we get 
/ r» \ Uq 
(17) t-\t)\Z(t)\£Q + Kl\ F%s,2Q)ds\ . 
189 
From the assumption d) (iii) we get that for (2K) * there exists such w0 > 
> max {2O, 1} that 
І. F"(t, u0) dř ^ (2K)-« u0 
Therefore, taking into account the assumption b) and the monotonicity of F in uf 
we get 
r^m^e + K^ul'". 
Because 0 < q'1 < 1 and u0 > 1, we have that u%
_1 < w0 and 
08) r\i)W)\£"*-
Thus |P(z(t))| S. u0 and because u0 is the same for all z(t) e B^tlQ and all 20 g u0 
we get 
(19) ra,,0 cz B^uo. 
This means that all functions from TB^ uo are uniformly bounded on J. 
We shall now prove the equicontinuity of all functions from TB^,tUQ on compact 
subintervals of J. Let z(t) e B^ uo and 
£(f) = y(t) + !fR(t9 s) v(s) ds , v(t) e M(z(t)) . 
Jo 
Then for 0 S *i < t2 < oo we get the inequality (16) (Q substituted by w0). The 
expression at the end of (16) is the same for all z(t) e B^tUQ. Therefore, from the ine-
quality (16) we obtain the equicontinuity of all functions from TB^tUo on compact 
subintervals of J. Furthermore, the uniform boundedness and the equicontinuity 
on compact subintervals of J yield that TB^ uo is precompact in ̂ (J, R
n). 
For each bounded set A cz B there exists a bounded ball B^ u such that A cz B^ u 
and TB^ u cz B^,u hold. Therefore, we can conclude from the above considerations 
that Pis precompact in <#(J9 R
n). 
Now we are going to prove that Pis an upper semicontinuous multifunction on B^. 
Let zn(t), z(t) e ^ , n = 1,2,.. . and let zn(t) converge to z(t) in B^, i.e. ^
_ 1 ( 0 -*„(*) 
converges to ^~\t) z(i) uniformly on J. Therefore, the set {zn(t)9 z(t)9 n = 1, 2, ..} 
is bounded in B^ and there exists u = u0 such that zn(t) e B^,iU9 n = 1, 2, ..., z(t) e 
e Bj,tU and TB^^ cz B^yU and TB^U is a precompact set in <g(J9 R
n). 
Let hn(t) e T(zn(i))9 n = 1, 2, . . . . Then there exists vn(t) e M(z„(t))9 n = 1, 2 , . . . v 
such that 
ÍOO R(ř, s) p„(s) ds 
190 
and 
hi;.* = fV'O) k(t)|]« dt ̂  fV(t, u) df. 
Jo Jo 
Thus the sequence { I f J ^ } is bounded and therefore the sequence {v„(t)} is weakly 
precompact in LqJJ, R") (see [4], IV. 8.4) and there exists a subsequence {vnj} 
of the sequence {vjt)} which weakly converges to some v(t) e LqJJ, R
n). 
From the fact that {zn} converges to z and from the assumption (H 2 ) it follows 
that for each e > 0 and for almost every fixed t e J there exists N = N(e, t) > 0 
such that for n} = N, 
g(t, znj(t)) e Ojg(t, z{t)) 
where Ojg(t, z(t)) is the c-neighborhood of the set g(t, z(t)). It means that for 
nj = N, 
vnj(t) e Ojg(t, z(t)) . 
Further, by the Banach-Saks theorem there exists a subsequence of {vn },nj _• N + 
+ \, denote it by [vjk},jk = N, such that 
(20) - ľ У; — V i Lu Js 
k s=i 
-> 0 as k -> co . 
Because Ojg(t, z(t)) is convex we have 0^(t) = ]T vis(t) e Oe(g(t, Z(t)), k = 1, 2, ... . 
s = 1 
By the Riesz theorem we get from (20) the existence of such a subsequence of 
{<yk(t)} which converges to v(t) a.e. on J. Putting e -> 0 we can conclude that v(t) e 
egM(O). 
Furthermore, v(t) being from LqJj, R
n), the function 
/<t) = яo + ľV,^)Ф) d 5 ? 
Jo 
tєJ, 
is well defined and h(f) e T\z(t)). In view of the fact that {vn.(t)} converges weakly 
to v(t) and that R(t, •) e LLpJJ) we get that the sequence 
hnj(t) = y(t) + J P(f, s) vn.(s) ds , j = 1, 2, . . . 
converges to h(t) on J. In fact, let ti e J. Then put R(t, s) = K(t, s) for 0 ^ s ^ tt 
and ^(r l 5 s) = 0 for s > t!. Evidently R(tl9 s) e LpJJ) and 




hnj(ti) - h(tx) = R(tl9 s) (vnj(s) - v[s)) ds -+ 0 as 7 - oo . 
We have hn(i) e TB^ u, j = 1, 2, ... , The set TB^ u being precompact there exists 
a subsequence of the sequence {hnj(t)} which converges to a function h(t) e TB^ u 
uniformly on every compact subinterval of J. Thus we get that h(t) = h(t) e T(z(t)). 
This completes the proof of upper semicontinuity of T 
To end the proof of Lemma 1 we have only to prove its last statement. Consider 
the ball B^U0. Let z(t)eB^Uo and Z(t) e T(z(t)). Then ||£(f)||, = u0 (see (18)) and 
by (19), T(z(t)) c Bj,tU0. By the hypotheses (Hx) and (H2), M(z(t)) is nonempty and 
convex and therefore T(z(t)) is also nonempty and convex. Let hn(t) e T(z(t)), 
n = 1, 2 , . . . and let the sequence {hn(t)} convergences in the norm ||• ||^. This means 
that {\j/~ 1(t) hn(t)} converges uniformly on J to some continuous function i//"
 1(t) h(t). 
Using the same argument as in the proof of upper semicontinuity of T we get that 
h(t) e T(z(t)) which means that T(z{t)) is a closed set. 
Lemma 2. ([5], Corollary 2.8.) Let A be a closed, bounded and convex subset of 
a locally convex topological vector space X. If T: A -> cf(A) is an upper semicon-
tinuous map and if TA is compact, then there exists x e A such that x e Tx. 
Theorem 1. Let all assumptions of Lemma 1 except f) be satisfied. Moreover, 
assume that 
1. \r(t, s)\p is locally integrable on 0 ^ s ^ t < oo; 
2. there exists a positive constant k such that 
Í | ^" \t) r(t, s) cp(s)\
p ds = k





\r(t + h,s)|pds + (í'\r(t + h,s)-r{t,s)\"ds\ \ = 0 
for t e J; 
/MO 
3. lim \^~\t) R(t, s) cp(s)\p ds = 0 for every fixed t0 > 0 . 
- - » J o 
Then there is a ^-asymptotic equivalence between the ^-bounded solutions x(t) 
of (2) and ^-bounded solutions y(t) of (I). If, instead of 3, the condition 
4. {)il,-\t)R(t,s)<p(s)\pdseLi(J) 
is satisfied, then there is a (\j/, p)-integral equivalence between the ^-bounded 
solutions x(t) of (2) and \\i-bounded solutions y(t) of (1). 
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Proof. Let y(t) be a i^-bounded solution of (1). Then the assumptions 1 and 2 
imply that y(t) is a continuous function on J. Thus, y(t) satisfies the assumption f) 
of Lemma 1. 
Let T be the operator defined by (14). Let B^ Uo be as in the proof of Lemma 1. 
Evidently B^?Mo c B^ c
 C€(J, Un) is a bounded, closed and convex subset of B^ as 
well as of C£(J, R"). In view of Lemma 1 the operator T is upper semicontinuous. 
TB^ Uo c B^, Uo and TB ^Uo is compact. Then by Lemma 2 there exists x(t)e J5.̂ tll0 
such that x(t) e T(x(t)), i.e. x(t) is a solution of (2) and there exists v0(t) e M(x(t)) 
such that 
*/t) = y{t) + R(t, s) v</s) ds , t є J . 
Then 
V/-'(t) |x(r) - y(0| ^ f V _ 1 ( 0 K<> s)l Ms)| ds ^ 
Jo 
o 
^""'(f) \R(t, s)\ cp(s) F(s, u0) ds + 
+ {'xl,-1{t)\R(t,s)\(P(s)F(s,u0)ds^ 
J to 
f (Mo \l/p / f o o \ \/q 
\^'1(t)R(t9s)<P(s)\
pds\ M F*(s,u0)dsj + 
+ M ^ - ^ O ^ s j ^ l ' d s j M F*(s,u0)dsj . 
Finally, using the assumption b) from Lemma 1 we have 
r\i) \x(t) - y(t)\ ̂  ( j "V _ 1 (0 R(*> s) VW d s ) U P • 
/ foo \l/q / (*<* \\/q 
. F«(s,u0)dsj + K M F\s,u0)ds\ . 
The first term on the right hand side tends to zero as t -> oo by assumption 3. The 
second term can be made arbitarily small if we take l0 large enough. Thus, we conclude 
that lim ^ _ 1 ( l) \x(t) — y(t)\ = 0 as t -» oo, which means the asymptotic equivalence 
of x(t) and y(t). 
Using the assumption d) (ii) of Lemma 1 and the assumption 4, we have 
<T\0 \x(t) - y{t)\ = j V \ ' 0 |*('> s)\ cp(s) F(s, i/0) ds = 
) ' 
/ (*' x 1/P / /*<*> \ l / 8 
^ ( \ý-\t) R(t, s) <p(s)\<>ds\ ( F"(s, u0) ds ) 
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The first factor is from LjJ) due to 4. Thus x(t) and y(t) are (\J/, p)-integrally equi-
valent. 
Let now x(t) be a ^-bounded solution of (2) and therefore of (11). Tt means that 
there exists such v(t) e M(x(t)) that x(t) satisfies also the equation (12) where y(t) is 
a solution of (1). Thus we have 
y(t) = x(t) - R(t, s) v(s) ás , tєJ. 
An easy calculation shows that y(t) is a i/^-bounded solution of (1). The ^-asymptotic 
equivalence and the (\j/, p)-integral equivalence of y(t) and x(t) can be proved as 
above. 
Lemma 3. Let \j/(t), cp(i) be positive continuous functions on J. Assume that 
a) R(t, s) is measurable and locally essentially bounded orcO = s = t<oo; 
P) there is a constant K > 0 such that 
І ф~\t)\R(t, s)|<p(s)ds = K forall tєJ J < 
and 
lim I J \R(t + h, s)\ ds + J \R(t + h, s) - R(t, s)\ dsl = 0 
uniformly with respect to t e J; 
y) the function g(t, x) satisfies the condition c) of Lemma 1; 
5) the function F: J x J -> J is such that 
(i) F(t,u) is nondecreasing in u for each fixed teJ and is measurable and 
bounded on J for each fixed u e J; 
(ii) lim F(t, c) = 0 as t -> oo for each fixed c _ 0; 
(iii) lim sup = oo uniformly for t e J 
11-00 F(t, u) 
or 
(iii') lim sup = d > 0 uniformly for t e J where 2K(d — y) l < 1 for 
M-oo F(t, u) 
some y, 0 < y < d; 
(iv) \g(t, x)\ S (P(t) F(t, xl/'^t) \x\) a.e. on J; 
e) the function y: J -> Rn is continuous and ^-bounded on J, i.e. 
\y\+ = sup \l/-\t) y(i)\ = Q < oo . 
j 
Then all statements concerning the operator T defined by (14) in Lemma 1 hold 
true. 
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Proof. Lei zy^eB^ and fz^ = Qo < oo. For v(t)eM(z(t)) we have 
KOI ^ M-(0)l ^ 9(0 -t*. * _ 1(0 KOI) ^ <K0 *('. co) • 
Thus v(t)eLLY(J). Furthermore, because <P~
x(i) \v(t)\ ^F(t,Qo), the assumption 
8) (i) yields that 9~\t) v(t) is bounded on J and by 8) (ii) we get lim <p~x(i) v(t) = 0 
as t -> oo. The assumption a) guarantees that the operator Tis well defined. For 
v(t) G M(z(t)) we have 
Í 
0 + ľ R(t, s) v{, S\y(t)\ + \\F(t,eo)l 
\R(t, s ) | cp(s) ds ^ \y(t)\ + \\F(t, eo)la K *(t) 
I o 
which means that 
£(t) = y(t) + (\(t9 s) v(s) ds e LLX(J) . 
Further, we have 
r\t) |£(f)| = ^(t) \y(t)\ +HK^Q + HK 
where H = sup F(t, Qo). Thus we get that all functions £(t) e T(z(t)) are i/r-bounded 
j 
by the same constant Q + HK. 
Let 0 <^tu t2 = tt + h = 09 \h\ < 1. Then 
(21) \t(t2) - .1(^)1 = |y(r2) - y(rO| + r\R(t29 s) - n(r l f s)| |v(s)| ds + 
+ H sup \cp(s)\ { P|.R(f2, s) - R(ti9 s)\ ds + I f
 t2\R(t29s)\ ds\\ . 
<°''-> U o | J i- |J 
In virtue of E) and p) we get that £(f) is continuous at tv From this fact we conclude 
that all functions of T(z(t)) are continuous on J. Thus T(z(t)) cz B^ and T maps 5^ 
into 2B*. The convexity of M(z(t)) implies the convexity of T(z(t)). It follows from 
the assumption 8) (iii) that there exists such Ql > Q that F(t9 2Ql) < K^
1
Qi for all 
t e J. We remark that Qi can be chosen arbittarily large. Consider the ball B^ilQi. 
If z(t) e B+t2Ql then for £(f) e T(z(t)) there exists v(t) e M(z(f)) such that 
and 
Č(0 = ><0 + [Vs)<s)ds 
r\t) |í(0| š e + f V_1(0 \R(*> s)l -Ks) % -či) ds ^ e + e i ^ 2 6 l . 
195 
Similarly, from 8) (iii'), for given y, 0 < y < d, there exists Q1 > Q such that 





r ' ( < ) |€(0I = <? + I V HO l*('> 5)l <K5) F(5> 2 ^ i ) d s = 
= ^ + ( - i ~ 7 ) " 1 2 ^ 1 K < 2 ^ 1 . 
Thus we have that TB^tlQi a B^t2Qi. It means that all functions from TBlJ/t2Qi are 
uniformly i/r-bounded. Let 0 ^ ft < t2 ^ L < oo and ^(t)eTBlj,t2Ql. Proceeding in 
the same way as in (21) we get 
\Z(h) - Z(h)\ ^ \y(h) - y(h)\ + sup (p(t) sup F(t, 2Ql) . 
0,L J 
. | r\R(t2, s) - R(tu s)| ds + !"\R(t2, s)\ dsj . 
Thus the functions £(t) of TB^tlQi are equicontinuous on compact subintervals of J. 
Now, the uniform ^-boundedness and the equicontinuity on compact subintervals 
of J imply that TB^ylQx is precompact in #(J, R
n). 
From our considerations it follows that for any bounded set A a B^ there exists 
a ball B^M such that A a B^u and TB^^ a B^u hold and TB^U is precompct in 
<e(J, Rn). Thus Tis precompact in #(J, Rn). 
Now we are going to prove that T is an upper semicontinuous function on Br 
Let zn(t), n = 1,2,..., z(l)e5^ and let the sequence {zn} converge to z in B^. 
Therefore, the set {zn(t), n = 1, 2,.. . , z(f)} is bounded in B^ and there exists u > 0 
such that {z„(0> H = 1> 2>..., z(t)} c 2?̂  u and ra^M a B^ M and 7B >̂M is precompact 
in <e( J, «"). 
Let h.,^) G ^(z^r)), n = 1, 2, . . . . Then there exists vn(t) e M(z(t)) such that 
(22) K(t) = y(t)+ [tR(t,s)vn(s)ds 
and \vn(t)\ ̂  (p(t)F(t,u). Thus t;n(f) e LLt(J) and the sequence {^(f)} is bounded 
in Lx(<0, L>) for every L > ,0. If {Ek}, Ek cz <0, L> measurable, is a nonincreasing 
oo 
sequence such that f] Ek = 0, then 
fc=i 
lim y„(s) ds ^ lim \vn(s)\ ds ^ lim <p(s) F(s, w) ds = 0 . 
Then (see [4], Th. IV. 8.9) it is possible to choose from the sequence {vn(t)} a sub-
sequence {v„k(t)} which weakly converges to a function v(t) e ̂ ((0, L>). 
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From the fact that v„k(t)eg(t9 z„k(t))9 k = 1,2,..., and that {znk(t)} converges 
to z(t) in Bj, and from the hypothesis (H2) it follows that for e > 0 and for given 
t e J there exists N = N(E9 t) such that for any nk _ N we have 
g{t,zjt))i= Oe(g(t, z(t))) 
where o£(fl(f, z(i))) is £-neighbourhood of the set g(t, z(t))). It means that for all 
nk = N, 
vnk(t)eOe(g(t,z(t))). 
Consider the sequence {v„k}9 nk = N. Then (see [4], Corollary V. 3.14) it is possible 
to construct such convex combination from v„k9 nk _ N9 denote them gm(t)9 m = 
= 1, 2,.. . , that the sequence {gm(t)} converges to v(t) in Lj(<0, L>). Then by the 
Riesz theorem there exists a subsequence {gm.(t)} of {gm(t)} which converges to 
v(t) a.e. on <0, L>. From the convexity of Oe(g(t9 z(t))) and from the fact that 
vjt) e Oe(g(t9 z(t))) it follows that gmi(t) e Oe(g(t9 z(t)))9 i = 1, 2 , . . . , and therefore 
v(t) e Tye(g(t9 z(t))). If we let e -+ 0 we conclude that v(t) e g(t9 z(t)). We recall that 
in our consideration t was a fixed point and that g(t9 z(t)) is a convex compact 
subset of Rn. Thus the function 
h(t) = y(t) + J R(t, s) v(s) ds , t e <0, L> 
is well defined and h(t) e T(z(t)) for t e <0, L>. Taking into account the fact that the 
sequence {vnk} weakly converges to v on <0, L> and the assumption a) we get that 
the sequence 
{KM=Ut) + rR(., s) vnk(S) ds\, k = 1,2, 
converges to h(t) a.e. on <0, L>. 
The functions h„k(t)9 k = 1, 2 , . . . , being uniformly bounded and equicontinuous 
on <0, L>, it is possible to choose a subsequence of the sequence {hnk(t)} which con-
verges on <0, L> uniformly to a function h(t). Hence h(t) = h(f) a.e. on <0, L>. 
The number L > 0 being chosen arbitrarily, we conclude that from the sequence 
(22) it is possible to choose a subsequence which converges to a function h{t) uni-
formly on every compact subinterval of J and h(t) e T(z(t)) for te J. This completes 
the proof of upper semicontinuity of T. 
The proof of existence of such a ball B$tUQ that T maps B^,tU0 into cf(.B t̂t0) is 
similar to that in the proof of Lemma 1. 
Theorem 2. Let \\/(i)9 cp(t) be positive continuous functions on J. Assume that 
1. \r(t9 s)\ is locally integrable on 0 ^ s ^ t < oo; 
2. there exists a constant P > 0 such that 
I i/'-1(í)|r(f,s)|<p(s)ds = P for all teJ 
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and 
•ř + Ä 
lim J \r(t + h9 s)\ ds\ + \r(t + h9s) - r(t9 s)\ ds\ = 0 A-° UJr I Jo J 
for t e J; 
3. all assumptions of Lemma 3 are satisfied except e); 
4. lim ^ _ 1 ( 0 lR('» S)I <KS) d 5 = ° for every fixed *o > 0. 
«-•«> Jo 
Then there is a \j/-asymptotic equivalence between the {{/-bounded solutions x(t) 
of (2) and ^-bounded solutions y(t) of (1). If instead of 4 the condition 
5. f V ' C ) \R(t> s)\ <P(S) d s e LP(J)> P e (0. °°) 
is satisfied, then there is a (i/f, p)-integral equivalence between the ^-bounded 
solutions x(t) of (2) and ^-bounded solutions y(t) of (l). 
Proof. Let y(t) be a i/f-bounded solution of (1). Then the assumptions 1 and 2 
imply that y(t) is a continuous function on J. Thus the assumption s) of Lemma 3 
is satisfied. 
Let T be the operator defined by (14) and let B^tUo cz BlJf be such that TB^fUo cz 
cz B^tU0. Such B^,iUo exists (see the proof of Lemma 3). 2^jMo is a bounded, closed 
and convex subset of B^ as well as of #(J, W). Due to Lemma 3 T is upper semi-
continuous in C€(J9 Un) and TB^Uo is compact. Then by Lemma 2 there exists x(t) e 
eB^^ such that x(t) e T(x(t))9 i.e. x(f) is a solution of (2). Therefore there exists 
such v(t) e M(x(t)) that 
x[t) = 
Then 
(0  -K0 + Rif> s) vis) ds > 'G J • 
r\t) wo - KOI ̂  J V '(0 l*c 01 KOIds * 
S (t^1(t)\R(t9s)\<p(s)F(s9u0)ds. 
Using the assumption 8) (i) from Lemma 3 we get 
</r *(0 WO - HOI -S sup F(S, u0) f V ' ( 0 |*fc 01 <K0
 ds + 
' Jo 
+ sup F(s9u0)\ ^r"
1^) |K(r, s)| ^(s) ds . 
.o^s<oo J r o 
The first term on the right hand side tends to zero as t -> oo by the assumption 4. 
The second term is not greater than sup F(s9 u0) K. In the above considerations 
to <, S < 00 
to > 0 was an arbitrary number. Using the assumption 8) (ii) in Lemma 3 we get 
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that for any c > 0 it is possible to find such t0 _t 0 that sup F(s, u0) K < e. 
to<:s<co 
From all these considerations we can conclude that lim &~l(t) \x(t) — y(t)\ = 0 
as t -* co. 
On the other hand, using the assumption 5) (i) in Lemma 3, we get that 
r\t) \x(t) - y(t)\ = sup F(s, u0) f V"
f(0 \R(t, s)\ cp(s) ds . 
J Jo 
By the assumption 5 of our theorem we see that 
r^wo-xoie^/). 
Now, let x(t) be a i^-bounded solution of (2). Then there exists v(t) e M(x(t)) such 
that 
x(t) = y(t) + R(t, s) v(s) ds, teJ 
where y(t) is a solution of (1). The proof of the i/r-asymptotic equivalence and 
(\J/, p)-integral equivalence of x(t) and y(t) is the same as above. 
2. 
Now, we will consider the equivalences of the equations (3) and (4). We suppose 
that A(t)eLLt(j), B(t, s)eLLt(D), C(t, s)eLLx(D), where D = {0 =" s =" t < oo}. 
Integrating (3) we get 
(23) y(t) = { + fV(s) ds + J" [A(S) + f B(u, s) dul y(s) ds , 
teJ. 
Denote f(f) = £ + Jo -?(s) ds, a(f, s) = i4(s) + £ £(w, s) dw, and let y(t, s) be the 
resolvent kernel belonging to a(t, s). We see thatf(r) is a continuous function on J, 
a(t, s) and y(t, s) are locally integrable on D. Then 
(24) y(') = / ( ' ) + f <*My(s)ds 
and 
(25) y(t)=f(t)-ry(t,s)f(s)ds. 
Let x(f), x(0) = £, be a solution of (4). Then there exists such v(t) e M(x(f)) that 
(26) x'(t) = ify) + A(t) x(t) + | B(t, s) x(s) ds + | C(t, s) t>(s) ds . 
Jo Jo 
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Integrating this equation we have 
x(t) = t + J F(s) ds + I |A(s) + J B(u9 s) dul x(s) ds + 
+ ( C(u,s)du ji;(s)ds 
or 
(27) x(t) = f(t) + a(t9 s) x(s) ds + \ ( C(w, s) dw ] v(s) ds . 
Using (25) we get 
(28) x(t) = y(t) + [ ' { [ ' \c(u9 s) - y(t9 u) TC(T, s) drl duX v(s) ds 
If we denote 
(29) ГГc(t/, s) - y(t, u) ľc(т, s) dтl du = Г(ř, s) 
we have 
(30) x(t) = y(t) + f F(r, s) v(s) ds , x(0) = { . 
Thus we have a situation similar to that represented by (9) and (12). Therefore, the 
following theorem holds true. 
Theorem 3. Let \j/(i)9 (p(t) be positive continuous functions on J. Let y(t9 s) fulfil 
the same hypotheses as r(t9 s) and T(t9 s) as R(t9 s) in Theorem 1 {Theorem 2) and 
let g(t9 x) be the same as in Theorem 1 (Theorem 2). Then there is a \p-asymptotic 
equivalence and a (\j/9 p)-integral equivalence, respectively, between the set of all 
\[/'bounded solutions of (3) and the set of all ^-bounded solutions of (4). 
References 
[1] Nohel J. A.: Asymptotiс relationships between systems of Volterra equations, Ann. di Mat. 
Pura ed Appl., (IV) T. XС, 1971, 149-165. 
[2] Nohel J. A.: Аsymptotiс equivalenсe of Volterra equations, Аnn. di Mat. Pura ed Аppl., 
T. XСVI, 1973, 339-347. ' 
[3] Lima A. C: Аsymptotiс equivalenсe of Volterra integral equations, Асta ҒRNUС Mathe-
matiсa, T. XXXIII, 1977, 19-33. 
[4] Dunford N„ Schwartz J. T.: Linear operators, General Theory, 1958, Intersсienсe Publishers, 
New York, London. 
[5] Seahџ Sek Wui: Аsymptotiс equivalenсe of multivalued differential systems, Bolletino U.M.I., 
(5) 17-B, 1980, 1124-1145. 
Authoŕsaddress: 842 15 Bratislava, Mlynská dolina (Katedra matematiсkej analýzy MFF-UK). 
200 
