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Разработаны три модели классификации молекул РНК, на основе: 1) алгоритмов векторизации молекул
РНК и классификации случайного леса; 2) определения открытых рамок считывания в молекулах РНК;
3) кодирования единицей («one hot encoding») c последующим использованием одномерной сверточной ней-
ронной сети. Проверка работоспособности разработанных алгоритмов выполнена на примере набора РНК
человека из базы данных NCBI RefSeq. Точность классификации молекул с использованием разработанных
моделей варьируется от 90,4 до 99,8%.
Введение
Транскрипция генома приводит к образо-
ванию матричных РНК, а также разнообразных
малых и длинных некодирующих РНК [1]. Длин-
ные некодирующие РНК тесно связаны со мно-
гими биологическими процессами, такими как
многоуровневая регуляция экспрессии генов. Их
структура во многом схожа со структурой мат-
ричной РНК, что значительно осложняет зада-
чу точного определения вида молекул, основыва-
ясь только на нуклеотидной последовательности.
Для решения данной задачи требуется разра-
ботка классификационной модели, позволяющей
эффективно определять кодирующие и некоди-
рующе молекулы РНК. В работе [2] представ-
лена классификационная модель на основе k-
меров и сверточных нейронных сетей, точность
классификации которых варьируется от 87,97 до
99,63% для молекул РНК мышей и кур соответ-
ственно, для организма же человека точность
равна 98,72%. Однако данная модель имеет су-
щественные ограничения, к которым можно от-
нести ресурс-затратные процедуры определения
k-меров, сложность статистического анализа в
определении значимости k-меров, определённые
требования к вычислительным ресурсам.
Целью данной работы является разработка
эффективных математических моделей класси-
фикации кодирующих и некодирующих молекул
РНК человека, устраняющих недостатки модели
[2]. Разработаны три классификационные моде-
ли на основе следующих алгоритмов: 1) векто-
ризации молекул РНК и классификации случай-
ного леса; 2) определения открытых рамок счи-
тывания (ОРС) молекул РНК; 3) кодирования
единицей c последующим использованием одно-
мерной сверточной нейронной сети. Проверка ра-
ботоспособности разработанных алгоритмов вы-
полнена на примере набора РНК человека из ба-
зы данных NCBI RefSeq.
I. Модели классификации
Модель 1. Включает алгоритмы векториза-
ции [3] и случайного леса [4]. Векторизация нук-
леотидных последовательностей произведена в
104 признака (частоты моно-, ди- и тринуклео-
тидов [3], параметры модели Bao [5], корреляци-
онные факторы нуклеотидов [6], длинны после-
довательностей). Обучение модели производится
на выборках кодирующих и некодирующих мо-
лекул РНК. Очевидными достоинствами модели
являются простота, в том числе алгоритмиче-
ской и программной реализации, минимальные
требования к вычислительным ресурсам, интер-
претируемость параметров векторизации.
Модель 2. В основе алгоритма классифика-
ции лежит модель 1, обученная на выборках ис-
тинных и ложных ОРС, полученных из кодирую-
щих и некодирующих молекул, и алгоритм опре-
деление ОРС. Если в молекуле определена ОРС,
то молекула считается кодирующей, иначе неко-
дирующей. Преимущества модели: 1) простота
программной реализации; 2) умеренные требо-
вания к вычислительным ресурсам; 3) возмож-
ность прямого использования для решения важ-
ной задачи молекулярной биологии – определе-
ние ОРС молекул.
Модель 3. Модель представляет двухэтап-
ный алгоритм. На первом этапе осуществляет-
ся так называемое кодирование единицей («one
hot encoding») молекул РНК [7]. На втором эта-
пе используется одномерная сверточная нейрон-
ная сеть [7]. Обучение модели производится на
выборках кодирующих и некодирующих молекул
РНК. Данная модель фактически является улуч-
шенным вариантом модели [2], однако вместо вы-
полнения процедуры параметризации в вектор-
ное пространство k–меров выполняется кодиро-
вание единицей, эффективность которого, для
решения подобной задачи, подтверждена в [7].
Очевидным недостатком данной модели явля-
ется требование значительных вычислительных
ресурсов.
II. Экспериментальные данные и
вычислительный эксперимент
В ходе анализа моделей 1-3 рассмотрены
4235 некодирующих молекул РНК и 5000 слу-
чайно отобранных кодирующих молекул РНК
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из базы данных NCBI RefSeq. Для модели 2
класс псевдо ОРС-последовательностей содер-
жит 109230 нуклеотидных фрагментов, получен-
ных из 4235 некодирующих молекул РНК. Класс
истинных ОРС-последовательностей включает
108654 реальных ОРС молекул РНК. Обучаю-
щая выборка моделей 1 и 2 двух типов молекул
включала 75% исходных данных, тестируемая –
25%. Обучающая выборка модели 3 – 90% ис-
ходных данных, тестируемая – 10%. Для моде-
ли 3 выбрана обучающая выборка наибольшего
размера с целью увеличения точности классифи-
катора (в задачах классификации генетических
данных нейронные сети требуют обучающие вы-
борки больших размеров) [9]. Процентная оценка
точности классификации производится как отно-
шение числа верно классифицированных моле-
кул к общему числу.
III. Результаты
Вычислительные алгоритмы моделей 1 и 2
реализованы на языках программирования R и
C++ с использованием открытых библиотек R-
функций проектов Bioconductor и CRAN. Ана-
лиз данных выполнен на вычислительном серве-
ре, основные характеристики которого – 12 ядер-
ный процессор Intel i9 (3.9 GHz), 64 Gb RAM, 8
Tb HDD. Время вычислений – 2-5 минут для мо-
дели 1 и 20-30 мин для модели 2.
Алгоритм модели 3 реализован на языке
программирования Python с использованием от-
крытых библиотек нейронных сетей глубокого
обучения PyTorch и анализа данных scikit-learn.
Анализ данных выполнен на 24-ядерной вирту-
альной машине в облачном сервисе Google Cloud.
Время вычислений – 10 часов.
Модель 1. Точность классификации кодиру-
ющих и некодирующих РНК – 90,35%. Оценена
информативность признаков векторизации моле-
кул с использованием критерия на основе индек-
са Джини [8], встроенного в алгоритм случайно-
го леса. Наиболее информативными признаками
являются признаки модели Bao и частоты появ-
ления некоторых тринуклеотидов. Менее инфор-
мативными признаками являются корреляцион-
ные факторы нуклеотидов.
Модель 2. Успешно выполнен анализ мо-
лекул РНК. Точность классификации – 96,67%.
Точность классификации сопоставима с точно-
стью модели [2], однако скорость вычислений су-
щественно выше, требования к использованию
вычислительных ресурсов ниже.
Модель 3. Точность классификации нейрон-
ной сети с 9-тью одномерными сверточными сло-
ями и 2-3 эпохами обучения классификации –
99,80%, наивысшая среди рассматриваемых мо-
делей. Однако системные требования существен-
ные – одна эпоха обучения длится около 1 часа.
Для конвейерного анализа молекул РНК, дан-
ные по которым генерируются с помощью тран-
скриптомного секвенирования, требуются огром-
ные системные ресурсы. Еще одним недостатком
модели является известная склонность алгорит-
мов к переобучению, что может привести к лож-
ной классификации молекул РНК в ходе прове-
дения новых экспериментальных исследований.
IV. Заключение
Разработаны три модели классификации
кодирующих и некодирующих молекул РНК,
точность которых варьируется от 90,4 до 99,8%.
Определён набор наиболее информативных при-
знаков молекул РНК – это признаки модели Bao
и набор частот тринуклеотидов.
Модели на основе алгоритмов векторизации
молекул и классификации случайного леса прак-
тически не уступают в точности опубликованной
модели [2], однако существенно превосходят по
вычислительной производительности, статисти-
ческой значимости и интерпретируемости пара-
метров, требуют меньше вычислительных ресур-
сов.
Классификатор на основе одномерной свер-
точной нейронной сети является наилучшим, од-
нако требует значительные вычислительные ре-
сурсы (включающие мощные графические кар-
ты или многопроцессорные вычислительные сер-
веры (более 24-х ядер)) и имеет склонность к пе-
реобучению.
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