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Abstract 
 
The growing concern for security of energy supply and climate change has prompted this study. 
The thesis attempts to study the predictive power of global crude oil price on the natural gas price 
in the UK. Using quarterly price series of both energy commodities, the sample utilises data from 
1988Q1-2015Q2 to accurately predict wholesale NBP gas price up to 7 – steps ahead. Using the 
most recent tools of comparing predictive ability of competing forecasting models, findings 
suggest that the benchmark price of Brent oil is able to predict natural gas price with minimum 
forecast error. Furthermore, the 4-model exogenous variable model is not encompassed by the 
bivariate 3-model forecast combination and offers gains in forecasting accuracy.  
The thesis also considers the residential demand for gas. Utilising microdata from the UK Living 
Costs and Food Survey 2013–2016, an attempt is made to estimate the household demand for gas 
and to determine the significance of government energy and climate change policies. Fitting the 
data to the model, a tobit censored regression model is employed to estimate residential gas 
demand. In addition to policy effects, seasonal, socioeconomic, dwelling type, tenure and heating 
equipment type effects are considered in the model. It is discovered that price elasticity ranges 
from -0.246 to –0.327 for the restricted model and -0.422 to -0.491 for the unrestricted model. 
The increase in consumer response to price changes can be attributed to government policy.  
Finally, it can be concluded that over the short to medium term gas prices are set to remain oil 
indexed and driven by shocks in the global oil market. Domestically, it is important to identify the 
different variations in seasonality, housing characteristics, family and income demographics that 
determine consumer behaviour to better understand the impact of government energy & climate 
change policies. 
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Chapter 1 
 
1 INTRODUCTION 
 
Economic theory suggests that liberalisation of a monopoly industry will free up the market to 
attract new entrants ensuring competition in product pricing. Competitive markets force down 
prices, provide incentives for greater efficiency and ensure uninterruptible product supply. 
Consumers are free to choose suppliers in such a market and consumer freedom is protected. 
Newberry (2000) insists that such perceived advantages led to the inclusion of electricity and gas 
markets in the liberalisation policy of the European Commission during the early 1990’s. He 
further maintained that despite the trend most European electricity and gas markets remained 
heavily regulated and monopolised with few exceptions most notably the UK. 
Asche, Osmundsen and Sandsmark (2006) maintain that the UK natural gas industry was 
liberalised over two decades ago. The main objective of the liberalisation policy was to promote 
competition after little success following the privatisation of British Gas and creation of OFGAS, 
the regulatory body in 1986. Panagiotidis & Routledge (2007) argue that proponents of a 
liberalised natural gas market fundamentally assume that under such market conditions gas and 
oil prices ‘decouple’. Furthermore, it is also generally assumed that after such ‘decoupling’, gas 
prices fall significantly with consequent welfare benefits to consumers. The pre-liberalisation 
regime of gas prices ‘coupled’ to oil prices reflects the market power of state or private sector gas 
monopolies to extract rent from gas consumers for whom oil and its products are the only 
alternative fuels in many domestic and industrial uses. 
Thus, liberalisation allowed natural gas to be traded like a commodity in various trading floors in 
the UK. The National Balancing Point (NBP) bears a lot of similarities to the Henry Hub, the 
natural gas exchange floor in the United States (US). Prices in both hubs are determined by the 
market forces of demand and supply, although the NBP is more transparent and liquid. However, 
there is still some degree of government interference in the Henry Hub. The gas futures market 
is also determined in organised commodity exchange markets such as the International 
Petroleum Exchange (IPE) and Intercontinental Commodities Exchange (ICE) based in London. 
Furthermore, since liberalisation, the NBP started to act as the balancing market for continental 
Europe, in the absence of liquid hubs there. The most dramatic example of this can be found in 
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the price spikes of winter 2005-2006 and in the low prices of winter 2006-2007 (IEA Information 
Paper, 2010).  
Barton and Vermiere (1999) cited by Panagiotidis and Rutledge (2007) emphasised that post- 
liberalisation, the price of gas fluctuated between two limits. The upper limit set by inter-fuel 
competition between oil and natural gas for industrial use due to their substitutability and the 
lower limit set by the marginal cost of extracting natural gas from reservoirs. Heren (1999) 
argues that since liberalisation, oil and gas prices decoupled as the UK gas market benefitted from 
the development of spot pricing following the deregulation of the gas industry. Furthermore, he 
stated that “The British spot price is now widely accepted as the measure of the commodity's 
value in the British market, and the benefits of lower prices have in general been passed through 
to the consumer. European border prices, on the other hand, owe nothing to the actual market 
conditions in the gas industry, and everything to the oil price” (Heren, 1999, p7).  Following the 
full liberalisation of the gas market, the International Energy Agency (IEA, 1998) declared that 
the competitive gas market saw a substantial fall in prices between 1994 and 1998, confirming 
the views of proponents of the liberalisation theory. 
According to Asche et al. (2006), the physical integration of the UK and Continental European gas 
market after the opening of the Interconnector pipeline linking the UK National Gas grid to the 
continent had a significant impact on the UK market. Declining domestic production from the UK 
Continental Shelf (UKCS) meant the UK became unable to meet growing gas demand domestically. 
The UK was no longer self–sufficient in gas production and opened up the interconnector 
between Bacton in Norfolk and Zeebrugge in Belgium to import gas from the continent. Naturally, 
gas prices in the UK increased significantly as they were tied to long-term contracts in Europe 
which were directly linked to oil prices. As a result, the UK gas market became integrated with 
the European market. Furthermore, they explained that increased demand for gas was driven by 
environmental concerns, fuel-switching by industries and more importantly gas fired power 
generation plants (CCGTs). This became the game changer and ever since the UK gas market 
became oil linked.  
1.1 NATURE AND EVOLUTION OF THE UK GAS MARKET 
As discussed in the previous section it appears the UK became part of the regional European 
market with gas prices no longer exclusively determined by the NBP. Subsequently, following 
colder winters especially between 2005 and 2007 this led to the tightening of the market with 
prices rising steadily due to growing demand. The UK was only able to meet its gas demand with 
less than 50% of the total gas consumed being produced locally. This not only meant the UK had 
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to rely heavily on imported gas from mainland Europe but from imported LNG1 as well (DECC, 
2014). This growing trend to import natural gas which was sold at long-term contracts that were 
tied to oil prices raised serious energy supply security concerns (Stern, 2007).  
Initially known as “town gas” and derived from the extraction of coal, natural gas was produced 
in commercial quantities for industrial and domestic use by the town councils and a few local 
firms (Wright, 2006).  It was not until in 1948 that the “Gas Act” was enacted and these firms 
came together as a monopoly known as British Gas. It was in the 1960’s that the diversification of 
the gas industry led to the first import of LNG from Algeria to supplement growing demand. By 
1966 natural gas was discovered in the United Kingdom Continental Shelf (UKCS) in the North 
Sea. Thus, domestic production of natural gas which now replaced town gas intensified and by 
1970 this made up only 5 percent of domestic primary energy consumption in the energy mix.  
Privatisation & Liberalisation 
Up until 1986 British Gas was a powerful monopoly that controlled the entire value chain from 
production, distribution and supply to end users. Britain was almost entirely self- sufficient in gas 
production and supply. However, by 1986 the reform policies of the conservative Thatcher 
government brought an end to the monopoly. According to Helm (2003), the Thatcher 
administration saw the gas industry as inefficient, brought about by prohibition of competition 
and public ownership. A new Gas Act was passed in 1986 which privatised British Gas with its 
shares floated on the London Stock Exchange.  A regulatory body Office of Gas Supply (Ofgas) was 
created to regulate and supervise the gas industry. Later this was merged with the electricity 
regulatory body to become Office of Gas and Electricity Markets (OFGEM).  
Despite these measures to promote competition in the gas market problems persisted, creating 
barriers to entry. In 1994 British Gas was once again reorganised and split into British Gas and 
Transco. Transco was given the mandate to manage the downstream pipelines and grid 
independently. Subsequently, between 1990 and 1998, the gradual unbundling of British Gas as 
an entity and the opening up of the market to new entrants to increase competition and efficiency 
finally led to the full privatisation of the industry. The National Balancing Point (NBP) was set up 
as the new market hub to trade gas as a commodity. By 2004 gas became a mainstay in the 
domestic energy mix and its share in primary energy supply climbed to 40 percent. However, 
growing domestic demand was not matched by production. The interconnector was subsequently 
opened linking Britain to the rest of continental Europe in 1999. Britain was able to now supply 
and buy gas with ease across Europe. This however, created a link to oil indexed pricing through 
spot trading. By 2003 supply problems began to emerge as the nature of competition and liquidity 
                                                          
1 The first commercial delivery of LNG to the UK was made from Algeria in 1964. 
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between the British and European markets were quite different. This led to tightening of the 
market and consequently the price spikes (up to 100p/therm) highlighted in the previous section 
(DECC, 2009).  
Rising Costs and return of LNG the future of gas 
Figure 1: Showing Domestic Gas Annual Average Retail Prices 1970 to 2016 
 
Source BEIS 2017 
Figure 1 above shows the rapid decline in the annual average retail price of domestic gas from 
historical highs in 1970. That year, average annual retail price was about £48/MWh. This figure 
dropped significantly over the next decade reaching its lowest price of about £26/MWh in 1981. 
This sustained drop in price could be attributed to increased investment in LNG imports to 
supplement domestic production from the UKCS. Despite the growing importance of gas in the 
UK energy mix, the UK was almost entirely self-sufficient in gas supply and was only importing 
LNG to ensure security of supply. 
Gas prices climbed back up between 1982-1984 because increasing domestic demand was not 
matched by a proportionate increase in supply. Average annual retail prices reached a new peak 
of about £37/MWh.  The lack of investment by the giant monopoly British Gas, coupled with 
inefficiency in distribution along the value chain created unnecessary bottlenecks in supply. By 
1986 a new Gas Act was passed by the conservative government in line with their new 
liberalisation and privatisation drive, to open-up the gas market, promote competition, attract 
investment and increase supply.  The government proposed that removing barriers to entry and 
liberalising the energy market will eventually reduce prices and make the consumers better off. 
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This was achieved, and over the next two decades. Gas prices steadily decreased by nearly 50%. 
However, following the opening of the interconnector, the gas market became highly liquid but 
with the attendant problem of becoming oil indexed. By 2008, gas prices began rising rapidly in 
tandem with oil prices, peaking at around £53/MWh in 2014.  
The energy supply security situation now encouraged further investment in LNG receiving 
facilities and storage in Isle of Grain, Teesside and South Hook to provide a buffer against supply 
and demand shocks. The outlook for Britain remains very much tied to risks in security of gas 
supply. In the short to medium term steps have been taken to increase and improve investments 
in LNG infrastructure. European governments have also intensified efforts to integrate the gas 
and electricity industry and we could have a common market driven pool for energy supply. There 
is still the possibility of boosting production from the North Sea UKCS, but a lot of that will depend 
on global price and competition especially with respect to LNG (Wright, 2008), keeping in mind 
that the global pricing of LNG is based on long term contracts that are oil indexed.  
Wholesale Gas Market 
The UK wholesale gas market is organised to function in an efficient and effective way. According 
to an OFGEM (2015) report on the wholesale energy market, a key objective of the wholesale gas 
market is to efficiently allocate resources and drive down prices. It also aims at promoting 
competition through the removal of barriers to free entry and exit. This is to prevent abuse of 
market power and possible emergence of a monopoly. Furthermore, the market is structured to 
provide incentives for investment and innovation to guarantee security of supply. The market 
promotes the protection of the environment and provision of quality service delivery to 
effectively stabilise gas prices and make gas affordable. 
After several years of market dominance by the national monopoly British Gas, the deregulation 
and opening of the interconnector linked Britain to the integrated energy market in Europe. As a 
result, domestic gas price became linked to international oil price and was driven by changes in 
the latter (Asche et al., 2006). Global oil price has since then become a permanent fixture in 
determining the domestic gas price.  
According to OFGEM (2015) the wholesale gas market is organised to create a dynamic and 
sustainable environment where informed economic agents can buy and sell gas efficiently and 
securely at prices that reflect economic costs. An efficient energy market should exhibit the 
following features; security of supply, access and liquidity, competition, investment and 
sustainability. 
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Figure 2: UK Natural Gas Supply Chain  
Source: OFGEM Wholesale Energy Markets in 2015 
The natural gas supply chain is illustrated above in Figure 2. Gas extracted from the UKCS and 
imported via pipeline through the interconnector are supplied to the wholesale market. 
Additionally, imported LNG purchased from the international market is also supplied to the 
market. The three sources form the entire supply side of the natural gas wholesale market. Agents 
comprising of producers and imports of gas then engage in trading with off-takers in the 
wholesale market. Off-takers comprise of large consumers gas such as industrial consumers and 
large suppliers such as retailers. Other off-takers include commodity traders such as banks and 
investment managers who look to trade gas in the wholesale market for profit. They also seek to 
diversify risks, portfolios, provide liquidity, speculate and optimise assets.  
In terms of liquidity the spread between the buy and sell price is a key measure. Evidence from 
Heren (1999), Panagiotidis and Rutledge (2007) indicate that the UK wholesale gas market is the 
most liquid in Europe. To measure liquidity, the bid-offer spread price is used to determine the 
difference between the best bid to buy and best offer to sell. The greater this difference the less 
liquid the market and vice-versa. Narrow spreads, a common feature of the NBP is a good 
indicator of high liquidity in the wholesale market. The churn ratio which is the amount of times 
a unit of gas is flipped over in the market before delivery is taken, is also a good measure of 
liquidity. Most mature markets display churn ratios of at least 10. OFGEM (2015) findings suggest 
that between 2009 and 2015 the average churn ratio of the British wholesale gas market was 
around 25. Furthermore, apart from the NBP, trading usually takes place on the floors of 
commodity trading centres such as ICE Endex in London. Here gas is traded as a commodity in 
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the, on-the-day commodity market (OCM) initially used for short term balancing. However, with 
increase in trading activities especially since the opening of the interconnector, the previously 
predominant over-the-counter trading (OTC) is slowly giving way to the ICE. Moreover, only 
recently two new trading platforms, the Chicago Mercantile Exchange (CME) and the European 
Energy Exchange (EEX) have emerged. Although trading activities are still on a low profile there 
is significant room for development over time. 
The wholesale market is also structured and arranged to allow competition and non-
discriminatory third-party access to transport and distribute gas across the network. The role of 
the network operator, National Grid, is to ensure transparent smooth operations and movement 
of natural gas across the UK. This will guarantee security of supply, market access and liquidity 
at all times. The network operators charge a fee for their services as well as provide storage 
facilities to ensure agents can balance their trading and physical positions. The National grid is 
also known as the System Operator (SO) of the gas market. Agents who are unable to keep 
balances of their positions must indemnify the SO, helping to incentivise the agents to ensure 
liquidity in the market.  
Finally, the recent policy drive designed by the Gas Security of Supply Significant Code Review 
(Gas SCR) aims at ensuring security of supply by reforming the framework of the wholesale 
market arrangement. It seeks to provide adequate incentives to market agents such that in the 
event of a national gas supply emergency agents are able to balance supply and demand. The 
policy intends to avoid or eliminate national gas supply emergencies whilst also protecting the 
consumers from having to pay a high price for such market inefficiencies.  
Retail Gas Market 
The UK retail gas market structure is broadly split into the domestic and non-domestic market2. 
Since liberalisation both markets have become highly competitive with significant number of new 
entrants. Traditionally, after the break-up of British gas, six large suppliers have dominated the 
markets, commonly referred to as “the big six’’, with British Gas labelled as the former incumbent. 
The other large suppliers are; EDF, E. ON, Npower, SSE and Scottish Power. However, according 
to OFGEM Retail Energy Market Report, 2015, British Gas still supplies twice as many consumers 
as its nearest rival. The big six control 90% of the retail market with the independent suppliers 
supplying the remaining 10%. In terms of the supply-side management, in recent years, despite 
increasing gas price, mild weather and decreasing consumption, the big six have turned in bigger 
revenues.  
                                                          
2 The domestic market refers to household consumers while non-domestic market comprises of small users 
such as micro businesses and large users such as commercial and industrial consumers. 
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The independent suppliers have assumed greater significance winning a large proportion of the 
non-domestic gas and electricity market. Non-domestic consumers constitute about 40% of the 
retail gas market. Moreover, micro businesses, commercial and industrial users possess both 
electrical and gas mains and are able to switch easily between the two. If the current trend of new 
entrants into the retail market is sustained, it is highly probable that the market share and size of 
independent suppliers will increase significantly into the foreseeable future. 
Furthermore, the market is organised to achieve the following consumer outcomes; reduction in 
bills, improvement in quality service delivery, increased benefits to society and minimising 
environmental damage. The market reforms recently implemented following the Retail Market 
Review (RMR) policy also aims to improve the ease of switching between gas and electricity for 
consumers. Another objective targets ease of switching between gas suppliers and tariff regimes 
with the same supplier. Finally, retail prices are determined by revenues of gas suppliers, future 
wholesale costs, balancing, transmission, distribution and metering costs, estimated energy 
supplier cost and annual margin. 
How do supply and demand side conditions influence gas price? 
The international supply side in recent years has been bolstered by increased global LNG 
supplies. In the UK, LNG imports rose to 124TWh in 2014, an increase of 21% compared to 2013, 
as pipeline imports from Norway and Belgium fell. This indicated a shift away from pipeline 
imports to LNG imports (DUKES, 2015). Global LNG supply has also been affected by new 
discoveries in Shale and other unconventional forms of gas, especially from North America and 
the US in particular. This boost in global LNG supply has created intense competition in the 
natural gas supply side.  
The unexpected weak Asian demand since 2014 and the increasing demand from the Middle East 
has presented huge arbitrage opportunities for commodity traders and speculators in the natural 
gas market.  However, due to the inflexible nature of LNG long-term contract pricing, the size of 
LNG volumes in short-term trading compared to the huge global market they service, make it 
almost impossible for arbitrage to establish prices in the regional markets over the long-run 
(Jensen, 2004).  
Domestically, as short-term supply improvements seem unlikely, there is a growing debate to 
shore up domestic production by following the example of the US unconventional gas revolution. 
This debate is highly controversial as fracking is likely to come at huge environmental costs. 
Should the UK give the green light to fracking, it is estimated that it could take up to 20 years for 
the new gas supplies to add to domestic production and may still not be cheaper than imports. 
The serious environmental concerns regarding fracking would surely be met with stiff opposition 
14 
 
from regulatory authorities, policy makers, politicians and environmentalists. The combination 
of the above supply side conditions is likely to see natural gas prices increase or remain high at 
least over the next few years.  
Figure 3: DECC Central Scenario Gas Price projections versus others 
 
Figure 3 above shows that UK gas price forecasts from DECC, IEA, Wood Mackenzie, OFGEM and 
EU expect price to increase till 2030.  The demand side is generally affected by global demand 
shocks, business cycles and economic growth. Forecasting gas price is always a difficult task 
because of unexpected global demand shifts, changes in business cycles and economic growth 
projections. However, recent trends in the market show there is rising demand from China, Japan, 
India and the Middle-East (IEA, 2015). Increasing volatility in the international crude oil market 
has an impact on natural gas transport costs and ease of fuel switching. These price uncertainties 
and risks are transferred to the natural gas market due to its price link with the oil market. The 
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EU attempts to mitigate risk and uncertainty in the market by driving market reforms to integrate 
European energy markets with the aim of promoting competition, transparency and liquidity in 
the market.  
Forecasts from Figure 3 indicate higher prices at the turn of the decade as the market tightens to 
usher in “the Golden Age of Gas’’.  Furthermore, IEA World Energy Outlook (2015) expect global 
gas demand to increase by 1.4% led by China’s 6% annual demand growth. Similarly, BP’s World 
Energy Outlook 2030 (2012), also predicts rising global gas demand. It predicts natural gas to be 
the fastest growing fossil fuel in the global energy mix, with demand set to grow at 2.1% annually. 
Gas demand is projected to grow fastest in China 7.6% p.a, non-OECD Asia 4.6% p.a and Middle 
East 3.7% p.a. By 2030 demand from China would be approximately the same as EU demand 
levels of 2010.  
It is important to note that the forecasts (IEA, 2015; BP, 2012) must be handled with care as a key 
driver of natural gas demand growth is global GDP growth. The growth would be more important 
from Asian economies (China, India, Japan) and the Middle East. For the UK, DECC (2012) 
projections suggest UK demand to grow in LNG imports, but overall demand is estimated to slow 
down due to rising prices coupled with the most recent renewable energy drive and commitment 
to climate change obligations DECC (2015). 
1.2 OVERVIEW RESIDENTIAL GAS DEMAND  
Since the 1970’s when the gas industry was still a monopoly the domestic gas demand grew 
steadily. Figure 4 shows that by 1986 after the privatisation of the industry the domestic gas 
demand was quite erratic and average household consumption hit its peak of about 20MWh per 
household by 1997. Over the last decade or so however, the decline has been noticeably steady 
except for the spike between 2008 to 2010. This was caused by unusually cold winters and 
tightening of the market caused by sudden increases in LNG demand from Asia. Another factor 
was the boom and bust of the global oil market which has linkages to the gas price (IEA, 2016).  
Average domestic consumption of gas has seen a sharp drop from peak consumption in 1997 and 
by 2016 the figure was around 14MWh per household. This represents a decline of 30% in the 
demand for gas in 8 years. Several factors accounted for this rapid decline which is in line with 
the commitment of the government to lower carbon emissions and meet climate change 
obligations. Reports from DECC NEED Framework report (2016), indicate that UK households are 
becoming more energy efficient.  
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Figure 4: Showing Average Annual Domestic gas consumption 1970 to 2016 
 
Source BEIS 2017 
 
Figure 5: Showing savings in gas consumption following installation of cavity walls 
 
 
Source DECC 2018 
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Furthermore, the report states that between 2014 and 2015, households were able to save 
consumption of gas by 2.2 percent through loft insulation, 14 percent through solar PV panels, 12 
percent through solid wall insulation, 7.4 through condensing boiler and 7.3 percent through 
cavity wall insulation. Figure 5 illustrates that households dwelling in detached homes were able 
to save gas consumption by 9.5 percent due to cavity wall insulations. Households residing in mid 
terrace homes however, only saved 2.7 percent while those in bungalows were able to save up to 
6.6 percent. These savings are as a result of concerted efforts by the government through the 
implementation of the current Energy and Climate Change policies 
The policies such as the Green Deal, Renewable Heat Incentive (RHI/RHPP), Feed in Tariffs (FIT), 
etc, target household energy savings. Incentives through subsidies and payments for the 
generation of heat energy, installation of energy stocks and appliances are made to accredited 
households. These measures were introduced in 2012 and the effects are evident in the savings 
of gas consumption across different households. 
Figure 6: Showing the median gas and electricity consumption 2005-2017 
 
Source DECC 2018 
Figure 6 above illustrates the median gas and electricity consumption by households, and it 
shows the steady decline in the consumption of both energy goods. Median gas consumption has 
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decreased by 6000 kWh, roughly 30 percent much like the decline in mean consumption 
highlighted earlier. electricity consumption also decreases by about 500 kWh over the same 
period.  
Figure 7: showing the median domestic gas consumption (kWh) by tenure, 2016 
 
Source DECC, 2018 
Finally, figure 7 shows the median domestic gas consumption (kWh) by tenure for 2016 
comparing Scotland with England and Wales. The figure illustrates that due to the colder and 
longer winters in Scotland households across all tenure types have higher median gas 
consumption than those in England & Wales. Median gas consumption in the UK is just over 
12,000 kWh. However, it can be observed that owners generally consume more gas than renters 
and those in council accommodation. 
1.3 MOTIVATION & RESEARCH QUESTIONS 
The research focuses on the UK gas market because it has evolved from the most liquid and 
transparent natural gas market in Europe, to become increasingly linked to the global oil market 
over the last two decades. The introduction of LNG supplies to the UK gas market has added 
another global dimension to UK gas pricing and introduced a paradigm shift from continental 
pricing to the global pricing of gas determined by international oil prices. Furthermore, recent 
studies in the literature suggest that the Brent oil price is the benchmark for the global price of 
oil and is most indicative of the real price of oil. This presents an excellent opportunity to study 
how the impact of movements in global oil price has filtered down to UK natural gas wholesale 
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market, given the underlying assumption that regional gas markets are isolated from 
international energy price linkages.  
This section begins with the motivation for forecasting gas price. The study intends to undertake 
the task of predicting as accurately as possible the wholesale gas price in the UK determined at 
the National Balancing Point (NBP), which is Europe’s most liberalised market for gas. The 
importance of forecasting gas price has a huge impact on the economy as it affects consumer and 
firm decisions over energy use choices. It also affects investment decisions by kerbing the risk 
attached to the unpredictability of oil-linked gas price contracts. For the operators of CCGT plants, 
such forecasts determine not only how much they expect to expend in producing gas but also the 
projected profit in supplying electricity. Moreover, it also influences how much they need to 
expand capacity in the future. For consumers and retailers, accurate wholesale gas predictions 
are very important because a large proportion of the retail price is determined by the wholesale 
price. Knowledge of such forecasts help energy suppliers to project revenues, growth and 
performance. The government also faces a decision on how much to expand and expend on LNG 
receiving facilities and natural gas storage capacities respectively. The government’s future 
energy policy and cuts on GHG emission targets are also affected by such forecast predictions.  
Additionally, this study aims to investigate the predictive power of oil price taken in collaboration 
with seasonal weather and heating patterns on gas price. These variables exogenous to the price 
of oil and gas are to be included in the form of actual heating degree days (HDD) and their 
deviations from the seasonal norm, known as, relative heating degree day deviation (HDDDEV). 
The standard heating degree day is the deviation of the average daytime temperature from a 
predefined temperature of 18℃/65℉. However, in countries like the UK where the average 
weather is much cooler, the deviation can also be taken from a predefined temperature of 
15.6℃/70°F. HDD is commonly used to calculate heating and cooling loads as seasons change and 
are very important in estimating energy costs for firms and households. As such they are 
important in determining the price of energy commodities such as oil and natural gas traded on 
commodity floors worldwide. The heating degree days deviations measure how far away the 
HDD’s are from the seasonal norm. The seasonal norm is usually determined by the average 
climatic conditions of a region (normally average/mean temperature for the last 30-35 years). 
Another justification for this study is the selection of both econometric forecasting and time-
series forecast in an attempt to provide a robust and well-rounded approach to the problem of 
accurately predicting gas prices. This approach appears to be heavily favoured in the prediction 
of oil prices. However, a synthesis of the two approaches should potentially provide more 
accurate predictions over the short and long-run. The study proposes the combination of several 
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individual forecasts to give an average or combined forecast which should outperform the best 
individual forecast.  
In chapter 3 the study attempts to fill the existing gap in UK household natural gas demand 
studies. The study aims to construct household natural gas demand models and determine which 
is the most suitable to the UK household sector. The study estimates the various parameter 
responses to price variations across different socioeconomic demographics and seasonal effects. 
Furthermore, the study investigates the impact of the most recent government energy and 
climate change policy and determine its significance in shaping consumer behaviour in the gas 
market.  
As discussed earlier, the UK remains a net importer of energy, and rising LNG imports and prices 
are bound to have an impact on domestic natural gas demand. It is, therefore, important for the 
relevant organisations in the public and private sector to have reliable estimates of household 
natural gas demand. This study is motivated by the pressing security of energy supply concerns 
and attempts to provide a robust parametric model capable of delivering plausible estimates of 
domestic natural gas demand.  
With the inevitable exit of the UK from the EU, Brexit poses serious challenges to the proposed 
European Energy Market Integration. Findings from this study could enable natural gas demand 
projections or forecasts that could help shape any future market integration plans, enable the UK 
to improve or renegotiate existing energy trade deals with its major source of imports like 
Norway and Netherlands. A good estimate of domestic natural gas demand could also shape 
future government policies on providing incentives to increase domestic production of natural 
gas, especially from the North-Sea. It could also reopen the debate of potential fracking and 
exploration of Shale gas to shore up domestic production.  
Furthermore, with regards to renewable energy commitment and objectives, plausible natural 
gas demand estimates could potentially speed up the green energy and Feed-in tariff policies 
aimed at reducing the consumption of fossil fuels such as natural gas, to meet up with GHG 
emission targets. For the big energy suppliers, reliable estimates would go a long way in shaping 
natural gas generation, supply and distribution decisions. Pricing may be adjusted and priorities 
in terms of contract lengths and ease of switching between suppliers and fuel types could be 
restructured in a bid to stay competitive and meet consumer preferences. Finally, for the energy 
suppliers and consumer, findings from this study could help explain consumer behaviour, 
preferences and welfare consequences across different demographics of income and family size. 
Also, how they respond to price variations in natural gas and electricity. 
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Studies in the UK focussing on the decoupling and forecasting of gas prices (Panagiotidis & 
Routledge, 2007; Asche et al., 2006; Hartley, Rosthal and Medlock, 2008; Dahl, Oglend, 
Osmundsen and Sikveland, 2011; DECC, 2007 & 2014) establish the presence of a long-term 
relationship between oil and gas price. The studies however, fail to account for seasonal and 
weather factors affecting the relationship. Hartley et al. (2008) do consider the impact of 
electricity markets and technological progress on the relationship. This has prompted the 
inclusion of exogenous seasonal and weather variables in this thesis, to determine their impact 
on the oil and gas price linkage.  In terms of forecasting, DECC (2007 & 2014) do not state the 
forecasting methodology employed. Moreover, they do not perform forecast evaluation tests to 
determine the accuracy of the forecasts.  
A major contribution of this thesis would be the use of forecast evaluation statistics to test 
individual and combination forecasts. Additionally, the use of forecast combination and 
encompassing techniques have been shown to improve forecast accuracy and minimise loss 
functions (Bates and Granger, 1969; Granger and Newbold, 1974; Baumeister and Kilian 2012). 
Forecast combinations also avoid the problems of biased and inefficient estimates because they 
are point forecasts which have the smallest forecast variance among linear estimators.  They are 
also more robust against time variation and forecasts are estimated across 7 horizons in this 
thesis to ensure accuracy (de Menezes, Bunn and Taylor, 2000).  
To model domestic gas demand, pooled data from the UK Living Costs and Food Survey (UK LCF) 
2013–2016 is utilised. Similar studies in the UK (Nilsen et al, 2005; Blundell, Chen & Kristensen, 
2007; Meier and Rehdanz, 2010; Serletis et al, 2011; DECC, 2016) estimate gas demand and agree 
that gas consumption increases with fall in prices and vice versa. However, this study contributes 
to the literature by considering other key variables such as demographic factors that shape 
consumer gas demand. These include dwelling type and category, tenure type, household size, 
number of children, number of retirees/pensioners, income group and government policies on 
climate change.  
The key contribution of this study is in terms of methodology and policy implementation. 
Previous studies in the UK ignore the problem of unobserved demand from the sample. The data 
generated from the UK LCF is expenditures on gas, electricity and other variables of interest.  
Several data entries are zero and the data needs to be censored to avoid information loss. In this 
situation, a maximum likelihood estimator is preferred, and the IV Tobit model is adopted in the 
thesis, thus avoiding the problem of biased and inconsistent estimates (Amemiya, 1973). Another 
key contribution is to establish the statistical significance of climate change policies: Green Deal 
and RHI/RHPP. The study seeks to establish how the policies have impacted the domestic demand 
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for gas across households given their different characteristics and demographics. In general, this 
study seeks to answer the following research questions; 
1. Does the International price of Crude oil have predictive power on UK Natural Gas prices?  
2. How well do exogenous factors such as weather and seasonality improve the accuracy of 
predicting UK Natural Gas prices? 
3. Why the Forecast Combination and Encompassing Model are employed for the study and 
how accurate is the prediction from the model? 
4. What methods/approaches can be employed to accurately estimate the household 
natural gas demand function? 
5. What is the response of Households to changes in gas price, price of electricity, income 
and other key socioeconomic factor variables? 
6. What is the significance of government energy and climate change policy on residential 
gas consumption? 
The research questions are to be addressed in the next two chapters of the thesis. These two 
chapters are the key chapters in the study. Chapter 2 seeks to provide answers to the first three 
questions. Chapter 3 will attempt to provide the answers to questions four to six. It is important 
to note that research questions one to three are confined to the wholesale gas market and Chapter 
2 will seek to adequately address this. On the other hand, research questions four to six are 
limited to the retail gas market and would be comprehensively dealt with in Chapter 3 of the 
thesis. Chapter 4 will attempt to attempt to provide a summary and draw conclusions from the 
previous two chapters. 
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Chapter 2 
 
2 MODELLING & PREDICTING NATURAL GAS PRICE 
 
2.1 INTRODUCTION & BACKGROUND TO STUDY 
The relationship between natural gas and crude oil price series has generated a lot of interest 
amongst economists in recent years. The increasing importance of natural gas in the global 
energy mix has prompted several studies in this field. A special IEA World Energy Outlook Report 
(2012) suggests that a golden age of natural gas is around the corner with available recoverable 
global natural gas reserves equivalent to more than 120 years of current global consumption. The 
report forecasts global natural gas demand to reach 5.1 trillion cubic metres (tcm) by 2035 more 
than current consumption by 1.8 tcm. Furthermore, the report indicates that the share of natural 
gas in the global energy mix is expected to increase from 21% today to 25% in 2035 overtaking 
coal by 2030. 
According to Brown and Yucel (2008), natural gas is a cleaner substitute for oil. It also provides 
a platform for diversifying energy supply thus improving energy security while providing a 
reliable and more efficient source of electricity generation. Natural gas demand is growing 
considerably in EU countries due to a number of factors such as increased environmental 
awareness in politics and among consumers associated with the growing trend to save energy, 
improvement in energy efficiency and climate change issues. As a direct consequence moves have 
been made by the EU to have a common energy policy and integrate electricity and gas markets 
(Stern, 2007). 
A study by DECC (2014), reports that to safeguard against energy supply concerns the UK derives 
its gas from three main sources; North and Irish Sea production, Pipelines from continental 
Europe and Norway and Liquefied Natural Gas (LNG) shipped in from around the world. Since 
the last decade of the twentieth century, the North and Irish Sea production line provide about 
40% of domestic gas supplies and the remainder was imported from Continental Europe or 
through LNG imports. Between 2010 – 2011 UK natural gas domestic production declined a 
further 22%, as such imports via pipeline connections from Continental Europe as well as cargo 
deliveries of liquefied natural gas (LNG) now account for more than half of the U.K.'s natural gas 
supply (EIA, 2015). 
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DUKES Report (2015) however shows imports from both pipelines and LNG into the UK fell 
between 2010 and 2014, but LNG imports peaked by the end of 2014 suggesting an inclination 
for LNG over pipeline imports. Consequently, the demand for gas declined from 849 TWh in 2013 
to 773 TWh in 2014, an 8.9% decline, though it is plausible warmer temperatures led to falling 
demand by households and industries. The report, however, acknowledged a 5.9% increase in 
the use of gas for Combined Cycle and Gas Turbine (CCGT) plants to generate electricity in 
preference to coal generated electricity. There is also the suggestion that wholesale gas prices 
have been declining as a result of the declining oil prices and the link between the two series has 
been well established by several studies such as Panagiotidis and Routledge (2007), Asche, 
Osmundsen and Sandsmark (2006) and Rosthal, Harvey and Medlock (2008). 
However, recent studies by UK Power (2015) suggest that electricity prices are set for an increase 
over the next few years. This is attributed to the EU’s Large Combustion Plant Directive. As a 
result, many of the UK’s electricity generation plants have shut down, most especially the coal-
fired generation plants in order to meet cuts and emission targets from power generation. The 
direct consequence of this is an increase in demand for gas to generate electricity as highlighted 
earlier. 
Diverse and wide-ranging forecasting techniques have been utilised by various studies in the 
existing literature. However, with regards to forecasting/prediction of UK natural gas prices in 
relation to oil prices, studies in this subject-matter are few and far between. An attempt was made 
by DECC (2014) to project energy prices (including natural gas and crude oil) by generating a set 
of projections based on estimates of fundamentals and other available evidence that represents 
a plausible range for future price. Their methodology for forecasting gas prices focused on 
projections for the average day-ahead wholesale gas prices traded on the floor of the NBP 
(National Balancing Point) delivered to the UK over a one-year period. 
A major drawback of the DECC (2014) study is the failure to point out the chosen econometric 
forecasting methodology/methodologies adopted, and which forecast evaluation statistics tests 
were employed. Furthermore, there is no justification provided for the forecast methods applied. 
As such it would be difficult to verify such forecasts and determine the suitability or 
appropriateness of the methods given the nature of the data and sample size.  Existing literature 
in this area both in the UK and USA (Panagiotidis and Rutledge, 2007; Villar and Joutz, 2006; 
Brown and Yucel, 2008) have focused on oil price as the main driver of natural gas prices 
highlighting the relationship between them. Brown and Yucel (2008), argue that none of the 
previous studies considers factors outside of oil prices that determine the price of natural gas. 
They hypothesise that factors such as seasonality, weather, natural gas storage and shut-in 
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natural gas production explain further the movements in natural gas prices as explained by crude 
oil prices.  
How is natural gas different to crude oil in terms of seasonality, transport costs and storage? 
Natural gas can easily substitute oil as an energy source to generate electricity and heat. The 
growing environmental concerns regarding the use of fossil fuels have seen expectations rise over 
the substitution of oil with gas. However, the substitution between the oil and gas depends on the 
ease of switching and the type of energy consumer. Substitution is driven by price changes and 
the expectations of how long they will last. For energy consumers who possess dual burners 
substitution can be quick and easy. For energy consumers who require investment in installation 
of new equipment, substitution may take time and will often depend on how long the price 
deviations are sustained. Seasonality often plays a key role in such substitution choices.  
Demand and supply conditions for both oil and gas are affected by seasonality. Long and cold 
winters caused spikes in gas price between 2012 and 2014 as illustrated in Figure 1. However, 
milder winters from then on have seen a dip in gas prices as demand from end users declined. 
Crude oil however, despite its use to generate heat is not as seriously affected by wide deviations 
in seasonal patterns. Milder winters may bring about stronger oil demand due to increasing 
natural gas costs. Furthermore, the crude oil market is driven more by global supply and demand 
shocks due to financial crises, hurricanes and natural disasters that cause shut in production, 
political tension and conflict especially in the Middle East, cartel production cuts (OPEC), etc., 
(DECC, 2014) 
Transportation costs are also key in influencing the natural gas market. Because of the need to 
price gas against other fuels and determine how to finance its transport infrastructure, oil-
indexed pricing was introduced in the 1970’s. The transportation of natural gas requires huge 
investment due to its physical characteristics and cost of infrastructure. Moreover, because gas 
could not be transported across continents by pipelines alone, it became imperative to develop 
the LNG market. LNG cargoes allowed large quantities of natural gas to be transported across the 
globe. The LNG cargoes established a pricing mechanism that was also based on long-term 
contracts that were oil-indexed, to guarantee buyers meet their obligations to suppliers. The 
market also required huge sunk costs such as the building of LNG terminals and storage facilities. 
Brown and Yucel (2008) explain that crude oil markets are international in nature with the 
difference in margins attributed to transport and storage costs. Natural gas markets on the other 
hand tend to be local or regional. However, due to growing global demand for LNG they have 
become increasingly international. In terms of storage costs, it can be factored as a value-added 
service provided by the Systems Operator (SO), the National Grid in the UK. According to DUKES 
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(2015), the National Grid natural gas storage capacity held up to 4.6 billion cubic metres (m3) as 
at May 2015, to meet total domestic demand of 70 billion cubic metres. The SO maintains gas 
balances to ensure uninterrupted supply of gas and avoid price volatility, most especially during 
peak demand.  
In general, natural gas is transported locally in the UK by pipelines because shortages and supply 
disruptions are not easily met by trucking, trains or ships. This makes natural gas storage 
extremely important and more expensive than storage of oil and other related products. 
Moreover, natural gas supply disruptions could pose a great health and safety risk to end users. 
Hence, great emphasis is placed on ensuring supply disruptions are eliminated or kept to the 
barest minimum. 
2.1.1 MOTIVATION 
The motivation behind this study is driven by two major events; the need for securing the supply 
of energy in the UK and the need to mitigate against climate change. Both challenges have 
assumed a global dimension that has prompted several studies in the field of energy economics. 
As highlighted in the previous chapter, the UK remains a large consumer and net importer of 
natural gas. The domestic gas production from the UKCS remains largely inadequate to satisfy the 
demand. The domestic supply of gas is complemented by imports from Norway and Continental 
Europe, through the interconnector running from Zeebrugge in Belgium to Norfolk in the UK. 
Additional supplies are shipped in from LNG cargoes purchased on the International gas market. 
Some of these commodity markets are based in London, such as the International Commodities 
Exchange (ICE). The National Balancing Point (NBP) also based in the UK is a Virtual Trading 
Point, where gas as a product is traded on the floors like in any other commodity market. The NBP 
also serves as a hub to the European gas market where the gas spot price, day ahead and futures 
are traded for onward delivery to off takers (shippers and wholesalers). 
The decision to conduct this study on the UK natural gas market is mainly motivated by the 
liquidity and transparency of the market. The NBP can be considered as a regional gas trading 
hub in Europe not too dissimilar to the Henry Hub3 in the United States. It should be noted 
however, that the Henry Hub is not as liquid and transparent as the NBP, despite the similarities 
shared by both markets. To guarantee security of gas supplies, it is necessary for the NBP to 
operate as a highly liquid and transparent market. Gas spot prices are determined daily, and 
shippers are readily available to transport the gas to buyers through pipelines. The pipelines are 
                                                          
3 The Henry Hub is located in Erath, Louisiana, United States. It is the trading point of natural gas futures listed 
on the New York Mercantile Exchange (NYMEX). Prices determined here are often oil indexed and are the 
benchmark for the North American gas market and global LNG market (Villar and Joutz, 2006). 
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maintained and operated by the National Grid who also ensure liquidity by providing storage 
facilities (OFGEM Report, 2016). 
The growing concern amongst government and agents in the natural gas market is not limited to 
maintaining transparency and liquidity in the market, but to ensure security of supply and 
investment. The NBP as a liquid trading hub is most preferred by government and agents because 
the pricing mechanism is not purely oil-indexed. This feature mitigates against supply shocks and 
price instability, which in turn would guarantee security of supply and increase in investment.  
It can be argued that the emerging global threat of climate change and security of energy supply 
are interdependent. Therefore, this study is very important. Failure to address the challenge 
posed by securing energy supplies can ultimately lead to the speeding up of climate change. The 
UK govt is a signatory to the climate change agreement, the most recent deal being the Paris 
Climate Accord in 2015. Based on the United Nations Framework Convention on Climate Change 
the UK is pledged to cutting GHG emissions. Britain hopes to achieve this by setting milestones on 
climate change and renewable energy policies, such as; Green Deal, Renewable Heat Incentive 
(RHI), Feed in Tariffs (FIT’s), etc, amongst others.  
There is therefore a pressing need to study the nature of the relationship between UK gas price 
and global crude oil price series. An econometric analysis establishing the existence of a 
cointegrating relationship between both energy price series becomes imperative. Several earlier 
studies in the UK have already produced evidence of this relationship to varying degrees. The 
importance of this study is not limited to establishing a long run equilibrium relationship between 
both price series. Employing a Vector Error Correction model (VECM) the study explores the 
short run and long run dynamics associated with a one-time price shock in the global oil market. 
The price of crude oil utilised is the UK Brent Price which is widely considered the international 
oil price benchmark. 
Another key justification of the study is the tied to the increasing link between domestic gas prices 
and international crude oil prices. Spot gas contracts determined at the NBP are not entirely 
indexed on international oil price. However, the UK is largely a net importer of gas in the form of 
LNG. The price of these LNG shipments is determined in international commodities futures 
exchange such as ICE, and their futures contract prices are oil indexed. As a result of this, domestic 
gas prices become oil indexed. Consequently, the UK wholesale gas marked is exposed to rising 
costs, volatility and risks associated with the international crude oil market (Stern, 2007). 
One of the objectives of this study is to determine whether international oil price possesses 
predictive power over domestic gas price in the short to medium term. To achieve this as 
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accurately as possible, a forecast combination and encompassing approach is utilised in the study. 
The government and energy firms investing in the gas market would benefit from the outcome of 
this study. For government, understanding the predictive power of global oil price on UK gas price 
would help in securing energy supply.  Accurate gas price forecasts assist the government in 
anticipating gas supply and price spikes associated with international oil price volatility. As such, 
arrangements can be made based on gas price predictions, to enter into gas futures contract to 
mitigate potential gas supply gaps. Accurate gas price predictions also enable the national grid to 
maintain balances in storage facilities to avoid gas supply shortages arising from instability of 
international oil prices.  
This study also includes exogenous variables; weather and seasonality to determine if they can 
help further explain gas price dynamics due to oil price movements. The findings from this study 
can assist energy firms and consumers to prepare for price spikes especially during cold and long 
winters. Forecast results can also support consumer and firms’ decisions over the choice of 
energy appliances and stock, especially with the growing trend to save energy costs and reduce 
carbon emissions. For many firms’ accurate forecasts can determine the size of their investment 
in generating electricity using the Combined Cycle Gas Turbine (CCGT) technology, since it is a 
much cleaner energy source than the numerous coal-fired electricity generation plants.  
Accurate gas price predictions can also aid the transparency and liquidity of the NBP. If the gas 
price forecasts indicate that it is driven by the international price of oil, this may suggest that oil 
indexed gas contract pricing regime remains largely significant. This could be as a result of the 
rising imports from Norway, Netherlands and Belgium via the interconnector and the steady 
upsurge in LNG imports (DECC, 2014). This could then have an adverse effect on the liquidity of 
the natural gas market leading to increased speculation and tightening of the market. Oil price 
shocks could potentially cause instability of the gas market, hamper security of supply, lower 
investment, increase the demand for fossil fuels and increase energy costs in the short to medium 
term. 
Finally, accurate predictions from the forecast combination and encompassing models employed 
in this study would suggest that the method is suitable to test the predictive power of 
international oil price over domestic gas price. This can also be achieved whilst minimising 
forecast errors. The approach is a synthesis of both econometrics forecasting and time series 
forecasting approach. It should also be noted that the forecast combination approach is a point 
forecast which boasts the advantage of being more accurate than other rival forecasts. Moreover, 
forecasts combinations are diverse, robust and on the average should outperform other 
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individual forecasts (Bates and Granger, 1969). This would be another addition to the body of 
academic literature in the field of energy economics and econometrics forecasting. 
2.1.2 HOW/WHY PRICING OF GAS IS OIL LINKED? 
It is important to discuss briefly how natural gas wholesale price is oil linked. A good 
understanding of the question would greatly help in explaining the market fundamentals and 
provide a sound justification for the study. Fundamentally oil and gas are substitute goods used 
by industries for generating power and heat. The marginal price difference often determines the 
nature of substitutability between them.  The price link between the two energy commodities has 
been widely researched. Several studies in the UK and US provide weighty empirical evidence of 
this price link. Findings from the UK (Panagiotidis & Rutledge, 2007; Asche et al, 2006; Rosthal et 
al, 2008) and US (Serletis and Herbert, 1999; Villar & Joutz, 2006; Brown and Yucel, 2008) all 
conclude that both price series are integrated. Furthermore, they show that changes in the price 
of oil drives movement in gas price. The evidence suggests that both price series have not 
decoupled. The international oil market is linked to gas prices both globally and regionally 
through the sale of LNG cargoes and pipeline imports respectively.  
Dahl et al (2011) do agree that oil and gas prices in the UK are not decoupled. However, they 
argue that in recent years there has been an increase in LNG imports, gas to gas competition and 
greater use of gas to generate electricity. They explain that the gas spot market is highly 
developed, liquid and transparent. They also consider the dwindling power of OPEC as a cartel 
and conclude that the evidence for the decoupling of the both price series is stronger. Ultimately, 
they maintain that the link between oil and gas price is diminishing.  
Historically, before the deregulation of the UK gas market, monopoly inefficiencies of British Gas 
led to price increases in the eighties (1980’s). The deregulation of the market in the UK and US 
was intended to usher in an era of free competition and affordable gas pricing. The UK has three 
main sources of gas supply. The first is the domestic production from the UKCS which accounted 
for less than 50% of total supply in 2014 (DUKES, 2015). In spite of this, within the EU, only the 
Netherlands surpasses the UK in terms of domestic gas production. Another 45% of the domestic 
gas supply is met by pipeline imports from the Continent (Belgium, Netherlands and Norway) 
and LNG cargoes. The bulk of marginal gas supply imported from Europe is based on oil indexed 
pricing derived from complex long-term take or pay contracts. These contracts are increasingly 
important because of the large volumes involved in natural gas transactions. Because storage 
capacity is limited and highly competitive, these contracts are often negotiated to cover long 
periods to mitigate against price volatility and market shocks (Asche, Osmundsen, Tveteras, 
2002). 
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The UK gas market is increasingly receptive to LNG imports to ensure security of supply. Recent 
years have seen increased investment in LNG terminals. This includes two new terminals at 
Milford Haven (Dragon and South Hook) opened in 2009. According to DUKES (2015), LNG 
imports increased by 33% after they were inaugurated. Between, 2013 and 2014, LNG imports 
grew by more than 20%. At the same time imported pipeline gas from Europe declined suggesting 
a decrease in demand and shift to imported LNG. Because the pricing of LNG has taken a global 
dimension, there is demand from regions as far away as the Middle East, India, China and the Far 
East.  
The growing economies of India and China require huge amounts of energy to sustain production. 
Japan suffered serious damage to its nuclear power plants and have ramped up gas demand.  It is 
also worth noting that colder and longer winters cause an upsurge in demand but with 
corresponding spikes in price. Due to all these reasons the UK gas market is faced with 
competition from other regions in the global LNG market. Furthermore, the cost of transportation 
for LNG is related to the oil market as they share similar characteristics, thereby increasing the 
link between gas price and international oil price. Moreover because of the extensive investment 
infrastructure required in the LNG market, huge sunk costs are associated with the market. 
Investors therefore demand long term contracts to curb risks and guarantee demand (Dahl et al, 
2011). 
Another factor that determines the nature of the oil price link include cartel behaviour by the 
Organisation of Petroleum Exporting Countries (OPEC). Because both energy commodities are 
‘’relatively scarce’’, any political instability in the already tensed middle east is bound to have a 
domino effect on the oil and gas markets. As highlighted earlier, the two commodities are 
substitutes. Rising oil prices lead to higher gas prices. The resultant tightening of the global oil 
market will attract investment in the gas market in anticipation of higher demand from China and 
India. This will in turn attract LNG cargoes to the region, effectively driving up the price of LNG 
that would be imported into the UK.   
This study will attempt to investigate further and apply a forecast combination model to 
accurately predict the price of natural gas in the UK. Also, the study aims to understand other key 
variables in association with crude oil prices that impact and possess predictive power over UK 
gas prices such as weather and seasonality. The remainder of the chapter is organised as follows: 
section 2.2 reviews relevant literature; section 2.3 presents the methodology; section 2.4 
presents the empirical results and findings; and section 2.5 is the conclusion. 
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2.2 LITERATURE REVIEW 
The first section examines how the liberalisation theory has been applied to promote competition 
in the UK natural gas market. Furthermore, the section reviews existing literature covering 
studies in the UK and US where fully developed natural gas market hubs operate. The second 
section summarises the different empirical approaches adopted by different studies, their 
findings and conclusions. Though a lot has been written on the relationship between oil and gas 
price, oil price volatility and predicting the price of oil, scant little has been written on predicting 
natural gas prices. This study seeks to provide a summary of those works while attempting to 
identify gaps, points of disagreement between writers, critique of some arguments and 
limitations to some of the findings. 
2.2.1 THEORETICAL REVIEW OF LITERATURE 
Economic theory suggests a competitive relationship between oil and natural gas in industrial 
and electric power generation sectors as many of them switched between natural gas and residual 
fuel oil depending on whichever one was cheaper (Villar and Joutz, 2006). They further state that 
this has created a relationship between both prices and evidence suggests that past changes in 
crude oil prices drove changes in natural gas prices and not vice-versa. Brown and Yucel (2007) 
studied the main drivers of natural gas prices in the United States (US) suggesting that fuel-
switching between oil products and gas kept natural gas prices coupled with crude oil prices. 
They further maintain that the ability of industries to switch between fuels has declined but prices 
between gas and oil have not decoupled though there is evidence of independent movement of 
gas prices in the US. They further argue that natural gas prices rose to historical highs in their 
relationship with oil prices between 2000 and 2005 before falling to historical lows in the first 
half of 2006 prompting suggestions of a weak relationship between both prices in the US market. 
Similarly, in the UK a related work by Asche et al. (2006), show evidence of cointegration4 
between crude oil prices and gas prices after the establishment of a liberalized market. Another 
study in the UK done by Panagiotidis and Rutledge (2007), also finds cointegration between oil 
and gas prices after the opening of the interconnector pipelines. Interestingly, however, they 
collected data between 1996 and 2003 which includes the period before the opening of the 
interconnector. Their findings indicate that there is cointegration between oil and gas prices 
throughout the sample period which debunks the assumptions that oil and gas prices decoupled 
after liberalization of the gas market in 1994. Asche et al. (2006) disagree, however, and show 
                                                          
4 “Economically speaking, two variables are said to be cointegrated if they have a long or equilibrium 
relationship between them” (Gujarati & Porter, 2009, p762). 
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that after the opening of the interconnector they find no evidence of cointegration between the 
UK natural gas, Brent oil and electricity prices.  
They also disagree on the period when the UK gas market was deregulated. Asche et al. (2006) 
believe deregulation took place before the opening of the interconnector in 1998 and using 
Johansen’s cointegration method find evidence of an integrated energy market. The findings 
support their theory of a single UK energy market where prices are determined in a global market 
with world oil price the leading determining exogenous variable. Panagiotidis and Routledge 
(2007) however disagree and insist that full deregulation of the gas market did not occur until 
2002. Furthermore, they maintain that such findings do not conform to the a priori expectation 
(no cointegration before interconnector opening and cointegration aftermath interconnector 
opening). The problem of the short span of data associated with both studies has been mitigated 
in this study by using the latest available quarterly data from 1988Q1-2015Q1. 
The studies done for the UK by Asche et al. (2006) and Panagiotidis & Routledge do not consider 
any other factors that could explain the decoupling of oil and gas prices. Asche et al. (2006) have 
ignored the influence of technology even though Combined Cycle Gas Turbine (CCGT) plants are 
increasingly used to generate electricity in the UK. Both studies do not use a time trend to capture 
time-variant factors influencing gas prices in the long-run. Furthermore, they ignore variables 
that can determine short-run price movements in gas price.  Brown and Yucel (2007); Villar and 
Joutz (2006); Rosthal et al. (2006) argue that none of the previous studies considers factors 
outside of oil prices that determine the price of natural gas. They hypothesize that factors such as 
seasonality, weather, natural gas storage and shut-in natural gas production explain further the 
movements in natural gas prices as explained by crude oil prices. They further explain that these 
factors drive natural gas prices as oil prices could be irrelevant particularly in the short-run. 
Rosthal et al. (2006) include a time trend in their study to capture the effects of technological 
change on gas price. They insist that over time the increasing use of gas to generate electricity has 
significantly influenced the dynamics of oil and gas prices. They further maintain that aside from 
seasonal factors and product inventories supply shocks such as hurricanes can cause disruptions 
in supply thus influencing short-run gas price movements. 
This paper includes a time trend in an attempt to capture first differences in variables and time-
variant factors influencing long-run deviations from equilibrium prices. Furthermore, exogenous 
variables; weather and seasonality are also included to fully understand the impact of oil price 
movements on short-run and long-run gas price dynamics. In selecting the appropriate 
methodology this study takes into consideration the time series properties of the variables under 
33 
 
investigation and the model that fits the data to produce the most accurate forecasts that 
minimize loss functions or Mean Square Forecast Errors (MSFE). 
2.2.2 REVIEW OF EMPIRICAL LITERATURE 
This section is devoted to discussing the application and findings of several authors in the field of 
oil and gas forecasting. An attempt at projecting/predicting fossil fuel prices undertaken by DECC 
(2014), suggests that it is a difficult task predicting fossil fuel prices far into the future. A number 
of variables (future exchange rate fluctuations, economic growth patterns, business cycles, 
technological transfers and advancements, energy policies and climate change agreements, etc.) 
which are unknown and exogenous to the market fundamentals largely affect how accurate 
predictions can be. However, estimates based on the market fundamentals of fossil fuels and 
latest available data were used to project future prices.  
The study projects low, central and high scenarios using the average wholesale day-ahead gas 
prices from the NBP hub over a one-year period. Their projections on UK wholesale Natural Gas 
prices suggest that recent developments in the global gas markets over the medium term indicate 
a downward shift in demand in comparison to 2013 projections. Furthermore, from a 
central/middle scenario results indicate that from 2016-2019, price projections indicate a similar 
pattern with global gas markets in the second half of this decade due to substantial LNG (Liquefied 
Natural Gas) supplies flooding the market during this period. This is expected to build up global 
LNG capacity by up to 45%. 
Over the long-run (2025 onwards) however, the findings from the study expect increased LNG 
exports from the US driven by increased global demand especially from Asia which would cause 
the market to tighten over the long-run scenario. The increase in demand is likely to increase 
global supply of LNG with the US LNG acting as a substitute to major suppliers. As a result, in 
making projections between 2020-2024, the study adopts the cost of US gas as a future 
benchmark price in the global LNG market. The level of uncertainty regarding the future of the 
market increases with time and by 2030-2035 show a flat line as the ability to make predictions 
drops drastically. 
In a high-scenario situation, projections indicate that from 2015 onwards it is expected that high 
oil prices would drive up gas prices until the middle of the next decade, without easing up of the 
gas market fundamentals, unlike the previous (central) scenario. This could be attributed to the 
growing Asian demand for LNG whilst LNG supply capacity for the next few years lags behind. 
This could also be caused by the slow transformation of the European market into a fully 
deregulated and integrated one. Beyond 2020, the study assumes gas will be delinked 
(decoupled) to high oil prices. This shift could be caused by high marginal costs over the long-
34 
 
run, downward pressure on gas supplies due to increased competition, strong Asian demand and 
rising production costs.  
A major drawback of this empirical study is the failure to point out the chosen 
methodology/methodologies adopted. Furthermore, there is no justification provided for the 
forecast methods applied. As such it would be difficult to verify such forecasts and determine the 
suitability or appropriateness of the methods given the data and sample size. Another problem 
with the study is reflected in setting UK gas prices based on the benchmark of US LNG price. It is 
for this reason that this study proposes the adoption of NBP wholesale gas prices determined on 
trading floors in the UK while using Brent crude oil prices which is more suitable to the domestic 
market. In recent years the Brent oil price is generally considered as the global oil price 
benchmark. 
Literature in the field of crude oil price forecast has been growing. According to Manescu & Van 
Robays (2014), many authors have proposed methods to improve oil price projections such as 
simple forecasting rules, complex estimated models or model combinations which have shown 
evidence to improve accuracy in oil price prediction. They study different Brent oil price forecast 
models and demonstrate how the real-time forecasting accuracy changes over time by focusing 
on the problem of time variation in forecast accuracy. They argue that forecast combination 
models they studied are unstable and the forecast evaluation statistics may not be reliable in 
giving complete information with regards to the forecasting properties of the models. 
Furthermore, they emphasise that time variation accounts for the different behaviour of oil price 
forecasts over time and could be an indication of the importance of time-dependence on forecast 
accuracy. Proposing a forecast combination approach to predict quarterly real Brent oil prices, 
they argue that on average a four-model combination of futures, risk-adjusted futures, a Bayesian 
VAR and a DGSE model of the oil market predicts Brent oil prices more accurately than the futures 
and the random walk up to 11 steps-ahead. They conclude that their forecast combination model 
is robust to time variation, minimises forecast bias and offers gains in forecast accuracy over the 
two benchmark forecasts. 
Baumeister and Kilian (2012) use a VAR levels model and encountered problems with this 
method as over the long horizon there was a tendency for the forecasted price to revert to its 
historical mean. This problem arose because not only were the oil price series in log levels, but 
stationarity could not be confirmed. They argue that in the DSGE model the productivity growth 
in the oil sector did not match that of the global economy and in addition they assumed the oil 
price series to be trending over the longer horizon.  
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To get around this problem Baumeister and Kilian (2012), proposed a VAR model which included 
a trend to account for stationarity in the logged values of the real price of oil. The oil price series 
in first differences integrated to the first order performed very well in predicting oil prices and 
was able to capture the average growth rate of oil prices. The VAR model with a trend 
outperformed the random walk model over several horizons. It was also able to outperform the 
Hotelling Model, the random walk model with a drift and the Consensus WTI survey forecasts.  
In more recent work, Baumeister, Kilian and Zhou (2013) investigate whether the product spread 
which is the margin between refined oil product market price and refiners crude oil product 
acquisition cost has any predictive power over the real price of oil. Earlier, Striefel (1982) argues 
that the market price of heating oil or petrol can determine future oil prices. He argues that 
increased profits at the margin for refiners of crude petroleum products would facilitate an 
increase in demand for crude oil which in turn would drive up crude oil prices. Baumeister, Kilian 
and Zhou (2013) attempt to forecast real WTI oil prices employing the above-mentioned product 
spread (Oil Refiners Margin) approach with time-variation find it accurate in predicting real WTI 
oil prices and the RAC (Refiners Acquisition Cost) very short horizons of not more than two years. 
In predicting Brent oil price, this approach does not perform better than the random walk model, 
though they argue that this could be as a result of insufficient data. 
However, Baumeister and Kilian (2014c) in their study conclude that a forecast combination of 
six different forecast models offers gains in prediction accuracy for quarterly RAC or WTI price 
forecasting. They find evidence which shows that combination forecast improves upon the 
alternative best individual forecast model; the random walk up to 6 steps (quarters) ahead. 
However, it is important to note that most of these studies focus on improving RAC or the WTI oil 
price forecast. In an earlier related study, Alquist, Kilian and Vigfusson (2011), suggest that in 
identifying the problems of accurately forecasting the price of oil they demonstrate strong 
evidence of predictability in population. This however, does not guarantee forecastability out-of-
sample. For example, they argue that it is common for policymakers to take the price of oil futures 
contracts as accurate nominal price of oil forecasts. Furthermore, they find some evidence that 
the price of oil futures has additional predictive power compared with the current spot price over 
a 12-month horizon. They find no evidence of significant forecast accuracy gains at shorter 
horizons, and at the long horizons of interest to policymakers. However, applying forecast 
combination they report gains in forecasting accuracy over the short and long horizons. They 
conclude that the forecast combination model improves the accuracy of the forecast much more 
than the best individual forecast (no-change random walk forecast).  
36 
 
Furthermore, to strengthen the case for the forecast combination method, Timmermann (2006), 
argues there is strong evidence to support its practicability in diverse fields of research such as 
finance, social sciences, meteorology, amongst others. Though the technique has shown to be 
quite successful in improving forecast accuracy in the empirical literature of forecasting, the 
chances of success are affected by details such as the sample size, number of models included in 
the combination and stability of the dataset. It is also important to ignore correlations in forecast 
error. However, empirical results from the literature suggest that the simplest combinations are 
usually the most accurate in prediction largely determined by the choice of optimal combination 
weights. He concludes that forecast combination usually performs well and improves prediction 
accuracy. 
Aiolfi and Timmermann (2006), provide evidence of this from their application of forecast 
combination techniques. They use a dataset of member countries of the G7 (Group of seven 
industrialised countries). Starting out with a bivariate VAR model, they perform out-of-sample 
forecasts up to 8-steps ahead and assign equal combination weights of one (𝜆 = 1) for each 
individual forecast. Results indicate that forecast accuracy gains are achieved across countries 
and time horizons with the trimmed, simple mean and MSE weights methods the best performing 
techniques.  
Notwithstanding the improvement to forecast accuracy gained by employing forecast 
combination and encompassing, several problems arise in the use of the technique. One of the 
major problems with forecast combination is the selection of optimal combination weights. The 
weights are assigned according to their degree of squared error loss or more appropriately, the 
Mean Square Forecast Error (MSFE). One way of mitigating this problem is to assign values to the 
weights of each individual forecast relative to their MSFE. These weights must then add up to one. 
Alternatively, equal weights can be assigned to each individual forecast so that there are 
diversification gains, but correlations between forecast errors have to be ignored (see Bates and 
Granger, 1969; Timmermann, 2006; Clements and Harvey, 2009). Though these combination 
weights are based on population individual forecasts, they can be estimated to derive estimated 
weights which produce accurate forecast combinations based on the assumption that the 
individual forecasts are unbiased. Furthermore, when individual forecasts are biased, the 
unbiasedness assumption is violated and one way of mitigating this problem is by adding an 
intercept term to the forecast combination regression which ensures that the resulting 
combination is unbiased (Harvey and Newbold, 2003).  
Another problem that may arise is when there is correlation between individual forecasts and 
forecast error which leads to inefficiency of the forecast combination. This problem was 
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highlighted by Mincer and Zarnowitz (1969). One way of getting around this problem is by 
relaxing the imposition of the total sum of combination weights to equal one (Granger and 
Ramanathan, 1984). If the problem of autocorrelation in the forecast error persists, the lagged 
dependent variable of the forecast combination should be included in the regression model. 
Another way of improving forecast accuracy in the presence of autocorrelation in the forecast 
error is to introduce Autoregressive Integrated Moving Average (ARIMA) schemes into the model 
when the variables are integrated of the same order or by the inclusion of time varying 
combination weights. The addition of time varying combination weights is very important as 
evidence from some studies suggest that time variation in small samples of historical data when 
combined to produce forecasts may suffer from loss in forecast accuracy when compared to 
individual forecasts (see Stock and Watson, 1999). In this case it would be more appropriate to 
employ individual forecasts over combination forecasts. Bayesian combinations of simple 
mean/average are known to perform well in such instances. 
2.2.3 SUMMARY OF FINDINGS FROM REVIEWED LITERATURE 
One of the objectives of this study is to investigate not only the historical link between both prices 
but also to predict any potential future link. One way of accurately doing this is through forecast 
methodology. Several authors including; Panagiotidis and Routledge (2007), Asche et al, (2006) 
(for studies in the UK linking Brent Crude oil prices to NBP Gas Prices) and Brown and Yucel 
(2008), Villar and Joutz (2006) (for studies in the US linking WTI oil prices to Henry Hub Gas 
prices) all agree that gas prices are cointegrated and linked to oil prices. However, this study aims 
to investigate further through forecasting techniques whether this relationship is expected to be 
sustained into the future. 
As discussed in the previous section all forecasting techniques and models have their merits and 
drawbacks depending on the nature of the data, sample size and model specification. Taking into 
consideration the nature and frequency of gas and oil price series which could be daily, weekly, 
monthly or quarterly depending on availability, this study seeks to adopt the forecast 
combination method. Following Bates and Granger (1969), Granger and Jeon (2004), 
Timmermann (2006), Clements and Harvey (2009) amongst others; the study proposes a 
combination of a bivariate VAR levels, VAR with a trend and SARIMA (to capture seasonality) to 
produce out of sample forecasts. However, this 3-model combination will be tested for 
nonlinearity to determine the appropriateness of employing linear models. If, however, we fail to 
reject the null of nonlinearity then a parametric nonlinear model will be employed.  
Additionally, an exogenous variable SARIMA model would be added to make a 4-model 
combination. This model takes into consideration exogenous factors such as weather and 
seasonality. The justification behind the additional SARIMA model is to determine if the 
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exogenous variables included are able to offer gains in forecast accuracy over the 3-model 
combination (bivariate model). This is verified by conducting a forecast combination or 
encompassing test to determine if the exogenous variable forecast is encompassed by the 
bivariate model. Selection of optimal combination weights is critical, and this study will adopt the 
choice of an equal combination weight to the power of 1. This is the most commonly selected 
choice of combination weights and has shown to improve forecast accuracy consistently, see Mills 
(2016). 
Another major justification for applying the forecast combinations is because in general, they 
offer “diversification gains” much similar to spreading risks in portfolio investments which 
provides safety nets against excessive risk (Bates and Granger 1969). Forecasts combinations are 
robust to model misspecifications of an unknown DGP and structural breaks. Furthermore, 
forecast combinations take advantage of the unique properties of the underlying individual 
forecast models to produce forecasts which provide gains in prediction accuracy. Given the 
heterogeneity in the oil and gas price evolution over time and the uncertainty about their true 
data generating processes, combining forecasts could deliver significant gains in the robustness 
of forecasting accuracy.  
Additionally, a good forecast combination is made up of individual forecasts which differ uniquely 
in their forecasting properties (de Menezes, Bunn and Taylor 2000). For example, regarding the 
forecast horizon, the forecasts based on the VAR offer gains in forecasting accuracy in the short 
run on average, but VAR Models with a trend generally perform better than the VAR levels over 
the longer horizon due to the tendency of the latter to forecast prices that revert back to the mean 
of historical data. Moreover, concerning the performance over time, these four models perform 
differently in different periods over the sample, indicating that they capture specific oil and gas 
price dynamics. 
Most essentially, however, concerning average forecasting properties the SARIMA and to some 
extent, even the VAR differ in bias, skewness and kurtosis, in particular over the longer-term 
forecasting horizons. These differences in forecasting performance suggest that a forecast 
combination might offer significant gains in forecasting NBP Gas and Brent crude oil prices, both 
over time and across forecasting horizons. Finally, the model can be explored in the form of a 
forecast combination in order to get a prediction which is more accurate across horizons and 
more robust against time variation. This will meet the objective of minimising MSFE and loss 
functions to provide more accurate forecasts. 
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2.3 METHODOLOGY 
It is important to note that all forecasting techniques and models have their merits and drawbacks 
depending on the nature of the data, sample size and model specification. Taking into 
consideration the nature and frequency of gas and oil price series which could be daily, weekly, 
monthly or quarterly depending on availability, this study seeks to adopt the forecast 
combination method. Following Bates and Granger (1969), Timmermann (2006), Clements and 
Harvey (2009) amongst others; the study proposes an equal weight combination of a bivariate 
VAR, VAR with a trend and SARIMA (to capture seasonality) with Brent oil price as the regressor 
and NBP gas price as the regressand respectively. The forecast sample range is from 1988Q1 to 
2015Q1 and includes data taken during the Gulf war and before the opening of the interconnector 
pipeline linking the UK to continental Europe. However, this 3-model combination will be tested 
for nonlinearity to determine the appropriateness of employing linear models. If, however, we 
fail to reject the null of nonlinearity then a parametric nonlinear model will be employed.  
Additionally, an exogenous variable SARIMA model would be added to make a 4-model 
combination. The intuition behind the additional SARIMA model is to capture the impact of 
exogenous factors weather and seasonality see Brown and Yucel (2007), Villar and Joutz (2006). 
The forecast evaluation statistics determine if the exogenous variables included are able to 
predict gas price more accurately than the 3-model combination 
2.3.1 VARIABLES AND KEY STEPS IN METHODOLOGY 
The regressand to be determined in all models is the gas price which is to be forecasted. The 
regressors which are assumed to have predictive power on the regressand are oil price series for 
the bivariate VAR, VAR with a trend and SARIMA models. The exogenous variables weather and 
seasonality are added as regressors in the exogenous variables model. The following are the key 
steps in the Forecast Combination Method: 
• Evaluating and expressing all price series variables in real rather than nominal terms. 
• Determine which estimation and evaluation periods are chosen and whether series should be 
daily, weekly, monthly or quarterly. 
• Time series analysis focussing on properties of non-stationary variables; perform unit root 
tests to determine stationarity of variables. 
• Outline all forecasts methods to be employed to provide forecasts. 
• Specify forecast evaluation statistics and perform relevant forecast evaluation tests. 
• To determine whether to employ out of sample forecasts, in-sample forecasts or both. 
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• Specify the forecast combination method and relevant forecast evaluation statistics for 
combination tests to be employed. 
• Test model for accuracy of forecasts using the test of equal accuracy and encompassing for 
nested models. 
• Perform model specification, adequacy testing and other diagnostic statistic testing. 
2.3.2 WHY FORECAST COMBINATION & ENCOMPASSING APPROACH? 
According to The Economist (2016), conventionally economic forecasters adopt two major 
approaches. The first is theory-based developed on how economists perceive an economy will 
behave and the other is data-based coined by how economies have behaved in the past or based 
on historical data. The first approach made popular by the Solow Growth model is now more well-
rounded and developed by the DSGE model. The second approach has been employed since the 
1940s and 50s and is more popular with government-based forecasts ranging from inflation and 
unemployment forecasts to forecasts on economic growth and commodity pricing. However, both 
approaches encounter a number of pitfalls such as over complication of the model in the former 
and the inclusion of sometimes irrelevant variables in the latter leading to less than desirable 
Minimum Square Forecast Errors (MSFE). 
However, since proposed by Granger and Newbold (1974), the forecast combination and 
encompassing technique has become widely used in forecasting and takes advantage of both 
approaches highlighted above and several other forecasting techniques by combining them and 
minimising prediction error. This offers gains in spreading risks (Bates and Granger, 1969) thus 
providing a major justification for the use of combination methods.  
Another advantage is that forecast combinations minimise loss functions based on the underlying 
models’ properties. For example, Baumeister and Kilian (2012), argue that if some forecast model 
is likely to produce positive forecast errors then a model with large bias but low probability of 
forecast errors may be combined with another that harbours no bias but a high likelihood of 
throwing up some significant forecast errors. This would ensure the combined forecasts are more 
robust whilst ensuring a high level of predictive accuracy. 
Another major advantage of the combination forecast technique lies in producing point forecasts. 
They possess the smallest forecast variance amongst forecasts made by linear unbiased 
estimators because the forecasts estimated from linear regression models by OLS methods are 
unbiased and highly efficient. 
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Finally, because different models vary in accuracy with regards to time horizons the model can 
be explored in the form of a forecast combination in order to get a prediction which is more 
accurate across horizons and more robust against time variation. At the same time, this ensures 
that the individual forecasts differ sufficiently in their forecasting properties (de Menezes, Bunn 
and Taylor, 2000). This will meet the criteria of minimising MSFE and loss functions to provide 
more accurate forecasts.  
2.3.3 FORECAST MODELS 
This study as stated previously employs the VAR, VAR with a trend and SARIMA forecast models. 
It is important to note that dynamic forecasts are applied to all the models in the study. All three 
models highlighted above are forecasted in two distinct models; the Bivariate and the Exogenous 
Variables Model. Both models have the same range of sample data. Model 1 (the first model) is 
estimated as a bivariate model with NBP gas price and Brent oil price as the dependent and 
independent variables respectively. Model 1 is then further classified into Model 1a and 1b 
representing the VAR levels and VAR with trend estimates and forecasts respectively. 
The Bivariate model is further expanded to include exogenous variables; weather and seasonality 
to determine their impact on the predictive power and accuracy of the model. This model is 
termed the Exogenous Variables Model known as Model 2 distinct from the Bivariate Model due 
to additional independent variables of weather and seasonality. Furthermore, the model is 
segmented into Model 2a and 2b also representing the VAR levels and VAR with trend estimates 
and forecasts respectively. They are outlined below: 
VAR Model 
For this study the basic relationship to be investigated begins with the expression: 
                  𝑙𝑛𝑝1𝑡  =  𝛼 +  𝛽1𝑙𝑛𝑝2𝑡  + 𝜇𝑡        (2.1) 
where  𝑝1 = Price of gas NBP, 𝑝2 = Price of Brent crude oil for 
the bivariate model and 𝜇𝑡  is the random error term  .  
Similarly, the exogenous variable model is expressed as follows: 
𝑙𝑛𝑁𝐵𝑃𝑡  =  𝛼 + 𝛽1 𝑙𝑛𝐵𝑅𝐸𝑁𝑇𝑡  +  𝛽2𝑡 +  𝜇𝑡       (2.1a) 
Where  𝑁𝐵𝑃𝑡 = Price of gas NBP 
 𝐵𝑅𝐸𝑁𝑇𝑡   = Price of Brent crude oil 
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𝑡 = Time trend which captures the price movement of gas over time and could account for 
exogenous variables; 𝐻𝐷𝐷𝑡 = Actual Heating Degree Days, 𝐻𝐷𝐷𝐷𝐸𝑉𝑡 = Deviation from Seasonal 
Norm. α = intercept, 𝛽1, 𝛽2 = Slope coefficients of oil price and time trend respectively.  
This model is assumed to be linear in variables and parameters. It could also be a linearized 
transformation of nonlinear parameters because the linear VAR has shown to be better at 
forecasting than the nonlinearized VAR more often than not (Teräsvirta 2006, Lütkepohl 2006).  
Following Lütkepohl (2006) and from most textbooks the basic VAR model which can be used 
to forecast 1- step ahead and can be extended to ℎ step ahead forecasts:  
Suppose that K related time series variables are considered, 𝑦1𝑡, . . . , 𝑦𝐾𝑡 say. Defining 𝑦𝑡  = (𝑦1𝑡, . 
. . , 𝑦𝐾𝑡)’ a linear model for the conditional mean of the data generation process (DGP) of the 
observed series may be of the vector autoregressive (VAR) form, 
 𝑦𝑡 = 𝐴1𝑦𝑡−1 + … +  𝐴𝑝𝑦𝑡−𝑝 + 𝑢𝑡,       (2.2) 
 where the Ai ’s (i = 1, . . . , p) are (K × K) coefficient matrices and 𝑢𝑡  is a K-dimensional error term. 
If 𝑢𝑡 is independent over time (i.e., 𝑢𝑡 and 𝑢𝑠 are independent for t ≠ s), the conditional mean of 
𝑦𝑡   , given past observations, is 
  𝑦𝑡|𝑡−1  ≡  𝐸(𝑦𝑡|𝑡−1, 𝑦𝑡|𝑡−2, . . . ) =  𝐴1𝑦𝑡−1+  . . + 𝐴𝑝𝑦𝑡−𝑝.   (2.3) 
where 𝑦𝑡 = 𝐴[𝐵𝑟𝑒𝑛𝑡, 𝑁𝐵𝑃, 𝑋]and 𝑢𝑡 = [𝑢𝐵𝑡 , 𝑢𝑁𝑡, 𝑢𝑋𝑡]  and the 𝑋 vector = exogenous variables. 
In reality, however, this model presents problems because the Ai ’s are unobserved and have to 
be estimated. One way of mitigating this problem is to employ the multivariate vector 
autoregressive moving-average (VARMA) models which streamline the DGP, is more efficient and 
contains more information. Note that the A is the unobserved coefficient parameters of the 
variables. 
Following Lütkepohl (1984) the VARMA process is expressed as; 
    𝑦𝑡 =  𝑢𝑡 + 𝑀1𝑢𝑡−1 +  … . . +𝑀𝑞𝑢𝑡−𝑞     (2.4) 
be a K-dimensional invertible MA(q) process and let F  be an (M × K) matrix of rank M. Then the 
M-dimensional process 𝑧𝑡 =  𝐹𝑦𝑡  has an invertible MA (?̆?) representation with  ?̆? ≥ q. Optimal 
forecasts which minimise loss functions can then for an infinite VAR process and having infinitely 
past information of  𝑦𝑡, then the ℎ - step forecast for a VARMA can be expressed at time τ as the 
conditional expectation of 𝑦𝑡 given 𝑡 ≥ 𝜏 , 
   𝑦𝜏+ℎ|𝜏 = 𝐸(𝑦𝜏+ℎ|𝑦𝜏, 𝑦𝜏 − 1, . . . ).    (2.5) 
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The process could be repeated to determine ℎ = 1, 2, . . . . ,  given that 𝑢𝑡 is an independent white 
noise process and can be shown to be: 
     𝑦𝑡+ℎ|𝜏 =  ∑ Ξ𝑖𝑦𝑡+ℎ−𝑖|𝜏
∞
𝑖=1     (2.6) 
where 𝑦𝑡+𝑗|𝜏 =  𝑦𝑡+𝑗  for 𝑗 ≤ 0. Under the above assumptions where 𝑢𝑡 violates the assumption 
of independence but under a known process, the ℎ  step forecasts may be determined as: 
 𝑦𝑡+ℎ|𝜏 =  𝐴0
−1(𝐴1𝑦𝑡+ℎ−1|𝜏 + ⋯ + 𝐴𝑝𝑦𝑡+ℎ−𝑝|𝜏) + 𝐴0
−1 ∑ M𝑖𝑢𝑡+ℎ−𝑖
𝑞
𝑖=ℎ    (2.7) 
where the sum converges to zero if ℎ > 𝑞. Here the 𝑢𝑡’s need to be known though unobservable 
they can only be derived if all the past history or initial values of 𝑦𝑡 are given. 
2.3.4 VAR with a trend Model 
This model is obtained from the VAR 𝑝 model when the variables are non stationary in log-levels 
but are found to be stationary when the first difference is taken. This implies there could be a unit 
root or roots close to the unit circle (Elliot, 2006). The conventional approach to using trending 
data is to follow the Box and Jenkins (1970) approach of differencing the data and assume the 
imposition of unit roots to the model. In multivariate situations as well, imposition of unit roots 
tend to perform better than models estimated in levels. For many difficult to forecast variables, 
such as the exchange rate, stock returns or energy prices predictors that appear to be useful tend 
to display trending behaviour and also seem to result in unstable forecasting rules. One way of 
mitigating this problem of instability and uncertainty for such forecasts is to include the trend in 
the model. 
Model specification and estimation 
Following Elliot (2006), the model is given as follows: 
We let 𝑍𝑡  to be deterministic terms, 𝑊𝑡  to be variables that display trending behaviour and 𝑉𝑡 to 
be variables that are clearly stationary. First consider a linear forecasting regression when the 
variable set is limited to {𝑉𝑡}. Consider the linear forecasting regression 
  
𝑦𝑡+1 =  𝛽𝑉𝑡 +  𝑢𝑡+1                                                     (2.8)         
     
where throughout β will refer to an unknown parameter vector in keeping with the context of the 
discussion and ?̂? refers to an estimate of this unknown parameter vector using data up to time T. 
The expected one step ahead forecast loss from estimating this model is given by:  
𝐸𝐿(𝑦𝑇+1 −  ?̂? 
′𝑉𝑇) = 𝐸𝐿(𝑢𝑇+1 −  𝑇
−
1
2{𝑇−
1
2(?̂? −  𝛽)′ 𝑉𝑇})             (2.9) 
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The expected loss then depends on the loss function as well as the estimator. In the case of mean-
square error (MSE) and ordinary least squares (OLS) estimates this can be asymptotically 
approximated to a second order term as  
    𝐸(𝑦𝑇+1 − ?̂?′𝑂𝐿𝑆𝑉𝑇)
2 ≈  𝜎2(1 + 𝑚𝑇−1)       (2.10) 
where m is the dimension of 𝑉𝑡 . The asymptotic approximation follows from mean of the term 
T𝜎𝑢
−2 (?̂?𝑂𝐿𝑆 −  𝛽)
′ 𝑉𝑇𝑉𝑇 (?̂?𝑂𝐿𝑆 −  𝛽) being fairly well approximated by the mean of a 𝜒𝑚
2  random 
variable over repeated draws of {𝑦𝑡 , 𝑉𝑡}1
𝑇+1.  
In the case of trending variables, the model works better over longer horizons. For example, 
forecasts ℎ steps ahead can be expressed as: 
 𝑦𝑇+ℎ − 𝑦𝑇 =  ∑ Δ𝑦𝑇+𝑖
ℎ
𝑖=1     (2.12) 
 
2.3.5 SARIMA MODEL 
In forecast models, the major objective is to achieve the most accurate forecasts possible despite 
the seasonal challenge by minimising the mean square forecast error (MSFE). When seasonality 
and weather are included as variables that could have predictive power over the forecast 
accuracy of gas prices due to their seasonal nature the SARIMA model is suitable. Whittle (1963) 
suggests that in a linear model context, the optimal (minimum MSFE) forecast is given by the 
expected value of the future observation 𝑦𝑇+ℎ conditional on the information set, 𝑦1, . . . , 𝑦𝑇  , 
available at time T , namely  
  ?̂?𝑇+ℎ|𝑇 = 𝐸(𝑦𝑇+ℎ|𝑦1, . . . , 𝑦𝑇).                 (2.13) 
The argument for seasonal models is that since seasons are always changing then a model that 
captures these swings in the season is likely to be more accurate than one that ignores it. 
However, it is important to note that these seasonal models are more accurate over a shorter 
horizon (Ghysels et al, 2006). As such seasonal autoregressive integrated moving average 
(SARIMA) models retain an important role as a forecasting benchmark and are typically 
expressed as follows following Box and Jenkins (1970): 
𝛽(𝐿)(1 −  𝐿)(1 − 𝐿𝑆)𝑦𝑆𝑛+𝑠 =  𝜃(𝐿)𝜀𝑆𝑛+𝑠       (2.14) 
The filter (1 − 𝐿𝑆) determines the likelihood the value of the series for a particular season to be 
highly correlated with the value for the same season a year earlier, while (1 −  𝐿) captures the 
nonstationary nonseasonal stochastic component. 
Forecasting with SARIMA models 
Following Clements and Hendry (1997), this study proposes that given 𝜀𝑇+ℎ is assumed to be iid 
(0, 𝜎2) and if all parameters are known, the optimal (minimum MSFE) h-step ahead forecast of 
∆1∆𝑆𝑦𝑇+ℎ (from the airline model of Box and Jenkins, 1970) 
∆1∆𝑆?̂?𝑇+ℎ|𝑇 =  −𝜃1𝐸(𝜀𝑇+ℎ−1|𝑦1, . . . , 𝑦𝑇) − 𝜃𝑆𝐸(𝜀𝑇+ℎ−𝑆|𝑦1, . . . , 𝑦𝑇) + 𝜃1𝜃𝑆𝐸(𝜀𝑇+ℎ−𝑆−1|𝑦1, . . . , 
𝑦𝑇),      ℎ ≥ 1            (2.15) 
45 
 
where 𝐸(𝜀𝑇+ℎ−𝑖|𝑦1, . . . , 𝑦𝑇) = 0 if ℎ > 𝑖 and 𝐸(𝜀𝑇+ℎ−𝑖|𝑦1, . . . , 𝑦𝑇) =  𝜀𝑇+ℎ−𝑖  if ℎ ≤ 𝑖. 
2.3.7 FORECAST EVALUATION STATISTICS 
In this study, all prices are in real rather than nominal terms. The prices are transformed to real 
prices with the base year of 2010 to enhance forecast accuracy and minimise errors from 
exchange rate fluctuations (Baumeister and Kilian, 2012). Furthermore, this study will also make 
use of the following forecast evaluation statistics RMSE (Root Mean Squared Error), MAE (Mean 
Absolute Error), MAPE (Mean Absolute Percentage Error), and the Theil Inequality Coefficient. 
These statistics all provide a measure of the distance of the actual from the forecasted values and 
determine how much the forecasting error or loss function for each model is minimised. 
If 𝑗 is denoted as the forecast sample given as: 𝑗 = 𝑇 + 1, 𝑇 + 2, … , 𝑇 + ℎ, and denote the actual 
and forecasted value in period 𝑡 as 𝑦𝑡  and ?̂?𝑡, respectively where ℎ is the number of forecasted 
steps ahead or the number of horizons, then the forecast evaluation statistics can be represented 
as: 
Root Mean Squared Error (RMSE):  
√ ∑ (?̂?𝑡 − 𝑦𝑡)2 ℎ⁄
𝑇+ℎ
𝑡=𝑇+1
                                                           (2.16) 
Mean Absolute Error (MAE): 
∑ |?̂?𝑡 − 𝑦𝑡| ℎ⁄
𝑇+ℎ
𝑡=𝑇+1
                                                                         (2.17) 
Mean Absolute Percentage Error (MAPE): 
100 ∑ |
?̂?𝑡 − 𝑦𝑡
𝑦𝑡
| ℎ⁄
𝑇+ℎ
𝑡=𝑇+1
                                                                         (2.18) 
 
Theil Inequality Coefficient: 
√∑ (?̂?𝑡 − 𝑦𝑡)2 ℎ⁄
𝑇+ℎ
𝑡=𝑇+1
√∑ (?̂?𝑡)2 ℎ⁄
𝑇+ℎ
𝑡=𝑇+1 + √∑ (𝑦𝑡)
2 ℎ⁄𝑇+ℎ𝑡=𝑇+1
                          (2.19) 
 
Root Mean Squared Error & Mean Absolute Error forecast error statistics depend on the scale of 
the dependent variable. These should be used as relative measures to compare forecasts for the 
same series of different models; the smaller the error, the better the forecasting ability of that 
model according to that criterion. The remaining two statistics are scale invariant. The Theil 
inequality coefficient always lies between zero and one, where zero indicates a perfect fit. 
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Mean Square Error 
The mean squared forecast error (MSFE or simply MSE is derived from taking the square of the 
RMSE above) can be decomposed into Bias Proportion; Variance Proportion and Covariance 
Proportion. The mean squared forecast error can be represented as: 
∑ (?̂?𝑡 − 𝑦𝑡)
2 ℎ⁄ =  ((∑ ?̂?𝑡 ℎ⁄ ) − ?̅?
2) + (𝑠?̂? − 𝑠𝑦)
2
+ 2(1 − 𝑟)𝑠?̂?𝑠𝑦        (2.20) 
where  ∑ ?̂?𝑡 ℎ⁄ , 𝑦,̅ 𝑠?̂?, 𝑠𝑦 = means and standard deviations of ?̂?𝑡  and 𝑦 respectively, and 
𝑟 = correlation between ?̂? and 𝑦. 
Bias Proportion 
The bias proportion tells us how far the mean of the forecast is from the mean of the actual series. 
It is represented as follows: 
((∑ ?̂?𝑡 ℎ⁄ ) − ?̅?)
2
∑(?̂?𝑡 − 𝑦𝑡)
2 ℎ⁄
                                                                     (2.21) 
Variance Proportion 
The variance proportion indicates just how far away the variation of the forecast is the variation 
of the actual series. It is defined as follows: 
(𝑠?̅? − 𝑠𝑦)
2
∑(?̂?𝑡 − 𝑦𝑡)2 ℎ⁄
                                                                       (2.22) 
Large variance proportion suggests the forecasts are not accurately tracking the variations of the 
actual series (Pindyck and Rubinfeld, 1998, p. 210-214). 
Covariance Proportion 
The covariance proportion gives a measure of the unaccounted forecasting errors and a good 
forecast should have small values for the bias and variance proportions while most of the 
forecasting errors should be accounted for by the covariance proportions. The covariance 
proportion is given below: 
2(1 − 𝑟)𝑠?̂?𝑠𝑦
∑(?̂?𝑡 − 𝑦𝑡)2 ℎ⁄
                                                                    (2.23) 
Finally, the bias, variance, and covariance proportions should all add up to one with the 
covariance proportion assuming higher values much closer to one. 
 
2.3.8 FORECAST COMBINATION MODELS  
The forecast combination method has proven to be able to improve forecast accuracy over 
individual forecasting techniques (Clements and Harvey, 2009). Following Bates and Granger 
(1969), Timmermann (2006), Clements and Harvey (2009) amongst others; this study proposes 
a combination of VAR/VARMA, VAR with a trend and SARIMA (to capture seasonality) models. 
The 3-model combination is then tested for forecast encompassing against a 4-model 
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combination which includes an exogenous variables SARIMA as highlighted in the earlier section. 
The forecast models to be combined in this study are; the VAR levels, VAR trend, SARIMA for both 
bivariate and exogenous variable models, the Simple Mean, Simple Median, Mean Square Error 
(MSE) Ranks, Mean Square Error (MSE), Least Squares and Trimmed Mean. The first three 
forecasts have been discussed in detail in the earlier sections. The remaining six forecast 
techniques are explained below; 
Simple Mean Forecast 
As the name implies this forecast combination technique takes the mean or average of all 
forecasts observed in every single forecast sample. It mitigates the problem of optimal weight 
allocation by assigning an equal weight to each forecast. 
Trimmed Mean 
A common sense or logic-based forecasting method proposed by Armstrong (2001) suggests 
dropping the worst performing individual forecasts from the combination average. This is known 
as trimming and is performed by trimming forecasts that increased parameter estimation error 
before estimating combination weights. The decision of which forecasts to be trimmed is 
recomputed for every observation of the forecast sample to ensure combination weights are time-
varying. 
Least Squares Weights 
This method was proposed by Granger and Ramanathan (1984) and is derived by regressing the 
forecasts against their actual values and then imposing the coefficients from the regression as the 
combination weights of the individual forecasts.  However, it is essential to have at least some of 
the actual values of the forecasts from the observed data. An important advantage of this method 
is that it allows for underlying forecasts to be biased and the results from the combination can be 
outliers to the range of underlying forecasts. 
Simple Median 
This method is simple, for each observation, it calculates the median for every forecast within the 
sample. Time-varying weights (0,1) are assigned to individual forecasts and each forecast 
technique could be the median of some but not all observations. 
Mean Square Forecasting Error (MSFE) Weights 
Due to the challenge of estimating the covariance matrix, estimation errors in combination 
weights tend to be quite large. To get around this problem, Bates and Granger (1969) and 
Newbold and Granger (1974), suggest that forecasters overlook correlations between forecast 
errors when the sample size is small compared to the number of forecasts. However, Stock and 
Watson (2001), propose that the choice of combination weights should be based on each 
individual forecast relative MSE performance raised to relative powers. 
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For each forecast, the MSE is calculated to derive individual forecast weights. The combination 
weights (𝜔𝑖) are simply expressed as the ratio of each individual forecasts MSE to the total sum 
of all MSE’s: 
𝜔𝑖 =  
1 𝑀𝑆𝐸𝑖
𝜅⁄
∑ 1 𝑀𝑆𝐸𝑗
𝜅⁄𝑁𝑖=1
                                                                        (2.24) 
This study proposes an equal weight raised to the power of one if forecast evaluation statistics 
suggest little difference in relative MSE performances. Also, studies from related literature 
support the use of combination weights raised to the power of one (𝜅 = 1) because it ignores any 
correlations between forecast errors especially in large samples provided the forecast errors are 
actually uncorrelated. 
MSE Ranks 
This method is very similar to the MSE weights, Aiolfi and Timmermann (2006), propose a 
triangular weighting scheme which also overlooks correlation between forecast errors but is, 
however, more robust to outliers: 
?̂?𝑡+ℎ,𝑡,𝑖 = ℛ𝑡,𝑡−ℎ,𝑖
−1 (∑ ℛ𝑡,𝑡−ℎ,𝑖
−1
𝑁
𝑖=1
)  ⁄                                                        (2.25) 
It is computed as the ratio of the inverse of the ranks (ℛ) after ranking the values of the MSE of 
each individual forecast. 
However, rather than test for equal forecast accuracy of a rival set of forecasts we can preferably 
test for combination encompassing because most linear forecast combinations are found to be 
more accurate and robust than the use of a single linear forecast. These regression-based tests 
determine whether the forecast combination technique statistically significantly minimises the 
Mean Square Forecast Error (MSFE) than individual methods. They also determine whether or 
not two or more models encompass one another and if not, then the forecaster should revert to 
individual forecasts (Clements and Harvey, 2009). 
One of the reasons for the huge success of forecast combinations is explained using the portfolio 
diversification argument made popular by Bates and Granger (1969) that the individual forecasts 
are each based on partial, and incompletely overlapping information sets. As such information 
overlooked or not included in one model when taken individually could be highlighted or 
contained by another in the forecast combination. Following Clements and Harvey (2009) and 
assuming forecasts to be unbiased and given, then combined forecast 𝑓𝑐𝑡 has the following form: 
𝑓𝑐𝑡 = (1 − 𝜆)𝑓1𝑡 +  𝜆𝑓2𝑡   (2.26) 
where we have two individual forecasts 𝑓1𝑡 and 𝑓2𝑡, When 0 ≤ λ ≤ 1, 𝑓𝑐𝑡 comprises a simple 
weighted average of the two individual forecasts. The optimal choice of weights rests on the 
relative accuracies of the individual forecasts and the MSFE is the best measure of the loss 
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function denoted by: 𝜀𝑡 =  𝑦𝑡 − 𝑓𝑐𝑡, the optimal choice of weights is determined by which 𝜆 
minimises the squared error, 𝜀𝑡
2. 
In the case where the above assumptions are violated and the individual forecasts are inefficient, 
we could drop the implicit assumption that the combination weights sum to one. This results in 
an efficient combined forecast, with the more general formulation that could be extended to more 
than a two-model combination as proposed by Granger and Ramanathan (1984):  
𝑓𝑐𝑡  = 𝛼 +  𝛽1𝑓1𝑡 + 𝛽2𝑓2𝑡      (2.27) 
The weights are now obtained from the corresponding regression and can be extended to 
𝑘 number of parameters and 𝑝 forecast models. In the case of this study we have two models, the 
bivariate 3 combination model and the exogenous variables 4 combination models respectively. 
This can be expressed as: 
 
 𝑦𝑡 =  𝛼 +  𝛽1𝑓1𝑡 + 𝛽2𝑓2𝑡 +  𝛽3𝑓3𝑡 +  𝜀𝑡  (3 – Model combination)  (2.28) 
 
And, 
 
 𝑦𝑡 =  𝛼 +  𝛽1𝑓1𝑡 + 𝛽2𝑓2𝑡 +  𝛽3𝑓3𝑡 +  𝛽4𝑓4𝑡 + 𝜀𝑡  (4 –model combination)  (2.29) 
 
Where 𝛼 = 0 and 𝛽1 +  𝛽2 +  … . +𝛽𝑘 =1, and to account for autocorrelation 𝑦𝑡−1 is included as a 
regressor, 𝑦𝑡 = forecast combination of dependent variable NBP gas price and 𝛽1, 𝛽2  … . 𝛽𝑘  = 
combination weights of individual forecasts 𝑓1𝑡, 𝑓2𝑡, . . . , 𝑓𝑘𝑡 respectively. 
 
2.3.9 FORECAST ENCOMPASSING 
The concept of forecast encompassing relates to whether or not one forecast contains or 
encompasses all the useful predictive information contained in a second forecast as such that the 
encompassed forecast does not improve the predictive accuracy of the combination or minimise 
the (MSFE) and was proposed by Granger and Newbold (1974). If for example 𝑓1𝑡 encompasses 
𝑓3𝑡 in equation 1.28 then 𝑓3𝑡 is assigned zero weight. Furthermore, if 𝑓1𝑡 encompasses 𝑓3𝑡 then the 
forecast errors of the encompassing forecast, 𝑒1𝑡, should be uncorrelated with the encompassed 
forecast 𝑓3𝑡, which leads us nicely to the tests of the null hypothesis of forecast encompassing. 
 
Test of Encompassing 
Following Clements and Harvey (2009) from the above example in the previous section the null 
and alternative can be expressed as: 
𝐻0 : 𝛽3 = 0 (𝑓1𝑡 encompasses 𝑓3𝑡 ) 
𝐻1 : 𝛽3 > 0 (𝑓1𝑡 does not encompasses 𝑓3𝑡). 
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Note, however, to rule out the possibility of negative combination weights the alternative 
hypothesis is set to be positive even though there exists the real possibility of negative weights 
to manifest. One could be tempted to employ the standard t-test to test the null that 𝛽3 or 𝜆 =
0. However, the possibility of the non normality of 𝜀𝑡 can induce heteroskedasticity and will 
render the t-test unreliable. Clements and Harvey (2009) propose the use of robust standard t- 
test to heteroskedasticity and autocorrelation but they also follow Diebold and Mariano (1995) 
and employ the rectangular lag window for long-run variance estimation under standard 
normality assumptions as follows: 
The Diebold-Mariano statistic,  
𝐷𝑀 =
𝑛?̅?
√∑ ∑ (𝑑𝑡 − ?̅?)(𝑑𝑡−|𝑗| − ?̅?)
𝑛 
𝑡=|𝑗|+1
ℎ−1
𝑗= −(ℎ−1)
 
Furthermore, Harvey, Leybourne and Newbold (1998) suggested an improvement to the DM test 
statistic as follows: 
MDM = 𝑛−
1
2[𝑛 + 1 − 2ℎ +  𝑛−1ℎ(ℎ − 1)]1/2𝐷𝑀 
Note, however, that critical values from the 𝑡𝑛−1 distribution rather than those from the limiting 
standard normal will be used. 
Tests of Encompassing for Nested Models 
The DM statistic tests for encompassing in non-nested models. McCracken (2001) develops tests 
for non-nested models which have forecast errors that are asymptotically equal and correlated 
under the null. Monte Carlo simulations from the study show that the test is most powerful post 
sample test in small samples. Though the obvious limitation of the test is its applicability to only 
the1- step ahead forecasts rather than the multi-step ahead forecasts. However, assuming models 
are linear, nested and estimated by OLS, then employing the 1 – step ahead (h=1) of Clark and 
McCracken (2001) and following Clements and Hendry (2009) the nested model can be expressed 
as: 
Model 1: 𝑦𝑡 =  𝑋′1𝑡𝜃11 +  𝑒1𝑡 
Model 2: 𝑦𝑡 = 𝑋′1𝑡𝜃21 + 𝑋′2𝑡𝜃22 + 𝑒2𝑡 
where the vectors  𝑋1𝑡 and 𝑋2𝑡 contain 𝑘1 𝑎𝑛𝑑 𝑘2 regressors respectively. The corresponding 
forecasts are expressed as: 
𝑓1𝑡 =  𝑋′1𝑡𝜃11 
𝑓2𝑡 =  𝑋′1𝑡?̂?11 + 𝑋′2𝑡?̂?22 
The null hypothesis can be expressed as: 
𝐻0: 𝑓1𝑡 encompasses 𝑓2𝑡 model 2 has 𝑘2 redundant variables, then population forecasts 𝑓1𝑡 = 𝑓2𝑡. 
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𝐻1 ∶ 𝑓1𝑡 does not encompasses 𝑓2𝑡, then the forecasts 𝑓1𝑡 ≠ 𝑓2𝑡. All these tests are only valid under 
assumptions of normality and conditionally homoskedastic forecast errors. In the case 0 < π < ∞ 
(with π = 𝑙𝑖𝑚𝑅,𝑛→∞ (n/R) as before), is given by:  
𝑀𝐷𝑀 =
Γ1
√Γ2
 
where the terms  Γ1 and Γ2 are normally distributed, (Γ2)
−
1
2 Γ1~ N (0,1) and standard normal 
critical values apply. The model shows uncertainty unless 𝜋 = 0, then it can return to being a 
standard normal distribution. Clark and MacCraken (2001) show in the case where h > 1 and 
conditionally heteroskedastic forecast errors are allowed, then above results are invalid, save in 
the case where h > 1 under the null. 
In conclusion, a more powerful test developed by Clark and McCracken (2001) than the DDM for 
testing encompassing of non-nested linear models is presented: 
𝐸𝑁𝐶 − 𝐹 =  
𝑛?̅̂?
𝑛−1 ∑ ?̂?2𝑡
2𝑅+𝑛+ℎ−1
𝑡=𝑅+ℎ
 
when h = 1, assumptions of normality and conditional homoscedasticity hold when h > 1 in a 
multi-step ahead forecast ENC-F statistic does not possess an asymptotic statistic and 
bootstrapping techniques are employed to obtain critical values. 
Multistep-ahead Forecast Combination Test of Encompassing 
This study proposes the use of the Multistep-ahead forecast Combination Test of Encompassing. 
The study focuses on using both in and out of sample forecasts to predict NBP gas prices up to 
seven steps ahead from 2015Q2 to 2016Q4. Equal weights are attached to individual forecasts 
models for both the bivariate model and the exogenous variable model after taking into 
consideration the forecast evaluation and model selection techniques. For example, in the MSE 
technique of the combination a weight of one is attached to all individual forecasts, that is, 𝛽1 =
𝛽2 =  𝛽3 … . 𝛽𝑗 for any amount of individual forecasts. In the bivariate model the individual 
forecasts to be combined and tested for encompassing are; VAR levels, VAR Trend and SARIMA, 
Simple Mean, Simple Median, MSE Ranks, Least Squares and MSE.  
It is important to note that the trimmed mean and simple median methods have time-varying 
weights and the major problem with the combination method seems to be allocating appropriate 
weights to each particular method. One way of possibly mitigating this problem is to employ 
constant weights through time as they appear to enhance prediction accuracy whilst minimising 
loss functions. Similarly, all individual forecasts are assigned equal weights in the exogenous 
variable model and it is included in the existing bivariate model forecast combination. A Test of 
Encompassing is then performed on the regression of the model to determine if the inclusion of 
the exogenous variable forecast encompasses the combination of the bivariate model. Following 
52 
 
Clemens (1989), Makridakis and Hibon (2000), Timmerman (2006) and developing Clark and 
McCracken (2001) and Clements and Hendry (2009), the model can be expressed as: 
Model 1(Bivariate Model Forecast): 
𝑦𝑡 =  𝑋′1𝑡𝛽11 +  𝑒1𝑡                                                                   (2.30) 
Model 2(with inclusion of Exogenous Variable Model Forecast): 
𝑦𝑡 = 𝑋′1𝑡𝛽11 + 𝑋′2𝑡𝛽12 + 𝑒2𝑡                                                         (2.31) 
where the vectors  𝑋1𝑡 and 𝑋2𝑡 contain 𝑘1 𝑎𝑛𝑑 𝑘2 regressors respectively, 𝛽11, 𝛽12 are optimal 
equal weights attached to each individual forecast. The corresponding forecasts are expressed as: 
𝑓1𝑡 =  𝑋′1𝑡?̂?11                                                                      (2.32) 
𝑓2𝑡 =  𝑋′1𝑡?̂?11 +  𝑋′2𝑡?̂?22                                                  (2.33) 
The null hypothesis can be expressed as: 
𝐻0: 𝑓1𝑡 encompasses 𝑓2𝑡 model 2 has 𝑘2 redundant variables, then population forecasts 𝑓1𝑡 = 𝑓2𝑡. 
𝐻1 ∶ 𝑓1𝑡 does not encompasses 𝑓2𝑡, then the forecasts 𝑓1𝑡 ≠ 𝑓2𝑡. All these tests are only valid under 
assumptions of normality and conditionally homoscedastic forecast errors given(ℎ > 1). 
Similarly, this can be represented more simply following Clements and Harvey (2009) who 
developed Diebold and Mariano (2005) as follows: 
𝑌𝑡+ℎ −  ?̂?𝑡+ℎ,   𝑖 =  𝛽0 +  ∑ 𝛽𝑗
𝑁
𝑗 ≠𝑖
?̂?𝑡+ℎ,   𝑗                                       (2.34) 
where 𝑌𝑡+ℎ is the vector of actual values over the forecast period and ?̂?𝑡+ℎ,   𝑖 is the vector of 
forecast values over the same period for forecast,𝑖. A test for whether forecast, 𝑖, contains all the 
information of the other forecasts may be performed by testing whether 𝛽𝑗 = 0 ∀(𝑗 ≠ 𝑖). The null 
hypothesis is defined as: 
𝐻0: 𝛽𝑗 = 0 ∀(𝑗 ≠ 𝑖) given that 𝑗 ≠ 𝑖, 𝑓1𝑡 encompasses 𝑓2𝑡, then 
𝐻1: 𝛽𝑗 > 0 ∀(𝑗 ≠ 𝑖), non-negative weights are assigned so it is a right sided test or one-tailed test 
and 𝑓1𝑡 does not encompasses 𝑓2𝑡, then the forecasts 𝑓1𝑡 ≠ 𝑓2𝑡, if the difference between the true 
values and the forecasted values from forecast 𝑖 is not related to the forecasts from all other 
models, then forecast 𝑖 can be used individually and it encompasses any individual forecast 
included in the combination. This could be interpreted such that the inclusion of the exogenous 
variable forecast does not improve forecast accuracy or minimize prediction errors. However, if 
the differences are a related to the other forecasts, then the latter forecast should be included in 
the forecast average. This suggests that the forecasts are not encompassed by a superset 
containing all the information and the inclusion of the exogenous variable model is valid, thus 
improving predictive accuracy and minimizing forecast errors. 
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2.4 DATA COLLECTION & SAMPLE FORECAST  
Twenty-eight years of quarterly data from 1988Q1 to 2015Q1 for Brent Crude Oil prices and UK 
Wholesale Gas prices. Brent crude oil prices to be measured in pounds/barrel (£/bbl) and to be 
sourced from IEA database. UK wholesale Gas prices to be determined by Over-the-counter (OTC) 
market prices which are the price at the National Balancing Point (NBP) denoted as £/btu (British 
Thermal Unit) to be sourced from DUKES. Twenty-eight years of quarterly data from January 
1988 to December 2015 for Actual Heating Degree Days and Heating Degree Day Deviation from 
Seasonal Norm to account for the exogenous variables to be sourced from DUKES and Eurostat 
Cronos. This give 109 observations for the estimation sample. 
For the forecasting exercise the conditional forecast is obtained from the in-sample forecasts 
where the dependent variable is predicted from non-random values of the independent variable 
These rather specific values of the independent variables (Brent oil price, HDD and HDDDEV)) 
are obtained from observed data.  The out-of-sample forecasts seven steps ahead (ℎ = 7) for the 
NBP gas price series is from 2015Q2 to 2016Q4. The actual price series for the independent 
variables oil price, Heating Degree Days and Heating Degree Day Deviation from Seasonal Norm 
have been generated from the E-Views software and are unconditional forecasts.  
SARIMA-MSE forecasts, however, generate in-sample forecasts, and training sample from 2013Q3 
to 2015Q1 are applied to produce forecast combination output for both the bivariate and 
exogenous variables model. This is also known as the ex-post forecast.  The training sample 
forecast (ex-post forecast) has 7 observations, while the out-of-sample (ex-ante) unconditional 
forecasts also have 7 sample forecasts. We then have a total of 116 sample observations for the 
entire forecast combination exercise. 
In the forecast combination approach, the goal is to combine forecasts from several models which 
should be superior to forecasts from a single model. However, the key to achieving this lies in 
constructing optimal combination weights. Employing the Box and Jenkins (1970) approach, the 
process starts by using data from the sample to estimate both the 3-model and 4-model forecast 
combination: the VAR levels, VAR with a trend, SARIMA and SARIMA with exogenous weather 
and seasonal variables. The fitted values from the dependent variables are then estimated. The 
predicted fitted values and actual values of the dependent variables are then used to construct 
the weights for the forecast combination model. Out-of-sample or ex-ante unconditional forecasts 
are then generated from all the individual models. Finally, the optimal weights are then used to 
combine the individual forecasts to produce the 3-model and 4-model forecast combination. Both 
models are then eventually tested for performance using the relevant forecast evaluation 
statistics and the test for encompassing to determine if the 4-model combination is more 
accurate.  
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Using recursive forecast combination techniques, the natural gas price can be predicted 
accurately up to 7-steps ahead by a combination of the predictive power of Brent oil price and 
exogenous seasonal and weather variables. In summary, the three main stages in forecasting with 
an ARIMA model begins with identification and specification of the model. Then the next step is 
to estimate the relevant models (both individual and combined forecasts). Finally, diagnostic 
checks by employing forecast evaluation and encompassing tests are employed to determine 
forecast accuracy. 
 
2.5 EMPIRICAL RESULTS 
This section is devoted to present the output from the sample data 1988Q1-2015Q2. The results 
are interpreted and analysed in the following sections. To establish stationarity of the linearly 
transformed data in real prices (oil and gas) Augmented Dicky Fuller (ADF) test is performed to 
the log-levels data for both bivariate and exogenous variables model. Once stationarity of the data 
has been established in the subsequent sections, results are presented and analysed following the 
VAR and VECM estimation. Furthermore, VAR levels and VAR trend forecasts are analysed and 
the VARMA and SARIMA results are also interpreted in the following sections. Finally, forecast 
combination outputs are presented and tested for encompassing for up to 7 steps ahead with 
optimal equal combination weights assigned for the out of sample forecasts. 
2.4.1 UNIT ROOT TEST 
A unit root test is performed on the price series of both endogenous and exogenous variables to 
determine their stationarity. Results (Table 2.1) for Model 1 indicate that we reject the null 
hypothesis that the 1st difference of the logarithmic transformed Natural Gas price series LNBP 
has a unit root. Therefore, we can conclude that the series is stationary at first difference or 
integrated of order 1; I (1).  
Similarly, for the crude oil price series we reject the null hypothesis that the series has a unit root. 
Results (Table 2.1) confirm stationarity at the 1st difference, integrated to order 1, I (1). 
The ADF unit root test results indicate that we reject the null hypothesis that both exogenous 
variables series have a unit root. When the test is applied to both exogenous variables, Heating 
Degree Days (HDD) and Heating Degree Days Deviation (HDDDEV) with an intercept, we find that 
we cannot reject the null hypothesis at levels. However, at first difference both exogenous 
variables have a p-value of 0.00 and we can reject the null hypothesis at all levels of significance 
indicating they are stationary. 
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Table 2.1: Unit Root Test Results 
Model Variable Test Levels-
logs 
 
t-stat  
(p-values) 
Lag 
length 
First difference 
Logs 
 t-stat  
(p-values) 
Lag length 
Model 1       
Levels VAR      NBP ADF 0.49 
 (0.99) 
2 -15.34 
 (0.00) 
1 
 Brent ADF -0.77 
 (0.82) 
4 -7.81  
(0.00) 
1 
VAR (trend & Intercept)     NBP 
 
Brent 
ADF 
 
ADF 
-2.02 
 (0.58) 
-2.38 
 (0.38) 
4 
 
4 
-15.56  
(0.00) 
-7.93 
 (0.00) 
1 
 
1 
Model 2       
Model with exogenous 
variables 
HDD 
 
HDDDEV 
ADF 
 
ADF 
-1.25  
(0.65) 
-2.82 
 (0.06) 
4 
 
4 
-17.41 
 (0.00) 
-13.16  
(0.00) 
1 
 
1 
Model with exogenous 
variable (trend &intercept) 
HDD 
 
HDDDEV 
ADF 
 
ADF 
-2.59  
(0.29) 
-4.18  
(0.02) 
4 
 
1 
17.33  
(0.00) 
-10.59  
(0.00) 
1 
 
1 
CV 1% 5% 10%    
(ADF & PP) 2.59 1.94 -1.61    
 
The model, when tested for unit roots with a trend and intercept, indicate that at levels we cannot 
reject the null hypothesis of nonstationarity for the HDD variable. However, the HDDDEV series 
is nonstationary only at significance levels of less than 2%. Finally, the ADF test for unit roots 
when performed on the model with a trend and intercept suggests that we can reject the null 
hypothesis of nonstationarity for both HDD and HDDDEV at all levels of significance. Thus, we can 
conclude that for the Model with exogenous variables, HDD and HDDDEV are stationary at first 
difference or integrated of order one, I (1). This provides a justification for setting up a VAR 
model. It is also important to recall that previously, both oil and gas price series were also found 
to be stationary at first difference, I (1) with and without a trend. 
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2.4.2 VAR MODELS & ESTIMATION 
Table2.2 Bivariate VAR Models Estimation Output  
Dependent variable LNBP Model  
VAR levels 
Model  
VAR with trend 
Explanatory variable 
Model 1 
Coefficient   
(t-stat) 
Coefficient  
(t-stat) 
LNBP(-1) 0.98 
[9.88]* 
0.93  
[9.56]* 
 
LNBP(-2) -0.19 
[-2.08]** 
-0.20 
[-2.25]** 
LBRENT(-1) 0.33 
[2.00]** 
0.41 
[2.51]** 
LBRENT(-2) 
 
C 
 
-0.10 
[-0.61] 
1.09 
[3.79]* 
 -0.34 
[-1.06] 
1.12 
[3.96]* 
 
Before reporting the VAR output from the estimation of all the models, it is imperative to perform 
a lag selection criteria test to determine the preferred lag length for the VAR process. The lag 
length selection criteria indicates that in Models 1a and 1b the preferred lag length is a VAR(4) 
with the SC and a VAR(7) with the LR, FPE, AIC & HQ. It turns out that further setting the lag length 
to a VAR(2) process produces the most parsimonious results from a lag exclusion test. However, 
applying similar lag length selection criteria for Model 2 the results show that SC and HQ indicate 
VAR(4) without a trend and only SC shows VAR(4) with a trend while LR, FPE, AIC indicate 
VAR(7) in both cases. The SC of VAR(4) is adopted for parsimony taking into consideration the 
lag exclusion test results. This solves the problem of having to include too many lags which may 
lead to a considerable loss in the degree of freedom and accuracy of VAR estimates. It may also 
solve another problem of including too many insignificant lagged variables. 
 
 
 
 
 
57 
 
 
Table 2.3: VAR Model Estimation Results Exogenous Variables Model 
Dependent variable LNBP Model VAR 
levels 
Model VAR  
with trend 
 
 
Explanatory variable 
Model 2 with Exogenous 
Variables 
Coefficient   
(t-stat) 
Coefficient  
(t-stat) 
 
LNBP(-1) 1.252479 
[ 13.3044]* 
1.21876  
[12.4793]* 
 
LNBP(-2) -0.964826 
 [-7.42245]* 
0.964231 
[-7.00955]* 
 
LNBP(-3) 1.076486 
 [ 9.33744]* 
1.038479 
[ 9.00782]* 
 
LNBP(-4) 
 
LBRENT(-1) 
 
LBRENT(-2) 
 
LBRENT(-3) 
 
LBRENT(-4) 
 
C 
 
LHDD 
 
LHDDDEV 
 
TREND 
-0.472392 
 [-5.67260]* 
0.339036 
[ 3.15739]* 
-0.0000467 
[-0.00028] 
-0.085285 
[-0.50175] 
 
 
-0.122179 
[-1.05047] 
-0.120885 
[-0.43300] 
 0.093630 
[ 3.34208]* 
-0.004303 
[-0.20202] 
 
 
-0.478370 
[-5.71846]* 
0.238360   
[1.94610]*** 
 0.017009 
 [ 0.10103] 
-0.105623 
[-0.62258] 
-0.025053 
[-0.20029] 
0.411403 
[ 0.99732] 
 0.113126 
[ 2.71146]* 
-0.266659 
[-2.61987]** 
-0.001675 
[-0.99678] 
 
*denotes statistical significance at 1% level of significance 
**denotes statistical significance at 5% level of significance 
***denotes statistical significance at 10% level of significance 
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The next step having selected the preferred lag length is to estimate the VAR from the two models. 
Previous studies in the literature unanimously agree that both price series are cointegrated 
suggesting evidence of a long-run relationship between them. This study draws the same 
conclusion from the results of the Long-run Cointegrating equations (using both the trace and 
maximum eigenvalues statistics from Johansen’s Cointegration test). VAR Granger causality and 
Block Exogeneity Wald Tests suggest that oil prices drive gas prices, also indicating that oil price 
is weakly exogenous in the relationship. 
Table 2.3 above shows the output from two VAR processes, with and without a trend for our two 
models. Starting with Model 1a and 1b, VAR estimation results show that with a preferred lag 
length of 2, only when oil price is lagged once does it have any statistical significance on the price 
of NBP gas. Results indicate that t – statistics value 2.00 and 2.51 of LBRENT (-1) for the model 
with and without the trend respectively, suggest the statistical significance of crude oil prices in 
determining NBP gas prices at 5% level of significance. As expected both lags of the VAR(2) for 
the lagged dependent gas prices are statistically significant both with and without a trend at 5% 
level of significance. These results are also consistent with those of the lagged dependent 
variables in both VAR estimations of Model 2, but in this case, both are statistically significant at 
1% level of significance. 
The VAR(4) exogenous variable model at levels indicate that oil price is statistically significant in 
determining gas prices with one lag at 1% level of significance. This is statistically more 
significant than when the VAR(4) exogenous model is re-estimated with the inclusion of a trend 
(it is only statistically significant at 10% level of significance). It appears the inclusion of seasonal 
variables HDD and HDDDEV have contributed in strengthening the significance of lagged 
dependent variables of gas price while weakening the significance of lagged oil prices. It is also 
interesting to note that HDD is statistically significant in determining gas prices in the model with 
or without a trend at 1% level of significance. HDDDEV is statistically significant at 5% level of 
significance only in the exogenous VAR model with a trend. Finally, it is worthy to note that all 
the lagged variables that are statistically significant possess the right numerical signs. However, 
both intercept and trend terms are not statistically significant. 
The next step is to estimate the unrestricted VECM to determine the short run dynamics with 
regards to the model. Following this, a restricted VECM model excluding oil price is re-estimated 
to determine if the inclusion of oil price is valid. It is important however to present and discuss 
the results from the long-run cointegrating equations and speed of adjustment coefficients (Table 
2.4). As highlighted earlier, the Johansen’s Cointegration test indicates the presence of at most 
two cointegration equation for all the models (1a, 1b, 2a and 2b). The cointegrating relationships 
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presented in table 2.4 are all linear and the normalised coefficient term 𝛽 measures the 
percentage change in NBP gas price due to a one percent change in Brent Crude oil price. Thus, 
the NBP gas price can be expressed in terms of the Brent crude oil price and a trend term (in this 
case the exogenous variables) where applicable to explain the long-run relationship between the 
variables. It can also be described as the degree of responsiveness of gas price due to a percentage 
change in oil price or the elasticity of gas price to oil price keeping all other variables constant.  
In Model 1a without exogenous variables, we find the sign of the β-Coefficient for LBRENT (-1) is 
also positive which indicates a positive relationship between the two variables, with the value of 
the β-Coefficient as 0.60. This implies that a 1% increase in the price of oil leads to 0.60 percent 
increase plus a constant of 4.25 in the price of gas after one-quarter, ceteris paribus. Likewise, 
when a trend is included in the model (Model 1b), results show that the value of the β-Coefficient 
remains unchanged and both are statistically significant at 1% level of significance. Results from 
Table 2.4 below suggest the presence of a Cointegrating relationship in all the estimated VAR 
Models (1a, 1b, 2a, 2b) with both price series moving together in the same direction over the long 
run. The β-Coefficient for the Exogenous Variable Models (2a and 2b) is 0.22, and again both do 
not change. This reflects a marked decrease from the VAR levels model most likely caused by the 
inclusion of the weather and seasonal variables. Hence it is expected that degree of 
responsiveness or elasticity of NBP price changes in relation to Brent oil price changes decreases 
by more than 30%, ceteris paribus.  
The key distinction between the models lies in the speed of adjustment coefficient 𝛼. The long-
run speed of adjustment of NBP and Brent price represented by the α vector, identified by the α 
coefficient which readjusts the NBP and Brent price series back to equilibrium after a price shock. 
If the 𝛼 coefficient is statistically significant it confirms the cointegrating relationship between 
NBP and Brent prices. This implies the cointegrating relationship can explain changes in the 
particular series and it also represents a test for exogeneity. 
Results from Table 2.4 indicate the 𝛼 coefficient of both price series to be at least statistically 
significant at 5% level in all variants of Model 1 and 2 with Brent price of Model 1a being the only 
exception. This implies that the inclusion of a time trend in Model 1b improves the model due to 
time variant factors in collaboration with changes in Brent price helping to bring NBP prices back 
to equilibrium at some point in the long run. This provides some evidence that Brent oil price is 
weakly exogenous in the model. 
Furthermore, this could imply that Brent oil price influences the NBP gas price through the 
cointegrating relationship and not vice-versa. It confirms the theory of Asche et al. (2006) that 
Brent oil price is determined in the international oil market thus making it exogenous with 
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respect to domestically determined NBP gas price. This is highlighted clearly by the doubling of 
the speed of adjustment coefficient moving across model 1a to1b from 4% to 8% while NBP prices 
long run speed of adjustment remains unchanged at 10% per quarter. 
Moving across to Model 2a and 2b results show the exogenous variables model have the same 
speed of adjustment across both price series; 13% and 9% for the NBP and Brent prices 
respectively. However, comparing the exogenous variables model with the bivariate model it is 
observed that the NBP prices return slightly faster to equilibrium than Brent prices. It appears 
the inclusion of HDD and HDDDEV (weather and seasonal variables) in models 2a and 2b provoke 
a quicker return to equilibrium prices for the NBP price series. In the next section, the VAR models 
are re-estimated by restricting it to incorporate only the significant cointegrating equation(s) in 
the system. 
Table2.4: Long run Cointegrating Equations 
 
 
Sample 
 
 
Model 
 
Long run Cointegrating 
Equations (Johansen’s) 
𝜷 𝑪𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕 
Speed of adjustment Coefficient α  
(Standard Errors) 
NBP               BRENT 
 
1988-2015 
 
1a 
 
NBP= 4.25 + 0.60 Brent 
                              
 
-0.10 
(0.03)** 
 
0.04 
(0.03) 
1988-2015 1b  
 
NBP= 3.39 + 0.60 Brent  -0.10 
(0.07)* 
0.08 
(0.13)* 
1988-2015 2a NBP= 9.52 + 0.22 Brent -0.13 
(0.04)** 
0.09 
(0.03)** 
1998-2015 2b  
 
NBP= 9.51 + 0.22 Brent -0.13 
(0.04)** 
0.09 
(0.03)** 
** denotes statistical significance at 1% level  
* denotes statistical significance at 5% level  
To examine the impact of oil price changes on short-run gas price movements, an Error Correction 
Model (ECM) is estimated from the cointegrating vector in each model. The hypothesis is that the 
NBP gas price is related to the Brent crude oil price through an error correction relation. 
Furthermore, another restriction on the Brent price vector is applied on Models 2a and 2b to 
determine if the imposition of a restriction on the price of oil is valid. 
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Table 2.5: VECM Model Estimation Results 
Dependent 
variable DLNBP 
Model 1a  
VAR 
levels 
Model 1b  
VAR  
with trend 
Model 2a 
Exogenous VAR 
levels 
         Model 2b  
         Exogenous 
         VAR with trend 
   
 
Explanatory 
variable 
 
Coefficient   
(SE) 
Coefficient  
(SE) 
Coefficient   
(SE) 
                   Coefficient   
                    (SE) 
 
DNBP(-1) -0.601220 
 (0.06837)* 
 
-0.604430 
 (0.06953)* 
 
-0.424710 
 (0.09971)* 
 
 -0.514862 
(0.10120) 
 
DBRENT(-1)  
 
0.299899 
(0.12837)** 
 
0.241890 
(0.13860)*** 
 
0.215585 
(0.11713)*** 
 
 0.215585  
(0.11713)* ** 
 
C 0.009294 
(0.01744) 
 
-0.033728 
(0.03566) 
 
-0.711448 
(0.28516) 
 
 -0.711448 
(0.28516) 
 
      
ECM(-1)  
 
 
HDD(-1)  
 
 
HDDDEV(-1)  
 
 
R2  
 
Adjusted R2 
 
Joint 
Significance F- 
statistic 
 
-0.099389 
(003350)* 
 
 
 
 
 
 
0.57 
0.55 
 
26.61* 
 
-0.102489 
(0.04152)** 
 
 
 
 
 
 
0.57 
0.54 
 
21.86* 
 
 
-0.127431 
(0.03651)* 
 
0.091429 
(0.04361)** 
-0.358747 
(0.09536)* 
 
0.70 
0.67 
 
19.77* 
 
 
 
 
 
 
 
 
 
 
-0.127431 
(0.03651)* 
 
0.091429 
(0.04361)** 
-0.358747 
(0.09536)* 
 
0.70 
0.67 
 
19.77* 
 
*denotes statistical significance at 1% level of significance 
**denotes statistical significance at 5% level of significance 
***denotes statistical significance at 10% level of significance 
2.4.3 VECTOR ERROR CORRECTION MODEL (VECM) 
From the previous section, it has been observed that Brent oil price series is weakly exogenous 
and has a long run cointegrating relationship with NBP gas prices. Furthermore, it has been 
shown that over time exogenous variables; HDD and HDDDEV (weather and seasonality) exert 
considerable influence in the speed of adjustment of NBP prices series returning to equilibrium 
after an oil price shock. Results from table 2.5 can be summarised below in VECM form: 
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Model 1a (Bivariate VAR Levels): 
∆ln NBPt = 0.01 - 0.60∆ln NBPt-1 + 0.30∆ln BRENTt-1 - 0.10ECMt-1 + εt              (2.35) 
Model 1b (Bivariate VAR Trend): 
∆ln NBPt = -0.03 - 0.60∆ln NBPt-1 + 0.24∆ln BRENTt-1 - 0.10ECMt-1 + εt            (2.36) 
Model 2a and 2b (Exogenous VAR Levels & Trend): 
∆ln NBPt = -0.71 - 0.43∆ln NBPt-1 + 0.22∆ln BRENTt-1 + BXt-l - 0.13ECMt-1 + εt          (2.37) 
It can be observed that because a trend is not included in the VECM exogenous model, then Models 
2a and 2b can be collapsed into a single VECM represented as equation 2.0. ∆ln NBPt is the 
differenced NBP gas price, ∆ln BRENTt is the differenced price of Brent and a lagged ECM term, 
ECMt-1, Xt vector includes variables which are thought to influence short-run NBP price 
movements such as heating degree days (HDD), heating degree days variation from seasonal 
norm usually over an average of 30 years (HDDDEV). 
All the lagged differenced NBP prices are statistically significant at 1% level of significance. 
Lagged differenced Brent oil prices are statistically significant across all models. Furthermore, 
both exogenous variables HDD and HDDDEV are statistically significant at 5% and 1% level of 
significance respectively. Moving from the bivariate to exogenous model, the results suggest that 
the short-run dynamics of NBP gas price is strongly influenced by exogenous variables; weather 
and seasonality. This is demonstrated by the decrease in the coefficient value of differenced 
lagged Brent price from 0.30 in Model 1a to 0.24 in 1b and 0.22 in 2a and 2b. The coefficient of 
the lagged ECM or speed of adjustment per quarter increases from 10% in Models 1a and 2a to 
13% per quarter in Model 2a and 2b. This implies short-run changes in NBP price are relatively 
more stable in the bivariate model than the exogenous model. Though this could also be 
attributed to the increased importation of LNG gas from the Middle East, Africa and Asia coupled 
with increased inflow of Continental gas from Mainland Europe through the interconnector 
pipelines. 
Equations (2.35), (2.36) and (2.37) indicate a positive relationship between the differenced price 
series of oil and gas indicating a positive dynamic short-run relationship between both series. 
Increases in lagged HDD also suggest an increase in change of gas prices which is to be expected. 
As the demand for heating increases during the year, changes in gas prices respond positively. 
The lagged deviation from seasonal norm HDDDEV (-1) has a negative relationship with short 
run changes in gas price. This conforms to the apriori expectation that greater anomalies in 
weather changes due to longer winters or shorter summers, induce inverse changes in gas prices. 
Both exogenous variables were found to be statistically significant. 
The test for joint significance of the models indicates that the inclusion of the exogenous 
variables: weather and seasonality decreased the F- statistic value moving across from the 
bivariate to the exogenous variable model. This was further highlighted by imposing a restriction 
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on Brent oil prices in the exogenous variable model. The results show that at 5% level of 
significance we reject the null hypothesis that the imposition of a restriction on differenced Brent 
price is valid. This demonstrates that in the short run dynamics the interplay or combination of 
changes in Brent price and exogenous variables greatly influence changes in NBP gas prices. This 
is reflected by the increase in the value of the lagged ECM by 3% moving from Model 1(a and b) 
to model 2(a and b). For model 1a and 1b the coefficient on the equilibrium errors estimated at   
-0.10 are similar to results from Brown and Yucel (2008), who estimate -0.08 for their longer 
sample model using monthly data (1994-1996).  
Furthermore, the results from model 2a and 2b are similar to estimated coefficients of the error 
correction term in Harvey et al. (2006), although they use monthly price series spanning 15 years 
(1990-2006). They estimated the speed of adjustments as 19% and 17% respectively with and 
without exogenous variables while finding lagged natural gas prices to be significant. Perhaps a 
pertinent point to note is that only recently, changes in oil prices have gained greater significance 
in determining short run dynamic changes in NBP gas prices. 
An out of sample forecast for gas prices employing the model is made for 7 quarters ahead 
beginning from the end of the sample estimate to next seven quarters. The range of the forecast 
is from Q2-2015 to Q4-2016. A summary of the forecast evaluation statistics is provided in the 
forecast evaluation section. 
2.4.4 FORECAST EVALUATION 
It worth considering that all prices are in real rather than nominal terms. The prices are 
transformed to real prices with the base year 2010. This will improve forecast accuracy and 
minimise errors from exchange rate fluctuations (Baumeister and Kilian, 2012). However, this 
study will also make use of the following forecast evaluation statistics RMSE (Root Mean Squared 
Error), MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage Error), and the Theil 
Inequality Coefficient. These statistics all provide a measure of the distance of the true from the 
forecasted values and determine how minimised are the forecasting error or loss function for 
each model. 
Table 2.6 indicates that we have relatively large values of the RMSE (Root Mean Squared Error), 
MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage Error), and the Theil Inequality 
Coefficient. The distance from the actual to the predicted values is quite high due to the 
forecasting errors. One way of improving the forecast is to include Moving Average (MA) errors 
into the dynamic AR equation. Because both price series are already integrated a VARIMA model 
can be estimated to produce more accurate forecasts as the forecast errors would be streamlined. 
Results from table 2.6 indicate that the VARIMA forecasts are more accurate and have minimised 
the prediction errors. RMSE and MAE have decreased by more than 90% to 0.54 and 0.42 
respectively. In similar fashion MAPE and Theil have decreased by about 97% and 93% 
64 
 
respectively. In other words, forecast accuracy has increased almost ten times over. The bias 
proportion of 0.06 is very low compared to the variance and covariance proportion. 
Conventionally all three ratios should add up to 1. 
Table 2.6: Forecast Evaluation Table 
VAR Model Forecast (levels and trend) Bivariate and Exogenous Variables Model 
Model  Variable RMSE MAE MAPE  Theil  
VAR Levels (1a) LNBP 5.07 5.01 162.66 0.44  
VAR with trend (1b) LNBP 5.15 5.11 178.38 0.45  
VARMA (1c) 
Bias Proportion 
Variance Proportion 
Covariance Proportion 
LNBP 
0.06 
0.65 
0.29 
0.54 0.42 5.43 0.03  
VAR Levels with exogenous 
variables (2a) 
LNBP 5.12 5.08 
 
173.76 0.45  
VAR Trend with Exogenous 
Variables (2b) 
LNBP 5.10 5.09 
 
173.77 
 
0.45  
 
A good forecast model minimises the prediction errors and is reflected by very low bias 
proportion and high variance and covariance proportion as much of the errors are captured by 
the last two. This indicates that the VARIMA model has done quite well in predicting gas prices 
and minimising the loss function. However, when moving across from the bivariate VAR model 
forecast to the exogenous variable model, forecast results indicate no significant improvement in 
the distance from the actual to predicted values. The forecast evaluation statistics remain more 
or less equal. It is also expected that the inclusion of MA errors would significantly lower the 
magnitude of the forecasting/prediction errors thereby improving forecast accuracy. Root Mean 
Squared Error & Mean Absolute Error forecast error statistics depend on the scale of the 
dependent variable. These should be used as relative measures to compare forecasts for the same 
series of different models; the smaller the error, the better the forecasting ability of that model 
according to that criterion. The remaining two statistics are scale invariant. The Theil inequality 
coefficient always lies between zero and one, where zero indicates a perfect fit. 
2.4.5 SARIMA MODEL OUTPUT 
Bivariate Model 
The SARIMA model performed significantly better and was able to fit the predicted values 
accurately close to the actual values, forecasting 7 steps ahead with the differencing selection of 
KPSS at 5% level until the null hypothesis can no longer be rejected. The selected Model criteria 
is set to AIC (Akaike Information Criterion) to determine the number of ARMA terms that will 
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achieve most accurate forecast of gas prices. The exogenous variables employed are LBRENT (Oil 
prices) and Seasonal dummy variables to act as a proxy for seasonality. 
The results show that 36 SARIMA models were estimated and each and every one of the 36 was 
a perfect fit. The AIC value of 3.40 indicates best possible forecast is achieved with differenced AR 
at a maximum of (2,2) lags and SAR at a maximum of (1,1) lag respectively. Each of the 36 SARIMA 
models registered the same cyclical patterns pretty well. Similarly, when the in-sample forecast 
evaluation technique of the Mean Square Error (MSE) Evaluation was employed, a slightly better 
fit of the estimate was achieved with differenced AR at a maximum of AR (1,0) and at maximum 
SAR (1,0) lags respectively. The lower number of lags in the MSE model make it the preferred 
SARIMA forecast model. This is clearly exhibited by the fewer iterations 5 compared to 125 the 
AIC model required to achieve convergence. 
 
Exogenous Variable Model 
The SARIMA forecast output for the exogenous variable model was also performed 7 steps ahead. 
The results are very similar to that of the bivariate model forecasting 7 steps ahead with the 
differencing selection of KPSS at 5% level. The exogenous variables employed were LBRENT (Oil 
prices), LHDD1(Heating degree days) and LHDDDEV1(Deviation from the seasonal norm). The 
preferred AIC setting of maximum AR(2,2) and SAR(1,1) achieved the most accurate forecast of 
NBP gas prices. However, when the MSE in-sample forecast was employed convergence was 
achieved after a maximum of AR(2,0) SAR(1,1). Once more convergence was achieved at lower 
lag lengths in the MSE forecast and it was adopted as the preferred forecast method. The 
predicted pattern of the MSE model did not deviate away from the actual values and were a 
perfect fit in each of the 36 SARIMA models due to the inclusion of the exogenous variables 
(weather and seasonality). Comparing the Exogenous Variable forecast to the Bivariate model 
forecast as shown in Table 2.7 it is immediately observed that there is an improvement in forecast 
accuracy when exogenous variables are included in the model. There is a slight increase in all the 
forecast evaluation statistics RMSE (Root Mean Squared Error), MAE (Mean Absolute Error), 
MAPE (Mean Absolute Percentage Error), and the Theil Inequality Coefficient moving from Model 
1 to 2. 
However, the SARIMA forecasting technique appears to be more accurate than the VAR forecast 
for both models. For example, the Theil Inequality coefficient drops significantly from between 
0.44 and 0.45 in the VAR forecast to between 0.01 and 0.02 in the SARIMA Forecast. To enhance 
the appropriateness of employing the SARIMA technique the F-statistics of 25.77 and 25.80 for 
Models 1 and 2 respectively indicate statistical significance at 1% level of significance and the 
model is a good fit. 
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Table 2.7: Forecast Evaluation of SARIMA MSE Forecasts for Models 1 & 2 
Model  Forecast 
Name 
RMSE MAE MAPE  Theil h 
Bivariate (1) SARILNBP_F01 
 
0.21 0.18 
 
1.93 
 
0.01 
 
7 
Exogenous 
Variables (2) 
LNBP0_SAREXOMSE 
 
0.28 
 
0.26 
 
2.76 
 
0.02 
 
7 
 
Forecast Combination Test 
As highlighted previously forecast combination or averaging is a technique developed to draw 
from the advantages of individual forecasting techniques to produce an average of all the 
forecasts. Weights are attached to individual forecasts after taking into consideration the forecast 
evaluation and model selection techniques. Several studies suggest that forecast combination is 
a more accurate forecasting technique than when employing the best individual forecasts as 
highlighted by studies from Clemens (1989), Makridakis and Hibon (2000), Timmermann (2006) 
amongst others. This study proposes methods which employ constant weights through time: 
simple mean, mean square error, Approximate Bayesian model averaging, least squares, 
smoothed AIC and mean square error ranks. Each method, of course, possess their merits and 
problems but on the average, they appear to enhance prediction accuracy whilst minimising loss 
functions. The trimmed mean and simple median methods have time-varying weights and the 
major problem with the combination method seems to be allocating appropriate weights to each 
method. This problem is mitigated in this study by assigning equal optimal combination weights 
in the trimmed mean and simple median forecasts while the MSE weights are raised to the power 
of 1 ( 𝜅 = 1). 
Table2.8: Forecast Combination Testing/Evaluation 
Bivariate 3 – Model Forecast Combination seven steps ahead (h =7)  
Model  
Bivariate (1) 
Forecast 
Name 
RMSE MAE MAPE  Theil F-stat 
VAR Levels LNBP 
 
0.00 0.00 
 
0.00 
 
0.00 
 
NA 
VAR Trend 
 
SARIMA 
 
 
LNBP_F_TREND 
 
SARILNBP_F01 
Simple Mean 
Simple Median 
MSE Ranks 
0.20 
 
0.38 
0.01 
0.03 
0.01 
0.17 
 
0.29 
0.01 
0.02 
0.08 
1.84 
 
3.13 
0.88 
0.16 
0.88 
0.01 
 
0.02 
0.01 
0.00 
0.01 
0.42 
 
5.03** 
 
 Least Squares 
MSE 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
 
*  Statistically significant at 1% level of significance 
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**  Statistically significant at 5% level of significance 
*** Statistically significant at 10% level of significance 
 
A test of this hypothesis can be conducted by performing a regression of the model: 
𝑌𝑡+ℎ −  ?̂?𝑡+ℎ,   𝑖 =  𝛽0 + ∑ 𝛽𝑗
𝑁
𝑗 ≠𝑖
?̂?𝑡+ℎ,   𝑗 
where 𝑌𝑡+ℎ is the vector of actual values over the forecast period and  ?̂?𝑡+ℎ,   𝑖 is the vector of 
forecast values over the same period for forecast 𝑖. A test for whether forecast 𝑖. contains all the 
information of the other forecasts may be performed by testing whether 𝛽𝑗 = 0 ∀(𝑗 ≠ 𝑖); if the 
difference between the true values and the forecasted values from forecast 𝑖 is not related to the 
forecasts from all other models, then forecast 𝑖 can be used individually. If the differences are 
affected by the other forecasts, then the latter forecasts should be included in the formation of a 
composite forecast. 
Results from Table 2.5 show out of sample forecast results up to seven steps ahead(ℎ = 7)  and  
indicate that we strongly reject the null hypothesis for the VAR trend forecast but we cannot reject 
the null hypothesis at 10% level of significance for the SARIMA model forecast. However, the VAR 
levels forecast result is unavailable possibly due to insufficient information. The least squares and 
MSE methods could also not be calculated with only 2 forecasts available. More forecasts would 
have to be included to get the values for the two methods. The results also indicate that the Simple 
mean method only just outperformed the MSE Ranks method as the best combination method in 
every evaluation criteria.  
The bivariate 3 – Model forecast combination is then extended to an exogenous variable 4 – Model 
forecast combination by the inclusion of exogenous variables; weather and seasonality. Evidence 
from the results of the combination and encompassing test of table 1.9 indicate that we strongly 
reject the null hypothesis that the exogenous variable SARIMA model forecast is encompassed by 
any of the individual forecasts of the bivariate model at every level of statistical significance. We 
can then infer that the included exogenous variables forecast is not encompassed by any of the 
bivariate VAR levels, VAR trend and SARIMA forecasts. Furthermore, the inclusion of the forecast 
improves the forecast accuracy of the combination.  
In comparison to the 3 – Model forecast combination, the 4 – model forecast combination rejects 
the presence of a superset or individual forecast containing all the relevant information for 
predicting gas prices. Table 2.9 also reports the out of sample forecast results up to seven steps 
(quarters) ahead (ℎ = 7) by assigning equal combination weights for the simple median and 
trimmed mean forecasts.  The MSE weights are raised to the power of 1 (𝜅 = 1).  
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Table2.9: Forecast Combination Testing/Evaluation 
Exogenous Variables 4 – Model Forecast Combination seven steps ahead (h =7) 
Model  
  
Forecast Name RMSE MAE MAPE  Theil F-stat 
VAR Levels LNBP 
  
0.17 0.16 
  
1.74 
  
0.01 
  
3.62 
VAR Trend 
  
Bivariate SARIMA 
  
Exogenous SARIMA 
  
  
  
LNBP_F_TREND 
  
SARILNBP_F01 
  
LNBP0_SAREXOMSE 
Simple Mean 
Simple Median 
MSE Ranks 
0.29 
  
0.21 
  
0.28 
0.08 
0.09 
0.07 
0.25 
  
0.18 
  
0.26 
0.07 
0.08 
0.07 
2.66 
  
1.92 
  
2.76 
0.76 
0.83 
0.75 
0.02 
  
0.01 
  
0.02 
0.01 
0.01 
0.01 
1.44 
  
3.14 
  
3.07 
 
  Least Squares 
MSE 
NA 
0.07 
NA 
0.07 
NA 
0.75 
NA 
0.01 
  
 
We infer from the reported results above that the exogenous variable 4 – model combination 
performs very well. The RMSE value of the MSE forecast of 0.07 suggests forecast accuracy gains 
over the 3-model combination. The bivariate SARIMA forecast in itself shows gains in forecast 
accuracy as the RMSE from the MSE forecast drops from 0.38 to 0.21 (45% gains in accuracy). 
The exogenous SARIMA forecast has a RMSE from the MSE forecast of 0.28 which is quite low and 
a Theil coefficient of 0.02. It can also be observed that the MSE and MSE Ranks outperform all 
other forecast methods while the least squares forecast is unavailable due to insufficient 
information. Overall results from tables 1.8 and 1.9 suggest that the 4 – model exogenous variable 
model is not encompassed by the bivariate 3 – model forecast combination but also considerably 
improves forecast accuracy by minimising forecast errors across the model. Furthermore, this 
implies that in accurately predicting gas prices the combination of oil prices and exogenous only.  
 
2.4.6 EMPIRICAL FINDINGS: POLICY IMPLICATIONS 
Results from the estimated VAR models indicate the presence of at least one cointegrating vector 
between the two energy price series. Furthermore, the results show that oil price is weakly 
exogenous and drives changes in the price of gas. UK gas price therefore remains oil linked. It can 
be concluded that gas price does not move independently of international crude oil price over 
longer periods. The deviations of gas prices from this long run equilibrium however, are much 
slower in the exogenous variables model. Findings also suggest that a price shock in the oil market 
sparks a 3% increase in the adjustment speed per quarter of the exogenous variable model over 
the bivariate model.  
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This implies that in the short run, the bivariate model better explains the price link between the 
oil and gas markets. However, it is important to note that in the short run, the liquidity of the gas 
spot market helps to ensure security of energy supply. Over the longer-term, oil price shocks are 
likely to pose a major challenge in terms of securing energy supply. The highly liquid and 
transparent virtual trading hubs make it easier to manage the impact of oil price shocks on the 
gas market over the short to medium term. However, increasing gas to gas competition, upsurge 
in the demand for gas to generate power (CCGT), growing LNG demand from China and the Far 
East, may cause tightening of the LNG market.  
Over the longer term any gains from the relative stability of the gas spot market may be 
overshadowed by the increasing LNG imports. Therefore, the need to stabilise prices and ensure 
security of energy supply will probably see gas price remain oil linked for the foreseeable future. 
Forecast combination results from this study provide further evidence of this. Forecast 
combination results from the 4- model variable exogenous variable model can accurately predict 
gas prices up to 7-steps ahead. They show that international oil price has predictive power over 
gas price. 
In terms of the current UK energy and climate change policies, forecast combination results 
suggest that greater investment and commitment is required to meet up with reduction of carbon 
emission targets. Furthermore, several studies argue that the European oil and gas markets are 
integrated, forecast results from this study also indicate that oil and gas prices will continue to be 
linked for several more years. The government will need to place more emphasis on promoting 
the use of renewable energy and energy saving stock and appliances to meet up with climate 
change obligations. 
2.5 CONCLUSION 
To determine the co-movement of oil and gas price series we first perform a unit root test. This 
is to ensure stationarity of both price series and ensure we avoid the problem of spurious 
regression. Results from both the Philips-Peron and ADF unit root tests that both price series are 
stationary at first difference or are integrated of order 1(1) across all the models. We then 
proceed to estimate the VAR models. Results from table 2.2 and table 2.3 both indicate that oil 
price is statistically significant in determining gas prices. In the exogenous variables model after 
the inclusion of the seasonal effects strengthened the statistical significance of the lagged 
depending variable in determining current gas price.  
Additionally, employing Johansen’s Cointegration test, we establish a long run relationship 
between both price series. Granger causality and Wald exogeneity test result strongly suggest 
that oil prices are weakly exogenous and are responsible for driving gas prices. This is a key 
conclusion we can draw from the study. This indicates that domestic gas prices are still linked to 
movements in global oil price and shocks. We find more evidence of this by examining the VECM 
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model with and without the exogenous variables. A 1 percent increase in the price of Brent oil 
increases gas price by 6 percent in Model 1b. When exogenous variables are included the VECM 
estimates indicate the response of gas price to changes in oil price is much slower. 1 percent 
increase in oil price now increases gas price by 0.22 percent. However, the VECM results show 
that generally when there is an oil price shock, the speed of adjustment per quarter increases 
from 10 percent to 13 percent moving from the bivariate model to the exogenous models. Here 
we can conclude that short run changes in gas price are relatively more stable in the bivariate 
model than the exogenous model. This could be explained by the increased inflow of continental 
gas from Europe and LNG imports from other regions. 
Finally, results from the forecast combination testing and evaluation indicate that the 4-model 
exogenous variable model is not encompassed by the bivariate 3-model forecast combination. 
Forecast accuracy is overall improved as there are gains in forecasting accuracy and minimum 
forecast errors. This implies that we can rely on the predictive power and accuracy of the 4-model 
exogenous variable model to accurately predict gas prices up to 7 steps ahead. Furthermore, we 
can conclude that the inclusion of exogenous variables: weather and seasonality help improve 
forecast accuracy of the forecast combination model employed offering gains in predictive 
accuracy over the bivariate model with oil prices only.  
This study will prove useful to energy firms operating in the gas market to be able to anticipate 
gas price movements in relation to changes in oil prices. It will also be useful to the government 
in shaping energy and climate change policies by giving accurate prediction of gas price up to 7 
steps ahead. The study also contributes to academic literature in the field of energy economics 
and economic forecasting.  
The focus of this study is centred around decisions in the supply and demand side of the UK 
natural gas market and how the need for securing energy supply and mitigating climate change 
can influence these decisions. In this chapter it has been established that the natural gas price in 
the wholesale market is driven by a combination of international oil prices and exogenous 
weather and seasonal factors. Retail prices are also determined by wholesale prices, suppliers’ 
margins and tax imposed by government on wholesalers. 
 Furthermore, it will also be important to study the residential demand for natural gas. The UK 
household gas demand is determined by retail prices, price of electricity, household income, and 
several other dwelling, tenure, income group and household characteristics. Domestic gas 
demand is estimated in the next chapter using data from the UK LCF. It is important to note 
however, that the retail price suspected to be endogenous, and is instrumented by the wholesale 
price and the tax on wholesale price. Employing an IV Tobit Model, the natural gas demand for 
UK households is then estimated as accurately as possible and the impact of UK energy and 
climate change policy is also examined. 
71 
 
There is however, further scope for improving the study and investigate the possible effects of a 
one term structural or economic shock like Brexit and predictive power of oil on gas. Another 
area for improvement would be the study of how present government energy and climate change 
policies affect the ability to accurately predict gas price. 
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APPENDIX A 
To have a clearer picture of the relationship between oil and gas prices in the UK, Figure A1 
presented below shows the movement between both price series over the sample period. Post 
liberalisation of the gas market, both prices seem to decouple between 1988 and 2000. Just after 
the opening of the interconnector in 1998, both prices seemed to move together, with shocks in 
the oil market driving gas price volatility.  
 
    Source: IEA database 2016 
 
Source: IEA Database 2016 
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Table A1: Preliminary Descriptive statistics for NBP gas and Brent oil price 
Variable 
 
Obs Mean Std. dev. Min Max Skewness Kurtosis 
NBP gas price 109 55.03 52.38 7.78 187.34 1.13 -0.14 
Brent oil price 109 32.32 30.26 5.62 103.83 1.18 -0.04 
Correlation 
Coefficient 
  
0.894 
    
Pearson’s 
Correlation 
  
0.894 
    
log NBP gas price 109 1.55 0.41 0.891 2.273 0.32 -1.13 
Log Brent oil price 109 1.34 0.38 0.750 2.016 0.46 -1.18 
Correlation 
Coefficient 
  
0.852 
    
Pearson’s 
Correlation 
  
0.852 
    
         
 
From Table A1, the correlation coefficient and Pearson’s product moment correlation returns of 
0.894 for the two untransformed price series indicates strong positive relationship between 
them. When NBP gas and Brent oil series are log transformed both correlation returns are still 
indicative of a strong and positive relationship at over 85% in the strength of their linear 
relationship.  
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Chapter 3  
 
3 MEASURING RESIDENTIAL GAS DEMAND  
 
3.1 INTRODUCTION 
BACKGROUND TO STUDY AND STATEMENT OF PROBLEM 
The United Kingdom has been a net importer of energy and gas since 2004. This has 
unsurprisingly led to growing concerns about security of energy supply amongst energy experts 
in the industry and government. According to the latest publication from DUKES, 2016, though 
domestic year on year natural gas production increased 7.6 percent from 2014 to 2015, domestic 
production barely exceeds a third of peak production in 2000. On average, this is a decrease of 8 
percent from the peak year of 2000. Even though net imports of natural gas decreased by 5.1 
percent from 2014 to 2015, imports of LNG grew by more than 20 percent over the same period 
with imports from Norway leading the way. Total natural gas demand (including colliery 
methane) increased overall by 2.2 percent in 2015 (793TWh) driven by domestic/household 
consumption up 5.1 percent from 2014.  
Quite clearly the UK is set to continue to be a net importer of energy and gas for the near future. 
This is mainly due to a recent increase in the household demand for natural gas, declining 
domestic gas production and increase in imported LNG. Almost a third of all natural gas consumed 
in the UK is consumed by the domestic/household sector. It has become imperative for the UK to 
be able to estimate as accurately as possible, the nature and size of natural gas demand most 
especially by households. 
Another concern for the government is the growing challenge of ensuring affordable energy while 
meeting reduced carbon emission targets. The Department of Energy & Climate Change (DECC) 
is the government agency charged with overseeing the implementation of policies geared 
towards the achievement of reduced energy costs to household and businesses through 
incentives that promote energy efficiency and security of supply. Such policies include the Green 
Deal, Carbon Emissions & Reduction Targets (CERT), Renewable Heat Incentives (RHI), 
Renewables Obligation (RO), Feed in Tariffs (FIT’s) amongst others.  
This study attempts to add to a growing number of literature in the field of estimating 
residential/household demand for gas. The study utilizes cross-sectional microdata from about 
5,000 anonymous households across all regions of the UK taken from the UK Expenditure and 
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Food Survey (LCF/EFS) 2013-20165. It is the aim of this paper to construct household natural gas 
demand models that most suitably fit the data rather than superimposing the model to the data. 
Another objective is to observe patterns of consumer behaviour across different income groups 
and family dwelling characteristics in response to price changes. The impact of government 
energy efficiency and climate change policies are also investigated to determine their relevance 
in shaping the consumer behaviour across different income groups. This could be useful in terms 
of future policy formulation.  
A study by DECC, 2016 indicates that volatility of the fossil fuels market has led to rising energy 
prices in the UK despite the deregulation of the UK electricity and natural gas markets. This has a 
huge impact on firms and households as their degree of responsiveness to price change has 
increased. This meant that average demand for natural gas across UK households has responded 
more negatively (more than 30%) to price increases (more than 100%) over the last decade.  
Figure 8: Mean domestic gas consumption per household and prices over time, 2005-2014 
 
Furthermore, the report suggests that factors other than sharp price increases are responsible 
for the downturn in demand. Over the same period, households have replaced appliances with 
more energy efficient stock. Other key factors include investment in insulated cavity walls and 
lofts driven by government funded policies to increase energy efficiency of housing stock. 
                                                          
5 Sourced online from UKDS (UK Data Service): 
https://beta.ukdataservice.ac.uk/datacatalogue/studies/study?id=7047&type=Data%20catalogue 
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Substitution and income effects, types of dwelling (purpose built flat, detached houses, etc), home 
ownership, size of house and household, income level, type of heating equipment used in dwelling 
and exogenous weather conditions also determine to a large extent the level of demand for 
natural gas. The study, however, reports a price elasticity of gas of -0.1 that implies on average, a 
10 percent increase in price will decrease demand by 1 percent, ceteris paribus. It also suggests 
that about 40 percent of the decline in domestic gas demand can be traced to price effect.  
Figure 9: Average household gas demand per household by income group, 2005-2014 
 
Source: DECC, 2016 (https://assets.publishing.service.gov.uk/...data/.../Annex_D_Gas_price_elasticities.pdf) 
Price elasticities can be short-run or long-run in nature. Short-run elasticities reflect consumer 
behaviour in response to price changes over a shorter period. This period is short enough for 
consumers to change consumption patterns without having to invest in appliances or stock that 
require long term investments. When consumers make economic choices that require such long-
term investments or sunk costs, then these decisions are captured by long-run elasticities.  
As expected, households in higher income groups respond much differently from lower income 
groups. Over the past decade studies from DECC, 2016 show that lower income groups respond 
much more to price changes due to their inability to switch or change their appliances or housing 
stock to more energy efficient ones. They may also have limited options in heating their homes. 
Many, such as the fuel poor may already be consuming a large proportion of their income on 
energy bills making them more responsive to price changes. 
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 This study will attempt to model the household demand for natural gas in the UK. The study also 
intends to employ a parametric approach to estimate household natural gas demand, measure 
the price response and consequences of current energy and climate change policies on different 
income groups and household characteristics. 
3.1.1 MOTIVATION 
Few studies in UK energy demand studies focus on the modelling and estimation of household 
natural gas demand. Apart from frequently updated statistical publications from the Digest of UK 
Energy Statistics DUKES and studies by Nilsen et al (2005), Blundell, Chen & Kristensen (2007), 
Meier and Rehdanz (2010) and Serletis et al (2011) who use microdata from the UK FES, the 
author is unaware of any other works. This study therefore intends to fill the gap in UK household 
natural gas demand modelling. As discussed earlier, the UK remains a net importer of energy, 
with increasing LNG imports and rising prices, this is bound to have an impact on domestic 
natural gas demand. It is therefore important for the relevant organisations in the public and 
private sector to have reliable estimates of household natural gas demand. This study is 
motivated by the pressing security of energy supply concerns and climate change. The study 
attempts to provide a parametric model capable of delivering plausible estimates of domestic 
natural gas demand.  
The government requires accurate natural gas demand estimates to evaluate the success of its 
current energy and climate change policies. Plausible demand estimates enable the government 
to determine if the policies are effective in curbing fossil fuel demand; while encouraging 
renewable energy use and the application of energy saving techniques. The government is then 
able to take proactive steps in securing energy supply, such as expansion of LNG receiving and 
storage capacities. Findings from this study could also provide useful empirical evidence for the 
government to reopen the debate on potential investment in fracking and shale gas. 
For regulatory authorities such as OFGEM, it is imperative to regularly monitor and assess the 
nature of competition and pricing in the gas market. This is to prevent the abuse of market power 
by the big energy firms and to protect the consumer from indiscriminate pricing. The gas demand 
model developed in this study could prove a useful tool for regulatory authorities in evaluating 
market performance. Network grid operators such as the National grid also require reliable 
natural gas demand estimates to make decisions on how to efficiently transport gas across the 
network. This will ensure market liquidity and price stability. 
 Furthermore, the big energy firms can also utilise findings from this study to identify consumer 
preferences and tastes in relation to their specific household characteristics. Reliable demand 
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estimates can indicate the nature of fuel switching/substitution among households across 
different income, family size, dwelling type and other demographics. It can also aid the firms in 
making critical investment and supply decisions peculiar to the relevant household 
demographics. Pricing may also be readjusted according to the prevailing consumer tastes and 
preferences to maximise profits. 
Finally, for the consumer, findings from the study could help explain consumer behaviour across 
different household characteristics such as income, dwelling type, household size, age of 
reference household respondent, number of children and retirees, heating equipment, income 
group, etc. The study can also provide valuable empirical evidence on the impact of government 
energy and climate change policies (Green Deal and RHI) on domestic household gas 
consumption patterns. 
3.1.2 UK ENERGY AND CLIMATE CHANGE POLICY 
This section is devoted to explaining the major energy and climate change policies devised to 
discourage fossil fuel demand and mitigate climate change. Despite the deliberate shift away from 
coal fired power generation to the cleaner and more efficient gas-powered plants, natural gas still 
emits significant amounts of carbon into the atmosphere. This has sparked a renewed drive by 
government to stem the growing environmental problem of gas consumption in the UK. As a 
result, policies such as The Green Deal, Renewable Heat Incentive (RHI), Feed in Tariffs (FIT’s), 
Warm Home Discount (WHD) amongst others have been formulated to promote the generation 
of renewable energy, increase energy efficiency and reduce over reliance on gas.  
DECC (2016) studied estimated impacts of energy and climate change policies on energy prices 
and bills and discovered that among the EU15, UK households pay the lowest gas price. To ensure 
energy affordability and sustainability of renewable energy solutions, it is imperative for the 
government to design and implement policies that will attract much needed investment in the 
green energy market. The global green energy market is worth around £3.3 trillion and with 
potential for further growth. The policies are also geared towards providing support for the fuel 
poor and households most vulnerable to volatility in energy prices.  
The policies have already turned in some remarkable results. Findings (DECC, 2016; OFGEM, 
2016) already show that the introduction of the WHD rebate have decreased average household 
energy bills by around 9% or £112. Consequently, household gas demand has fallen 20% since 
2005, while electricity consumption has decreased 11% over the same period. Furthermore, the 
results indicate that energy efficiency policies such as solid walls, cavity insulations and lofts have 
been able to deliver significant savings on energy cost, between £25 to £270 or more per 
installation annually. Projections reveal that by 2030, households on average will save about 
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£107 or 13% on gas bills due to the implementation of policies despite the expected increase in 
energy prices. However, energy savings come at a cost. Energy and climate change policies on 
average currently increase gas prices by 5%. This figure is projected to diminish to zero by 2030 
and is expected to be achieved through Building Regulations, Products Policy, Smart Meters and 
the Green Deal. 
Green Deal and Energy Company Obligation (ECO) 
Most energy and climate change policies are targeted at the big energy suppliers and industries 
to encourage investment in the green energy market and to meet climate change obligations. The 
obligations include a commitment to keep global warming within a 2°C rise in temperature and 
carbon value of £70/tCO2 by 2030 (real 2009 prices). Some of these policies include; better billing, 
Carbon Emissions Reduction Target (CERT), CERT Extensions, Climate Change Agreement (CCA), 
Climate Change Levy (CCL), Community Energy Saving Programme (CESP), Energy Market 
Reform (EMR), EU Emissions Trading System (EU ETS) and Carbon Price Floor (CPF), Warm 
Home Discount Scheme (WHD), etc. However, for the purpose of this study we will have an 
overview of the relevant policies that directly impact the consumer. 
The Green Deal is the most significant policy relevant to households in the UK. According to DECC 
(2016), the UK has some of the oldest and energy inefficient buildings in Europe. Around 25% of 
carbon emissions in the UK come from residential energy use. The green deal policy aims to 
revolutionise energy efficiency in Britain by giving homes access to energy improvement 
measures leading to reduced energy spending, improved energy efficiency and access to the green 
energy market.  
The Green Deal will modernise UK buildings to improve energy efficiency and reduce energy bills. 
The policy is designed to encourage private firms to provide households, communities and 
businesses with energy saving installations such as new boilers, cavity and insulation walls, lofts, 
smart meters, etc. Simply, private firms shoulder the cost of these energy saving improvements 
at no upfront cost to the beneficiary. The investing firm is able to recoup its expenditures from 
the energy bills of the consumer. This way, consumers make energy savings on bills and reduce 
demand, while firms are able to recover their expenses in instalments. Beneficiaries of the policy 
are enrolled by showing expected energy savings are at least equal to or exceed the cost of 
measure.  Beneficiaries then have energy saving measures installed by an accredited installer. 
The policy is also designed to be sustainable as beneficiaries pass on the bill to new occupiers of 
the building. The burden of energy bills ends with occupancy, thus making it quite flexible for the 
beneficiary and the Green Deal provider. 
86 
 
Additionally, because not all households will be able to achieve savings in energy due to certain 
demographic or dwelling characteristics, the Energy Company Obligation (ECO) was introduced. 
ECO requires energy companies to provide improvements in energy efficiency to categories of 
households that have very low incomes, suffer from fuel poverty or have difficulty in improving 
energy saving installations. Here, the difficulty could be associated with cavity and wall 
insulations that are hard or expensive to improve. 
The Green deal is important to households, firms and government.  Households can upgrade their 
homes to deliver significant energy savings in costs. Energy efficiency could also be improved 
coupled with the potential to make economic gains in the green energy market. For private 
investors, there is an opportunity to make a good return on investment over the medium to long 
term. For the government there is the reduction of greenhouse emissions enabling it to meet its 
Climate change objectives. For Britain, there is a boost to energy supply and a reduction on the 
over reliance of energy imports. Moreover, there is creation of jobs and value-added services in 
energy savings installations.  Opportunities for increased tax revenue can also be exploited 
Renewable Heat Incentive (RHI) 
The Domestic Renewable Heat Incentive (RHI) opened for onboarding in April 2014. The 
initiative is targeted at eligible households who install renewable heating technologies in their 
homes. The most common renewable heating technologies are generated from biomass, air 
source heat pump, ground source heat pump and solar thermal. 
The RHI is funded by the imposition of direct taxes on suppliers of fossil fuels. Findings from 
OFGEM Domestic RHI Quarterly Report (2016) show that a total of 26,596 legacy accreditations 
were made since the inception of the scheme. Another 21, 886 new accreditations have been 
made since the launch of the scheme. Legacy accreditations are installations that were launched 
at the inception of the RHI scheme on15 July 2009 and 9 April 2014 when the Domestic RHI was 
launched. Applications for the Legacy applications closed in April 2015. New accreditations are 
applications for new installations that came onboard on or after 9 April 2014.  
Furthermore, the report shows payments made to biomass installations were the highest at 
£53.7m. This was followed by ground source heat pumps and air source heat pumps at £23.9m 
and £15.8m respectively. Solar thermal installations generated the least payments at £2.6m. Air 
source heat pumps were the most frequently installed technology type among the new 
accreditations totalling 9,222. The report captures the newly eligible accredited Registered Social 
Landlords (RSLs) which have grown since the removal of the Green Deal requirements and the 
closure of the legacy application window. A total of 11,535 accreditations of RSLs were made, 
59% of which are legacy applications. Payments made to accredited RSLs amount to over £4.36 
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million so far. Finally, the report indicates that the Domestic RHI has generated over 859,000 
MWh of renewable heat since its inception. It is therefore estimated that the scheme could save 
over 3.3 MT of CO2 over its entire lifetime.  
Warm Home Discount Scheme 
The scheme was launched in 2011 with the objective of targeting low income and vulnerable 
households by helping to reduce energy bills and making energy affordable. It also aims at 
keeping them warm especially during peak demand or very cold winters. The scheme was initially 
scheduled to run until March 2015 but is now set to continue until 2021. The energy suppliers 
bear the financial burden of the scheme, covering eligible pensioners and vulnerable households 
at the risk of fuel poverty. Eligible households and vulnerable families who apply are eligible to 
receive up to £140 in rebates from energy suppliers (DECC, 2016). In the first four years of the 
scheme, energy suppliers provided over £1.1 billion in rebates to eligible households. Also, the 
number of participating energy suppliers in the scheme has nearly doubled from “the big six’’ in 
the first two years to at least eleven suppliers in 2016. Finally, studies from DECC, 2016; OFGEM 
2016, show that the energy bill rebates work more effectively when combined with other policies 
that target the fuel poor such as the ECO. 
Smart Metering 
The availability of real time consumer information on their energy demand patterns and trends 
will assist in reducing consumption, cutting energy bills and mitigating climate change. Access to 
this information can be retrieved by installing smart meters. Deployment of smart meters which 
began in 2014 is expected to drive the development of a smart grid system. The system will 
improve network efficiency, security of supply and responsiveness. Consumers will be protected, 
and energy suppliers will be responsible for the installation of equipment. The investment by 
energy firms is expected to yield dividends of about £6.7 billion over the next 18 years (DECC, 
2016).   
3.2 LITERATURE REVIEW 
There is growing interest and literature in the subject of estimating Natural gas demand. In recent 
years, a lot has been written in countries such as the United States, Turkey, Iran, South Korea just 
to mention a few. However, as far as the author is aware there have been few attempts made at 
estimating household natural gas demand in the UK. There exists, however, government 
publications of statistics and projections of natural gas wholesale prices and household 
consumption through the Digest of UK Energy Statistics (DUKES, 2016). It is therefore one of the 
main objectives of this study to not only fill the gap in estimating UK Household natural gas 
demand but to also review existing literature in the field from different countries and regions, 
point out areas of agreement and disagreement between writers, summarise their findings, raise 
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criticism where relevant and to estimate the consequences of government subsidy policies on the 
different demographics and income groups most especially the low income groups.  
The existing literature in the field of Natural gas demand can be further classified into theoretical 
and empirical literature. The former provides a review into the how the theory of demand shapes 
the theoretical framework of natural gas demand, which is the demand for an energy commodity. 
The literature is quite clear, however, that natural gas like most energy commodities is demanded 
by households not for direct consumption but for its domestic use in space heating and cooking 
in most cases. The empirical literature, on the other hand, provides us with sufficient empirical 
studies conducted in several countries where natural gas is a key component of 
residential/household energy requirements.  Section 3.2.1 reviews the theoretical literature, 
section 3.2.2 reviews the empirical literature and section 3.2.3 presents a summary of the 
methods and findings from the relevant literature.  
3.2.1 THEORETICAL REVIEW OF LITERATURE 
The basic premise of the theory of consumer demand is that given a certain level of income the 
consumer would not only always prefer more of his preferred bundle of goods to less but would 
also choose the preferred bundle over all other bundles that his budget can afford. This very 
simple but general principle forms the core of the theory of consumer demand. Varian (1982) 
argues that empirical demand analysis struggles to address three key issues raised by the 
behavioural theory of consumer demand. The three key issues or conditions that must be satisfied 
are; consistency, recoverability and extrapolation. The demand analysis should be consistent 
with the theory of utility maximisation (given a fixed level of income the consumer aims to 
maximise his utility from the consumption of his preferred bundle of goods). It should also be 
recoverable such that given the data from observed consumer behaviour, preferences can be 
recovered. Varian further argues that forecasts of other price configurations can thus be 
extrapolated from observed consumer behaviour.  
It is at this point that economic theory does not indicate what type of functional form the revealed 
preference of the observed consumer behaviour should adopt. However, several studies both in 
the past and present employed the parametric approach to the demand function and at the same 
time attempt to fit the function to the data. Consequently, the studies can then test for consistency 
and recoverability. Furthermore, the estimated demand functions can then be used to make 
predictions about other price configurations over several horizons. Welfare implications from 
such estimated demand models are also calculated using deadweight loss estimates from the 
consumer surplus analysis. 
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Erdogdu (2010) suggests that there are three major approaches to energy demand modelling. 
The first approach is the reduced form model which is a linear double-log model in which the 
demand for energy is assumed to be a strictly linear objective function of price and real income. 
The structural model is based on the premise that energy is not demanded as a primary 
commodity, but rather it is consumed for the services it provides in its entire value chain and 
similarly in its industrial and residential use. The structural model models energy demand as an 
indirect objective function of its disaggregated energy price and real income component (see 
Nordhaus and Goldstein, 1977; Pindyck, 1979). Though the structural model is more widely used 
and has certain advantages over the reduced model, the latter is certainly more parsimonious as 
the former usually requires many explanatory variables to be adequately specified. 
 A third approach to energy demand modelling is the end-use approach which was one of the 
earliest forms of energy modelling. First proposed by Chateau and Lapillonne (1978), it takes into 
consideration the total amount of energy consumed at each sector of the economy from the 
production of primary energy at source including the output and technical transformations from 
one stage to the other until the end of the value chain with the residential/household consumer. 
This approach is still widely used in energy balance studies. Other examples include MAED 
developed by the IAEA, EFOM-12 C Mark I developed by the European Commission in 1984, 
MARKAL and MARKAL MACRO.  
Some other key approaches to energy demand modelling are the; input-output approach 
(Bhattacharyya and Timilsina, 2009), where the transformation of an input from one industry to 
output in another industry is captured until the production of the final good and is very useful in 
estimation of direct and indirect demand for energy. The econometric modelling approach 
establishes a relationship between dependent and independent variables based on some 
econometric theory to determine the nature and magnitude of the relationship between the 
demand for energy and the variables causing changes in energy demand. This estimated 
relationship is based on historical data and can be used to make forecast/projections of energy 
demand into the future. Finally, the irreversibility and price decomposition model originally 
developed by Wolffram (1971), where it was initially assumed that price elasticity of energy 
demand was downward sticky and more flexible upwards. The model was further developed to 
introduce a three-way price decomposition to track the changes in demand in response to price 
fluctuations below and above historical means and maximums (Erdogdu, 2010). 
However, most authors including Varian (1982), A. Yatchew and J. A. No (2001), Newey and 
Powell (2003) and Darolles, Florens, and Renault (2006), Blundell, Chen & Kristensen (2007), 
Blundell, Horowitz, and Parey (2012) amongst others highlight the potential problems with 
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estimating parametric demand functions. Because the parameters of the parametric demand 
function are not directly observable and testable, then the parameter estimates are likely to be 
biased and inconsistent. As such adopting such parametric forms of estimation may ultimately 
give rise to misleading parameter estimates. Conclusions drawn from such form of estimation 
would be more than likely be pinned on the hope that the parameter estimates are unbiased and 
consistent, or the sample size should be extremely large as to minimise standard errors.  
Notwithstanding these problems, the parametric demand function is quite simple to estimate. 
Usually taking a linear form with both the dependent (demand) and independent (price and 
income) variables in logs, the parameter estimates can easily be interpreted as constant price and 
income elasticities. This is seen in several studies which highlight the Engel curve relationship 
between increasing household budgets and expanding commodity demand paths. It is this 
homothetic nature of the consumer behaviour that has motivated several translog models 
proposed by Deaton and Muellbauer (1980), which historically follow from earlier works based 
on the Engel curves by Working–Leser (Working (1943), Leser (1963)).  
Similarly, recent studies by Erdogdu (2010) in Turkey, modify the constant elasticity model but 
sill employ parametric methods by adopting the Autoregressive Distributive Lag (ARDL) and 
Johansen’s Maximum Likelihood Models (JML) to avoid the problems of the parametric 
estimation methods highlighted earlier. Furthermore, the large sample size required to improve 
the efficiency of parameter estimates results in the use of a large span of data which could lead to 
problems. For example, the data not being able to capture severe changes to the economy with 
the regards to the demand for energy commodities over the period. Moreover, problems 
associated with the stationarity of data led to the adoption of the ARDL and JML parametric 
methods. Similarly, Ahmadian, Chitnis and Hunt (2007), apply a structural time series model to 
capture the welfare effects of gasoline pricing policy in Iran by applying parametric methods of 
adding a time trend to a stochastic time series model to capture the impact of technological 
progress in estimating the demand for gasoline over time. 
In an attempt to estimate household natural gas demand in the UK and consequent welfare 
implications of government tax policy across various demographics with regards to income 
groups and size of family household, this study would employ a parametric approach. This would 
be based on Engel Curves shape restrictions of the demand function with homothetic properties 
in expanding household budget expenditures and revealed preferences of consumer behaviour 
as proposed by Afriat–Varian across different income demographics coupled with the impact of 
the substitutability choices of consumers to switch to electric energy. 
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3.2.2 EMPIRICAL REVIEW OF LITERATURE 
As the literature on energy demand grew, there was a noticeable shift away from the standard 
parametric linear constant elasticity model to the nonparametric and semiparametric approach 
to estimating energy demand function. As highlighted in the previous section, the lack of specific 
guidance on the nature of the energy demand function by economic theory has provided a huge 
incentive for several studies to adopt nonparametric and semiparametric estimation methods.  
Varian (1982) proposed that for demand analysis to satisfy the testing of restrictions on the form 
of Engel Curves and expenditure constraints such as separability, consistency and homotheticity, 
the nonparametric approach provides the most suitable method for estimating as close as 
possible the estimated parameters from the true demand function. Furthermore, he argues that 
the nonparametric approach does not assume any specific functional form of the demand function 
and allows the data to speak for itself. Rather than fit the data to the function he proposes the 
reverse, to let the data determine the functional form of the demand analysis. Thus, using 
nonparametric methods in demand estimation, it is possible to test the data for consistency with 
the utility maximisation revealed preference of the consumer behaviour theory, that is, the 
General Axiom of Revealed Preference (GARP, first proposed by Afriat but further developed by 
Varian).  
Furthermore, the revealed preference is recoverable, and the data can be used for extrapolation 
that is most likely to yield more accurate forecasts than parametric estimates. By implication, this 
means that nonparametric estimates can be used over a longer span of data and could be able to 
capture severe changes in the structure of aggregate demand in the economy. A good example of 
this is the data used by Varian (1982), using US aggregate consumption post-WWII data, over a 
span of thirty-two years, of nine categories of consumer goods including oil and gasoline. He 
maintains that the data which is consistent with the revealed preference of the utility 
maximisation theory and with sufficient variation in price data, the nonparametric estimates are 
more accurate than standard or conventional parametric estimates. The estimated 
nonparametric approach also tends to be able to construct a nicely behaved utility maximising 
function to fit the data.  
Blundell, Chen & Kristensen (2007) in their study do note some limitations of the nonparametric 
LS Estimator in identifying the economically meaningful “structural” Engel curve relationship. 
They argue that assuming exogenous total expenditure which most studies suggest would be 
suited to using the kernel estimates, but that may lead to unrecoverability of the Engel curve thus 
making it difficult to identify the monotonic behaviour of increasing total expenditure or revealed 
preferences. They also attempt to endogenise total expenditure and to maintain a nice Engel 
curve by adopting a semi-nonparametric IV estimation technique. They further maintain that the 
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use of an IV sieve estimator rather than an OLS sieve estimator enables not only the 
endogenisation of total income expenditure but also captures the wide variation along consumer 
expansion paths of different income demographics. They also insist that under endogeneity 
conditions of total expenditure, the semi-nonparametric IV estimator is a more suitable 
alternative than Control Function (CF) approaches and kernel-based methods. The crux of their 
argument lies in the notion that the sieve IV estimator method of Newey and Powell (2003) and 
Ai and Chen (2003) is easier to use numerically and can achieve much faster convergence rates 
simultaneously with both nonparametric and parametric parameters specified in the model. They 
apply the semi-nonparametric sieve IV estimator to UK FES data and find that by endogenising 
total expenditure they can generate more plausible estimates for the various family and income 
demographics than kernel-based methods or LS methods of estimation. Though, they warn of a 
possible drawback of this approach. If the sieve IV estimator is mistaken for a parametric 2SLS 
regression, then it is highly likely that the parameter estimates would have a small variance with 
a large bias that would lead to larger MSE values than the IV estimator. 
In contrast to the use of the semi-nonparametric sieve IV estimator, Blundell, Horowitz, and Parey 
(2012) attempt to measure the welfare consequence of price changes on data for gasoline 
demand in the US and Canada, by employing semiparametric kernel methods. They impose 
Slutsky restriction conditions on the demand curve to study consumer responses to price changes 
across different income groups to mitigate against sometimes implausible and strange parameter 
estimates of nonparametric regression. They also avoid the use of the parametric constant 
elasticity model due to possible misspecification and spurious regression and opt for the more 
flexible partially linear semiparametric model. They can compute the welfare consequences of a 
tax imposition by measuring the DWL from the estimated demand function. Results from the DWL 
estimates indicate a substantial difference in DWL estimates across arising from the variation in 
price changes across the various price and income groups. They conclude that price responses do 
not increase with income and there is strong evidence to suggest the median income household 
group respond greater than higher and lower income groups.  
Yatchew and No (2001) conduct a study using data from Canadian Family Household Expenditure 
Survey and follow on from earlier studies done in the US by Hausman and Newey (1995, 1998), 
then Schmalensee and Stoker (1999). Both previous studies were conducted with data from 
Household surveys in the US. Findings from their studies indicate that modelling gasoline demand 
with demographic effects leads to substantial differences in price response while estimating 
nonparametrically gives more plausible estimates of welfare consequences of tax changes. They 
also consider the price of gasoline to be endogenous and perform a test of endogeneity while also 
considering whether the grade or type of gasoline influences the estimation results. Employing 
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IV estimation, they conclude that the price variable is exogenous and did not find the grade or 
type of gasoline to be significant in determining the demand for gasoline. 
Despite strong evidence in support of semiparametric regression over parametric regression in 
terms of flexibility, it can still be argued that parametric models are still the simplest and can 
prove to be quite robust compared to kernel estimates. Several other studies have estimated the 
price and income elasticities employing the constant elasticity model arriving at highly plausible 
elasticities. Meier and Rehdanz (2010) employ UK household-level panel data and obtain 
plausible estimates of between −0.34 to −0.56 as price elasticity of gas. They estimate the 
response of household heating expenditures to changes in socio-economic, weather, housing and 
heating conditions. Rehdanz (2007) obtains slightly higher but equally plausible responses to 
price changes when using similar household-level panel data from Germany. Also see Maddala et 
al. (1978), Metcalf and Hassett (1999) report similarly plausible findings from earlier studies. 
In this chapter the study will employ the Tobit model which allows a limited dependent variable 
to be estimated while avoiding the problems faced by OLS when it comes to truncated or censored 
data. Many studies in labour supply and demand, expenditure studies, consumption and demand 
estimation face the problem of unreported observations. These observations may be unobserved 
because they cannot be directly observed from the data set. For example, when using the Living 
Costs and Food/ Expenditure and Food Survey (LCF/EFS) survey data, we may find that we 
cannot observe the demand for gas directly. However, we can observe the expenditure on gas and 
then subsequently derive the demand from the gas expenditure ratio with the average gas price. 
The problem in most cases is that many households do not spend on gas but other forms of energy 
such as electricity for heating and lighting. The data set is now filled with a lot of zeros or the 
observations cluster around a limit and the OLS would not be a good linear predictor as the 
regression line would be discontinuous at the limit (Tobin, 1958). 
The problem can be overcome by a combination of the probit and multiple regression was 
developed by Tobin, hence later called the Tobit model. The model also mitigates against loss of 
information which would be the case should the OLS be employed rather than the tobit two-step 
estimator which is also a maximum likelihood estimator. The OLS parameter estimates when 
used to estimate data with such peculiarities would be biased and inconsistent (McDonald and 
Moffit, 1980; Greene, 2012).  
The aim of this study is to estimate gas consumption of the UK household sector by employing 
parametric methods most suited to UK microdata. Also, as highlighted by Blundell, Horowitz, and 
Parey (2012), the application of kernel methods to nonparametric methods may still result in 
highly inaccurate estimates due to curse of dimensionality. Therefore, it is important to permit 
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some flexibility in the model and sanction an unrestricted approach to methods that simplify the 
constant elasticity model. One problem that may likely arise is that of price mismeasurement. 
This would lead to some bias in the estimator. The log price of gas is instrumented by the log of 
wholesale gas price and their taxes to avoid this problem. Another way to avoid the problem is to 
restrict estimation to areas where mismeasurement is highly unlikely or to focus on a 
homogenous group. To also account for inflation all prices are taken in real terms using the Price 
Index for 2010 as the base year. 
Another problem that would be encountered is that of missing data or truncated data. Simply 
because the data indicates some households would have zero consumption or expenditure on gas. 
The sample would have to be censored to avoid overlooking some of the households from the 
sample and which could lead to biased estimates. A third problem is that due to the varying or 
diverse income groups it is highly likely that the problem of heteroscedasticity may arise. To 
mitigate against this problem robust standard errors or pseudo maximum likelihood estimators 
would be employed. 
Price variations and response across various family, income and housing demographics would 
also be taken into consideration, especially low-income households. Finally, the substitution 
effect of price changes is to be captured in the model by examining the response of different 
income demographics to variations in electricity prices.  
Table 3.1: Selected Summary of Household gas price elasticity estimates  
Study Area Sample  
 
Elasticity Methodology 
Nilsen et al (2005)  
 
UK 1960-2002 −0.10(SR) 
−0.17(LR) 
Shrinkage estimator  
 
Serletis et al (2011)  
 
UK 1980-2006  
 
−0.28  
 
Static Translog Model – NQ 
Flexible Functional form 
Meier and Rehdanz 
(2010) 
UK 1991–2005 −0.34 to −0.56 Household level Panel data 
regression 
Rehdanz (2007) Germany 1998-2003 −0.63 to −0.44 Household level Panel data 
regression 
Alberini et al (2011) US 1997-2007 −0.56 to −0.69 
0.65 
Household level Static FE 
GMM 
Nilsen et al (2005) EU 1960 - 2002 −0.25(SR) 
−0.97 to −1.5(LR) 
 
Maddala et al. (1997) US 1970–1990 0.24 to −1.36 State Level Panel data 
regression 
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3.2.3 MOTIVATION 
There exist very little studies in the field of UK energy demand studies focusing on the modelling 
and estimation of household natural gas demand. Besides frequently updated statistical 
publications from DUKES/DECC and studies by Blundell, Chen & Kristensen (2007); Meier and 
Rehdanz (2010) who use microdata from the UK FES, the author is unaware of any other works. 
This study, therefore, intends to fill the gap in UK HH natural gas demand modelling. As discussed 
earlier, the UK remains a net importer of energy, and rising LNG imports and prices are bound to 
have an impact on domestic natural gas demand. It is, therefore, important for the relevant 
organisations in the public and private sector to have reliable estimates of HH natural gas 
demand. This study is motivated by the pressing security of energy supply concerns and attempts 
to provide a robust parametric model capable of delivering plausible estimates of domestic 
natural gas demand.  
The government, regulatory institutions such as OFGEM and network operators such as the 
National Grid require accurate estimates of natural gas demand to make future projections about 
the adequate provision of infrastructure for receiving and storing LNG and other imported 
natural gas from continental Europe. In terms of monitoring and assessing market 
competitiveness and regulation, reliable natural gas demand estimates are desirable. Another 
important justification for this study is the estimated consequence from the implementation of 
government climate change and energy efficiency policy on household natural gas consumption. 
Some of the policies targeting pensioners and low-income groups for rebates such as the Warm 
Home Discount are driven by the energy suppliers. This would enable the government to trace 
the impact of such policies on social welfare. It could assist the government in analysing the cost 
and benefit of such a policy and the resultant effect on different demographics of households and 
income groups. For regulatory bodies, it may also provide relevant findings on how consumers 
easily substitute and switch between natural gas and electricity.  
With the inevitable exit of the UK from the EU, Brexit poses serious challenges to the proposed 
European Energy Market Integration. Findings from this study could enable natural gas demand 
projections or forecasts that could help shape any future market integration plans, enable the UK 
to improve or renegotiate existing energy trade deals with its major source of imports like 
Norway. A good estimate of domestic natural gas demand could also shape future government 
policies on providing incentives to increase domestic production of natural gas, especially from 
the North-Sea. It could also reopen the debate of potential fracking and exploration of Shale gas 
to shore up domestic production.  
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Furthermore, with regards to renewable energy commitment and objectives, plausible natural 
gas demand estimates could potentially speed up the green energy and Feed-in tariff policies 
aimed at reducing the consumption of fossil fuels such as natural gas, to meet up with GHG 
emission targets. For the big energy firms, reliable estimates would go a long way in shaping 
natural gas generation, supply and distribution decisions. Pricing may be adjusted and priorities 
in terms of contract lengths and ease of switching between suppliers and fuel types could be 
restructured in a bid to stay competitive and meet consumer preferences. Finally, for the energy 
suppliers and consumer, findings from this study could help explain consumer behaviour, 
preferences and welfare consequences across different demographics of income and family size. 
Also, how they respond to price variations in natural gas and electricity.   
3.3 METHODOLOGY 
This section provides a detailed explanation of the chosen methods to be employed in this study 
while providing the justification for the use of such methods. The next section provides the key 
steps in the proposed methodology.  
3.3.1 KEY STEPS IN METHODOLOGY 
The study proposes a parametric approach in estimating a demand function developed from 
economic theory. The steps proposed are as follows: 
• Specify the relevant linear parametric regression model. 
• Estimate the constant elasticity (parametric) model of household demand for natural gas 
with the relevant regressor variables (price of natural gas, family/household income and 
price of other substitute(s)). 
• Estimate the cross-price elasticity of the natural gas demand function in response to 
changes in the price of substitutes (electricity), to determine the nature and degree of fuel 
switching across family and income demographics. 
• Estimate the response of household demand behaviour due to changes in seasonality, 
different dwelling categories and tenure type characteristics. 
• Estimate household responses to price changes due to the implementation of 
government energy and climate change policy. 
• Compare the price response across the different income demographics from the 
estimates of the models above. 
• Perform model adequacy and robust checks 
3.3.2 SPECIFICATION OF THE PARAMETRIC NATURAL GAS DEMAND MODEL (LOG-LIN DEMAND 
MODEL) 
We begin with the basic utility maximisation theory of consumer behaviour. Following Weyman-
Jones (1986), we assume that a household seeking to maximise its utility given its budgetary 
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constraints consumes two bundles of goods which comprise of energy (𝑄𝑒) and non-energy 
goods (𝑄𝑛𝑒) with utility function (𝑈1) expressed as: 
𝑈1 =  𝑈1(𝑄𝑒 , 𝑄𝑛𝑒)    (1) 
The utility maximising household is constrained by the following total expenditure (Y) 
restriction: 
𝑌 =  𝑃𝑒𝑄𝑒 + 𝑃𝑛𝑒𝑄𝑛𝑒     (2) 
Where 𝑌 = income of the HH  
𝑃𝑒 = price of energy  
𝑃𝑛𝑒 = price of non-energy goods  
𝑄𝑒 = quantity of energy goods & 𝑄𝑒 = quantity of non-energy goods 
By optimising equation (1) s.t the constraint in equation (2) we get the demand of both bundles 
of goods as a function of their respective prices and total income of the HH: 
𝑄𝑒
∗ =  𝑄𝑒
∗(𝑃𝑒 , 𝑃𝑛𝑒, 𝑌)     (3) 
𝑄𝑛𝑒
∗ =  𝑄𝑛𝑒
∗ (𝑃𝑒, 𝑃𝑛𝑒, 𝑌)    (4) 
Where 𝑄𝑒
∗ = quantity demanded for energy goods & 𝑄𝑛𝑒
∗  = quantity demanded for non-energy 
goods. HH income is then allocated to expenditure on energy and non-energy goods. Allocation of 
the expenditure on energy goods 𝑌𝑒 is expressed as: 
𝑌𝑒 =  𝑃𝑒𝑄𝑒
∗      (5) 
𝑌𝑒 comprises of HH expenditure on Natural gas, electricity, petroleum products and coal. 
However, in this study we shall reclassify the HH expenditure into expenditure on natural gas, 
electricity and other energy goods. The Total Utility function of energy goods for the HH can now 
be rewritten and expressed as a function of the reclassified energy groups: 
𝑈2 =  𝑈2(𝑄𝑔, 𝑄𝑒𝑙 , 𝑄𝑜𝑒)    (6) 
Where 𝑄𝑔 = quantity of consumption of natural gas, 𝑄𝑒𝑙  = quantity consumed of electricity and 
is 𝑄𝑜𝑒 = quantity consumed of other energy goods by each HH. The restriction imposed on the 𝑈2 
function is: 
𝑌𝑒 =  𝑃𝑔𝑄𝑔 + 𝑃𝑒𝑙𝑄𝑒𝑙 +   𝑃𝑜𝑒𝑄𝑜𝑒    (7) 
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Where 𝑃𝑔 = price of natural gas, 𝑃𝑒𝑙  = price of electricity, 𝑃𝑜𝑒 = price of other energy goods. Note 
here that the group price and quantity of electricity is separated from other energy goods because 
we would like to estimate the cross-price elasticity of demand between HH demand for natural 
gas and price changes in electricity. Electricity is a substitute for natural gas in providing 
residential energy. The cross-price elasticity can be a measure of the degree of substitution 
between gas and electricity or ease of fuel switching in UK HH’s. Optimizing the total utility 
function of energy consumption in equation (6) above and imposing the constraint of the HH 
allocated expenditure on energy in equation (7) yields the energy demand functions: 
𝑄𝑔
∗ =  𝑄𝑔
∗ (𝑃𝑔, 𝑃𝑒𝑙 , 𝑃𝑜𝑒 , 𝑌𝑒)   (8)  
𝑄𝑒𝑙
∗ =  𝑄𝑒𝑙
∗ (𝑃𝑔, 𝑃𝑒𝑙 , 𝑃𝑜𝑒 , 𝑌𝑒)   (9)  
𝑄𝑜𝑒
∗ =  𝑄𝑜𝑒
∗ (𝑃𝑔, 𝑃𝑒𝑙 , 𝑃𝑜𝑒 , 𝑌𝑒)   (10) 
The Utility function is then assumed to be a well behaved  
𝑈1 = (𝑄𝑒
𝛼1 , 𝑄𝑛𝑒
𝛼2)    (11)  
𝑈2 = 𝑒𝑥𝑝(𝑄𝑔
𝛾1 , 𝑄𝑒𝑙
𝛾2 , 𝑄𝑜𝑒
𝛾3)   (12)  
The HH natural gas demand function is shown to be: 
𝑄𝑔
∗ = 𝑓(𝑃𝑔
𝜃1𝑃𝑜𝑖𝑙
𝜃2𝑃𝑒𝑙
𝜃3𝑃𝑐𝑜𝑎𝑙
𝜃4 𝑦𝜃5𝑒𝑛𝜃6)  (13) 
The price elasticity of gas demand is a function of its price set: 𝜃1 = 𝑓(𝑃𝑔), and if we assume 𝜃1 =
 𝜂0 +  𝜂1 ln (𝑃𝑔), then substituting for  𝜃1 into equation (13): 
𝑄𝑔
∗ = 𝑓(𝑃𝑔
𝜂0+ 𝜂1 ln(𝑃𝑔)𝑃𝑜𝑖𝑙
𝜃2𝑃𝑒𝑙
𝜃3𝑃𝑐𝑜𝑎𝑙
𝜃4 𝑦𝜃5𝑒𝑛𝜃6)  (14) 
Performing a logarithmic transformation of equation (14), the HH natural gas demand function 
can be rewritten as a log-linear parametric model: 
𝑙𝑛𝑄𝑔
∗ =  𝜃0 +  𝜂0𝑙𝑛𝑃𝑔 + 𝜂1𝑙𝑛𝑃𝑔
2 +  𝜃2𝑙𝑛𝑃𝑜𝑖𝑙 + 𝜃3𝑙𝑛𝑃𝑒𝑙 + 𝜃4𝑙𝑛𝑃𝑐𝑜𝑎𝑙 + 𝜃5 𝑙𝑛(𝑦) + 𝜇          (15) 
Where 𝜇 = error term and 𝜇 ≈ NIID (0, 𝜎𝜇
2), 𝑄𝑔
∗ = 𝐻𝐻 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑔𝑎𝑠 𝑑𝑒𝑚𝑎𝑛𝑑, 𝜂0 = price elasticity 
of linear gas price (𝑃𝑔), 𝜂1 = price elasticity of quadratic gas price ( 𝑃𝑔
2), 𝑃𝑔 = price of gas, 𝑃𝑜𝑖𝑙  = 
Price of petroleum products, 𝑃𝑒𝑙  = price of electricity, 𝑃𝑐𝑜𝑎𝑙 = price of coal, 𝑦 = total HH 
expenditure. The natural gas demand 𝑄𝑔
∗ , can now be estimated by any linear estimation model 
as a constant elasticity model.  
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3.3.4 SPECIFICATION OF THE TOBIT MODEL 
The residential demand for gas in the UK is to be estimated through a maximum likelihood 
estimator. The nature of the data in the 1sample presents the peculiar problem of clustering 
around a limit. Because the data utilized is sourced from a family expenditure survey, several of 
the entries are zeros. When data for the dependent variable are constrained, censoring can be 
either to the left or right. Left censored indicates censoring from below, while right censoring is 
the exact opposite, from above much like a ceiling. Data censoring is quite common in studies of 
household expenditures, consumption, labour supply and unemployment and several other 
demand studies. 
For this study, a tobit model is adopted. This is preferred to the OLS model as the constraint and 
clustering of the data around a lower limit (zero) will lead to loss of information. The OLS model 
would not utilize the entire sample leading to biased and inconsistent estimates. It is important 
to note that the tobit model is a maximum likelihood estimator. Its disturbance is asymptotically 
normal in distribution and follows the assumptions of the OLS as well. Quite simply, the tobit 
model makes use of the full sample, giving not only more information than the OLS but solves the 
problem of biased and inconsistent estimates  (Amemiya, 1973). Moreover, the marginal effects 
provide a convenient measure of elasticities of the covariates. It also indicates how the controls 
determine the probability of not censoring and the expected value of the dependent variable 
conditional on being observed (McDonald & Moffitt, 1980) 
The tobit model was first developed by Tobin (1958) and has shown to be consistently useful in 
linearly predicting economic models as the sample typically utilizes all observations, both at the 
limit and above it. Following Tobin (1958), the basic underlying model is expressed as follows: 
We start by assuming a latent variable y*, 
y ∗  =    𝐱  +  σ, E[]  =  0 assuming  ∽  𝑖. 𝑖. 𝑑. 𝑁(0, 𝜎²)    (16) 
      
But we observe, 𝑦    =    𝑚𝑎𝑥(0, 𝑦 ∗), 𝑦 = {
 𝑦 ∗, 𝑖𝑓 𝑦 ∗> 0
0,   𝑖𝑓  𝑦 ∗≤ 0
    (17) 
and density 𝑓()   =   𝐹()   =   𝑑𝐹()/𝑑      (18) 
The conditional mean function is  
E[y|𝐱] = Prob[y = 0|𝐱]0 +  Prob[y >  0|𝐱]  E[y ∗  |𝐱, y ∗ >  0]    (19) 
Then conditioning probability as  
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Prob[y >  0|𝐱] =   Prob[ >  −𝐱 ]   
= Prob[ > −𝐱/𝛔] = 1 − Prob[ − 𝐱/𝛔]   
=1 −  F(−𝐱/).         (20) 
For the second term of E[y|𝐱] the conditional mean is 
E[y*|x, y* > 0] =  x  +   E[ | y* > 0] = 𝐱  +    E[ |   >  −𝐱/].                (21) 
The tobit model is derived as; 
E[y|𝐱]   =   ( 𝐱/) [𝐱  +   ], where   =   ( 𝐱/)/( 𝐱/)  (22) 
where  and  denote the density and cdf of the standard normal distribution and  is the inverse 
Mill’s ratio which captures changes in the population conditional on y>0 as due to changes in 𝐱. 
Therefore, the marginal effects on positive observations can now be expressed as ; 
    =  E[y|x]/x = [1 - F(-x/)]  
= Prob [y* > 0|x]  
= [1 - F(-x/)]  + (x)[-f(-x/)](-1/) +  /x.  (23) 
3.3.5 SPECIFICATION OF THE IVTOBIT MODEL 
It is quite common to find at least one or more covariates having some correlation with the error 
term. This leads to the problem of endogeneity and to mitigate this we can either fit an IV into the 
model or estimate the model employing Newey’s (1987) minimum chi-squared estimator using 
the two step option. Both estimators have the effect of producing consistent estimates much like 
the effect of an IV estimator on endogenous OLS regressors. Similarly constructed as the IV model 
the structural and reduced form equations can be represented as follows: 
𝑦1𝑖
∗ = 𝑦2𝑖  𝛽 +  𝑥1𝑖𝛾 + 𝑢𝑖 
𝑦2𝑖 = 𝑥1𝑖 𝛱1 +  𝑥2𝑖 𝛱1  +  𝜐𝑖 
where 𝑖 =  1, . . . . . . . . , 𝑁; 𝑦2𝑖is a1 x p vector of endogenous variables; 𝑥1𝑖 is a 1 x 𝑘1vector of 
exogenous variables;  𝑥2𝑖 is a 1 x 𝑘2 vector of additional instruments. We assume that (𝑢𝑖, 𝜐𝑖) is 
multivariate normal: (𝑢𝑖, 𝜐𝑖)  ∽  𝑁(0, 𝜎𝑢|𝜈
2 ). Note that the covariance matrix of (𝑢𝑖, 𝜐𝑖) is given as: 
𝑉𝑎𝑟(𝑢𝑖, 𝜐𝑖)  =  Σ =  [
𝜎𝑢
2 Σ21
′
Σ21 Σ22
] 
  

f d( )
/−










x'
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𝑉𝑎𝑟(𝑢𝑖| 𝜐𝑖)  =  𝜎𝑢|𝑣
2  =  𝜎𝑢
2  − 𝛴21
′ 𝛴22
−1Σ21 
𝛽 and 𝛾 are vectors of structural parameters while 𝛱1 and 𝛱2 are reduced form parameters. Again, 
the latent variable 𝑦1𝑖
∗  is not observed, rather, we observe; 
𝑦1𝑖  =  {
𝑎                   𝑦1𝑖
∗ <  𝑎 
𝑦1𝑖
∗          𝑎 ≤ 𝑦1𝑖
∗ ≤ 𝑏 
𝑏                  𝑦1𝑖
∗  ≥  𝑏 
 
3.3.6 ROBUSTNESS CHECKS & DIAGNOSTIC TESTING 
To avoid running into the problem of endogeneity when there is the suspicion of one or more 
endogenous regressors, the ivtobit is employed in estimating the residential demand for gas. 
However, endogeneity problems may still persist if an invalid instrument is selected and there 
still remains correlation between the instrument(s) and the disturbance term. To test for the 
suitability and identification of one or more of the instruments a Wald test of exogeneity with a 
chi squared distribution is to be performed. The null hypothesis, 𝐻0 indicates that all the slope 
coefficients are jointly zero. Failing to reject the null at conventional alpha significant levels 
suggests that there is lack of sufficient evidence in the sample to reject the null hypothesis and 
the suspicious regressor is exogenous. 
It is important to note that the classical problem of endogenous regressors also applies in a 
maximum likelihood estimation with LDV. Standard errors may be under reported and thus 
parameter estimates tend to be biased and inconsistent. The estimates then become highly 
unreliable (Ramanathan, 1995). The Wald Test employs a horizontal squared distance(?̂?  −  𝛽0)
2
, 
which is weighted by a function 𝐼(?̂?) giving: 
𝑊 =  (?̂?  −  𝛽0)
2
𝐼(?̂?)  
where       𝐼(?̂?)  =  𝐸[𝜕2 ln 𝐿 /𝜕𝛽2] 
 𝐼 is called the information matrix of which measures the curvature of the log likelihood function. 
The Wald test statistic follows a chi square distribution. The null hypothesis is that all 𝛽 
parameter coefficients are jointly zero and there is no endogeneity 
Furthermore, the tobit model can be tested against the Cragg’s model or any alternative model to 
determine if it is adequate. The tobit model has some limitations and is quite restrictive. However, 
if is tested against alternative models then it may prove to be adequate. Lin & Schmidt (1984) did 
highlight that one major weakness of the tobit model is that it overcompensates for any variable 
which increases the likelihood in the probability of a non-zero value by increasing the mean of 
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the positive values. They further argue that it can make presumptions about the probability of 
positive observations from the shape of their distribution.  
The Cragg’s model mitigates against these problems by parametrizing the distribution of the 
dependent variable with the probability that it equals zero with the conditional distribution of 
the positive observations. It can be a very good alternative to the tobit model. However, one major 
problem with the Cragg’s model is the tediousness or overcomplication of its computation. 
Following Lin & Schmidt (1984) who propose that the Tobit specification test against Cragg’s 
alternative is simply a test of the restriction; 𝛽1 =  𝛽2/𝜎 in Cragg’s model. The LM test would be 
most suitable since it will be based off tobit estimates. The LM test statistic is: 
𝐿𝑀 = 𝐷(?̃?)
′
[𝜗(?̃?)]−1𝐷(?̃?) 
where 𝐷(?̃?) = first order partial derivative of the log likelihood 
 𝜗(?̃?) = information matrix 
The LM test statistic is asymptotically distributed as 𝜒𝐾
2 , K = number of explanatory variables. 
The 𝐻0: Tobit model is correct/valid 
Following Olsen (1978); 
 𝜃′ = (𝜁′, 𝛽′, ℎ) 
Where  𝛽 = 𝛽2/𝜎 
 𝜁 = 𝛽1 −  𝛽 = 𝛽1 −  𝛽2/𝜎  
We want to test 𝐻0: 𝜁 = 0 
If the 𝐻0 is rejected, then the tobit model is not adequate and is better to use Cragg’s model or an 
alternative model such as the Heckman Selection model (1976). 
3.4 DATA 
The latest available microdata of the UK Expenditure and Food Survey (LCF/EFS) 2013 to 
2015/16 was sourced online and downloaded from the UKDS (UK Data Service). The survey was 
collected from individuals and families/household. For this study, we focus on households 
(families) with at least one adult and one child. The data is a repeated cross-sectional study, multi-
stage stratified random sampling from 4,855 households in Great Britain, and Northern Ireland. 
The method of data collection included face to face interviews and entries from diaries. 
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The key variables to be used in this study are the annual consumption of natural gas and 
electricity, their prices, household income (quarterly disposable) and income across the various 
demographics, size of household and number of rooms in the house. Data on number of elderly 
people (above 70 years of age), number of children, the age of household reference person by 
range and age, pensioners and dummies for wealth status are also utilised.  
Also, to capture the effect of weather and seasons, we utilise data on Heating Degree Days (HDD). 
To control for socio-economic factors, data on dwelling type, tenure type, composition of 
household and heating characteristics are utilised. To account for inflation the fuel price and CP 
Index of 2010 = 100 is used. Government energy efficiency and climate change policy spending 
data is also utilised from 2013-2015. This is particularly data on number of households accredited 
under the UK governments green deal initiative, government spending on Green Deal vouchers 
to accredited households and number of households under the Renewable Heat Incentives (RHI) 
installations. All the data is sourced online from DECC. 
Natural gas consumption is expected to increase with rise in electricity prices and vice versa 
because they are substitute goods. However, we expect the price elasticity of gas to be inelastic 
and conform to the law of demand, therefore an increase in price is expected to be met with lower 
household demand and vice versa, ceteris paribus. Domestic gas demand is expected to be 
positively related to household income and also increases across income groups (from lower 
income to higher income). It is expected that households with greater disposable incomes tend 
to have larger homes, consuming more gas. 
Furthermore, household characteristics such as size of household, number of rooms, number of 
children, age of household reference person, number of pensioners and wealth status are 
expected to be positively related to gas demand. The higher the number of rooms and residents 
in a house the greater the consumption of gas. Similarly, it is expected that the more the number 
of children, elderly persons and pensioners in a household, the higher the gas demand. Seasonal 
and weather effects captured by Heating Degree Days (HDD) are positively related to gas demand. 
The more days that are spent requiring heating to keep households warm, the greater the demand 
for gas. With regards to dwelling types, it is expected that larger homes with more space require 
more heating and are positively related to gas demand. For example, detached and semi-detached 
homes would require more heating than purpose-built flats that are usually fitted with energy 
efficient installations. Similarly, owners of homes tend to have higher demand than renters, but 
this could be determined by several other factors such as income, household size, number rooms, 
children, etc. 
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Finally, type of heating equipment in most UK households are either gas or electric. Obviously, 
homes that have gas heating should normally be expected to be positively related to gas demand, 
while electric heating is more likely to be negatively related. For government policies: Green Deal 
and RHI, we expect both policies to be negatively related to gas demand. The aim of both policies 
is to lower gas demand by offering incentives for homes to improve energy efficiency and heat 
generation respectively.  
3.5 EMPIRICAL FINDINGS 
The study utilizes the basic parametric demand function derived in equation 15 to generate two 
models and estimate by Tobit IV estimation and Newey’s (1987) IV procedure. Because the data 
of the dependent variable, gas consumption includes several zeros as reported in the sample, the 
limited dependent variable model is employed to censor the data and eliminate possible bias. 
We begin with the restricted model which includes key variables that impact domestic gas 
demand followed by the unrestricted model which also includes key government policy & climate 
change variables: 
𝑙𝑛𝑄𝑔
∗ =  𝜃0 +  𝜂0𝑙𝑛𝑃𝑔 + 𝜂1𝑙𝑛𝑃𝑔
2 + 𝜃1𝑙𝑛𝑃𝑒𝑙 + 𝜃2 𝑙𝑛(𝑦) + 𝜃3 𝑙𝑛(ℎ𝑑𝑑) + xγ + 𝜇          (25) 
Unrestricted Model with Government Policy: 
𝑙𝑛𝑄𝑔
∗ =  𝜃0 +  𝜂0𝑙𝑛𝑃𝑔 + 𝜂1𝑙𝑛𝑃𝑔
2 + 𝜃1𝑙𝑛𝑃𝑒𝑙 + 𝜃2 𝑙𝑛(𝑦) + 𝜃3 𝑙𝑛(ℎ𝑑𝑑) + 𝜃4 𝑙𝑛(𝑔𝑑𝑣𝑝) +
+𝜃5 𝑙𝑛(𝑟ℎ𝑝𝑝) + xγ + 𝜇                 (26)  
where 𝑙𝑛𝑄𝑔
∗  = log of natural gas demand 
𝑙𝑛𝑃𝑔 = log price of gas 
𝑙𝑛𝑃𝑒𝑙  = log price of electricity 
𝑙𝑛(𝑦) = log of income per household (reference individual) 
𝑙𝑛(ℎ𝑑𝑑)= log of heating degree days 
𝑙𝑛(𝑔𝑑𝑣𝑝)= log green deal vouchers paid 
𝑙𝑛(𝑟ℎ𝑝𝑝) = log renewable heat payment plan 
xγ = vector of socioeconomic factor variables including dwelling characteristics, tenure type, 
index household, number of rooms, etc. 
𝜃0, ……. , 𝜃5 = variable coefficients 
𝜇 = disturbance/error term 
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However, it is important to note that area or regional dummies are not utilized in this study. 
Mainly because UK seasonal patterns play a more distinct role than differences in regions when 
determining household gas consumption behaviour. Regional differences would be more 
significant in countries with greater land mass and more vacillating weather patterns like the US. 
Furthermore, gas prices in the UK are determined in more liquid hubs than any other market and 
pricing is highly competitive.  
Another limitation is that household gas demand is not directly observable from the data. Both 
the restricted and unrestricted models have demand as a derived variable taken as the ratio of 
household expenditure on gas and gas component of combined gas and electricity with the 
average price of gas (all data have quarterly frequency). 
In their study, Meier & Rehandz (2010) control for accommodation problems such as leaky roofs, 
damp walls and floors, rots in windows, etc. This study does not take these problems into 
consideration due to lack of available information from the data set. However, Meier & Rehandz 
(2010) do not consider the elasticity of demand among different income groups which is provided 
in this study. Furthermore, an important contribution of this study is to examine the impact of 
government energy and climate change policies. This is derived from the unrestricted model 
which considers the impact of Green Deal payments and Renewable Heat Payment Plan (RHPP) 
on households. There is the possibility that families who receive payments from the government 
due to energy saving schemes may spend this additional income by consuming more energy. This 
“rebound effect” is the subject of much research in energy economics literature but is not the aim 
of this study. 
3.5.1 FINDINGS FROM THE RESTRICTED MODEL 
For both restricted model and unrestricted models, the study controls for four main categories of 
effects; seasonal, dwelling type, tenure type according to whether the property is owner occupied 
or rented and finally the type of central heating equipment. In most cases, central heating by solid 
fuels, oil and others are limited in the data and as a result are dropped. This is because these types 
of central heating are found in very remote and rural areas that have little or no access to the grid.  
The price of gas which has been used to derive the individual household demand is the national 
quarterly average price sourced from the official government agency DECC. However, it is 
suspected of being endogenous and is instrumented by the wholesale gas price and the tax on 
wholesale gas. This mitigates against the problem of price mismeasurement and safeguards  
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Table 3.2: Sample descriptives of quarterly demand expenditure and prices (Real Price = 2010 Pounds)  
Variable 
Label 
Description Obs Mean 
 
Std. dev. Min Max  
legas Log real gas expenditure 4,855 1.90    1.22   0.61   5.49  
lqdgas Log gas demand 4,855 1.15 0.54 0.36 1.77  
lpng Log real gas price 
(p/therm) 
4,855 3.73 0.03   3.68 3.76  
lpel Log real electricity price 
per kWh 
4,855 4.92 0.01 4.91 4.94  
lwpng Log real wholesale gas 
price 
4,855 3.00 0.09 2.88 3.13  
ly Log real disposable 
income 
4,855 6.53 0.52 3.98 7.34  
Egas Nominal gas 
expenditure 
4,855 11.80 10.87 -2.35 258.66  
egas Real gas expenditure 4,855 11.05 10.20 -2.18 242.21  
png Real gas price (p/therm) 4,855 41.70 1.05 39.80 43.02  
pel Real electricity price per 
kWh 
4,855 137.50 0.98 135.79 139.43  
wpng Real wholesale gas price 4,855 20.23 1.75 17.82 22.90  
twpng Real tax on wholesale 
gas price 
4,855 0.53 0.08 0.40 0.66  
ltwpng Log real tax on 
wholesale gas price 
4,855 -0.65 0.16 -0.91 -0.42  
thhng Real tax on hh gas price 4,855 1.98 0.05 1.90 2.05  
lthg Log real tax on hh gas 
price 
4,855 0.69 0.03 0.64 0.72  
 
Table 3.3 Sample descriptives dwelling characteristics 
Variable 
Label 
Description Obs Mean 
 
Std. dev. Min Max  
HHS Size of household 4,855 3.85 0.95 1 9  
lhhs Log household size 4,855 1.32 0.22 0 2.19  
DWCAT Dwelling Category 4,855 2.29 1.09 1 6  
OWN Tenure type 4,855 4.59 1.69 1 8  
ROOMS Number of rooms 4,855 6.27 1.61 2 10  
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Table 3.4 Sample descriptives of Household Characteristics 
Variable Label Description Obs Mean 
 
Std. dev. Min Max  
INCGRP Income group 4,855 30.68 13.29 1 50  
AGE_HRPRANK Age of household reference 
person by rank 
4,855 8.53 2.27 3 16  
AGE_HRP Age of household reference 
person 
4,855 44.63 11.21 17 80  
LAGE_HRP Log age of household reference 
person  
4,855 3.77 0.26 2.83 4.38  
CHILD Number of children  4,855 2.37 1.1 1 7  
LCHILD Log number of children 3,666 0.49 0.45 0 1.95  
RETIREE Number of retirees/pensioners 4,855 0.11 0.41 0 3  
LRETIREE Log number of 
retirees/pensioners 
386 0.28 0.35 0 1.10  
WEALTH Dummy for wealthy household 
if 1, 0 otherwise 
4,855 0.03 0.16 0 1  
INDEX_HH Index household 4,855 2.03 0.16 1 3  
 
Table 3.5: Sample descriptives for heating equipment/appliances 
Variable 
Label 
Description Obs Mean 
 
Std. dev. Min Max  
CHGAS Dummy for gas central heating if 1, 0 
otherwise 
4,855 0.86 0.35 0 1  
CHEL Dummy for electrical central heating if 
1, 0 otherwise 
4,855 0.03 0.18 0 1  
CHOIL Dummy for oil central heating if 1, 0 
otherwise 
4,855 0.07 0.25 0 1  
 CHSF Dummy for solid fuel central heating if 
1, 0 otherwise 
4,855 0.005 0.07 0 1  
 CHSFO Dummy for solid fuel & other central 
heating if 1, 0 otherwise 
4,855 0.003 0.06 0 1  
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Table 3.6: Sample descriptives for government policy accreditation & payments (Real Prices = 2010 Pounds) 
Variable 
Label 
Description Obs Mean 
 
Std. dev. Min Max  
gdv Green deal vouchers accredited 4,855 3501.35 2555.44 226 8716  
gdvp Green deal vouchers paid (£) 4,855 1.20E+07 1.40E+07 61100 4.08E+07  
RHPP Number of households on Renewable 
Heat Payment plan  
4,855 4032.98    3363.51 333 11023  
Realgdvp Real Green deal vouchers paid (£)  4,855 1.11E+07 1.30E+07 58357 3.79E+07  
 LGDV Log number of Green deal vouchers 
accredited 
4,855 7.74 1.07 5.42 9.07  
LGDVP Log Green deal vouchers paid (£) 4,855 14.97 1.98 11.02 17.52  
lrealgdvp Log Real Green deal vouchers paid (£) 4,855 14.90 1.97 10.97 17.44  
LRHPP Log number of households on 
Renewable Heat Payment plan 
4,855 7.79 1.15 5.81 9.30  
 
against inconsistent and biased estimates, especially when the mismeasured prices lead to 
classical measurement error (Green, 2012). There is also the problem of the classical 
heteroskedasticity. The possibility of the variance increasing asymptotically is mitigated by 
controlling for one type of central heating and restricting the sample to a homogenous group. The 
study limits the sample to families that have at least one child and at least one adult in the 
household. This will help prevent extreme outliers in the sample further eliminating the problem 
of heteroskedastic disturbances. 
3.5.2 SEASONAL EFFECTS 
Price, Cross & Income Elasticities 
When seasonal effects are considered, the best measure of capturing seasonal patterns is the 
heating degree days. Results from table 7 present the output from the ivtobit restricted model 
showing the marginal effects as elasticities of the covariates and their respective standard errors 
in parenthesis. The marginal effects capture the effect of the unconditional expected value or the 
tobit marginal effects for the censored sample. This is also known as the average marginal effects.  
It is important to highlight that the average marginal effects for the censored sample includes all 
the observations in the data for the Limited Dependent Variable (LDV) and is derived from the 
tobit 𝛽 coefficient by multiplying it by a scalar factor (see equation 23). The marginal effect from 
the censored sample is quite different from the marginal effect conditional on being uncensored 
which only takes into consideration observed data in the sample conditional on being positive 
(also known as tobit marginal effects for the truncated sample). The marginal effects conditional 
on positive demand only  [𝐸(𝑙𝑞𝑑|𝑙𝑞𝑑 >  0)] is interpreted in a much different way than the 
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average marginal effects and the tobit or latent variable regression. The marginal effects 
conditional on positive demand only  [𝐸(𝑙𝑞𝑑|𝑙𝑞𝑑 >  0)] is also known as the marginal effects on 
the truncated regression. 
3.5.6 DWELLING TYPE EFFECTS 
Price, Cross & Income Elasticities 
Results from Table 3.7 show households with positive gas demand on average respond less to 
changes in gas price when the effects of dwelling type are considered. Likewise, responses to 
increase in electricity prices and income are also less on average. However, there is an increase 
in gas demand when heating degree days and household size increase. Family income 
demographics suggest that households with positive gas demand on average increase their gas 
usage especially high-income families which demand 6 percent more than low income families  
It is discovered from Table 3.7 that three categories of dwelling type are statistically significant 
at 1 percent level of significance in explaining changes in domestic gas usage. Households with 
positive gas demand on the average expect to use up more gas in semi-detached houses compared 
to purpose built flats and terraced homes. On average families in detached homes consume at 
least 4 percent more gas than terraced homes and at least 2 percent more than purpose-built flats. 
Usually, detached homes are larger than purpose-built flats and require more heating to keep the 
building warm. They also lose heat due to open spaces. Furthermore, results highlight that as the 
number of children in a household with positive gas demand is doubled, demand increases by 7 
percent and increases as the age of household reference person is increased. This is generally the 
case that older people tend to require more heating to keep warm and for longer hours.  
Results from Table 3.7 have been presented according to the nature of the factor variable effect. 
These are factors that are not only regressors but have a huge significance in how we understand 
household behaviour due to socioeconomic and exogenous factors. Column (1) controls for 
seasonality and column (2) for dwelling categories. Column (3) controls for all tenure types while 
columns (4) and (5) control for rented and owner-occupied homes respectively. Finally, column 
(6) controls for gas central heating in the building as the main central heating. 3,571 observations 
are censored while 1,284 are left-censored with zero right-censored observations. For 
households with positive demand for gas it is expected that on average given the probability that 
gas prices are doubled the demand decreases by at least 27 percent. When the price of electricity 
is doubled, families with positive demand for gas are expected to consume 68 percent more gas. 
The income elasticity of households with positive gas demand is 0.02 which indicates that gas 
consumption on the average is expected to increase only by 2 percent as income is doubled.  
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Table 3.7: Dependent variable: log gas demand per household showing average marginal effects 
Variable  Marginal 
Effects 
1 
 
2 
All 
 
3 
All 
 
4 
Rented 
 
5 
Owned 
 
 
6 
Gas 
Heating 
 
Log real gas price -0.272* 
(0.151) 
-0.246*** 
(0.021) 
-0.327*** 
(0.011) 
-0.29*** 
(0.032) 
-0.28*** 
(0.046) 
-0.28*** 
(0.014) 
 
Log real electricity price 0.688* 
(0.389) 
0.605** 
(0.291) 
0.577*** 
(0.016) 
0.579* 
(0.325) 
0.590** 
(0.289) 
0.571** 
(0.277) 
 
Log real income 0.077*** 
(0.005) 
0.047* 
(0.027) 
0.032*** 
(0.007) 
0.032*** 
(0.007) 
0.040*** 
(0.002) 
0.033*** 
(0.004) 
 
Log household size 0.027*** 
(0.010) 
0.086** 
(0.040) 
0.051*** 
(0.019) 
0.023*** 
(0.001) 
0.053*** 
(0.002) 
0.012*** 
(0.032) 
 
Log heating degree days 0.0022* 
(0.0013) 
0.027** 
(0.012) 
0.004** 
(0.002) 
0.0041** 
(0.002) 
0.005*** 
(0.001) 
0.023*** 
(0.005) 
 
Log number of rooms 0.076*** 
(0.001) 
0.031*** 
(0.011) 
0.038*** 
(0.009) 
0.030*** 
(0.006) 
0.034*** 
(0.011) 
0.037*** 
(0.010) 
 
Dwelling Category        
Whole house,bungalow-detached  0.047 
(0.146) 
 -0.039* 
(0.022) 
-0.032** 
(0.015) 
-0.05*** 
(0.002) 
 
Whole hse,bungalow-semi-dtchd  0.062*** 
(0.002) 
 -0.084** 
(0.041) 
-0.06*** 
(0.002) 
-0.09*** 
(0.003) 
 
Whole house,bungalow-terraced  0.017*** 
(0.007) 
 -0.01*** 
(0.003) 
-0.02*** 
(0.006) 
-0.07*** 
(0.001) 
 
Purpose-built flat maisonette  0.041*** 
(0.113) 
 -0.03*** 
(0.008) 
-0.04*** 
(0.011) 
-0.07*** 
(0.003) 
 
Part of house converted flat  0.023 
(0.188) 
 -0.009 
(0.019) 
0.01* 
(0.005) 
0.0001 
(0.0188) 
 
Tenure - type        
Local authority rented unfurn        
Housing association   0.030*** 
(0.011) 
  0.031*** 
(0.001) 
 
Other rented unfurnished   0.111*** 
(0.010) 
  0.091*** 
(0.001) 
 
Rented furnished   0.102*** 
(0.012) 
  0.10*** 
(0.010) 
 
Owned with mortgage   0.145*** 
(0.009) 
  0.142*** 
(0.006) 
 
Owned by rental purchase   0.099*** 
(0.028) 
  0.093*** 
(0.011) 
 
Owned outright   0.164*** 
(0.011) 
  0.160*** 
(0.010) 
 
Rent free   0.109*** 
(0.024) 
  0.101*** 
(0.017) 
 
Income group       
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Variable  Coefficients 
1 
 
2 
All 
 
3 
All 
 
4 
Rented 
 
5 
Owned 
 
 
6 
Gas 
Heating 
 
 
Low income (£0 - £449.99 pw)  0.006*** 
(0.002) 
0.01*** 
(0.003) 
0.01*** 
(0.003) 
0.04*** 
(0.002) 
-0.01*** 
(0.003) 
 
Middle income (£450 - £949.99 pw)  0.027* 
(0.015) 
0.023* 
(0.013) 
0.024* 
(0.013) 
0.038*** 
(0.006) 
0.03*** 
(0.002) 
 
High income (£950pw or more)   0.069*** 
(0.017) 
0.047*** 
(0.011) 
0.043*** 
(0.010) 
0.074*** 
(0.003) 
0.031** 
(0.015) 
 
Log age of household reference 
person 
 0.052*** 
(0.015) 
0.038*** 
(0.005) 
0.027*** 
(0.007) 
0.044*** 
(0.003) 
0.037** 
(0.018) 
 
Log number of children  0.074*** 
(0.012) 
0.081*** 
(0.008) 
0.045*** 
(0.001) 
0.086*** 
(0.002) 
0.040*** 
(0.009) 
 
Log number of retirees/pensioners  dropped dropped dropped  dropped  
Index household  0.084** 
(0.039) 
0.083** 
(0.037) 
0.12* 
(0.068) 
0.071*** 
(0.01) 
0.122 
(0.134) 
 
Dummy for wealthy household        
Dummy for gas central heating  0.293*** 
(0.008) 
0.296*** 
(0.008) 
0.294*** 
(0.003) 
0.324*** 
(0.001) 
  
Dummy for electrical central 
heating 
 -0.024** 
(0.012) 
-0.025** 
(0.012) 
-0.024** 
(0.012) 
-0.04*** 
(0.011) 
-0.02*** 
(0.003) 
 
Dummy for oil central heating dropped dropped dropped     
Constant -2.835 
(2.027) 
-3.419* 
(2.01) 
-3.453* 
(1.918) 
-3.18* 
(1.916) 
-5.21*** 
(0.002) 
-3.13* 
(1.744) 
 
Effects Seasonal Dwelling 
type 
Tenure 
type 
Tenure 
type 
Tenure 
type 
Heating 
type 
 
p-value Chi-square 0.000 0.000 0.000 0.000 0.000 0.000  
Number of Cases 4855 4855 4855 1489 3320 3666  
        
⁎⁎⁎ p < 0.01 
⁎⁎   p < 0.05 
⁎     p < 0.1 
 
However, the seasonal effect is determined from the elasticity of heating degree days (HDD). On 
average, families with positive gas demand are expected to have less than 1 percent increase in 
consumption of gas when the HDD doubles. Results show that families with positive gas 
consumption are expected to demand 2.7 percent and 7.6 percent more gas when the size of the 
household and number of rooms are doubled respectively.  
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3.5.7 TENURE TYPE EFFECTS 
Price, Cross & Income Elasticities 
Controlling for tenure type it can be expected from the results displayed in table 7 that families 
with a positive gas demand on average can expect at least a 32 percent decrease in consumption 
if gas price is doubled. The results suggest that on average home owners respond 1 percent less 
compared to families that rent. Additionally, home owners that have positive gas demand are 
expected on average to respond more to changes in electricity prices albeit only marginally. 
Increases in family income sees home owners respond more by consuming at least 1 percent 
more gas than renters. Investigating further, we learn that both groups of renters and home 
owners with positive gas demand increase their consumption as income increases across the 
three income groups. High income groups in both categories are more sensitive to marginal 
changes. For home owners, increases in gas demand double as we compare the high and middle-
income groups.  
Home owners with positive gas consumption are also more responsive to changes in the number 
of children and age of household reference persons. However, when the household becomes 
wealthier or moves from a lower income group to a higher income group, home owners seem to 
respond slower to these changes than renters. This is not surprising however, as families increase 
their demand for gas use as they rent larger homes with the possibility of more rooms. Home 
owners respond more to changes in household size than renters. It is expected that home owners 
may experience more visitors and the larger the size of the household the more the likelihood of 
having people indoors for longer hours and hence would require more heating.  
When cross interaction of factor variables is considered between dwelling and tenure 
characteristics the results indicate that for families with positive gas demand, renters respond 
more than home owners and demand for less gas when they occupy detached and semi-detached 
homes. On average home owners demand far less gas when occupying purpose-built flats. A good 
explanation for this may be that home owners are able to invest in heating stock and appliances 
over time and become more energy efficient. Rent payers on the other hand generally occupy 
more of purpose-built flats than detached houses. Landlords are also more reluctant to invest in 
energy efficiency measures and installations. 
The results also suggest that when the central heating is gas, households with positive gas 
demand generally use up close to 30 percent more gas across dwelling types and all tenure types. 
However, we find that owners of homes with positive gas demand will demand about 3 percent 
more gas than renters. In the UK we generally have more home owners than renters. In the sample 
used for this study 31 percent are renters and 69 percent are home owners. More than half of the 
respondents in the survey are home owners through mortgage. This implies that home owners 
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tend to prefer gas central heating. In some cases, new home owners may replace electric or oil 
central heating with gas central heating. Generally, it is assumed that renters are not as flexible 
in choice of central heating. Most landlords may not be willing to change the central heating to 
gas and may also not be as willing as home owners to invest in loft insulation, cavity walls, new 
boilers and other energy efficient measures (van den Bergh, 2008).  
From the sample 88.5 percent of the households have gas central heating. However, on the 
average families with positive gas demand are expected to lower their gas usage by 2.4 percent 
across all dwelling types if they have electric central heating. Owners of homes are expected on 
average to respond slightly higher than renters when they have electric central heating and 
reduce gas usage by 4 percent. This again shows increasing substitutability between gas and 
electric heating.  
3.5.8 FINDINGS FROM THE UNRESTRICTED MODEL 
As highlighted in the earlier section, the unrestricted model also controls for four factor variable 
effects; seasonal, dwelling type, tenure type according to whether the property is owner occupied 
or rented and finally the type of central heating equipment. The results are presented in table 8. 
The key distinction between the two models however, is that the unrestricted model includes two 
key regressors that capture the effect of government energy and climate change policies. The 
NEED framework report by DECC (2018) show that the Green Deal and Energy Company 
Obligation (ECO) have replaced the Carbon Emissions Reduction Target (CERT) as policy 
instruments geared towards providing subsidies and incentives to UK households. Another policy 
objective is to lower carbon emissions through energy efficiency measures and reduce energy 
consumption. The Renewable Heat Incentives (RHI) is also tailored toward achieving similar 
goals by payments made through the Renewable Heat Payment Plan (RHPP) since 2012.  
Payments from both the Green Deal and RHPP made between 2013 to 2016 have been captured 
and added to the sample. The unrestricted model utilizes the two policy variables as key 
regressors and the findings from the estimated model are discussed in this section. It will be 
important to determine how the policy variables affect consumer behaviour in gas consumption.  
3.5.9 SEASONAL EFFECTS 
Price, Cross & Income Elasticities 
Results from table 8 indicate that households with positive gas demand on average are expected 
to consume 42 percent less gas when the price is doubled. This implies that with the introduction 
of government energy and climate change policies coupled with the seasonal effect, families 
respond 15 percent more to price changes than without the introduction of such policies. Moving 
to changes in the price of electricity we find that a doubling of electricity prices leads to 106 
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percent increase in the demand for gas by households. Again, it may be that the introduction of 
government energy policies potentially leads to a greater substitution effect. There is more than 
a proportionate increase in the consumption of gas due to changes in the price of electricity.   
Table 3.8 Tobit IV Regression Results for the Restricted Model  
Dependent variable: log gas demand per household showing average marginal effects 
Variable  Marginal 
effects 
1 
 
2 
All  
 
3 
All 
 
4 
Rented 
 
5 
Owned  
 
6 
Gas 
heating 
Log real gas price -0.424*** 
(0.040) 
-0.475*** 
(0.049) 
-0.483*** 
(0.051) 
-0.491*** 
(0.063) 
-0.488*** 
(0.073) 
-0.422*** 
(0.034) 
Log real electricity price 1.069*** 
(0.160) 
0.449*** 
(0.144) 
0.692*** 
(0.181) 
0.703*** 
(0.134) 
0.668*** 
(0.112) 
0.580*** 
(0.170) 
Log real income 0.020*** 
(0.002) 
0.011*** 
(0.004) 
0.022*** 
(0.002) 
0.024** 
(0.011) 
0.021** 
(0.010) 
0.057** 
(0.028) 
Log household size 0.026*** 
(0.004) 
0.106** 
(0.049) 
0.147*** 
(0.050) 
0.117** 
(0.052) 
0.139*** 
(0.047) 
-0.017* 
(0.009) 
Log heating degree days 0.004** 
(0.002) 
0.033** 
(0.016) 
0.003** 
(0.001) 
0.001** 
(4.01E-4) 
0.004* 
(0.002) 
0.04** 
(0.018) 
Log Green Deal Vouchers paid 
(lrealgdvp) 
-0.006 
(0.0311) 
-0.026*** 
(0.009) 
-0.023** 
(0.010) 
-0.016* 
(0.009) 
-0.02*** 
(0.008) 
-0.02*** 
(0.004) 
Log Renewable heat plan 0.015 
(0.034) 
0.077** 
(0.038) 
0.072*** 
(0.003) 
0.07*** 
(0.003) 
0.073*** 
(0.002) 
0.054** 
(0.027) 
Dwelling Category       
Whole house,bungalow-detached  0.562*  
(0.304) 
dropped dropped dropped dropped 
Whole hse,bungalow-semi-dtchd  0.321** 
(0.135) 
-0.098** 
(0.047) 
0.023** 
(0.011) 
-0.127**  
(0.053) 
0.04** 
(0.017) 
Whole house,bungalow-terraced  0.616* 
(0.316) 
-0.135* 
(0.077) 
0.028 
(0.019) 
-0.142* 
(0.060) 
0.064** 
(0.034) 
Purpose-built flat maisonette  0.277*** 
(0.079) 
-0.237*** 
(0.007) 
-0.096** 
(0.039) 
-0.294*** 
(0.004) 
0.027*** 
(0.007) 
Part of house converted flat  0.716 
(0.770) 
-0.492*** 
(0.158) 
0.003** 
(0.001) 
-0.497*** 
(0.079) 
0.057* 
(0.03) 
Tenure - type       
Local authority rented unfurn   0.258*** 
(0.043) 
  -0.024*** 
(0.004) 
Housing association   -0.757 
(0.521) 
  -0.01* 
(0.006) 
Other rented unfurnished   0.470 
 (0.503) 
  -0.0230*** 
(0.005) 
Rented furnished   -0.219***  
 (0.419) 
  0.002 
(0.051) 
Owned with mortgage   0.339*** 
(0.125) 
  0.003* 
(0.0017) 
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Variable  Marginal 
effects 
1 
 
2 
All  
 
3 
All 
 
4 
Rented 
 
5 
Owned  
 
6 
Gas 
heating 
Owned by rental purchase   Dropped 
 
  Dropped 
 
Owned outright   0.896   
(0.550) 
  0.091* 
(0.05) 
Rent free   dropped   dropped 
Log number of rooms  0.127* 
(0.073) 
-0.074*** 
(0.003) 
-
0.085*** 
(0.004) 
-0.069*** 
(0.001) 
0.092*** 
(0.001) 
Income group       
Low income   0.070 * 
 (0.378) 
0.008** 
(0.003) 
0.011** 
(0.005) 
0.002* 
(0.001) 
-0.015** 
(0.006) 
Middle income  0.146*** 
(0.005) 
0.029*** 
(0.002) 
0.033*** 
(0.001) 
0.009** 
(0.004) 
0.022*** 
(0.007) 
High income  0.326** 
(0.116) 
0.031*** 
(0.005) 
0.036*** 
(0.004) 
0.014** 
(0.007) 
-0.014* 
(0.08) 
Log age of household reference 
person 
 0.494*** 
(0.235) 
0.287*** 
(0.028) 
0.352*** 
(0.036) 
0.118** 
(0.057) 
0.023** 
(0.010) 
Log number of children  0.049* 
(0.027) 
0.057** 
(0.029) 
0.083*** 
(0.066) 
0.028*** 
(0.034) 
0.045*** 
(0.001) 
Log number of 
retirees/pensioners 
 0.114*** 
(0.036) 
-0.003*** 
(7.81E-
04) 
-
0.097*** 
(0.019) 
-0.001*** 
(2.52E-04) 
-0.061*** 
(0.001) 
Index household  0.089** 
(0.044) 
0.072* 
(0.041) 
0.064** 
(0.026) 
0.087*** 
(0.032) 
0.007 
(0.004) 
Dummy for wealthy household       
Dummy for gas central heating  0.031*** 
(0.004) 
0.030*** 
(0.003) 
0.032*** 
(0.003) 
0.042*** 
(0.002) 
 
Dummy for electrical central 
heating 
 -0.005*** 
(0.002) 
-0.016* 
(0.0096) 
-0.018* 
(0.01) 
-0.023** 
(0.011) 
 
Dummy for oil central heating  -0.066 
(0.01) 
-0.069  
 (0.095) 
dropped dropped dropped 
Constant -3.441*** 
(0.755) 
-2.65*** 
(0.777) 
-2.66*** 
(0.781) 
-
2.426*** 
(0.698) 
-2.897*** 
(0.812) 
-2.84*** 
(0.789) 
Effects Seasonal Dwelling 
type 
Tenure 
type 
Tenure 
type  
 
Tenure 
type  
Heating 
Equipme
nt 
p-value Chi-square 0.000 0.000 0.000 0.000 0.000 0.000 
Number of Cases 4,855 4,855 4,855 1,489 3,320 4,855 
⁎⁎⁎ p < 0.01 
⁎⁎   p < 0.05 
⁎     p < 0.1 
 
However, results from table 8 show both Green Deal and RHPP to be individually insignificant but 
are jointly significant. Considering only seasonal effects the energy and climate change policies 
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meet apriori expectations in reducing household gas consumption. Increase in gas prices are even 
felt more by households as demand decreases much more rapidly. Substitution effect is also 
greater by more than 50% with the implementation of government policies, though this may be 
undesirable. However, increased substitution may suggest the introduction of government policy 
has promoted inter fuel competition coupled with greater ease in fuel switching. Retail gas 
markets are expected to tighten and the ease of fuel switching and increasing importance of 
renewable energy through government policy is likely to see further reduction in gas 
consumption. 
Increases in household income will on average increase domestic gas consumption across all 
income groups. We discover that higher income groups respond more to increases in income. For 
families with a positive demand for gas, families in mid income groups consume 7 percent more 
gas than low income groups. High income groups are expected on average to increase gas usage 
by at least 22 percent more than mid income families. We also find that with an increase in heating 
degree days it is expected that households with a positive gas demand will just increase their gas 
consumption. It is also expected that on average families with a positive gas demand will increase 
gas consumption as the number of people living in the dwelling increase.  
 
DWELLING TYPE EFFECTS 
Price, Cross & Income Elasticities 
Considering the dwelling effects results from table 8 show that both measures of government 
energy and climate change are statistically significant. We immediately see when gas prices are 
doubled to households reduce demand by 48 percent. Therefore, residential consumers of gas 
respond more to gas price changes with the introduction of government policies. Comparing our 
two models we find that households on average are expected to decrease their demand by 23.3 
percent when prices are doubled. This may explain the pattern of reduced domestic gas 
consumption in the UK over the period covered by the sample from 2013 to 2016 as domestic gas 
prices have steadily risen. Another explanation could be the direct consequence of the 
implementation of the Green Deal and RHPP by the authorities. 
Cross price elasticity drops drastically from 106 percent due to only seasonal effects to 45 percent 
when all dwelling effects are considered. This implies that families with positive gas demand 
respond less on average when we consider the full effects of dwelling categories and government 
energy and climate change policies. An explanation for this is that households are now stimulated 
to generate their own heat and are more willing to participate in the RHI/RHPP. Also, the 
increasing number of accredited households under the Green Deal policy could be responsible for 
the inertia by households to substitute electricity with gas. Households have more options 
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available and are more flexible when it comes to substituting one type of energy utility for another 
due to price increases.  
Households are expected to increase usage of gas when income increases, and this is still the case 
even when we consider all dwelling effects and government policies. Results from table 8 indicate 
that despite increases in income, households respond less because of dwelling types and 
government policies. As expected, households on average increase their consumption of gas with 
increases in size of household, number of children, number of retirees/pensioners and age of 
household reference individual. It is important to note that number of retirees is now significant 
at all levels of significance. This could be attributed to the government policies that target retirees. 
An example would be the warm home discount/rebates which specifically targets 
retirees/pensioners.  
Furthermore, the results show that households with positive gas demand on average use 30 
percent more gas when there is gas central heating. However, when the central heating is electric 
gas consumption drops by half a percent, while changes due to oil central heating reported are 
statistically insignificant. When considering individual dwelling effects, we find households are 
expected to increase their usage of gas for detached, semi-detached, terraced and purpose-built 
flats. Though, we find that families living in purpose-built flats respond less. This is expected as 
purpose-built flats tend to have better insulation that have been purposely fitted to retain more 
heat and are generally more energy efficient (NEED DEEC Report, 2016, 2018). 
When changes in the Green Deal payments and RHI/RHPP are considered, we find some 
interesting results. First, a doubling of green deal payments decreases the demand for gas by 
households with positive gas demand on average by 2.6 percent. If RHI/RHPP payments are 
doubled, gas usage by households increase by 7.7 percent. It is expected that government energy 
and climate change policies reduce gas consumption. However, increases in the RHPP only 
generate more demand for gas by households with positive gas demand. One explanation is that 
green deal payments are much more per household than RHPP (see mean values in table 5). 
According to DECC NEED Report (2016), another reason is that the RHPP payments started later 
than Green deal payments. 
 TENURE TYPE EFFECTS 
Price, Cross & Income Elasticities 
The results from columns 3, 4 and 5 of table 8 are discussed in this section. Households with 
positive gas demand on average are expected to have own price elasticity of -0.491 for renters 
and -0.488 for owner occupied homes respectively. Once more, renters on average are more 
sensitive to gas price changes. The cross-price elasticity for both groups indicate that renters 
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respond more to increases in electricity prices. Renters may see increase in electricity prices as 
an opportunity to make savings on energy bills by substituting with gas. Renters increase their 
demand for gas by 4 percent more than home owners when electricity prices are doubled.  
Increases in income lead to increases in the demand for gas for households with positive gas 
demand. However, we find that renters respond more to changes in income than owners of 
homes. The difference is marginal among low income groups but more evident among mid income 
groups. Increases in income for households with positive gas demand suggest that on average 
among mid-income families, renters consume 2.4 percent more gas than home owners. As 
expected, we find increases in demand for gas amongst both renters and owners as household 
size, number of rooms, children and age of reference person increase. However, as number of 
retiree’s increases households with positive gas demand decrease their gas usage. This could 
possibly still be explained by rebates enjoyed by pensioners.  
An increase in green deal payments shows that households decrease their gas consumption. 
Owners respond more than renters by 0.4 percent. RHPP increases suggest that on average 
household gas demand increases by 7 percent when doubled. Here we find little difference in the 
behaviour of owners and renters. We also find that due to the impact of government policy, 
owners generally decrease their gas consumption when they dwell in all categories compared to 
renters. We find that both renters and owners dwelling in part converted flats have a statistically 
significant response at 5 percent and 1 percent respectively. Home owners consume less gas than 
renters in each category of dwelling. This shows that government energy and climate change 
policies mainly affect home owners as they are the major beneficiaries. Results indicate that 
owner occupied homes that have positive gas demand are on average expected to be more energy 
efficient through the installation of lofts, wall cavity insulation, acquisition of new boilers and 
smart meters.   
ROBUSTNESS CHECKS 
In this section the Wald Test for exogeneity of the instrumented variable is employed to 
determine if the key regressor gas price is exogenous. Secondly, an LM test is performed to test 
the tobit specification against an alternative; the Cragg’s Model. The results from the ivtobit 
estimation show that the p value of the chi-square distribution is 0.0162 for the restricted model 
and 0.0173 for the unrestricted model. This suggests that there is more than enough evidence to 
reject the null hypothesis at 5 percent level of significance that the regressor natural gas price is 
endogenous. The choice of at least one valid instrument is necessary to ensure unbiased and 
consistent parameter estimates.  
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Table3.9: Robustness Checks & Diagnostic Tests  
Test Type Restricted Model Unrestricted Model 
Wald Test of exogeneity 
 
(P-value) (χ2) 
𝐻0: 𝛽1 = 𝛽2 =, … , = 𝛽𝑘 = 0 
 
0.0162 
𝐻0: 𝛽1 = 𝛽2 =, … , = 𝛽𝑘 = 0 
 
0.0173 
LM Test 
Tobit vs Cragg’s Model 
(Chi square stat) (𝝌𝒒,𝒎
𝟐 ) 
𝐻0: 𝜁 = 0 
 
105.17 > 40.113 
𝐻0: 𝜁 = 0 
 
171.23 > 42.557 
   
 
Moving on to the LM test to determine the model adequacy of the tobit against the alternative 
Cragg’s model, results from table 9 indicate that the chi square statistic of the restricted model is 
105.17. Comparing with critical value of chi square distribution with 27 degrees of freedom, 4855 
observations gives a chi square critical value = 40.113 at 0.05 level of significance. Thus, we have 
sufficient evidence against the null hypothesis at 0.05 level of significance. This implies that the 
Tobit model should be preferred to Cragg’s model or any alternative like the Heckman selection 
model. Similarly, the results show the unrestricted model has a chi square statistic value of 
171.23. Again, comparing with the critical value of the chi square statistic at 0.05 level of 
significance, 29 degrees of freedom and 4855 observations will equal 42.557. Therefore, since 
171.23 is greater than 42.557 we have sufficient evidence against the null hypothesis. We then 
conclude that for the unrestricted model, the tobit model should be preferred to Cragg’s model or 
any alternative such as the Heckman selection model. 
Empirical Findings: Policy Implications 
According to the IEA Report (2014), despite the huge global drive and commitment to 
decarbonise, natural gas is set for an increasingly significant role in the global energy mix by 2040. 
On the supply side, the challenge for policy makers in the UK is to draw up policies guaranteeing 
security of energy supply. Though household demand for gas has been steadily declining, there is 
also a need to ensure free competition, transparency and liquidity of the energy market. However, 
because domestic gas production is insufficient, policymakers have a difficult choice in deciding 
how to safeguard security of energy supply, by either increasing investment in coal or to 
encourage fracking and shale gas exploration. This could liberate the market from 
overdependence on oil-indexed gas from continental Europe and imported LNG. There is a need 
to insulate the market from global crude oil market shocks, thus guaranteeing security of supply. 
It is also imperative for policymakers to encourage investment in renewables and energy saving 
120 
 
technology, through the implementation of Energy and Climate Change policies (Green Deal, 
RHPP, FITs, etc.). 
Additionally, with regards to the demand side, regulators such as OFGEM have a key role to play. 
Aside from monitoring the gas and electricity market, they are tasked with ensuring security of 
supply, access and liquidity, investment and sustainability of the energy market. Key findings 
from this study meet apriori expectations. Consumption patterns of households indicate that gas 
demand decreased with price increases. Interestingly, this behaviour was more apparent in the 
unrestricted demand model which includes policy variables; Green Deal and RHPP. Generally, 
renters seemed to respond more to price changes than house owners. Also, households living in 
purpose-built flats consumed less gas than those living in detached, semi-detached and terraced 
homes. This is because purpose-built flats largely possess energy saving features such as lofts, 
new boilers, insulated walls, cavity walls, etc. Moreover, the results from both gas demand models 
showed that demand increased with rising income, more especially among home owners. This is 
because home owners can invest more in energy saving appliances and stock. 
The inclusion of energy and climate change variables in the unrestricted model indicates that 
increases in Green deal payments were effective in curbing gas demand. Empirical results from 
the model also suggest that The Green Deal initiative was far more effective than the RHPP. A 
good explanation for this is that Green deal payments kicked off a few years earlier than RHPP. 
Moreover, the Green deal payments are easily accessible and accredited households received 
larger payments. 
Finally, the empirical results clearly show that both Green Deal and RHPP have had a significant 
impact on residential gas demand. Although, in recent years the demand for gas is declining, more 
investment is required in renewable energy initiatives. Sustained investment in renewable 
energy and energy saving schemes such as the installation of new boilers, lofts, insulated walls 
and cavities, Solar PV’s, etc, would go a long way towards meeting the climate change obligations 
of the UK. 
3.6 SUMMARY AND CONCLUSION 
The study employs a limited dependent variable model approach to parametrically estimate the 
residential demand for natural gas. As highlighted earlier, there have been a few attempts to 
estimate the household demand for gas in the UK which have been reviewed extensively in 
section 3.2. None of these studies however, have utilised the tobit model despite its suitability to 
modelling consumer demand and responses to changes in the market. This study has been 
motivated by the desire to fill the existing gap in UK domestic gas demand literature. 
Furthermore, despite declining gas consumption in the residential sector, this study is useful in 
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explaining how the key variables affecting gas demand interact and how they can significantly 
shape consumer behaviour. More importantly however, the study shows how significant the 
recent government energy and climate change policies are and how they have influenced 
domestic gas demand. This was shown by constructing two models; a restricted and unrestricted 
model and the results from their censored regression models were compared. 
Robustness checks were performed and the LM test results suggested that the tobit model should 
be preferred to any other alternative limited dependent variable model such as the Cragg’s model 
or Heckman selection model. The average marginal effects of the censored regression model 
produced very plausible estimates which are more robust than OLS estimates. The problem of 
endogeneity was also mitigated by instrumenting the log price of gas with the two price series; 
log wholesale gas price and log tax on wholesale gas price. 
Findings from Tables 3.7 and 3.8 showed the different responses of households with positive gas 
demand to changes in price of gas, price of substitutes like electricity and changes in income. 
Furthermore, the results presented also showed how families with at least one adult and one child 
responded to seasonal, dwelling type, tenure and heating type effects. The results indicate that 
generally the price elasticity of demand for households with positive gas demand ranges from        
-0.246 to –0.327 across different socioeconomic demographics and seasonal effects. 
Naturally, we expect that for the restricted model, families with positive gas demand will decrease 
consumption of gas on average between 24.6 percent and 32.7 percent when gas prices are 
doubled. However, we find renters to be marginally more price sensitive to price changes 
compared to home owners. This could be attributed to the fact that generally renters will try to 
save more on energy costs. It is more likely that home owners are wealthier (or earn higher 
incomes). Considering the dwelling type effect, we find that for the same model, households with 
positive gas demand living in detached homes consume at least 2 percent more gas than families 
in purpose-built flats. This could be explained by the heat loss and larger sizes of detached homes 
which require more heating than purpose-built flats. Results also indicate that families in homes 
owned-outright consume 2 percent more gas than families in homes owned with mortgage and 
at least 5 percent more than households living rent free. Households with positive gas demand 
living in housing association homes consume the least gas, 7 percent less than families living in 
rented furnished homes.  
A good explanation for these types of consumption behaviour can be traced to the income band 
of households. Income elasticities across the restricted model ranges from 0.040 to 0.077. This 
suggests that as income of households with positive gas demand grows, on average we expect 
their gas demand to increase. Owners consume 8 percent more gas than renters when their 
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incomes increase. Likewise, households in the high-income category increase their gas usage as 
income increases in comparison to families in the mid to low income groups regardless of the 
factor variable effect.  
For the unrestricted model we see a similar pattern in the consumer behaviour of households. 
However, households with positive gas demand are much more sensitive to price changes in gas. 
The price elasticity now ranges from -0.422 to -0.491 across all factor variable effects. This could 
be explained by the introduction of government energy and climate change policies targeted at 
reducing the consumption of fossil fuels and conserving energy. The policy variables; Green Deal 
and RHI/RHPP are individually and jointly statistically significant in shaping consumer behaviour 
except only when we consider the seasonal effects in isolation.  
Typically, results show that home owners respond more to increase in green deal payments and 
lower their gas consumption by 0.4 percent more than renters. Surprisingly, we find little 
distinction between home owners and renters as RHPP increases. Instead we find that 
households with positive gas demand increase their gas usage as RHPP increases. Possibly this 
could be due to the extra income received from the payment plan which allows households to 
increase their gas consumption. Results from both models however indicate that generally 
households with positive gas demand are expected to increase their gas consumption with 
increases in number of children, rooms, household size, age of household reference person and if 
they own gas central heating.  
We can conclude that the Tobit Model is most suitable to modelling the household gas demand as 
a limited dependent variable due to its robustness and simplicity. Controlling for factor variables; 
seasonality, family dwelling characteristics and income demographics we find very plausible 
estimates for price, income and cross elasticities. The results indicate that renters with positive 
gas demand generally respond more to price changes than home owners. Families increase their 
gas usage with increases in income and price of electricity. Government energy and climate 
change policies; Green Deal and RHPP are statistically significant in determining consumer 
behaviour. The Green Deal policy has contributed to reducing the domestic gas demand especially 
among home owners living in detached and semi-detached homes. 
Finally, this study would be useful for policy makers and firms in the energy sector more 
specifically the gas industry. It can assist policy makers in assessing the impact of their energy 
and climate change policies and in estimating the short to medium term residential demand for 
gas. The methodology employed and findings from this study could prove quite useful to energy 
and gas firms in modelling their gas demand and future research in price, substitution and income 
effects. The study also attempts to make a contribution to academic research in the field of 
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empirical energy studies. There still remains further scope for improving the study by 
considering the how the fuel poor respond to price and income changes, the possible imposition 
of some energy tax and the consequence of Brexit on the UK residential gas market.  
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APPENDIX B 
Table B1: Correlation between Log of Gas Demand and Logged Independent Variables  
Variable 
Label 
Description Obs Mean 
 
Std. dev. Correlation Expected 
Coefficient 
sign 
 
lqdgas Log gas demand 4,855 1.15 0.54 1.00 +  
lpng Log real gas price 
(p/therm) 
4,855 3.73 0.03   -0.346 -  
lpel Log real electricity price 
per kWh 
4,855 4.92 0.01 0.040 +  
lwpng Log real wholesale gas 
price 
4,855 3.00 0.09 0.003 -  
ly Log real disposable 
income 
4,855 6.53 0.52 0.44 +  
lrealgdvp Log Real Green deal 
vouchers paid (£) 
4,855 14.90 1.97 -0.07 -  
LRHPP Log number of 
households on 
Renewable Heat 
Payment plan 
4,855 7.79 1.15 0.01 -  
ROOMS Number of rooms 4,855 6.27 1.61 0.30 +  
INCGRP Income group 4,855 30.68 13.29 0.20 +  
AGE_HRPR
ANK 
Age of household 
reference person by 
rank 
4,855 8.53 2.27 0.01 +  
AGE_HRP Age of household 
reference person 
4,855 44.63 11.21 0.18 +  
LAGE_HRP Log age of household 
reference person  
4,855 3.77 0.26 0.01 +  
LCHILD Log number of children 3,666 0.49 0.45 0.01 +  
LRETIREE Log number of 
retirees/pensioners 
386 0.28 0.35 0.01 +  
WEALTH Dummy for wealthy 
household if 1, 0 
otherwise 
4,855 0.03 0.16 0.04 +  
CHGAS Dummy for gas central 
heating if 1, 0 otherwise 
4,855 0.86 0.35 0.49 +  
CHEL Dummy for electrical 
central heating if 1, 0 
otherwise 
4,855 0.03 0.18 0 -  
  
125 
 
 
Chapter 4 
4 CONCLUSION & SUMMARY OF THESIS 
 
This chapter focuses on summarising the main arguments and conclusions from the findings in 
the study. The research questions raised will be revisited. Chapter 1 was the introduction to the 
subject area giving the background, history, evolution and development of the UK gas market 
from a small monopoly to a fully liberalised competitive market in about 80 years. Chapter 2 
attempts to answer the first three research questions dealing with the wholesale gas market. In 
Chapter 3 another three research questions regarding consumer behaviour in the retail or 
residential market were dealt with. The next section presents the research questions revisited. 
4.1 RESEARCH QUESTIONS REVISITED 
RQ1 
1. Does the International price of Crude oil have predictive power on UK Natural Gas prices? 
From the results of the unit root tests and VECM estimation (Table 2.1 and 2.5), we find that both 
the Brent oil and NBP gas price series are I (1) or stationary at first difference. This means there 
is a possibility of co-movement between the two price series over the long run. The VECM 
estimation results indicate that oil prices are weakly exogenous and drive NBP gas price changes. 
However, the speed of adjustment of NBP gas price in response to oil price changes is reduced by 
30 percent when we consider the impact of exogenous seasonal factors. The bivariate model is 
still able to predict with accuracy the price of gas with oil price as the main driver of gas price. 
RQ2 
How well do exogenous factors such as weather and seasonality improve the accuracy of predicting 
UK Natural Gas prices? 
Furthermore, applying the 4-model forecast combination technique we discover there are 
forecast accuracy gains and are able to predict the with more accuracy and less forecast error. 
The 4-model forecast combination is also tested for encompassing by the 3-model forecast 
combination. Results from Table 2.9 indicate that the 4-model forecast combination is not 
encompassed by the 3-model forecast combination. This implies that even though oil price has 
predictive power over gas price, the inclusion of exogenous weather and seasonal variables help 
in improving the accuracy and reliability of the forecast.  
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RQ3 
Why the Forecast Combination and Encompassing Model are employed for the study and how 
accurate is the prediction from the model? 
Forecast combination methods take advantage of several other forecasting techniques by 
combining them and minimising prediction error. This offers gains in spreading risks (Bates and 
Granger, 1969) thus providing a major justification for the use of combination methods. 
Furthermore, forecast combination is a point forecast and they produce the most accurate 
forecasts from estimations of linear regression models. Evidence from the SARIMA forecast 
combination of model 4 (Table 2.9) indicate very low RMSE values of the MSE forecast of 0.07. 
We see further evidence when there are gains in forecast accuracy as the RMSE from the MSE 
forecast drops from 0.38 to 0.21 (45% gains in accuracy). 
RQ4 
What methods/approaches can be employed to accurately estimate the household natural gas 
demand function? 
There are several parametric, nonparametric and semi nonparametric methods in estimating the 
household gas demand function. However, linear estimates are often easier to implement 
especially when they fit the data. The Censored Regression of the Tobit model was applied in the 
study because it is well suited to the data especially where there is the problem of several zeros 
in the survey data. Results from the estimation show the marginal effects provide very plausible 
estimates robust to inconsistent and biased parameter estimates. The model is also tested for 
adequacy and specification against alternative models such a s the Cragg’s model and performs 
very well.  
RQ5 
What is the response of households to changes in gas price, price of electricity, income and other 
key socioeconomic factor variables? 
The results from the censored regression of the limited dependent variable in Table 3.7 show that 
considering all the seasonal and socioeconomic effects, on average households have a price 
elasticity ranging from -0.246 to –0.327 for the restricted model. The response to price change is 
higher in the unrestricted model (see Table 3.8) with price elasticity falling between -0.422 to -
0.491. Increase in consumer response has been widely reported in DECC reports (2016, 2018). 
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Results from chapter 3 indicate that gas consumption among households increases with increase 
in the price of electricity, income, number of rooms, household size, number of children, number 
of retirees and the age of household reference person. The findings also indicate that low income 
earners consume and respond less than mid and high-income earners. This possibly because they 
have little room to increase their consumption due to high marginal propensity to consume. On a 
general note, owners consume more gas than renters. Families living in detached homes consume 
more than those in purpose-built flats.  
RQ6 
What is the significance of government energy and climate change policy on residential gas 
consumption? 
The study reveals that government policy variables Green Deal and RHPP are statistically 
significant both individually and jointly (Table 3.8). The result is a positive signal to the 
government that the energy and climate change policies implemented so far, have been quite 
effective. Households receive subsidies and payments because of their investment in energy 
efficient stock and appliances. Installations such as wall and cavity insulation, loft insulation, solar 
panels and new boilers have enabled many households to save on gas consumption.   
Results also indicate that home owners respond more to the policies than renters and they reduce 
their gas usage by 0.4 percent more than renters. The results, however, show that home owners 
and renters increase their gas consumption when RHPP payments increase. The increased 
demand could be attributed to the savings made from the RHPP scheme. Payments received by 
households are spent on more gas consumption. Furthermore, results indicate that 
retirees/pensioners gas demand grows with an increase in the green Deal and RHPP payments. 
Finally, it can be argued that the growth in gas demand as a response to an increase in RHPP 
payments could be in connection with later payments of the scheme. The Green Deal accreditation 
and payment to households were initiated a few years before the RHPP. Also, the Green Deal 
payments are much more substantial and are easier to access. Moreover, the investments 
required under the RHPP take longer and are more appealing to home owners than landlords.  
4.2 FUTURE RESEARCH 
Results from the forecast combination indicates that at least in more years to come over the short 
to medium term, gas prices are set to keep rising with oil prices. The gas price still remains oil 
indexed and outlook for the UK gas market is to ensure diversification of production and supply. 
The global oil market is recovering from a slump but is still highly volatile due to pressing security 
of supply concerns most especially in the Middle East. The instability of oil prices has a knock-on 
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effect on gas price since it has predictive power over the gas price. The effect is sure to trickle 
down to the end user. Government energy and climate change policies seem to be quite effective 
and the demand for natural gas has been on a steady decline for almost a decade.  
It is important to conduct further research on the impact of political shocks like Brexit, the 
increasing erratic weather and seasonal patterns have on the gas market. The growing 
importance of shale gas in North America and the debate over fracking in the UK are all important 
considerations that could shape the future of the gas market.  
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