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Re´sume´— Cet article s’inte´resse a` l’identification des
syste`mes de grande taille qui peuvent eˆtre de´compose´s en
une collection de sous-syste`mes couple´s par les sorties. Il est
d’abord montre´ que si le syste`me global est structurellement
identifiable, alors tous les sous-syste`mes le sont e´galement,
en conside´rant les sorties comme de nouvelles entre´es. Cette
proprie´te´ est ensuite utilise´e pour proposer une proce´dure
d’identification de´centralise´e. L’efficacite´ de l’approche pro-
pose´e est illustre´e sur un exemple acade´mique.
Mots-cle´s— Identifiabilite´ structurelle, Identification de´cen-
tralise´e, Syste`mes de grande taille.
I. Introduction
Les syste`mes technologiques de grande taille tels que
les syste`mes de transport, les syste`mes e´lectriques, les
syste`mes de baˆtiments. . .sont omnipre´sents dans notre vie
moderne. La grande taille de ces syste`mes a conduit
au de´veloppement de diverses techniques pour re´duire la
complexite´ de leur e´tude. Une approche possible est de
conside´rer le grand syste`me comme une collection de nom-
breux sous-syste`mes plus simples.
L’identification [1] est un point crucial pour l’e´laboration
d’une strate´gie de controˆle base´e sur un mode`le. D’un point
de vue pratique, le proble`me de la taille des syste`mes se
pose e´galement pour l’identification parame´trique.
Pour simplifier l’identification des syste`mes de grande
taille, de nombreux auteurs ont essaye´ d’exploiter leur
structure. Dans [5], le syste`me global est hie´rarchise´ et une
me´thode ite´rative est propose´e pour l’identification. Dans
[7], les auteurs s’inte´ressent aux syste`mes circulants [3], et
ils exploitent leurs proprie´te´s pour de´finir une proce´dure
originale d’identification. Une autre technique exploite la
proprie´te´ de de´couplage en boucle ferme´e afin de de´finir une
collection d’observateurs de´centralise´s pour les syste`mes
non line´aires interconnecte´s [12].
Dans cet article, nous supposons que le syste`me global
est structurellement identifiable. L’identifiabilite´ structu-
relle est une proprie´te´ importante quand il faut e´valuer
les parame`tres du syste`me, car elle garantit l’unicite´
des parame`tres [15]. Dans [13], l’auteur se concentre sur
les syste`mes compartimentaux pour e´tudier l’identifiabi-
lite´ structurelle du syste`me global, et dans [4], l’identi-
fiabilite´ pratique peut eˆtre ve´rifie´e pour des conditions
suffisantes sur les signaux d’interaction entre les sous-
syste`mes. Dans ce document, on conside`re un ensemble de
syste`mes line´aires couple´s par leurs sorties. Un exemple est
repre´sente´ sur la figure 1. De nombreux processus peuvent
eˆtre mode´lise´s sous cette forme, c’est le cas par exemple
des syste`mes thermiques dans les baˆtiments [8].
Fig. 1. Exemple d’un grand syste`me compose´ de M sous-syste`mes
couple´s par les sorties.
La contribution de cet article est double : il est d’abord
prouve´ que si le syste`me global est structurellement iden-
tifiable, alors tous les sous-syste`mes couple´s par les sor-
ties sont e´galement structurellement identifiables. A partir
de ce re´sultat, une proce´dure d’identification de´centralise´e
permettant de re´duire la complexite´ de l’identification glo-
bale est de´veloppe´e.
Ce document est organise´ comme suit : dans la section
II, on donne quelques rappels sur l’identifiabilite´ struc-
turelle puis on pre´sente le syste`me global et sa struc-
ture. La premie`re contribution de cet article est explique´e
dans la section III dans laquelle on pre´sente une condi-
tion suffisante pour l’identifiabilite´ structurelle des sous-
syste`mes. Dans la section IV, la proce´dure d’identification
de´centralise´e est de´finie et son efficacite´ est illustre´e par un
exemple acade´mique inspire´ des syste`mes thermiques dans
les baˆtiments. La conclusion et les perspectives de ce travail
sont pre´sente´es dans la section V.
II. Formalisation du proble`me
A. Rappel sur l’identifiabilite´ structurelle
Tester l’identifiabilite´ structurelle d’un syste`me est une
e´tape importante dans la validation the´orique d’un mode`le.
Intuitivement, les parame`tres d’un syste`me sont identi-
fiables s’il est the´oriquement possible de les de´terminer
d’une fac¸on unique a` partir de l’observation des entre´es et
des sorties suppose´es parfaitement connues, en se plac¸ant
dans un cadre ide´al non bruite´, ou` le mode`le cherche´ cor-
respond a` celui du syste`me e´tudie´.
La litte´rature sur l’identifiabilite´ et les me´thodes pour la
ve´rifier est vaste [2], [6], . . .. Le lecteur peut se re´fe´rer a` [14]
et [15] qui traitent le sujet en de´tail. Sa de´finition formelle
est rappele´e comme suit :
De´finition 1 : Identifiabilie´ structurelle globale [14]
Conside´rons le syste`me line´aire (1) parame´tre´ en p ,avec
p ∈ P ⊂ Rnp (ou` P est l’ensemble des parame`tres admis-
sibles), repre´sente´ sous la forme d’e´tat suivante :
{
x˙ = A(p)x + B(p)u
y = C(p)x
, x(0) = x0(p) ∈ Rn (1)
Le parame`tre p0 ∈ P0 ⊂ R est dit structurellement glo-
balement identifiable (s.g.i.) si et seulement si, pour tout
p˜0 ∈ P0 et pour une classe d’entre´e U :
y(p˜, t) ≡ y(p, t),∀t ∈ R+,∀u ∈ U ,=⇒ p˜0 = p0 (2)
Le syste`me global (1) est s.g.i. si et seulement si, tous
ses parame`tres sont s.g.i..
Dans cet article, sans perte de ge´ne´ralite´, nous supposons
que la condition initiale est connue et non parame´tre´e.
Il existe plusieurs me´thodes pour tester l’identifiabilite´
structurelle comme l’approche par transformation de La-
place, de´crite dans [10], la me´thode des parame`tres de Mar-
kov explique´e dans [11] qui est base´e sur la repre´sentation
Bond Graph du syste`me ou le de´veloppement en se´rie de
Taylor des sorties, e´tudie´ dans [9] par exemple.
Dans cet article, nous allons utiliser un outil puis-
sant pour ve´rifier l’identifiabilite´ structurelle d’un mode`le
repre´sente´ par sa repre´sentation d’e´tat : la me´thode des si-
milarite´s (similarity transformation approach) de´crite dans
[13].
Avant de rappeler le the´ore`me principal de cette ap-
proche, nous introduisons d’abord quelques notations. La
de´pendance en p de toutes les matrices sera omise : par
exemple, la matrice A(p) sera note´e A. Pour une autre pa-
rame´trisation p˜, la matrice A(p˜) sera note´e A˜.
Pour appliquer la me´thode des similarite´s, il faut que le
syste`me (1) soit structurellement commandable et structu-
rellement observable :
De´finition 2 : Le syste`me (1) est structurellement com-
mandable si pour presque tout p ∈ P, on a :
rang
(
B AB . . . An−1B
)
= n
De´finition 3 : Le syste`me (1) est structurellement obser-
vable si pour presque tout p ∈ P, on a :
rang

C
CA
...
CAn−1
 = n
Les re´sultats de cet article sont base´s sur le the´ore`me
suivant :
The´ore`me 1 : [13] Le syste`me (1), structurellement com-
mandable et observable, est structurellement globalement
identifiable si et seulement si, pour deux parame´trisations
p et p˜ et une matrice non singulie`re T ∈ Rn×n, telles que :
TA = A˜T
TB = B˜
C˜T = C
(3)
alors T = Id et p = p˜.
Maintenant que les principales de´finitions sont donne´es,
nous allons pre´ciser dans la section suivante, la structure
du syste`me global e´tudie´.
B. Passage d’une description locale a` une description glo-
bale du syste`me
Dans cet article, on conside`re une collection de M sous-
syste`mes dynamiques. Chaque sous-syste`me est de´crit par
l’e´quation diffe´rentielle suivante :
(Σi) :
{
x˙i = Aixi + Biui +
∑
j∈Ni
Kijyj
yi = Cixi
(4)
dans laquelle les matrices Ai, Bi, Ci et Kij sont pa-
rame´tre´es par le vecteur pi ∈ Rnpi (i = 1 . . .M).
L’ensemble Ni = {j\ Kij 6= 0} est une collection d’in-
dices qui indique le voisinage du syste`me (Σi). Un sous-
syste`me (Σj) est dans le voisinage de (Σi) si sa sortie yj a
un effet sur x˙i.
A partir de cette description locale, le syste`me global
peut eˆtre de´duit comme suit :
(Σ) :
{
x˙ = Ax + Bu
y = Cx
(5)
avec :
x =

x1
x2
...
xM
 , u =

u1
u2
...
uM
 , y =

y1
y2
...
yM
 , p =

p1
p2
...
pM

Les matrices A, B et C de´pendent du vecteur p qui est
le vecteur des parame`tres du grand syste`me.
A(p) =

A1 K12C2 . . . K1MCM
K21C1 A2 . . . K2MCM
...
...
...
...
KM1C1 KM2C2 . . . AM

B(p) = diag (Bi)i=1,M , C(p) = diag (Ci)i=1,M
On suppose que le syste`me global est structurellement
commandable et observable. Dans ce cas on peut montrer
que les sous-syste`mes sont e´galement structurellement com-
mandables et observables. La preuve de cette proprie´te´ ne
sera pas de´veloppe´e dans cet article.
III. Condition suffisante pour l’identifiabilite´
structurelle des syste`mes locaux
L’ide´e pour montrer cette proprie´te´ est de conside´rer
chaque sous-syste`me comme inde´pendant des autres mais
posse´dant comme entre´es virtuelles certaines des sorties de
ses voisins. On de´finit ainsi le sous-syste`me virtuel :
(Σi) :
{
x˙i = Aixi + Biui +
∑
j∈Ni
Kij ûij
yi = Cixi
(6)
Le premier re´sultat de cet article peut eˆtre e´nonce´ comme
suit :
The´ore`me 2 : Si le syste`me global (Σ), structurellement
commandable et observable, est structurallement globale-
ment identifiable, alors tous les sous syste`mes (Σ̂i) sont
aussi structurellement globalement identifiables.
Preuve 1 : Pour tout i = 1, . . . ,M , on suppose qu’on a
deux parame´trisations pi et p˜i et une matrice Ti telles que :
TiAi = A˜iTi (7)
TiBi = B˜i (8)
∀j 6= i, TiKij = K˜ij (9)
C˜iTi = Ci (10)
En introduisant T = diag (Ti)i=1,M on a alors :
TA =

T1A1 T1K12C2 . . . T1K1MCM
T2K21C1 T2A2 . . . T2K2MCM
...
...
...
...
TMKM1C1 TMKM2C2 . . . TMAM

=

A˜1T1 K˜12C2 . . . K˜1MCM
K˜21C1 A˜2T2 . . . K˜2MCM
...
...
...
...
K˜M1C1 K˜M2C2 . . . A˜MTM

=

A˜1T1 K˜12C˜2T2 . . . K˜1M C˜MTM
K˜21C˜1T1 A˜2T2 . . . K˜2M C˜MTM
...
...
...
...
K˜M1C˜1T1 K˜M2C˜2T2 . . . A˜MTM

= A˜T (11)
Comme B, C et T sont des matrices diagonales par bloc,
BT = B˜ et C˜T = C. Et puisque le syste`me global est
par hypothe`se globalement identifiable, alors en utilisant
le the´ore`me 1, on peut de´duire que T = Id et p = p˜.
Par conse´quent, pour tout i = 1, . . . ,M on a Ti = Id et
pi = p˜i. D’ou`, par le the´ore`me 1, on de´duit que tous les
sous-syste`mes (Σi) sont structurellement identifiables. Ceci
conclut la preuve.
Le the´ore`me 2 sera utilise´ pour e´laborer une proce´dure
d’identification de´centralise´e. Ce point est explique´ dans la
section suivante.
IV. la de´marche de l’identification
de´centralise´e
Dans cette partie, on va tout d’abord de´crire la proce´dure
d’identification de´centralise´e qui sera par la suite applique´e
sur un exemple acade´mique.
A. Le sche´ma d’identification de´centralise´e
L’inte´reˆt du the´ore`me 2 est de simplifier l’identification
du syste`me global en estimant les parame`tres de chaque
sous-syste`me. On ve´rifie d’abord que le grand syste`me
est structurellement globalement identifiable. Dans ce cas,
en utilisant le the´ore`me 2, on peut de´duire que les sous-
syste`mes sont aussi structurellement globalement identi-
fiables. On va donc sous-syste`me par sous-syste`me, identi-
fier les parame`tres associe´s. On va pour ce faire re´cupe´rer le
jeu d’entre´e/sortie du sous-syste`me conside´re´, ainsi que les
donne´es des sorties des sous-syste`mes qui sont en couplage
avec lui. Les parame`tres globaux seront alors la re´union de
tous les parame`tres ainsi obtenus (voir figure 2).
le the´ore`me 2 implique que si le grand syste`me com-
pose´ de sous syste`mes couple´s par les sorties est globa-
lement identifiable alors les sous syste`mes sont aussi glo-
balement identifiables. En s’appuyant sur ce the´ore`me,
nous proposons de remplacer l’identification globale des pa-
rame`trespar une identification de´centralise´e de parame`tres
de chacun des sous syste`me qui le compose. les signaux
d’entre´e pour l’identification d’un sous syste`me sont ses si-
gnaux d’entre´es ainsi que les signaux des sorties de de son
voisinage.
Fig. 2. Proce´dure d’identification.
Cette proce´dure d’identification est teste´e sur un
exemple acade´mique qui est pre´sente´ dans la section sui-
vante.
B. Exemple acade´mique
Pour montrer l’inte´reˆt du the´ore`me 2, l’e´tude sera faite
en premier lieu sur un syste`me global simple et structurelle-
ment globalement identifiable compose´ de M sous-syste`mes
couple´s par les sorties. On e´tudiera l’influence de 3 indica-
teurs pour comparer les re´sultats :
– l’erreur parame´trique maximale (EPM) de l’ap-
proche utilise´e (globale ou de´centralise´e) correspond
au maximum des erreurs calcule´es sur chacun des pa-
rame`tres. Chaque erreur est de´finie par la formule sui-
vante :
(EP )i = 100
∣∣∣∣valeur estime´e (pi)− valeur re´elle (pi)valeur re´elle (pi)
∣∣∣∣
ou` pi est un parame`tre du syste`me e´tudie´.
– l’ajustement(ou le fit) minimal(Am) corres-
pond au minimum des ajustements calcule´s sur les
diffe´rentes sorties. Ces ajustements indiquent la res-
semblance entre les sorties re´elles et les sorties me-
sure´es.
– le temps d’identification calcule´ comme la somme
des temps d’identification de tous les sous-syste`mes qui
composent le grand syste`me (calcul non paralle´lise´).
B.1 Description du syste`me
L’exemple choisi pour illustrer la de´marche provient du
domaine de la thermique des baˆtiments. On conside`re un
grand syste`me repre´sentant un baˆtiment compose´ de M
pie`ces dont le mode`le de couplage choisi est un couplage
par les sorties. Les sous-syste`mes sont de´crits par les figures
3 et 4.
Fig. 3. Sous syste`me(i). Fig. 4. Sche´ma e´lectrique
e´quivalent du sous-
syste`me(i).
Le grand syste`me peut repre´senter une maison dont les
sous-syste`mes sont les pie`ces qui la composent et les entre´es
sont les flux de chauffage et la tempe´rature exte´rieure
par exemple. Le couplage repre´sente l’influence thermique
entre les pie`ces voisines. Le mode`le e´lectrique e´quivalent
est donne´ par la figure 4.
Pour cet exemple, on va traiter le cas ou` le couplage par
les sorties se fait uniquement entre les sous-syste`mes les
plus proches comme le montre la figure 5.
Fig. 5. Couplage par les sorties entre les voisins (sous-syste`mes) les
plus proches seulement.
Ce couplage est traduit par les re´sistances de couplage
Rij .
Les parame`tres inconnus (a` estimer) sont les re´sistances
et les capacite´s pour chaque sous-syste`me : Cmi, Ci, Ri, R0i
et Rij . Les valeurs de ces parame`tres sont diffe´rentes d’une
pie`ce a` l’autre mais restent proches des valeurs donne´es
dans le tableau I.
TABLE I
Valeurs moyennes des parame`tres
pi Cmi Ci Ri R0i Rij
valeur re´elle 5 4 3 0.4 6
Chaque sous-syste`me est de´crit par la repre´sentation
d’e´tat 4 avec :
Ai =
( −1
Cmi
( 1R0i +
1
Ri
) 1CmiRi
1
CiRi
−1
Ci
( 1Ri +
∑
j∈Ni
1
Rij
)
)
Bi =
(
0 1CmiR0i
1
Ci
0
)
Kij =
(
0
1
CiRij
)
Ci =
(
0 1
)
xi =
(
Tmi
Ti
)
Ui =
(
ui1
ui2
)
B.2 Conditions expe´rimentales
Pour proce´der a` l’identification, on a utilise´ des signaux
d’entre´e riches en fre´quence de type PRBS (Pseudo Ran-
dom binary sequence), RGS (Random Gaussian Signal)
and RBS (Random Binary Signal). Les valeurs initiales
des parame`tres pour l’identification sont de l’ordre de 20
% des vraies valeurs. Pour l’identification des parame`tres,
on a utilise´ la fonction PEM (Prediction Error Estimate)
de Matlab avec l’algorithme a` re´gions de confiance (Trust-
Region-Reflective Algorithm) qui est un algorithme d’opti-
misation d’une fonction de couˆt diffe´rentiable. Les simula-
tions pour l’identification sont faites sur 9000 points.
B.3 Identification
Pour analyser les re´sultats de l’identification, on a traite´
deux cas : le premier cas est l’identification dans un cadre
ide´al non bruite´ et pour le deuxie`me cas, on a ajoute´ des
bruits sur les sorties.
B.3.a Identification : cas ide´al. Les re´sultats de l’iden-
tification pour un syste`me global compose´ de M sous-
syste`mes sont les suivants : le tableau II donne les ajuste-
ments minimaux (Am) et le tableau III fournit les re´sultats
d’erreur parame´trique maximale, dans les cas d’identifica-
tion globale (IG) et de´centralise´e (ID).
TABLE II
Influence de M sur l’ajustement
M Am(IG)(%) Am(ID)(%)
M=2 100 100
M=3 100 100
M=4 100 100
M=5 99.76 100
M=6 99.54 100
M=7 98.24 100
M=10 N/A 100
TABLE III
Influence de M sur l’EPM
M EPM (IG)(%) EPM (ID)(%)
M=2 0 0
M=3 0 0
M=4 0 0
M=5 0.64 0
M=6 0.98 0
M=7 1.2 0
M=10 N/A 0
A partir de ces re´sultats, on peut remarquer que plus
le nombre des sous-syste`mes est grand, plus la dimension
du syste`me global augmente, et plus son identification de-
vient complique´e : par exemple pour M = 10 (on a 20
e´tats et 49 parame`tres) la proce´dure d’identification e´choue
a` donner un re´sultat. On note aussi, dans le cas global,
que le pourcentage des erreurs parame´triques augmente si
la taille du syste`me augmente, et la valeur minimale des
fits des sorties diminue progressivement, ce qui montre la
de´gradation de la qualite´ de l’identification. Par contre, en
utilisant l’approche de´centralise´e (identification de chaque
sous-syste`me) on obtient des bons re´sultats d’identification
avec un ajustement de 100% et une erreur parame´trique
nulle.
On a fait aussi une comparaison du temps d’identifica-
tion entre les deux approches. Le tableau IV compare le
temps d’identification pour le syste`me global (IG) et le
temps d’identification de´centralise´e (ID).
TABLE IV
Influence de M sur le temps d’identification
M temps (IG) (min) temps (ID) (min)
M=2 2.65 1.75
M=3 5.77 2.57
M=4 7.10 4.20
M=5 9.15 5.14
M=6 14.20 6.28
M=7 19.30 7.16
M=10 N/A 11.25
Les re´sultats montrent un autre inte´reˆt du the´ore`me 2 qui
est la re´duction du temps d’identification en le comparant
a` celui de l’approche globale.
Cet exemple acade´mique simple, met en avant l’inte´reˆt
du the´ore`me 2 et de la proce´dure d’identification qui en
de´coule.
B.3.b Identification : cas bruite´ (bruit sur les sor-
ties). Il est toujours inte´ressant de regarder comment
les re´sultats d’identification sont sensibles aux bruits. Pour
e´tudier ce point, on a ajoute´ des bruits de meˆme puis-
sance mais de natures diffe´rentes (gaussien, uniforme) et
avec des re´alisations diffe´rentes sur toutes les sorties pour
un syste`me global compose´ de 6 sous-syste`mes. On a aug-
mente´ progressivement le rapport signal sur bruit (RSB) et
on a calcule´ l’erreur parame´trique maximale (EPM) et le fit
minimal pour l’approche globale et l’approche de´centralise´e
comme le montrent les figures 6 et 7.
Suite a` cette expe´rience, on peut e´galement remarquer
que, meˆme dans le cas ou` les sorties sont bruite´es, les
erreurs parame´triques pour l’approche de´centralise´e sont
moins e´leve´es que celles pour l’approche globale, et que les
ajustements sur les sorties sont meilleurs dans le cas de
l’approche de´centralise´e.
Cette expe´rience semble montrer que la de´marche pro-
pose´e est moins sensible aux bruits de mesure. Cet aspect
sera exploite´ dans des travaux futurs, ou` une e´tude de sen-
sibilite´ sera mene´e.
V. Conclusion
L’identification des syste`mes de grande taille est toujours
conside´re´e comme un proble`me complique´. Dans cet ar-
ticle, on a montre´ comment la structure d’un mode`le (cou-
Fig. 6. Comparaison des erreurs parame´triques maximales.
Fig. 7. Comparaison des ajustements minimaux.
plage des sous-syste`mes par les sorties) peut simplifier et
re´duire la complexite´ de l’identification des syste`mes de
grand taille. On a illustre´ cette technique sur un exemple
inspire´ des syste`mes thermiques des baˆtiments.
Dans les proble`mes traite´s dans cet article, on a sup-
pose´ que le syste`me a` identifier pouvait eˆtre repre´sente´
sous forme de plusieurs sous-syste`mes couple´s par les sor-
ties. Or selon les syste`mes adresse´s, cette mode´lisation
n’est pas toujours ade´quate. Dans des travaux futurs, il
serait inte´ressant d’e´tudier l’extension de cette de´marche a`
d’autres types de couplage (couplage par les entre´es, par
les e´tats. . .).
D’autre part, d’un point de vue pratique, identifier les
parame`tres d’un syste`me requiert des signaux d’entre´e suf-
fisamment riches. Or dans notre approche, les signaux as-
socie´s aux entre´es virtuelles des sous-syste`mes (ûij ) sont
en re´alite´ des sorties de notre processus qui peut filtrer
certaines fre´quences. L’impact de cette perte potentielle en
richesse sera aussi e´tudie´ prochainement.
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