Introduction
An important issue in the study of diophantine equations is to determine the density of integer points on algebraic varieties. In this setting the circle method is a powerful instrument, with which for example Birch [1] and Schmidt [7] obtained results in great generality. So far, most literature is concerned with counting integer points in boxes which are dilated by a large real number. In this case all the variables lie in intervals of comparable length. In this paper we study systems of bihomogeneous equations where it is natural to ask for similar asymptotic formulas while allowing different sizes for the variables involved. Furthermore, we use the structure of bihomogeneous equations to obtain results on the number of integer points on these varieties, using in generic cases fewer variables than needed in Birch's work [1] . 484 
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First we need to introduce some notation. Let n 1 , n 2 and R be positive integers. We use the vector notation x = (x 1 , . . . , x n 1 ) and y = (y 1 , . . . , y n 2 ). We call a polynomial F (x; y) ∈ Z[x, y] a bihomogeneous form of bidegree (d 1 , d 2 ) if F (λx; µy) = λ d 1 µ d 2 F (x; y), for all λ, µ ∈ C and all vectors x, y. In the following we consider a system of bihomogeneous forms F i (x; y) ∈ Z[x, y], for 1 ≤ i ≤ R. We are interested in the number of solutions to the system of equations (1.1) F i (x; y) = 0, for 1 ≤ i ≤ R, where we seek integer solutions in certain boxes. Thus, let B 1 and B 2 be two boxes of side length at most 1 in R n 1 and R n 2 , and let P 1 and P 2 be large real numbers. We write P 1 B 1 for the set of x ∈ R n 1 such that P −1 1 x ∈ B 1 , and P 2 B 2 analogously. Then we define N (P 1 , P 2 ) to be the number of integer solutions to the system of equations (1.1) with x ∈ P 1 B 1 and y ∈ P 2 B 2 .
Furthermore, we introduce the affine variety V * 1 in A n 1 +n 2 C given by
Similarly we define V * 2 to be the affine variety in A n 1 +n 2 C given by
Our main result is an asymptotic formula for N (P 1 , P 2 ), which we can establish as soon as the codimensions of V * 1 and V * 2 are sufficiently large in terms of the number of equations, the bidegree of the polynomials and the logarithmic ratio between the two parameters P 1 and P 2 . Theorem 1.1. Let P 1 and P 2 be two large real numbers, and define b = log P 1 log P 2 . Assume that b ≥ 1. Furthermore, for all 1 ≤ i ≤ R, assume that the polynomials F i have bidegree (d 1 , d 2 ). Let n 1 , n 2 > R and V * 1 and V * 2 be the varieties given by equations (1.2) and (1.3) . Assume that n 1 + n 2 − dim V * i > 2 d 1 +d 2 −2 max{R(R + 1)(d 1 + d 2 − 1), R(bd 1 + d 2 )}, for i = 1, 2. Then we have the asymptotic formula N (P 1 , P 2 ) = σP n 1 −Rd 1 1 P n 2 −Rd 2 2 + O(P n 1 −Rd 1 −ε 1 P n 2 −Rd 2 2 ), for some real σ and ε > 0. As usual, σ is the product of a singular series S and a singular integral J which are given in equations (5.6) and (5.7) . Furthermore, the constant σ is positive if i) the F i (x; y) have a common non-singular p-adic zero for all p, ii) and if the F i (x; y) have a non-singular real zero in the box B 1 × B 2 and dim V (0) = n 1 + n 2 − R, where V (0) is the affine variety given by the system of equations (1.1) .
We note that in our result the number of variables n 1 and n 2 depends on the parameter b. However, this condition can be omitted if
There are few examples in the literature where the number of integer points on bihomogeneous varieties is studied. Robbiani ([5] ) and Spencer ([8] ) treat bilinear varieties, and Van Valckenborgh ( [9] ) provides some results on bihomogeneous equations of bidegree (2, 3) . However, Van Valckenborgh only considers a diagonal situation, whereas we are interested in a general set-up.
In our work we largely follow Birch's paper [1] . However, we have to take care of the different sizes of our boxes and their growth. The main difference to Birch's work is in the form of Weyl's inequality we use. When Birch works with forms of total degree d he differentiates them d − 1 times via Weyldifferencing to obtain linear exponential sums. We apply that differencing process separately with respect to the variables x and y, such that we only have to use this process d 1 − 1 times for the variables x and d 2 − 1 times for the variables y. In total we therefore only need d 1 + d 2 − 2 differencing steps. This approach was first mentioned to us by Prof. T. D. Wooley. One condition in Birch's theorem is that the total number of variablesñ satisfies
which is essentially determined by the form of Weyl's lemma, which he uses. We obtain a similar condition for d = d 1 + d 2 , however we can replace the factor 2 d−1 by 2 d−2 .
On the other hand, in our condition the quantities dim V * 1 and dim V * 2 appear instead of the dimension of V * , which is the variety given by
where z j run through all variables x 1 , . . . , x n 1 and y 1 , . . . , y n 2 . We clearly have V * ⊂ V * i and thus dim V * ≤ dim V * i , for i = 1, 2. However, we note that the singular locus of a bihomogeneous variety is rather large, as soon as not both d 1 and d 2 equal 1. If we assume for example d 1 > 1, then we see that V * contains a linear subspace of dimension n 2 , when we set x = 0. The same holds of course for V * 1 and V * 2 . We assume for the moment that we have n = n 1 = n 2 and that d 1 or d 2 is larger than 1. Then we claim that in a generic situation for hypersurfaces, i.e. R = 1, we have
Since each of the loci has dimension at least n, and V * ⊂ V * 1 , it suffices by symmetry to show that dim V * 1 = n in the generic situation. To justify this claim, we note that for fixed bidegree (
in (x; y). We fix an order of them and associate to each a ∈ A m Q a bihomogeneous form F a (x; y). We write ∇ x F for the gradient of a bihomogeneous form F (x; y) with respect to the variables x. For a ∈ P m−1 Q we set
Furthermore, we consider the projective variety
and the projection to the first factor π :
for a ∈ P m−1 Q . Then Corollary 11.13 of [4] shows that λ is an upper semicontinuous function on π(V) in the Zariski-topology of π(V), which is itself a closed subset of P m−1 Q by Theorem 3.13 of [4] . Hence the set
. Then X 1,b is given by x i y i = 0 for 1 ≤ i ≤ n if d 1 ≥ 2, and empty if d 1 = 1. In any case, we have dim X 1,b ≤ n − 2. Therefore the set
is open and non-empty in P m−1 Q , and so dim V * 1 = n in the generic case.. Another novelty in this work is the way we use of the geometry of numbers in the treatment of our exponential sums. Birch in his paper [1] uses Lemma 12.6 from [3] , which is a standard argument at this step. However, this lemma can only be applied if the involved matrices are symmetric, which is not the case in our situation. Our Lemma 3.1 provides a form of generalising that lemma from Davenport to general matrices.
We note that a system of bihomogeneous polynomials F i (x; y) defines a variety in biprojective space P n 1 −1 × P n 2 −1 . Hence, in the context of the Manin conjectures, it is natural to count rational points on this variety with respect to the anticanonical height function in biprojective space, which is in our case given by
, if x and y are integer vectors with coprime coordinates. Our Thoerem 1.1 is a first step in this direction and will be used to accomplish this goal in forthcoming work of the author. We note that it will turn out to be important that we can establish asymptotic formulas for N (P 1 , P 2 ) for parameters P 1 and P 2 which are not necessarily of the same size.
In the following α is some vector α = (α 1 , . . . , α R ) ∈ R R , and we use the abbreviation α · F := α 1 F 1 + . . . + α R F R . Furthermore, we frequently use summations over integer vectors x and y, such that sums of the type x∈P 1 B 1 are to be understood as sums x∈P 1 B 1 ∩Z n 1 . For a real number x we write x = min z∈Z |x − z| for the distance to the nearest integer. As usual, we write e(x) for e 2πix .
The structure of this paper is as follows. After introducing some notation in section 2, we perform a Weyl-differencing process in section 3. In section 4 we are concerned with the lemma from the geometry of numbers mentioned above. This is used in section 5 to deduce a form of Weyl's inequality. In section 6 we set up the circle method, reduce the problem to a major arc situation and treat the singular series and integral. The proof of Theorem 1.1 is finished in the final section.
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Exponential sums
We start in defining the exponential sum
for some α ∈ R R . One goal of this section is to perform (d 1 − 1) times a Weyl-differencing process with respect to the variables x and (d 2 − 1) times the same differencing process with respect to y. For this we write each bihomogeneous form F i as
with the F (i) j 1 ,...,j d 1 ;k 1 ,...,k d 2 symmetric in (j 1 , . . . , j d 1 ) and (k 1 , . . . , k d 2 ). Here the summations are over j 1 , . . . , j d 1 from 1 to n 1 , and k 1 , . . . , k d 2 from 1 to n 2 , and we write j and k for (j 1 , . . . , j d 1 ) and (k 1 , . . . , k d 2 ). Without loss of generality we can assume the F (i) j;k to be integers (otherwise multiply with some suitable constant).
Let d 2 > 1. We start our differencing process in applying Hölder's inequality to obtain
with the exponential sum F(x; y) ).
Next we use a form of Weyl's inequality as in Lemma 11.1 in [7] to bound |S x (α)| 2 d 2 −1 . For this we need to introduce some notation. Let U = P 2 B 2 , write U D = U − U for the difference set and define
Following the notation of [7] , we define the polynomial F(y) = α · F(x; y). Furthermore we set
and F 0 = 0 identically. In our estimate for |S x (α)| 2 d 2 −1 we want to avoid absolute values in the resulting bound such that we directly consider equation 11.2 in [7] . This delivers the estimate
We note that all the summation regions for the y (j) are boxes, since P 2 B 2 is a box and intersections and differences of boxes are again boxes. As in the proof of Lemma 11.1 in Schmidt's work [7] we consider two elements z, z ∈ U(y (1) , . . . y (d 2 −2) ) and note that
Bihomogeneous forms in many variables 489 for some y (d 2 −1) ∈ U(y (1) , . . . , y (d 2 −2) ) D and y (d 2 ) ∈ U(y (1) , . . . , y (d 2 −1) ). Thus, we obtain the bound
By Lemma 11.4 of Schmidt's work [7] the polynomial F d 2 is just the multilinear form associated to F. In our case we have
whereh k are some homogeneous polynomials of degree d 2 independent of y (d 2 ) . We come back to estimating x∈P 1 
We write and y = (y (1) , . . . , y (d 2 ) ) and set
In equation (2.1) we interchange the summation over x with all the summations y (i) from the bound for x∈P 1 
An application of Hölder's inequality now delivers
. . .
Applying the same differencing process as before to S y (α) leads us to
. . . (1) . . . |
As before we have
with some homogeneous formg j of degree d 1 ,and all summations over x (1) , . . . , x (d 1 ) run over intervals of length at most 2P 1 . Note that equation (2.2) holds for all integers d 1 ≥ 1 and d 2 ≥ 1. Next we introduce the notation x = (x (1) , . . . , x (d 1 −1) ) and y analogously, and turn towards estimating the sum ( x, y) := ( x; y) ) .
First we have
where e l is the lth unit vector andγ is given bỹ
Next we follow Davenport's analysis in [2] , section 3. For some real number z we write {z} for the fractional part, and use the notation r = (r 1 , . . . , r n ). For some integers 0 ≤ r l < P 1 let A( x; y; r) be the set of y (d 2 ) in the above summation such that r l P −1 1 ≤ {γ( x, e l ; y, y (d 2 ) )} < (r l + 1)P −1 1 , for 1 ≤ l ≤ n 1 . Then we can estimate
where the summation is over all vectors r with 0 ≤ r l < P 1 for all l, and A( x; y; r) is the cardinality of the set A( x; y; r). Our next goal is to find a bound for A( x; y; r), which is independent of r. For this consider two vectors u and v counted by that quantity. Then we have
and let N ( x; y) be the number of integer vectors y ∈ (−P 2 , P 2 ) n 2 such that Γ( x, e l ; y, y) < P −1 1 , for all 1 ≤ l ≤ n 1 . Observe that γ( x, e l ; y, u) −γ( x, e l ; y, v) = Γ( x, e l ; y, u − v).
Thus, we have
A( x; y; r) ≤ N ( x; y), for all r under consideration. This gives us finally the bound
holds for all 1 ≤ l ≤ n 1 . Summing over all x and y in equation (2.2) gives us the bound
. The above discussion delivers now the following lemma. Lemma 2.1. Let P be a large real number, and ε > 0. Then, for some real κ > 0, one has either the upper bound
Next we want to apply the geometry of numbers to M 1 (α; P 1 ; P 2 ; P −1 1 ), similar as done in Birch's work [1] in Lemma 2.3 and Lemma 2.4. For this we need a modified version of a certain lemma from the geometry of numbers which we give in the following section.
A lemma from the geometry of numbers
For some integers n 1 and n 2 and real numbers λ ij for 1 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 , we consider the linear forms
and the linear forms corresponding to the transposed matrix of (λ ij ) given by
Furthermore, for some real a > 1 we define U (Z) to be the number of integer tuples u 1 , . . . , u n 2 , . . . , u n 1 +n 2 , which satisfy |u j | < aZ,
Let U t (Z) be defined analogously with L i replaced by the linear system L t j . Our goal of this section is to establish the following lemma using the geometry of numbers.
In the case of n 1 = n 2 and symmetric coefficients λ ij , i.e. λ ij = λ ji for all i, j, this is just Lemma 12.6 from [3] . In our proof we follow mainly the arguments of Davenport in section 12 of [3] .
Proof. We start in defining the lattice Γ via the matrix
where we write I n for the n-dimensional identity matrix and λ for the n 1 ×n 2 -matrix with entries λ ij . Let R 1 , . . . , R n 1 +n 2 be the successive minima of Λ. Furthermore consider the adjoint lattice given by
where λ t is the transposed matrix of λ. As pointed out by Davenport in section 12 of [3] , M has the same successive minima S 1 , . . . , S n 1 +n 2 as the lattice
Note that M and Λ are by construction adjoint lattices. Next we set b = a (n 2 −n 1 )/(n 1 +n 2 ) and consider the normalised lattices Λ nor = bΛ and M nor = b −1 M . Then Λ nor and M nor are adjoint lattices of determinant 1. Let R nor i , 1 ≤ i ≤ n 1 + n 2 and S nor i , 1 ≤ i ≤ n 1 + n 2 be the corresponding succissive minima. Then Mahler's lemma (see for example Lemma 12.5 of [3] ) delivers
We note that R nor i = bR i and S nor i = b −1 S i for all i, and hence we have the relations
Next let U 0 (Z) and U t 0 (Z) be the number of lattice points on Λ and M , whose euclidean norm is bounded by Z. Then one has
and the analogous relation holds for U t and U t 0 . Therefore, we see that it is enough to establish the bound
For this we first assume that R 1 ≤ Z 1 and S 1 ≤ Z 1 , and then define the natural numbers µ, ν and ω by
Let U nor 0 (Z) be the number of lattice points on Λ nor with euclidean norm bounded by Z. Note that R ν ≤ Z 1 < R ν+1 is the same as saying that R nor ν ≤ bZ 1 < R nor ν+1 , and that one has U 0 (Z) = U nor 0 (bZ). Hence Lemma 12.4 of [3] delivers
With the same argument applied to U 0 (Z 2 ) we obtain
If µ ≤ n 2 , then we can estimate
which is good enough for our lemma. If we have µ > n 2 and R n 2 +1 ≥ C 1 for some positive constant C 1 to be chosen later, then we have
for ν > n 2 using Z 1 ≥ R n 2 +1 ≥ C 1 . Next assume µ > n 2 and R n 2 +1 < C 1 , and note that we have S ω ≤ Z 1 ≤ √ n 1 + n 2 . Let c be some positive constant such that R n 2 +1 S n 1 > c. Then we obtain S n 1 > c C 1 . We set C 1 = c √ n 1 + n 2 −1 , which delivers S n 1 > √ n 1 + n 2 and thus ω < n 1 . Now consider
We use the relation
Hence, if ω ≤ n 1 + n 2 − µ we can bound the right hand side of equation
since µ > n 2 and Z 1 1.
If ω > n 1 + n 2 − µ, then we obtain in a similar way the bound
using S ω ≤ Z 1 1 and Z 1 1. If Z 1 < R 1 or Z 1 < S 1 the same computations as above show the inequality which we want to prove, using the observation U 0 (Z 1 ) = 1 or U t 0 (Z 1 ) = 1 in these cases.
A form of Weyl's inequality
First we introduce the counting function M 2 (α; P 1 ; P 2 ; P −1 ) to be the number of integer vectors x ∈ (−P 1 , P 1 ) d 1 n 1 and y ∈ (−P 2 , P 2 ) (d 2 −1)n 2 such that Γ( x; y, e l ) < P −1 ,
Here P is some large real number to be specified later. We need this function for our bounds of M 1 (α; P 1 ; P 2 ; P −1 ), which we introduced in the last section. We start in writing
where M x, y (P 2 , P −1 1 ) is the number of integer vectors y (d 2 ) ∈ (−P 2 , P 2 ) n 2 such that Γ( x, e l ; y, y (d 2 ) ) < P −1 1 , for 1 ≤ l ≤ n 1 . We apply Lemma 3.1 to the linear forms Γ( x, e l ; y, y (d 2 ) ) in the variables y (d 2 ) . Let 0 < θ 2 ≤ 1 be fixed. We choose the parameters Z 1 , Z 2 and a such that
This gives a −1 Z 1 = P −1 1 P −1+θ 2
2
. Furthermore note that Z 2 ≤ 1 since we have P 2 ≤ P 1 .
Recall that Lemma 3.1 gives a bound of the form
.
where M t x, y counts the solutions of the corresponding transposed linear system as in section 5. For this we write Γ( x, e l ; y, y (d 2 ) ) = n 2 m=1 λ lm y (d 2 ) m , with λ lm = Γ( x, e l ; y, e m ).
Still with the notation from section 5 we have
; y, e m ).
Therefore, we see that M t x, y (P θ 2 2 , P −1
Taking the sum over all the contributions of admissible x and y we obtain
Here S 1 counts vectors x ∈ (−P 1 , P 1 ) (d 1 −1)n 1 and y ∈ (−P 2 , P 2 ) (d 2 −1)n 2 and z ∈ (−P θ 2 2 , P θ 2 2 ) n 2 , all with integer coordinates, with Γ( x, e l ; y, z) < P −1 1 P −1+θ 2 2 , for 1 ≤ l ≤ n 1 , and S 2 is the number of x and y in the same region and z ∈ (−P θ 2 2 , P θ 2 2 ) n 1 such that Γ( x, z; y, e l ) < P −1
Next we define θ 1 by the relation P θ 1 1 = P θ 2 2 and note that we have 0 < θ 1 ≤ 1 by the assumption on P 1 and P 2 . For convenience we write P θ 1 1 = P θ for some real number θ and some P ≥ 2. Now we iterate the above procedure with repect to all the vectors from x and y. This delivers the bound
In combination with Lemma 2.1 we obtain the following result.
Lemma 4.1. Under the above assumptions one has either the upper bound
Next we proceed similarly as in Birch's work [1] . We write
Suppose that we have some integer vectors x ∈ (−P θ , P θ ) n 1 (d 1 −1) and y ∈ (−P θ , P θ ) n 2 d 2 counted by M 1 (α; P θ ; P θ ;
) such that the matrix (Γ i ( x, e l ; y)) 1≤i≤R 1≤l≤n 1 has full rank. Without loss of generality we may assume that the leading R × R minor has full rank. Our next goal is to show that in this case the α i are well approximated by rational numbers. For this we write Γ( x, e l ; y) =ã l + δ l , for 1 ≤ l ≤ n 1 , with some integersã l and real numbers δ l with | δ l | < P −d 1 1 P −d 2 2 P θ(d+1) . Next let q be the absolute value of the determinant of the R × R-matrix (Γ i ( x, e l ; y) ) 1≤i,l≤R , and note that we have q P Rθ(d+1) .
Using the formula for the adjoint matrix of our matrix under consideration we obtain
for 1 ≤ i ≤ R with some integers a i and with
Thus, we obtain the approximation
We have now established the following lemma.
Lemma 4.2.
There is some positive constant C such that the following holds. Let P 2 ≤ P 1 and P some real number larger than 2. Let 0 < θ 2 ≤ 1 and write P θ 2 2 = P θ . Then at least one of the following alternatives hold. i) One has the upper bound |S(α)| < P n 1 +ε 1 P n 2 2 P −κ . ii) There exist integers 1 ≤ q ≤ P R(d+1)θ and a 1 , . . . , a R with gcd(q, a 1 , . . . , a R ) = 1,
iii) The number of vectors x ∈ (−P θ , P θ ) n 1 (d 1 −1) and y ∈ (−P θ , P θ ) n 2 d 2 with integer coordinates, such that
iv) The number of vectors x ∈ (−P θ , P θ ) n 1 d 1 and y ∈ (−P θ , P θ ) n 2 (d 2 −1) with integer coordinates, such that (4.2) rank(Γ i ( x; y, e l )) < R is bounded below by
We note that the constant C is independent of θ 2 . Assume that alternative iii) of the above lemma holds. Let L 1 be the affine variety defined by equation (4.1) in affine n 1 (d 1 − 1) + n 2 d 2 -space. As in Birch's work [1] , section 3, the condition iii) implies the lower bound
Recall that the affine variety V * 1 (see equation (1. 2) in A n 1 +n 2 C is given by
Furthermore, let D be the linear subspace given by
in affine n 1 (d 1 − 1) + n 2 d 2 -space. Considering these as varieties over the algebraically closed field C one has
Since L 1 ∩ D projects onto V * 1 , condition iii) above implies dim V * 1 ≥ n 1 + n 2 − 2dκ/θ. Similarly, we note that condition iv) of Lemma 4.2 implies dim V * 2 ≥ n 1 + n 2 − 2dκ/θ. Define K by
Furthermore we set P = P d 1 1 P d 2 2 for the rest of this paper. Note that this gives the relations θ = (bd 1 + d 2 ) −1 θ 2 ,
Next we define M(θ) to be the set of α ∈ [0, 1] R such that α satisfies condition ii) of Lemma 4.2. With this notation we can state our final lemma of this section, which is a direct consequence of Lemma 4.2. 
Circle method
In this section we set up the circle method to get an asymptotic formula for N (P 1 , P 2 ) mainly following Birch's work [1] . We note that by orthogonality we have
In the following we assume that we have
Next we choose positive and real δ and ϑ 0 in such a way that the following conditions are satisfied
Note that the parameters δ and ϑ 0 may depend on b. Now we use the results of the last section to show that the contribution of those α which are not in M(ϑ 0 ) is neglegible in equation (5.1). This is done in the following lemma. Proof. We choose a sequence of ϑ i with
Note that this is possible by equation (5.4 ). Furthermore we choose our ϑ i in such a way that they satisfy
for 0 ≤ t < T . We certainly can achieve this with T P δ/2 . Now we consider the contribution of those α, which do not belong to M(ϑ T ). By Lemma 4.3 we have
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For some θ > 0 we can estimate the measure of M(θ) by
This estimate together with Lemma 4.3 delivers the bound
Since we have the inequality
we finally obtain the estimate
for 0 ≤ t < T , which is enough to prove the lemma.
Next we turn towards the contribution of the major arcs. In order to obtain nicer formulas, we first define some modified major arcs. For some q and 0 ≤ a i < q let M a,q (θ) be the set of α ∈ [0, 1] R such that
In the same way as before we set
where the union for the a is over all 0 ≤ a i < q with gcd(q, a 1 , . . . , a R ) = 1. We note that the M a,q (θ) are disjoint if θ is sufficiently small. If we have in the above union some
for distinct a, q andã,q, then there is some
This is impossible for large P and θ < 1/(3R(d + 1)). By equation (5.5) we see that our major arcs M (ϑ 0 ) are disjoint. Thus, we have the following lemma, which is a direct consequence of Lemma 5.1 and equation (5.1).
Lemma 5.2. One has
where the second sum is over all 0 ≤ a i < q for 1 ≤ i ≤ R, such that gcd(q, a 1 , . . . , a R ) = 1.
Our next goal is to obtain an approximation for S(α) on the major arcs. For convenience we write in the following η = R(d + 1)ϑ 0 . Furthermore, for some α ∈ M a,q (ϑ 0 ) we write α = a/q + β with |β i | ≤ P −1+η , for 1 ≤ i ≤ R. We introduce the notation
where x and y run through a complete set of residues modulo q. Let
for some real vector u = (u 1 , . . . , u R ). Now we have introduced all the notation we need to state our next lemma. Lemma 5.3. Let α ∈ M a,q (ϑ 0 ) and q ≤ P η . Then one has S(α) = P n 1 1 P n 2 2 q −n 1 −n 2 S a,q I(P β) + O(P n 1 1 P n 2 2 P 2η P −1 2 ). Proof. In the sum S(α) we write x = z (1) + qx and y = z (2) + qy , with 0 ≤ z (1) i < q and 0 ≤ z (2) i < q for all 1 ≤ i ≤ n. Then we obtain (1) ; z (2) )/q S 3 (z (1) , z (2) ), with the sum (1) ; qy + z (2) ) , where the integer vectors x run through a range such that qx +z (1) ∈ P 1 B 1 and for y analogously.
Consider some vectors x , x and y , y with max
and max 1≤i≤n 2
In this case one has |F i (qx + z (1) ;qy + z (2) ) − F i (qx + z (1) ; qy + z (2) )|
We replace the sum in S 3 with an integral and obtain
A variable substitution v = qP −1 1 v and w = qP −1 2 w in the integral leads to
Summing over z (1) and z (2) we finally obtain the approximation S(α) = P n 1 1 P n 2 2 q −n 1 −n 2 S a,q I(P β) + O(P n 1 1 P n 2 2 P 2η P −1 2 ), as desired. Now we use the approximation of Lemma 5.3 to evaluate the sum over the major arcs from Lemma 5.2. This leads to N (P 1 , P 2 ) =P n 1 1 P n 2 2 1≤q≤P η q −n 1 −n 2 a S a,q |β|≤P −1+η I(P β) dβ + O(P n 1 1 P n 2 2 P 2η P −1 2 meas(M (ϑ 0 ))). The measure of these major arcs is bounded by
We define the sum
where the second sum is over all tuples 0 ≤ a i < q with gcd(q, a 1 , . . . , a R ) = 1, and we define the integral
Bihomogeneous forms in many variables 503 With this notation we see that N (P 1 , P 2 ) equals
The error term is bounded by O(P n 1 P n 2 P −R−δ ) if we have 1 bd 1 +d 2 > η(2R + 3) + δ, which is just equation (5.5) . Thus, we have obtained the following asymptotic for N (P 1 , P 2 ). Lemma 5.4. Assume that equation (5. 2) holds and let δ and ϑ 0 be chosen as at the beginning of this section. Then one has N (P 1 , P 2 ) = P n 1 1 P n 2 2 P −R S(P η )J(P η ) + O(P n 1 1 P n 2 2 P −R−δ ). Next we consider the terms S(P η ) and J(P η ) separately. First we define the singular series,
if this series exists. The following lemma shows that this is the case, and that S is absolutely convergent. Proof. First we need an estimate for the sums S a,q . For this we note that we have S a,q = S(α), if we set B 1 = [0, 1) n 1 , B 2 = [0, 1) n 2 and P 1 = P 2 = q and α = a/q. We define θ by
for some ε > 0. Then we claim that a/q cannot lie inside the major arcs M(θ), if we assume gcd(q, a 1 , . . . , a R ) = 1. Otherwise we would have some integers q and a with 
which proves both claims of the lemma.
Similarly as for the singular series, we define the singular integral Proof. For convenience of notation we set B = max i |β i | for some real vector β = (β 1 , . . . , β R ), and assume B ≥ 2. Set θ = ϑ 0 as we have chosen it at the beginning of this section and define P by 2B = P R(d+1)θ .
Then we have P −1 β ∈ M 0,1 (θ), since
for all 1 ≤ i ≤ R. Then Lemma 5.3 delivers (5.8) S(P −1 β) = P n 1 1 P n 2 2 I(β) + O(P n 1 1 P n 2 2 P 2R(d+1)θ P −1 2 ). Furthermore P −1 β lies by construction on the boundary of M(θ), which are disjoint by Lemma 4.1 of Birch's paper [1] . Thus, our Lemma 4.3 gives the bound |S(P −1 β)| P n 1 1 P n 2 2 P −Kθ+ε . Together with equation (5.8) this implies |I(β)| P −Kϑ 0 +ε + P 2R(d+1)θ−1/(bd 1 +d 2 ) .
From equation (5.5) we see that In the same way we see that equation (5.3) gives
Now we can use this bound to estimate the integral
This shows that J is absolutely convergent and also that the second assertion of the lemma holds.
Conclusions
Before we finish our proof of Theorem 1.1, we give an alternative representation of the singular integral, following Schmidt's work [6] . For this we define the function ψ(z) = 1 − |z| for |z| ≤ 1, 0 for |z| > 1, and for T > 0 we set ψ T (z) = T ψ(T z). Furthermore, for some vector z = (z 1 , . . . , z R ) we define ψ T (z) = ψ T (z 1 ) · . . . · ψ T (z R ).
With this notation we definẽ (1) ; ξ (2) )) dξ (1) dξ (2) ,
if the limit exists.
Proof of Theorem 1.1. Note that the assumptions of Theorem 1.1 imply that equation (5.2) holds. Hence, by Lemma 5.4 we have N (P 1 , P 2 ) = P n 1 1 P n 2 2 P −R S(P η )J(P η ) + O(P n 1 1 P n 2 2 P −R−δ ). Together with Lemma 5.5 and Lemma 5.6 this gives N (P 1 , P 2 ) = P n 1 1 P n 2 2 P −R SJ + O(P n 1 1 P n 2 2 P −R−δ ), which already proves the first part of the theorem.
As usual, the singular series S factorizes as S = p S p , where the product is over all primes p, and S p = ∞ l=1 a p −(n 1 +n 2 )l S a,p l , where the sum over a is over all 0 ≤ a i < p l with gcd(a 1 , . . . , a R , p) = 1. We know in a relatively general context that S > 0 if the F i (x; y) have a common non-singular p-adic zero for all p. This can for example be found in Birch's work [1] , and applies to our case, since S is absolutely convergent by Lemma 5.5.
Our singular integral can be treated in the very same way as in Schmidt's work [6] . First of all we know thatJ > 0, if dim V (0) = n 1 + n 2 − R and if the F i (x; y) have a non-singular real zero in B 1 × B 2 . This is just Lemma 2 from Schmidt's paper [6] . Furthermore, we have shown in the proof of Lemma 5.6 that we have |I(β)| min(1, max i |β i | −R−1 ), which enables us to apply section 11 of [6] . This implies that the limit J = lim T →∞J T exists and equalsJ = J. This proves our main theorem.
