We propose upper and lower bounds on the maximum success probability for discriminating given quantum states. The proposed upper bound is obtained from a suboptimal solution to the dual problem of the corresponding optimal state discrimination problem. We also give a necessary and sufficient condition for the upper bound to achieve the maximum success probability; the proposed lower bound can be obtained from this condition. It is derived that a slightly modified version of the proposed upper bound is tighter than that proposed by Qiu et al. [Phys. Rev. A 81, 042329 (2010)]. Moreover, we propose upper and lower bounds on the maximum success probability with a fixed rate of inconclusive results. The performance of the proposed bounds are evaluated through numerical experiments.
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I. INTRODUCTION
Discrimination of quantum states is a basic and important problem in the field of quantum information theory. The objective of this work is to distinguish between a given finite set of known quantum states as well as possible. As is well known, no measurement can discriminate perfectly between non-orthogonal states; thus, the problem is to find a measurement that minimizes or maximizes a certain optimality criterion. Since the pioneering work of Helstrom, Holevo, and Yuen et al. [1] [2] [3] , quantum state discrimination problems with several criteria have been widely investigated.
The success probability is one of the most used criteria for discriminating quantum states. A quantum measurement maximizing the success probability, which is called a minimum-error measurement, has been widely investigated. However, closed-form analytical expressions for minimum-error measurements have only been obtained in some particular cases (e.g., [4] [5] [6] [7] [8] [9] [10] ). Another criterion is based on the inconclusive probability; a quantum measurement maximizing the success probability with a fixed failure (i.e., inconclusive) probability which is called an optimal inconclusive measurement, has also been investigated [11] [12] [13] . A minimum-error measurement and an unambiguous measurement that maximizes the success probability can be regarded as special cases of optimal inconclusive measurements. Obtaining an optimal inconclusive measurement is generally a more difficult task than obtaining a minimum-error measurement. In fact, closed-form analytical expressions for optimal inconclusive measurements are only known for very special cases (e.g., [14] [15] [16] [17] [18] ). Instead of analytical approaches, we can use numerical methods. It is known that the design of an optimal success probabilities can be treated as a positive semidefinite programming problems [19] . In many cases, an optimal value can be computed in polynomial time by well known algorithms for solving semidefinite programs such with interior point methods. However, in large scale problems, these methods require the vast amount of calculation.
Instead of computing an exact optimal success probabilities, several previous studies have given its upper and/or lower bounds [20] [21] [22] [23] [24] [25] [26] [27] [28] . These methods are especially useful for large scale problems of which it is hard to compute an exact value within feasible time; for example, in Ref. [25] , bounds are effectively used for comparing optimal success probabilities with different optical states. In the case of minimum-error measurements, Qiu et al. compared some of these upper bounds with each other, and derived another upper bound [27] , which improves some upper bounds in some cases. In contrast, the square root measurement (SRM, also called the pretty good measurement), is well known as a suboptimal measurement of the success probability criterion; the success probability of the SRM is a good lower bound on the optimal one. In the case of optimal inconclusive measurements, an upper bound on the optimal success probability for binary quantum states has been derived by Sugimoto et al. [28] .
In the present study, new upper and lower bounds on the success probabilities of minimum-error and optimal inconclusive measurements are derived. The approach to this derivation exploits the fact that the optimal success probabilities are upper bounded by suboptimal solutions to the dual problems of optimal state discrimination problems. We also present a necessary and sufficient condition for this new upper bound to be attainable, from which the proposed lower bound can be obtained. In the case of minimum-error measurements, we show that a slightly modified version of the proposed bound is tighter than Qiu et al.'s upper bound. We also evaluate the performance of the proposed bounds through numerical experiments. These experiments show that, on average, the proposed upper bound for minimum-error measurements is tighter than Qiu et al.'s upper bound, and the proposed bound for optimal inconclusive measurements is tighter than Sugimoto et al.'s one in the case of binary quantum states.
II. MINIMUM-ERROR AND OPTIMAL INCONCLUSIVE MEASUREMENTS
We consider discrimination between M quantum states represented by a set of density operators {σ m } m∈IM with prior probabilities {ξ m } m∈IM , where I k = {0, 1, · · · , k − 1}.σ m satisfiesσ m ≥ 0 and Trσ m = 1, whereÂ ≥ 0, A ≥B, andÂ ≤B respectively denote thatÂ,Â −B, andB−Â are positive semidefinite. To simplify notation, letρ m = ξ mσm , which we refer to as a quantum state. We can easily verifyρ m ≥ 0, Trρ m = ξ m > 0 for any m ∈ I M , and M−1 m=0 Trρ m = 1. A set of quantum states, ρ = {ρ m } m∈IM , is referred to as a quantum state set. Let H be the state space of ρ, which is the Hilbert space spanned by the supports of the operators {ρ m }.
Let us consider a quantum measurement that may return an inconclusive answer, which can be described by a positive operator-valued measure (POVM) with M + 1 detection operators, Π = {Π m } m∈IM+1 . The detection operatorΠ m with m ∈ I M corresponds to identification of the stateρ m , whileΠ M corresponds to the inconclusive answer. It is assumed without loss of generality that Π m is on H for any m ∈ I M+1 . Let M be the entire set of POVMs on H each of which consists of M +1 detection operators; then, any Π ∈ M satisfieŝ
where1 is the identity operator on H.
The success probability, P C (Π), the error probability, P E (Π), and the inconclusive probability, P I (Π), of a POVM Π can be represented as
Tr(ρ mΠm ),
Tr(ρ mΠk ),
whereĜ is the Gram operator of ρ expressed aŝ
The sum of these probabilities is one, i.e.,
for any Π ∈ M.
An optimal inconclusive measurement Π with the inconclusive probability of p (0 ≤ p ≤ 1) is a measurement maximizing the success probability P C (Π) under the constraint that P I (Π) = p; i.e., it is an optimal solution to the following optimization problem:
with a POVM Π, where M p is the entire set of POVMs, Π ∈ M, satisfying P I (Π) = p. In particular, an optimal solution with p = 0 is called a minimum-error measurement, which always satisfiesΠ M = 0. Let Q p be the optimal value of problem P, i.e.,
Also, let Q = Q 0 , which is equal to the success probability of a minimum-error measurement. Problem P is semidefinite programming, and its dual problem can be represented as [12] :
with a positive semidefinite operatorẐ on H and a ∈ R + , where R + is the entire set of nonnegative real numbers, and S a is expressed as
The optimal value of problem DP is equal to that of problem P, i.e., Q p [12] . The following inequality thus holds:
Similarly, the dual problem with p = 0 is represented as [19] :
with a positive semidefinite operatorX. As in Eq. (9), we have
III. BOUNDS ON SUCCESS PROBABILITY OF MINIMUM-ERROR MEASUREMENT

A. Preparation
Let the spectral decomposition of a Hermitian operator A beÂ = n λ nÊn , where λ n is an eigenvalue ofÂ, and E n is the corresponding projection operator. LetÂ + bê
Also, let P + (Â) and P + (Â), respectively, be
In other words, P + (Â) is the projection operator onto the support space ofÂ + , and P + (Â) is the projection operator onto the kernel of (−Â) + . From Eq. (13), P + (Â) ≥ P + (Â) obviously holds. In preparation for subsequent subsections, we show the following lemma.
Lemma 1 LetÂ andB be positive semidefinite operators. We consider the following optimization problem minimize TrŶ subject toŶ ≥Â,Ŷ ≥B (14) with a variableŶ . Also, letŶ ⋆ =B + (Â −B) + ; accordingly,Ŷ ⋆ is the optimal solution to problem (14) . In addition, any operatorΦ with1 ≥Φ ≥ 0 satisfies
The equality in Eq. (15) holds if and only if
Proof The case of Tr(Â +B) = 0, i.e.,Â =B = 0, is obvious, so we concentrate on Tr(Â +B) = 0. Let c = 1/Tr(Â +B),ρ A = cÂ,ρ B = cB, andX = cŶ ; then, problem (14) can be reformulated as minimize TrX subject toX ≥ρ A ,X ≥ρ B .
This is the dual problem of the problem of obtaining a minimum-error measurement for a binary quantum state set {ρ A ,ρ B }. Thus, the optimal solution isX ⋆ =ρ B + (ρ A −ρ B ) + (e.g., [29] ). Moreover, for any operatorΦ with1 ≥Φ ≥ 0, {Φ,1 −Φ} is a POVM for a binary quantum state set; thus, it follows that
Dividing this equation by c gives Eq. (15) . Obviously, the equality in (15) holds if and only if {Φ,1 −Φ} is a minimum-error measurement, i.e., (16) holds [29] .
B. Proposed upper bound
According to Eq. (11), for any feasible solution to problem DP me ,X ∈ S 0 , Q is upper bounded by TrX. Here, we consider obtaining a suboptimal solution to problem DP me by using Lemma 1. For m ∈ I M−1 , the following optimization problem is considered:
with a positive semidefinite operatorX ′ m+1 , whereX 0 = ρ 0 , andX m+1 (m ∈ I M−1 ) is an optimal solution to problem (19) . We derive a new upper bound on Q, namely, Q = TrX M−1 . According to Lemma 1, the optimal solution to problem (19) is expressed aŝ X m+1 =X m + (ρ m+1 −X m ) + . The proposed upper bound Q can thus be expressed as
We can easily show that Q is upper bounded by Q:
Proof From the constraint of problem (19) , it is clear thatX M−1 ≥X m ≥ρ m holds for any m ∈ I M . Thus, X M−1 ∈ S 0 also holds, which gives Q ≥ Q from Eq. (11).
Remark 3 For a set of binary states, Q = Q holds.
In Ref. [27] , Qiu et al. proposed an upper bound on Q, denoted as Q Qiu , expressed as
Note that Q Qiu is identical to 1 − L 4 in Ref. [27] .
we give a slightly modified version of Q, denoted as Q ′ , and show
where
The following proposition also holds:
Proof It suffices to show Q(k) ≤ Q Qiu (k) for any
for the quantum state set that is obtained by permutation ofρ 0 andρ k , it is only necessary to show Q(0) ≤ Q Qiu (0) for any quantum state set.
SinceX m ≥ρ 0 givesρ m+1 −ρ 0 ≥ρ m+1 −X m for any m ∈ I M−1 , from Lemma 10 in Appendix A,
is obtained. Therefore, Eqs. (20) and (21) give
. (24) C. Attainability of proposed upper bound A necessary and sufficient condition for the proposed upper bound to achieve the optimal success probability is provided by the following theorem:
wherê
Proof In preparation for the proof, a set of operators, Π = {Π m } m∈IM , is defined aŝ
holds. The second line of Eq. (29) follows from |Â m−1 | 2 = A † mÊ mÂm , which is given by Eq. (27) . Thus, Π is a POVM. On the contrary, for any POVM Π = {Π m }, {Ê k } M−1 k=1 exists such that1 ≥Ê k ≥ 0 and Eq. (28) hold (see Appendix B).
In the following, 
where the last line follows fromÂ †
First, we prove the sufficiency of Theorem 5. Assume Q = Q. Π = {Π m } is taken as a minimum-error measurement.Ê m is chosen to satisfy1 ≥Ê m ≥ 0 and Eqs. (27) and (28) . Then, from Q = Q = P C (Π), the equality in Eq. (31) holds, implying that the equality in Eq. (30) holds for any m ∈ {M − 1, M − 2, · · · , 1}. Therefore, according to Lemma 13, Eqs. (25) and (26) hold.
Next, we prove the necessity of Theorem 5. Assume that {Ê k } M−1 k=1 exists such that Eqs. (25) and (26) hold. Also, let Π = {Π m } be the POVM defined by Eq. (28) . According to Lemma 13, the equality in Eq. (30) holds for any m ∈ {M − 1, M − 2, · · · , 1}; thus, the equality in Eq. (31), i.e. Q = P C (Π), holds. From Q ≥ Q ≥ P C (Π), Q = Q therefore also holds. ê m andâ m are defined aŝ
Note that ifÊ m =ê m , thenÂ m =â m . The following corollary (proof in Appendix C) holds:
Then, Q = Q holds if and only if
D. Proposed lower bound
The proof of Theorem 5 shows that if Q = Q, then the POVM {Π m } m∈IM of Eq. (28), which is obtained from the corresponding
, is a minimum-error measurement. In particular, substitutingÊ k =ê k gives that the POVM Π
whereê m andâ m are given by Eq. (32) . is also a minimum-error measurement when Q = Q. Exploiting this fact, we propose a lower bound on Q, denoted as Q, expressed as
Since Π
• is a POVM, Q ≤ Q obviously holds. The SRM
is well known as a good approximation to a minimumerror measurement. We will show in numerical experiments in Section VI that Q tends to be closer to Q than the success probability of the SRM.
IV. BOUNDS ON SUCCESS PROBABILITY OF OPTIMAL INCONCLUSIVE MEASUREMENT
A. Proposed upper bound
The arguments presented in the previous section can be extended to optimal inconclusive measurements as follows. Assume that a suboptimal solution,X
• , to problem DP me for a quantum state set ρ is given. In this paper, letX
• =X M−1 , which is defined by Eq. (20) . Note that if an optimal solutionX ⋆ to problem DP me is given, thenX
• =X ⋆ can be used instead ofX
A suboptimal solution to problem DP can be obtained by solving the following optimization problem:
with a positive semidefinite operatorẐ on H and a ∈ R + , where
Indeed, fromX • ∈ S 0 ,Ẑ ∈ S a holds for anyẐ ∈ Z a ; i.e., Z is a feasible solution to problem DP. Accordingly, Q p is upper bounded by the optimal value of problem (38). Let 
Since it is difficult to obtain the optimal value, min a∈R+ s(a), of problem (38) in general, we consider computing the minimum s(a) for several values of a as a suboptimal solution. We propose an upper bound on Q p , denoted as Q p , expressed as
where A ⊆ R + is a set of candidates for a. Note that, from Eq. (4), Q p ≤ 1−p always holds, and Eq. (42) guarantees that Q p does not exceed 1 − p. It is expected that Q p can be effectively obtained by adaptively selecting appropriate candidates.
Proof Since the case of Q p = 1−p is obvious, we assume Q p < 1 − p. Recall thatẐ ∈ S a holds for anyẐ ∈ Z a . Thus, Eqs. (9) and (40) give
Therefore, from Eq. (42), we have
Algorithm 1 shows an example of computing Q p . We will provide a concrete algorithm on how to initialize and update a in Subsection IV C.
B. Properties of s(a)
To appropriately update a in Algorithm 1, the properties of s(a) should be well understood. The following proposition shows some of the properties (proof in Appendix D):
Proposition 8 Let λ max (Â) and λ min (Â) be the maximum and minimum eigenvalues of a positive semidefinite operatorÂ, respectively. s(a) satisfies the following conditions:
is convex with respect to a.
Note that sinceĜ is a positive definite operator on H,
The following proposition also holds (proof in Appendix E):
• )] and
; then, the following conditions hold:
holds. In addition,p(a) andp + (a) monotonically increase with respect to a. (2) a minimizes s(a) if and only ifp(a) ≤ p ≤p + (a) holds.
C. Algorithm for computing proposed upper bound
Propositions 8 and 9 are useful to update a in Algorithm 1. For example, sincep(a) monotonically increases with respect to a, as stated in Proposition 9, a should be updated to a larger value ifp(a) < p or the smaller value ifp(a) > p.
A concrete example of Algorithm 1 is shown in Algorithm 2. Let a ⋆ ∈ argmin a s(a). When initializing and updating a, Algorithm 2 exploits Propositions 8 and 9. In steps 4 and 7, a L and a R are respectively initialized to λ min (Ĝ −1/2X •Ĝ−1/2 ) and λ max (Ĝ −1/2X •Ĝ−1/2 ) + ǫ, where ǫ is a sufficiently small positive number. Accordingly, since a LĜ −X
• ≤ 0 and a RĜ −X • ≥ ǫĜ hold (see Eqs. (D1) and (D3) in Appendix D),p(a L ) = 0 and p(a R ) = 1 hold. Thus, fromp(a L ) ≤ p ≤p(a R ) and Proposition 9, a L ≤ a ⋆ ≤ a R holds. In step 11, an estimated a ⋆ , i.e., a, is computed on the assumption that p(a ′ ) is well approximated as linear in a L ≤ a ′ ≤ a R ; such a satisfies a L ≤ a ≤ a R . In steps 14-18, a is substituted into a L ifp(a) ≤ p (i.e., a ≤ a ⋆ ); otherwise, a is substituted into a R . As a result, steps 10-19 guarantee that a L and a R satisfy a L ≤ a ⋆ ≤ a R and are closer to a ⋆ than those in the previous iteration. The iteration process in Algorithm 2 stops after a fixed number 
Compute s(a) using Eq. (41)
13:
Qp ← min{Qp, s(a)} 14: ifp(a) ≤ p then 15: aL ← a 16:
aR ← a 18: end if 19: end for Output: Qp of iterations; alternatively, it may continue until certain stopping criteria (e.g., the difference between a L and a R is sufficiently small) are met. It is obvious that the difference between Q p and Q p monotonically decreases as the number of iterations, J, increases.
D. Attainability of proposed upper bound
A necessary and sufficient condition for Q p = Q p is determined as follows. First, a ⋆ is taken as the optimal solution of a in problem DP. Then, we consider solving the following optimization problem: minimize TrẐ subject toẐ ∈ S a ⋆ (45)
withẐ. Since the optimal value of problem DP is Q p , the optimal value of problem (45) is Q p + a ⋆ p. Comparing Eqs. (10) and (45) indicates that Eq. (45) can be regarded as the problem of finding the success probability of a minimum-error measurement for the set of M + 1 quantum states ρ ′ = {cρ m } m∈IM+1 , witĥ
, where c = 1/(1 + a ⋆ ) is a constant such that m∈IM+1 Tr(cρ m ) = 1. Therefore, Theorem 5 and Corollary 6 can be applied in the case of optimal inconclusive measurements.
E. Proposed lower bound
It is easy to extend the discussion in Subsection III D to optimal inconclusive measurements. Assume that a L and a R satisfyingp(a L ) ≤ p ≤p(a R ) are given (such a L and a R can be obtained from Algorithm 2).
Therefore, as discussed in Subsection III D, it is clear that Π (a) is a POVM. In addition, sincê
holds, the inconclusive probability of the POVM Π (a) can be formulated as
. (48) Let us consider the POVM Π
otherwise. It is easy to verify that P I (Π • ) = p holds. We use the success probability of Π
• , P C (Π • ), as a lower bound on Q p , denoted as Q p ; i.e., Q p is given by
From P I (Π • ) = p, Q p ≤ Q p obviously holds.
V. COMPUTATIONAL COMPLEXITY
In this section, we discuss the computational complexity of computing the proposed bounds.
First, the computational complexity of computing Q and Q is investigated. With regard to Q, which is computed from Eq. (20) , the major computational cost is computing (ρ m+1 −X m ) + . It can be derived by computing the eigenvalues and their corresponding eigenvectors ofρ m+1 −X m and then using Eq. (12) 
time, which is O(M ) times longer than that for computing Q. Although Q is not always tighter than Q Qiu , the numerical results presented in the next section demonstrate that Q < Q Qiu holds on average. With regard to Q, it is assumed that X m (m ∈ I M ) in Eq. (20) is given; from Eqs. (32) and (36), the major computational cost is computing P + (·) and operator multiplication. Both of them generally require O(N 3 ) time, and thus the computation of Q takes O[(M − 1)N 3 ]. Note that Ref. [30] provides a method of computing the eigenvalues and eigenvectors ofρ m+1 −X m from those of a corresponding (rankρ m+1 + rankX m )-dimensional square matrix; this method can reduce the cost of computing Q and Q if rankρ m+1 + rankX m is smaller than N .
Next, the computational complexity of computing Q p and Q p is investigated.
With regard to Q p , which is computed by Algorithm 2, the major computational cost is computing the following values: (a) (49), and (50), the major computational cost is computing P + (·) and operator multiplication, both of which generally take O(N 3 ) time. Thus, the total computational complexity of Q p is O(M N 3 ).
VI. NUMERICAL EXAMPLES
We discuss the accuracy of the proposed bounds on the success probabilities of minimum-error and optimal inconclusive measurements through numerical examples as follows.
One-hundred sets of randomly generated M quantum states, ρ = {ρ m } m∈IM with rankρ m = R (m ∈ I M ), where M and R are parameters, were used in these examples. Prior probabilities were also randomly selected. The optimal success probability Q p and the average relative errors between an upper or lower bound, which is defined as |Q p −Q p |/Q p or |Q p −Q p |/Q p , were computed. In the case of optimal inconclusive measurements, the inconclusive probability, p, was randomly selected in the range from 0 to 0.2. A. Case of minimum-error measurements Figure 1 shows the average relative errors of the proposed upper bound, Q, and Qiu et al.'s upper bound, Q Qiu . We observed that, at least in the range of 3 ≤ M ≤ 9 and R ≤ 9, the average relative error of Q is more than eight times smaller than that of Q Qiu , while Q < Q Qiu is not guaranteed for each quantum state set. It also shows that the average relative error of Q increases gradually with increasing M , while that of Q Qiu increases rapidly.
Note that, in the case of M = 2, the average relative errors of Q and Q Qiu are always zero. Figure 2 shows the average relative errors of the proposed lower bound, Q, and the success probability of the SRM; the former is more than 5.8 times smaller than the latter. Figure 3 shows the average relative errors of Q p with J = 2 and 3 in the case of binary state sets. It also shows the upper bound proposed by Sugimoto et al. [28] , which is based on the fidelity between the binary states. In the case of R = 1, the analytical expression of the optimal value, Q p , is given [28, 31] relative error increases gradually with increasing M . In each case, we observed that at least in the range of M ≤ 9 and R ≤ 9 the average relative error is less than 0.037 and 0.032 with J = 2 and 3, respectively.
B. Case of optimal inconclusive measurements
VII. CONCLUSION
We proposed upper and lower bounds on the success probabilities of minimum-error and optimal inconclusive measurements. The proposed upper bounds are suboptimal solutions to the dual problems of the optimal state discrimination problems. The proposed lower bounds are obtained from the success probabilities of POVMs corre- sponding to suboptimal solutions to the dual problems. Numerical examples show that, on average, the proposed upper bound for minimum-error measurements is tighter than Qiu et al.'s one, and the proposed bound for optimal inconclusive measurements is tighter than Sugimoto et al.'s one in the case of binary mixed quantum states.
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We are grateful to O. Hirota of Tamagawa University for support. T. S. U. was supported (in part) by JSPS KAKENHI (Grant No.16H04367). Proof First, we show TrÂ + ≥ TrB + . Let N be the dimension of the space on whichÂ andB act. Sincê A ≥B, k n=0 λ n (Â) ≥ k n=0 λ n (B) holds for any k ∈ I N [32] . In contrast, for any N -dimensional Hermitian operatorĤ, the following can be easily obtained:
Therefore, it follows that
where t is the number of positive eigenvalues ofB. Next, we show thatÂ + =B + holds if TrÂ + = TrB + (the converse is obvious). LetP = P + (B). FromÂ + ≥ A,Â + ≥B holds. Premultiplying and postmultiplyinĝ A + ≥B withP yieldsPÂ +P ≥B + . Thus, we have
where the first inequality follows fromÂ + ≥Â 
whereĈ is a Hermitian operator. It is clear thatΦ = P + (Ĉ) andΦ = P + (Ĉ) are optimal solutions to this problem. SubstitutingĈ =Â andĈ =B, respectively, into problem (A6) gives
Therefore, Eq. (A5) holds.
Lemma 13
For any operatorÂ and any positive semidefinite operatorsρ,X, andÊ with1 ≥Ê ≥ 0, 
where we useÂ +B = [ta + (1 − t)a ′ ]Ĝ −X • . Therefore, from Eq. (41), ts(a) + (1 − t)s(a ′ ) ≥ s[ta + (1 − t)a ′ ] obviously holds; i.e., s(a) is convex.
Appendix E: Proof of Proposition 9
LetΦ a = P + (aĜ −X
• ) andΦ 
which follows from substitutingÂ = a ′Ĝ −X • andB = aĜ −X
• into Lemma 12. Dividing both sides of Eq. (E1) by a ′ − a yieldsp(a ′ ) ≥p + (a). In contrast, sincep(b) ≤ p + (b) for any b ∈ R + , we obtaiñ
which indicates thatp(a) andp + (a) monotonically increase with respect to a.
(2) First, we showp(a ⋆ ) ≤ p ≤p + (a ⋆ ), where a ⋆ ∈ argmin a s(a). The dual problem of problem (38) is expressed as (see Ref. [33] ): maximize Tr[X • (1 −Φ)] subject to1 ≥Φ ≥ 0, Tr(ĜΦ) = p.
LetΦ ⋆ be an optimal solution to problem (E3). Since the optimal value of problem (38), s(a ⋆ ), is equivalent to the optimal value of problem (E3), we have
where the second line follows from Tr(ĜΦ ⋆ ) = p. In contrast, s(a) + ap is equivalent to the optimal value of problem (14) 
Thus, to prove that a minimizes s(a), i.e., s(a) = s(a ⋆ 
