Abstract. The existence of a global attractor in the natural energy space is proved for the semilinear wave equation u tt + βut − ∆u + f (u) = 0 on a bounded domain Ω ⊂ R n with Dirichlet boundary conditions. The nonlinear term f is supposed to satisfy an exponential growth condition for n = 2, and for n ≥ 3 the growth condition |f (u)| ≤ c 0 (|u| γ + 1), where 1 ≤ γ ≤ n n−2
. No Lipschitz condition on f is assumed, leading to presumed nonuniqueness of solutions with given initial data. The asymptotic compactness of the corresponding generalized semiflow is proved using an auxiliary functional. The system is shown to possess Kneser's property, which implies the connectedness of the attractor.
In the case n ≥ 3 and γ > n n−2 the existence of a global attractor is proved under the (unproved) assumption that every weak solution satisfies the energy equation. No additional growth condition is needed if n = 1.
Dedicated to M.I. Vishik on the occasion of his
Let ϕ = u u t and V (ϕ) = The main purpose of this paper is to give a proof of the following theorem. 
(t) tends to a rest point in X as t → ∞ for every solution ϕ.
There is a large literature on the asymptotic behaviour of solutions to (1.1), (1.2) . The earliest work on the convergence of solutions to rest points as t → ∞ for nonlinearities f allowing multiple rest points seems to be that of Ball [6] and Webb [66] . In [6] weak convergence methods were used in a similar spirit to this paper to show, for example, that if n ≥ 3 and (1.5) holds then every solution has a nonempty ω limit set consisting entirely of rest points. Without the hypothesis that the set of rest points is totally disconnected, convergence of solutions to a unique rest point still holds if n = 1 (Hale & Raugel [27] ) or, for arbitrary n, if f is analytic and satisfies suitable growth conditions (Jendoubi [34] , Haraux & Jendoubi [30, 31] ). On the other hand counterexamples for nonanalytic f = f (x, u) have recently been given by Jendoubi & Poláčik [35] (see also Poláčik [54] ).
The existence of a global attractor for (1.1), (1.2) was proved by Hale [26] and Haraux [29] for f satisfying for n ≥ 3 the growth condition f (u) ≤ c 0 (|u| γ + 1), (1.9) with 1 ≤ γ < n n−2 . For the case n = 2, Hale & Raugel [28] proved the existence of the attractor under an exponential growth condition of the type (1.6) (such a condition previously appearing in the work of Gallouet [20] ). The existence of the attractor in the critical case γ = n n−2 was first proved by Babin & Vishik [3] , and then more generally by Arrieta, Carvalho & Hale [1] . For other treatments see Chepyzhov & Vishik [12] , Ladyzhenskaya [44] , Raugel [55] and Temam [60] . In all these works f is assumed to be at least locally Lipschitz with a growth condition on the Lipschitz constant. The price for dropping such an assumption, as in Theorem 1.1, is that uniqueness of solutions is no longer to be expected (see Remark 5.2 below). The only previous work on attractors for (1.1) under hypotheses that are not known to imply uniqueness of solutions seems to be that of Babin & Vishik [2] , who for n = 3 proved the existence of an attractor, but in the weak topology of X, for f satisfying (1.5), f (u)u ≥ −C, and a weakened Lipschitz condition.
In order to handle nonuniqueness of solutions, we use the framework of generalized semiflows developed in Ball [7] . This is one of several related approaches (the earliest being apparently that of Barbashin [9] ), one being that used by Babin & Vishik [2] , that are discussed in [7] . See Caraballo, Marín-Rubio & Robinson [11] for a comparison between parts of the theory in [7] and the related work of Melnik & Valero [48, 49] , which is more adapted to differential inclusions. The necessary definitions and results from [7] are given in Section 2, where the opportunity is taken to clarify the relation between the theory and that of Hale [25] and Ladyzhenskaya [44] , which was not described adequately in [7] .
To establish that the system (1.1), (1.2) generates a generalized semiflow G there are two possible main approaches, either to write the system in the semilinear forṁ 10) for suitable operators A and F, and use the variation of constants formula in the Banach space X (see Section 3), or to use the Galerkin method, as described in the book of Lions [45] . Under the growth conditions (1.5)-(1.7) these approaches are essentially equivalent (see, for example, Proposition 3.4). We choose to use the method based on (1.10), making use of results in Ball [6] which allow one to handle the case when F : X → X is sequentially weakly conntinuous but not compact. We do this for two main reasons. Firstly, the proof of the energy equation (1.8) is more straightforward (for the analogous calculation for a weak solution constructed using the Galerkin method see Lions [45, pp22-25] and also Babin & Vishik [2, pp406-407] ). Secondly, the method leads to a natural proof of Kneser's property, that the set of points in X reached after a fixed time t ≥ 0 starting from given initial data is connected (see Section 5) . By a result in [7] Kneser's property implies the connectedness of the global attractor A. Although there are isolated proofs of Kneser's property in the literature for semilinear parabolic equations (see Kaminogo [36] , Kaminogo & Kikuchi [37] , Kikuchi [42] , Kikuchi & Nakagiri [43] ), this seems to be the first time this issue has been considered for a semilinear wave equation.
When Ω is the whole of R n or a compact n-dimensional Riemannian manifold without boundary the existence of a global attractor has been proved for classes of f satisfying (1.9) with 1 ≤ γ < n+2 n−2 by Lopes [46] , Feireisl [17, 18] and Kapitanski [38] using estimates of Strichartz [59] type. These results would suggest that for Dirichlet boundary conditions the critical exponent for the existence of an attractor is γ = n+2 n−2 rather than γ = n n−2 . However this has not been proved, and indeed there is no indication that there is any critical exponent. In fact for any γ ≥ 1 we can prove the global existence of a weak solution to (1.1), (1.2) under appropriate supplementary conditions on f using the Galerkin method. Unfortunately, it is not known whether the energy equation holds for γ > n n−2 . However under the (unproved) assumption that all weak solutions satisfy the energy equation the existence of a global attractor in the appropriate energy space can be proved for any γ ≥ 1 under some mild supplementary conditions (see Theorem 4.4). The situation is similar to that for the three-dimensional Navier-Stokes equations of incompressible flow, for which it is proved in Ball [7] that there is a global attractor in the usual Hilbert space H of divergence-free L 2 velocity fields under the (similarly unproved) assumption that every weak solution satisfying a certain energy inequality is continuous in time with values in H. We recall that for the Navier-Stokes equations Sell [58] proved the existence of a global attractor without any unproved hypotheses on solutions, but in a space of trajectories and not in H (for later work in the same spirit see Chepyzhov & Vishik [12] ).
The key idea of the paper is to use an auxiliary functional to prove asymptotic compactness of G. For the system (1.1), (1.2) this functional is given by
which formally satisfies the equation
where 2. Global attractors for generalized semiflows. We begin by summarizing some definitions and results from [7] that we shall use.
Let X be a metric space (not necessarily complete) with metric d. 
(H4) (Upper-semicontinuity with respect to initial data) If ϕ j ∈ G with ϕ j (0) → z then there exist a subsequence ϕ µ of ϕ j and ϕ ∈ G with ϕ(0) = z such that ϕ µ (t) → ϕ(t) for each t ≥ 0.
Let G be a generalized semiflow and let E ⊂ X. Define for t ≥ 0
, where 2 X is the space of all subsets of X. We make use of the following continuity hypotheses for a generalized semiflow G.
If X is a Banach space with dual space X * , we will also need the analogous property to (C4) in the weak topology, namely:
A complete orbit is a map ξ : R → X such that for any s ∈ R, ξ s ∈ G. If ξ is a complete orbit then the α-limit set of ξ is the set
and a sequence t j → ∞ with ϕ j (t j ) → z}.
The subset A is a global attractor if A is compact, invariant, and attracts all bounded sets.
The generalized semiflow G is eventually bounded if given any bounded B ⊂ X there exists τ ≥ 0 with γ τ (B) bounded. G is point dissipative if there is a bounded set B 0 such that for any ϕ ∈ G ϕ(t) ∈ B 0 for all sufficiently large t.
G is asymptotically compact if for any sequence ϕ j ∈ G with ϕ j (0) bounded, and for any sequence t j → ∞, the sequence ϕ j (t j ) has a convergent subsequence.
Proposition 2.1. Let G be asymptotically compact. Then G is eventually bounded.

Theorem 2.2. A generalized semiflow G has a global attractor if and only if G is point dissipative and asymptotically compact. The global attractor A is unique and given by
Furthermore A is the maximal compact invariant subset of X.
Theorem 2.2 generalizes corresponding results for semiflows due to Hale [25] and Ladyzhenskaya [44] . They prove the existence of a global attractor for semiflows that are asymptotically smooth (in the sense of Hale), equivalently of class AK in the sense of Ladyzhenskaya), and for which the positive orbits of bounded sets are bounded. Correspondingly we say that the generalized flow G is asymptotically smooth if whenever B is nonempty, bounded and positively invariant, there exists a compact set K which attracts B, and that G is of class AK if whenever B is bounded with γ τ (B) bounded for some τ ≥ 0 and
is relatively compact. The equivalences in the following proposition clarify the relationship between the hypotheses of Hale and Ladyzhenskaya and those of Theorem 2.2 (a relationship that was not fairly described in [7] ).
Proposition 2.3. (i) G is asymptotically smooth if and only if G is of class AK.
(
ii) G is asymptotically compact if and only if G is asymptotically smooth and eventually bounded.
Proof. The proofs are straightforward. As an illustration suppose that G is of class AK. We show that G is asymptotically smooth. For B ⊂ X nonempty, bounded and positively invariant define
Since G is of class AK, there exists a subsequence r of r with ϕ r (t r ) → y for some y, and by definition y ∈ K. Hence z r → y . Thus K is compact and it is easily seen that K attracts B.
Proposition 2.4. Let G be asymptotically compact and satisfy (C1). If ϕ ∈ G then ω(ϕ) is connected. If ψ is a complete orbit then α(ψ) is connected.
We say that G has Kneser's property if T (τ ){z} is connected for all z ∈ X, τ ≥ 0.
Theorem 2.5. Let G be asymptotically compact and satisfy (C1). If G has Kneser's property and if E ⊂ X is connected then ω(E) is connected.
Remark 2.1. In the statement of Theorem 2.5 in [7] the hypothesis that G be asymptotically compact was used in the proof but accidentally omitted from the statement. Without this hypothesis ω(E) need not be connected. For example, if G is the semiflow generated on R 2 by the ordinary differential equationṡ
which has integral curves given by
Corollary 2.6. Let X be connected, and let G satisfy (C1) and have Kneser's property. If A is a global attractor then A is connected.
A complete orbit ξ ∈ G is stationary if ξ(t) = z for all t ∈ R for some z ∈ X. Each such z is called a rest point. We denote the set of rest points of G by Z(G).
We say that V : 3. The generalized semiflow generated by the semilinear wave equation.
3.1. Weak solutions. We set v = u t and write (1.1)-(1.2) in the forṁ
where
We denote by e At the strongly continuous group of bounded linear operators generated by
with corresponding norms ∇u = (∇u, ∇u)
We regard X as a Hilbert space with inner product
and identify X with its dual. Note that the domain D(A) of A is given by
Lemma 3.1. The adjoint A * of A is given by
Proof. From the definition of the adjoint,
which holds if and only if 
Proof. If f satisfies (1.6) then by (1.7) for any given M > 0 there exists
where a M = max |u|≤kM θ(u), and so
Conversely, suppose (3.5) holds for all M > 0. We may suppose that
Since ln C M + u 2 /M → ∞ as M → ∞ uniformly on compact sets, on any compact set θ is a minimum of a finite number of continuous functions. Hence θ is continuous. It is easily seen that (1.7) holds, while (1.6) follows since ln |f (u)| ≤ θ(u).
Lemma 3.3. F : X → X and is sequentially weakly continuous and continuous
Proof. We must show that f : H 1 0 → L 2 and is sequentially weakly continuous and continuous, and compact for n = 1, 2.
First let n ≥ 3. Since
and so a subsequence (not relabelled) converges weakly in L 2 to some χ. But by the compactness of the embedding of H 1 0 in L 2 we may assume that u j → u a.e.. Hence, since f is continuous, f (u j ) → f (u) a.e., from which it follows by standard arguments (for example, using Lusin's or Mazur's theorem) that χ = f (u) and that the whole sequence 
Proof. By Lemma 3.3 for any weak solution ϕ we have that ϕ(t), θ ∈ C 1 ([t 0 , t 1 ]) for any θ ∈ D(A * ). Thus by Lemma 3.1, ϕ is a weak solution on [t 0 , t 1 ] if and only if
Now since
and given ρ ∈ L 2 we may solve ∆χ = ρ for χ ∈ H 
2 ). The result now follows from (3.7). 
, T > 0, and any such weak solution can be extended to a weak solution on [0, ∞). The family of all weak solutions ϕ : [0, ∞) → X is a generalized semiflow on X satisfying the continuity conditions (C4w) and (C4). For each weak solution
Proof. The theorem is essentially proved in Ball [6, Section 5], but we give the main points for the convenience of the reader. For the local existence we use [6, Theorem 5.9] , which has as its main hypothesis the sequential weak continuity of F, established in Lemma 3.3; this result guarantees that given ϕ 0 ∈ X there is at least one weak solution ϕ with ϕ(0) = ϕ 0 defined on a maximal interval [0, t max ), where 0 < t max ≤ ∞, and that for any such weak solution with
To show that t max = ∞ we first derive the energy equation (3.11) . To this end consider the functional
We first claim that E : H n−2 + 1), so that |F (u j )| is bounded above by a strongly convergent sequence in
In fact E is Gateaux differentiable with the indicated derivative since
and we can pass to the limit τ → 0 using the dominated convergence theorem and the hypotheses (1.5),(1.6). To show that E is C 1 it then suffices (cf. Zeidler [67, Proposition 4.8 p137]) to prove that E :
, where here and below C denotes a generic constant, and since (3.14) and the right-hand side of (3.14) is strongly convergent in
If n ≤ 2 then we obtain the same conclusion since
with derivative
It follows from (3.15) that
16) for all ϕ ∈ D(A). Now let T > 0, define g(t) = F(ϕ(t)), and let
Since V is C 1 we can pass to the limit in (3.17) to obtain
from which (3.11) follows. The same method establishes (3.12). 
for some λ < λ 1 and some a, we can write
Hence ϕ(t) X is uniformly bounded on [0, t max ). But since F maps bounded sets to bounded sets, this implies by (3.13) that t max = ∞. We have thus proved that condition (H1) in the definition of a generalized semiflow holds. The conditions (H2), (H3) follow immediately from the definition of a solution, and so it remains to establish (C4w) and (C4) (which implies (H4)).
Let ϕ j ∈ G with ϕ j (0) z, and let
Since ϕ j (s) X , F(ϕ j (s)) X are uniformly bounded for s ∈ [0, T ] independently of j, the equicontinuity then follows easily from (3.19) . Thus by [6, Lemma 5.12] there exist a subsequence ϕ µ of ϕ j and a weakly continuous map ϕ :
Given θ ∈ X * it is now easy to pass to the limit in the equation
using the sequential weak continuity of F to show that ϕ is a weak solution. Taking T = 1, 2, ... and choosing an appropriate diagonal sequence we thus obtain (C4w). Now suppose that ϕ j (0) → z strongly. Let ϕ µ , ϕ be as in (C4w), so that in
Since E is sequentially weakly continuous, V is sequentially weakly lower semicontinuous on X. Hence, writing (3.20) and hence
Since by the energy equation both sides of (3.21) equal V (ϕ(0)), it follows from (3.20) that V (ϕ µ (t µ )) → V (ϕ(t)), and thus that ϕ µ (t µ ))
X , which together with the weak convergence implies that ϕ µ (t µ ) → ϕ(t) strongly in X. Thus (C4) holds. for some k > 0. For it follows from (3.22) that
for constants k > k and c, and hence if ϕ(0) X ≤ M and T > 0 we have
for all t ∈ [0, T ], where c 1 , C(M ) are constants. Thus
, and so, using
we have that
Applying Gronwall's inequality we deduce that for suitable constants Proof. Consider the functional
By Theorem 3.6,
and so, given any M > 0,
Now let ϕ j ∈ G with ϕ j (0) bounded, and let t j → ∞. From the energy equation V (ϕ j (t j )) is bounded, and thus (see (3.18) ) so is ϕ j (t j ). Thus we may assume that ϕ j (t j ) χ, and that also
we can further assume that there existsφ = u u t ∈ G with
Since by the energy equation and our growth hypotheses, H(u j )(t) is uniformly bounded on [0, M] with H(u j )(t) → H(u)(t), we have by (4.2) applied toφ that
Since I is sequentially weakly lower semicontinuous, letting M → ∞ we deduce that lim sup
and so I(ϕ j (t j )) → I(χ). Therefore ϕ j (t j ) X → χ X and hence ϕ j (t j ) → χ strongly. Thus G is asymptotically compact.
Lemma 4.2. The set Z of rest points is bounded in X.
Proof. If z = u 0 is a rest point, then by (4.1)
where λ < λ 1 and c are constants independent of u.
This completes the verification of the hypotheses of Theorem 2.7, and hence the proof of Theorem 1.1 with the exception of the connectedness of the attractor. n−2 we assume additionally that
We now no longer have that
and so the methods of Section 3 do not apply. However, we can still prove the existence of a weak solution to (1.1)-(1.3) using the Galerkin method (see Lions [45, pp1-27] ). Proof. Following Lions [45] , and using the hypotheses (1.4), (4.4), (4.5) in the obvious way, we obtain 
, it follows easily that ϕ : [0, ∞) → X γ is weakly continuous, and the weak continuity of u tt then follows from (4.6).
It is not known whether the weak solution given by Theorem 4.3 satisfies the energy equation (3.11) . However, we now assume that it does, specifically that the following (unproved) condition holds.
(E) Every weakly continuous solution ϕ : [0, ∞) → X γ in the sense of (4.6) satisfies the energy equation
We also make use of the following further conditions on f . . Then (4.9) follows by passing to the limit in the same identity for u (k) . With (3.12) in hand, the proof of Proposition 4.1 goes through with a slight modification. In fact the argument only requires that −H and E be sequentially weakly lower semicontinuous on Y γ . For E this follows from (3.23), Fatou's lemma and the compactness of the embedding of H 
from which the required lower semicontinuity follows by letting ε → 0. Finally the proof of Lemma 4.2 is easily modified using (4.8) to show that the set of rest points is bounded in X γ . Hence the existence and properties of the attractor follow from Theorem 2.7.
5. Kneser's property and connectedness of the attractor. We complete the proof of Theorem 1.1 by showing that Kneser's property holds.
Theorem 5.1. Suppose that the hypotheses of Theorem 3.6 hold. Then T (τ ){z} is connected for every z ∈ X and τ ≥ 0.
