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Abstract
A framework for reasoning and modelling using fuzzy labels is described together
with a calculus based on voting model semantics. In this framework models take the
form of mass relations on joint label set space and can be inferred from data or from
fuzzy label expressions. Mass relations deﬁne a probability distribution over the set of
fuzzy label expressions but can also be mapped to distributions on the underlying
parameter space. A method for fusing data-models with expert information in the form
of both certain and uncertain knowledge is proposed and applied to test problems from
the ﬁelds of data classiﬁcation and reliability analysis of engineering systems.
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1. Introduction
In many knowledge engineering and data modelling applications infor-
mation is available both in the form of high-level qualitative background
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knowledge as provided by domain experts and low-level numerical data from
experimental studies. To obtain optimal models it is desirable to combine or
fuse these two diﬀerent sources of information. This is particularly true in cases
where the data provided is sparse due to the expense or diﬃculty of experi-
mental trials. The type of fusion method appropriate to a particular problem
will be dependent on a number of factors including the nature of the learning
algorithms applied to the data and the form of the available background
knowledge. In classical analysis the representation of the latter is restricted to
one of a few mathematical forms. These include, the choice of parameters or
attributes for the learning algorithms, the inclusion of compound parameters as
functions of basic parameters, the use of speciﬁc parameterised families of
probability distributions and the deﬁnition of prior distributions in Bayesian
methods. However, for many applications the expert knowledge is more natu-
rally represented as rules of thumb’ expressed as natural language statements.
Such statements are likely to be both imprecise and uncertain making their
translation into one of the above forms diﬃcult and often inappropriate. In-
stead, we argue that background knowledge of this kind should be represented
in a logical framework, as close to natural language as possible, that also
incorporates fuzziness, imprecision and uncertainty. Furthermore, the fusion of
data with linguistic knowledge is likely to be much easier if both are expressed
within the same framework. This latter observation suggests that the data-
derived models should also be represented within the same high-level language
as the expert knowledge. In this paper we describe a fuzzy label calculus and
introduce methods for both data analysis and fusion within this framework.
A number of approaches to fusing expert knowledge and data have been
proposed in the literature. One family of methods that have received consid-
erable attention are so-called neuro-fuzzy algorithms (see [16] for an overview).
Typically these algorithms involve partitioning each parameter space with
fuzzy sets in order to generate a grid of fuzzy cells across the joint parameter
space. Every cell identiﬁes a fuzzy conditional rule relating input and output
parameters in that region of the space. Available data can then be used to
identify which of these cells contain actual measurement values while expert
knowledge can identify important or impossible cells. The learning process
then corresponds to tuning the fuzzy sets, as characterised by parameterised
membership functions, in order to optimise overall performance. Unfortu-
nately this has the disadvantage that model transparency is lost since the
optimised fuzzy sets may not be easy to interpret as linguistic labels. Also
neuro-fuzzy methods are best suited to classiﬁcation and prediction tasks
where there is a clear measure of model accuracy. In many problems, however,
it is necessary to estimate probability distributions over parameter space but
where there is no obvious quantiﬁable measure of the correctness of any such
estimate. A typical example of this is reliability analysis where the objective is
to estimate the probability of failure of a given engineering system for which
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very few failures have been observed. The classical approach to fusion in this
context is to assume the distribution belongs to a certain parameterised family,
as identiﬁed by domain experts, and then optimise those parameters to best ﬁt
any available data. This can be problematic, however, in that often the
available background knowledge is not suﬃciently concrete to identify any
such family of distributions. Another common approach is Bayesian updating
where expert knowledge is encoded as a prior distribution on parameters [15].
Indeed, Bayesian methods have become increasingly popular in the general
data modelling context. In particular, Bayesian networks [24] are a powerful
modelling tool that allows for causal dependencies, often identiﬁed by experts,
to be encoded into an estimate of the underlying joint distribution. Traditional
Bayesian approaches, however, are limited in that they require background
knowledge to be represented either as unique prior distributions or as
dependencies between parameters whereas often such knowledge takes the
form of imprecise rules of thumb. The framework we present in the sequel
aims to combine the advantages of Bayesian methods with a high-level rep-
resentation language in which prior knowledge can be expressed as fuzzy
linguistic rules.
2. Fuzzy label semantics
The conventional theory of fuzzy sets is based on a truth-functional cal-
culus proposed by Zadeh [28] and is centred around the extension of classical
set theoretic operations such as union and intersection to the non-binary case
by the use of max and min operations. While this approach has been very
successful in a wide range of applications it is problematic in that there are
unresolved issues at the foundational level. Principal amongst these is the
diﬃculty in ﬁnding an interpretation of membership that is consistent with
Zadeh’s truth-functional calculus (see [23] for an overview of proposed
semantics).
In this section we introduce label semantics (ﬁrst proposed by Lawry [19])
which provides a random set interpretation of fuzzy labels, where membership
values measure the degree to which an expression is appropriate to describe a
value. Conceptually, this is evaluated through a voting model [1,11,17]) where
members of a population identify the labels with which it is appropriate to
describe a given value. The variability of this appropriateness across the
population then provides a fuzzy deﬁnition of each label. Label semantics
diﬀers from other voting models (e.g. [1,11]) in that it focuses on the labels that
can describe a value rather than on the values (elements of the universe) that
satisfy a concept. As with all voting models it is not necessarily envisaged
that the voting experiments will be carried out, but rather that they provide a
conceptual framework within which a coherent calculus for fuzzy concepts can
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be developed. More formally, the voting experiment for fuzzy label semantics is
described as follows:
For a variable x into a domain of discourse X we identify a ﬁnite set of
words LA ¼ fL1; . . . ; Lrg with which to label the values of x. Then for a speciﬁc
value a 2 X a voter I identiﬁes a subset of LA, denoted DIa to stand for the
description of a given by I , as the set of words with which it is appropriate to
label a. Within this framework then, an expression such as x is high’, as as-
serted by I , is interpreted to mean high 2 DIx. If we allow I to vary across a
population of voters V then we naturally obtain a random set Dx from V into
the power set of LA where DxðIÞ ¼ DIx. A probability distribution (or mass
assignment) associated with this random set can be deﬁned and is dependent on
the prior distribution over the population V . We can view the random set Dx as
a description of the variable x in terms of the labels in LA.
Deﬁnition 1 (Label description). For x 2 X the label description of x is a random
set from V into the power set of LA, denoted Dx, with associated distribution
mx, given by
8T  LA; mxðT Þ ¼ PrðfI 2 V : DIx ¼ T gÞ
Notice that in label semantics mxð;Þ is not necessarily equal to zero and cor-
responds to the situation where no labels are appropriate for describing x.
Another high-level measure associated with mx is the following quantiﬁ-
cation of the degree of appropriateness of a particular word L 2 LA as a label
of x.
Deﬁnition 2 (Appropriateness degrees)
8x 2 X; 8L 2 LA; lLðxÞ ¼
X
TLA:L2T
mxðT Þ
Since lL is a function from X into ½0; 1 then it could be viewed as a mem-
bership function for the fuzzy concept L. However, in the sequel we shall
propose a calculus that is quite distinct from that of Zadeh [28]. Hence, to
avoid confusion and to capture the underlying interpretation of this measure
we shall use the term appropriateness degree’.
We now make the additional assumption that label descriptions are con-
sonant random sets. This simply means that individuals in V diﬀer regarding
what labels are appropriate for a value only in terms of generality or speciﬁcity.
The consonance restriction could be justiﬁed by the idea that all voters share a
common ordering on the appropriateness of labels for a value and that the
composition of DIx is consistent with this ordering for each I . The consonance
assumption also means that mx can be completely determined from the values
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of lLðxÞ for L 2 LA as follows: If flLðxÞ : L 2 LAg ¼ fy1; . . . ; yng ordered such
that yi > yiþ1 for i ¼ 1; . . . ; n 1 then for Ti ¼ fL 2 LA : lLðxÞP yig,
mxðTiÞ ¼ yi  yiþ1 for i ¼ 1; . . . ; n 1
mxðTnÞ ¼ yn and mxð;Þ ¼ 1 y1
This has considerable practical advantages since we no longer need to have any
knowledge of the underlying population of voters V in order to determine mx.
Rather, for reasoning with label semantics in practice we need only deﬁne
appropriateness degrees lL for L 2 LA corresponding to the imprecise deﬁni-
tion of each label. This is consistent with the earlier observation that with
voting model semantics it is not the intention to actually carry out voting
experiments but instead to provide an operational interpretation of member-
ship functions. Alternatives to the consonance assumption have been explored
as a means of encoding functional relationships between the appropriateness
degree values on LA and mass assignments on 2LA (see [20]) but these are
beyond the scope of this paper.
Clearly, this framework is related to the random set interpretation for fuzzy
sets as proposed by Goodman [12,13]. However, while the latter deﬁned ran-
dom sets on the power set of the domain of discourse, label semantics deﬁnes
random sets on the power set of labels. In our view focusing on the labels in
this way gives an interesting new perspective as well as providing an emergent
functional calculus.
Example 3. Let x be a variable into ½0; 10 with associated label set
LA ¼ fsmallðsÞ;mediumðmÞ; largeðlÞg. Suppose that the appropriateness de-
gree for the three labels are deﬁned as follows (see Fig. 1): 8x 2 ½0; 10,
0
0.2
0.4
0.6
0.8
1
2 6 8 10x4
Fig. 1. Appropriateness degrees for, from left to right, small, medium and large.
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lsmallðxÞ ¼
1:00388e0:22222x
2  0:00388 x6 5
0 x > 5
(
lmediumðxÞ ¼ 1:00388e0:22222ðx5Þ
2  0:00388
llargeðxÞ ¼ 1:00388e
0:22222ðx10Þ2  0:00388 xP 5
0 x < 5
(
Now for x ¼ 2 we have that lsmallð2Þ ¼ 0:4088, lmediumð2Þ ¼ 0:1320,
llargeð2Þ ¼ 0. From this we obtain the following consonant mass assignment for
D2:
m2 ¼ fsmall;mediumg : 0:1320; fsmallg : 0:2768; ; : 0:5912
Allowing x to vary across ½0; 10 and applying the consonant mapping we
obtain mx as a function of x as shown in Fig. 2 where all sets of labels not listed
have zero mass.
From the above example, we can see that for LA deﬁned according to a
given set of appropriateness degrees it is often the case that only a strict subset
of 2LA can actually occur as sets of appropriate labels. For instance, in
Example 3 since large and small do not overlap the set {small, large} cannot
occur. The possible label sets are referred to as focal elements and are formally
deﬁned as follows:
Deﬁnition 4 (Set of focal elements). Given labels LA together with associated
appropriateness degrees then the set of focal elements for LA is given by
0
0.2
0.4
0.6
0.8
1
2 6 8 10x4
Fig. 2. Mass assignments for varying x; shown from left to right (solid line), mxðfsmallgÞ,
mxðfsmall;mediumgÞ, mxðfmediumgÞ, mxðfmedium; largegÞ and mxðflargegÞ; mxð;Þ is shown as a
dashed line.
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F ¼ fT  LA j9x 2 X; mxðT Þ > 0g
For more general linguistic reasoning a mechanism is required for evalu-
ating compound label expressions. For example, we may wish to know whether
or not expressions such as medium low, medium low and :high are
appropriate to describe a value x 2 X.
Deﬁnition 5 (Label expressions). The set of label expressions of LA, LE, is
deﬁned recursively as follows:
i(i) Li 2 LE for i ¼ 1; . . . ; r
(ii) If h;u 2 LE then :h; h ^ u; h _ u; h! u 2 LE
In the context of this assertion-based framework we interpret the main
logical connectives in the following manner: L1 ^ L2 means that both L1 and L2
are appropriate labels, L1 _ L2 means that either L1 or L2 are appropriate labels
and :L means that L is not an appropriate label. More generally, if we consider
label expressions in LE then an expression h identiﬁes a set of possible label sets
kðhÞ as follows:
Deﬁnition 6. k : LE! 22LA is deﬁned recursively as follows: 8h;u 2 LE,
ii(i) 8Li 2 LA; kðLiÞ ¼ fT 2F jLi 2 T g
i(ii) kðh ^ uÞ ¼ kðhÞ \ kðuÞ
(iii) kðh _ uÞ ¼ kðhÞ [ kðuÞ
(iv) kð:hÞ ¼ kðhÞc
i(v) kðh! uÞ ¼ kð:hÞ [ kðuÞ
Intuitively, kðhÞ corresponds to those subsets of LA identiﬁed as being
possible values of Dx by expression h. In this sense the imprecise linguistic
restriction x is h’ on x corresponds to the strict constraint Dx 2 kðhÞ on Dx.
Hence, we can view label descriptions as an alternative to linguistic variables
[29–31] as a means of encoding linguistic constraints.
The notion of appropriateness measure given above can now be extended so
that it applies to compound label expressions (i.e. all expressions in LE). The
idea here is that lhðxÞ quantiﬁes the degree to which expression h is appropriate
to describe x.
8h 2 LE; 8x 2 X; lhðxÞ ¼
X
T2kðhÞ
mxðT Þ
There are a number of clear connections between compound appropriateness
degrees and Shafer–Dempster theory [26]. Suppose we simply view mx as a
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conditional mass assignment on 2LA given value x. In this case, for any k6 r
labels L1; . . . ; Lk the appropriateness of the disjunction L1 _    _ Lk as a
description of x is given by
lL1__Lk ðxÞ ¼
X
T :fL1;...;Lkg\T 6¼;
mxðT Þ ¼ PlðfL1; . . . ; LkgjxÞ
Similarly the appropriateness of the conjunction L1 ^    ^ Lk as a description
of x is given by
lL1^^Lk ðxÞ ¼
X
T :fL1;...;LkgT
mxðT Þ ¼ QðfL1; . . . ; LkgjxÞ
Here Q denotes the commonality function for mx where for subset T , QðT Þ
represents the total mass that can be moved freely to every element of T [26].
Finally, for the case of negation we have that appropriateness of :ðL1 _   
_LkÞ as a label for x is given by
l:ðL1__LkÞðxÞ ¼ l:L1^^:Lk ðxÞ
¼
X
T :fL1;...;Lkg\T¼;
mxðT Þ ¼
X
T :TfL1;...;Lkgc
mxðT Þ
¼ BelðfL1; . . . ; LkgcjxÞ
The above together with the consonance assumption means that lL1__Lk ðxÞ
can be interpreted as PosðfL1; . . . ; LkgjxÞ where Pos is a possibility measure on
2LA. There is, however, no general relationship between appropriateness de-
grees and possibility measures apart from the trivial fact that any function
from X into ½0; 1 corresponds to a possibility distribution.
Example 7. Let LA ¼ fL1; L2; L3g and F ¼ ffL1g; fL1; L2g; fL2g; fL2; L3g;
fL3g; ;g then
kð:L1Þ ¼ ffL2g; fL3g; fL2; L3g; ;g;
kðL1 ^ L2Þ ¼ ffL1; L2gg
kðL1 _ L2Þ ¼ ffL1g; fL2g; fL1; L2g; fL2; L3gg;
kðL2 ^ :L3Þ ¼ ffL1; L2g; fL2gg
In the case where L1¼ small, L2¼medium and L3¼ large with appropriateness
degrees as deﬁned in Example 3 then
lmedium^:largeðxÞ ¼ mxðfsmall;mediumgÞ þ mxðfmediumgÞ
giving an appropriateness degree for medium  :large as shown in Fig. 3.
It is interesting to note that lmedium^:largeðxÞ is diﬀerent from minðlmediumðxÞ;
1 llargeðxÞÞ ¼ lmediumðxÞ obtained using standard fuzzy logic based on the min
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t-norm (see Fig. 3). In fact, in standard fuzzy logic the two statements x is
medium’ and x is medium but not large’ provide exactly the same information
(i.e. they have the same memberships). In other words, the extra information
that x is not large’ tells us nothing. This seems highly counter intuitive. On the
other hand, in label semantics lmedium^:large is zero for all values greater than 7.5
since for such values the only sets of appropriate labels with non-zero mass
containing medium also contain large. See [21] for more discussion of this
diﬀerence between fuzzy label semantics and fuzzy logic.
Given this basic framework the following properties have been proven to
hold (see [18,21]).
Proposition 8. For expression h and u generated recursively from LA the fol-
lowing hold:
iii(i) If h  u then 8x 2 XlhðxÞ6luðxÞ
ii(ii) If h  u then 8x 2 XlhðxÞ ¼ luðxÞ
i(iii) If h is a tautology then 8x 2 XlhðxÞ ¼ 1
i(iv) If h is a contradiction then 8x 2 X, lhðxÞ ¼ 0
ii(v) 8x 2 Xl:hðxÞ ¼ 1 lhðxÞ
i(vi) 8Li; Lj 2 LA, 8x 2 X, lLi^LjðxÞ ¼ minðlLiðxÞ; lLjðxÞÞ
(vii) 8Li; Lj 2 LA, 8x 2 X, lLi_LjðxÞ ¼ maxðlLiðxÞ; lLjðxÞÞ
From Proposition 8 (parts (ii)–(iv)) we see that appropriateness degrees are
idempotent, and also satisfy the laws of excluded middle and non-contradic-
tion. From this and a well-known theorem due to Dubois and Prade [10] it
follows that the label semantic calculus cannot be truth-functional except in the
trivial case where all values are binary (i.e. zero or one). However, the calculus
0
0.2
0.4
0.6
0.8
1
2             4 6 8 10x
Fig. 3. lmedium^:largeðxÞ (solid line) and minðlmediumðxÞ; 1 llargeðxÞÞ (dashed line).
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is clearly functional in the sense that for any label expression h, lhðxÞ can be
determined directly from the values of lL1ðxÞ; . . . ; lLrðxÞ. To see this note that
by using the consonant mapping we can determine mx directly from
lL1ðxÞ; . . . ; lLrðxÞ. lhðxÞ is then evaluated by summing mx over kðhÞ where the
latter can be obtained according to the simple recursive algorithm described in
Deﬁnition 6.
In the following section we extend this framework to the multi-dimensional
case.
3. Multi-dimensional fuzzy label expressions
Most modelling problems involve multiple parameters or variables. There-
fore, if label semantics is to provide an eﬀective knowledge representation
framework for linguistic modelling it must be generalised to the multi-dimen-
sional case. In other words, we need to provide a means of interpreting and
evaluating linguistic expressions involving more than one variable.
Speciﬁcally, consider a modelling problem with n variables x1; . . . ; xn with
associated universes X1; . . . ;Xn. Here and in the sequel we shall assume Xi
is a closed interval of the real line for i ¼ 1; . . . ; n. For each variable we deﬁned
a set of labels LAj ¼ fL1;j; . . . ; Lrj;jg for j ¼ 1; . . . ; n. In this case we ask voters
from V to provide a set of appropriate labels for each parameter value. Hence,
an individual I will provide a vector of label descriptions hDIx1 ; . . . ;DIxni for the
attribute vector hx1; . . . ; xni. In this context we can extend the deﬁnitions of
mass assignment and appropriateness degree given in Section 2 to the multi-
dimensional case. Initially, however, we formally deﬁne n-dimensional label
expressions.
Let LEj be the set of label expression for variable xj generated by recursive
application of the connectives , , ﬁ, : according to Deﬁnition 5. We can
now deﬁne the set of multi-dimensional label expression for describing lin-
guistic relationships between variables as follows:
Deﬁnition 9 (Multi-dimensional label expressions). MLEðnÞ is the set of all multi-
dimensional label expressions that can be generated from the label expressions
LEj : j ¼ 1; . . . ; n and is deﬁned recursively by
i(i) If h 2 LEj for j ¼ 1; . . . ; n then h 2MLEðnÞ
(ii) If h;u 2MLEðnÞ then :h; h ^ u; h _ u; h! u 2MLEðnÞ
Any n-dimensional label expression h identiﬁes a subset of 2LA1      2LAn ,
denoted kðnÞðhÞ, constraining the cross product of label descriptions
Dx1     Dxn . In this way the imprecise constraint h on x1      xn is
interpreted as the precise constraint Dx1     Dxn 2 kðnÞðhÞ.
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Deﬁnition 10 (Multi-dimensional appropriate label sets). kðnÞ : MLEðnÞ !
2ð2
LA12LAn Þ is deﬁned recursively as follows: Let Fj denote the set of focal
elements for LAj : j ¼ 1; . . . ; n then 8h 2MLEðnÞ; kðnÞðhÞ F1     Fn
such that
ii(i) 8h 2 LEj; kðnÞðhÞ¼ 1kðhÞ  i6¼jFi
i(ii) 8h;u 2MLEðnÞ; kðnÞðh ^ uÞ ¼ kðnÞðhÞ \ kðnÞðuÞ
(iii) kðnÞðh _ uÞ ¼ kðnÞðhÞ [ kðnÞðuÞ
(iv) kðnÞðh! uÞ ¼ kðnÞðhÞc [ kðnÞðuÞ
i(v) kðnÞð:hÞ ¼ kðnÞðhÞc
Example 11. Consider a modelling problem with two variables x1 and x2 for
which LA1¼ {small, medium, large} and LA2¼ {low, moderate, high}. Also
suppose the focal elements for LA1 and LA2 are, respectively:
F1 ¼ ffsmallg; fsmall;mediumg; fmediumg; fmedium; largeg; flargegg
F2 ¼ fflowg; flow;moderateg; fmoderateg; fmoderate; highg; fhighgg
Now according to Deﬁnition 10 we have that
kð2Þððmedium ^ :smallÞ ^ :lowÞ ¼ kð2Þðmedium ^ :smallÞ \ kð2Þð:lowÞ
¼ kðmedium ^ :smallÞ  kð:lowÞ
Now
kðmedium ^ :smallÞ ¼ ffmediumg; fmedium; largegg
and
kð:lowÞ ¼ ffmoderateg; fmoderate; highg; fhighgg
Hence,
kð2Þððmedium ^ :smallÞ ^ :lowÞ
¼ fhfmediumg; fmoderategi; hfmediumg; fmoderate; highgi;
hfmediumg; fhighgi; hfmedium; largeg; fmoderategi;
hfmedium; largeg; fmoderate; highgi; hfmedium; largeg; fhighgig
We can now extend the concepts of label description and appropriateness
degree to multi-dimensions as follows:
Deﬁnition 12 (Joint label description). The cross product Dx1     Dxn is re-
ferred to as the joint label description of hx1; . . . ; xni and has the following joint
mass assignment:
1 kðhÞ  LAj refers to the one dimensional appropriate label set as given in Deﬁnition 6.
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8xj 2 Xj 8Tj  LAj : j ¼ 1; . . . ; n; mhx1;...;xniðT1; . . . ; TnÞ ¼
Yn
j¼1
mxjðTjÞ
In general we shall refer to any joint mass assignment on 2LA1      2LAn as
a mass relation. Now
mhx1;...;xniðT1; . . . ; TnÞ ¼ PrðfI 2 V : DIx1 ¼ T1; . . . ;DIxn ¼ TngÞ
provided we make the following conditional independence assumption. It is
assumed that for each individual I the choice of appropriate labels for variable
xj is dependent only on the value of xj, once this is known, and is independent
of the value of any other variables. This is actually quite a weak assumption
and does not a prior imply independence between the variables.
Deﬁnition 13 (Multi-dimensional appropriateness degrees)
8h 2MLEðnÞ; 8xj 2 Xj : j ¼ 1; . . . ; n;
lðnÞh ðx1; . . . ; xnÞ ¼
X
hT1;...;Tni2kðnÞðhÞ
mhx1;...;xniðT1; . . . ; TnÞ
¼
X
hT1;...;Tni2kðnÞðhÞ
Yn
j¼1
mxjðTjÞ
See [21] for amore extensive treatment of multi-dimensional label semantics.
4. Learning mass relations from data
Suppose we have a database DB of N elements, associated with each of
which are n attributes x1; . . . ; xn so that DB ¼ fhx1ðiÞ; . . . ; xnðiÞi : i ¼ 1; . . . ;Ng
where xjðiÞ denotes the value of xj for object i. Further, suppose that we select a
set of labels LAj for each attribute xj for j ¼ 1; . . . ; n where each label is deﬁned
by an appropriateness measure. A mass relation representing DB can then be
obtained as follows:
Deﬁnition 14 (A mass relation representing DB). The mass relation mDB repre-
senting DB is given by
8Tj  LAj : j ¼ 1; . . . ; n; mDBðT1; . . . ; TnÞ ¼ 1jDBj
X
i2DB
Yn
j¼1
mxjðiÞðTjÞ
In the case where the dimension n is high then it can be problematic to
determine mDB directly from DB. This is due to the curse of dimensionality’ [2]
according to which the amount of data needed to accurately determine a joint
probability distribution increases exponentially with the dimension of that
distribution. One way of overcoming this problem is to make independence
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assumptions where possible. This leads to a semi-independent mass relation as
follows:
Deﬁnition 15 (Semi-independent mass relation). Let S1; . . . ; Sw be a partition of
the variables x1; . . . ; xn, where w6 n and w.l.o.g let Si ¼ fx1; . . . ; xvg for some
i 2 f1; . . . ;wg, then the mass relation describing DB on the basis of partition
S1; . . . ; Sw is given by
8Tj  LAj : j ¼ 1; . . . ; n; mDBðT1; . . . ; TnÞ ¼
Yw
i¼1
miðTj : xj 2 SiÞ
where mi is the marginal mass relation over the labels describing Si such that:
8Tj 2 2LAj : j ¼ 1; . . . ; v; miðT1; . . . ; TvÞ ¼ 1jDBj
X
i2DB
Yv
j¼1
mxjðiÞðTjÞ
Here variable dependency is encoded within variable groupings
Si : i ¼ 1; . . . ;w and independence is assumed between the groups. The semi-
independence assumption can be strengthened to allow for a fully independent
mass relation as follows:
Deﬁnition 16 (The independent mass relation). The independent mass relation is
the mass relation representing DB based on partition S1; . . . ; Sn where
Si ¼ fxig : i ¼ 1; . . . ; n.
Example 17. Consider a data problem with three attributes x, y and z all into
½0; 30. Suppose that all three attributes are labelled with words {small, med-
ium, large} deﬁned according to the trapezoidal appropriateness degrees shown
in Fig. 4. Let DB be as is shown in Table 1 and assume attribute groupings
S1 ¼ fx; yg and S2 ¼ fzg.
0
0.2
0.4
0.6
0.8
1
1.2
0 5 10 15 20 25 30
Fig. 4. Appropriateness degrees for, from left to right, small, medium and large.
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We can now generate a mass assignment version of this database by
replacing x, y and z with Dx, Dy and Dz (see Table 2). From this we can
combine mass relations for Dx Dy and Dz given the prescribed variable
grouping to obtain marginal mass relations m1 and m2 respectively.
Using the semi-independence assumption (Deﬁnition 15) we can evaluate
mDB by taking the product of m1 and m2. For example,
Table 1
Tableau showing the database DB
Index x y z
1 5 15 25
2 7 14 28
3 10 10 21
4 20 21 18
5 12 18 17
Table 2
Mass assignment translation of DB
Index Dx Dy Dx Dy Dz
1 fsg : 1 fmg : 1 hfsg; fmgi : 1 flg : 1
2 fs;mg : 0:4,
fsg : 0:6
fs;mg : 0:2,
fmg : 0:8
hfs;mg; fmgi : 0:32,
hfs;mg; fs;mgi : 0:08,
hfsg; fs;mgi : 0:12,
hfsg; fmgi : 0:48
flg : 1
3 fs;mg : 1 fs;mg : 1 hfs;mg; fs;mgi : 1 fm; lg : 0:6,
fmg : 0:4
4 fm; lg : 1 fm; lg : 0:8,
flg : 0:2
hfm; lg; fm; lgi : 0:8,
hfm; lg; flgi : 0:2
fm; lg : 0:6,
fmg : 0:4
5 fs;mg : 0:6,
fmg : 0:4
fm; lg : 0:6,
fmg : 0:4
hfs;mg; fm; lgi : 0:36,
hfs;mg; fmgi : 0:24,
hfmg; fm; lgi : 0:24,
hfmg; fmgi : 0:16
fm; lg : 0:4,
flg : 0:6
Combined
mass
assignments
m1 ¼ hfsg; fmgi : 0:296,
hfs;mg; fmgi : 0:112,
hfs;mg; fs;mgi : 0:216,
hfsg; fs;mgi : 0:024,
hfm; lg; fm; lgi : 0:16,
hfm; lg; flgi : 0:04,
hfs;mg; fm; lgi : 0:072,
hfmg; fm; lgi : 0:048,
hfmg; fmgi : 0:032
m2 ¼ flg : 0:52,
fm; lg : 0:32,
fmg : 0:16
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mDBðfs;mg; fmg; flgÞ ¼ m1ðfs;mg; fmgÞ  m2ðflgÞ
¼ 0:112 0:52 ¼ 0:05824
Given a mass relation m on 2LA1      2LAn we can evaluate the probability
of any label expression h 2MLEðnÞ by summing the values of m across kðnÞðhÞ
so that
PrmðhÞ ¼
X
hT1;...;Tni2kðnÞðhÞ
mðT1; . . . ; TnÞ
Hence, a mass relation deﬁnes a probability distribution on MLEðnÞ. In many
cases, however, we need to evaluate probabilities on the original parameter
space. In fact fuzzy label semantics is ﬂexible enough to permit this, as is shown
in the following section.
5. Mapping from mass assignments to distributions on parameters
In order to estimate probabilities given input vectors of parameter values we
need a mechanism for mapping from mass assignments on label space onto
density functions on parameter space. Here we propose such a mapping in the
form of a conditional density function given a mass assignment (relation) on
labels. For clarity we initially give the deﬁnition of this posterior density for the
one dimensional case and then extended it to the multi-dimensional case in the
sequel.
Deﬁnition 18 (Conditional density given a mass assignment). Let x be a variable
into X with prior distribution pðxÞ, LA be a set of labels for x and m be a
posterior mass assignment for the set of appropriate labels of x (i.e. Dx) in-
ferred from some database DB. Then the posterior distribution of x conditional
on m is given by
8x 2 X; pðxjmÞ ¼ pðxÞ
X
TLA
mðT Þ
pmðT ÞmxðT Þ
where pm’ is the prior mass assignment generated by the prior distribution p
according to
pmðT Þ ¼
Z
X
mxðT ÞpðxÞdx
This deﬁnition is motivated by the following argument based on the theorem
of total probability which for a mass assignment m, describing variables x on X,
is as follows:
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8a 2 X; pðajmÞ ¼
X
TLA
pðajDx ¼ T ÞPrðDx ¼ T Þ ¼
X
TLA
pðajDx ¼ T ÞmðT Þ
also : pðajDx ¼ T Þ ¼ PrðDx ¼ T jx ¼ aÞpðaÞ
PrðDx ¼ T Þ ¼
maðT ÞpðaÞ
pmðT Þ
Making the relevant substitutions and then simplifying gives the expression
from Deﬁnition 18. Notice that in the case that m ¼ pm then pðxjmÞ ¼ pðxÞ as
intuitively would be expected. Also Deﬁnition 18 provides a mechanism by
which background knowledge in the form of an informative prior can be
incorporated into the model.
Example 19. Let x be variable into X ¼ ½0; 10 with a uniform prior distribution
so that 8x 2 ½0; 10 pðxÞ ¼ 1
10
. For LA¼ {small, medium, large} the appropri-
ateness degrees are deﬁned as in Example 3. In this case the prior mass
assignment is given by
pm ¼ fsg : 0:1528; fs;mg : 0:0338; fmg : 0:3056; fm; lg : 0:0338;
flg : 0:1528; ; : 0:3212
Also suppose we are given the following posterior mass assignment:
m ¼ fsg : 0:1329; fs;mg : 0:0289; fmg : 0:2329; fm; lg : 0:0446;
flg : 0:2052; ; : 0:3555
Now if x ¼ 7 then, m7 ¼ fmg : 0:2769; fm; lg : 0:1320; ; : 0:5911 and
pð7jmÞ ¼ 1
10
mðfmgÞ
pmðfmgÞm7ðfmgÞ

þ mðfm; lgÞ
pmðfm; lgÞm7ðfm; lgÞ þ
mð;Þ
pmð;Þm7ð;Þ

¼ 1
10
0:2329
0:3056
ð0:2769Þ

þ 0:0446
0:0338
ð0:1320Þ þ 0:3555
0:3212
ð0:5911Þ

¼ 0:1039
Figs. 5 and 6 show histograms of the prior and posterior mass assignments
respectively and Fig. 7 shows the inferred posterior density.
Deﬁnition 18 can be extended to the multi-dimensional case by repeating the
motivational argument using the multi-dimensional version of the theorem of
total probability. Suppose we have a posterior mass relation obtained as the
result of some inference process (for example, it may be that m ¼ mDB for some
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database DB). Now given a prior distribution p on X1      Xn we can deﬁne
a prior mass relation by
8Ti  LAi : i ¼ 1; . . . ; n; pmðT1; . . . ; TnÞ
¼
Z
X1
  
Z
Xn
mx1ðT1Þ      mxnðTnÞ  pðx1; . . . ; xnÞdx1; . . . ; dxn
1 2 3 4 5 6
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Fig. 5. Prior mass assignment pm’. Index numbers 1; . . . ; 5 denote pmðfsgÞ, pmðfs;mgÞ, pmðfmgÞ,
pmðfm; lgÞ and pmðflgÞ respectively. Index number 6 denotes pmð;Þ.
1 2 3 4 5 6
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Fig. 6. Posterior mass assignment m. Index numbers 1; . . . ; 5 denote mðfsgÞ, mðfs;mgÞ, mðfmgÞ,
mðfm; lgÞ and mðflgÞ respectively. Index number 6 denotes mð;Þ.
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In the case where p is the uniform distribution, denoted u, this simpliﬁes toYn
i¼1
Z
Xi
mxiðTiÞuðxiÞdxi
From this we can deﬁne the joint density on X1      Xn conditional on
posterior mass relation m as follows:
pðx1; . . . ; xnjmÞ ¼
Yn
i¼1
uðxiÞ
 ! X
T1Tn
mðT1; . . . ; TnÞ
pmðT1; . . . ; TnÞ
Yn
i¼1
mxiðTiÞ
6. Inference from linguistic knowledge
In many modelling problems we may have linguistic knowledge regarding a
parameter or group of parameters as provided by an expert or group of ex-
perts. In order to combine this with other data-derived knowledge we may
wish to transform the linguistic knowledge into a probability distribution or
mass assignment on the relevant space. Initially consider the simple case
where our background knowledge is of the form of a constraint x is h’ on the
single variable x. Now recall that in label semantics we represent the imprecise
linguistic constraint x is h’ on x by the precise constraint Dx 2 kðhÞ on Dx.
Therefore, in eﬀect, the required probability distribution is characterised by
the posterior density pðxjDx 2 kðhÞÞ. Now according to Bayes’ theorem we
have
8a 2 X; pðajDx 2 kðhÞÞ ¼ PrðDx 2 kðhÞjx ¼ aÞpðaÞR
X PrðDx 2 kðhÞjx ¼ aÞpðaÞda
0.08
0.09
0.1
0.11
0.12
0.13
0 2 4 6 8 10x
Fig. 7. Posterior density generated by mass assignment m.
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and
PrðDx 2 kðhÞjx ¼ aÞ ¼
X
T2kðhÞ
PrðDx ¼ T jx ¼ aÞ
¼
X
T2kðhÞ
PrðDa ¼ T Þ
¼
X
T2kðhÞ
maðT Þ ¼ lhðaÞ
making the relevant substitution gives
8a 2 X; pðajDx 2 kðhÞÞ ¼ lhðaÞpðaÞR
X lhðaÞpðaÞda
This argument motivates the following deﬁnition [21]:
Deﬁnition 20 (Posterior densities from label expressions). Assuming a prior
distribution p on X then the posterior distribution resulting from conditioning
on the knowledge x is h’ is deﬁned by: 8h 2 LE
8x 2 X; pðxjhÞ ¼ lhðxÞpðxÞR
X lhðxÞpðxÞdx
provided the denominator is greater than zero and is undeﬁned otherwise.
This can be extended to the multi-dimensional case as follows:
Deﬁnition 21 (Posterior densities from multi-dimensional label expressions).
Assuming a prior distribution pðx1; . . . ; xnÞ on X1      Xn then the posterior
distribution resulting from conditioning on the knowledge ~x is h’ is deﬁned by:
8h 2MLEðnÞ,
8xj 2 Xj : j ¼ 1; . . . ; n;
pðx1; . . . ; xnjhÞ ¼ l
ðnÞ
h ðx1; . . . ; xnÞpðx1; . . . ; xnÞR
X1
. . .
R
Xn
lðnÞh ðx1; . . . ; xnÞpðx1; . . . ; xnÞd~x
provided the denominator is greater than zero and is undeﬁned otherwise.
In may also be desirable to determine posterior mass assignments given
linguistic information. A similar Bayesian argument can be used to motivate
the following deﬁnition of a posterior mass assignment conditional on the
constraint x is h’ (see [21]).
Deﬁnition 22 (Posterior mass assignments given label expressions). Given a prior
mass assignment pm on 2LA then the posterior mass assignment resulting from
conditioning on h is deﬁned by
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8T  LA; mhðT Þ ¼
pmðT ÞP
T2kðhÞ pmðT Þ
if T 2 kðhÞ
0 otherwise
8<
:
provided the denominator is greater than zero and is undeﬁned otherwise.
Again this is easily extendable to the multi-dimensional case as follows:
Deﬁnition 23 (Posterior mass relations given multi-dimensional label expres-
sions). Given a prior mass relation pm on 2LA1      2LAn then 8h 2MLEn
the posterior mass relation resulting from conditioning on h is deﬁned by:
8Tj  LAj: j ¼ 1; . . . ; n,
mhðT1; . . . ; TnÞ ¼
pmðT1; . . . ; TnÞP
hT1;...;Tni2knðhÞ pmðT1; . . . ; TnÞ
hT1; . . . ; Tni 2 kðnÞðhÞ
0 otherwise
8<
:
provided the denominator is greater than zero and is undeﬁned otherwise.
In general background knowledge is likely to consist of a number of lin-
guistic constraints of the form ~x is hi’ for i ¼ 1; . . . ; k. This motivates an initial
deﬁnition of knowledge base given as follows:
Deﬁnition 24 (Knowledge base). A knowledge base is a set of linguistic
expressions
K ¼ fh1; . . . ; hkg
where hi 2MLEðnÞ : i ¼ 1; . . . ; k.
Given a prior distribution p and a prior mass relation pm we can condition
on the knowledge in K by evaluating the posterior density pðjKÞ ¼
pðjVki¼1 hiÞ or the posterior mass relation mK ¼ mVk
i¼1 hi
according to Deﬁni-
tions 21 and 23 respectively. In both these cases we are assuming that K is
consistent so that kðnÞðVki¼1 hiÞ 6¼ ;.
Example 25. Consider a modelling problem with two variables x, y each with
universe ½0; 10 and for which we have deﬁned the label sets LA1¼ {small1,
medium1, large1} and LA2¼ {small2, medium2, large2}. For both variables the
appropriateness degrees for small, medium and large are deﬁned as in Example
3. The prior distribution pðx; yÞ on ½0; 102 is taken to be the uniform distri-
bution. Suppose the expert knowledge consists of the following two rules:
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If x is medium but not large then y is medium
If x is large then y is small
In other words,
K ¼ fmedium1 ^ :large1 ! medium2; large1 ! small2g
In this case,
kð2Þððm1 ^ :l1 ! m2Þ ^ ðl1 ! s2ÞÞ
¼ ðkð2Þðm1 ^ :l1Þc [ kð2Þðm2ÞÞ \ ðkð2Þðl1Þc [ kð2Þðs2ÞÞ
¼ ðkð2Þðm1 ^ :l1Þ \ kð2Þðm2ÞcÞ [ ðkð2Þðl1Þ \ kð2Þðs2ÞcÞc
¼ ðkðm1 ^ :l1Þ  kðm2ÞcÞ [ ðkðl1Þ  kðs2ÞcÞc
and hence,
8hx; yi 2 ½0; 102;
lð2Þðm1^:l1!m2Þ^ðl1!s2Þðx; yÞ
¼ 1
X
T12kðm1^:l1Þ
X
T22kðm2Þc
mxðT1ÞmyðT2Þ
0
@ þ X
T12kðl1Þ
X
T22kðs2Þc
mxðT1ÞmyðT2Þ
1
A
¼ 1 ðlm1^:l1ðxÞ  ð1 lm2ðyÞÞ þ ll1ðxÞ  ð1 ls2ðyÞÞÞ
and therefore the posterior density conditioned on K is given by (see Fig. 8)
pðx; yjKÞ ¼ 1 ðlm1^:l1ðxÞ  ð1 lm2ðyÞÞ þ ll1ðxÞ  ð1 ls2ðyÞÞÞR
½0;102 1 ðlm1^:l1ðxÞ  ð1 lm2ðyÞÞ þ ll1ðxÞ  ð1 ls2ðyÞÞÞdxdy
0
2
4
6
8
10
x
0
2
4
6
8
10
y
0
0.004
0.008
0.012
0.016
Fig. 8. Posterior density givenK.
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Also, we have that
ðkðm1 ^ :l1Þ  kðm2ÞcÞ [ ðkðl1Þ  kðs2ÞcÞ
¼ ðffs1;m1g; fm1gg  ffs2g; fl2g; ;gÞ
[ ðffl1g; fm1; l1gg  ffm2g; fm2; l2g; fl2g; ;gÞ
and therefore,
kð2Þððm1 ^ :l1 ! m2Þ ^ ðl1 ! s2ÞÞ
¼ ffs1;m1g; fm1ggð  ffs2g; fl2g; ;gÞ
[ ffl1g; fm1; l1ggð  ffm2g; fm2; l2g; fl2g; ;gÞc
Now suppose the prior mass relation on x y is given in Table 3 then condi-
tioning onK according to Deﬁnition 23 we obtain the posterior mass relation
given in Table 4. We can see from this example that the knowledge baseK has
the eﬀect of identifying a set of cells of the mass relation tableau as possible’
and setting all other cells to zero. The mass relation is then renormalised across
non-zero cells.
In the above we have assumed that knowledge provided by the expert(s) is
completely certain. However, in practice this may not be the case and diﬀerent
belief levels may be allocated to each statement. In the current context this
corresponds to the association of a subjective probability value with each of the
Table 3
Prior mass relation pm on x y
· fs2g fs2;m2g fm2g fm2; l2g fl2g ;
fs1g 0.0234 0.0052 0.0467 0.0052 0.0234 0.0491
fs1;m1g 0.0052 0.0011 0.0103 0.0011 0.0052 0.0109
fm1g 0.0467 0.0103 0.0934 0.0103 0.0467 0.0981
fm1; l1g 0.0052 0.0011 0.0103 0.0011 0.0052 0.0109
fl1g 0.0234 0.0052 0.0467 0.0052 0.0234 0.0491
; 0.0491 0.0109 0.0981 0.0109 0.0491 0.1031
Table 4
Posterior mass relation mK on x y
· fs2g fs2;m2g fm2g fm2; l2g fl2g ;
fs1g 0.0368 0.0082 0.0735 0.0082 0.0368 0.0773
fs1;m1g 0 0.0017 0.0162 0.0017 0 0
fm1g 0 0.0162 0.147 0.0162 0 0
fm1; l1g 0.0082 0.0017 0 0 0 0
fl1g 0.0368 0.0082 0 0 0 0
; 0.0773 0.0172 0.1544 0.0172 0.0773 0.1623
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constraints ~x is hi’ generating an uncertain knowledge base of the following
form:
Deﬁnition 26 (Uncertain knowledge base)
K ¼ fPrðhiÞ ¼ wi : i ¼ 1; . . . ; kg
where hi 2MLEðnÞ and wi 2 ½0; 1 for i ¼ 1; . . . ; k.
Deﬁnition 27 (Atoms of K). The atoms of knowledge base K are all expres-
sions of the form
a 
k^
i¼1
	hi
where þh denotes h and h denotes :h. Since there are k constraints in K
there are 2k atoms. In the sequel these are assumed to be ordered in some
arbitrary manner.
Any uncertain knowledge base K identiﬁes a unique subset of ½0; 12k , de-
noted V ðKÞ, in which each vector corresponds to a probability distribution on
the atoms consistent with the constraints in K.
Deﬁnition 28 (Volume of K). The volume of K denoted V ðKÞ  ½0; 12k such
that
V ðKÞ ¼ hp1; . . . ; p2k i 2 ½0; 12
k
:
X
aj:ajhi
pj
(
¼ wi;
X2k
i¼1
pi ¼ 1
)
The deﬁnitions of the fuzzy labels in LAj : j ¼ 1; . . . ; n and the logical rela-
tionship between the expressions hi : i ¼ 1; . . . ; k mean that some atoms are
inconsistent and must therefore have zero probability. For example, if the la-
bels small and large do not overlap then any atoms involving the conjunction
small ^ large cannot occur. In view of this, we can naturally deﬁne a subset of
½0; 12k identifying all consistent probability distributions on atoms.
Deﬁnition 29 (Consistent volume)
V ðCONÞ ¼ hq1; . . . ; q2k i 2 ½0; 12
k
: kðaiÞ
(
¼ ; ) qi ¼ 0;
X2k
i¼1
qi ¼ 1
)
In the sequel we assume w.l.o.g that fai : kðaiÞ ¼ ;g ¼ fa1; . . . ; atg for t < 2k.
From any solution ~q 2 V ðCONÞ we can infer a density on X1      Xn as
follows:
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p~qðx1; . . . ; xnÞ ¼
X2k
i¼1
qipðx1; . . . ; xnjaiÞ
and similarly a mass relation on 2LA1      2LAn as follows:
m~qðT1; . . . ; TnÞ ¼
X2k
i¼1
qimaiðT1; . . . ; TnÞ
In order to estimate the posterior density pðjKÞ and posterior mass rela-
tion mK we propose to select an element ~q 2 V ðCONÞ that is close, according
to some measure, to the elements in V ðKÞ and then take pðjKÞ ¼ p~qðÞ and
mK ¼ m~q. Here we adopt cross (relative) entropy as our measure of closeness’
between elements of V ðCONÞ and elements of V ðKÞ (see [22] for an exposi-
tion). Given a distribution ~p 2 V ðKÞ this means that we aim to identify the
distribution in ~q 2 V ðCONÞ that can be obtained by making the minimum
change to the information content of ~p. The following proposition shows that
this closest’ consistent distribution is obtained by setting the probability of all
inconsistent atoms to zero and the renormalising.
Proposition 30. For any distribution ~p 2 V ðKÞ such that pj > 0 for
j ¼ t þ 1; . . . ; 2k, there exists a unique distribution ~q 2 V ðCONÞ where ~q has
minimum cross entropy relative to ~p such that
qi ¼
0 i ¼ 1; . . . ; t
pi
1Ptj¼1 pj i ¼ t þ 1; . . . ; 2k
8<
:
Proof
CE ¼ qtþ1 log2
qtþ1
ptþ1
 
þ    þ q2k1 log2
q2k1
p2k1
 
þ 1
 

X2k1
j¼tþ1
qj
!
log2
1P2k1j¼tþ1 qj 
p2k
0
@
1
A
Therefore,
oCE
oqi
¼ log2
qi
pi
 
 log2
1P2k1j¼tþ1 qj 
p2k
0
@
1
A
Now CE is minimal when oCEoqi ¼ 0 and hence when,
pi
qi
¼
1P2k1j¼tþ1 qj 
p2k
: i ¼ t þ 1; . . . ; 2k  1
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Therefore, piqi ¼
pj
qj
: j 6¼ i and in particular, qi ¼ qtþ1ptþ1 pi : i ¼ t þ 2; . . . ; 2k  1.
Also
qtþ1
ptþ1
¼
1 qtþ1 
P2k1
j¼tþ2 qj
 
p2k
) qtþ1 ¼
ptþ1ð1 qtþ1Þ  qtþ1
P2k1
j¼kþ2 pj
p2k
¼ ptþ1  qtþ1
P2k1
j¼tþ1 pj
p2k
) qtþ1p2k þ qtþ1
X2k1
j¼tþ1
pj ¼ ptþ1
) qtþ1 1
 

X2k1
j¼1
pj þ
X2k1
j¼tþ1
pj
!
¼ ptþ1
) qtþ1 1
 

Xt
j¼1
pj
!
¼ ptþ1
) qtþ1 ¼ ptþ1
1Ptj¼1 pj 
Therefore,
qi ¼ qtþ1ptþ1 pi ¼
ptþ1
1Ptj¼1 pj 
pi
ptþ1
¼ pi
1Ptj¼1 pj  : i ¼ t þ 1; . . . ; 2
k
as required. h
If pj ¼ 0 for some j 2 ft þ 1; . . . ; 2kg but
P2k
j¼tþ1 pj > 0 then the normalisa-
tion identiﬁed in Proposition 30 can be extended to this case by means of a
straightforward limit argument. In the case where
P2k
j¼tþ1 pj ¼ 0 there is no
valid normalisation of this kind. Indeed such a case corresponds to total
inconsistency of K. This occurs, for example, when K ¼ fPrðhiÞ ¼ 1 : i ¼
1; . . . ; kg and Vki¼1 hi is logically inconsistent.
Clearly, Proposition 30 identiﬁes a subset of V ðCONÞ of distributions
obtained by normalising the distributions in V ðKÞ. However, to select a
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single representative from this set we need to introduce some more
informative inference process. We now consider two methods for selecting
a single normalised distribution from V ðCONÞ. In the ﬁrst approach we
assume that the expert has allocated the subjective probability values to
each expression hi : i ¼ 1; . . . ; n on an independent basis without taking
into account the probabilities he is planning to allocate to the other
expressions.
Deﬁnition 31 (Normalised independent solution for K). The normalised
independent solution for K, denoted NISK, is given by ~^p 2 V ðCONÞ such
that
p^i ¼
0 i ¼ 1; . . . ; tQ2k
v¼1 fiðwvÞ
1Ptj¼1 Q2kv¼1 fiðwvÞ i ¼ t þ 1; . . . ; 2
k
8><
>:
where
fiðwjÞ ¼ wj ai  hj1 wj ai  :hj

provided
Pt
j¼1
Q2k
v¼1 fiðwvÞ < 1 and is undeﬁned otherwise.
In the second approach we assume that the expert has attempted to be
consistent in the allocation of subjective probability values but has failed to
properly take into account the underlying interpretation of the label expres-
sions or has failed to detect certain logical inconsistencies. In this case we at-
tempt to identify the distributions in V ðKÞ with which their corresponding
normalised distributions in V ðCONÞ have minimum cross entropy.
Proposition 32. For ~p 2 V ðKÞ such that P2kj¼tþ1 pj > 0, let ~^p 2 V ðCONÞ denote
the consistent normalisation of ~p such that
p^i ¼
0 i ¼ 1; . . . ; t
pi
1Ptj¼1 pj i ¼ t þ 1; . . . ; 2k
8<
:
Then the cross entropy of ~^p relative to ~p is minimal across V ðKÞ if and only ifPt
j¼1 pj is minimal.
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Proof
CE ¼
X2k
i¼tþ1
p^i log2
p^i
pi
 !
¼
X2k
i¼tþ1
pi
1Ptj¼1 pj log2
pi
1Ptj¼1 pj pi
0
@
1
A
¼ log2
1
1Ptj¼1 pj
 !X2k
i¼tþ1
pi
1Ptj¼1 pj
¼ log2
1
1Ptj¼1 pj
 ! P2k
i¼tþ1 pi
1Ptj¼1 pj log2
1
1Ptj¼1 pj
 !
1Pti¼1 pi
1Ptj¼1 pj
¼ log2
1
1Ptj¼1 pj
 !
¼  log2 1
 

Xt
j¼1
pj
!
Now log2ð1 xÞ is strictly increasing for x 2 ½0; 1 and hence CE is minimal if
and only if
Pt
j¼1 pj is minimal. h
Hence, from Propositions 32 and 30 we see that the set of nearest’ consistent
distributions in V ðCONÞ to those in V ðKÞ, denoted V ðNCKÞ, is given as
follows:
Deﬁnition 33 (Nearest consistent solutions to K)
V ðNCKÞ ¼ ~^p 2 V ðCONÞ :~p 2 V ðKÞ;
(
X2k
j¼tþ1
pj > 0 and
Xt
j¼1
pj ¼ min
V ðKÞ
Xt
j¼1
pj
 !)
As a means of selecting a single representative of V ðNCKÞ we use maxi-
mum entropy to ﬁnd the solution making the minimum additional assumptions
beyond those of closest consistency.
Deﬁnition 34 (Max. ent. nearest consistent solution toK). The max. ent. nearest
consistent solution to K, denoted MENCSK, is the unique solution in
V ðNCKÞ with maximum entropy.
Example 35. Consider LA¼ {small, medium, large} as labels for variable x
with domain of discourse X ¼ ½0; 10 and with appropriateness degrees as de-
ﬁned in Example 3. Now suppose we have an uncertain knowledge base:
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K ¼ fPrðsmall ^mediumÞ ¼ 0:7; PrðmediumÞ ¼ 0:5; Prð:largeÞ ¼ 0:4g
so that a probability distribution over the atoms has the following form:
Prððs ^ mÞ ^ m ^ lÞ ¼ p1; Prððs ^ mÞ ^ m ^ :lÞ ¼ p2
Prððs ^ mÞ ^ :m ^ lÞ ¼ p3; Prððs ^ mÞ ^ :m ^ :lÞ ¼ p4
Prð:ðs ^ mÞ ^ m ^ lÞ ¼ p5; Prð:ðs ^ mÞ ^ m ^ :lÞ ¼ p6
Prð:ðs ^ mÞ ^ :m ^ lÞ ¼ p7; Prð:ðs ^ mÞ ^ :m ^ :lÞ ¼ p8
then
V ðKÞ ¼ hp1; . . . ; p8i 2 ½0; 18 : p1
(
þ p2 þ p3 þ p4 ¼ 0:7;
p1 þ p2 þ p5 þ p6 ¼ 0:5; p1 þ p3 þ p5 þ p7 ¼ 0:6;
X8
i¼1
pi ¼ 1
)
However, given the deﬁnition of the fuzzy labels (Example 3, Fig. 1) we have
that
kððs ^ mÞ ^ m ^ lÞ ¼ kððs ^ mÞ ^ :m ^ lÞ ¼ kððs ^ mÞ ^ :m ^ :lÞ ¼ ;
In the ﬁrst case this inconsistency is due to the fact that at no point do small,
medium and large all overlap. In the latter two cases the expressions
ðs ^ mÞ ^ :m ^ l and ðs ^ mÞ ^ :m ^ :l are logically inconsistent. Hence,
V ðCONÞ ¼ hq1; . . . ; q8i 2 ½0; 18 : q1
(
¼ q3 ¼ q4 ¼ 0;
X8
i¼1
qi ¼ 1
)
The normalised independent solution is given by
h0; 0:31818; 0; 0; 0:204545; 0:136363; 0:204545; 0:136363i
so that (see Fig. 9)
pðxjKÞ ¼ 0:31818pðxjðs ^ mÞ ^ m ^ :lÞ þ 0:204545pðxj:ðs ^ mÞ ^ m ^ lÞ
þ 0:136363pðxj:ðs ^ mÞ ^ m ^ :lÞ
þ 0:204545pðxj:ðs ^ mÞ ^ :m ^ lÞ
þ 0:136363pðxj:ðs ^ mÞ ^ :m ^ :lÞ
¼ 0:31818pðxjs ^ m ^ :lÞ þ 0:204545pðxj:s ^ m ^ lÞ
þ 0:136363pðxj:s ^ m ^ :lÞ þ 0:204545pðxj:m ^ lÞ
þ 0:136363pðxj:m ^ :lÞ
In order, to determine V ðNCKÞ we note that this corresponds to the set of
consistent normalisations of elements ~p 2 V ðKÞ where p1 þ p3 þ p4 are mini-
mal. Now since ~p 2 V ðKÞ we have that p4 ¼ 0:7 p1  p2  p3 and hence
p1 þ p3 þ p4 ¼ 0:7 p2. Clearly, this expression is minimal when p2 is maximal.
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Again, since ~p 2 V ðKÞ it follows that p26 0:5. In fact there is a subset of
solutions such that p2 ¼ 0:5, p1 ¼ p5 ¼ 0 and p3 2 ½0:3; 0:6. Hence,
V ðNCKÞ ¼ 0; 0:625; 0; 0; 0; 0; 0:6 p3
0:8
;
p3  0:3
0:8
 	
: p3 2 ½0:3; 0:6
 

Hence, V ðNCKÞ generates a family of densities characterised by (see Fig. 10)
pðxjKÞ ¼ 0:625pðxjs ^ m ^ :lÞ þ 0:6 p3
0:8
pðxj:m ^ lÞ
þ p3  0:3
0:8
pðxj:m ^ :lÞ : p3 2 ½0:3; 0:6
The maximum entropy solution in V ðNCKÞ is when p3 ¼ 0:45 giving a max-
imally consistent solution with maximum entropy of the form (see Fig. 9):
0
0.1
0.2
0.3
0.4
0.5
2 6 8 10x4
Fig. 10. Densities generated from V ðNCKÞ as p3 ranges from 0.3 to 0.6, assuming a uniform prior.
0
0.1
0.2
0.3
0.4
2 6 8 10x4
Fig. 9. Densities generated by the NISK (dashed line) and the MENCSK (solid line) methods,
assuming a uniform prior.
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pðxjKÞ ¼ 0:625pðxjs ^ m ^ :lÞ þ 0:1875pðxj:m ^ lÞ þ 0:1875pðxj:m ^ :lÞ
Comparing Figs. 9 and 10 we see that the NISK density has a signiﬁcant peak
around 7.5 which is not shared by any of the NCSK densities.
If we are assuming that the expert has attempted to provide a consistent
distribution rather than allocating probabilities independently then in the case
that there are consistent distributions in V ðKÞ (i.e. V ðKÞ \ V ðCONÞ 6¼ ;) we
would expect our inference process to select one of these distributions. The
following proposition shows that this is indeed the case for the max. ent.
nearest consistent solution to K.
Proposition 36 (Consistent K). If V ðKÞ \ V ðCONÞ 6¼ ; then V ðNCKÞ ¼
V ðKÞ \ V ðCONÞ.
Proof. Note that for ~p 2 V ðKÞ if Pti¼1 pi ¼ 0 then ~^p ¼~p
V ðNCKÞ ¼ ~^p :~p 2 V ðKÞ;
X2k
i¼tþ1
pi
(
> 0 and
Xt
i¼1
pi ¼ min
V ðKÞ
Xt
i¼1
pi
)
¼ ~^p :~p 2 V ðKÞ;
Xt
i¼1
pi
(
¼ 0
)
¼ ~p :~p 2 V ðKÞ;
Xt
i¼1
pi
(
¼ 0
)
¼ V ðKÞ \ V ðCONÞ ðsince V ðKÞ \ V ðCONÞ 6¼ ;Þ
as required. h
7. Fusing expert knowledge and data
Suppose that, in addition to the initial prior distribution p on x, we also have
background knowledge in the form of a knowledge base K (as given in
Deﬁnition 24) and database DB. We now propose a new method for fusing
expert knowledge and the data based on the ideas presented in Sections 5 and
6.
Deﬁnition 37 (Fusion in label semantics). We ﬁrst evaluate mDB and then con-
dition on K to give the following mass relation: 8Ti  LAi : i ¼ 1; . . . ; n,
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mDB;KðT1; . . . ; TnÞ
¼
mDBðT1; . . . ; TnÞP
hT1;...;Tni2kðnÞ
Vk
i¼1 hi
  mDBðT1; . . . ; TnÞ hT1; . . . ; Tni 2 kðnÞ
Vk
i¼1 hi
 
0 otherwise
8><
>:
We now evaluate the distribution from this mass assignment based on the
original prior p so that,
pð~xjDB;KÞ ¼ pð~xjmDB;KÞ
which according to Deﬁnition 18 is given by
pð~xÞ
X
T1LA1
. . .
X
TnLAn
mDB;KðT1; . . . ; TnÞ
pmðT1; . . . ; TnÞ m~xðT1; . . . ; TnÞ
This approach can be easily extended to the case where we have an uncertain
knowledge base as follows:
Deﬁnition 38 (Fusion given uncertain knowledge). If K is an uncertain knowl-
edge base (Deﬁnition 26) and~q 2 V ðCONÞ is the nearest or most representative
consistent solution to the elements of V ðKÞ then the fusion method is as fol-
lows:
8Ti  LAi : i ¼ 1; . . . ; n; mDB;KðT1; . . . ; TnÞ ¼
X2k
i¼1
qimDB;aiðT1; . . . ; TnÞ
We then evaluate the distribution from this mass assignment based on the prior
p so that,
8~x 2 X1      Xn; pð~xjDB;KÞ ¼ pð~xjmDB;KÞ ¼
X2k
i¼1
qipð~xjDB; aiÞ
8. Knowledge and data modelling problems
In this section we apply fuzzy label based fusion of data and expert
knowledge to classiﬁcation and reliability analysis. Both these application
domains involve data modelling in the presence of imprecise background
knowledge. In many classical approaches the latter is neglected if not ignored
completely and we aim to show that by incorporating the expert knowledge
into the data analysis we can signiﬁcantly enhance the performance of simple
data models which in turn can lead to improved generalisation. For example,
the estimating of probability distributions from data suﬀers from the so-called
curse of dimensionality’ [2] whereby the amount of data required to accurately
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estimate a joint probability distribution increases exponentially with the
dimension of that distribution. This problem can be avoided if we can limit
ourselves to only evaluating marginal distributions for individual parameters
and then estimating the joint distribution on the basis of some kind of inde-
pendence assumption. Unfortunately, when the independence assumption is
not consistent with the data this can lead to decomposition error with spurious
density being assigned to regions of the parameter space where there is little or
no data. The fusion of appropriate background knowledge with estimated
distributions based on the independence assumption can help to remove such
decomposition error thus avoiding the necessity of directly evaluating joint
distributions prone to the curse of dimensionality’. Hence, for both the
problems described below we use independent mass relations to model the data
and fuse this with fuzzy background knowledge to enhance performance and
reduce decomposition error.
8.1. Data classiﬁcation
In data classiﬁcation problems we have a database of vectors corresponding
to measured attributes or parameters of some object or instance which we
must classify as belonging to one of a ﬁnite number of distinct classes. Typical
examples occur in medical diagnosis where the aim is to identify whether or
not a patient has a certain condition on the basis of available measurements
such as blood pressure, age or weight-height ratio etc. Models are learnt by
means of a training set where the class of each element is known and validated
on a test set where the true classes are known to the data analyst but not to the
classiﬁer.
Mass relations (Deﬁnition 14) can be used to provide label models of each
class in a classiﬁcation problem. If we have background knowledge regarding a
class this can then be fused with the appropriate mass relation according to the
methods described in Section 7. Using the mapping from mass relations to
densities given in Deﬁnition 18 we can obtain an estimate for the conditional
density of the attribute values given each class. A probability of each class
given a vector of input attributes can then be determined by means of a
Bayesian argument. More formally, suppose we have a classiﬁcation problem
with t classes C1; . . . ;Ct and measured variables x1; . . . ; xn, then given the
database DB ¼ fhx1ðiÞ; . . . ; xnðiÞi : i ¼ 1; . . . ;Ng let DBj  DB : j ¼ 1; . . . ; t
denote the sub-database of elements with class Cj. The mass relation modelling
class Cj is then inferred from DBj according to the induction method proposed
in Deﬁnition 14 so that:
8Tv 2 2LAv : v ¼ 1; . . . ; n; mCjðT1; . . . ; TnÞ ¼
1
jDBjj
X
i2DBj
Yn
v¼1
mxvðiÞðTvÞ
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In the case where we assume independence between x1; . . . ; xn given class Cj this
simpliﬁes to the following independent mass relation:
8Tv 2 2LAv : v ¼ 1; . . . ; n; mCjðT1; . . . ; TnÞ ¼
Yn
v¼1
mv;jðTvÞ
where
8Tv 2 2LAv ; mv;jðTvÞ ¼ 1jDBjj
X
i2DBj
mxvðiÞðTvÞ
Using the mapping deﬁned in Section 4 we estimate the conditional density on
x1; . . . ; xn given class Cj by pð~xjCjÞ 
 pð~xjmCjÞ. Applying Bayes theorem then
gives
PrðCjj~xÞ ¼
pð~xjmCjÞjDBjjPt
j¼1 pð~xjmCjÞjDBjj
For values~x the predicted class is then given by argmaxðPrðCjj~xÞÞ.
A number of classiﬁcation systems have already been developed within the
fuzzy label semantics framework (see [18,25]). For example, [25] introduces a
search algorithm for partitioning the attribute set fx1; . . . ; xng so that a semi-
independent mass relation can be used to model each class. This provides an
alternative means by which decomposition error can be reduced. The following
classiﬁcation example is a toy problem of the XOR type and is included partly
because it is prone to decomposition error and partly because meaningful
background knowledge is readily available.
Example 39 (Figure of eight problem). In this problem a ﬁgure eight shape (see
Fig. 11) was generated according to the parametric equation x ¼ 20:5ðsin 2t
sin tÞ, y ¼ 20:5ðsin 2t þ sin tÞ where t 2 ½0; 2p. Points in ½1:6; 1:62 are classi-
ﬁed as legal if they lie within the ﬁgure and illegal if they lie outside (see Fig.
11). The training database consisted of a regular grid of 961 points on
½1:6; 1:62 and the test set of a denser grid of 2116 points. The following label
sets where deﬁned for x and y, LA1¼ {very low1, low1, fairly low1, fairly high1,
high1, very high1} and LA2¼ {very low2, low2, fairly low2, fairly high2, high2,
very high2}. In each case the appropriateness degrees were deﬁned as trape-
zoids across a regular partition of ½1:6; 1:6. An independent mass relation
was then learnt for each class.
The ﬁgure of eight is a type of XOR problem and hence is prone to
decomposition error. This suggests that class models based on independent
mass relations are unlikely to give optimal results. However, we show that if
such models are fused with suitable expert knowledge then we can signiﬁcantly
improve performance over both the data and expert derived models.
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In addition, to the database DB we now introduce expert knowledge in the
form of the following two linguistic expression describing the two classes:
Klegal ¼ f½ðlow1 _ fairly low1Þ ^ ðhigh2 _ fairly high2Þ
_ ½ðhigh1 _ fairly high1Þ ^ ðlow2 _ fairly low2Þg
Killegal ¼ f:½ðlow1 _ fairly low1Þ ^ ðhigh2 _ fairly high2Þ
^ :½ðhigh1 _ fairly high1Þ ^ ðlow2 _ fairly low2Þg
Initially, independent mass relations mDB1 and mDB2 were inferred from DB1
and DB2, the sub-databases of legal and illegal elements respectively. These
were then used to estimate conditional densities for the classes so that
pðx; yjlegalÞ 
 pðx; yjmDB1Þ and pðx; yjillegalÞ 
 pðx; yjmDB2Þ. Bayes theorem can
then be used to obtain Prðlegaljx; yÞ and Prðillegaljx; yÞ for any values x and y so
that the corresponding element can be classiﬁed according to which of these
two probabilities has the maximum value. The results from this approach are
given in Table 5, in the column labelled data only’. Also, a scatter plot showing
the distribution of correct and incorrect classiﬁcations across ½1:6; 1:62 is
given in Fig. 12 and the legal class density is shown in Fig. 13.
Table 5
Results for ﬁgure of eight classiﬁcation problem
Knowledge base and
data (%)
Data only
(%)
Knowledge base only
(%)
Training error 9.4 15 19.1
Test error 10.6 14.9 21.1
-1.6 -0.8 0 0.8 1.6
-1.6
-0.8
0
0.8
1.6
legal
legal
Fig. 11. Figure of eight classiﬁcation problem.
184 J. Lawry et al. / Internat. J. Approx. Reason. 36 (2004) 151–198
An alternative approach uses only the fuzzy label expressions describing
each class for classiﬁcation. In this case we evaluated densities for legal and
illegal based on Klegal and Killegal, so that pðx; yjlegalÞ 
 pðx; yjKlegalÞ and
pðx; yjillegalÞ 
 pðx; yjKillegalÞ. Again applying Bayes theorem we obtain the
probabilities Prðlegaljx; yÞ and Prðillegaljx; yÞ used for classiﬁcation. The results
from this approach are given in the column of Table 5 labelled knowledge base
only’ and the corresponding scatter plot and legal density are shown in Figs. 14
and 15 respectively.
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Fig. 13. Density derived from the independent mass relation for the sub-database of legal elements.
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Fig. 12. Scatter plot of classiﬁcation results using independent mass relations to model each class.
Crosses represent points correctly classiﬁed and zero represent points incorrectly classiﬁed.
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The models based on the data derived mass relations were then fused with the
those based on the expert knowledge according to the method proposed in
Deﬁnition 37 to give mass relations mDB1;Klegal and mDB2;Killegal . These in turn were
used to approximate the class densities so that pðx; yjlegalÞ 
 pðx; yjmDB1;KlegalÞ
and pðx; yjillegalÞ 
 pðx; yjmDB2 ;KillegalÞ from which Bayesian estimates of the
class probabilities could then be obtained. The results from the fused model are
given in the column of Table 5 labelled knowledge base and data’ and the
corresponding scatter plot and legal density are shown in Figs. 16 and 17
respectively.
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Fig. 15. Density generated fromKlegal for legal.
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Fig. 14. Scatter plot of classiﬁcation results using expert knowledge only to model each class.
Crosses represent points correctly classiﬁed and zero represent points incorrectly classiﬁed.
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We now investigate the fusion of uncertain knowledge and data for this
problem. The following two uncertain knowledge bases for legal and illegal were
devised so that the label expressions covered the whole of the space representing
the relevant class. In order to provide meaningful probability values a fully
composed mass relation (i.e. without the independence assumption) was in-
ferred for both classes and this was then used to calculate the probability of each
label expression by summing over the appropriate k-set.
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Fig. 16. Scatter plot of classiﬁcation results using both background knowledge and independent
mass relations to model each class. Crosses represent points correctly classiﬁed and zero represent
points incorrectly classiﬁed.
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Fig. 17. Density generated from fused model for legal.
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Klegal ¼ fPrððlow1 _ fairly low1Þ ^ ðhigh2 _ fairly high2ÞÞ ¼ 0:463;
Prððhigh1 _ fairly high1Þ ^ ðlow2 _ fairly low2ÞÞ ¼ 0:463;
Prðvery low1Þ ¼ 0:023; Prðvery high1Þ ¼ 0:023;
Prðvery low2Þ ¼ 0:023; Prðvery high2Þ ¼ 0:023;
Prððlow1 _ fairly low1Þ ^ ðlow2 _ fairly low2ÞÞ ¼ 0:298;
Prððhigh1 _ fairly high1Þ ^ ðhigh2 _ fairly high2ÞÞ ¼: 0:298g
Killegal ¼ fPrððlow1 _ fairly low1Þ ^ ðhigh2 _ fairly high2ÞÞ ¼ 0:118;
Prððhigh1 _ fairly high1Þ ^ ðlow2 _ fairly low2ÞÞ ¼ 0:118;
Prðvery low1Þ ¼ 0:218; Prðvery high1Þ ¼ 0:218;
Prðvery low2Þ ¼ 0:218; Prðvery high2Þ ¼ 0:218;
Prððlow1 _ fairly low1Þ ^ ðlow2 _ fairly low2ÞÞ ¼ 0:173;
Prððhigh1 _ fairly high1Þ ^ ðhigh2 _ fairly high2ÞÞ ¼ 0:173g
Densities were inferred from Klegal and Killegal using the normalised inde-
pendent solutions (Deﬁnition 31) NISKlegal and NISKillegal . These provided
estimates of the class densities and from which Bayesian classiﬁcation methods
could then be applied. The results for classiﬁcation based on only the uncertain
data are given in column 3 of Table 6. The associated scatter plot and density
for the legal class are shown in Figs. 18 and 19 respectively.
The uncertain knowledge was then fused with the independent mass rela-
tions described above using the method outlined in Deﬁnition 38. The results
for classiﬁcation based on this fused model are given in column 1 of Table 6.
The associated scatter plot and density for the legal class are shown in Figs. 20
and 21 respectively.
8.2. Reliability analysis
Engineering reliability analysis is conventionally based on the use of prob-
abilistic information about the loads and responses of an engineering system to
estimate the system probability of failure. Whilst use of reliability methods is
now widespread, they have been criticised on several grounds [4,5]. These in-
Table 6
Figure of eight classiﬁcation results based on uncertain knowledge
Uncertain knowledge
and data (%)
Data only
(%)
Uncertain knowledge
only (%)
Training error 7.1 15 23.1
Test error 7.4 14.9 23.3
188 J. Lawry et al. / Internat. J. Approx. Reason. 36 (2004) 151–198
clude the constraints that the information input into the analysis has to be in a
precise probabilistic format and the surface that divides failed’ and ’not failed’
system states (known as the limit state function) is precisely known. The former
constraint has been addressed quite widely by reformulating reliability calcu-
lations to accept information in a range of formats, including probability
intervals [9], fuzzy sets [5,7,8], convex modelling [3] and random sets [27]. The
latter problem of the precise form of the limit state function is more profound
and diﬃcult to address. Conventionally, uncertainty in the limit state function
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Fig. 19. Density generated from uncertain knowledge base for legal.
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Fig. 18. Scatter plot of classiﬁcation results using uncertain expert knowledge only to model each
class. Crosses represent points correctly classiﬁed and zero represent points incorrectly classiﬁed.
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has been model by adding another random variable to the state variable set to
represent uncertainty. However, the empirical meaning of this variable is far
from clear and its precise probabilistic format can be hard to justify.
Indeed in many cases where there is signiﬁcant uncertainty regarding the
limit state function there is imprecise knowledge regarding the system behav-
iour in the form of expert knowledge. There may also be some data available
resulting from the experimental testing of the system to determine parameter
values at which failure occurs or as cases of past failures. However, such testing
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Fig. 21. Density generated from uncertain knowledge base fused with data for legal.
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Fig. 20. Scatter plot of classiﬁcation results using the fused model from uncertain expert knowledge
and data to model each class. Crosses represent points correctly classiﬁed and zero represent points
incorrectly classiﬁed.
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is likely to be expensive and past failure of high reliability systems are, by
deﬁnition, rare so that data tends to be sparse. Given the curse of dimen-
sionality’ this means that it may be diﬃcult to estimate joint distributions on
the parameter space and that the use of decomposed (independent) models may
be necessary. In this context the use of available background knowledge could
be essential in order to limit decomposition error.
More formally, reliability analysis calculates Prf , the probability of failure of
a system characterised by a vector~x ¼ hx1; . . . ; xni of basic variables onRn. The
limit state function gð~xÞ represents the diﬀerence between the resistance of the
system and the loading eﬀect given physical parameters ~x. The probability of
failure Prf is the probability that loading exceeds resistance so that
Prf ¼ Prðgð~xÞ6 0Þ
Therefore, in order to calculate Prf it is usually assumed that the parameter
space can be precisely partitioned into two distinct regions corresponding to
not failed’ and failed’ states of the system with the surface between these two
regions given by the set of parameter values for which gð~xÞ ¼ 0. In the fol-
lowing example, we consider the case were the actual knowledge is in fact only
suﬃcient to divide the space into fuzzy regions for not failed’, failed’ and
doubtful’.
Example 40 (Structural reliability of coastal defences). This example is based on
a previous conventional reliability analysis of a dike on the Frisian coast in the
Netherlands, along the Wadden Sea [6]. An initial attempt to model this
problem using fuzzy labels can be found in [14]. The behaviour of the concrete
block revetment on the seaward slope of the dike is described by the basic
variables~x ¼ hD;D;Hs; a; sopi where:
D is the density of the revetment blocks
D is the diameter of the revetment blocks
Hs is the signiﬁcant wave height
a is the slope of the revetment
sop is the oﬀshore wave steepness
To reduce the dimensionality of the problem these variables may be ar-
ranged as two non-dimensional groups: HsDD and nop ¼ s0:5op tan a. This parameter
space would conventionally be divided into failed’ and not failed’ regions.
However, there is very little physical justiﬁcation for such a strict deﬁnition of
the limit state function and in fact background knowledge of the problem can
be better described in terms of an imprecise (doubtful) region as shown in Fig.
22 where it is possible that gð~xÞ ¼ 0. For this example, a fuzzy version of this
region was deﬁned on the basis of the label sets LA1¼ {very low1, low1,
medium1, high1, very high1} and LA2¼ {very low2, low2, medium2, high2, very
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high2} for nop and
Hs
DD respectively. In both cases the labels were deﬁned
according to trapezoidal appropriateness degrees (fuzzy memberships) based
on uniform partitions of the universes ½0; 6 and ½0; 9 respectively. The doubtful
region was then described by the following label expression:
doubtful
 ½ðvery low1 ^:low1Þ ^ ð:low2 ^ ðmedium2 _ high2 _ very high2ÞÞ
_ ½ðvery low1 ^ low1Þ ^ ððlow2 ^:very low2Þ _ ðmedium2 ^:high2ÞÞ
_ ½ðlow1 ^:very low1 ^:medium1Þ ^ ðlow2 ^:medium2Þ
_ ½ðlow1 ^medium1Þ ^ ðlow2 ^:verylow2Þ
_ ½ðmedium1 ^:low1Þ ^ ðlow2 ^ verylow2Þ
_ ½ððhigh1 ^:medium1Þ _ very high2Þ ^ ðlow2 ^:medium2Þ
The two dimension appropriateness degree for this expression obtained accord-
ing to Deﬁnition 13 is shown in Fig. 23 as a contour plot. If we assume a
uniform prior distribution then the prior density for the limit state function (i.e.
the distribution of values of nop and
Hs
DD for which gð~xÞ ¼ 0) will be proportional
to this appropriateness function.
A small number of data values (also shown in Fig. 22) are available for this
dike revetment. Each point represents measurements at failure in experimental
tests. The data is expensive to obtain and hence there are only a small number
of values. An independent mass relation was obtained from this data for the
above label sets and assuming a uniform prior distribution on ½0; 6  ½0; 9 a
density function (Deﬁnition 18) was then obtained (see Fig. 24). The resulting
distribution shows clear signs of decomposition error resulting from an inap-
Fig. 22. Classiﬁcation of the parameter space in condition assessment guidance for ﬂood defence
revetments [6].
192 J. Lawry et al. / Internat. J. Approx. Reason. 36 (2004) 151–198
propriate use of the independence assumption. For example, non-zero density
is given to points in the region ½1; 1:6  ½0; 0:8 which is not supported by the
data.
Fusing the independent mass relation with background knowledge in the
form of the above label description of the doubtful region results in a posterior
density as shown in Fig. 25. Here the eﬀects of decomposition error have been
greatly reduced and the resulting distribution conforms to the expert judge-
ment as is to be expected. In certain situations it is possible that experts will
have some prior knowledge regarding the likely distribution of points across
diﬀerent regions of the doubtful area. To simulate this for the current example
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Fig. 24. Contour plot showing the density derived from the independent mass relation and based on
the data only.
Fig. 23. Contour plot showing the fuzzy label based classiﬁcation of the parameter space.
J. Lawry et al. / Internat. J. Approx. Reason. 36 (2004) 151–198 193
four fuzzy regions (see Fig. 26) were deﬁned according to the following label
expressions:
region1  ½ðvery low1 ^ :low1 ^ :medium1Þ
^ ððvery high2 _ high2 _medium2Þ ^ :low2Þ
_ ½ðvery low1 ^ low1Þ ^ ððmedium2 ^ :high2Þ
_ ðlow2 ^ :very low2ÞÞ
_ ½ðlow1 ^ :very low1Þ ^ ððlow2 ^ :medium2 ^ :very low2Þ
_ ðvery low2 ^ :low2ÞÞ
Fig. 25. Contour plot showing the density derived from the independent mass relation fused with
the fuzzy classiﬁcation of the doubtful region.
Fig. 26. Fuzzy regions partitioning the doubtful.
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region2  ½ðmedium1 ^ high1Þ ^ ðvery low2 ^ low2Þ
_ ½ðvery high1Þ ^ ðlow2 ^ :very low2 ^ :medium2Þ
_ ½ðvery high1 ^ :high1Þ ^ ðvery low2 ^ low2Þ
region3  ½ðmedium1 _ high1 _ very high1Þ ^ ðvery low2 ^ :low2Þ
_ ½ðvery low1 ^ low1Þ ^ ðverylow2 ^ low2Þ
_ ½ðvery low1 ^ :low1Þ ^ ðlow2 ^medium2Þ
region4  ½ððmedium1 _ high1Þ ^ :very high1Þ ^ ðvery low2 ^ :low2Þ
_ ½ðlow1 ^ :very low1Þ ^ ðlow2 ^medium2Þ
_ ½ðvery low1 ^ :low1Þ ^ ðmedium2 ^ high2Þ
Probabilities for the regions were then evaluated according to
PrðregionÞ ¼ 1
6
 1
9

Z
½0;6
Z
½0;9
lregionðx; yÞdoubtfulðx; yÞdxdy
where doubtfulðx; yÞ denotes the characteristic function value of the original
crisp doubtful area as shown in Fig. 22. This means that the probability values
are simply proportional to the fuzzy cardinality of the part of each region that
is overlapping the doubtful area. This gives
K ¼ fPrðregion1Þ ¼ 0:29; Prðregion2Þ ¼ 0:515; Prðregion3Þ ¼ 0:095;
Prðregion4Þ ¼ 0:1g
In practice, it is envisaged that such probabilities would be provided by domain
experts. In this case, the label description of the regions are mutually exclusive
and exhaustive so that applying the fusion of uncertain knowledge method
given in Deﬁnition 38 based on the max. ent. nearest consistent solution toK
(Deﬁnition 34) gives
8x2 ½0;6; 8y2 ½0;9;
pðx;yjKÞ¼0:29pðx;yjregion1Þþ0:515pðx;yjregion2Þ
þ0:095pðx;yjregion3Þþ0:1pðx;yjregion4Þ
The resulting density, shown in Fig. 27, is more skewed towards region2 than
would be suggested by the data alone because of the high prior probability
given to that region. This can be seen clearly when comparing the contour plots
in Figs. 25 and 27.
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9. Conclusion and discussion
A framework for reasoning and modelling using fuzzy labels has been de-
scribed. The underlying calculus is functional but not truth-functional and is
motivated a voting model semantics focussing on sets of appropriate labels. In
this framework models take the form of mass relations on joint label set space
and can be inferred from data or from fuzzy label expressions. Mass relations
deﬁne a probability distribution over the set of label expressions but can also
be mapped to distributions on the underlying parameter space. A method for
fusing data-models with expert information in the form of both certain and
uncertain knowledge was proposed and applied to two test problems; one in
data classiﬁcation and one in reliability analysis.
Overall fuzzy label semantics provides a powerful ﬂexible framework for
fusing data and prior expert knowledge. In particular, it provides a general
high-level representation language for representing knowledge in the form of
linguistic expressions while maintaining the capability of incorporating prior
distributions and measured data. Models can be either represented at the label
level as mass relations or mapped to probability distributions on parameter
space allowing more conventional analysis. There are, however, a number of
diﬃculties and unresolved issues concerning this framework. In particular, the
modelling of uncertain knowledge remains problematic for both practical and
epistemological reasons. It cannot be guaranteed that knowledge bases elicited
from domain experts will be consistent and hence some method of resolving or
correcting inconsistencies must be devised. However, the nature of this method
will be dependent on underlying assumptions regarding the mechanisms ap-
plied by the expert to allocate subjective probabilities to expressions. Such
Fig. 27. Contour plot showing the density derived from the independent mass relation fused with
uncertain description of the doubtful region.
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assumptions may be diﬃcult to justify on the basis of available evidence. Also
the optimisation processes associated with some inference methods may be
computationally expensive. This is case for the max. ent. nearest consistent
solution described in Section 6.
With regard to the fusion method proposed in Section 7 it should be noted
that the relative weighting it gives to the data and expert knowledge may not be
appropriate to all modelling problems. For example, if there is no data within a
fuzzy region of the parameter space then this region will be allocated no density
even if prior knowledge indicates that this region is possible. Depending on the
status of the expert it may be desirable to give more equal weighting to prior
knowledge and data suggesting that alternative fusion methods should be
developed for such cases.
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