Abstract-In this paper, we consider serially concatenated schemes with outer novel and efficient low-density parity-check (LDPC) codes and inner modulations effective against channel impairments. With a pragmatic approach, we show how to design LDPC codes tailored for simple and robust modulation formats, such as differentially encoded (DE) modulations. The LDPC codes are optimized through the use of a recently proposed analysis technique based on extrinsic information transfer (EXIT) charts. In particular, we optimize, through a "clever" random walk in the parametric space, the degree distributions of the outer LDPC codes, obtaining significant insights on the impact of such distributions on the performance of the proposed concatenated schemes. The optimization is carried out for transmission over both the additive white Gaussian noise channel and a noncoherent channel. The performance predicted by the EXIT chart-based optimization is confirmed by results obtained via computer simulations, considering phase-shift keying and quadrature amplitude modulation at the transmitter side, and iterative demodulation/decoding at the receiver side. The significance of the proposed optimized design of LDPC-coded schemes with DE modulations is validated by the fact that standard nonoptimized LDPC codes perform poorly when used together with inner DE modulations.
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I. INTRODUCTION

I
N THE LAST DECADE, techniques for communicating over noisy channels have been greatly improved by the upcoming of new channel coding techniques: turbo codes [1] and low-density parity-check (LDPC) codes 1 [2] - [4] . These codes are well suited for communication over the additive white Gaussian noise (AWGN) channel, allowing near-capacity error-free transmission. Unlike turbo codes, LDPC codes offer a practical way of optimization over a continuous space of design parameters, given by the degree distributions, corresponding to polynomials with positive real coefficients. In [5] , it is shown M. Franceschini, G. Ferrari, and R. Raheli are with the Dipartimento di Ingegneria dell'Informazione, University of Parma, 43100 Parma, Italy (e-mail: mfrance@tlc.unipr.it; gianluigi.ferrari@unipr.it; raheli@unipr.it).
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Digital Object Identifier 10.1109/JSAC. 2005.853797 how to partition the set of all LDPC codes in equivalence classes characterized by the same degree distributions.
In the literature, the design of schemes given by the concatenation of an encoder (either convolutional or block) with a high-order modulator has received substantial attention. In bit-interleaved coded modulation (BICM) schemes [6] , [7] , consisting of the concatenation of a binary encoder, a bit interleaver and a high-order memoryless mapper are proposed and analyzed. At the decoder side, a soft demapper generates reliability values for the bits embedded in each modulated symbol, and these values feed a decoder corresponding to the binary encoder used at the transmitter side. In [8] - [11] , an extension of BICM schemes, denoted as BICM with iterative decoding (BICM-ID), is proposed: iterative information exchange between the soft demapper and the decoder is considered and performance advantages are observed. In [12] , it is shown how to analyze, using extrinsic information transfer (EXIT) charts [13] , the performance of LDPC codes transmitted over a multi-input-multi-output (MIMO) channel through a MIMO modulator, with a corresponding soft-input-soft-output (SISO) module 2 at the receiver side. This can be interpreted as a special instance of a BICM-ID scheme, where the interleaver is not required because of the random nature of the LDPC code. In [12] , a heuristic optimization technique for the degree distributions of the LDPC code is also proposed-as a matter of fact, the technique considered in [12] was originally introduced in [16] as a way of designing LDPC codes suited to memoryless channels and approaching the capacity limit. Efficient differential modulation schemes suitable to iterative detection/decoding are proposed in [17] and [18] , where differentially encoded (DE) phase-shift keying (PSK) is considered.
In this paper, we show how to design good LDPC codes for DE modulations. We analyze the optimized codes, gaining insights into their graph structure and highlighting the differences between LDPC codes for DE modulations and standard LDPC codes. We consider the concatenation of an LDPC code with a differential modulator for both PSK and quadrature amplitude modulation (QAM). At the receiver side, we follow the approach proposed in [12] , which enables an accurate EXIT chart-based system performance evaluation. The main features of the proposed scheme, as compared with a standard BICM-ID scheme are: 1) the presence of a modulator with memory and 2) the particular subblock decomposition of the receiver. We propose a novel optimization technique to design LDPC codes 2 In this paper, we generally define a SISO block as a detection block which computes the reliabilities of symbols at the input/output of a time-invariant finite-state machine (FSM) [14] , [15] .
0733-8716/$20.00 © 2005 IEEE suitable to DE modulations, based on the use of EXIT charts and consisting of a "clever" random walk across the parametric space, i.e., the LDPC code degree distributions. In particular, this technique can take into account channel impairments, which are usually neglected for the sake of feasibility by other analysis methods. We compare the performance of codes optimized for DE modulations with the performance of standard LDPC codes, i.e., optimized for transmission over a memoryless channel. We show that LDPC codes optimized for DE modulations significantly outperform standard LDPC codes. Vice versa, the obtained optimized codes are shown to be tailored specifically for the particular DE modulation format and the proposed receiver scheme: in other words, while they perform well if used jointly with DE, they perform poorly with other modulation schemes. This will be shown to depend on the presence of a large fraction of degree-2 variable nodes.
The outline of this paper is as follows. In Section II, the necessary background is provided. In Section III, the considered transmission system is presented and discussed. In Section IV, we introduce the EXIT chart-based analysis of the convergence behavior of the decoding process, we motivate the need for ad hoc optimization of LDPC codes, we propose a simple, yet effective, optimization technique, and we show how to use it to design good LDPC codes to be used with a generic, possibly coded, modulation format. In Section V, we investigate the behavior of serially concatenated schemes with outer LDPC codes and inner DE modulations through numerical simulations. Section VI concludes the paper.
II. BACKGROUND
In this section, we shortly discuss a few concepts needed in the next sections. First, we briefly introduce LDPC codes and a possible classification method. Then, we describe a recent approximate analysis technique for iterative decoders, based on the use of EXIT charts, which leads to great simplifications with respect to other, more accurate, analysis methods, such as those based on density evolution [4] or simulations of the complete system.
A. LDPC Codes and Degree Distributions
In [2] , LDPC codes were first introduced as linear block codes with a sparse parity-check matrix . In [2] , it is also shown how to build a graph, in a one-to-one correspondence with , consisting of two kinds of nodes (also known as bipartite graph): each node of the first kind, denoted as check node, is associated to a row of ; each node of the second kind, denoted as variable node, is associated to a column of .
A suboptimal decoding algorithm for LDPC codes has been proposed in [2] , characterized by the fact that the nodes act as processors exchanging real-valued messages on the code's graph [19] . This algorithm achieves optimality if the code graph has no cycles [2] . Following the notation in [5] , a node has degree if it has branches departing from it. The decoding algorithm can be formulated in the logarithmic likelihood (LL) domain to significantly simplify the computation of the messages at the variable nodes [2] , [4] , [19] , [20] .
The degree distributions of an LDPC code are polynomials denoted as and , whose coefficients and correspond to the fraction of branches in the graph connected to degree-variable nodes and degree-check nodes, respectively, [5] . The polynomial is defined as the check node degree distribution and is defined as the variable node degree distribution. The coefficients and must satisfy the following constraints [5] : (1) Moreover, the following linear constraint must be satisfied for a degree distribution in order to be compatible with a given code rate [5] :
B. SISO Detectors and EXIT Charts
In this paper, we will use SISO detectors [14] , [15] , [17] , [18] , [21] for DE-PSK and DE-QAM transmitted over an AWGN channel. Noncoherent detection of DE-PSK will also be considered. In the former two cases, the channel is memoryless and the SISO detector is based on the forward-backward (FB) algorithm [21] ; in the latter case, the channel has infinite memory and the SISO detector is based on an approximated and very effective a posteriori probability (APP) algorithm based on the FB algorithm and described in detail in Section V-D. Due to the suboptimal nature of the iterative decoding schemes, we will prefer the term "reliability" to the term "probability" when referring to the quantities at the input and at the output of SISO blocks, usually referred to as a priori and a posteriori probabilities.
Without lack of generality, we will assume the reliabilities at the output of SISO blocks as referring to binary symbols. It is possible to compute the mutual information (MI) between each binary symbol and its reliability. Due to the binary nature of the symbols, this MI takes on a value between zero and one.
An EXIT curve for a SISO block is a function , which quantifies the average relationship between the MI of the a priori reliabilities at the input of the block (i.e., the variable ) and the MI of the a posteriori reliabilities at the output of the block (i.e., )-recall that the MI is computed with respect to the transmitted information sequence. EXIT charts allow to predict the system's performance with a significantly lower computational burden, with respect to the use of standard computer simulations employed to evaluate the bit-error rate (BER) performance of iterative decoders [13] , [22] .
III. COMMUNICATION SYSTEM MODEL
The transmitter scheme, shown in Fig. 1 , consists of a simple concatenation of an outer LDPC encoder and an inner coded modulator (CM), which is directly connected to the channel. Without loss of generality, we consider the discrete-time lowpass equivalent model of the communication system. A binary sequence at the input of the LDPC encoder is coded into a binary sequence (representing a codeword). The binary symbols are then coded and mapped to high-order modulated symbols . The goal of the inner CM is to make the communication system robust against possible channel impairments. A possible realistic scenario could be a bandpass communication system, where an inner differential encoder is used to solve phase synchronization ambiguities, or to completely avoid phase synchronization problems [23] , [24] by means of a differential or noncoherent detection [25] , [26] . Another example of inner block could be a modulator which inserts pilot symbols to help synchronization at the receiver side.
The receiver is depicted in Fig. 2 . At the input of the receiver, the sequence of channel observations is denoted as . For simplicity, we are considering one sample per coded symbol. If two or more samples per symbols are necessary, such as to allow for a time varying channel, the proposed derivation can be extended by considering a suitable vector notation.
The receiver is partitioned into two blocks, denoted as block and block . Block comprises the following subblocks.
• A SISO block matched to the CM and the channel, and referred to as CM-SISO block. This block computes the a posteriori reliabilities of the binary symbols at the input of the CM on the basis of the channel observations and the relevant a priori reliabilities (coming from the block labeled "LDPC VND" and described below).
• An LDPC variable node detector (VND), associated with the variable nodes in the code bipartite graph. This block computes the reliability of each binary symbol based on the reliabilities from the CM-SISO block and the information received from block and based on the code constraints. Block includes the LDPC check node detector (CND), associated with the check nodes in the code bipartite graph. The LDPC CND computes the reliability of each binary symbol based on the a priori reliabilities received from the LDPC VND and based on the LDPC code constraints.
The reliabilities at the output of block are computed as follows.
1) The VND processes the messages coming from block by performing, at each variable node, a sum of all the incoming messages excluding the one coming from the CM-SISO block. The obtained messages are passed to the CM-SISO block as a priori input.
2) The CM-SISO block computes, based on the observations from the channel and the a priori information, reliability values according to its internal algorithm (e.g., FB). 3) Finally, the VND computes the messages to be sent to block according to the standard LDPC decoding algorithm, but using, as a priori input, the messages from the CM-SISO decoder. It is important to note that, in all the above computations, only the so-called extrinsic information is exchanged between the component blocks [1] , [4] .
The overall decoding algorithm at the receiver can be described as follows.
• As initialization step, the a priori reliabilities of the symbols at the input of block (from block ) correspond to complete uncertainty (a value equal to 0 in the LL domain).
• Decoding starts from block , which computes output reliabilities and sends them to block . At the first step, since all the messages coming from the CND are 0, the output of block simply consists of the output of the CM-SISO.
• The LDPC CND (i.e., block ), thus, computes the extrinsic information to be passed to block .
• The algorithm iterates from the second step until a valid LDPC codeword is obtained or a maximum number of iteration have been performed. • In the case a valid LDPC codeword is not obtained, an additional standard LDPC decoding algorithm is applied based on the last extrinsic information at the input of LDPC VND block. This corresponds to iterating information only between LDPC VND and LDPC CND. The maximum number of standard LDPC decoding iterations is .
• At the end of the process, the complete (not extrinsic) reliabilities are computed by the LDPC VND and delivered to the destination.
IV. EXIT CHARTS AND OPTIMIZATION ALGORITHM
A. EXIT Chart-Based Analysis of the Receiver Performance
For each block shown in Fig. 2 , it is possible to draw the corresponding EXIT curve [13] , [22] . In Fig. 2 , the MI at the output of each block and is denoted as and , respectively; within block , the MI at the input and output of the CM-SISO subblock are labeled and , respectively. The decoding process can then be represented as a recursive update of the MI in the EXIT charts. If the MI converges to 1, it is possible to predict that the BER will converge to zero.
At this point, we are interested in the computation of the EXIT charts of blocks and . Block is simply characterized by the EXIT curve of the LDPC CND, while the EXIT curve of block is obtained by combining the EXIT curve of the LDPC VND with that of the CM-SISO block. In [12] , some formulas are given for the computation of LDPC VND and LDPC CND EXIT curves on the basis of a Gaussian assumption for the exchanged messages, which provides great simplification and good accuracy. Since, in general, the analytical computation of the CM-SISO EXIT curve is a difficult task, approximate computation can be based on Monte Carlo simulations [12] .
In the following, approximate formulas are given for the EXIT curves (of block ) and (of block ) [12] :
where the function is defined as follows:
The MI at the output of the CM-SISO block is a function of the MI of the messages passed by the VND to the CM-SISO block and corresponds to the EXIT function of the CM-SISO. The MI of the messages passed by the LDPC VND to the CM-SISO block can be approximately computed as follows [12] :
B. Need for Optimization
A reader might wonder if there is a real need for an LDPC code optimized specifically for the used inner CM block, or if the use of a powerful LDPC code designed for an AWGN channel might be sufficient to achieve near-channel capacity performance regardless of the inner CM block. In general, the LDPC code has to be optimized for the specific application, and an EXIT chart-based analysis can provide additional insights regarding this aspect.
At the beginning of this section, we have chosen to partition the receiver into the two blocks and , including in block both the CM-SISO and the LDPC VND modules. Note that it would have been possible to study the recursive exchange of information of the three distinct component modules: CM-SISO, LDPC VND, and LDPC CND. The CM-SISO and the LDPC CND modules would have one input and one output (not taking into account the channel input for the CM-SISO module, since the corresponding messages are constant throughout the decoding process) and the LDPC VND would have two inputs and one output. Had we analyzed an LDPC code transmitted over a binary input (BI) AWGN channel, there would be no CM-SISO module, but only a memoryless soft demapper, without a priori input. Clearly, the EXIT curve of block with the CM-SISO module cannot be equal to the EXIT curve of block with a soft demapper only. In fact, in the case with the CM-SISO module, every time the CM-SISO module input changes, the reliability values to be sent to the variable nodes are recomputed. On the contrary, these reliability values would be unmodified in the scheme with soft demapper only. It follows that, since the EXIT curves of block (interpreted as functions of the parameters ) are different in the two cases and since the EXIT curves of block (interpreted as functions of the parameters ) are the same, considering an optimization technique based on EXIT charts, in general, an LDPC code optimized for the presence of a CM will be different from an LDPC code optimized for the absence of a CM. Moreover, one can conclude that LDPC codes optimized for the two scenarios should be equal if and only if the EXIT curves of the CM-SISO module are constant and independent from the MI at the feedback input. This applies, for example, to a scenario where the CM-SISO module's feedback input is not used, as in the case of BICM, or for every BI memoryless channel, such a binary symmetric channel (BSC), a binary erasure channel (BEC), as well as the BI-AWGN channel.
C. Optimizing the EXIT Charts
In [12] , it is shown that by "eye fitting" the two EXIT curves and by varying the degree distributions , a significant system performance improvement can be obtained. Since the EXIT curves of VND and CND, relative to the most powerful known LDPC codes for memoryless channels, are very similar at "pinch-off", i.e., when EXIT curves touch, and considering the good results obtained in [12] , at a first glance fitting the EXIT curves seems a good optimization strategy. However, if only low degree nodes are allowed, this similarity of curves becomes less noticeable and usually "low degree only" distributions are desirable in order to keep the LDPC code parity-check matrix as sparse as possible [2] , [5] . Moreover, it is important to note that, given a particular signal-to-ratio (SNR) (which will be defined exactly later), convergence of the decoding process can be obtained if the tunnel between the two curves is open. Hence, our actual goal, while performing optimization, is to keep the tunnel open.
Our optimization algorithm is based on a simple random walk in the degree distribution parametric space. Before describing how this algorithm works, we first provide the reader with some useful considerations and definitions.
Consider, first, two couples of EXIT curves for blocks and , denoted as and , respectively. It can be easily verified that if (7) i.e., is higher than and is lower than , then the convergence of the decoding process for the system relative to the EXIT curves will not be slower than the convergence of the system relative to the EXIT curves . It should be observed that the two EXIT curves touch at point -a sufficient condition for this is the absence of degree-1 variable nodes in the code, as it can be easily seen by imposing in (3) and letting . The iterative decoding algorithm for a system characterized by the EXIT curves cannot converge if there exists a value , , such that , i.e., the tunnel is closed. We then need to define a functional representative of the tunnel closure: the more the tunnel is closed, the lower this functional must be. A possible choice is the following: (8) where we have explicitly indicated the dependence of the functional on the degree distributions. Since, as previously observed, the EXIT curves touch at (1,1), this functional cannot be positive. Moreover, this functional depends also on the particular channel as well as on the CM and the CM-SISO block. As previously observed, it is reasonable to assume that increasing the SNR raises the EXIT curve of block , while decreasing the SNR lowers it. In other words, if the tunnel between the two EXIT curves is at pinch-off, a small SNR increment should be sufficient to open it.
The design parametric space is given by the node degree distributions and . According to (1) and (2), three parameters are linearly dependent on the others. Hence, one has to choose a parameter from the set , a parameter from the set , and an additional parameter from either or . The chosen parameters have then to be expressed as functions of the remaining free parameters. There is no constraint on the numbers of elements of the sets and , provided that these sets are not empty, contain at least four elements and are finite.
We now describe the proposed optimization algorithm. We start with given valid degree distributions associated to a given code rate, according to (2) , and determined by a tuple of free parameters. If the tunnel is not closed, i.e., , we decrease the SNR until the tunnel closes and . New tuples of free parameters are then obtained, by repeatedly adding to the previous tuple a Gaussian increment until all inequalities in (1) are satisfied. The mean of the Gaussian increment is zero and the standard deviation is used to "tune" the optimization algorithm. From the new tuple, we evaluate and and, consequently, the value : if this value is larger than the previous one, we substitute the previous tuple with the new one. If the tunnel opens, the SNR is decreased again, and previous steps are repeated. The algorithm stops when a specific requirement is met, such as, for example, the obtained code ensemble corresponds to an EXIT chart with an open (not closed) tunnel for a desired SNR, or a maximum number of steps (in the random walk) is reached. The steps of the proposed optimization algorithm are summarized in Table I . As a possible improvement for the optimization algorithm, one can diminish the step value, i.e., the standard deviation of the Gaussian increment vector, after a given number of unsuccessful trials. Unlike the EXIT curve fitting optimization algorithm in [12] and [27] , the proposed technique offers the advantage of being effective also for small sets of possible node degrees. The proposed algorithm can also be seen as a particular instance of the so called "differential evolution" algorithm [28] . The proposed algorithm basically performs an optimization of the convergence threshold, defined as the lowest SNR such that the tunnel is open. Within the approximation of the EXIT chart-based analysis, the decoding process converges above this SNR threshold. The simplicity of the proposed optimization algorithm enables a joint optimization of both and in the presence of the CM-SISO block. This would be difficult to perform using analytic optimization techniques. We also observe that, although the predicted thresholds are not very accurate in an absolute sense, they turn out to be in a monotonic relationship with the experimental thresholds obtained by Monte Carlo simulations for actual codes chosen according to optimized degree distributions. This observation, together with the good results shown in the next sections, confirms the validity of the proposed optimization algorithm.
V. LDPC CODES AND DIFFERENTIAL ENCODING
In this section, we show how the EXIT chart-based analysis presented in Section IV can be used to predict the convergence behavior of the considered serially concatenated coded system for a specific ensemble of LDPC codes. In particular, we present numerical results relative to optimized LDPC codes concatenated with DE-PSK and coherent SISO detection. We then show some results relative to LDPC codes concatenated with QAM with "quadrant" differential encoding and coherent SISO detection [26] . We finally consider LDPC codes serially concatenated with DE-PSK and noncoherent inner SISO detection. For all the considered differential systems, the BER performance will be compared with the performance of BICM systems operating with the same signal constellation and Gray mapping. In the following, we will refer to the proposed iterative systems as with DE and to the Gray-mapped PSK and QAM BICM system as without DE.
A. Serial Concatenation of LDPC Codes and PSK With and Without DE
As a representative CM for the transmission system in Fig. 1 , we first consider DE-PSK. For coherent detection, the corresponding CM-SISO module implements, with very low complexity, the FB algorithm. The performance of the considered systems, first studied through an EXIT chart-based analysis, is evaluated in terms of BER versus , where is the received energy per bit and is the one-sided AWGN power spectral density. In all the considered simulations and optimizations, Gray mapping over the PSK constellation is used. In Fig. 3(a) , EXIT charts are shown for a regular rate-1/2 (3,6) LDPC code, characterized by and . We preliminarily observe that the use of this code (without DE), mapped to a QPSK modulation format, represents a good tradeoff between complexity and performance for transmission over an AWGN channel. The EXIT curves are computed at dB: the solid curve is the EXIT curve of block [LDPC VND and differential detector (DD)] and the dotted curve is the EXIT curve of block (LDPC CND). Note that the SNR does not influence the EXIT curve relative to the LDPC CND (the dotted one in Fig. 3 ). It is easy to see that the system is at pinch-off: convergence at this and lower values of is not possible. The dashed curve represents the EXIT curve of the single LDPC VND: this corresponds to the QPSK system without DE, i.e., LDPC BICM. It can be immediately seen that at dB the tunnel, relative to a transmission scheme without DE is open. The EXIT chart-based analysis then predicts that, for a bit SNR slightly lower than 2.5 dB, the system with DE does not converge as opposed to the system without DE, which instead converges.
We now apply the optimization technique presented in the previous section, forcing the optimization algorithm to use check nodes of degree 3, 4, 8 and 15, and variable nodes of degree 2, 3, and 4 (these are arbitrary and reasonable choices of degrees, but the proposed approach is general). After a few steps, the optimized degree distributions converge to the following: Fig. 3(b) shows the EXIT curves for this optimized code ensemble for dB: the solid curve corresponds to block and the dotted curve to block . It is immediate to recognize that the tunnel is at pinch-off. The dashed curve in Fig. 3(b) is the EXIT curve of the LDPC VND only (i.e., without DD): the tunnel is "heavily" closed, predicting that the system with DE should perform significantly better than the single LDPC code without DE. Note that the convergence SNR threshold predicted by the results in Fig. 3(b) is around 0.9 dB.
In order to closely approximate the degree distributions obtained with the proposed optimization technique, we design LDPC codes with codeword length 6000. In Fig. 4 , the performance of both optimized and regular (3,6) LDPC codes with and without DE is shown. For DE systems the maximum number of iterations is and , for non-DE systems, a maximum number of 100 standard LDPC iterations is allowed. It can be observed that, for a regular (3,6) LDPC code, while good performance is obtained without DE (curve marked with diamonds), the introduction of DE shifts the BER curve to the right, with an SNR loss of about 1.2 dB (curve marked with squares). When the LDPC code is optimized for DE, i.e., block includes a CM-SISO module based on the FB algorithm relative to the DE modulator, it is possible to see the inversion of performance between the system with and without DE, as predicted by the EXIT chart-based analysis. In other words, the use of the LDPC code optimized for DE, in the system with DE (curve marked with triangles) leads to good performance, i.e., it behaves as the regular (3,6) LDPC code without DE (curve with diamonds). On the other hand, the use of the LDPC code optimized for DE, in the system without DE, i.e., LDPC BICM, (curve with crosses), causes a loss, in terms of SNR, of more than 2 dB at a BER equal to 10 .
It is also possible to use the CM-SISO module, i.e., the DD, only once and then pass the obtained reliability values to a standard LDPC decoder: the corresponding performance, obtained considering a maximum number of 100 LDPC iterations and using the previous regular (3,6) LDPC code, is given by the curve marked with stars. It is easy to recognize that the absence of iteration between the CM-SISO block and the LDPC VND leads to a loss of about 1.2 dB with respect to the system with iterative detection/decoding. This can be interpreted noting that the standard LDPC decoder is based on the assumption that a memoryless channel is used [2] . The presence of DE (and of the corresponding CM-SISO module), instead, heavily correlates the LL passed to the LDPC decoder, thus causing performance degradation. 
B. Optimized LDPC Codes for PSK Modulation
In order to understand the behavior and limits of the proposed technique, several optimizations have been carried on, both for a system using DE-PSK and a system using PSK without DE. The set of allowed variable node degrees is . The set of check node degrees is chosen in order to satisfy (2) . LDPC codes with codeword length equal to 12 000 have been extracted from the obtained optimized code ensembles. Each LDPC code has been concatenated with both a PSK modulator and a DE-PSK modulator. In both cases, Monte Carlo simulations have been performed. For DE scheme, the decoder's maximum number of iterations is and , for the scheme without DE, a maximum number of 100 standard LDPC iterations is allowed: this makes the complexities of the two different systems very similar. The decoding process stops if a valid codeword is found earlier. In Fig. 5 , the BER curves relative to three LDPC codes optimized for the presence of a DE-PSK modulator are shown: the solid curves are relative to an LDPC code with rate designed for DE-QPSK, the dashed curves are relative to an LDPC code with rate designed for DE-8PSK, and the dotted curves are relative to an LDPC code with rate designed for DE-8PSK. For each LDPC code, the BER curve which exhibits a cliff at low SNR corresponds to a system for which the LDPC code has been optimized, i.e., DE-PSK; the other curve represents, instead, the performance of the same LDPC code employed in a PSK LDPC BICM scheme with Gray mapping. For each case, the SNR value corresponding to the capacity limit for the considered coded modulation is shown as a vertical line. The capacity limit for QPSK with code rate 1/2, i.e., with spectral efficiency of 1 bit per channel use, is 0.17 dB; the capacity limit for 8PSK with code rate 1/2, i.e., with spectral efficiency 1.5 bit per channel use, is 1.27 dB; the capacity limit for 8PSK with code rate 3/4, i.e., with spectral efficiency 2.25 bit per channel use, is 3.66 dB. All the DE-PSK systems in Fig. 5 are operating at about 1 1.5 dB (in terms of SNR) from capacity. In other words, the optimized codes enable near-capacity performance, even without an exact phase reference. In Fig. 6 , the performance of LDPC codes optimized for a memoryless PSK modulator is analyzed, both in the presence and absence of DE. For each code, the curve which exhibits a cliff at low SNR corresponds to a system which uses a memoryless PSK modulator, while the other curve represents the performance of the same code concatenated with a DE-PSK modulator. The system without DE shows a performance advantage, in terms of SNR corresponding to the steepest point of the BER curve, of about 1.5 dB with respect to a system with DE. However, it is important to note that LDPC codes optimized for and used with a memoryless PSK modulator exhibit higher "error floor" with respect to that obtained when the same LDPC codes are used with DE-PSK. The presence of the BER floor in the memoryless PSK modulator is due to the nature of the used code, which contains a small amount of short cycles. On the other hand, the absence of the floor in the DE-PSK case can be associated to the fact that the DE-PSK modulator can be interpreted as a rate-1 recursive encoder. As shown in [18] , the presence of a rate-1 recursive encoder can reduce short error patterns, responsible for the BER curve flattening, by exploiting the so called interleaving gain.
In Fig. 7 , the coefficients and of several optimized LDPC codes are shown. Different code ensembles with the same constraints are obtained considering different initial seeds of the pseudorandom number generator embedded in the random walk-based optimization algorithm. The code ensembles in Fig. 7(a) and (b) are optimized for DE-QPSK with rate 1/2. The algorithm operates over a limited parametric space, i.e., only a small set of possible node degrees are allowed: the set of variable node degrees is and the set of check node degrees is . The variable node degree distributions in Fig. 7 (c) correspond to realizations of rate-1/2 LDPC codes optimized for transmission with BICM PSK. The check node degree distributions appear to give little information, due to the optimization algorithm "residual noise," this is not surprising since, as stated in [5] , the performance of LDPC codes exhibit little dependence on the check node degree distribution. Focusing our attention on the coefficients , it is possible to observe that degree-2 variable nodes show a characteristic behavior: in the LDPC code ensembles optimized for DE-QPSK, and , . Very similar results, in terms of variable node degree distributions with a predominance of , were obtained also for LDPC codes optimized for rate-1/2 DE-8PSK and rate-3/4 DE-8PSK. In the LDPC code ensembles optimized for a PSK modulator, is still larger than the other coefficients, but not as large as for differential schemes [see Fig. 7(c) ].
In [5] , a stability condition on is given, for standard LDPC decoding algorithm. According to this remark, in order for the BER to approach zero, a necessary condition is , where is a parameter which depends on the channel and . As a reference value, in [5] , the authors consider for a rate-1/2 standard LDPC code. Our results show that this condition is violated if a CM is inserted between the LDPC code and the channel, allowing in the case of DE-PSK, higher values of . Note that an LDPC code with large is a code whose majority of variable nodes have degree 2, and this corresponds to code graphs with a smaller number of edges (for a given code rate and codeword length). Our results (not reported here for lack of space), show a reduction of the order of 20%. Since the computational cost of the decoding algorithm for an LDPC code is proportional to the number of edges in the graph, it follows that LDPC codes optimized for DE-PSK have the pleasant side effect of allowing low-complexity decoding.
It is generally believed that degree-2 variable nodes exhibit weaker error protection than high-order variable nodes [4] , [5] . However, considering Fig. 7(a) , one notices that the presence of a large percentage of degree-2 variable nodes is associated with an increase of the fractions of high-degree variable nodes. A possible intuitive interpretation for this behavior is that, while a standard LDPC decoder exploits all the available information from the very first iteration, in the proposed iterative detector/decoder the information made available at the "channel input" of the LDPC VND block by the CM-SISO block increases with the iterations. This is possible since, at every iteration, the VND block passes information to the a priori input of the CM-SISO block (see Fig. 2 ). Therefore, the critical part of the decoding algorithm corresponds to the few first iterations, when the information from CM-SISO block is small. High-degree variable nodes seem to help the convergence of the iterative algorithm in the first few iterations.
C. LDPC Codes for DE-QAM
In Fig. 8 , the BER performance for two communication systems with 16QAM, with and without DE, is shown. Both systems use the same rate-7/8 LDPC code with codeword length 65 536. For reference purposes, a vertical dash-dot line is also shown in correspondence to the capacity SNR, equal to approximately 6.16 dB. The LDPC code is chosen from an ensemble of codes optimized for the presence of a DE-16QAM modulator. For DE-QAM, the maximum number of iterations is and , for QAM without DE a maximum number of 100 standard LDPC iterations is allowed. The solid curve corresponds to a system with a DE-16QAM and the dotted curve corresponds to the system with a memoryless 16QAM with Gray mapping. In a DE-QAM modulator, two of the 4 bits at its input are encoded by a Gray mapped DE-QPSK modulator: the obtained point is used to rotate, by an angle equal to a multiple of , a first-quadrant 16QAM constellation point selected by the other 2 bits (1 bit per dimension). Fig. 8 shows that the code designed for DE-16QAM performs better if used without DE. A possible interpretation of this result is that the iteration gain of the DE-QAM SISO module is very low. In other words, from an EXIT chart point of view, the considered DE-QAM modulator is similar to a memoryless, Gray-mapped QAM modulator, and this implies that good codes for DE-QAM may also be good codes for QAM. However, the memory introduced by the DE and the relative CM-SISO block, leads to strong suboptimality of the processing at the LDPC VND and CND, which assume an underlying memoryless channel. Another immediately noticeable fact is that the BER curve relative to the system without DE is characterized by a floor, whereas the curve relative to the system with DE does not show any floor in the considered BER range. The floor in the QAM case can be attributed to the presence of a small amount of short cycles in the code graph, which is typical of random LDPC codes. Moreover, the differential encoder can be reinterpreted as a rate-1 recursive encoder (at least for the bits which select the quadrant) which, as observed for DE-PSK, is likely to reduce short errors pattern.
D. LDPC Codes for DE-PSK With Noncoherent Detection
Since the proposed design method can take into account the particular channel, as well as the modulation format and the detection algorithm used in the CM-SISO block, the optimization has been carried out also for LDPC codes concatenated with DE-PSK with noncoherent detection. In the presence of phase uncertainty, the received observation can be modeled as (9) where is a random variable, constant over the transmitted block and uniformly distributed over . While coherent detection can be based on the standard FB algorithm in the CM-SISO module, noncoherent MAP symbol detection requires some approximations. Following the approach in [29] and [30] , we obtained a detection algorithm based on a quantization of the phase rotation introduced by the channel. First, we compute the APP (through the FB algorithm) conditioned on the channel phase value; then, we average the conditioned APPs over all possible phase values. The a posteriori symbol probability can then be written as (10) where is the vector of all received observations and means that the first member is equal to the second member times a constant independent of . In (10) , can be interpreted as the extrinsic information generated by a coherent FB algorithm, which assumes a phase rotation . The integral in (10) can be approximated as a sum over a properly chosen discrete set of quantized phase values, obtaining (11) Since DE-PSK is insensitive to rotation of the received signal by multiples of , where is the cardinality of PSK symbols, the set of phases can be a subset of Fig. 9 . BER of LDPC codes optimized for DE-QPSK (rate 0.5) and DE-8PSK (rates 0.5 and 0.75) optimized both for AWGN channel and noncoherent channel. [29] . We then choose two possible sets: the first is constituted by eight equally spaced points (in [30] , this is shown to lead to negligible performance degradation), i.e., , and the second by four equally spaced points, i.e., , respectively. The optimization algorithm is then run over the same set of node degrees as in the previous section. The difference between the degree distributions of LDPC code ensembles optimized for DE-PSK and noncoherent detection and those relative to coherent detection is not noticeable. This is true even if the number of quantization levels used for the computation of (11) is reduced to two. An intuitive explanation of this fact is that DE is a technique which makes the communication system insensitive to phase uncertainties, so that the introduction of a further, possibly continuous, phase uncertainty cannot induce a severe system change. Moreover, theoretical results show that, asymptotically, the performance of a noncoherent system approaches that of a coherent system [31] - [34] .
In Fig. 9 , the performance of optimized LDPC codes for DE-PSK with coherent and noncoherent detection is compared. The considered LDPC codes are optimized for DE-QPSK (with rate 1/2) and DE-8PSK (with rates 1/2 and 3/4); the length of the codeword is 12 000 and the maximum allowed iteration number parameters are and . The considered numbers of discrete phase values are eight (curves marked with a triangle) and four (curves marked with a square). The curves relative to coherent detection are marked with a circle. It is clear that the phase uncertainty introduces a limited performance loss, as long as the phase quantization is fine enough. Moreover, the results in Fig. 9 show that, while an eight-level phase quantization introduces negligible performance loss, a four-level quantization introduces a performance loss of about 0.4 dB. Further study of the particular considered noncoherent detection algorithm shows that the number of quantization levels can be reduced to a minimum number of 2, causing a performance loss of about 1.7 dB with respect to coherent detection.
VI. CONCLUSION
In this paper, we have considered communication systems which use, at the transmitter side, LDPC codes concatenated with a CM. In particular, the focus of this paper has been on LDPC codes concatenated with DE modulations. We have made use of the fact that LDPC code families can be characterized by continuous parameters in terms of degree distributions (of check and variable nodes). Upon a particular block decomposition of the receiver, a novel optimization algorithm, based on the use of EXIT charts, has been proposed. This random search algorithm generates good degree distributions which characterize LDPC codes minimizing the SNR convergence threshold of the concatenated LDPC-DE scheme. The analysis of the optimized LDPC codes ensembles in the presence of a DE-PSK modulator has shown that their internal structure significantly differs from that of standard LDPC codes tailored for transmission over an AWGN channel. In particular, it has been shown that the introduction of DE induces a significant increase in the percentage of degree-2 variable nodes: this implies that decoding complexity is likely to reduce. The optimization algorithm has also been used to design LDPC codes optimized for DE-QAM and transmission over the AWGN channel, as well as LDPC codes optimized for DE-PSK and noncoherent detection.
