Abstract-Spike sorting is the mandatory first step in analyzing multiunit recording signals for studying information processing mechanisms within the nervous system. Extracellular recordings usually contain overlapped spikes produced by a number of neurons adjacent to the electrode, together with unknown background noise, which in turn induce some difficulties in neural signal identification. In this paper, we propose a robust method to deal with these problems, which employs an automatic overlap decomposition technique based on the relaxation algorithm that requires simple fast Fourier transforms. The performance of the presented system was tested at various signal-to-noise ratio levels based on synthetic data that were generated from real recordings.
I. INTRODUCTION
The detection and classification of neural spike activity from multiunit recordings in the presence of background noise with unknown properties, a problem commonly referred to as spike sorting, is the mandatory first step in studying information processing mechanisms within the nervous system [1] .
Methods of spike sorting have been extensively studied during the past decades and a large number of techniques and related problems have been summarized [2] , but their applications are severely limited by some unsolved problems. First, a priori assumption about background noise cannot accurately capture its statistical characteristics [3] . Second, overlapping of action potentials fired by adjacent neurons will complicate spike identification. Although some algorithms considering the overlapping problem have been proposed [4] - [7] , these methods were all with the restraint that the background noise properties were known a priori.
In this paper, a robust method is developed to deal with these problems simultaneously. In order to identify those ambiguous waveforms that contain overlapping spike events and severely distorted spike waveforms, model analysis is performed and cost functions are calculated for all possible templates or combinations of spike waveforms in the frequency domain. For minimizing the cost function that contains a number of unknown parameters, an approach based on a decoupled parameter estimation algorithm-the relaxation (RELAX) algorithm [8] , which is originated from the cyclic minimization [9] and has been applied in radar signal processing [8] , [10] easily implemented on computer. The spike template or the combination of spike templates, which is corresponding to the minimum of the minimized cost functions for all possible combinations, is assigned as the best fitting to the waveform being examined. This process is robust to background noise, because no assumptions about noise properties are requested.
II. METHOD

A. Feature Extraction and Templates Reconstruction
In this study, feature extraction and template reconstruction basically follow that explained in a previous report [5] . In brief, principal component analysis (PCA) is used to extract feature from the data set that consists of events to be classified which are detected using a nonlinear energy operator [11] . The scores of the first three principal components serve as the feature for spike events classification. A subtractive clustering technique is then employed to determine the number of the clusters, as well as the initial values of the cluster centers, by analyzing the feature, and the K-means algorithm is further used to optimize the cluster centers. The spike events corresponding to the data points contained in the spherical areas whose radius is determined by the minimal of the distances between each pair of cluster centers are regarded as classified spikes, and others are considered as unclassified ones which will be classified or decomposed in the subsequent process. The template for each neuron is then reconstructed by averaging the spike waveforms that fall within each spherical cluster.
B. Automatic Overlap Decomposition Based on the RELAX Algorithm via FFTs
The unclassified spike events that contain overlapping ones and severely distorted ones can be modeled as follows:
where m = 1; 2; . . . ; M represents the possible number of neurons contributing to the waveform to be classified; sm(n) stands for the estimated template which is reconstructed based on the classified spikes; m reflects the relative time delay of the mth reconstructed template; "(n), n = 1; 2; . . . ; N is the background noise with unknown properties. N denotes the number of data samples included in each single waveform. Let Y (! k ), S m (! k ), and E(! k ) denote the Fourier transforms of y(n), sm(n), and "(n) at a certain frequency ! k , respectively, where k = 1; 2; . . . ; K represents the frequency index. In this case, the time domain data model (1) can alternatively be formulated in the frequency domain as
We form the following cost function using the integrated noise spectrum based on M templates 
where f i g M i=1;i6 =m are assumed to be given. In order to estimate m based on the minimized cost function (5), we can express the problem as
Equation (6) can be rewritten aŝ
The solution to the minimization problem can thus be presented aŝ 
Since Y m (! k ) and S m (! k ) are independent of parameter m , the minimization of the cost function with respect to m can be determined efficiently as follows:
Hence,m, m = 1; 2; . . . ; M is obtained as the location of the dominant peak of Re
0j! ], which can be efficiently computed by applying the FFT, using the sequence
padded with zeros as input. With the above preparations, we can describe the steps of the approach based on the RELAX algorithm as follows.
Step 1) Let M = 1. Obtain 1 from (4) and (9) , and calculate the cost function by using (3).
Step 2) Let M = 2. Compute Y 2 (! k ) with (4) by using 1 . Obtain 2 from Y 2 (! k ) by using (9) . Next, compute Y 1 (! k ) with (4) by using2, and re-determine1 from Y1(! k ) by using (9). Iterate Step 2) until "practical convergence" is achieved, and calculate the cost function by using (3).
Step 3) Let M = 3. Compute Y 3 (! k ) with (4) by using f i g i=1;2 .
Obtain3 from Y3(! k ) by using (9) . Next, compute Y 1 (! k ) by using f i g i=2;3 and re-determine 1 from Y 1 (! k ). Then compute Y 2 (! k ) by using f i g i=1;3 and re-determine2 from Y2(! k ).
Iterate
Step 3) until "practical convergence" is achieved, and finally, calculate the cost function by using (3). Remaining Steps: Continue similarly until M is equal to the pre-determined number of reconstructed templates T .
The "practical convergence" in the iterations of the above approach based on the RELAX algorithm can be determined by checking the relative change of the cost function in (3) between the two consecutive iterations.
Using the above method, the algorithm yields values of the minimized cost functions for all the possible templates or template combinations. The template or template combination corresponding to the minimum of all the minimized cost functions reflects the optimal classification of the spike event examined.
III. RESULTS AND DISCUSSIONS
Synthetic data have some advantages over real data in evaluating the performance of algorithms, since the exact information such as the number of the spike classes and the firing times of each spike can be known in advance.
First, synthetic data were constructed using three spike waveforms recorded from chicken retinal ganglion cells [12] together with a segment of real background noise [5] . Each template waveform lasted for 2 ms (40 sampling points, 16 points before and 23 points after the peak point). In order to construct the synthetic data, each template was superposed respectively with a segment of random background noise. This procedure was repeated for 500 times, which yielded totally 1500 spike waveforms distorted by background noise. Each two of the three templates were then superposed with each other with random time delays, together with a segment of random background noise. Fifty repeats resulted in a total number of 150 combinations. Finally, all of the three templates were superposed with random time delays and a segment of random background noise, with 50 repeats. All of the synthetic overlapping spikes are shown in Fig. 1 . Although there are many ways of defining the signal-to-noise ratio (SNR), we define it as [13] SNR = root 0 mean 0 square value of action potential waveform root 0 mean 0 square value of pure noise segment 2 :
In the experiments, the sampling frequency is 20 kHz and the number of frequency K is selected as 4096 considering the quick implementation of FFT and the spectra of spikes. The SNR was tuned by amplifying the real background noise by a desired factor. The system's performance was tested at various SNR levels as illustrated by Fig. 2(a) . Notice that the correct classification ratio of all single spikes is over 95% and the correct decomposition ratio of overlapping spikes is over 80%, under the situation that SNR is over 2.4. Since in our experimental data, superposition of two waveforms is more frequently detected than the superposition of more spikes, we examined the system's performance based on the presence of two templates (I and II given in Fig. 1) . The results are given in Fig. 2(b) . It is clear that the results are better than those for the three-class case. The correct classification ratio of all single spikes is nearly 100% and the correct decomposition ratio of overlapping spikes is over 95%, when SNR is over 2.4. Similar results can also be obtained when overlapping occurs between templates II/III and templates I/III.
When spike sorting is performed, background noise is always an important issue. It is true that the proposed RELAX algorithm will be spoiled when the SNR drops to be less than 2.0. However, in our experiments, more often than not, the SNR is around a reasonable level at 2.5. On the other hand, it is also true that the performance of PCA will decrease when SNR reduces. However, the templates can be properly estimated using those data that were in vicinities of the cluster centers being defined by spherical boundaries, so as to reduce the distortions that might be caused by the background noise. The results show that it Fig. 2 . The percentage of correct classification for single spikes (thick curves) and overlap (thin curves) decomposition (solid lines for our method, dashed lines for method [4] and dash-dotted lines for method [7] ). (a) three-class case under various SNR levels. (b) two-class case under various SNR levels.
is feasible to use this proposed system, without any a priori knowledge about the background noise. Moreover, the proposed RELAX method achieved better performance than other methods [4] , [7] in our application. However, there is still some limitation-the K-means algorithm is optimal classification method if the classes are normally distributed with spherical and equal covariance matrices, but it will cause suboptimal result if the noise deviates significantly from the above conditions.
