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ABSTRACT
Previous work has demonstrated that at a given stellar mass, quiescent galaxies are more strongly
clustered than star-forming galaxies. The contribution to this signal from central, as opposed to
satellite, galaxies is not known, which has strong implications for galaxy evolution models. To
investigate the contribution from central galaxies, here we present measurements of the clustering of
isolated primary (IP) galaxies, used as a proxy for central galaxies, at 0.2 < z < 0.9 with data from
the PRIMUS galaxy redshift survey. Using a sample of spectroscopic redshifts for ∼ 60, 000 galaxies
with M∗ & 109M covering 5 deg2 on the sky, we define IP galaxies using isolation cuts in spatial
proximity and stellar mass of nearby galaxies. We find that at fixed stellar mass, quiescent IP galaxies
are more strongly clustered than star-forming IP galaxies at z ∼ 0.35 (10σ). Using mock galaxy
catalogs based on recent halo occupation models of Behroozi et al. (2019) and designed to replicate
the parameters of the PRIMUS survey dataset, we find that these clustering differences are due in
part to quiescent central galaxies being more strongly clustered than star-forming central galaxies.
This is consistent with either distinct stellar-to-halo mass relations for quiescent and star-forming
central galaxies, and/or central galaxy assembly bias. We additionally use mock catalogs to assess the
dependence of both incompleteness and satellite galaxy contamination in the IP galaxy samples on
redshift, galaxy type, and stellar mass, and demonstrate how isolation criteria yield biased subsamples
of central galaxies via environmental incompleteness, or the preferential exclusion of central galaxies in
overdense environments.
1. INTRODUCTION
In the current ΛCDM paradigm, galaxies form at the
centers of overdense regions where density fluctuations
in the early universe have collapsed to form dark matter
halos (White & Rees 1978). The assembly of halos and
their clustering properties can be modeled across cosmic
time with cosmological simulations, while the clustering of
galaxies is measured using large galaxy surveys. Theoret-
ical models for how galaxies populate halos thus provide
a bridge between observations of galaxy clustering and
simulations of dark matters halos.
Historically, the first statistical models for the galaxy–
halo connection were predicated upon the assumption
that present-day halo mass determines the galaxy con-
tent of a halo (e.g. Peacock & Smith 2000; Seljak 2000;
Berlind & Weinberg 2002). This assumption has proven
to be remarkably powerful. Subsequent refinements of
these models, such as the Halo Occupation Distribution
(HOD), the Conditional Luminosity Function (CLF), and
abundance matching have shown that a wide variety of
large-scale structure measurements are consistent with
the existence of a tight scaling relation between central
galaxy stellar mass (or luminosity) and host halo mass
(Tinker et al. 2005; Zehavi et al. 2005; Yang et al. 2003;
Coil et al. 2006; Cacciato et al. 2013; Kravtsov et al. 2004;
Conroy et al. 2006; Wake et al. 2011; Reddick et al. 2013;
Leauthaud et al. 2012). Moreover, in the HOD and CLF,
the total number of satellite galaxies brighter than some
1 Center for Astrophysics and Space Sciences, Department of
Physics, University of California, 9500 Gilman Dr., La Jolla, San
Diego, CA 92093, USA
2 High-Energy Physics Division, Argonne National Laboratory,
Argonne, IL 60439, USA
3 Department of Physics and Astronomy, Siena College, 515
Loudon Road, Loudonville, NY 12211, USA
threshold scales simply as a power law with halo mass.
In addition to the above trends based on stellar mass
or luminosity, it has been known for many years that two-
point clustering and weak lensing has additional, strong
dependence upon broadband color (e.g., Coil et al. 2008;
Zehavi et al. 2011; Mandelbaum et al. 2016, and references
therein). To capture these trends, models of the HOD
and CLF have been extended such that more massive
dark matter halos host larger fractions of quenched (red)
galaxy populations (e.g., van den Bosch et al. 2003). This
basic modeling assumption has been strikingly successful
at fitting the color-dependence of two-point clustering
(Zehavi et al. 2011), galaxy-galaxy lensing (Tinker et al.
2013; Zu & Mandelbaum 2016), and a wide variety of
other measurements (for a recent review see Wechsler &
Tinker 2018).
While galaxy clustering dependencies historically have
been demonstrated in broad bins of luminosity, stellar
mass, or color, recent work has shown that the depen-
dence of galaxy clustering on specific star formation rate
(sSFR, or SFR per unit stellar mass) remains strong when
measured at fixed stellar mass, both at z ∼ 0.1 (Watson
et al. 2015) and at higher redshift with the PRIMUS sur-
vey (Coil et al. 2017). Additionally, weak gravitational
lensing studies have found that at fixed stellar mass, red
quiescent galaxies reside in more massive halos than blue
star-forming galaxies (Velander et al. 2013; Rodriguez-
Puebla et al. 2015; Mandelbaum et al. 2016).
As models of the relationship between galaxies and
their halos continue to be refined, a natural question is
whether, and to what extent, various galaxy properties
depend on properties of halos besides mass. This question
first arose after the discovery of so-called “halo assembly
bias”: at fixed halo mass, the clustering of simulated
halos shows strong dependence on halo formation time
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(Gao et al. 2005), halo concentration, and other proper-
ties (Wechsler et al. 2006; Dalal et al. 2008; Villarreal
et al. 2017; Mao et al. 2018; Salcedo et al. 2018; Johnson
et al. 2018; Mansfield & Kravtsov 2019). Thus if the
true statistical connection between galaxies and halos
has additional dependence on halo assembly, then the
standard “halo mass only” assumption of the HOD can
lead to misinterpretation of galaxy clustering measure-
ments, a phenomenon referred to as “galaxy assembly
bias” (Zentner et al. 2016; Wechsler & Tinker 2018).
The relationship between galaxy clustering and sSFR
was largely unexplored until recently (e.g. Watson et al.
2015). Coil et al. (2017) measured the dependence of
galaxy clustering on sSFR at fixed stellar mass to z ∼
1.2 with the PRIMUS and DEEP2 spectroscopic galaxy
redshift surveys, and found that at a given stellar mass
quiescent (low sSFR) galaxies are more strongly clustered
than star-forming (high sSFR) galaxies. They also showed
that within each of the star-forming and quiescent galaxy
populations, galaxies with lower sSFR are more strongly
clustered, at a given stellar mass. Their results comparing
the clustering dependence on both sSFR and stellar mass
imply that clustering depends as strongly on sSFR as it
does on stellar mass.
It is not yet known whether the observed correlation
between clustering strength and sSFR is primarily due to
central or satellite galaxies, or a combination of both. The
strong clustering dependence with sSFR reported in Coil
et al. (2017) could, in principle, be entirely due to satellite
galaxies: relative to central galaxies of the same stellar
mass, satellites have a larger quiescent fraction (Wetzel
et al. 2012) and reside in more massive halos (Watson &
Conroy 2013). This degeneracy highlights the potential
constraining power of robust and precise measurements of
central galaxy clustering. Resolving the sSFR dependence
of galaxy clustering on central versus satellite galaxies
has strong implications for halo occupation models, as it
could imply that the stellar-to-halo mass relation depends
on galaxy sSFR.
Here, to investigate the extent to which the correlation
between clustering strength and sSFR at a given stellar
mass may exist for central galaxies, we measure the rela-
tive bias (i.e., the ratio of clustering amplitudes) on two-
halo scales (1 < rp < 10 Mpc/h) of quiescent and star-
forming “isolated primary” (IP) galaxies at 0.2 < z < 0.9
with data from the PRIMUS galaxy redshift survey. An
IP galaxy has no other galaxies above a given stellar
mass threshold within a cylindrical volume specified by
a projected radius and line-of-sight distance, and are
commonly used as an observational proxy for central
galaxies. We also measure the clustering and relative bias
of star-forming (quiescent) IP galaxies above and below
the star-forming (quiescent) sequence at 0.2 < z < 0.7 to
probe whether clustering amplitude depends on sSFR for
central galaxies within each sequence. Using PRIMUS-
like mock catalogs based on UniverseMachine (Behroozi
et al. 2019), we carefully scrutinize potential biases that
may be caused by (i) satellite galaxies contaminating our
IP galaxy samples, and (ii) systematically incomplete
sampling of the distribution of large-scale environments
of true central galaxies, a phenomenon we dub environ-
mental incompleteness.
The structure of this paper is as follows. In §2 we
present details of the PRIMUS spectroscopic redshift sur-
vey data used here and summarize the properties of our
PRIMUS IP galaxy samples. §3 presents details of our
PRIMUS-like mock galaxy catalogs and the mock galaxy
samples. The methods we use to measure clustering and
relative galaxy bias are described in §4, and the results
presented in §5. In §6 we quantify the completeness and
contamination of our galaxy samples, and discuss the im-
plications of these systematic sources of error on studies
that utilize isolation criteria to select central galaxy sam-
ples. We summarize our main results and discuess their
implications in §7. Throughout this paper we assume a
standard ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7,
and H0 = 70 km s
−1 Mpc−1.
2. DATA AND GALAXY SAMPLES
In this section we describe the PRIMUS redshift sur-
vey data and the mock galaxy catalogs we create to
compare with the clustering results from PRIMUS. We
describe how we identify star-forming and quiescent galax-
ies and how we define isolated primary galaxies in both
the PRIMUS dataset and the mock catalogs.
2.1. The PRIMUS Redshift Survey
The PRIsm MUlti-Object Survey (PRIMUS) is the
largest spectroscopic faint galaxy redshift survey com-
pleted to date. The survey was conducted with the
IMACS spectrograph (Bigelow & Dressler 2003) on the
Magellan I Baade 6.5-meter telescope at Las Campanas
Observatory, using slitmasks and a low-dispersion prism.
The design allowed for ∼ 2, 000 objects per slitmask to
be observed simultaneously with a spectral resolution of
λ/∆λ ∼ 40 in a ∼ 0.2 deg2 field of view. Objects were
targeted to a maximum depth of i ≥ 23, and typically two
slitmasks were observed per pointing on the sky. PRIMUS
obtained robust redshifts (Q ≥ 3; see Cool et al. 2013) for
∼ 120, 000 objects at 0 < z < 1.2 with a redshift precision
of σz/(1 + z) ∼ 0.005.
The total survey area of PRIMUS is 9.1 deg2 and en-
compasses seven distinct science fields. Here we use the
PRIMUS fields that have deep multi-wavelength ultravi-
olet (UV) imaging from the Galaxy Evolution Explorer
(GALEX; Martin et al. 2005), mid-infrared imaging from
the Spitzer Space Telescope (Werner et al. 2004) Infrared
Array Camera (IRAC; Fazio et al. 2004), and optical
and near-IR imaging from various ground-based surveys.
These include the Chandra Deep Field South-SWIRE field
(CDFS; Lonsdale et al. 2003), the COSMOS field (Scoville
et al. 2007), the European Large Area ISO Survey-South 1
field (ES1; Oliver et al. 2000), and two spatially-adjacent
subfields of the XMM-Large Scale Structure Survey field
(XMM-LSS; Pierre et al. 2004). The XMM subfields are
the Subaru/XMM-Newton DEEP Survey field (XMM-
SXDS; Furusawa et al. 2008) and the Canada-France-
Hawaii Telescope Legacy Survey (CFHTLS) field (XMM-
CFHTLS). The data used here cover a total of ∼ 5.5 deg2
on the sky.
Full details of the survey design, targeting, and data
summary can be found in Coil et al. (2011), while details
of data reduction, redshift fitting, precision, and survey
completeness are available in Cool et al. (2013).
2.2. Full Galaxy Sample and Targeting Weights
Objects in PRIMUS are classified as galaxies, stars, or
broad-line AGN by fitting the low-resolution spectra and
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Figure 1. Stellar mass versus specific star formation rate (sSFR) for the four PRIMUS main sequence split IP
galaxy samples (see §2.7.2) in three redshift bins: 0.2 < z < 0.35 (left), 0.35 < z < 0.5 (middle), and 0.5 < z < 0.7
(right). Galaxies are divided into star-forming (blue) and quiescent (red) populations via Equation 1, a cut in the
stellar mass-SFR plane that evolves with redshift and intersects the minimum of the bimodal galaxy distribution. Solid
blue and red lines in each panel show the cuts dividing IP galaxies into samples above (SF-above; dark blue) and below
(SF-below; light blue) the star-forming main sequence (Eq. 4) and above (Q-above; light red) and below (Q-below; dark
red) the quiescent main sequence (Eq. 5) evaluated at the mean redshift of that panel.
multi-wavelength photometry for each source with an em-
pirical library of templates. The best-fit template defines
both the redshift and the type of the source. We exclude
AGN from this study, where the optical light is dominated
by the AGN and we therefore can not determine host
properties. We keep only those objects defined as galax-
ies with robust redshifts (Q ≥ 3) in the redshift range
0.2 < z < 1.0. We also only use galaxies with well-defined
targeting weights (these are termed “primary” galaxies
in Coil et al. (2011); we do not use that naming here, to
avoid confusion with our isolated primary samples defined
below in §2.7). These galaxies have a well-understood
spatial and slitmask targeting selection function, defined
by both a density-dependent weight and a magnitude-
dependent sparse-sampling weight. In combination with
a third, post-targeting weight that accounts for redshift
incompleteness (see below) these weights allow a statis-
tically complete galaxy sample to be recovered, which
is suitable for analysis on two-point statistics, such as
performed here. PRIMUS targeting weights are described
in detail in Coil et al. (2011) and Cool et al. (2013).
Briefly, density-dependent weights account for sources
that PRIMUS could not target in dense survey regions,
as galaxies are sufficiently clustered in the plane of the
sky to the PRIMUS flux limit that even two slitmasks
per pointing could not target every galaxy below the
magnitude limit in each field (as spectra would overlap
on the detector). Sparse-sampling weights are magnitude-
dependent and ensure that the PRIMUS target catalog is
not dominated by the faintest objects within the survey
flux limit. Sparse-sampling weights were used to randomly
select roughly a third of galaxies in the faintest 0.5 mag
interval above the primary sample targeting limit.
Skibba et al. (2014) measured galaxy clustering in
PRIMUS and tested the recoverability of two-point statis-
tics with the PRIMUS dataset using mock galaxy cata-
logs. They applied the same process used to select the
PRIMUS target sample and calculate density-dependent
and sparse-sampling weights to a mock catalog, and gen-
erated a weighted mock sample. Skibba et al. (2014) then
compared the correlation function of all galaxies in the
mock catalog to that of the weighted mock sample and
found no systematic difference between the two. Thus
when PRIMUS targeting weights are applied to the survey
data, two-point statistics can be accurately recovered.
A third, post-targeting weight (described in detail
in Cool et al. 2013) accounts for the fact that not all
PRIMUS spectra yielded reliable (Q ≥ 3) redshifts. As
shown in §7 of Cool et al. (2013), the PRIMUS redshift
success rate is primarily a function of i-band magnitude
and does not depend strongly on galaxy color. Taken
together, the three weights described above allow for the
recovery of a statistically complete galaxy sample from
the targeted sources with reliable redshifts.
2.3. Stellar Mass and SFR Estimates
Stellar masses and star formation rates (SFRs) for
PRIMUS galaxies are obtained using SED fitting, a
widely-adopted method for estimating the physical prop-
erties of galaxies. A complete description of the iSEDfit
fitting process used here can be found in Moustakas et al.
(2013), and we summarize the relevant points here.
iSEDfit is a suite of routines written in the IDL pro-
gramming language that uses galaxy redshifts and pho-
tometry to compute the statistical likelihood of a large
ensemble of model SEDs for each galaxy. Model SEDs
are generated using population synthesis models that as-
sume a universal Chabrier (2003) initial mass function
(IMF) from 0.1 − 100 M, and span a wide range of
observed colors and physical properties (age, metallicity,
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star formation history, dust content, etc.). iSEDfit uses
a Monte Carlo technique to randomly select values of
model parameters from user-defined parameter distribu-
tions and compute a posterior probability distribution
function (PDF). PDFs of stellar mass and SFR are found
by marginalizing over all other parameters, and the me-
dian value of the marginalized PDF is taken as the best
estimate of the stellar mass or SFR of each galaxy.
Berti et al. (2017) tested how the uncertainties on the
stellar mass and SFR estimates described above affect
the classification of galaxies as either star-forming or
quiescent by randomly sampling individual stellar masses
and SFRs for each galaxy in the full sample 100 times
from normal distributions with widths equal to the stellar
mass or SFR error for that galaxy, and found is an average
change in the star-forming fraction of < 1%.
2.4. Identifying Star-forming and Quiescent Galaxies
To divide our sample into star-forming and quiescent
galaxies we use a cut in the SFR–stellar mass plane that
evolves with redshift. This cut traces the minimum of the
bimodal PRIMUS galaxy distribution seen in this plane,
in six redshift bins from z = 0.2–1.0 (see Figure 2 of Berti
et al. 2017), and is given by the following linear relation:
log(SFR) = −1.29+0.65 log(M∗−10)+1.33(z−0.1) (1)
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Figure 2. Top panel: Filled histograms show the red-
shift distributions of all quiescent (red) and star-forming
(blue) PRIMUS isolated primary (IP; see §2.6 for de-
tails) galaxies from 0.2 < z < 0.9. Unfilled histograms
show stellar mass and redshift-matched quiescent and
star-forming IP galaxy samples, each of which is a subset
of the corresponding filled histogram samples. Middle
panel: Stellar mass-matched quiescent PRIMUS IP galax-
ies divided into samples above (light red; “Q-above”)
and below (dark red; “Q-below”) the quiescent main se-
quence (see §2.7.2 for details). Bottom panel: Stellar
mass-matched star-forming PRIMUS IP galaxies divided
into samples above (dark blue; “SF-above”) and below
(light blue; “SF-below”) the star-forming main sequence.
where SFR has units of M yr−1and M∗ has units of
M. The slope of this line is defined by the slope of the
star-forming main sequence (e.g., Noeske et al. 2007) as
measured in the PRIMUS dataset using iSEDfit SFR
and stellar mass estimates. Each galaxy is classified as
star-forming or quiescent based on whether it lies above
or below the cut defined by Equation 1, evaluated at
the redshift of the galaxy. Figure 1 shows stellar mass
versus specific SFR for PRIMUS galaxies in three redshift
bins between z = 0.2 and z = 0.7. Blue and red contours
represent star-forming and quiescent galaxies, respectively.
The light and dark shades of red and blue are described
in §2.7.2 below.
2.5. Stellar Mass Completeness Limits
Because PRIMUS is a flux-limited survey targeted in
the i band, star-forming galaxies can be more easily de-
tected at lower stellar mass than quiescent galaxies. This
results in a disproportionate number of star-forming galax-
ies at lower stellar masses. To account for this we define a
stellar mass limit above which at least 95% of all galaxies
can be detected, regardless of their SFR. This stellar
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Figure 3. Top panels: Stellar mass distributions of
all star-forming and quiescent PRIMUS galaxies (filled
blue and red histograms), all IP galaxies (unfilled blue
and red histograms), and stellar mass-matched distribu-
tions of star-forming and quiescent IP galaxies (“star-
forming/quiescent split” samples; hatched blue and red
histograms) in low (0.2 < z < 0.5; left) and high
(0.5 < z < 0.9; right) redshift bins. Bottom panels: Filled
histograms show the stellar mass distributions of all
PRIMUS galaxies above and below the quiescent (left)
and star-forming (right) main sequences at 0.2 < z < 0.7.
Hatched histograms show the stellar mass distributions
of corresponding PRIMUS IP galaxy samples (“main se-
quence split” samples). Also shown is the median stellar
mass of each galaxy sample.
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mass completeness limit is a function of redshift, galaxy
type (star-forming or quiescent), and also varies slightly
between fields (due to the different photometry used for
targeting in each field). Details of the calculation of
PRIMUS mass completeness limits can be found in Mous-
takas et al. (2013). When selecting isolated primary (IP)
galaxies (see §2.6 below) we only consider a galaxy to be
an IP candidate if its stellar mass is at least twice the
mass completeness limit for that galaxy. This ensures we
avoid misclassifying as isolated galaxies that may have
one or more sufficiently massive yet undetected neighbor-
ing galaxies such that the IP candidate should not be
considered isolated.
2.6. Isolated Primary Selection
To select isolated primary (IP) galaxies we use a method
similar to that of Kauffmann et al. (2013), who selected
a volume-limited sample of galaxies with log(M∗/M) >
9.25 and 0.017 < z < 0.03 from SDSS. They then defined
“central” galaxies of stellar mass M∗ as those in their
sample with no other galaxies with stellar mass greater
than M∗/2 within a projected radius of 500 kpc and with
a velocity difference less than 500 km s−1.
Here we use the following selection criteria to iden-
tify IP galaxies in PRIMUS: IP candidates must have
at least twice the stellar mass of the mass com-
pleteness limit Mlim (see Moustakas et al. 2013) for
their redshift and galaxy type (star-forming or qui-
escent): M∗ ≥Mlim(z, galaxy type)− log(mfrac) where
mfrac = 0.5.
We then define IP galaxies as IP candidates with no
neighbors with M∗ > mfracMIP within a projected dis-
tance of 500 comoving kpc (ckpc) and ±2σz in redshift
space, where σz is defined by the correspondence between
PRIMUS redshifts and higher-resolution spectroscopic
redshifts in PRIMUS fields (see Coil et al. 2011, for de-
tails).
These isolation criteria are chosen because they yield
IP samples that balance the competing needs of a large
sample size and high completeness (the fraction of true
central galaxies correctly identified as isolated), while min-
imizing sample contamination (the fraction of galaxies
identified as isolated but which are actually satellite galax-
ies). Below in section §6 we estimate the completeness
and contamination of PRIMUS IP samples as a function
of redshift and stellar mass for different values of rp, mfrac,
and multiples of σz by applying the same isolation criteria
to mock catalogs designed to match PRIMUS data.
It is possible for galaxies near the edge of the survey
area to be incorrectly classified as isolated if in reality
they have a sufficiently massive neighbor that would be
within a projected distance of 500 ckpc that happens to
lie outside the survey area. Berti et al. (2017) investigated
the potential for this effect to contaminate IP samples
in PRIMUS by visually inspecting the distribution of
IPs near the survey edges. They found that the spatial
density of IPs does not rise substantially near the survey
edges and concluded that false detections near edges do
not significantly impact IP selection.
2.7. Galaxy Samples
A main goal of this work is investigate the dependence
of clustering amplitude on both stellar mass and sSFR
for IP galaxies (which we use a proxy for central galaxies)
at z ∼ 0.5 in PRIMUS. After classifying all PRIMUS
galaxies in the full sample as star-forming or quiescent
as described in §2.4, and then selecting IP galaxies from
the full sample, we next divide IP galaxies into various
samples for which we measure clustering amplitude and
absolute bias on two-halo scales (see §4).
The “star-forming/quiescent split” run divides IP galax-
ies into star-forming and quiescent samples in two red-
shift bins to compare the clustering of star-forming versus
quiescent IP galaxies at fixed stellar mass. The ”main
sequence split” run further divides IP galaxies within the
star-forming and quiescent main sequences into samples
above and below each main sequences. This allows us to
test the dependence of clustering amplitude on sSFR at
fixed stellar mass for IP galaxies within the star-forming
and quiescent main sequences.
Coil et al. (2017) make similar measurements for all
PRIMUS galaxies, and the IP galaxy samples we use here
are analogous to their Run 1 (“star-forming/quiescent
split”) and Run 2 (“main sequence split”) samples. Be-
cause here we are concerned with IP galaxies and the
density of identifiable IP galaxies in PRIMUS decreases
significantly with redshift, the maximum redshift of any
of our samples is z = 0.9. Histograms of the redshift and
stellar mass distributions of all IP galaxy samples are
shown in Figures 2 and 3, respectively. Table 1 summa-
rizes the properties of all galaxy samples.
2.7.1. Star-forming/Quiescent Split
We first define samples of star-forming and quiescent IP
galaxies above the PRIMUS mass completeness limits in
“low” (0.2 < z < 0.5) and “high” (0.5 < z < 0.9) redshift
bins. Galaxies are classified as star-forming or quiescent
by the same criteria used in Coil et al. (2017) and Berti
et al. (2017): a galaxy with redshift z is star-forming
(quiescent) if it lies above (below) Equation 1 in the
stellar mass-sSFR plane.
While our star-forming and quiescent IP galaxy pop-
ulations are statistically complete (after applying the
targeting and completeness weights described above),
and while we require IP galaxies to be above the stellar
mass completeness limits of the survey, the median stellar
masses and redshifts of the star-forming and quiescent
IP populations differ, due to differences in the stellar
mass functions of star-forming and quiescent galaxies (see
Moustakas et al. 2013).
The filled blue and red histograms in the top panel
of Figure 2 show the redshift distributions of all star-
forming and quiescent PRIMUS IP galaxies, respectively.
The unfilled histograms show stellar mass-matched and
redshift-matched star-forming and quiescent IP galaxy
samples, each of which is a subset of the corresponding
filled histogram.
The top panels of Figure 3 show the stellar mass dis-
tributions of all star-forming and quiescent PRIMUS
galaxies in low (0.2 < z < 0.5) and high (0.5 < z < 0.9)
redshift bins, all star-forming and quiescent IP galaxies
in each redshift bin, and stellar mass-matched samples
of star-forming and quiescent IP galaxies within each
bin. For example, the low redshift star-forming and qui-
escent IP galaxy samples have median stellar masses of
1010.3 M and 1010.7 M, respectively, while the stellar
mass-matched IP galaxy samples both have a median stel-
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lar mass of ∼ 1010.6 M. We obtain stellar mass-matched
IP galaxy samples by selecting all galaxies within the inter-
section of the stellar mass histograms of all star-forming
IP galaxies and all quiescent IP galaxies. For the rest of
this paper we use the stellar mass-matched IP galaxy sam-
ples for the “star-forming/quiescent split” run (hatched
histograms in the top panels of Figure 3 and outlined red
and blue histograms in the top panel of Figure 2).
2.7.2. Main Sequence Split
To investigate the clustering amplitude dependence of
IP galaxies within the star-forming and quiescent main
sequences we divide the star-forming and quiescent IP
galaxy populations in the redshift range 0.2 < z < 0.7
each into two samples of approximately equal size and
with the same median redshift (see the lower panels of
Fig. 2) and stellar mass (see the lower panels of Fig. 3).
Because here we split the IP galaxy population into four
samples we use a wider redshift range than either used
for the star-forming/quiescent split IP galaxy samples
to maintain sufficiently large sample sizes and reduce
uncertainty.
We split the star-forming IP galaxy population into
“star-forming above” (SF-above) and “star-forming be-
low” (SF-below) samples based on whether each galaxy is
above or below the redshift-dependent star-forming main
sequence (Eq. 4; solid blue lines in Fig. 1) evaluated at
the redshift of that galaxy. The quiescent population is
similarly divided into “quiescent above” (Q-above) and
“quiescent below” (Q-below) based on whether each galaxy
falls above or below the redshift-dependent quiescent main
sequence (Eq. 5; solid red lines in Fig. 1).
To identify the star-forming and quiescent main se-
quences as a function of redshift we first divide the star-
forming and quiescent populations into redshift bins of
width ∆z = 0.1 from z = 0.2 to z = 0.7. Within each
redshift bin we divide the star-forming and quiescent pop-
ulations separately into narrow bins in stellar mass, and
then find the median sSFR separately for star-forming
and quiescent galaxies within each stellar mass bin. For
each galaxy type (star-forming or quiescent) in each red-
shift bin we fit a linear relation between median sSFR
and mean stellar mass:
log(sSFR)SFmed = a
SF
0 (z) log(M∗/M) + a
SF
1 (z) (2a)
log(sSFR)Qmed = a
Q
0 (z) log(M∗/M) + a
Q
1 (z). (2b)
To account for the redshift dependence of the coeffi-
cients aSFi (z) and a
Q
i (z) in Equation 2 (where i = 0, 1)
we fit a second set of linear relations between the mean
redshift in each bin and the fitted values of aSFi (z) and
aQi (z) at each mean redshift:
aSF0 (z) = b
SF
0 z + c
SF
0 a
SF
1 (z) = b
SF
1 z + c
SF
1 (3a)
aQ0 (z) = b
Q
0 z + c
Q
0 a
Q
1 (z) = b
Q
1 z + c
Q
1 (3b)
Combining Eqs. 2a and 2b with Eqs. 3a and 3b gives the
final redshift-dependent equations for the star-forming
and quiescent main sequences. Star-forming IP galaxies
are classified as above or below the star-forming main
sequence based on whether they fall above or below the
following cut in the stellar mass-sSFR plane:
log(sSFR)SFMS =
(
bSF0 z + c
SF
0
)
log
[
M∗
M
]
+ bSF1 z + c
SF
1
= 2.02z − (0.08z + 0.67) log
[
M∗
M
]
− 3.53.
(4)
Similarly, the cut in the stellar mass-sSFR plane that
divides quiescent IP galaxies into samples above and
below the quiescent main sequence is given by
log(sSFR)QMS =
(
bQ0 z + c
Q
0
)
log
[
M∗
M
]
+ bQ1 z + c
Q
1
= 5.4z − (0.3z + 0.38) log
[
M∗
M
]
− 8.64.
(5)
Figure 1 shows stellar mass versus sSFR for the
four main sequence split IP galaxy samples (SF-
above, SF-below, Q-above, Q-below) in three redshift
bins: 0.2 < z < 0.35, 0.35 < z < 0.5, and 0.5 < z < 0.7,
and the star-forming and quiescent main sequence cuts
(Eqs. 4 (solid blue lines) and 5 (solid red lines), respec-
tively) evaluated at the mean redshift of each bin.
3. MOCK GALAXY CATALOGS
We create mock galaxy samples to help interpret our
observational results. The mock galaxy catalogs we use
are based on UniverseMachine (Behroozi et al. 2019). By
empirically modeling the dependence of galaxy SFR as a
function of halo mass, halo accretion rate, and redshift,
the UniverseMachine makes predictions for the star for-
mation history of galaxies across time, connecting these
histories to the assembly history of dark matter halos.
Predicting star formation history by modeling galaxy–
halo co-evolution has a long history in the field of semi-
analytic modeling (e.g., Kauffmann et al. 1993; Somerville
& Primack 1999; Benson 2012; Somerville & Dave´ 2015).
Recent progress in empirically modeling galaxy formation
has enabled a new generation of data-driven models to
self-consistently predict galaxy assembly histories across
cosmic time (Becker 2015; Cohn 2017; Moster et al. 2018).
As shown in Behroozi et al. (2019), the UniverseMachine
model has sufficient flexibility to capture a wide range of
statistics summarizing the observed galaxy distribution
across redshift, including stellar mass functions, quiescent
fractions, and two-point galaxy clustering.
We use the publicly available UniverseMachine code to
generate synthetic galaxies populating snapshots in the
MDPL2 simulation (Klypin et al. 2016).4 The snapshots
we use are at the mean redshifts of our low and high
redshift star-forming/quiescent split PRIMUS IP galaxy
samples: z = 0.35 and z = 0.7, respectively.
In each snapshot, every subhalo identified by Rockstar
in MDPL2 is populated with a synthetic galaxy.5 Briefly,
star-formation histories of UniverseMachine galaxies are
4 In practice we use a 250× 250× 400 Mpc/h cutout of MDPL2.
5 UniverseMachine mock catalogs include an additional treatment
of orphan galaxies that reside in subhalos no longer identified by
Rockstar; see Appendix D of Behroozi et al. (2019) for further
details.
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Table 1
PRIMUS IP galaxy samples.
Run Sample Name Ngal
Redshift log(M∗/M) log(sSFR/yr−1)
min mean max min mean max min mean max
Star-forming/quiescent split Q-lowz 2892 0.2 0.36 0.5 9.47 10.63 11.61 -13.07 -11.86 -10.89
SF-lowz 2706 0.2 0.38 0.5 9.38 10.63 11.55 -11.46 -10.24 -8.06
Q-highz 3179 0.5 0.66 0.9 10.43 10.98 11.88 -12.68 -11.50 -10.63
SF-highz 3331 0.5 0.71 0.9 10.38 10.98 11.99 -11.13 -10.17 -8.49
Main sequence split Q-below 3106 0.2 0.47 0.7 9.47 10.79 11.75 -13.37 -11.98 -11.23
Q-above 2447 0.2 0.47 0.7 9.56 10.82 11.76 -12.40 -11.46 -10.83
SF-below 6598 0.2 0.47 0.7 8.98 10.36 11.67 -11.46 -10.28 -9.30
SF-above 5486 0.2 0.46 0.7 8.99 10.35 11.70 -10.82 -9.63 -7.94
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Figure 4. Clustering amplitude, wp(rp), for stellar mass-matched samples of all star-forming (thin blue lines) and
all quiescent (thin red lines) PRIMUS galaxies at 0.2 < z < 0.5 (left) and 0.5 < z < 0.9 (right). Also shown is wp(rp)
for all star-forming (thick blue lines) and quiescent (thick red lines) mock galaxy samples from the PRIMUS-matched
“standard” mock galaxy catalogs at z = 0.35 (left) and z = 0.7 (right) in the same stellar mass ranges as PRIMUS
samples. The clustering of all galaxies in the PRIMUS-matched mock catalog agrees with PRIMUS at low redshift. At
high redshift galaxies in the PRIMUS-matched mock catalog are less clustered than PRIMUS galaxies, but the relative
bias of quiescent versus star-forming galaxies at fixed stellar mass agrees with PRIMUS within uncertainty.
modeled as follows. First, at each redshift, the distri-
bution of SFRs of synthetic galaxies is modeled with a
double Gaussian, one for quenched galaxies and one for
star-forming galaxies. The locations and relative heights
of the two SFR peaks have a parameterized dependence
on both Vmax (the maximum circular halo velocity) and
redshift. At fixed Vmax UniverseMachine allows for the
possibility that galaxy SFR is correlated with (sub)halo
∆Vmax|τdyn , the change in Vmax over the last dynami-
cal time, τdyn ≡ ( 43piGρvir)−1/2, where ρvir is the virial
overdensity. Conditional Abundance Matching (CAM)
is used to implement the correlation between SFR and
∆Vmax|τdyn , while the strength of this correlation is pa-
rameterized to allow for possible dependence upon both
halo mass and redshift. We then tailor these mock galaxy
catalogs to mimic PRIMUS galaxy targeting with the pro-
cess described in §3.1 below. Throughout this paper we
refer to these mock galaxy catalogs (after matching them
to observed PRIMUS data) as our “standard” mocks.
Figure 4 shows wp(rp) separately for star-forming and
quiescent PRIMUS galaxies at fixed stellar mass in low
(0.2 < z < 0.5) and high (0.5 < z < 0.9) redshift bins.
Also shown for comparison is wp(rp) for the corresponding
mock galaxy samples from the z = 0.35 and z = 0.7
“standard” mock galaxy catalogs. At low redshift (z ∼
0.35) the relative bias on two-halo scales of all quiescent
to all star-forming PRIMUS galaxies at fixed stellar mass
is 1.65± 0.04, while in the “standard” mock catalog the
relative bias is 1.38 ± 0.03. At high redshift (z ∼ 0.7)
this two-halo relative bias is 1.58± 0.06 in PRIMUS and
1.36 ± 0.05 in the “standard” mock catalog. While the
relative biases in the PRIMUS galaxy samples and the
mock galaxy samples are not identical, they are similar,
and the clustering properties of the mock catalogs are
sufficient for the purposes used here.
In this work we use IP galaxies in PRIMUS as an obser-
vational proxy for central galaxies. Our investigation will
benefit from mock galaxy catalogs with a strong intrinsic
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signal6 so that we can conduct a systematic study of
how various measurement choices weaken or change the
underlying clustering difference between quiescent and
star-forming central galaxies. To facilitate such testing,
we create an alternate version of the best-fit UniverseMa-
chine model and an associated “modified” mock galaxy
catalog at z = 0.35, in which we enhance the strength
of the correlation between central galaxy SFR and host
halo accretion rate (dMhalo/dt). The observable effect of
this enhancement is a correlation between galaxy sSFR
and clustering amplitude at fixed stellar mass for galax-
ies within the quiescent main sequence (and to a lesser
extent within the star-forming main sequence), consistent
with the observations of Coil et al. (2017) for PRIMUS
galaxies. The relative bias between star-forming and qui-
escent galaxies is unchanged compared to the “standard”
z = 0.35 mock galaxy catalog.
We use CAM to model this enhanced correlation (see
Hearin et al. 2014; Watson et al. 2015). At fixed stellar
mass, and separately for star-forming and quiescent cen-
trals, we assume that sSFR varies monotonically with
halo accretion rate, with stochasticity such that sSFR
and dMhalo/dt exhibit a 50% rank-order correlation coef-
ficient. The bin-free implementation of CAM in Halotools
(Hearin et al. 2017) exactly preserves P(SFR|M∗), and
so the one-point correlation functions in our mock are in
exact statistical agreement with the best-fit UniverseMa-
chine model. The two-halo relative bias of quiescent
versus star-forming galaxies at fixed stellar mass in the
“modified” mock is 1.38± 0.03, in precise agreement with
the “standard” z = 0.35 mock catalog.
3.1. Matching Mock Catalogs to PRIMUS
To compare the clustering of PRIMUS IP galaxies to
that of IP and central galaxies in mock catalogs we require
mock catalogs that match the PRIMUS dataset at a given
redshift as closely as possible. Specifically, mock catalogs
should have the same stellar mass and sSFR distributions,
galaxy number density, and line-of-sight position (related
to redshift) uncertainty as PRIMUS data.
We use the following process to match our mock catalogs
to the PRIMUS survey dataset:
1. Match the joint stellar mass and sSFR dis-
tribution. For each mock catalog we create a
normalized two-dimensional histogram of the joint
stellar mass and sSFR distribution of all zquality ≥ 3
PRIMUS galaxies within a given redshift range
using bins of width 0.1 dex in stellar mass and
0.1 dex in sSFR. The redshift ranges used are
0.2 < zPRIMUS < 0.5 and 0.5 < zPRIMUS < 0.9 for
the z = 0.35 and z = 0.7 “standard” mock galaxy
catalogs, respectively. For the z = 0.35 “modified”
mock catalog we use 0.2 < zPRIMUS < 0.7, the red-
shift range of the main sequence split PRIMUS IP
galaxy samples.
We then randomly select from each bin the num-
ber of mock galaxies equal to the weight of that
bin multiplied by the total number of mock galax-
ies in all bins with nonzero weight. This process
6 By “signal” we mean specifically a difference in clustering
amplitude between quiescent and star-forming galaxies at fixed
stellar mass.
eliminates mock galaxies with sufficiently low stellar
mass and/or sSFR that they would not be PRIMUS
targets and ensures that the remaining mock galax-
ies have the same stellar mass and sSFR distribu-
tions as PRIMUS galaxies within a given redshift
range around the redshift of the mock.
2. Match the mean galaxy number density. We
then randomly down-sample the mock catalog so
that it has the same number density as the mean
observed PRIMUS number density over the relevant
redshift range: 0.3 < zPRIMUS < 0.4 for zmock =
0.35 and 0.65 < zPRIMUS < 0.75 for zmock = 0.7.
We use the mean density of the two largest PRIMUS
fields: CDFS and XMM. In §5.3 below we test the
effect of using higher and lower densities on IP
galaxy selection and the relative bias of IP and
central galaxy samples in the mock catalogs.
3. Add PRIMUS-like redshift-space distor-
tions. While mock galaxy catalogs contain precise
spatial information in three dimensions, PRIMUS
redshifts have an uncertainty of σz ' 0.005(1 + z),
which translates to an uncertainty in galaxy position
in the comoving line-of-sight distance rz. To emu-
late this uncertainty in the mock catalogs we add
∆rz (Mpc/h) to each mock galaxy’s rz coordinate
such that rnoisyz = rz + ∆rz, where ∆rz is randomly
drawn from a normal distribution of width σrz(z)
(Mpc/h). We compute σrz (z) by using the relation-
ship between peculiar velocity vphys and redshift to
express the PRIMUS peculiar velocity uncertainty
σvphys in terms of redshift:
z ' vphys/c→ σvphys = c σz
= c× 0.005(1 + z). (6)
Physical distance rz, phys is related to comoving line-
of-sight distance rz by the scale factor a(z):
rz, phys = a(z) rz, (7)
and to peculiar velocity vphys by H(z):
rz, phys = vphys/H(z). (8)
Combining the three equations above we have
σrz (z) =
σvphys
a(z)H(z)
=
c× 0.005(1 + z)2
H0
√
ΩM(1 + z)3 + Ωk(1 + z)2 + ΩΛ
. (9)
For example, σrz ' 22.8 Mpc/h at z = 0.35 and
σrz ' 29.4 Mpc/h at z = 0.7.
In §5.3 below we compare IP galaxy selection and clus-
tering results in the mock catalogs with and without
added PRIMUS redshift-space uncertainty.
3.2. IP Galaxy Selection and Mock Samples
IP galaxies were selected in the PRIMUS-matched
“standard” and “modified” mock galaxy catalogs using
the same criteria used to select IP galaxies in PRIMUS,
where a cylinder depth of ±2σrz (zmock) Mpc/h was used
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Table 2
Mock galaxy samples.
Run Sample Name Ngal zmock
log(M∗/M) log(sSFR/yr−1)
min mean max min mean max
Star-forming/quiescent split SF-lowz-IP 23608 0.35 10.00 10.63 11.59 -10.98 -10.05 -8.75
(“standard” mock catalogs) Q-lowz-IP 23608 0.35 10.04 10.63 11.60 -13.04 -11.72 -10.80
SF-highz-IP 4141 0.7 10.80 11.03 11.59 -10.74 -9.87 -8.95
Q-highz-IP 4141 0.7 10.86 11.04 11.59 -12.76 -11.54 -10.62
SF-lowz-cen 26257 0.35 10.00 10.62 11.58 -10.98 -10.03 -8.85
Q-lowz-cen 26257 0.35 10.04 10.62 11.60 -13.02 -11.69 -10.79
SF-highz-cen 3843 0.7 10.80 11.02 11.59 -10.74 -9.86 -8.72
Q-highz-cen 3843 0.7 10.86 11.03 11.58 -12.76 -11.51 -10.62
SF-lowz-all 42321 0.35 10.00 10.58 11.59 -10.98 -10.02 -8.83
Q-lowz-all 42321 0.35 10.04 10.59 11.57 -13.03 -11.74 -10.79
SF-highz-all 5018 0.7 10.80 11.02 11.59 -10.74 -9.86 -8.64
Q-highz-all 5018 0.7 10.86 11.02 11.58 -12.76 -11.54 -10.62
Main sequence split SF-above-IP 22140 0.35 9.81 10.42 11.57 -12.50 -9.66 -8.49
(“modified” mock catalog) SF-below-IP 22140 0.35 9.81 10.42 11.57 -12.83 -10.13 -8.44
Q-above-IP 11187 0.35 10.04 10.73 11.69 -13.23 -11.43 -9.63
Q-below-IP 11187 0.35 10.04 10.73 11.62 -13.33 -12.03 -10.08
SF-above-cen 29562 0.35 9.81 10.40 11.57 -12.50 -9.65 -8.41
SF-below-cen 29562 0.35 9.81 10.40 11.57 -12.82 -10.11 -8.41
Q-above-cen 11989 0.35 10.04 10.70 11.69 -13.23 -11.41 -9.40
Q-below-cen 11989 0.35 10.04 10.70 11.65 -13.33 -12.00 -10.08
SF-above-all 38119 0.35 9.81 10.39 11.57 -12.50 -9.65 -8.54
SF-below-all 38119 0.35 9.81 10.39 11.57 -12.83 -10.12 -8.48
Q-above-all 19834 0.35 10.04 10.68 11.69 -13.23 -11.45 -9.40
Q-below-all 19834 0.35 10.04 10.68 11.66 -13.33 -12.06 -10.08
instead of ±2σz in redshift space because each mock is a
snapshot at a single redshift.
IP galaxies from “standard” mock catalogs were divided
into star-forming and quiescent samples, while IP galax-
ies from the “modified” mock catalog were divided into
samples above and below the star-forming and quiescent
main sequences. However, the same cuts used to divide
star-forming and quiescent galaxies in PRIMUS do not
precisely align with the PRIMUS-matched mock catalogs.
This is shown in Fig. 5 for the z = 0.35 “modified” mock
catalog; solid lines show the PRIMUS cuts (Eq. 1), while
the dashed lines show the redshift-dependent cuts that are
fit to the minimum of the bimodal mock catalog stellar
mass-sSFR distributions, which are given by the following
relation:
log(sSFR) = −0.64z + (0.13z − 0.31) log
[
M∗
M
]
− 7.77.
(10)
To divide star-forming and quiescent IP galaxies in the
“modified” mock catalog into samples above and below the
main sequence of each population we found the median
stellar mass in each of a series of narrow mass bins for
the star-forming (quiescent) mock IP galaxy population.
The “SF-above” (“SF-below”) mock IP galaxy sample
consists of all star-forming mock IP galaxies with stellar
masses above (below) the median star-forming IP galaxy
stellar mass in for their mass bin. Similarly, the “Q-above”
(“Q-below”) mock IP galaxy sample is all quiescent mock
IP galaxies with stellar masses above (below) the relevant
median quiescent mock IP galaxy stellar mass. This
method splits the star-forming and quiescent mock IP
galaxy populations each into two samples of equal size
and mean stellar mass. Table 2 summarizes all galaxy
samples from the “standard” and “modified” mock galaxy
catalogs.
4. METHODS
4.1. Clustering Measurements
To quantify the clustering of IP galaxies we measure the
two-point correlation function ξ(r), which determines the
excess probability above a random Poisson distribution
of a pair of galaxies having a given physical separation.
Following the methods of Coil et al. (2017), we first mea-
sure the cross-correlation function (CCF) of a given IP
galaxy sample with a “tracer” galaxy sample consisting of
all PRIMUS galaxies with robust redshifts within the rel-
evant redshift range. For CCF measurements we use the
Davis & Peebles (1983) estimator: ξ(rp, pi) = GT/GR−1,
where GT is the sum of the weighted pair counts of IP
galaxies (G) and tracer galaxies (T ) and GR is the sum of
the weighted pair counts of IP galaxies and a random cat-
alog that has the same projected spatial distribution and
redshift distribution as the tracer sample. The random
catalogs also account for the PRIMUS redshift success
fraction discussed in §2.1 above. Weights account for
target selection in PRIMUS (see §2.2) and allow us to
create a statistically complete sample not subject to spa-
tial biases. Pair counts are measured in bins of projected
distance rp and line-of-sight distance pi.
We also measure the auto-correlation function (ACF)
of the tracer sample in the same volume as each IP
galaxy sample using the Landy & Szalay (1993) estimator:
ξ(rp, pi) = (GG−2GR)/RR+1, where GG, GR, and RR
are weighted pair counts of galaxies in the galaxy-galaxy,
galaxy-random, and random-random catalogs. Weights
again are used to account for the PRIMUS target selec-
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Figure 5. Stellar mass versus sSFR for the low red-
shift (top row) and high redshift (bottom row) “star-
forming/quiescent split” IP galaxy samples and four
“main sequence split” IP galaxy samples (middle row) in
the PRIMUS-matched mock galaxy catalogs (left column)
and in PRIMUS (right column). Each panel lists the
median stellar mass of each galaxy sample. The PRIMUS
galaxy type cut (Eq. 1; solid black line) does not quite
fit the minimum of the bimodal stellar mass-sSFR dis-
tribution of the corresponding PRIMUS-matched mock
catalog. We therefore use a slightly different cut (Eq. 10;
dashed black line) to divide the PRIMUS-matched mock
galaxy catalogs into star-forming and quiescent galaxy
samples.
tion.
To account for redshift space distortions, we then obtain
the projected correlation function wp(rp) by integrating
all ACFs and CCFs along the line-of-sight to a maximum
separation of pimax = 40 Mpc/h, chosen because the
signal-to-noise ratio of ξ(rp, pi) declines quickly for larger
values of pi.
Finally, we infer the ACF for a particular IP galaxy
sample from the corresponding projected galaxy–tracer
CCF, ωGT(rp), and projected tracer ACF, ωTT(rp):
ωGG(rp) =
ω2GT(rp)
ωTT(rp)
. (11)
This method assumes that the spatial distributions of the
IP and tracer galaxies in each sample are linearly related
to the spatial distribution of the underlying dark matter,
and that IP and tracer galaxies are well-mixed within
dark matter halos. Coil et al. (2017) test this assumption
by comparing the direct ACF of both star-forming and
quiescent PRIMUS galaxies with the ACF inferred from
the galaxy–tracer CCF and find excellent agreement on
both small and large projected scales.
4.2. Relative Bias
In this paper we focus on relative bias measurements
to compare the clustering amplitudes of different galaxy
samples at the same redshift. The relative bias of two
galaxy samples is defined to be the square root of the
ratio of their respective projected correlation functions
and is a simple comparison of the clustering strengths of
the two samples over a given length scale. We estimate
the relative bias brel between two IP galaxy samples on
the “two-halo” scale of 1 < rp < 10 Mpc/h by taking the
mean of
√
ω1(rp)/ω2(rp) over the scales of interest, where
ω1 and ω2 are the values of the projected auto-correlation
functions of the two galaxy samples at each rp bin value
between 1 and 10 Mpc/h.
4.3. Error Estimation
We estimate the uncertainty on wp(rp) using the jack-
knife resampling procedure described in Coil et al. (2017),
which accounts for uncertainty due to cosmic variance.
We use 10 jackknife samples across the four PRIMUS
fields. The two larger fields, CDFS and XMM, are each
divided along lines of constant RA and Dec into four
subfields of roughly equal area on the sky. The smaller
fields, COSMOS and ES1, are not subdivided as they
are each approximately one fourth the size of the larger
fields.
We calculate the projected correlation function wp(rp)
for each jackknife sample j. The variance of wp(rp) is
then
σ2wp(rp) =
N − 1
N
N∑
j
(wp(rp)− ωj(rp))2, (12)
where N is the total number of jackknife samples and
ωj(rp) is the projected correlation function for a given
jackknife sample. These errors are shown in figures of
wp(rp) for individual bins in rp.
To estimate the uncertainty on the relative bias between
two galaxy samples, we calculate brel for each jackknife
sample j and measure the variance of the relative bias
across the samples:
σ2brel =
N − 1
N
N∑
j
(brel − brel,j)2, (13)
where brel,j is the relative bias for a given jackknife sample.
We therefore do not use the error bars on wp(rp) for each
sample, but rather calculate the variance of the relative
bias itself.
For the mock catalogs, to estimate the uncertainty on
the two-halo scale relative bias for mock galaxy samples
we repeat the pipeline described in §3.1 10 times to create
10 versions of the relevant PRIMUS-matched mock galaxy
catalog, each with its own set of the relevant galaxy
samples in Table 2. Then for a given sample or samples
from each of the 10 versions of the mock galaxy catalog
we calculate the relative bias, take the mean of all 10
values, and take the standard deviation of all 10 values
as the error on the mean.
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5. ISOLATED PRIMARY CLUSTERING RESULTS
In this section we present two-halo relative bias measure-
ments for the various IP galaxy samples from PRIMUS,
and compare these results to the relative bias measure-
ments for IP and central galaxy samples from the mock
galaxy catalogs. We first present results for the “star-
forming/quiescent split” samples in §5.1, and use the
mock galaxy catalogs to refine the relative biases we mea-
sure in PRIMUS data. In §5.2 we present results for the
“main sequence split” galaxy samples in PRIMUS and
the mock catalogs. These galaxy samples are selected to
investigate whether we detect any dependence of cluster-
ing amplitude on sSFR for IP galaxies separately within
the star-forming and quiescent main sequences (“intra-
sequence” relative bias). Finally in §5.3 we explore how
factors such as galaxy number density and the presence
of PRIMUS redshift errors affect the selection of IP galax-
ies and the relative biases of IP and central galaxies we
measure in the mock galaxy catalogs.
5.1. Star-forming/quiescent split
A main goal of this work is to quantify the relative clus-
tering strength of star-forming and quiescent IP galaxies
as a proxy for star-forming and quiescent central galax-
ies at 0.2 < z < 0.9. As shown in the top panels of
Figure 6, quiescent IP galaxies are more strongly clus-
tered than star-forming IP galaxies at fixed stellar mass
in both redshift bins (z ∼ 0.35 and z ∼ 0.7). The top
panels show wp(rp) for the star-forming/quiescent split
PRIMUS IP galaxy samples at low (0.2 < z < 0.5) and
high (0.5 < z < 0.9) redshift, and report the relative bias
between quiescent and star-forming IP galaxies in each
redshift bin. At low redshift the mean stellar mass of
both quiescent and star-forming IP galaxies in the data is
∼ 10.6 and the relative bias is 1.71± 0.07, while at high
redshift (0.5 < z < 0.9) the mean stellar mass is ∼ 11.0
and the relative bias is 1.31± 0.16.
Because IP galaxies in PRIMUS are only a proxy for
true central galaxies, it is important to consider the extent
to which the relative bias we measure for IP galaxies may
differ from the value for galaxies in PRIMUS that are
truly centrals. Any sample of IP galaxies selected using
isolation criteria will have some degree of contamination
(see §6 below) from satellite galaxies misclassifed as iso-
lated galaxies. One of the most robust results from HOD
studies is that satellite galaxies are more strongly clus-
tered than central galaxies of the same stellar mass; for
example, the minimum mass for a dark matter to host a
satellite galaxy is typically ∼ 20 times larger than the min-
imum halo mass required to host a central (e.g., Zehavi
et al. 2005; Leauthaud et al. 2012). A similarly robust
result deriving from empirical modeling fits to galaxy
clustering is that quiescent galaxies are more strongly
clustered than star-forming galaxies at fixed stellar mass
(e.g., Tinker et al. 2013).
Due to the combination of these effects working in con-
cert, we must consider the possibility that the difference
in clustering amplitude we observe between quiescent and
star-forming PRIMUS IP galaxies is due not to an inher-
ent dependence of central galaxy clustering strength on
sSFR, but is instead a result of contamination by satellite
galaxies when selecting IP galaxy samples.
We investigate this possibility by measuring the relative
bias of quiescent versus star-forming galaxies for samples
of IP and central galaxies, with the same stellar mass
distribution as PRIMUS IP galaxies, from the “standard”
mock galaxy catalogs. IP galaxies are selected by applying
to the mock catalogs the same isolation criteria used to
select IP galaxies in PRIMUS. Table 2 presents details of
the mock IP and central galaxy samples, and clustering
amplitudes and relative biases are shown in the bottom
panels of Figure 6.
At low redshift (z ∼ 0.35; bottom left panel) the relative
bias of quiescent versus star-forming mock IP galaxies
(thick red and blue lines) at fixed stellar mass is 1.38±0.03,
while for mock central galaxies (dashed red and blue
lines) with the same stellar mass distribution the relative
bias is 1.28 ± 0.02, or 7% less than IP galaxies. Thus
while the relative bias for mock central galaxies is slightly
lower than for mock IP galaxies, quiescent mock central
galaxies are more strongly clustered than star-forming
mock central galaxies at fixed stellar mass (for the stellar
mass range probed here). Applying this 7% “correction”
to the relative bias of PRIMUS IP galaxies yields an
estimated value of 1.59 ± 0.06 for central galaxies in
PRIMUS at z ∼ 0.35.
We find similar results at high redshift (bottom right
panel of Figure 6), where the relative bias of quiescent
versus star-forming mock galaxies is 1.36± 0.05 for mock
IP galaxies, and 1.29 ± 0.02 for mock central galaxies.
Applying this 5% difference results in an estimated rela-
tive bias for PRIMUS central galaxies at high redshift of
1.24± 0.12.
The simplest explanation of these results is distinct
stellar-to-halo mass relations for star-forming and quies-
cent central galaxies, which Behroozi et al. (2019) also
hints at for z & 1. However we note the possibility that
star-forming and quiescent central galaxies could have
the same mean stellar mass at fixed halo mass, and that
the scatter in the SMHM relation in combination with
the strong positive correlation between quiescent fraction
and halo mass (Mandelbaum et al. 2016), could imply
that for a sample of central galaxies at fixed stellar mass
the quiescent centrals have a larger mean halo mass than
star-forming centrals.
5.2. Main sequence split
In the previous section we found a significant (10σ)
difference in the clustering amplitude of quiescent versus
star-forming IP galaxies in PRIMUS at z ∼ 0.35 (for
log(M∗/M) ∼ 10.6), and a ∼ 2σ difference at z ∼ 0.7
(for log(M∗/M) ∼ 11.0). We now investigate whether
the dependence of the clustering amplitude on sSFR that
we find when comparing quiescent and star-forming IP
galaxies in PRIMUS persists within the star-forming and
quiescent main sequences separately. As before we com-
pare the relative biases of IP galaxy samples in PRIMUS
to the corresponding IP and central galaxy samples from
a mock galaxy catalog.
Since we are now dividing PRIMUS IP galaxies into
four samples—above and below each of the star-forming
and quiescent main sequences—we use a single wider
redshift bin (0.2 < z < 0.7) instead of the narrower low
and high redshift bins used in §5.1, to increase the sample
sizes. Additionally, as we are now investigating whether
the clustering amplitude of IP galaxies within each main
sequence depends on sSFR at fixed stellar mas, we no
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Figure 6. Clustering amplitude, wp(rp), for star-forming (thin blue lines) and quiescent (thin red lines) PRIMUS
IP galaxy samples at low (0.2 < z < 0.5; left) and high (0.5 < z < 0.9; right). Also shown are star-forming and
quiescent IP galaxies (dashed blue and red lines) and central galaxies (thick blue and red lines) in low (z = 0.35) and
high (z = 0.7) redshift PRIMUS-matched “standard” mock galaxy catalogs. Within each redshift bin all PRIMUS and
mock galaxy samples have the same stellar mass distribution: the mean stellar mass is ∼ 1010.6 M at 0.2 < z < 0.5
and ∼ 1011.0 M at 0.5 < z < 0.9 (see Tables 1 and 2). At fixed stellar mass quiescent IP galaxies are more strongly
clustered on two-halo scales than star-forming IP galaxies.
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Figure 7. Clustering amplitude, wp(rp), for main-sequence split samples of all PRIMUS galaxies and stellar
mass-matched samples of all galaxies from the “modified” mock galaxy catalog. The left panel shows PRIMUS and
mock galaxy samples above (thin and thick light red lines) and below (thin and thick dark red lines) the quiescent
main sequence, while the right panel shows PRIMUS and “modified” mock samples above (thin and thick dark blue
lines) and below (thin and thick light blue lines) the star-forming main sequence.
longer require the same stellar mass distribution between
samples of star-forming and quiescent galaxies; we only
need to constrain intra-sequence samples to have the
same stellar mass distributions. This enables us to use
a larger fraction of the star-forming PRIMUS IP galaxy
population than we could for the “star-forming/quiescent
split” comparison, across a wider stellar mass distribution.
As the “standard” mock galaxy catalogs we use in the
previous section do not incorporate the dependence of
clustering amplitude on sSFR that Coil et al. (2017) find
at fixed stellar mass for all galaxies within the star-forming
and quiescent main sequences, in this section we use
the “modified” mock galaxy catalog for comparison with
PRIMUS. As described in §3, the “modified” mock catalog
has an “intra-sequence” clustering amplitude dependence
on sSFR for all galaxies intentionally built into the mock
catalog, such that the “intra-sequence” relative bias—
the relative bias of galaxies below versus above the star-
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Figure 8. Clustering amplitude, w (rp), for main-sequence split samples of PRIMUS IP galaxies (solid lines),
and IP galaxies (thick lines) and central galaxies (dashed lines) in the “modified” mock galaxy catalog. IP galaxy
samples above and below the quiescent main sequence (light and dark red lines) have the same stellar mass distribution
(log(M∗/M) ∼ 10.8), as do the IP galaxy samples above and below the star-forming main sequence (dark and light
blue lines; log(M∗/M) ∼ 10.3). The joint stellar mass and sSFR distribution of each IP galaxy sample is shown in
Figure 1. Intra-sequence relative bias is not present for PRIMUS IP galaxies—i.e. we don’t see clustering strength
dependence on sSFR for IP galaxies within either the star-forming or quiescent main sequence. However, intra-sequence
relative bias does persist for mock IP and central galaxies in the “modified” mock galaxy catalog.
forming or quiescent main sequence—agrees with what
Coil et al. (2017) find for PRIMUS data.
This agreement is shown in Figure 7, which shows
wp(rp) for the “main sequence split” samples of all galax-
ies in both PRIMUS and the “modified” mock galaxy
catalog. The left panel of Figure 7 shows PRIMUS and
mock galaxy samples above (light red) and below (dark
red) the quiescent main sequence, while the right panel
shows PRIMUS and mock samples above (dark blue) and
below (light blue) the star-forming main sequence. The
intra-sequence relative bias of all quiescent galaxies is
1.24 ± 0.04 for PRIMUS and 1.21 ± 0.01 for the “mod-
ified” mock galaxies. For all star-forming galaxies the
intra-sequence relative bias is 1.18 ± 0.04 for PRIMUS
and 1.14± 0.01 for the ”modified” mock galaxies.7
With agreement between PRIMUS and the “modified”
mock galaxy catalog established for all galaxies, we next
investigate whether the intra-sequence relative biases per-
sist for IP galaxies, used as a proxy for central galaxies.
The results are shown in Figure 8, which shows wp(rp)
for the “main sequence split” samples of PRIMUS IP
galaxies (top panels), as well as for stellar mass-matched
samples of IP and central galaxies from the “modified”
mock galaxy catalog (bottom panels). We do not find
an “intra-sequence” clustering amplitude dependence on
7 We note that the mean stellar masses of the galaxy samples
in Figure 7 differ between PRIMUS and the mock galaxy catalog
by up to ∼ 0.3 dex. This is because the clustering amplitude
and intra-sequence relative bias measurements for the PRIMUS
samples in this figure (all galaxies at 0.2 < z < 0.7 in the full
PRIMUS stellar mass range divided into samples above and below
the star-forming and quiescent main sequences) are taken from Coil
et al. (2017) and contain additional galaxies from DEEP2. The
“modified” mock galaxy catalog we use here for comparison with
PRIMUS is matched to only PRIMUS data, not to the slightly
different combined dataset of PRIMUS and DEEP2 galaxies used
by Coil et al. (2017).
sSFR (the “signal”) for IP galaxies: the intra-sequence
relative bias of PRIMUS IP galaxies is 0.99 ± 0.05 for
quiescent and 0.99± 0.06 for star-forming galaxies.
However, in the “modified” mock galaxy catalog an
intra-sequence clustering amplitude dependence on sSFR
is present for both IP and central galaxies, with a relative
bias of ∼ 1.25± 0.03 for both star-forming and quiescent
mock IP and central galaxies.
Given the intra-sequence relative bias detected for mock
IP galaxies, we might expect a similar signal for IP galax-
ies in PRIMUS. However we note that the “modified”
mock galaxy catalog is intentionally designed to have
intra-sequence relative bias present at all stellar masses
for the sake of comparison with PRIMUS data; that intra-
sequence relative bias persists in the mock catalog at
higher stellar mass does not mean we should necessarily
expect to observe a signal for the same stellar mass range
in PRIMUS.
As Figure 8 shows, no such signal is observed in
PRIMUS data, though this could be due to the PRIMUS
mass completeness limits (see §2.5) necessarily constrain-
ing IP galaxy samples to relatively high stellar mass
(log(M∗/M) & 10.8 for quiescent and & 10.3 for star-
forming galaxies). This is illustrated in Figure 9, which is
the same as Figure 7 except the stellar mass range of each
“main sequence split” galaxy sample is now constrained
to the higher stellar mass range of the corresponding
IP galaxy sample. While Figure 7 shows the clustering
amplitude and relative bias of “main sequence split” sam-
ples of all galaxies over the full PRIMUS stellar mass
range, Figure 9 shows the same measurements for these
samples limited to a higher mean stellar mass—the same
stellar mass range as the “main sequence split” IP galaxy
samples.
As discussed above, the clustering amplitude and rela-
tive bias of “main sequence split” samples of all galaxies
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Figure 9. Same as Figure 7 except here the stellar mass range of each galaxy sample is limited to that of quiescent
(left) and star-forming (right) PRIMUS IP galaxies. The clustering amplitude and intra-sequence relative bias of all
galaxies in the “modified” mock galaxy catalog matches PRIMUS over the full PRIMUS stellar mass range. This
agreement is no longer present when the same galaxy samples are constrained to the (higher) PRIMUS IP galaxy
stellar mass range.
agrees between the PRIMUS data and the “modified”
mock galaxy catalog when sample galaxies are selected
from the full PRIMUS stellar mass range, as seen in
Figure 7. These intra-sequence relative biases remain
consistent in the mock catalog when sample galaxies are
constrained to the higher stellar mass range of PRIMUS
IP galaxies (log(M∗/M) ∼ 10.7 for quiescent and ∼ 10.3
for star-forming galaxies). As shown in Figure 9, the intra-
sequence relative biases for all “modified” mock galaxies
at the IP galaxy stellar mass range is 1.21± 0.02 for qui-
escent and 1.20± 0.03 for star-forming galaxies. However,
in the PRIMUS data these intra-sequence relative biases
are only 1.09± 0.04 for all quiescent and 1.05± 0.04 for
all star-forming galaxies, for the IP galaxy stellar mass
range.
The fact that we do not observe a significant intra-
sequence relative bias for PRIMUS IP galaxies does not
necessarily indicate that no signal exists, although it
does indicate that a substantial component of the signal
Coil et al. (2017) find for all PRIMUS galaxies is likely
due to satellites. This result is also consistent with Zu
et al. (2017), who find a hint of intra-sequence clustering
differences in SDSS, although measurement uncertainties
in their summary statistic are too large to conclusively
quantify the true strength of the correlation.
In addition to the possible stellar mass-dependent ef-
fect of this signal, it is possible that our sample sizes are
simply too small for a significant detection. IP galax-
ies are a subset of all galaxies in a given stellar mass
range. In PRIMUS we find that the intra-sequence rel-
ative bias decreases in magnitude as the galaxy sample
size also decreases from all galaxies (N ∼ 22, 000 for star-
forming and N ∼ 6, 000 for quiescent galaxy samples)
to all high mass galaxies (N ∼ 10, 000 for star-forming
and N ∼ 5, 000 for quiescent) to IP galaxies (N ∼ 6, 000
for star-forming and N ∼ 3, 000 for quiescent), and for
the smallest subset of PRIMUS “main sequence split”
galaxies we detect no intra-sequence relative bias at all.
In other words, the PRIMUS galaxy samples for which
we measure no intra-sequence relative bias are 45% to
75% smaller than the galaxy samples where we do detect
a signal.
We note that in the “modified” mock galaxy catalog
all galaxy sample sizes are substantially larger than the
corresponding PRIMUS galaxy sample. Even the smallest
mock galaxy samples (“main sequence split” IP galaxies)
are at least as large as the largest PRIMUS samples,
and for quiescent galaxies the smallest mock samples are
nearly twice the size of the largest PRIMUS samples.
5.3. Effect of Galaxy Number Density and PRIMUS
Redshift Error
The mock galaxy catalogs we use are randomly down-
sampled to have the same galaxy number density as the
mean density of the two largest PRIMUS fields at the
redshift of each mock catalog (see §3.1). However, the
galaxy number density of PRIMUS is a strong function of
redshift, as it is a flux-limited survey. To test how galaxy
number density affects IP galaxy selection and the relative
bias of mock IP and central galaxies mass we create
“high” and “low” density versions of our z = 0.35 and
z = 0.7 ”standard” mock catalogs. High density z = 0.35
and z = 0.7 mock catalogs are matched to the mean
galaxy number density of PRIMUS at 0.2 < z < 0.25 and
0.5 < z < 0.55, and are 47% and 31% denser than the
mean density catalogs, respectively. Low density z = 0.35
and z = 0.7 mocks are matched to the density of PRIMUS
at 0.45 < z < 0.5 and 0.85 < z < 0.9, and are 44% and
53% less dense than the mean density mock catalogs,
respectively.
We find that our results are not substantially affected by
changing the galaxy number density in the mock galaxy
sSFR Dependence of Central Galaxy Clustering 15
catalogs. At low redshift (z ∼ 0.35) the relative bias of
quiescent to star-forming mock IP galaxies decreases by
just 1% for the low density mock catalog and increases by
1% for the high density mock catalog. For mock central
galaxies the relative biases changes by less than a percent
for both the low and high density mock catalogs.
Additionally, the uncertainties of these low and high
density relative bias measurements are not substantially
different from the mean density mock catalog: 17σ and
8σ for IP galaxies in the low and high density mock
catalogs, respectively, and 9σ and 17σ respectively for
central galaxies in the low and high density mock catalogs.
Our results are similarly insensitive to galaxy number
density at high redshift (z ∼ 0.7). The relative bias
of mock IP galaxies increases by 2% (3.6σ) and for the
low density case is unchanged for the high density mock
catalog (5.5σ), while for central galaxies the relative bias
increases 11% (3.1σ) and 6% (6σ), respectively, for the
low and high density mock catalogs.
We also test the effect that PRIMUS redshift errors
have on the relative bias of mock IP and central galaxies
by comparing to results created from the “standard” mock
galaxy catalogs without added PRIMUS redshift errors.
For this test we follow the procedure described in §3.1 but
ignore the third and final step of adding PRIMUS-like
redshift-space distortions to the mock catalogs. We then
select IP galaxies using the same isolation criteria we use
to identify IP galaxies in the “standard” mock catalogs
(with added redshift errors), and measure the relative
bias of these new IP galaxy samples that do not have
redshift-space distortions.
Our results are not substantially different: the relative
bias of quiescent versus star-forming mock IP galaxies
selected in mock catalogs without PRIMUS redshift errors
decreases by 9% (9σ) at low redshift and increases by
2% (2.3σ) at high redshift. For mock central galaxies the
relative bias in mock catalogs without PRIMUS redshift
errors increases by 4% (6.3σ) and 8% (2.9σ), respectively,
at low and high redshift.
These tests show that the relative biases in the mock
galaxy catalogs are not sensitive to galaxy number density
or to redshift errors of the magnitude present in PRIMUS
data.
6. EFFECT OF ISOLATION CRITERIA ON
COMPLETENESS AND CONTAMINATION
Our goal in studying isolated primary galaxies in
PRIMUS is to select a representative, unbiased sample
of true central galaxies. However, as discussed in §5.1,
the application of isolation criteria to the galaxy selection
function introduces (unwanted) complications such as
satellite contamination and biases in the distribution of
environments sampled by the true centrals identified as IP
galaxies. To address these effects, in this section we use
mock galaxy catalogs to quantify how both sample com-
pleteness and contamination are affected by the choice of
isolation criteria used to select IP galaxies in PRIMUS.
We also demonstrate how isolation criteria yield biased
galaxy samples that are not fully representative of the
central galaxy population for which they are intended to
be an observational proxy.
6.1. Completeness and Contamination
In §2.6 above we describe the various parameters used
in the cylindrical isolation criteria we use to select IP
galaxies: projected radius (rp), cylinder depth, and mass
fraction (mfrac), or the maximum stellar mass any galaxy
within the cylinder can have for the IP candidate galaxy
to be considered isolated (as a fraction of the IP galaxy
candidate stellar mass). Each of these three parameters
affects both the completeness and contamination of an IP
galaxy sample, which in turn can affect any conclusions
drawn about IP galaxies from that sample. Completeness
(measured as a function of stellar mass and galaxy type)
is defined as the fraction of central galaxies identified as
IP galaxies:
fcomp(M∗) ≡
N(IP & cen)
Ncen
. (14)
Contamination is defined as the fraction of galaxies iden-
tified as IP galaxies which are actually satellite and not
central galaxies:
fcontam(M∗) ≡
N(IP & sat)
NIP
. (15)
Ideally an IP sample will have high completeness and low
contamination.
To assess how rp, mfrac, and cylinder depth affect the
completeness and contamination of our IP galaxy samples,
we reselect IP galaxies in the “standard” mock galaxy cat-
alogs multiple times, varying each parameter over a range
of values while holding the other parameters constant.
We then compute the completeness and contamination
of each sample as a function of stellar mass separately
for star-forming and quiescent mock IP galaxy samples.
The results are shown in Figure 10 for rp = 0.25, 0.5, and
1.0 Mpc/h (at mfrac = 0.5; left panels), and mfrac = 0.1,
0.5, and 0.9 (at rp = 0.5 Mpc/h; right panels), for a
cylinder half-depth of 2.0σz. Blue and red lines show
star-forming and quiescent IP galaxies, respectively. We
also test but do not show how the choice of cylinder half-
depth affects completeness and contamination; we find
no substantial differences over the stellar mass range of
interest for cylinder half-depths between 1.0σz and 3.0σz.
Ideally we would maximize completeness and minimize
contamination to obtain IP galaxy samples which are
maximally pure and represent the largest possible sample
of central galaxies. This assumes that isolation criteria
select a representative subsample of all central galaxies,
which we address further in §6.2 below. In practice,
while more lenient isolation criteria increase completeness,
they also increase contamination. As a main goal of this
work is to assess the extent to which quiescent central
galaxies are more strongly clustered than star-forming
central galaxies at fixed stellar mass, reducing IP sample
contamination by satellite galaxies is more important than
maximizing completeness for our purposes. At the same
time, completeness cannot be entirely disregarded because
adequate sample sizes are essential to keep measurement
uncertainty low.
To determine which value of rp to use (left panels of
Figure 10) we consider that the contamination for quies-
cent IP galaxies at M∗ ∼ 1010.5 at z = 0.35 increases from
∼ 20% for rp =1.0 Mpc/h to ∼ 35% for rp =0.25 Mpc/h.
While the most lenient choice of rp =0.25 Mpc/h would
yield a larger IP galaxy sample (with higher completeness,
as seen in the top left panel), the choice of rp = 0.5 Mpc/h
reduces contamination nearly 10 percentage points for qui-
escent IP galaxies at the peak stellar mass of the sample
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Figure 10. Completeness and contamination fractions of IP galaxy samples as a function of stellar mass for
star-forming (blue) and quiescent (red) IP galaxy samples from the standard mock galaxy catalogs at z = 0.35 and
z = 0.7 for rp = 0.25, 0.5, and 1.0 Mpc/h (left four panels) and mfrac = 0.1, 0.5, and 0.9 (right four panels). IP galaxies
are defined as those galaxies with no neighbors of mass M∗ > mfrac × (IP stellar mass) within a projected radius rp and
within a line-of-sight distance of ±2σrz (z) (equivalent to ±2σz, or twice the PRIMUS redshift uncertainty). Different
line styles show results for different values of rp (left) and mfrac (right).
without substantially reducing sample completeness. We
use rp = 0.5 Mpc/h to select IP samples from the z = 0.35
mock galaxy catalog with relatively high completeness
(> 50%) while retaining relatively low contamination. For
the z = 0.7 mock catalog completeness and especially
contamination are less sensitive to the choice of rp due
to the lower catalog density.
As the right panels of Figure 10 show, both complete-
ness and contamination are more sensitive to the choice
of mfrac than to the choice of rp; both fractions span a
wider range as mfrac varies from 0.1 to 0.9. While the
most restrictive choice of mfrac = 0.9 keeps the maximum
contamination value below 20% for quiescent (< 10% for
star-forming) IP galaxy samples at both low and high
redshift, it also substantially reduces sample complete-
ness to a maximum value of ∼ 60% at M∗ ∼ 1011M for
star-forming IP galaxies at z = 0.35, and just ∼ 30% for
quiescent IP galaxies. Completeness is even lower for the
z = 0.7 IP galaxy samples. Our choice of mfrac = 0.5
substantially increases the sample size while only mod-
estly increasing contamination to levels similar to what
we obtain with the choice of rp = 0.5 Mpc/h.
It should be noted that the intrinsic scatter in the stellar
mass to halo mass (SMHM) relation (Moster et al. 2013;
Behroozi et al. 2013) places a floor on the obtainable
level of contamination for any IP galaxy sample; the only
way to eliminate contamination entirely is to use isolation
criteria so conservative that completeness is also reduced
to effectively zero.
By convolving the completeness and contamination
fractions shown in Figure 10 as a function of stellar
mass the with the stellar mass distributions of the ”star-
forming/quiescent split” PRIMUS IP galaxy samples, we
estimate the overall completeness and contamination frac-
tions of those samples. At low redshift (0.2 < z < 0.5) the
completeness is 63.4 (±0.5)% for quiescent IP galaxies and
71.5 (±0.5)% for star-forming IP galaxies, and the con-
tamination is 24.1 (±0.4)% for quiescent IP galaxies and
11.3 (±0.4)% for star-forming IP galaxies. The complete-
ness at high redshift (0.5 < z < 0.9) is 57.1 (±0.6)% for
quiescent IP galaxies and 82.9 (±0.6)% for star-forming
IP galaxies, and the contamination is 17.4 (±0.6)% for
quiescent IP galaxies and 14.5 (±0.7)% for star-forming
IP galaxies.
Below in §6.2 we discuss the implications of these com-
pleteness and contamination levels for both our clustering
results and more generally for other studies that utilize
isolation criteria.
6.2. Biases of Isolation Criteria
An important question when considering the contam-
ination of an IP galaxy sample is to what extent the
fraction of interloper satellite galaxies affects any scien-
tific conclusions drawn using the sample. As discussed
above, at fixed stellar mass satellite galaxies are more
clustered than central galaxies, such that the significant
difference we observe in the clustering strength of star-
forming and quiescent IP galaxies at fixed stellar mass
could be in part due to satellite contamination. We ad-
dressed this question in §5.1 by using PRIMUS-like mock
galaxy catalogs to quantify the difference in relative bias
between mock IP and mock central galaxies at fixed stel-
lar mass, and used this to infer the relative biases for
central galaxies in PRIMUS. Even after accounting for
the contributions of incompleteness and satellite galaxy
contamination, we find that quiescent central galaxies
are more strongly clustered at fixed stellar mass than
star-forming central galaxies. This implies that satellite
contamination does not account for the entire signal we
observe for IP galaxies, and the remaining signal is a real
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property of central galaxies in PRIMUS data.
After accounting for the effects of contamination, a
remaining question regarding sample completeness is
whether the IP galaxies identified by particular isolation
criteria are a representative sample of all central galaxies,
including those the isolation criteria missed, or whether
some form(s) of selection bias yields an IP galaxy sample
that is not a random subsample of the central galaxies
it is intended to represent. To address this question we
separate mock IP galaxies into two subsamples: (1) IP
galaxies that are also central galaxies, and (2) IP galaxies
that are satellite galaxies. We then measure the two-halo
clustering amplitude separately for each subsample. The
results are shown in Figure 11 for the following samples
of quiescent and star-forming galaxies in the z = 0.35
“standard” mock catalog: IP galaxies that are satellites
(IP (sat); dotted red and blue lines), IP galaxies that are
true centrals (IP (cen); thick red and blue lines), all IP
galaxies (IP (all = sat+cen); thin red and blue lines), and
all central galaxies (dashed red and blue lines). By design
the samples of all IP galaxies and all central galaxies
have the same stellar mass distributions (see top panels
of Figure 12).
If IP galaxies were an unbiased proxy for central galaxies
then we expect both samples to have the same clustering
amplitude. However, as shown in Figure 11, all IP galaxies
(a subset of all centrals + contaminating satellites; thick
red and blue lines) are less clustered than all central
galaxies (dashed red and blue lines).
Because satellite galaxies are generically more strongly
clustered than central galaxies of the same stellar mass,
the presence of contaminating satellite galaxies in an IP
galaxy sample should increase the sample’s clustering
amplitude. This is consistent with our results: satellite
galaxies misclassified as IP galaxies (dotted red and blue
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Figure 11. Clustering amplitude, w (r ), for quies-
cent (left) and star-forming (right) samples of all mock
IP galaxies (thin red and blue lines) and all mock cen-
tral galaxies (thick red and blue lines) in the z = 0.35
“standard” mock galaxy catalog. Also shown is wp(rp)
for only mock IP galaxies which are actually satellite
galaxies (dashed red and blue lines) and which are cen-
tral galaxies (dotted red and blue lines). At fixed stellar
mass mock satellite galaxies misclassified as IP galaxies
are more clustered than all mock IP galaxies (centrals +
misclassified satellites), and all mock IP galaxies are more
clustered than mock IP galaxies that are central galaxies.
Mock IP galaxies that are centrals are less clustered than
all mock central galaxies at fixed stellar mass.
lines in Figure 11) are more clustered than all IP galaxies
(thin red and blue lines).
However, Figure 11 also shows that all IP galaxies are
less clustered than all central galaxies at fixed stellar
mass. This indicates that our IP galaxy samples are
incomplete in a way that biases them towards being less
clustered; i.e., isolation criteria systematically miss the
most strongly clustered central galaxies. Further, the
clustering amplitude difference between all central and
all IP galaxies is larger than the difference between all IP
galaxies and the subset of IP galaxies that are also centrals.
In other words, incompleteness has a stronger effect on
the observed clustering amplitude of IP galaxies than
does contamination by satellite galaxies: the presence of
misclassified satellites increases the clustering amplitude
of all IP galaxies much less than the exclusion of some
central galaxies decreases the it.
The reasonable assumption of a direct mapping be-
tween clustering strength and host halo mass leads to the
expectation that the host halo mass distributions of the
various galaxy samples shown in Figure 11 follow the same
trend: IP (sat) > centrals > IP (cen + sat) > IP (cen).
This order of relative clustering amplitudes is summarized
in Table 3, which also includes for comparison the same
samples ordered from most to least massive mean host
halo mass. In Figure 12 we plot histograms of the stellar
mass (top panels) and host halo mass (bottom panels)
distributions of the same mock galaxy samples shown
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Figure 12. Stellar mass (top panels) and parent halo
mass (bottom panels) distributions and mean masses for
the following galaxy samples in the z = 0.35 “standard”
mock catalog: all IP galaxies (subset of central galax-
ies + contaminating satellites; light red and blue filled
histograms), only central galaxies (red and blue unfilled
histograms), and IP galaxies which are actually satellites
(dark red and blue filled histograms). The host halo mass
histograms also include only IP galaxies that are also
central galaxies (black dotted histograms).
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Table 3
Summary chart of Figures 11 and 12. All central and IP
central galaxies reside in host halos of the same mass, but
all central galaxies are more strongly clustered than IP
central galaxies due to environmental incompleteness
associated with isolation criteria.
Clustering Galaxy Host halo Galaxy
amplitude sample mass sample
most IP (sat) most IP (sat)
clustered
centrals
massive
IP (cen + sat)↓ ↓
IP (cen + sat)
least least centrals &
clustered IP (cen) massive IP (cen)
in Figure 11 and Table 3. Because we are interested in
characterizing the clustering properties of central galaxies
at fixed stellar mass, all mock galaxy samples have the
same stellar mass distribution and mean stellar mass (top
panels of Figure 12) by design.
We find that the host halo mass distributions of the
galaxy samples in Figure 11 (IP (sat), centrals, IP (cen +
sat), and IP (cen)) do not follow the same hierarchy as
the clustering amplitudes of those samples. Given that
all central galaxies are more clustered than IP central
galaxies at fixed stellar mass we would expect the mean
halo mass of all central galaxies to be greater than that of
IP central galaxies. However, the mean halo masses of all
central and IP central galaxies are the same (1012.2M
and 1011.9M for quiescent and star-forming galaxies,
respectively), indicating that the difference in clustering
amplitude between all central and IP central galaxies is
a function of a selection bias introduced by the isolation
criteria used to select IP galaxies, and not the result of
a difference in host halo mass. We refer to the effect of
this selection bias as environmental incompleteness.
As shown in Figures 11 and 12, satellite galaxies mis-
classifed as IP galaxies have both the largest clustering
amplitude and mean parent halo mass (1012.9M and
1012.7M for quiescent and star-forming satellites, respec-
tively). In the case of all IP galaxies compared to IP
satellite galaxies, IP satellite galaxies reside in substan-
tially more massive parent halos and are more clustered
than all IP galaxies. Thus contamination of an IP galaxy
sample by misclassified satellite galaxies increases both
the sample’s mean halo mass and clustering amplitude
compared to pure IP central galaxies.
In summary, satellite galaxy contamination inflates the
observed clustering of IP galaxies, while (environmental)
incompleteness has the opposite effect, systematically ex-
cluding central galaxies in overdense environments. These
inherent biases of isolation criteria have implications be-
yond the central galaxy clustering that is the focus of this
work. Any study that relies on isolation criteria to identify
central galaxies, such as measurements of galactic con-
formity (e.g., Kauffmann et al. 2013; Hartley et al. 2015;
Kawinwanichakij et al. 2016; Berti et al. 2017), should
not assume that such criteria generate a representative
subsample of central galaxies, even after accounting for
contamination by misclassified satellite galaxies.
Figure 13 provides further insight into the relationship
between isolation criteria and environmental incomplete-
ness. The three panels compare the distributions of mock
IP galaxies that are also central galaxies (“IP centrals”)
and central galaxies missed by the isolation criteria used
to select IP galaxies8 (“non-IP centrals”) as a function of
three different parameters: halo concentration (top left
panel), half-mass redshift (top right panel), and large-
scale dark matter density ρDM (bottom panel). Note that
Figure 13 explicitly does not consider satellite galaxies
and focuses entirely on distinctions between central galax-
ies selected versus those excluded by isolation criteria.
As shown in the upper left panel of Figure 13, the dis-
tribution of halo concentrations of non-IP central galaxies
(blue) has a long tail extending toward higher concentra-
tion that is absent from the distribution for IP central
galaxies (magenta). While both distributions peak at a
halo concentration of ∼ 10, isolation criteria exclude cen-
tral galaxies that reside in the most highly concentrated
halos.
The upper right panel of Figure 13 shows the distri-
butions of half-mass redshift (the redshift at which a
halo had assembled half of its current virial mass) for IP
central and non-IP central galaxies. The distribution for
non-IP central galaxies has a similar tail toward higher
half-mass redshift, corresponding to earlier halo half-mass
assembly time (earlier halo formation epoch and older
halo age). The IP central galaxy distribution is conversely
shifted slightly toward younger halos with lower half-mass
redshifts.
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Figure 13. Distributions of mock IP galaxies that are
also central galaxies (“IP centrals”; magenta) and central
galaxies missed by the isolation criteria used to select IP
galaxies (“non-IP centrals”; green) as a function of halo
concentration (top left panel), half-mass redshift (top
right panel), and large-scale dark matter density (bottom
panel).
8 Here we do not use the PRIMUS-like mock galaxy catalogs.
Galaxy samples are instead selected from a z = 0 mock catalog
without added PRIMUS-like redshift errors and limited to the stellar
mass range 10.0 < log(M∗/M) < 10.25. IP galaxies are those
with no more massive galaxies within a spherical region of radius
1.5 Mpc.
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The bottom panel of Figure 13 shows the distributions
for IP central and non-IP central galaxies of the large-scale
dark matter density, defined as the spherical shell with
inner and outer radii of 5 Mpc and 10 Mpc, respectively.
Both distributions approximate a normal distribution,
but the peaks are slightly offset to either side of ρDM ≈
30 M kpc−3; IP centrals toward lower density and non-
IP centrals toward higher density. Isolation criteria are
more likely to exclude central galaxies that reside in
regions of higher large-scale dark matter density beyond
the scale of a single halo.
7. SUMMARY AND DISCUSSION
We use the PRIMUS galaxy redshift survey to inves-
tigate the extent to which the known stronger observed
clustering amplitude of quiescent galaxies compared to
star-forming galaxies at a given stellar mass is due to
clustering differences between central galaxies in these
two populations. Using a total sample of ∼ 60, 000 spec-
troscopic redshifts at 0.2 < z < 0.9, we identify “isolated
primary” (IP) galaxies, using isolation cuts in spatial
proximity and stellar mass of nearby galaxies. We then
compare the clustering amplitudes of quiescent and star-
forming IP galaxies at a given stellar mass, where IP
galaxies are used as an observational proxy for central
galaxies.
We further test for any dependence of the clustering
amplitude on the specific SFR within each of the star-
forming and quiescent main sequences (which we term
“intra-sequence” relative bias). We also compare the ob-
served clustering of IP galaxies in PRIMUS data with the
same measurements for PRIMUS-like mock galaxy cata-
logs created from cosmological simulations, to understand
how the clustering of true centrals may differ from that
of IP galaxies. We use these mock catalogs to quantify
the completeness and contamination of our IP galaxy
samples and demonstrate that using isolation criteria to
identify central galaxies creates biased subsamples of the
true central galaxy population.
Our main results are:
1. At fixed stellar mass quiescent IP galaxies are more
strongly clustered than star-forming IP galaxies in
the PRIMUS dataset. The relative bias observed
is 1.71 ± 0.07 (10σ) at z ∼ 0.35 and 1.31 ± 0.16
(1.6σ) at z ∼ 0.7. We use our PRIMUS-like mock
catalogs to interpret the magnitude of this relative
bias as being caused, in part, by quiescent central
galaxies being more strongly clustered relative to
star-forming centrals within these two populations.
These differences are consistent with the recent halo
occupation models of Behroozi et al. (2019), and
can thus be accounted for by distinct stellar-to-halo
mass relations for quenched versus star-forming
centrals, and/or by central galaxy assembly bias.
2. We do not find evidence that the clustering strength
of IP galaxies depends on specific SFR within either
the star-forming or quiescent main sequence (so-
called “intra-sequence relative bias”), which Coil
et al. (2017) find for all galaxies in PRIMUS at
fixed stellar mass. However, we cannot rule out
the existence of intra-sequence relative bias for IP
(or central) galaxies, in part because the sample
sizes decrease when further subdividing the star-
forming and quiescent populations, and because of
the limited stellar mass range over which we can
perform this test.
3. We used mock galaxy catalogs to study both incom-
pleteness (true central galaxies excluded by isola-
tion criteria used by observers) and contamination
(satellite galaxies misclassified as isolated primary
galaxies). We find that both incompleteness and
contamination depend significantly on stellar mass,
redshift, and galaxy type (star-forming or quiescent).
In particular, the same isolation criteria applied to
star-forming and quiescent galaxies yields IP galaxy
samples with higher completeness for star-forming
galaxies at all stellar masses and redshifts probed
here. Completeness is also a strong positive func-
tion of stellar mass for both galaxy types. At low
redshift, contamination is nearly twice as high for
quiescent IP galaxies compared to star-forming IP
galaxies, while the IP galaxy samples have similar
levels of contamination at higher redshift.
4. Both star-forming and quiescent mock IP galaxies
are less clustered than true central galaxies at fixed
stellar mass, even though they reside in equally
massive halos. The isolation criteria often used by
observers to select “central” (i.e. isolated) galaxies
can yield biased samples by preferentially excluding
true central galaxies in the most overdense regions,
a phenomenon we refer to as environmental incom-
pleteness. While contamination by satellite galaxies
enhances the observed clustering of IP galaxies, en-
vironmental incompleteness decreases the clustering
amplitude. This and other systematic biases that
result from using isolation criteria to select proxies
for central galaxies can be addressed by comparing
observational data with mock galaxy catalogs, as is
done here.
One of our principal findings is that the application
of isolation criteria generically influences central versus
satellite contributions to galaxy clustering, as well as
modulates the role of central galaxy environment on the
signal. Measurements of the clustering of IP galaxies
thereby provide important, distinct information that is
not contained in standard observations of the two-point
clustering of all galaxies. Thus our new measurements of
the two-point function of quiescent versus star-forming IP
galaxies should be substantially constraining for galaxy
evolution models (e.g., Benson 2012; Becker 2015; Lacey
et al. 2016; Moster et al. 2018; Henriques et al. 2017;
Behroozi et al. 2019). Looking forward, models of galaxy
formation would benefit from measurements of IP clus-
tering made with larger galaxy samples that probe lower
stellar masses at intermediate redshift, which are cur-
rently unavailable with existing spectroscopic redshift
surveys.
The potentially insidious effects of satellite galaxy con-
tamination have been explored previously in the literature.
In particular, it is common to design and apply isolation
criteria with the primary goal of minimizing satellite con-
tamination in pursuit of a pure sample of centrals (e.g.,
Tal et al. 2013; Planck Collaboration et al. 2013; Hartley
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et al. 2015; Anderson et al. 2015; Mandelbaum et al. 2016).
A basic prediction of halo occupation statistics is that
satellites generically live in higher mass parent halos rela-
tive to centrals of the same stellar mass. Thus we should
generically expect that satellite contamination boosts the
clustering of putative centrals, which is consistent with
our measurements of the relative bias of IP galaxies to
true centrals. We thus confirm that contamination by
satellite galaxies can indeed significantly bias attempts
to measure the large-scale structure of true centrals.
On the other hand, environmental incompleteness can
also substantially bias attempts to measure central galaxy
clustering. Due to coupling between small and large scales,
we should generically expect the application of isolation
criteria to exclude centrals in overdense regions of the
underlying matter density field. This is borne out in
mock catalogs, as shown in Figure 13. Moreover, we find
that IP galaxy samples preferentially exclude true cen-
trals in high-concentration, early-forming halos. This has
particularly important implications for efforts to observa-
tionally detect galaxy assembly bias, or more generally, to
measure and constrain the co-evolution between galaxies
and their halos. Recent progress in understanding the
physical origin of assembly bias suggests that the bulk
of the underlying halo assembly bias signal is driven by
only ∼ 10% of true host halos of a given mass (Mansfield
& Kravtsov 2019). Thus when attempting to observation-
ally constrain central galaxy assembly bias by applying
isolation criteria to a galaxy sample, if sufficiently aggres-
sive criteria are applied, one could in principle entirely
erase the effect by systematically discarding the sample of
dark matter halos responsible for the signal. As shown in
Lee et al. (2017, see their Figures 5 and 6), the possibility
of such a bias is not limited to analyses based on the
particular choice of halo property adopted in Mansfield &
Kravtsov (2019). In fact, for many choices of secondary
halo property, correlations with large-scale density only
exist for those halos residing in the high-density tail of
the distribution of environments.
The potential pitfalls of environmental incompleteness
apply not just to isolation criteria, but also to methods
based on group-finding algorithms. Galaxy group catalogs
offer a closely related but alternative approach to identify-
ing samples of central galaxies, and there are many exam-
ples in the literature in which group-finding algorithms are
used to exclude satellites from a subsequent measurement
(e.g., Yang et al. 2005; Weinmann et al. 2006; Berlind
et al. 2006; Yang et al. 2008; Lin et al. 2016). As shown
previously (Duarte & Mamon 2014; Campbell et al. 2015),
systematic errors in group-finding algorithms can lead
to significant biases in the trends inferred directly from
a sample of group-finder-determined centrals. Here we
point out that environmental incompleteness effects are
not limited to samples selected with isolation criteria; this
same systematic applies to central galaxy identification
with a group-finding algorithm. Similarly, measurements
of galactic conformity (e.g., Kauffmann et al. 2013; Hart-
ley et al. 2015; Kawinwanichakij et al. 2016; Berti et al.
2017; Tinker et al. 2018) should not generally assume
that such criteria create a fully representative subsample
of central galaxies.
Observational studies that select subsamples dependent
on spatial location from the full galaxy population should
apply their selection methods to mock galaxy catalogs,
created from N -body simulations combined with galaxy
halo occupation models, to assess the completeness and
contamination of their samples. Mock catalogs can ad-
ditionally be useful in defining a statistic that is robust
to the dominant systematics in the problem, as we have
done here by tuning our isolation criteria (for another
recent example see Calderon et al. 2018). Analyses with
mock catalogs are also especially useful in determining
whether galaxy samples are subject to unanticipated se-
lection biases, as well as to address the effects of any
biases by both refining selection criteria and quantifying
differences between statistics obtained from real versus
simulated data (e.g., Barton et al. 2007).
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