ABSTRACT Most existing subspace clustering methods focus on learning a meaningful (e.g., sparse or lowrank) representation of the data. However, they have the following two problems which greatly limit the performance: 1) They neglect the intrinsic local geometrical structures within the data to result in locality preserving property be missing. 2) They neglect the feature learning of the raw data which is usually so complex that the learned representation coefficient is not an optimal graph for clustering. This paper addresses the above problems and proposes a novel nonlinear subspace clustering model via adaptive graph regularized autoencoder (NSC-AGA). This model unifies feature learning, locality preserving, and representation matrix learning into a framework, and a new adaptive graph regularizer is introduced, which takes the representation coefficient matrix as a learnable similarity graph imposed on the Euclidean distance matrix of the deep features. Two matrices interact with each other to make the representation coefficient matrix reflect both the global linear correlation and the local geometric distance relationship. A number of experimental results on the five public image database demonstrate that the proposed NSC-AGA model achieves superior clustering performance compared with the state-of-the-art methods.
I. INTRODUCTION
In recent years, subspace clustering has been one of the most popular techniques for the high-dimensional data clustering task with its excellent performance, which has attracted much attention from more and more researchers in numerous areas of computer vision, machine learning, signal processing and pattern recognition. In practice, many high-dimensional datasets from the real-world applications, such as images, videos, and more, often lie in low-dimensional subspaces which are much smaller than the dimension of the ambient space. Therefore the objective of subspace clustering is to find the number of subspaces and segment the data into their corresponding underlying subspaces. Subspace clustering has been successfully applied in many areas, for instances, image
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representation [1] - [3] , image clustering [4] - [7] and motion segmentation [8] - [10] .
Existing subspace clustering algorithms can be roughly divided into four main categories:algebraic methods [11] , [12] , iterative methods [13] , [14] , statistical methods [15] , [16] and spectral clustering based methods [2] , [6] , [17] , [18] . Among them, spectral clustering based methods have achieved the state-of-the-art performance. Such methods focus on learning an affinity matrix, where the element of the matrix denotes the similarity between two data points, and perform spectral clustering on the learned affinity matrix. As we know, the quality of the learned affinity matrix largely determines the clustering performance of spectral clustering. Therefore learning a good affinity matrix is the key factor. Recently many researchers are devoted to finding a good affinity matrix based on the self-expressiveness model which assumes that each data point in a union of subspaces can be represented as a linear or affine combination of other points [6] . In details, the self-expressiveness model can be formulated as the following optimization problem:
where C ∈ R n×n is the representation coefficients matrix of the input X ∈ R d×n containing n data points, · N is the chosen norm which denotes certain prior structured regularization on C. The major difference of these methods is the setting of C N . For instance, the sparse subspace clustering (SSC) [6] sets C N = C 1 to encourage the sparsity of C and its variants with 0 norm [19] , least squares regression (LSR) [20] uses 2 norm on C to encourages a grouping effect which tends to group highly correlated data together, low rank representation (LRR) [2] , [18] and low rank subspace clustering (LRSC) [5] use nuclear norm C * to enforce C be of low-rank. Besides the TraceLasso norm [21] and mixtures of some above mentioned norm, for example, low rank sparse subspace clustering (LRSSC) method [22] use a mixture of 1 and * norm regularizer, 1 + 2 is used in Elastic Net Subspace Clustering (EnSC) [23] .
Although the above-mentioned methods have obtained convincing performance, they still face several challenges in practice. On one hand, the real-world data is so complex that it often does not necessarily satisfy the assumption of the selfexpressiveness property which require that each data point in a union of subspaces can be represented as a linear or affine combination of other points. There are often complicated nonlinear relationships between data points. For this issue, several kernel-based methods [24] - [26] have been proposed, which map the data points into an implicit kernel space in which the data is more linearly separable. However, there is no reasonable rule for selecting appropriate kernel functions and the kernel operation will bring about computational costs while handling large-scale database. In practical operating, kernel based methods are often difficult to fine tune and even worse than the original methods. On the other hand, most existing subspace clustering methods only consider the global representation structure of the data but neglect the local geometric distance relationship among the data points. For this problem, benefit from the local invariance theory [27] , [28] , some methods [29] , [30] introduce a graph regularizer in the objective function to enforce that the representation coefficient matrix C satisfies the following assumption:
where w ij denotes the similarity between data point x i and x j by certain measure, i.e., Euclidean distance. Although these methods take into account the intrinsic geometrical structures within the data, the weight matrix W is fixed after we determined certain measure. As the raw data is often complex and contains noise, the similarity build on them usually is inaccurate. Therefore a reasonable adaptive graph regularizer is very necessary. As a representative work, Li et al. [31] proposed Structured Sparse Subspace Clustering (SSSC) algorithm which attempt to integrate affinity learning and spectral clustering into one unified optimization framework. It takes the segmentation matrix obtained by spectral clustering as corrected weight to improve the representation coefficient matrix. The experimental results shows the excellent performance of SSSC. However, SSSC neglects the local geometric distance relationship among the data points and is unable to find nonlinear relationships between data points. Benefiting from the powerful nonlinear feature learning ability of the deep neural networks, a few neural networks based methods are proposed, which focus on feature learning and trying to find the linear self-representation relationship between the learned features instead of the origin data. The PARTY [32] and the StructAE [33] both transforms the input data into nonlinear latent space by neural networks and simultaneously require the learned features satisfy the global sparsity prior about the representation coefficient matrix C which is obtained from the raw data. However,it is not a reasonable requirement that the raw data and the learned features conform to the same sparsity prior. The NSC-Nets [34] introduces a novel self-expressive layer between the encoder and the decoder of the autoencoder, and take the representation coefficient matrix as the parameters of the networks for learning the representation coefficient matrix through a standard back-propagation procedure. Although the NSC-Nets can capture the structure of the learned features by combing the feature learning and subspace clustering, it neglects the local geometric distance relationship among the data points. Since its self-expressive layer is full connected layer whose number of neurons is up to the number of the data. Thus it is obviously that the network is easy to overfit when the number is large. To address the above issues, this paper proposes a novel nonlinear subspace clustering model based on adaptive graph regularized autoencoder (NSC-AGA), which unifies the unsupervised feature learning, locality preserving and the representation coefficient matrix learning into one framework. Furthermore, we design an adaptive graph regularizer which takes the representation coefficient matrix C as a learnable similarity graph imposed on the deep features H ∈ R d×n . Thus the learned representation coefficients matrix not only satisfies the self-expressiveness property but also can reveal the local geometric distance of the learned deep features. The key advantage is that the representation coefficient matrix C is always updated according to the newly learned features until the objective function converges. Main contributions of this paper are summarized as follows:
• A novel NSC-AGA model is proposed which jointly learns the representation coefficient matrix and the deep nonlinear features, and unifies them into an optimization framework.
• The proposed model can effectively capture the local geometric structure of the learned deep features, which not only satisfies the self-expressiveness property but also lets the global representation structure and local geometric distance relationship be consistent. • A model optimization algorithm is established for parameter learning, and a stable solution can be guaranteed.
• A number of experimental results verify that the NSC-AGA model outperforms the state-of-the-art baseline clustering methods on the five standard database.
II. RELATED WORKS
A. DEEP AUTOENCODER Autoencoders (AE) are neural networks that aims to copy their inputs to their outputs. They work by compressing the input into a latent-space representation, and then reconstructing the output from this representation. As shown in Fig 1, this kind of network is composed of two parts, one is encoder part which compresses the input into a latent-space representation. It can be represented by an encoding function h = f (x), the other part decoder aims to reconstruct the input from the latent space representation. It can be represented by a decoding function r = g(h). The autoencoder as a whole can thus be described by the function g(f (x)) = r where you want r as close as the original input x. Today data denoising and dimensionality reduction for data visualization are considered as two main interesting practical applications of autoencoders. With appropriate dimensionality and sparsity constraints, autoencoders can learn data projections that are more interesting than PCA or other basic techniques. Autoencoders are learned automatically from data examples. It means that it is easy to train specialized instances of the algorithm that will perform well on a specific type of input and that it does not require any new engineering, only the appropriate training data. Autoencoders are trained to preserve as much information as possible when an input is run through the encoder and then the decoder, but are also trained to make the new representation have various nice properties. To prevent autoencoder network from learning the identity function and to improve their ability to capture important information and learn richer representations, some reasonable constraints must be added to the network. By imposing sparsity on the hidden units during training (whilst having a larger number of hidden units than inputs), an autoencoder can learn useful structures in the input data [35] . Denoising autoencoders take a partially corrupted input whilst training to recover the original undistorted input. This technique has been introduced with a specific approach to good representation [36] . Contractive autoencoder adds an explicit regularizer in their objective function that forces the model to learn a function that is robust to slight variations of input values. This regularizer corresponds to the Frobenius norm of the Jacobian matrix of the encoder activations with respect to the input [37] . The above techniques can extract the useful features by forcing the model to be robust to slight perturbations of the input signals.
B. GRAPH REGULARIZER
The graph regularizer makes sure that the points lie in the same manifold with short geodesic distance should be mapped close. Graph Laplacian regularizer [38] , [39] is most frequently used. Given a graph G(V , E), with V = {x 1 , x 2 , · · · , x n } nodes and E = {e ij } edges, with an adjacency or weight matrix W = (w ij ) i,j=1,...,n , where each entry w ij denotes as the weighted adjacency matrix (similarity matrix) of the undirected graph G, and each edge between two vertexes v i and v j carries a non-negative weight w ij (0 − 1 binary, Heat-Gaussian kernel, dot-product etc.). With the above definition, the learned features H = [h 1 , h 2 , · · · , h n ] with the local geometrical structure can be obtained by minimizing the following term:
where Tr denotes the trace of a matrix. The above objective is to map the feature h i and h j close if the weight s ij is large between the data point x i and x j .
III. NONLINEAR SUBSPACE CLUSTERING VIA ADAPTIVE GRAPH REGULARIZED AUTOENCODER
In this section, we elaborate the details of the proposed NSC-AGA algorithm from model description, model optimization and computational complexity analysis.
be n data points, and each
We use stacked autoencoder networks to map each x i into a new nonlinear feature space. The autoencoder networks in our model consists of M + 1 layers for performing M (M is an even number) nonlinear transformations. The first M /2 hidden layers are encoders for learning a lowdimensional representation, and the last M /2 layers are decoders for progressively reconstructing the input. Let h
Layer m − 1 is a hidden layer which is connected to layer m by We name the middle hidden layer H ( M 2 ) as the code layer which is the desired low-dimensional representation of the input data X. With the above definitions, the optimization problem of the proposed NSC-AGA model can be formulated as:
where α, γ and λ are positive tradeoff parameters. C = [c 1 , c 2 , . . . , c n ] ∈ R n×n denote the representation coefficient matrix and the j-th element of c i is c ij . C ≥ 0 means that all elements of C are nonnegative. diag(C) = 0 means that all diagonal elements of C are zero.
In NSC-AGA model, the term X − H (M ) 2 F learns a lowdimensional representation and forces the autoencoder to capture the most salient features of the data by minimizing the discrepancy between the original data and its reconstruc-
guarantees that the deep features satisfy the self-expressiveness property and build a good representation coefficient matrix based on the deep features. In order to learn a high-quality representation of the observed data and extract semantic information, we select sparse representation (i.e. 1 -graph) as the objective. According to [40] , we know that an informative graph should have the following three characteristics: high discriminating power, sparsity and adaptive neighborhood. Compared with some classic subspace learning methods such as the locally linear embedding (LLE) [41] , Laplacian eigenmap (LE) [28] and principal Component Analysis (PCA) [42] , sparse representation can better satisfy the above three characteristics. Although the sparse representation is more powerful and discriminative, it allows the existence of negative value. From the perspective of the similarity graph, it is difficult to explain in a physical sense. Thus we impose a non-negative constraint term on the sparse representation coefficient such that the obtained 1 -graph can be directly converted to a similarity graph. The term i,j h i − h j 2 2 c ij is designed to encourage the representation coefficient to reveal the local geometric distance relationship among the deep features. It is obviously different from other graph regularizer. Because the deep features H and representation matrix C both need to be learned. More specifically, a prior similarity matrix actually imposes the locality preserving criterion of Locality Preserving Projections (LPP) [27] , while our model regards the representation coefficient matrix C as a latent variable in the learning process. When giving the features H, this term can incorporate the local geometric structure of the learned features into C. The constrained term diag(C) = 0 is to avoid the trivial solution of regarding a data point as a linear combination of itself.
In summary, the proposed NSC-AGA holds the following good properties:
• Using deep features learned instead of the raw data can alleviate the interference of noise on data to some extent. Thus the deep features can better satisfies the self-expressiveness property.
• The term i,
c ij combines the feature learning with representation learning. When the deep features H are fixed, the term can be regarded as weighted sparse regularization, which is inclined to adaptively select few nearest neighbor data points for representation. When the representation matrix C is fixed, the term can be viewed as locality preserving projections via autoencoder network. The both interact dynamically with each other.
• The non-negative constraint on the representation matrix C aims to guarantee that the coefficients are meaningful and better embody the dependency among the data points. Many literatures [43] , [44] apply the non-negative constraint to obtain the more reasonable and physical representation coefficient. Thus we explicitly enforce the representation coefficient to be nonnegative so that it can be directly regarded as the graph weights which providing the physical interpretation for many visual data.
• The proposed NSC-AGA unifies feature learning and representation learning into a framework, and simultaneously exploits the global linear correlation and Local geometric structure of data, which encourages the NSC-AGA to learn the optimal representation matrix C that captures the intrinsic structure of the data. The ultimate goal of NSC-AGA is to learn a desired representation coefficient matrix C which not only can better satisfies the self-expressiveness property but also can capture the local geometric structure of the deep features learned by autoencoder networks.
B. MODEL OPTIMIZATION
In the optimization model (6), the deep features H are determined by the autoencoder network parameters W and b. It is difficult to be directly solved. Thus we solve the optimization problem (6) by use alternating direction method [45] . Introducing two auxiliary variable Z and A to make the objective function (6) separable, the optimization problem can be rewritten as follows:
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By introducing two Lagrange multipliers Y 1 and Y 2 , the optimization problem (7) is equivalent to the following problem,
where ρ > 0 is the penalty parameter. By simplifying algebraic terms of the objective function (8), the optimization problem can be rewritten as follows,
Update W and b: Fixing other variables except H, we remove the irrelevant terms to obtain the following optimization unconstrained problem:
Applying the chain rule, we can obtain following derivative with respect to the networks parameters W (m) and b (m) , and the optimization problem (10) can be solved by the backpropagation algorithm.
where
2 is obtained by (h (14) and (m)
Here denotes element-wise multiplication, σ (·) is the derivative of the activation function of σ (·), and z
Then W (m) and b (m) can be updated by the following form
where µ > 0 is the learning rate. Update C: Given W and b, we can calculate the corresponding features H (9) w.r.t C is equivalent to optimizing the following objective function:
Computing the derivative of L with respect to C and let it be zero, we obtain
Update A: Fixing other variables except A and removing the irrelevant terms w.r.t A, the optimization problem (9) is equivalent to the following problems:
We can obtain the closed-form solution as follows,
where T λ (·) is the shrinkage-thresholding operator acting on each element of the given matrix, and is defined by
The operator (·) + returns its value if it is non-negative and returns zero otherwise. Update Z: Fixing other variables except Z and removing the irrelevant terms w.r.t Z, the optimization problem (9) is equivalent to the following problems:
Denote
as the element of the matrix D ∈ R n×n . By simplifying algebraic terms of the objective function (24), the optimization problem can be rewritten as follows,
where ij ≥ 0 is the Lagrangian multiplier. According to the KKT condition [46] , we can obtian the closed-form solution as follows
Update Y 1 and Y 2 : Given C, Z and A, we can perform a gradient ascent update with the step size of ρ on the Lagrange multipliers as
In our algorithm, the stopping criterion is measured by
, where ξ (k) denotes the value of objective function in (6) at the t-th iteration. Meantime convergence is achieved when we have
In the paper, we set 2 = 10 −3 generally works well in the experiments and 1 need to tuning according to the different databases in the range [10 −2 , 10 −5 ]. In the experiment, we initialize the representation coefficient matrix C by solving the following optimization problem
The detailed algorithm procedure is described in Algorithm 1. After obtaining representation coefficient matrix C, we further use Ncut method to achieve the final clustering result.
C. CONVERGENCE AND COMPLEXITY ANALYSIS
Given a data matrix X ∈ R M ×N . Let n (l) and L be the number of neurons in the l-th layer and the number of layers respectively. The NSC-AGA takes O(N L−1 l=0 n (l) ×n (l+1) ) to train the feature H ∈ R D×N , then it takes O(N 3 ) to obtain the representation coefficient matrix C. The computational complexity of obtianing A is O(N ). The computational conplexity of getting Z is O(N 2 ). Therefore, the total computational
, where T denotes the number of iteration in solving Algorithm 1.
Because of the non-smooth function and the nonlinear autoencoder network, it is difficult to theoretically strictly
Algorithm 1 Nonlinear Subspace Clustering via Adaptive Graph Regularized Autoencoder (NSC-AGA)
Input: The given dataset X ∈ R d×n , the parameters α, γ , λ. Initialize: 1 = 10 −5 , 2 = 10 −4 , ρ = 10 −4 , ρ max = 10 5 , t max = 5, Initialize C by solving the problem (30) and pretrain the networks parameters {W (m) , b (m) } M m=1 by [47] . 1: while not converged do 2: repeat Update {W, b} by Eq. (16) Update Z by Eq. (27) 7:
Update Y 1 by Eq. (28) 8:
Update Y 2 by Eq. (29) 9:
Update ρ as ρ = min(µρ, ρ max ) 10: Check convergence, if 11 :
: end while Output: Optimal self-representation coefficient matrix C prove the convergence. First the optimization process of our algorithm can be divided into two parts. When the features H are fixed, it becomes a classic l 1 norm optimization problem which can be solved efficiently using convex programming tools [48] and its convergence is guaranteed. When we need to update H, fortunately, it is proved that any continuous activation function can be approximated uniformly on compact by an over-three layers deep encoder with enough hidden units [49] . This condition results in that the deep autoencoder network can approximate any function by using back propagation algorithm [50] . In practice, the proposed NSC-AGA does converge in all experiments and works well.
D. ALGORITHM SUMMARY
The proposed NSC-AGA algorithm alternates between solving for the representation coefficient matrix C given the learned features H by solving a convex optimization problem and solving for the low-dimensional features H for the given C via an adaptive graph regularized autoencoder networks. To obtain high-quality affinity matrix and better clustering results, we adopt a different way to build affinity matrix which is more robust to the noise.
The entire optimization process of the proposed algorithm is divided into two phase:initialization phase and fine-tuning phase. In the initialization phase, we initialize the representation coefficient C by solving the problem (30) and the network parameters W and b via a deep autoencoder network whose network architecture can be seen in table 2. In the fine-tuning phase, we apply algorithm 1 to obtain the VOLUME 7, 2019 optimal C. Specifically, we select Adam-optimizer [51] as the training method and set the learning rate to 10 −3 in all the experiments.
In order to reduce the computational complexity of the proposed algorithm in the fine-tuning phase, we first pre-train the deep autoencoder without any term be relevant to C to better initialize network parameters. Once the pre-training phase is finished, we need only five iterations to update the features H for the current C. Benefit from power feature learning ability of the deep autoencoder networks, experimental results show that five iterations are enough for the network to find high quality features H.
Having obtained the representation coefficient matrix C, we usually build the affinity matrix via (C + C T )/2 and perform spectral clustering on it. Motivated by the way of building affinity matrix in [2] , [52] , which adopts a novel heuristic to further enhance the block structure of the affinity matrix. We proposed a similar approach little modification. First compute the SVD of C, i.e., C = U V T .
We define P = U m 1 2 m , where U m is the first m columns of the matrix U and normalize each row of P to have unit norm. For the selection of m, we determine the value of m, which make the cumulative contribution rate of the singular value is more than eighty percent. The affinity matrix can be defined as
ij . We adopt Normalized Cut (NCut) clustering method to achieve the final clustering result.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we will investigate the performance of the proposed NSC-AGA for image clustering. The proposed algorithm is coded in python with tensorflow, and conducted on a PC with AMD Ryzen 7 1800X CPU (3.60GHz), NVIDIA GeForce GTX 1080 Ti and 64G RAM.
A. DATABASES AND PARAMETER SETTINGS
All the experiments are implemented on five public image database including the Extended Yale B, COIL20/100, USPS and ORL. A brief introduction of the database about the database is listed in Table 1 .
The Extended Yale B database 1 is a popular benchmark database for subspace clustering. For this database, we simply use the cropped images and resize them from 192 × 168 to 48 × 42 pixels. This database now has 38 individuals and around 64 near frontal images under different illuminations per individual. As most subspace clustering methods all can obtain quite good clustering performance on the database with small categories. In our experiments, We choose K ∈ {10, 15, 20, 25, 30, 38} subjects to verify the performance of our NSC-AGA algorithm. For the selection strategy of the data subset, we refer to the paper [34] . The ORL database 2 is composed of 400 face images of size 112 × 92. There are 40 persons, 10 images per each person. The images were taken at different times, varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses). In the experiments, we resize the original images to 32 × 32.
The COIL20/100 database are both object image database. COIL20 3 contains 20 objects and each objects were taken 5 degrees apart as the object is rotated on a turntable and each object has 72 images. COIL100 4 contains 7200 images from 100 objects. Similarly, we down-sampled the images to 32 × 32.
The USPS handwritten digit database 5 contains 10 classes and 11000 samples in total. We use a popular subset contains 9298 images for the experiments, and all of these images are normalized to the size of 32 × 32 pixels.
Since all methods obtain the final clustering results by K-means which is sensitive to initialization, we repeat all experiments ten times and report the average result with standard deviation. For each compared method, the parameters are set in a quite wide range, and many experiments are carried out to obtain the desired results. In details, for SC, we create the affinity matrix in two ways (Gaussian kernel based version and k nearest neighbors based version), and select the best way for each database according to the clustering performance. For SSC-BP, we set the parameters ρ = 1, k max is in the range [3, 30] and the parameter λ is set by λ = For S 3 C, since it is a generalization of the SSC-BP, we keep all settings in S 3 C the same as that in SSC-BP according to the author's suggestion. For AE and NSC-AGA, the relu function is taken as the activation function, and the detailed information of network structures is given in Table 2 .
For NSC-Nets, we use network structure fine-tuned by author and the training strategy also follow the author's recommendations. For NSC-AGA, we set the regularization 
B. BASELINES AND EVALUATION METRICS
In our experiments, since we focus on the subspace clustering problem, we select several subspace clustering algorithms as the baselines. We compare NSC-AGA with 11 state-ofthe-art subspace clustering including sparse subspace clustering (SSC-BP) [6] , sparse subspace clustering by orthogonal matching pursuit (SSC-OMP) [19] , low-rank representation (LRR) [2] , low rank subspace clustering (LRSC) [5] , subspace segmentation via least squares Regression (LSR) [20] , kernel sparse subspace clustering (KSSC) [24] , robust kernel low-rank representation (KLRR) [25] , structured sparse subspace clustering (SSSC) deep autoencoder (DAE) [35] , deep subspace clustering networks (NSC-Nets) [34] and spectral clustering (SC) [53] . Three standard evaluation metrics are adopted to measure the clustering performance, i.e., accurary (ACC), normalized mutual information (NMI) and adjusted rand index (ARI). The ACC is defined as follow:
where p i and q i denote the output label and the ground truth label of the i-th data point respectively. δ(x, y) is a indicative function, which equals 1 if x = y and 0 otherwise. map(q i ) is the best mapping function that permutes clustering labels to match the ground truth labels. The NMI is defined as follow:
where n i denotes the number of data in the ground truth cluster C i (1 ≤ i ≤ c),n j denotes the number of data belonging to the clusterĈ i (1 ≤ i ≤ c) and n ij denotes the number of data in the intersection between cluster C i andĈ i . The AMI metric can be defined as follow:
where K A and K B denote the output labels and the ground truth labels respectively, N i denotes the number of data points in the cluster A i , N j denotes the number of data points in the cluster B j and N ij denotes the number of data in the intersection between cluster A i and cluster B j .
C. RESULT ANALYSIS
For the Extended Yale B database, we select different numbers of subjects to test the clustering performance of the proposed NSC-AGA. From the table 7 we can see that NSC-AGA achieve better performance in all cases. Moreover, NSC-AGA and NSC-Nets are both robust to the increasing of the number of the subjects and maintain stable performance. In contrast, the performance of other methods decreases dramatically. This phenomenon can be explained that deep autoencoder can find better features with its powerful learning ability and make the relationship between the learned features be easier to be represented. Fig. 2 shows examples of the affinity matrix obtained by the different algorithms for the Extended Yale B database with all 6 subjects. In the paper, we select few good results of the compared methods because some methods have the similar or even worse performance. From the figure, we can obviously see that NSC-AGA has a more distinct block-diagonal structure. The data points in the same subject become more compact and ones in different subjects are highly separated. Therefore we can argue that encouraging the learned features to satisfy the self-expressiveness property instead of the origin data is effective and even superior according to the experimental results. Tables 4, 5 and 6 list the average clustering performance and variances with ACC, NMI and ARI metrics for all compared methods on the other four database. These results show that the proposed NSC-AGA outperforms other clustering methods in all the cases of the experiments. For the basic algorithms, the clustering results of SC are highly comparable or even better than the self-expressiveness based subspace clustering methods when the affinity matrices are appropriate for the database. From the results, we can find that the selfexpressiveness based subspace clustering methods generally have better performance compared with the basic algorithms mentioned above. Among them, SSSC achieves the best clustering performance overall. However, the proposed NSC-AGA performs far better than SSSC and other methods in terms of ACC, NMI, and ARI. These results demonstrate that the representation coefficient matrix based on the deep features learned by NSC-AGA more accurately reveal the relationship between the data points, and incorporating local geometric information of the data is favorable for clustering. KSSC and KLRR use the kernel trick for obtaining a new data representation in a high-dimensional feature space. Although KSSC and KLRR perform slightly better than SSC and LRR on some database, their performance is far worse than NSC-AGA. Especially for KSSC, we have tried a quite wide range of the bandwidth parameter, but the clustering performance is inferior to SSC. This is because that the kernel based methods which can be regarded as the shallow models with one nonlinear hidden layer, are hard to map the complex real-world data into an appropriate feature space in which the data points are linearly separable. In contrast, the proposed NSC-AGA unifies feature learning, locality preserving and representation learning into a deep autoencoder network framework, and possesses the powerful feature learning ability which can map the data into a more helpful latent space for extracting the salient feature. Thus, the proposed NSC-AGA can obtain more reasonable and meaningful representation based on the learned deep features. In order to demonstrate the convergence of the proposed method, we also conduct several experiments on five database to show the convergence performance as presented in Fig. 3 . It's obvious that the proposed NSC-AGA can converge to relatively stable objective function values with less than fifty iterations on all five database.
V. CONCLUSIONS
This paper proposes a novel nonlinear subspace clustering model via adaptive graph regularized autoencoder (NSC-AGA). The model unifies feature learning, locality preserving and representation coefficient matrix learning into a framework, which jointly optimizes the representation coefficient and the deep features. Simultaneously, the representation coefficient matrix as a learnable similarity graph is imposed on the Euclidean distances matrix of the deep features to make the local geometry and the linear correlation consistent. Experimental results demonstrate that our proposed method achieves significant improvement over the state-of-the-art subspace clustering methods on the five public database in term of ACC, NMI and ARI metrics. 
