Abstract-We propose an artificial-noise alignment scheme for multicasting a common-confidential message to a group of legitimate receivers. Our scheme transmits a superposition of information and noise symbols. At each legitimate receiver, the noise symbols are aligned in such a way that the information symbols can be decoded with high probability. In contrast, the noise symbols completely mask the information symbols at the eavesdroppers. Our proposed scheme does not use the knowledge of the eavesdropper's channel gains at the transmitter for alignment, yet it achieves the best-known lower bound on the secure degrees of freedom. The knowledge of the eavesdropper's channel gains is still necessary when selecting the rate of the wiretap code. Our scheme is also a natural generalization of the approach of transmitting artificial noise in the null-space of the legitimate receiver's channel, previously proposed in the literature.
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I. INTRODUCTION
M ULTIPLE antennas provide a promising approach for enhancing confidentiality of messages at the physical layer. A natural technique using multiple antennas is artificialnoise transmission [1] . We transmit an information message by beamforming in the direction of the legitimate receiver and superimpose a noise signal in a direction orthogonal to the legitimate receiver. This way any eavesdropper, whose channel vector has a component along the noise vector gets jammed by the noise signal. Unfortunately, such an approach does not scale when we need to multicast a common message to a large number of legitimate receivers. If the number of receivers is larger than the number of transmit antennas, we cannot find a vector that is simultaneously in the null space of all receivers. In this note we show how real-interference alignment [4] , [5] , can be used to to align the noise symbols at each legitimate receiver so that together they occupy only 1 M degrees of freedom at each desired user and yet mask the information symbols completely at each undesired user.
In related works, the multi-antenna compound wiretap channel was introduced in [2] where a common message needs to be transmitted to a group of legitimate receivers and needs to be kept confidential from a group of eavesdroppers. An interference alignment scheme for this setup was proposed in [3] . The interference alignment scheme in [3] however uses the knowledge of the eavesdropper channel gains for interference alignment. Using the real-interference alignment approach [4] , [5] , it aligns the information symbols at each eavesdropping receiver, so that they only occupy 1 M degrees of freedom. This results in 1 − 1 M secure degrees of freedom being achievable, which is the best known lower bound. In this note we show that a noise-alignment scheme that only requires the channel gains of the legitimate receivers for alignment can also attain the same lower bound. Unfortunately the knowledge of the eavesdropper channel gains appears necessary for selecting the rate of the wiretap codebook and thus the scheme is not completely blind to the eavesdropper's knowledge.
II. CHANNEL MODEL
We consider a compound multi-antenna wiretap channel that consists of one transmitter with M antennas, a group of J 1 legitimate receivers, each with one antenna, and a group of J 2 eavesdroppers each with one antenna. The resulting channel model can be expressed as
where the transmitted signal vector x ∈ R M is required to satisfy the average power constraint E[||x|| 2 ] ≤ P , and the additive noise variables v j and w k are independent identically distributed (i.i.d) AWGN noise variables, distributed N (0, 1). In our model we assume that all the elements of the vectors h j , g k ∈ R M are rationally independent; such a condition is satisfied with probability 1 if the channel gains are sampled independently from any continuous valued distribution. We will assume that the channel gains h j and g k are known to the transmitter. However the knowledge of the channel gains g k is only used in selecting the rate of the wiretap code, as will become apparent from our analysis. Furthermore, we only consider the case that the channel coefficients remain fixed for the entire duration of communication.
We transmit a single common message m to all the J 1 legitimate receivers. A rate R is achievable if there exists a sequence of length n wiretap codes such that the error probability at each legitimate receiver goes to zero as n → ∞ and the leakage rate . As remarked earlier, the result in [3] assumes a complete knowledge of channel gains of the eavesdroppers and proposes a signal alignment scheme that achieves
Our main result is that the same degrees of freedom can be achieved using a noise alignment scheme that aligns artificialnoise in the direction of legitimate receivers. Such a scheme has the advantage that it does not need any information about the eavesdropper's channel in the alignment process. In the 1089-7798/13$31.00 c 2013 IEEE rest of this letter, we outline the proposed noise alignment scheme in section III and present the secrecy-rate analysis in section IV. Conclusions are provide in section V.
III. ARTIFICIAL-NOISE ALIGNMENT
Our transmission scheme consists of sending fictitious (noise) messages in addition to the information message. Through an appropriate choice of a pre-coder, we align the noise symbols at each legitimate receiver while the noise symbols do not get aligned at any eavesdropper. This enables the legitimate receiver to decode the information message while they are completely masked by the fictitious messages at the eavesdroppers.
We begin by defining the precoding sets as follows. Let N be a sufficiently large integer and let
where h ji denotes the channel gain between the i-th transmitter antenna and the j-th legitimate receiver. Note that each selection of the tuple
L consists of all elements in the set T , and let
We let our signal constellation be
where a is the scaling constant and Q ∈ Z denotes the size of the constellation, whose values will be defined in the sequel. We let the transmit vector be given as
where b 1 ∈ C KL is the vector of information symbols and b 2 ∈ C ML is the vector of fictitious noise symbols. All the symbols are uniformly distributed over C. Furthermore u ∈ R M and α ∈ R KL are vectors whose elements are mutually independent and also independent of all the elements in h ji . The output at each legitimate receiver can be expressed as
Notice that the elements ofĥ j are rationally independent and independent of the elements in A. We let
Thus,h j is a length M L vector whose elements belong to the set A in (3). Since all elements ofh j belong to A we can also express it as [3, Lemma 2]
whereh ∈ R L is a vector consisting of all the elements in A and T j ∈ R L ×ML is a matrix for which every column has exactly one element that equals 1, and the remaining elements are zero. Furthermore it follows from (8) that no more than M entries in each row of T j are non-zero. The output at each legitimate receiver can be simplified as
Note that the elements ofĥ j andh are rationally independent. The output at each eavesdropper can be expressed as
We letg
and note that Eq. (11) reduces to
Since the elements of u, α, h j and g k are rationally independent, it follows that all the elements ofĝ k andg k are rationally independent. Eq. (10) and (11) complete the noise alignment procedure. In the next section, we propose the suitable choice of constellation parameters and the the corresponding expression for an achievable rate.
IV. SECRECY RATE ANALYSIS
Our analysis is based on the Khintchine-Grovshev type theorem on manifolds in R n . Proposition 1: (Motahari et. al [5] ) Let v 1 , v 2 , . . . , v m be a collection of m analytic functions in R n for some m < n and let {1, v 1 , v 2 , . . . , v m } be linearly independent. Then for all vectors f ∈ R n , except a set of measure zero, and every ε > 0 there exists a constant κ = κ(f , ε) such that for all integers p, q 1 , . . . , q m ∈ Z with q i = 0 for at-least some 1 ≤ i ≤ m, we have that
Recall that by construction, the entries in the vectorsĥ j ∈ R KL andh ∈ R L in (10) are rationally independent. We can express a signal constellation point at receiver j in (10) aŝ
where we have that q k ∈ {−Q, . . . , Q} and p jl ∈ {−MQ, . . . , MQ}, a and Q are the constellation parameters (5), and {ĥ jk }{ and {h l } are the entries ofĥ j andh respectively. Using (14) it follows that the minimum distance d 0 in the received signal constellation across all the legitimate receivers is
where we let κ 0 = min 1≤j≤J1 κ(ĥ j ,h, ε).
Following [5] , we select the following values of Q and a in order to attain the optimal degrees of freedom:
where γ is a normalizing constant in order to satisfy the average power constraint. Recall from (6) that
where b 2,i ∈ R L is the noise vector from antenna i. It follows that
where (20) follows from the fact that all the input symbols in b 1 and b 2,i are sampled independently, (21) follows since each constellation point is uniformly distributed in C in (5) and the last step (22) follows by substituting (17). By selecting
,
where the constant η depends on the channel gains h j but not on P . Thus for fixed channel gains and K, N (c.f. (3)) and ε, if we take P → ∞ we have that |d 0 | → ∞ and the error probability at receiver j
An achievable secrecy rate for the compound wiretap channel model is [2] R = max
To compute (28) we note that
and bound each of the three terms. Since all elements of b 1 ∈ R KL are uniformly distributed over the constellation C it follows that
Next using Fano's inequality we have,
where we substitute (27) for Pr(e j ) and observe that for fixed K and L as P → ∞ we have that KL · o P (1; η) also vanishes with P but depends on η for any fixed P .
We next compute I(b 1 ; z k ) . We first express
where we use the fact that x is a function of (b 1 , b 2 ) in (32) and the fact that a Gaussian input maximizes the mutual information in (33).
Since the elements of b 2 ∈ C ML are uniformly distributed in C it follows that
To compute the final term in (33) we consider revealing b 1 to each eavesdropper. For (11) it follows that the effective channel at the eavesdropper is now given byz k =g k b 2 + w k where the entries ing k are rationally independent. We next propose a condition under which the term H(b 2 |z k , b 1 ) is small. Note that the received signal constellation point at receiver k can be expressed as a ML j=1g kj b 2,j . Therefore using (14) it follows that for all channel gainsg k , except a set of measure zero, we have that the minimum distance in the received constellation satisfies
where κ e depends on the vectorsg k . Substituting the values of Q and a from (17) and by imposing
we have that
which increases as P → ∞. Thus the error probability associated with the eavesdropper is given by
It thus follows that
where o P (1; η e ) decreases to zero as P → ∞, but depends on η e for any fixed P . Substituting (35) and (40) into (33) we have that
where we have introduced c = max 1≤k≤J2 ||g k || 2 .
Substitute (30), (31) and (41) into (29), we can achieve the lower bound on the secrecy rate
Remark 1: We note that for any fixed P the rate of the wiretap codebook depends on the channel gains of the eavesdropper. Indeed both the constant c as well as the constant η e in the above expressions depend on the channel gains of the eavesdropper. An interesting question for further study is whether there exists a class of channels for which the error probability (39) decays to zero uniformly for all eavesdropper channels in that class. Such a bound will enable us to obtain a coding scheme that is oblivious to the eavesdropper channel gains.
Using (42) we have the secure degree of freedom (
We need to select K to maximize d given the constraint in (37). We select
By selecting N sufficiently large, K → M − 1 and ε can be selected to be sufficiently close to zero, the secure d.o.f in (43) can be made arbitrarily close to 1 − 1
M . V. CONCLUSION
We propose the use of artificial-noise alignment for transmitting a confidential message using a multi-antenna transmitter. The proposed scheme transmits a superposition of information and noise symbols. It simultaneously aligns the noise symbols at all intended users so that the message symbols can be decoded by these receivers. In contrast, the message symbols are completely masked by noise symbols at the eavesdroppers. As future work it will be of interest to see whether one can obtain suitable non-asymptotic versions of the Khintchine-Grovshev theorem in Prop. 1 which would enable uniform bounds on the equivocation for a class of eavesdropper channels. This will relax the need of having eavesdropper's channel gains at the transmitter when selecting the rate of the wiretap codebook.
In other directions, the result could potentially be extended to the case when the eavesdropper has multiple antennas, perhaps using a recent approach in [6] . It will also be interesting to consider the impact of imperfect and outdated CSI, finite SNR and the cost of acquiring CSI at the transmitter. Indeed such directions remain a fertile area of research in the literature of interference alignment.
