We show that for 0 < γ, γ < 1 and for measurable subsets of the unit square with Lebesgue measure γ there exist bi-Lipschitz maps with bounded Lipschitz constant (uniformly over all such sets) which are identity on the boundary and increases the Lebesgue measure of the set to at least 1 − γ .
Introduction
This is the first of a series of three papers considering the problem of finding Lipschitz embeddings between high dimensional random objects. In the present paper the main result concerns proving the existence of localized bi-Lipschitz stretchings of arbitrary measurable sets in the unit square.
Ultimately in an upcoming work [2] we prove that two Poisson process in the plane are almost surely roughly isometric, a notion of embeddings between metric spaces (see Definition 1.1). In [3] we showed the analogue of this result for one dimensional Poisson processes. For such an embedding one must be able to match the gaps of points on all scales. Even in one dimension this is challenging and required an involved multi-scale proof. Our program is to construct a similar multi-scale induction in higher dimensions. However, unlike the one dimensional case, where regions without points are simply line segments, on larger scales these sets can resemble any measurable set. The result presented here, a purely deterministic one, provides the necessary input in establishing the base case estimates of our multi-scale induction [2] . It allows us to effectively shrink the size of empty regions, see Theorem 2 below.
Our main result in this paper concerns bijections from the unit square on the plane to itself that are identity on the boundary. For any set A of a fixed Lebesgue measure γ, we are interested in constructing such a function, which additionally is bi-Lipschitz, and maps A to a set with Lebesgue measure above a fixed threshold 1 − γ . For a fixed choice of γ and γ (with 1 − γ > γ) we want to maintain a uniform control over the bi-Lipschitz constants of the such functions. The main result in this paper, Theorem 1, establishes that it is possible to do so.
Statement of the Results
We denote the sigma algebra of all Borel-measurable subsets of [0, 1] 2 by B([0, 1] 2 ) and let λ denote the Lebesgue measure on R 2 . Our main result in this paper is the following. 1. φ is (1 + η)-bi-Lipschitz.
2. φ is identity on the boundary of [0, 1] 2 .
3. λ(φ(A)) ≥ λ(A) + ε.
Related Works
The question of existence of bi-Lipschitz homeomorphisms between different subsets of R n , satisfying certain conditions, has been studied classically, notably by McMullen [8] . It is shown in that paper that there exists a positive function f on R n , n ≥ 2, such that there does not exist a bi-Lipschitz homeomorphism φ : R n → R n with det Dφ = f . It is also proved that there exists separated nets in R n (n ≥ 2) which cannot be mapped into Z n in a bi-Lipschitz way. Shortly before uploading this paper we came across a very recent paper [5] on arXiv which investigates related questions and proves a variant of Theorem 1 for sets A of sufficiently small measure (Proposition 11, [5] ), as well as much more. Their proof uses a covering lemma based on a result of [1] , which is no longer true in higher dimensions. Our proof is different and we believe can be adapted to work in higher dimensions as well. Moreover, the stretching result only for sufficiently small sets is not sufficient for our purposes in proving rough isometry. Our work was independent of [5] .
The question considered in this paper has connections to several different problems in analysis, an interested reader is referred to [5] and the references therein for more details.
Proofs of Theorem 1 and Theorem 2
In this subsection we establish Theorem 1 from Theorem 3 and Theorem 2 as a consequence of Theorem 1. We start with the easy proof of Theorem 1 assuming Theroem 3.
Proof of Theorem 1. Fix 0 < γ < 1 − γ < 1. Fix a set A with λ(A) = γ. Define a sequence of bijections ψ i on [0, 1] 2 and a sequence of Borel sets A i as follows. Set A = A 1 . If λ(A i ) < 1 − γ , then define ψ i = φ A i where φ A i is given by Theorem 3. If λ(A i ) ≥ 1 − γ , set ψ i to be the identity map. Set A i+1 = ψ i (A i ). Fix η > 0. Set n 0 = 1−γ −γ ε(γ,γ ,η) + 1 . It follows from Theorem 3 that the function φ 0 = ψ n 0 • · · · • ψ 1 satisfies all the conditions of Theorem 1 with C 0 = (1 + η) n 0 . This completes the proof.
Next we show how Theorem 2 follows from Theorem 1.
Proof of Theorem 2. Fix X such that k X (n) ≥ δn 2 . Let A denote the union of unit squares in [0, n] 2 that contain points of X. Now fix κ > 0 such that (1 − e −κ 2 ) 1/κ 2 > e − and δ > 0 such that (1 − e −κ 2 ) (1−δ )κ −2 e −δ ≥ e − . Since A has measure at least δn 2 , by Theorem 1 there exists a C(δ, δ ) bi-Lipschitz map φ from [0, n] 2 to [0, n] 2 which is identity on the boundary and such that λ(φ(A)) ≥ (1 − δ )n 2 (if λ(A) ≥ (1 − δ )n 2 , we take φ to be the identity map). Now let B denote the union of squares in [0, n] 2 of the form [κj, κ(j +1)]×[κ , κ( +1)] that intersect φ(A), and let k Y (n) denote their numbers. Clearly 
This completes the proof.
Rest of this paper is devoted to proving Theorem 3. From now on, γ and γ and η will be fixed positive numbers such that 0 < γ < 1 − γ < 1. Also we shall fix a Borel set A ⊆ [0, 1] 2 with λ(A) ∈ [γ, 1 − γ ].
An Overview of the Proof of Theorem 3
To prove Theorem 3 one needs to construct a map satisfying the required conditions which expands the regions where the set A has higher density and compress the regions where set A has lower density. For example it is not hard to see that one can construct such a function if the set A is contained in, say, the left half of the unit square (i.e., [0, . For more complicated sets we use the same idea recursively at different scales.
In § 2, we construct an auxiliary family of bijections {Ψ δ } δ∈(−1,1) from [0, 1] 2 onto itself which are identity on the boundary and which stretches all regions within the left half of [0, 1] 2 by the same factor 1 + δ. The functions Ψ δ also satisfy certain regularity conditions, in particular these are bi-Lipschitz functions with Lipschitz constant 1 + O(δ). We divide the unit square into dyadic squares and rectangles at different scales recursively such that each square (rectangle) at a level is divided in two halves by the rectangles (squares) in the next level (see § 3). We use the auxiliary functions Ψ δ to construct bijections on the dyadic squares (rectangles) at different levels which stretches each half of these dyadic squares (which are dyadic rectangles at the next scale) proportionally to the density of A in these dyadic rectangles. Finally we compose these functions (see § 4) up to a large number of levels (with the number of levels depending on the set A and the location of the dyadic square) to obtain the required stretching function. However, the control on the Lipschitz constant worsens with the number of compositions and it is necessary to establish that one can maintain a uniform control over the Lipschitz constant. While the construction is deterministic, our proof makes use of a probabilistic analysis.
We let X denote a uniformly chosen point in [0, 1] 2 . Let us reveal sequentially for n ≥ 1, which dyadic square at level n it belongs to. The expected density of X is then a martingale. We make use of this martingale to analyse the function described above. Roughly we show that there exists a stopping time τ such that if we compose the stretching functions up to level τ , then the area of A is increased by , however the bi-Lipschitz constant is still controlled by 1 + η. This argument is spanned over § 5, § 6, § 7 and finally we complete the proof of Theorem 3 in § 8.
A word about notation: parameters and constants In the course of the proof of Theorem 3 over the next few sections, we shall have occasion of using many constants and parameters. By an absolute constant we shall mean a constant that depends only on γ and γ . We shall denote by C, c absolute constants whose values may vary through the proof while numbered constants C 1 , C 2 , . . . , and ε 1 , ε 2 , . . . , will denote fixed constants whose values are fixed throughout the paper and in particular are independent of the set A. When we use a matrix norm for a matrix M, unless otherwise stated, ||M|| will denote its ∞ norm, i.e., the maximum of absolute values of its entries.
The Stretching Function
To construct the map φ we shall need an auxiliary stretching map Ψ δ where δ ∈ (−1, 1) is a stretching parameter. Ψ δ will be a bijection on [0, 1] 2 which is identity on the boundary of [0, 1] 2 . We now move towards the construction of Ψ δ .
Construction of Ψ δ
For the rest of this subsection, fix δ ∈ (−1, 1). We first construction the following parametrisation.
Parametrisation
Let h : [0, 3. h is (weakly) increasing.
h is thrice continuously differentiable with
It is easy to see that such an h exists, e.g., we could take a function that behaves like e −1/(r−1/10) near Define Θ(r) as follows.
The r − θ parametrisation 2 ) × (−1, 1) defined as follows. We have (x 1 , x 2 ) → (r, θ) defined by
We shall work with this parametrisation in the lower half of the unit square. The level lines of the function r and their reflections about the line x 2 = 1 2 is shown in Figure 1 . Notice that this transformation is C 1 except on {r = r 0 } and the Jacobian matrix for the transformation K −1 is given by J(r, θ) =
(1 + h (r)) sin(θΘ(r)) + (r + h(r))Θ (r)θ cos(θΘ(r)) (r + h(r))Θ(r) cos(θΘ(r)) (1 + h (r)) cos(θΘ(r)) − (r + h(r))Θ (r)θ sin(θΘ(r)) − h (r) −(r + h(r))Θ(r) sin(θΘ(r))
. The (absolute value) of the determinant of the Jacobian is given by Θ(r)(r + h(r))(1 + h (r) − h (r) cos(θΘ(r))).
Constructing Ψ δ Let δ ∈ (−1, 1) be fixed. For r ∈ (0, 1. g r is an increasing bijection with g(−1) = −1 and g(1) = 1.
For each
That such a function exists and is unique follows from the facts that for each r ∈ (0, 1) . Now define the bijection
Figure 2: For δ > 0, the functions g r stretch the left half of the level lines of the function r
We define Ψ δ (1/2, 0) = (1/2, 0) and extend Ψ δ to [0, 1] 2 in the following way. For (
On the line x 2 = 1 2 , we set
Basic properties of Ψ δ
Over the next few lemmas we list useful properties of the function Ψ δ as constructed above. The next lemma is immediate and we omit the proof. Proof of this lemma is deferred to Appendix A. The next lemma shows that the left and rights sides are stretched uniformly by ratios of 1 + δ and 1 − δ respectively. Lemma 2.3. For each δ ∈ (−1, 1), Ψ δ defined as above it satisfies the following properties.
(ii) For Λ L as above and
Proof. We first prove that for all
Without loss of generality assume B ⊆Λ 1 as well. We have using (1),
Similarly it can be shown using (2) that for all B ⊆ Λ R , we have λ(Ψ δ (B)) = (1 −δ)λ(B). This completes the proof of the lemma.
Smoothness of Ψ δ
Now we need to establish that Ψ δ has certain smoothness properties.
Crack, Twists and Seams: Geometric definitions
We introduce the following geometric definitions for [0, 1] 2 .
Definition 2.4 (Crack and Twists).
The line x 1 = 1 2 is called the crack C in the unit square [0, 1] 2 . Let T 1 and T 2 denote the points where the crack intersects the boundary, T 1 and
and define T 2 r to be the reflection of T 1 r on the line
Definition 2.5 (Seams). Let S 1 = K −1 ({r = r 0 }) in the parametrisation described above. Let S 2 be the reflection of S 1 on the line x 2 = 1/2. We shall call S 1 and S 2 (or,
Estimates for Ψ δ
Proposition 2.6. Ψ δ is differentiable at all points in [0, 1] 2 except possibly on the crack C and the seams S.
and there exists an absolute constant C 1 (not depending on δ, x, possibly depending on h) such that
To prove this proposition, we shall need a few lemmas, dealing with the functions g r (θ) and J(r, θ). These lemmas will be proved in Appendix A.
Lemma 2.7. There exists an some absolute constant C > 0 such that the following hold.
(ii) We have
Proof of this lemma is provided in Appendix A.
Lemma 2.8. There exists an absolute constant C > 0 such that we have the following.
The proof is deferred to Appendix A. Lemma 2.9. Let M(r, θ) = J(r, g r (θ)) − J(r, θ). Then there exists an absolute constant C such that ||M(r, θ)|| ≤ Cδ.
Proof. This follows immediately from the formula for J(r, θ) and part (i) of Lemma 2.7. Now we are ready to prove Proposition 2.6.
Proof of Proposition 2.6. By symmetry it is enough to consider x = (x 1 , x 2 ) such that
To start with, we assume x = (x 1 , x 2 ) with x 2 < 1 2 . The differentiability is easy to establish. Let (r, θ) = K(x 1 , x 2 ). Let J H (r, θ) denote the Jacobian matrix of the transformation H evaluated at the point (r, θ). By Chain rule, it follows that
It follows that
It follows from the definition of H that
It follows from Lemma 2.7 and Lemma 2.8 that there exists an absolute constant C that
Observe the following. Fix r 0 > 1 10 > r 1 > 0. Observe that there exists a constant C such that sup
Hence it follows from Lemma 2.9 and (3) that there exists and absolute constant C such that for all x ∈ K −1 ({r 1 < r < 1 2 }) we have
Since h(r) = 0 for each r ≤ r 1 it follows that for each r < r 1 , and θ ≤ 0, we have g r (θ) = −1 + (1 + δ)(θ + 1) and it can be verified by direct computation that there exists C > 0 such that
It is also easy to see using symmetry of construction and Lemma 2.8 that
This completes the proof of the proposition by choosing C 1 appropriately.
Finally we have the following.
, it follows from Proposition 2.6 that
The proposition follows.
Then there exists an absolute constant C > 0 such that for all x ∈ [0, 1] 2 we have
Proof. This follows easily from the definition of Ψ δ and part (i) of Lemma 2.7.
We want to show that the second derivative of Ψ δ remains bounded away from the Twists.
Proposition 2.12. Ψ δ is twice differentiable at all points in [0, 1] 2 except possibly on the crack C and the seams S. Then there exists an absolute constant C 2 > 0 (not depending on δ, x, possibly depending on h) such that for (
Proof. Without loss of generality consider x = (x 1 , x 2 ) with x 1 < 1 2 and
For the rest of this subsection, let us introduce the following piece of notation. For a matrix A, A r (resp. A θ ) shall denote the entrywise derivative w.r.t. r (resp. θ) of the matrix A. Because of (4), it suffices to prove that for some absolute constant C we have
It follows now from Lemma 2.9 and Propostion 2.6 that it suffices to prove the following.
(i) Let us denoteJ(r, θ) = J(r, θ) −1 . There exists an absolute constant C > 0 such that
(ii) Let J 0 (r, θ) = (J H (r, θ) − I). Then there exists an absolute constant C such that
(iii) There exists a constant C > 0 such that ||J r (r, g r (θ))|| ≤ C, ||J θ (r, θ)|| ≤ Cδ.
The above three assertions are proved below in Lemma 2.13, Lemma 2.14 and Lemma 2.15 respectively. This completes the proof of the proposition. Lemma 2.13. LetJ r (r, θ) be defined as in the proof of Proposition 2.12. Then there exists an absolute constant C such that for r ∈ (r 1 ,
Lemma 2.14. Let J 0 be defined as in the proof of Proposition 2.12. Then there exists an absolute constant C such that ||J 0 r (r, θ)|| ≤ Cδ, ||J 0 θ (r, θ)|| ≤ Cδ.
Lemma 2.15. There exists a constant C > 0 such that ||J r (r, g r (θ))|| ≤ C, ||J θ (r, θ)|| ≤ Cδ.
Proofs of the above three lemmas are deferred to Appendix A. Finally we have the following proposition.
Proposition 2.16. Let x, x ∈ [0, 1] 2 be such that Ψ δ is differentiable at both x and x . Let S x,x denote the event that the line joining x and x intersects S. Also set
Then there exists an absolute constant C 3 > 0 such that we have
Proof. Clearly it follows from Proposition 2.6 that for all x, x , we have
for some absolute constant C > 0. It follows from mean value theorem that for x, x ∈ K −1 (T r 1 ) we have
for some absolute constant C. Notice that the same also follows for x, x ∈ [0, 1] 2 \ T r 1 if S x,x does not hold using Proposition 2.12. Now consider the case x ∈ T r 1 , x / ∈ T r 1 , S x,x does not hold. If x / ∈ T r 1 /2 , g(x, x ) > r 1 /2 and mean value theorem once again gives the result using Proposition 2.12. In the only remaining case, |x−x | g(x,x ) > 1 and so there is nothing to check. All these combined proves the lemma for an appropriate choice of C 3 .
Stretching Rectangles
For the proof of Theorem 1, we shall need to stretch not only the unit square but also squares and rectangles of different sizes. Also we shall need to stretch rectangles not only along its length (x 1 -direction) but also along its height (x 2 -direction). We can do these by using Ψ δ composed with some linear functions as follows.
For u = (u 1 , u 2 ) ∈ R 2 , and a, b > 0, let Consider
2 . Note that Ψ δ,a,b,→ stretches the rectangle in a left-right direction whereas Ψ δ,a,b,↑ stretches the rectangle in an up-down direction.
Dyadic Squares
For a rectangle R in R 2 , whose sides are aligned with the coordinate axes (i.e., of the for [x, x + a] × [y, y + b]), we call a to be the length of R, and b to be the height of R. At each level n ≥ 0 we write [0, 1] 2 as a union of (not necessarily disjoint) rectangles aligned with the co-ordinate axes {Λ j n } 2 n−1 j=1 satisfying the following properties.
1. Figure 4 . Suppose u n,j denote the top right corner of Λ n,j . For definiteness we shall adopt the following convention. For each j, u n,2j u n,2j−1 where denotes the lexicographic ordering on R 2 . It is clear that under such a convention there is a unique way to construct Λ j n s. We shall call the Λ n,j dyadic boxes at level n.
It is then clear from the construction that we have for B := ∪ n B n , λ(B) = 0.
For x ∈ Λ 1 \ B, let us define Λ n,x = Λ j n where j is such that x ∈ Λ j n . Let ρ n,x denote the density of A in Λ n,x , i.e.,
Also, define ∆ n,x = ρ n+1,x − ρ n,x . Notice that |∆ n,x | is constant on Λ n,x \ B. We shall let v n,x denote the bottom left corner of Λ n,x . We shall denote by L 1 (n, x) and L 2 (n, x), the length and height of Λ n,x respectively. Also δ(n, x) = ∆n,y ρ n−1,x for y ∈ Λ n,x which is very close to v n,x .
Crack, Seams and Twists on Dyadic Boxes
For x ∈ [0, 1] 2 , consider Λ i,x , the i-th level dyadic box of x. If i is even, then define
to be the crack in Λ i,x , and T i,x = D 2 (T ) to be the twists in Λ i,x . If i is odd, we have same definitions except D 2 is replaced by D 1 . Notice that, with these definition, it is clear that dyadic boxes at level (i + 1) are created by splitting level i dyadic boxes in half along the cracks at level i.
Stretching

Martingales
Now let X be a random variable which is uniformly distributed on Λ 1 . Notice that Λ n,X , ρ n,X , ∆ n,X are almost surely well-defined. Let F n denote the σ-algebra generated by Λ n,X . The following observation is trivial. We have ρ n,X = P[X ∈ A | F n ] is a martingale with respect the filtration {F n } n≥1 . Furthermore, ρ n,X → I(X ∈ A) a.s. as n → ∞.
Clearly it follows from definitions that |∆ n,X | is F n measurable. This leads to following easy and useful observation.
Observation 4.2. Now consider a random time τ which is F n -measurable. Then we have using the Optional Stopping Theorem
Stretching at different scales
For n = 1, 2, . . . ,, define the function ϕ n on Λ 1 as follows. If n is odd and y ∈ Λ n,x , we define ϕ n (y) = Ψ δ(n,x),Λn,x,→ (y).
If n is even and y ∈ Λ n,x , we define ϕ n (y) = Ψ δ(n,x),Λn,x,↑ (y).
Clearly, each ϕ n is a bijection on Λ 1 that is identity on the boundary. Define
Clearly, Φ n is also a bijection from Λ 1 to itself which is identity on the boundary. Also, set Φ 0 to be the identity. In Figure 5 , we illustrate the sequence of functions Φ 0 , Φ 1 , Φ 2 , where δ(1, x) = 0.5 and δ(2, x) = −0.5 on Λ 1 2 . Our primary objective will be to control the derivative of Φ n which we can write as
Notice that the product in the above equation is a product of matrices. We will anaylse the following F n -measurable approximation to Φ n ,
We further define the quantities
It is clear that W i,n = U i,n + V i,n . Observe that
Since ϕ i (X) is identity on the boundary of Λ i,X , Green's Theorem implies that integral of ϕ i over Λ i,X is equal to the integral of ϕ i over the boundary of Λ i,X and hence
Dealing with Twists and Seams:
While the derivative of Ψ is well behaved in most regions, observe that Ψ δ is not differentiable on the seams S, and the second derivative is unbounded on the twists T . These shortcomings in smoothness are inherited by the functions φ i . To deal with these issues we shall need the following notations. For a fixed x, let
Clearly J i,x is almost surely well defined. It measures for how long the n-th level dyadic box containing x intersected the twists in Λ i,x . For a fixed x and i, and for n > i, let A i,n,x denote the event that
By construction the sets A i,n,x is decreasing in n. Now let α i,x = max{n : α i,n,x } and define β i,x = J i,x ∨ α i,x . We set∆ i,x = |∆ i,x |2 β i,x /10 , reweighting ∆ i,x when it is close to a twist or seam. Finally for n > i, we definẽ
Notice that∆ i,x,n is increasing in n and∆ i,x,n ≤∆ i,x . Also notice that∆ i,x,n is F n measurable.
Stopping Times
The primary philosophy of our proof is to keep stretching A on smaller scales but stopping before it violates the Lipschitz constant. To implement this approach we define a series of stopping times. Let ε 1 , ε 2 be small positive constants that will be chosen later in the proof and set
. We set
Also we define
It is clear from Observation 4.1 that τ is finite almost surely. We primary work of the next two sections is to prove the following theorem.
Theorem 5.1. There exists ε 1 and ε 2 > 0 such that for the stopping times defined above, we have
Estimates on U and V
In this section we show that for a fixed i, on {n < τ }, ||U i,n || and ||V i,n || cannot be too large and decays exponentially with (n − i). We start with the estimate on V i,n .
Proposition 6.1. There exists some absolute constant C 4 > 0 such that for each i ≥ 1, and n > i, we have
Proof. Observe that,
Observe that, we have on
γ . Now we need to consider two different cases.
Case 1: i + β i,X < n. In this case, we have that the line joining x, x does not intersect S i,X . Fix a constant ε 5 > 0 sufficiently small. Notice that we have by Proposition 2.10 that if ε 2 < ε 5 100(C 5 +1) , then on {n < τ }, ϕ i+1 • . . . • ϕ n−1 is a bi-Lipschitz continuous function on Λ n−1,X with Lipschitz constant at most (1 + ε 5 ) n−i . Further observe the following. Since i + β i,X < n, for any point x ∈ Λ n−1,X , we have d(x, T i,X ) ≥
Hence it follows from (18) and Proposition 2.16 that on {n ≤ τ } for some absolute constants C and ε 5 sufficiently small
where the final inequality follows by taking ε 5 sufficiently small. Case 2: i + β i,X ≥ n. In this case it follows from Proposition 2.16 that we have on {i < τ }
It follows now from (18) that on {n < τ },
The proposition now follows from (19) and (20) by choosing C 4 appropriately.
We have a similar result for U i,n where we get a∆ i,X ∆ n,X term instead of the ∆ i,X term in the above proposition. Proposition 6.2. There exists some absolute constant C 6 > 0 such that for each i ≥ 1, and n > i, we have
To prove Proposition 6.2 we need some additional work to deal with the possibility that ϕ i+1 • · · · ϕ n−1 (Λ n−1,X ) might intersect S i,X . To this end we make the following definition. For x ∈ Λ n,X , let A i,n,x denote the event that the line segment joining ϕ i+1 • . . .
We have the following lemma bounding the measure of the set A i,n,X . Lemma 6.3. For some absolute constant C > 0, we have on
Proof. Denote the two seams in Λ i,X by S 1 i,X and S 2 i,X respectively. For x ∈ Λ n,X , let A 1 i,n,x denote the event that the line segment joining ϕ i+1 • . . .
. By symmetry, it suffices to prove that for some absolute constant C > 0, we have on
Interpreting S 1 i,X as a directed simple curve there exist a first point y ∈ S 1 i,X where S 1 i,X enters ϕ i+1 • . . . • ϕ n−1 (Λ n,X ) and a last point y ∈ S 1 i,X where S 1 i,X exits ϕ i+1 • . . . • ϕ n−1 (Λ n,X ). If ε 5 is such that the bi-Lipschitz constant of ϕ i+1 • . . . • ϕ n−1 is at most (1 + ε 5 ) n−i then we get that |y − y | ≤ C(1 + ε 5 ) (n−i) 2 −n/2 for some absolute constant C > 0. Let S 1 i,X (y, y ) denote the curve segment S 1 i,X from y to y . Let (y, y ) denote the length S 1 i,X from y to y . It then follows that (y, y ) ≤ C(1 + ε 5 ) (n−i) 2 −n/2 for some absolute constant C > 0. Now define
Clearly for some constant C > 0,
and hence we have
By taking ε 5 sufficiently small we establish (23) and the lemma is proved.
We also need the following lemma.
Lemma 6.4. For some absolute constant C > 0, we have for each x ∈ Λ n,x , on {n < τ }
Proof. It follows from Proposition 2.11 that for some absolute constant C for all x ∈ Λ n,X we have |ϕ n (x) − x| ≤ C∆ n,X d(x, T i,X ). Now for ε 5 as in the previous case, we have
and also
Taking ε 5 sufficiently small, (24) follows from the above two equations.
Now we are ready to prove Proposition 6.2.
Proof of Proposition 6.2. For the proof of this proposition also we need to consider two cases. Case 1: i + β i,X < n.
In this case, we have that ϕ i+1 •· · · ϕ n−1 (Λ n−1,X ) does not intersect S i,X . Hence it follows that by arguments similar to those in the proof of Propositiion 6.1 that on {n < τ } we have using Proposition 2.16
Now observe that since i+β i,X < n, we have that d(Λ n,X , T i,X ) ≥ 
Also observe that it follows from Proposition 2.11 that for some absolute constant C > 0 we have
It follows now from (25) that on {n < τ } for some absolute constant C
Case 2: i + β i,X ≥ n. It follows from Proposition 2.16 that
(27) Using (27), Lemma 6.3 and Lemma 6.4 we get for some absolute constant C > 0
Proof of the proposition is completed by choosing C 6 appropriately.
7 Bounding Y n Our next step is to prove Theorem 5.1. That is, we need to show that it is unlikely that ||Y n − I|| becomes large before either ρ n,X deviates significantly from λ(A), ∆ n,X becomes sufficiently large or k≤n∆ 2 k,X,n becomes sufficiently large. For this purpose we construct a matrix-valued martingale M n .
Constructing M n
Define a sequence {M n } n≥1 of matrix-valued random objects as follows.
Clearly, it follows that M n is F n measurable and since E[V k,n+1 | F n ] = 0 it follows that M n is a martingale with respect to the filtration {F n }.
Let τ 1 , τ 2 , τ 3 be defined by (13), (14) and (15) respectively. Define the stopping times τ 5 and τ 6 by
(29)
Let us define
Observe that τ ≤ τ .
We shall prove the following theorem.
Theorem 7.1. Set ε 6 = η/800. Then there exists ε 1 , ε 2 > 0 such that we have
Before proving Theorem 7.1, observe the following. It follows from (12) that
Choose ε 5 sufficiently small and set ε 2 = ε 5 100(C 5 +1) . By choosing ε 5 sufficiently small we have for each i ∈ [k+1, n] we have ||I+
(1 + ε 5 ) using Proposition 2.6. It follows now using Proposition 6.1 that on {n < τ } we have for ε 5 small enough and for some absolute constant C > 0
where the third inequality is by the Cauchy-Schwartz Inequality. Hence on the event {n+1 < τ } we have
Similarly to (33), we have that on the event {n < τ } for some absolute constant C > 0
for ε 2 sufficiently small. Having bounded the quadratic variation and increment size of M n+1 we use the following inequality for tail probability of a martingale, which is a generalisation of Bernstein's inequality. (Freedman, 1975 [4] ). Let {X n } n≥1 be a martingale with respect to the filtration {F n },
Now we are ready to prove Theorem 7.1.
Proof of Theorem 7.1. Choose ε 1 sufficiently small so that
It follows from Theorem 7.2 using (34) and (35) that
Taking a union bound over different values of i and j it follows that
This finishes the proof of the theorem.
Bounding Y
We have the following lemma.
Lemma 7.3. Set ε 8 = η/800. There exists ε 1 , ε 2 > 0, satisfying the conclusion of Theorem 7.1 such that we have
Proof. Observe that on {t < τ }, we have
Expanding out D n we have
Call the first term on the right hand side of the above equation A n , call the second term B n . Choosing ε 5 = 100(C 5 + 1)ε 2 and arguing as in (33) we get that for some absolute constant C > 0 we get that on {n + 1 < τ },
It follows that on {t < τ } for some absolute constants C, C 9 > 0
For obtaining a bound on B n , observe the following. Fix S ⊆ [n] with |S| ≥ 2. It follows from Proposition 6.1 and Proposition 6.2 that for some absolute constant C > 0 we have
Arguing similarly as in (33) it follows by taking ε 2 sufficiently small, on {n + 1 < τ }, we have
Summing over all S ⊆ [n] with |S| ≥ 2 we get that
Now observe that on {n + 1 < τ }, by choosing ε 2 sufficiently small we have
by the argument used in (35). It then follows that
where the final step follows from the Cauchy-Schwarz inequality. Summing over n we get on {t < τ }, for some absolute constant C 10 > 0
It now follows from (38), (40) and (44) that we have
Choosing ε 1 and ε 2 sufficiently small such that (C 9 + C 10 )(ε 1 + ε 2 ) ≤ ε 8 , we complete the proof of the lemma.
Proof of Theorem 5.1
Now we are ready to prove Theorem 5.1.
Proof. Observe that we have ε 6 +ε 8 < ε 4 . Fix ε 1 , ε 2 > 0 such that Theorem 7.1 and Lemma 7.3 holds. It follows from and Lemma 7.3, that on {τ 6 ≥ τ }, for all n < τ we have
Proof of Theorem 5.1 is then completed using Theorem 7.1.
Proof of Theorem 3
We complete the proof of Theorem 3 in this section. We first need the following lemmas.
Lemma 8.1. Set ε 9 = η/400. Then we can choose ε 1 , ε 2 > 0, in Theorem 5.1 so that we have on {n < τ }, ||Φ n − Y n || ≤ ε 9 .
Proof. Write
Observe that ||ξ i,n (X)|| is upper bounded by the right hand side of (18) with n there replaced by (n + 1). Now arguing as in the proof of Proposition 6.1 it follows that for some absolute constant C > 0 we have
Notice that
It now follows that
An argument similar to the one used in (42) gives that for ε 2 sufficiently small, we have on
Using the Cauchy-Schwarz inequality as in (43) we get that for some absolute constat C > 0 we have
The lemma follows by taking ε 1 and ε 2 sufficiently small. Lemma 8.2. We can choose ε 1 , ε 2 > 0 in Theorem 5.1 such that for some absolute constant C 11 > 0 we have
Proof. The above lemma is an immediate consequence of the following lemma.
Lemma 8.3. We can choose ε 1 , ε 2 > 0 in Theorem 5.1 such that we have
Notice that the total length of the curve(s) S i,X is at most C 12 2 −i/2 for some absolute constant C 12 . Let ε 5 be a constant such that on {n < τ }, ϕ i+1 • · · · ϕ n is bi-Lipschitz with Lipschitz constant at most (1 + ε 5 ) n−i . It follows that ϕ i+1 • · · · ϕ n∧τ −1 is also bi-Lipschitz with Lipschitz constant at most (1 + ε 5 ) n−i . Note that, as before, ε 5 can be made arbitrarily small by taking ε 2 small. Hence it follows that there exists a set M of N = 8C 12 (1 + ε 5 ) n−i 2 (n−i)/2 points on S i,X such that any point on S i,X is at most distance
by taking ε 5 sufficiently small completing the lemma.
Lemma 8.4. We have for the stopping time τ w.r.t. the filtration F i ,
Proof. Let W 1 , W 2 , . . . be the disjoint (except may be at the boundary) τ level dyadic boxes (i.e.,
It follows from the definition od ϕ τ −1 that for each k we have that subsets of W k are expanded uniformly
and that the measure of the image of a box is proportion to its density
Combining (51) and (52) we get
which completes the proof of the lemma.
Now we are ready to prove Theorem 3.
Proof of Theorem 3. Consider τ 1 , τ 2 , τ 3 , τ 4 as in Theorem 5.1. It follows from Theorem 5.1 that one of the following three cases must hold.
. We treat each of these cases separately.
In this case it follows that
. Now observe that using Lemma 8.2 we have
It follows using Obervation 4.2 that
It follows now from Lemma 8.4 that
where ε is a fixed constant smaller than
. Choose m sufficiently large so that P[τ < m/2] < ε. It then follows that
Also, it follows from Lemma 8.1 and the definition of τ 4 that ||Φ (τ −1)∧m − I|| < η/100. Since Φ (τ −1)∧m is continuously differentiable except on finitely many curves, it follows that we have φ := Φ (τ −1)∧m is bi-Lipschitz with Lipschitz constant 1+η. So the proof of Theorem 3 is finished in this case.
Case 2:
. In this case we have P[τ 2 < ∞] ≥ 1 3 . Hence it follows that there exists x 1 , x 2 , . . . x n ∈ Λ 1 and i 1 , i 2 , . . . , i n > 0 such that Λ i k ,x k are disjoint (except may be at the boundary),
. Define the function φ as follows. Set
It is clear that such a φ is well-defined, identity on the boundary of Λ 1 and is bi-Lipschitz with Lipschitz constant (1+η) by choosing ε 2 sufficiently small. Now observe that
Summing over k we get that λ(φ(A)) ≥ λ(A) + ε 2 12 .
So the conclusion of Theorem 3 holds for ε < It follows that
It follows now using (58) that since h (r) = O(h(r)) 2 as r → Proof of Lemma 2.8. Without loss of generality we again assume that θ ≤ 0. Observe that by differentiating both sides of (56) w.r.t. r we get that
It follows that there exists θ * ∈ (θ, g r (θ)) such that the left hand side of (61) reduces to The final assertion follows using (59).
Proof of Lemma 2.13. Let D(r, θ) denote the determinant of the J(r, θ). Clearly since D(r, θ) is bounded away from 0 and ∞ it suffices to prove the following two statements. Since the functions are sufficiently smooth the mixed partial derivatives will be equal. For the proof of (i) and (ii), consider (60). Call the numerator A(r, θ) and the denominator B(r, θ). Since B(r, θ) is bounded away from 0 and ∞, it suffices to prove that for some absolute constant C > 0, we have | We also have ∂B ∂θ = h (r) sin(g r (θ)Θ(r))Θ(r) ∂g r ∂θ .
It follows that | ∂B ∂θ | ≤ C for some absolute constant C. Next observe that ∂A ∂r = δ[h (r)(1 − cos(θΘ(r))) + h (r)θΘ (r) sin(θΘ(r))] + h (r)(cos(g r (θ)Θ(r)) − cos(θΘ(r))) + h (r)Θ (r) (θ − g r (θ)) sin(g r (θ)Θ(r)) − θ(sin(θΘ(r)) sin(g r (θ)Θ(r)) − h (r) ∂g r ∂r Θ(r) sin(g r (θ)Θ(r)).
As before, notice that everything is bounded if r is bounded away from 0 and Arguing as before it follows from Lemma 2.7 and h (r) = O(h(r) 2 ) as r → 1 2 that | ∂A ∂θ | ≤ Cδ for some absolute constant C > 0. This completes the proof of (i) and (ii) above.
For proof of (iii), consider (61), let us denote
A 2 (r, θ) = ∂H r (θ) ∂r − ∂H r (−1) ∂r and A 3 (r, θ) = (1 + h (r) − h (r) cos(g r (θ)Θ(r))).
Observe that A 3 is bounded away from 0 and ∞, and there exists a constant C such that | (1 + h (r) − h (r) cos(θΘ(r))) dθ + ∂g r (θ) ∂r h (r)(1 − cos(g r (θ)Θ(r))) + h (r)Θ (r)g r (θ) sin(g r (θ)Θ(r)) .
Arguing as before, using Lemma 2.8, h (r) = O(h(r) 2 ), h (r) 2 = O(h(r)) 3 as r → 1 2 it follows that it is in fact enough to show that ∂F ∂θ = ∂F ∂θ r,gr(θ) ∂g r ∂θ .
Now the lemma follows from Lemma 2.7, Lemma 2.8 and the fact that ||J r (r, θ)|| ≤ C, ||J θ (r, θ)|| ≤ C which was established in the proof of Lemma 2.13.
