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Abstract
We consider the value function V of optimal control problems with exit time. Under
suitable assumptions, through the study of the conjugate points, we prove that the closure
of the singular set of V is rectifiable. Moreover, a sharper Hausdorff estimate is given on
the set of the conjugate nonsingular points.  2002 Elsevier Science (USA). All rights
reserved.
0. Introduction
Optimal exit time problems play an important role in control theory (see, e.g.,
[17,20]). In these problems a closed set K⊂Rn, called the target, and a system
{
y˙(t)= f (y(t), u(t)),
y(0)= x ∈ Rn (1)
are given. Here f is a vector field and u is a control—i.e., a measurable function
taking values in a given closed set U ⊂ Rm (the control space). We denote by
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yx,u(t) the solution of (1), and say that yx,u(t) is the trajectory starting at x with
control u. We are interested in minimizing a cost functional of the form
J (x,u)=
τ (x,u)∫
0
L
(
yx,u(t), u(t)
)
dt + g(yx,u(τ (x,u))),
where τ (x,u) denotes the first time at which the trajectory yx,u(·) reaches the
targetK. The most studied example (see, e.g., [8,11,12] and references therein) is
the minimum time problem, which corresponds to the choice of L≡ 1 and g ≡ 0.
The value function, defined as
V (x)= inf
u
J (x,u), x ∈ Rn,
can be used to derive optimality conditions on the trajectories of the system and,
sometimes, an optimal feedback control. In addition, V is a viscosity solution—in
the sense of Crandall and Lions [14,15]—of a suitable Hamilton–Jacobi equation.
In general, V is not differentiable everywhere, and it is important to analyze the
structure of its singularities and how these are related to the properties of the
control system.
Some authors (see [7,22]) have studied the Lipschitz continuity of V , showing
that it depends on suitable conditions on the final cost g and on the behaviour of
the vector field f along the boundary of the target. If we call singular the points
where V is not differentiable, and denote by Σ the set of all singular points, then
the Lipschitz continuity of V implies, by Rademacher’s theorem, that Σ has zero
measure.
A finer regularity result has been obtained in [10], where it is proved that V
is semiconcave, under some suitable additional assumptions on the smoothness
of the data and of the boundary of the target. We recall that a function is called
semiconcave if it can be locally represented as the sum of a concave function
plus a smooth one. Therefore, semiconcave functions share many differentiability
properties of concave functions. For instance, the singular set of a semiconcave
function can be covered by countably many C1—hypersurfaces of dimension
n − 1 (see, e.g., [3,25]). Sharp Hausdorff estimates from above and below for
the singular set of a semiconcave function have been obtained in [1–3]. In [10]
it is also shown that the set of all optimal trajectories starting at a given point x
is related to the set of all limiting gradients of V at x. In particular, the singular
points are exactly the initial conditions such that the control system has not a
unique optimal trajectory.
In the present paper we prove some further regularity properties of the value
function. In analogy with the problems in calculus of variations (see [19]) we in-
troduce for our problem the set of conjugate points, which we denote by Γ . Then,
we prove that Σ ⊂Σ ∪ Γ and that V is as smooth as the data in the complement
of this set. This shows that it is interesting to bound from above the size of Σ ∪Γ .
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One of the main results of this paper is that the set Γ of conjugate points
is Hn−1-rectifiable. Since Σ is also Hn−1-rectifiable, the previous results imply
that V is smooth in the complement of a closed set of codimension one. We point
out that, for a general semiconcave function, the set of differentiability may even
have empty interior.
We also obtain a sharper estimate on the set Γ \Σ of conjugate points which
are not singular. In particular, we show that if the data of the control problem are
of class C∞, then the Hausdorff dimension of Γ \Σ is not greater than n− 2.
Roughly speaking, this shows that, even if the set Σ is not closed in general, the
set Σ \Σ is one dimension lower.
This analysis extends to optimal control problems with exit time the method
applied in [9] for a problem of calculus of variations. A similar analysis has been
done in [23] and in [24] for the distance function on a manifold and for solutions
to Hamilton–Jacobi equations under suitable assumptions.
The outline of the paper is the following. In Section 2 we recall the definition
of semiconcave functions and their basic differentiability properties. In Section 3
we give a precise formulation of our exit time problem and we recall the results
about semiconcavity and optimality conditions obtained in [10]. In Section 4 we
introduce the conjugate points and prove the properties recalled above about the
closure of Σ . Moreover, we prove that Σ \ Γ is contained in a locally finite
union of smooth surfaces and we give a sufficient condition on a singular point
to be conjugate. In Section 5 we prove the Hn−1-rectifiability of the set Σ and,
in Section 6, we prove the sharper estimate on the set Γ \Σ mentioned above.
Finally, in Section 7 we give an equivalent characterization of conjugate points in
the case of the minimum time function.
1. Notation and preliminaries
Given r > 0 and x ∈Rn, we set
Br(x)=
{
y ∈Rn: |x − y|< r}
and we abbreviate Br = Br(0). We denote by p · q or by 〈p,q〉 the usual scalar
product of two vectors p,q ∈ Rn. We recall that, if v :Ω → R and x ∈ Ω , the
subdifferential and the superdifferential of v at x are, respectively, the sets
D−v(x)=
{
p ∈ Rn: lim inf
y→x
v(y)− v(x)− p · (y − x)
|y − x|  0
}
,
D+v(x)=
{
p ∈ Rn: lim sup
y→x
v(y)− v(x)− p · (y − x)
|y − x|  0
}
.
If v is a locally Lipschitz function, then D−v(x) and D+v(x) are compact convex
sets. They are both nonempty if and only if v is differentiable at x and, in this
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case, they both contain only the gradient of v. For a locally Lipschitz function
v :Ω→ R, we also define the set of limiting gradients
D∗v(x)=
{
p: ∃{xk} ⊂Ω such that xk → x,
v is differentiable at xk, p = lim
k→∞Dv(xk)
}
,
where Dv denotes the usual gradient of v. This set is nonempty as a corollary of
Rademacher’s theorem. Now we recall the definition of semiconcavity.
Definition 1.1. A continuous function v :Ω → R, with Ω ⊂ Rn, is called semi-
concave if, for any convex K ⊂⊂Ω, there exists cK > 0 such that
v(x1)+ v(x2)− 2v
(
x1 + x2
2
)
 cK |x1 − x2|2, (2)
for any x1, x2 ∈K.
It is easy to see that condition (2) holds if and only if v(x)−2cK |x|2 is concave
in K. Therefore, semiconcave functions retain some differentiability properties of
concave functions. For example, they are twice differentiable almost everywhere.
There is a more general definition of semiconcavity (see [3]) which will not be
used in this paper. The superdifferential of a semiconcave function enjoys the
following properties (see [13]).
Theorem 1.1. Let v :Ω → R be semiconcave. Then v is locally Lipschitz in Ω ,
and
D+v(x)= coD∗v(x), ∀x ∈Ω, (3)
where co(·) denotes the convex hull. Therefore the superdifferential D+v is
nonempty at each point. Moreover, D+v is upper semicontinuous; that is,
if xk → x, pk ∈D+v(xk), pk → p, then p ∈D+v(x).
In particular, if Dv exists everywhere in Ω, then v ∈ C1(Ω).
We recall that, given a set A⊂Rn and a real number α ∈ [0, n], the α-dimen-
sional Hausdorff measure of A is defined by
Hα(A)= ωα
2α
sup
δ>0
inf
{ ∞∑
i=1
(diamBi)α : A⊂
∞⋃
i=1
Bi, diamBi < δ
}
,
where ω0 = 1, ωα is the Lebesgue measure of the unit ball in Rα if α  1 is an
integer, and ωα is a suitable positive constant otherwise. The Hausdorff dimension
of A is given by
H− dim(A)= inf{α > 0: Hα(A)= 0}.
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Let k ∈ {0, . . . , n}. We say that a set C ⊂ Rn is (countably) Hk-rectifiable if it
can be covered, up to a Hk negligible set, by the union of a countable family of
C1-hypersurfaces of dimension k.
Definition 1.2. Given a semiconcave function v :Ω→ R, the set
Σ(v)= {x ∈Ω : Dv(x)}
is called the singular set of v.
The next theorem is essentially due to Zajícˇek (see [25]). Related and improved
versions of this result can be found in [3] and [1].
Theorem 1.2. If v :Ω ⊂ Rn → R is semiconcave, then the singular set Σ(v) is
Hn−1-rectifiable.
2. The optimal exit time problem
Suppose that a closed set with compact boundaryK⊂Rn (called the target), a
compact set U ⊂ Rm and a continuous function f : Rn ×U → Rn are given. We
fix x ∈ Rn and a measurable function u : R+→ U and we consider the system{
y˙(t)= f (y(t), u(t)),
y(0)= x. (4)
The function u is called a control for (4). In the following suitable assumptions
will be made on f to ensure the global existence of a unique solution to (4), which
will be denoted by yx,u(·). We then set
τ (x,u)=min{t  0: yx,u(t) ∈K},
with the convention that τ (x,u) = +∞ if yx,u(t) ∈ K for all t  0. In other
words, τ (x,u) is the time at which yx,u reaches the target; we call it the exit
time of the trajectory. For simplicity of notation we set
yx,uτ := yx,u(τ (x,u))
to denote the point where the trajectory reaches the target. We denote by R the
set of all x such that τ (x,u) <+∞ for some control u and call R the attainable
set.
We then suppose that two continuous functions L : Rn × U → R (called
running cost) and g : Rn → R (the terminal cost) are given, with L  0, and we
consider the functional
J (x,u)=
τ (x,u)∫
0
L
(
yx,u(s), u(s)
)
ds + g(yx,uτ ).
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We are interested, for x ∈R, in minimizing J (x,u) over all measurable controls
u : [0,∞)→ U. A control u and the corresponding trajectory yx,u are called
optimal for the point x if
J (x,u)=min
u
J (x,u).
The value function of this problem is defined as
V (x)= inf{J (x,u): u : [0,+∞[→U}, x ∈R. (5)
From the definition of V one can easily obtain the dynamic programming
principle: for any x ∈ Rn and u : [0,∞[→U ,
V (x)
t∫
0
L
(
yx,u(s), u(s)
)
ds + V (yx,u(t)), ∀t ∈ [0, τ (x,u)], (6)
where the equality holds if u is optimal.
The value function V is a viscosity solution of the corresponding Hamilton–
Jacobi–Bellman equation, which, for this problem, has the form
H
(
x,DV (x)
)= 0, (7)
where
H(x,p)=max
u∈U
[−f (x,u) · p−L(x,u)]. (8)
We recall that the minimum time optimal control problem for system (4) with
targetK consists of minimizing τ (x,u) over all measurable controls u : R+→ U .
It is a particular exit time problem, corresponding to the choices L≡ 1 and g ≡ 0.
The value function for this problem reduces to
T (x)= inf{τ (x,u): u : [0,+∞[→U}, x ∈R, (9)
and is called minimum time function.
In this paper, fixed k ∈ N, k  2, we assume the following hypotheses:
(A1) For all x ∈ Rn the set
F(x) := {(v,λ) ∈Rn+1: ∃u ∈ U such that v = f (x,u), λ L(x,u)}
is convex.
(A2) The functions f, L are of class Ck+1 in both arguments and the boundary
∂K of the target set is a (n− 1)-manifold of class Ck+1. Moreover, g is of
class Ck+1 in a neighbourhoodN of ∂K.
(A3) There exist constants N , α > 0 such that |f (x,u)|  N and L(x,u)  α
∀x ∈ Rn and ∀u ∈ U . Moreover, denoting by G the Lipschitz constant of g
in N , we assume
G< α/N. (10)
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(A4) There exists γ > 0 such that, for all x ∈ ∂K, denoted by ν(x) the outer
normal unit vector to K at x ,
min
u∈U ν(x) · f (x,u)−γ.
Moreover, we make the following assumptions:
(H1) For any x ∈ Rn, if H(x,p) = 0 for all p in a convex set C, then C is a
singleton.
(H2) For all (x,p) ∈ Rn × (Rn \ {0}) there exists a unique u∗ ∈ U such that
−f (x,u∗) · p−L(x,u∗)=max
u∈U
[−f (x,u) · p−L(x,u)], (11)
and the function u∗ : (x,p)→ u∗(x,p) is of class Ck in Rn × (Rn \ {0}).
Remark 2.1. Actually, we only need that u∗ is of class Ck in an open neighbour-
hood of the set {(x,p) ∈ Rn × (Rn \ {0}): H(x,p)= 0}. This will be clear from
our arguments.
Assumption (A1) is a condition ensuring the existence of optimal trajectories.
In fact, one can prove, by standard techniques, the following result.
Theorem 2.1. Under hypotheses (A1)–(A3), there exists an optimal control
for any choice of initial point x ∈ R. Moreover, the uniform limit of optimal
trajectories is an optimal trajectory; that is, if yk are trajectories converging
uniformly to y and every yk is optimal for the point xk := yk(0), then y is optimal
for x := limxk .
Remark 2.2. The restriction (10) in assumption (A3) can be regarded as a com-
patibility condition on the terminal cost g. Together with our other assumptions,
it ensures the continuity of the value function (see Proposition IV.3.7 in [7]).
In the following we denote by AT the transpose of a given matrix A.
Remark 2.3. From assumptions (A2) and (H2), it follows that the Hamiltonian H
is of class Ck+1 in Rn × (Rn \ {0}). In fact, in [10], using standard arguments we
proved that for any (x,p) ∈Rn × (Rn \ {0}),
Hp(x,p)=−f
(
x,u∗(x,p)
)
,
Hx(x,p)=−f Tx
(
x,u∗(x,p)
)
p−Lx
(
x,u∗(x,p)
)
. (12)
Now we give some examples for which hypothesis (H2) holds.
688 C. Pignotti / J. Math. Anal. Appl. 270 (2002) 681–708
Example 2.1. Let U = Br ⊂ Rn and f (x,u) = σ(x)u, where σ(x) is a n × n
nonsingular matrix for x ∈ Rn. Furthermore, we assume that the running cost L
depends only on the state variable; that is, L(x,u)= L(x). In this case it is easy
to see that
u∗(x,p)=−r σ
T (x)p
|σT (x)p|
verifies the relation (11). Moreover, u∗ has the same x-regularity as σ(·) for
p = 0. Therefore, if σ(·) is of class Ck, then assumption (H2) holds.
Remark 2.4. More generally, in the case that the running cost L depends only on
the state, if we assume that ∂(f (x,U)) is a Ck+1 manifold with positive curvature
and that fu(x,u) is nonsingular for every x, then hypothesis (H2) holds. We refer
to [12] for the proof of such a result in the case of the minimum time function.
Obviously, the proof remains valid for exit time problems with L(x,u)= L(x).
Now we give an example with L depending also on the control variables.
Example 2.2. Consider the dynamics f (x,u) = σ(x)u, where σ(x) is a n × n
nonsingular matrix, x ∈ Rn. We assume that for a positive number N,
|w| |σ(x)w|N |w|, ∀w ∈Rn, ∀x ∈ Rn. (13)
Consider the running cost
L(x,u)= l(x)+ 1
2
|u|2, l(x) > α > 0,
and the control space U = Br , where r < min{1, α/N}. We can easily compute
that
u∗(x,p)=
{−σT (x)p, |σT (x)p| r ,
−r σT (x)p|σT (x)p|, |σT (x)p|> r .
(14)
The function u∗ is locally Lipschitz continuous in Rn × (Rn \ {0}) but it is not of
class Ck.
We consider the set W = {(x,p): H(x,p)= 0}. For (x,p) ∈W, we have
−σ(x)u∗(x,p) · p− l(x)− 1
2
∣∣u∗(x,p)∣∣2 = 0.
Then, by our assumptions on σ, l, r, we obtain |p| > r from which follows,
using (13), |σT (x)p| > r. Therefore, for all (x,p) in an open neighbourhood
of W,
u∗(x,p)=−r σ
T (x)p
|σT (x)p| .
So, if σ ∈ Ck, then u∗ is of class Ck in a neighbourhood of the 0-level set W of
the Hamiltonian. This is sufficient for our purposes (see Remark 2.1).
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We have the following result, proved in [10].
Theorem 2.2. Under hypotheses (A1)–(A4) the value function V is semiconcave
in R \K.
Remark 2.5. Actually, in [10], the above result is proved under weaker as-
sumptions on f , L, g and K. In particular, ∂K is only assumed to satisfy an
interior sphere condition, while f , L, g are just supposed to be semiconcave in
the first argument. The semiconcavity in the particular case of the minimum time
function has been proved in [11].
We recall some other results obtained in [10] that will be useful in the fol-
lowing.
Proposition 2.1. Let y(·) be an optimal trajectory with exit time τ . Then V is
differentiable at y(t) for all t ∈ (0, τ ).
For the control system considered we can give a maximum principle in the
following form.
Proposition 2.2. Assume properties (A2)–(A4). Let x ∈R \ K and let u¯ be an
optimal control for x . Set for simplicity
y(t) := yx,u¯(t), τ := τ (x, u¯), ξ := yx,u¯τ ,
and denote by ν(ξ) the outer normal toK at ξ . Then, there exists a unique positive
number µ(ξ) such that H(ξ,Dg(ξ) + µ(ξ)ν(ξ)) = 0. Moreover, if p : [0, τ ] →
Rn is the solution of the system{
p˙(t)=−f Tx (y(t), u¯(t))p(t)−Lx(y(t), u¯(t)),
p(τ )=Dg(ξ)+µ(ξ)ν(ξ), (15)
where f Tx denotes the transpose of the matrix fx , then p satisfies, for a.e.
t ∈ [0, τ ] and for all u ∈ U ,
−p(t) · f (y(t), u¯(t))−L(y(t), u¯(t))−p(t) · f (y(t), u)−L(y(t), u).
(16)
Given an optimal trajectory y, we say that p is the dual arc associated to y if
it satisfies the properties of Proposition 2.2.
Proposition 2.3. Let y be an optimal trajectory with exit time τ, and let p be its
dual arc. Then, p(t) = 0, ∀t ∈ [0, τ ]. Moreover,
p(t)=DV (y(t)), ∀t ∈ (0, τ ).
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Remark 2.6. In particular, by Propositions 2.2 and 2.1, along any pair optimal
trajectory–dual arc associated (y(·),p(·)) we have H(y(t),p(t))= 0.
Theorem 2.3. Assume properties (A1)–(A4) and (H1), (H2). Let x ∈R \K and
q ∈D∗V (x). Consider the solution (y,p) of

y˙(t)=−Hp(y(t),p(t)),
p˙(t)=Hx(y(t),p(t)),
y(0)= x,
p(0)= q.
(17)
Then y is an optimal trajectory for x and p is the dual arc associated to y . Con-
versely, any optimal trajectory for x can be obtained solving (17) for a suitable
choice of q ∈D∗V (x).
Remark 2.7. Actually, Proposition 2.2 and Theorem 2.3 are proved in [10] under
weaker assumptions. Here, for the additional regularity of the Hamiltonian H,
from Theorem 2.3 it follows that y and p are of class Ck+1.
From Theorems 1.1 and 2.2 we can deduce the following result.
Corollary 2.1. Under the assumptions of Theorem 2.3, V is differentiable at a
point x ∈R \K if and only if the optimal trajectory for x is unique.
3. The backward Hamiltonian system
Given ξ ∈ ∂K, we call ν(ξ) the normal to ∂K at ξ and denote by (Y (ξ, ·),
P (ξ, ·)) the solution of the backward Hamiltonian system{
Y˙ (t)=Hp(Y (t),P (t)),
P˙ (t)=−Hx(Y (t),P (t)), (18)
with initial conditions{
Y (0)= ξ,
P (0)=Dg(ξ)+µ(ξ)ν(ξ), (19)
where µ(ξ) > 0 is the unique positive constant such that
H
(
ξ,Dg(ξ)+µ(ξ)ν(ξ))= 0. (20)
We recall that the Hamiltonian H is smooth only on Rn × (Rn \ {0}), but it is
not difficult to prove that the solutions of system (18) with initial conditions (19)
are defined for any positive time. First of all, we note that P(ξ,0) = 0. Indeed, if
P(ξ,0)= 0, we should have
H
(
ξ,Dg(ξ)+µ(ξ)ν(ξ))= sup
u∈U
{−L(ξ,u)}−α,
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in contradiction with (20). So, for any ξ ∈ ∂K there exists a local solution of
system (18) with conditions (19). Moreover, we can give the following lemma.
Lemma 3.1. Let (Y (ξ, ·),P (ξ, ·)) be the maximal solution of system (18) with
initial conditions (19). Then (Y (ξ, ·),P (ξ, ·)) is defined for all t ∈ [0,+∞).
Proof. We argue by contradiction. We suppose that there exists a finite time t∗
such that system (18), with conditions (19), can be defined only on the interval
[0, t∗). Recalling Remark 2.3 and the regularity assumptions on f and L, the
solution (Y,P ) cannot blow up in a finite time. Then, we have P(ξ, t∗) = 0. It
is easy to see that the Hamiltonian H is constant along the pair (Y (ξ, ·),P (ξ, ·))
solution of (18). So,
H
(
Y (ξ, t),P (ξ, t)
) = 0, t ∈ [0, t∗),
that implies P(ξ, t) = 0 and, more precisely,
|P(ξ, t)| α
N
, t ∈ [0, t∗).
Then, by continuity, P(ξ, t∗) = 0 and this contradicts our previous assumption.
Therefore (Y (ξ, ·),P (ξ, ·)) is defined for any t ∈ [0,+∞). ✷
Definition 3.1. We say that a characteristic Y (ξ, ·) is optimal in some interval
[0, τ ] if it coincides with an optimal trajectory run backward in time. In this case,
Y (ξ, t)= yx,u(τ − t), t ∈ [0, τ ],
for some x ∈R \K and u optimal control for x.
Proposition 3.1. For any ξ ∈ ∂K, we have
Hp
(
ξ,Dg(ξ)+µ(ξ)ν(ξ)) · ν(ξ) = 0. (21)
Proof. By (12), we have to prove that f (ξ,u∗) · ν(ξ) = 0, where, for simplicity,
u∗ = u∗(ξ,Dg(ξ)+µ(ξ)ν(ξ)). By definition of u∗,
0=−f (ξ,u∗) · (Dg(ξ)+µ(ξ)ν(ξ))−L(ξ,u∗)
NG− α −µ(ξ)f (ξ,u∗) · ν(ξ) <−µ(ξ)f (ξ,u∗) · ν(ξ),
where we used (10). Therefore, beingµ(ξ) > 0, f (ξ,u∗) ·ν(ξ) < 0, ∀ξ ∈ ∂K. ✷
Remark 3.1. Geometrically, relation (21) implies that the optimal trajectories
cannot arrive tangentially at the target.
By (21) the surface ∂K is noncharacteristic for the data g. So, there exists a
time t∗ > 0 such that Y (· , ·) is a diffeomorphism in ∂K× [0, t∗) (see, e.g., [16]).
Therefore, by standard techniques, any characteristic Y (ξ, ·) coincides with an
optimal trajectory run backward in time, at least for small times.
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As an easy consequence of the previous proposition, we have the following
result.
Proposition 3.2. The function µ : ∂K→ R+ is of class Ck.
Proof. We observe that (21) can be rewritten as
DλH
(
ξ,Dg(ξ)+ λν(ξ)) = 0.
Then, by the implicit function theorem, λ = µ(ξ) is k-times continuously dif-
ferentiable at any ξ ∈ ∂K. ✷
We can give an immediate corollary of Proposition 3.2.
Corollary 3.1. The functions Y and P are of class Ck on ∂K× [0,∞).
For x ∈R we set
F(x)= {ξ ∈K: ∃yx,u(·) optimal for x, yx,u(τ (x,u))= ξ}.
By Theorem 2.3 we deduce that for any x ∈R
ξ ∈F(x) ⇒ Y (ξ, τ (x,u))= x, (22)
with u optimal control for x such that yx,u(τ (x,u))= ξ .
By differentiating system (18) with respect to time we obtain{
Y˙t =Hpx(Y,P )Yt +Hpp(Y,P )Pt ,
P˙t =−Hxx(Y,P )Yt −Hxp(Y,P )Pt , (23)
and differentiating with respect to ξ we obtain, formally,{
Y˙ξ =Hpx(Y,P )Yξ +Hpp(Y,P )Pξ ,
P˙ξ =−Hxx(Y,P )Yξ −Hxp(Y,P )Pξ . (24)
Therefore,{
Y˙ξ,t =Hpx(Y,P )Yξ,t +Hpp(Y,P )Pξ,t ,
P˙ξ,t =−Hxx(Y,P )Yξ,t −Hxp(Y,P )Pξ,t , (25)
where Yξ,t (·) and Pξ,t (·) denote respectively the Jacobian of Y and P with respect
to the pair (ξ, t).
Remark 3.2. Fixed ξ0 ∈ ∂K, t0 > 0, we need to explain the sense in which
Yξ,t (ξ0, t0) and Pξ,t (ξ0, t0) have to be understood. Since ∂K is a smooth (n− 1)-
dimensional manifold, for any ξ0 ∈ ∂K there exist an open neighbourhood Iξ0 ⊂
∂K and a parametrization ψ of class Ck+1, with inverse ϕ of class Ck+1,
ψ : Iξ0 ⊂ ∂K→ ψ(Iξ0)⊂Rn−1, ξ → η,
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where ψ(Iξ0) is an open neighbourhood of η0 = ψ(ξ0). Therefore, with Yξ,t (ξ0,
t0) and Pξ,t (ξ0, t0) we denote the Jacobians of Y (ϕ(·), ·) and P(ϕ(·), ·), evaluated
at the point (η0, t0), with respect to the time t and the coordinates η ∈Rn−1,
Yη,t
(
ϕ(η0), t0
)
, Pη,t
(
ϕ(η0), t0
)
.
We note that this definition is dependent on the particular parametrization chosen,
but for our purposes this is not important. Indeed, to obtain our results, we are
only interested in the set where detYξ,t is zero or in the sets where Yξ,t ,Pξ,t have
a given rank and these sets are independent of the choice of parametrization.
Proposition 3.3. Let {xj }j∈N be a sequence in R \ K convergent to some x ∈
R \K. For any j ∈ N consider a point ξj ∈ F(xj ) and let τj be the exit time of
the optimal trajectory starting at xj and arriving in ξj .
Then, up to a subsequence, there exist ξ ∈ ∂K, τ ∈ R+, such that
ξj → ξ, τj → τ, as j →∞,
with Y (ξ, τ )= x . Moreover, the characteristic Y (ξ, t) is optimal in [0, τ ].
Proof. Since ∂K is bounded, up to a subsequence, {ξj }j∈N converges to ξ .
Now we prove that {τj }j∈N is bounded. Observing that the value function V is
continuous, we have
V (xj ) |V (x)| + c1, ∀j ∈N, (26)
for some positive constant c1. Moreover, since the terminal cost g is continuous
we have
g(ξj )−c2 + |g(ξ)|, ∀j ∈N, (27)
for a positive constant c2. Now, we can argue by contradiction. Suppose that the
sequence {τj }j∈N is unbounded. This means that for any M > 0, there exists
j (M) ∈ N such that τj (M) >M . Then,
V (xj (M))=
τj (M)∫
0
L
(
yj (M)(t), uj (M)(t)
)
dt + g(ξj (M)),
where we denoted with (yj (M), uj (M)) the pair optimal trajectory–control for
xj (M). From (27), recalling hypothesis (A2), it follows that
V (xj (M))Mα − c2 + |g(ξ)|. (28)
Since the right-hand side in (28) goes to infinity as M →∞, we have a contra-
diction with (27). Thus, the sequence {τj }j∈N is bounded in (0,+∞). Possibly
considering a subsequence, we can suppose that {τj }j∈N converges to some
time τ . By the uniqueness of the limit,
xj = Y (ξj , τj )→ Y (ξ, τ )= x, as j →∞.
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Recalling Corollary 3.1 and Theorem 2.1, we can conclude that Y (ξ, t), for
t ∈ [0, τ ], is an optimal trajectory run backward in time. ✷
Remark 3.3. In particular, by the previous proposition, it follows that the set-
valued map F(·) is upper semicontinuous.
Now, we introduce some definitions.
Definition 3.2. A point x0 ∈R\K is called regular ifF(x0) is a singleton. A point
x0 ∈ R \ K is called conjugate if there exists ξ0 ∈ F(x0), ξ0 = yx0,u(τ (x0, u)),
such that
detYξ,t
(
ξ0, τ (x0, u)
)= 0.
We denote by Γ the set of the conjugate points of V .
Observe that, by the maximum principle, we cannot have two optimal trajec-
tories starting at the point x0 and arriving in the same ξ ∈ ∂K. In fact, if there
were two optimal trajectories y1, y2, then the pairs optimal trajectory–dual arc
(y1,p1), (y2,p2) would satisfy the same Hamiltonian system with the same final
conditions. So, by Corollary 2.1, the set of regular points coincides with the set
where V is differentiable. If x0 is a regular point we denote, for simplicity, τ (x0)
the exit time of the unique optimal trajectory starting at x0.
We have the following result.
Theorem 3.1. Let us denote with A the set of all the regular points x ∈R\K that
are not conjugate. Then A is open and V ∈Ck(A).
Proof. Suppose that the point x0 ∈ A is the limit of a sequence {xj }j∈N in
(R\K)\A. Possibly considering a subsequence we can suppose that the points xj
are either all singular or all regular and conjugate.
First we consider the case that xj are singular. By (22), for any j there exist
two different ξ1j , ξ2j ∈ ∂K such that
xj = Y
(
ξ1j , τ
1
j
)= Y (ξ2j , τ 2j ), (29)
where τ 1j and τ
2
j are the exit times of optimal trajectories starting at xj and ar-
riving respectively in ξ1j and ξ
2
j . Again extracting a subsequence we may assume
that the sequences {ξ1j }j∈N and {ξ2j }j∈N converge to some limit ξ1 and ξ2, respec-
tively. Then, by Proposition 3.3,
x0 = Y (ξ1, τ 1)= Y (ξ2, τ 2),
where τ 1 and τ 2 are the exit times of optimal trajectories starting at x0 and arriv-
ing respectively in ξ1 and ξ2. Since x0 is a regular point this implies that τ 1 =
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τ 2 = τ (x0) and ξ1 = ξ2. Moreover, since x0 is not conjugate, Y (· , ·) is a one-to-
one correspondence in a neighbourhood of (ξ1, τ (x0)). But this contradicts (29).
Now we consider the case when the points xj are all regular and conjugate.
Then, for any xj there exist ξj ∈ ∂K and an optimal trajectory with exit time τj
such that
xj = Y (ξj , τj ).
Moreover, the Jacobian of Y at (ξj , τj ) is singular. Up to a subsequence, we may
assume that {ξj }j∈N converges to some ξ0 ∈ ∂K, {τj }j∈N converges to some τ .
Therefore,
Y (ξ0, τ )= lim
j→∞Y (ξj , τj )= x0
and
detYξ,t (ξ0, τ )= lim
j→∞ detYξ,t (ξj , τj )= 0.
This implies that ξ0 ∈ F(x0) and that x0 is conjugate, in contradiction with our
assumption. Then A is open.
Now, let x0 ∈ A. Since A is open, F(·) is single-valued and continuous in a
neighbourhood of x0. In addition,
Y
(F(x), τ (x))= x
for any x near x0. It follows that (F , τ ) is the local inverse of Y near x0. Since
x0 is not conjugate, the Jacobian of Y at (F(x0), τ (x0)) is nonsingular and then
τ and F are as smooth as Y in a neighbourhood of x0. So, in this neighbourhood
of x0,
V
(
Y
(F(x), τ (x)))
=
τ (x)∫
0
L
(
Y
(F(x), τ (x)− s),
u∗
(
Y
(F(x), τ (x)− s),P (F(x), τ (x)− s)))ds
+ g(F(x)).
Then, recalling our regularity assumptions on L,g,u∗, Corollary 3.1 and the
above remark on F and τ , it is easy to see that the value function V is in
Ck(A). ✷
Remark 3.4. Note that, by the proof of the above theorem, the function that
associates to any regular point x its exit time τ (x) belongs to Ck(A).
As an immediate consequence of Theorem 3.1 we have the following result.
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Corollary 3.2. Let Σ be the closure inR\K of the set of the singular points of V .
Then,
Σ ⊂Σ ∪ Γ.
We now give a sufficient condition for a point to be conjugate in terms of the
set of limiting gradients.
Theorem 3.2. Let x0 ∈R \K. If D∗V (x0) is an infinite set then x0 ∈ Γ .
Proof. Let us assume that x0 is not conjugate. We prove that the points of F(x0)
are isolated.
In fact, if ξ0 ∈F(x0), then Yξ,t (ξ0, τ0) is nonsingular, where τ0 is the exit time
of the optimal trajectory starting at x0 and arriving in ξ0. And so
Y (ξ0, τ0) = Y (ξ, t), for (ξ, t) ∈ Iξ0 × Jτ0, (30)
where Iξ0 ⊂ ∂K is an open neighbourhood of ξ0 and Jτ0 ⊂ (0,+∞) is an open
neighbourhood of τ0. If we take Iξ0 sufficiently small we prove that
Iξ0 ∩F(x0)= {ξ0}. (31)
We can argue by contradiction. Let us suppose that for all neighbourhoods I jξ0 of
ξ0 of type
I
j
ξ0
= B(ξ0,1/j)∩ ∂K
there exists ξj ∈ I jξ0 such that ξj ∈ F(x0). Then, Y (ξj , τj ) = x0 for a positive
time τj . Recalling (30), we have τj ∈ Jτ0 . From Proposition 3.3, we have that, up
to a subsequence,
(ξj , τj )→ (ξ0, τ0), as j →∞,
with Y (ξ0, τ0)= x0, in contradiction with the fact that τj /∈ Jτ0 , j ∈ N. Therefore,
there exists a neighbourhood Iξ0 of ξ0 such that (31) holds.
Since F(x0) is bounded, this implies that F(x0) is finite. So, by Theorem 2.3,
also D∗V (x0) is finite, in contradiction with our assumption. ✷
We can use the above result to study the structure of Σ near a point x0 ∈Σ \Γ .
Theorem 3.3. Let the point x0 ∈R \K be singular and not conjugate. Then, in a
neighbourhood of x0, the singular points of V are contained in a finite union of
(n− 1)-dimensional manifolds of class Ck .
Proof. Since x0 is not conjugate, by the previous theorem
F(x0)= {ξ1, . . . , ξN }.
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Then,
D∗V (x0)= {q1, . . . , qN },
where, denoted by τj the exit time of the optimal trajectory starting at x0 and
arriving in ξj , qj is P(ξj , τj ). We want to construct in a neighbourhood of x0
smooth functions V1, . . . , VN such that
V (x)=min{V1(x), . . . , VN(x)}
and DVj (x0) = qj . Let W1, . . . ,WN be neighbourhoods of ξ1, . . . , ξN with
Wi ∩ Wj = ∅ if i = j . Set Kj = Wj ∩K for j = 1, . . . ,N . The set-valued
function F(·) is upper semicontinuous and so there exists r > 0 such that
if x ∈ Br(x0), then F(x)⊂K1 ∪ · · · ∪KN .
Let Vj be the value function of the exit time problem with target Kj . Then,
V (x)= min
j=1,...,N Vj (x), ∀x ∈ Br(x0).
Moreover, D∗Vj (x0)= {DVj(x0)} = {qj }, since from x0 starts only one optimal
trajectory considering Kj as target. Since x0 is regular and not conjugate for Vj ,
j = 1, . . . ,N , the functions Vj are of class Ck in a neighbourhood of x0. This
implies that in a neighbourhood of x0, the points where V is not differentiable
are contained in the union of sets of type {x: Vi(x) = Vj (x)}, for i = j . Since
DVi(x0) = DVj (x0), these sets are locally (n − 1)-dimensional manifolds of
class Ck . ✷
4. Rectifiability of Σ
We know, by Corollary 3.2, that the inclusion Σ ⊂Σ ∪ Γ holds. Then, if we
prove the Hn−1-rectifiability of Γ we can conclude, recalling Theorem 1.2, that
Σ is Hn−1-rectifiable.
In this section we assume the additional hypothesis:
(H3) The Hamiltonian H(x,p) is strongly convex in p, that is
Hpp(x,p) > 0, ∀(x,p) ∈Rn ×
(
Rn \ {0}).
Remark 4.1. In the case of the problem considered in Example 2.1 the value
function V satisfies the Hamilton–Jacobi equation H(x,DV (x))= 0, where the
Hamiltonian
H(x,p)= r∣∣σT (x)p∣∣−L(x)
is convex but not strongly convex in p. However, we can observe that the Ham-
iltonian
H˜ (x,p)= 1
2
(
r2
∣∣σT (x)p∣∣2 −L2(x))
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has the same viscosity solution V and it is strongly convex in the variable p.
Moreover, it is easy to see that the control problem associated to H˜ corresponds
to the choices
f˜ (x, u)= rσ (x)u, U =Rn, L˜(x)= L
2(x)
2
+ |u|
2
2
.
For a problem of this form the maximum principle is known. Therefore, since the
value function V is semiconcave, also for the new control problem we have the
Hamiltonian formulation of the maximum principle. Thus, in our study, we can
replace H with H˜ . If we compute the derivatives of H˜ along the characteristics,
we obtain
H˜p(x,p)= r
∣∣σT (x)p∣∣Hp(x,p),
H˜x(x,p)= r
∣∣σT (x)p∣∣Hx(x,p).
So, the set Γ of the conjugate points does not change replacing H with H˜ . We
can proceed analogously in the case of Example 2.2.
We recall the following Sard-type result (see [18]).
Theorem 4.1. Let A⊂ Rn be an open set and let F :A⊂ Rn → Rm be a map of
class Ck , for k  1. For any j ∈ {0,1, . . . ,m− 1} set
Aj =
{
x ∈ Rn: rkDF(x) j},
where rkDF denotes the rank of DF . Then,
Hj+(n−j)/k(F (Aj ))= 0.
We set
G= {(ξ, t): detYξ,t (ξ, t)= 0}.
By definition Γ ⊂ Y (G). We can use this fact to obtain upper bounds on the size
of Γ .
Applying Theorem 4.1 to Y we obtain
Hn−1+1/k(Γ )= 0.
However, that does not imply the rectifiability of Γ even if the data of our problem
are C∞.
To prove the rectifiability of Γ we need some preliminary results. First we
recall some elementary facts of linear algebra.
Let A = (aij ) be a n × n matrix. We denote by A+ the transpose of the
matrix of the cofactors of A; that is, AA+ =A+A= (detA)I . Then the following
properties hold (see [9]):
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rkA= n− 1 ⇒ rkA+ = 1, (32)
rkA< n− 1 ⇒ rkA+ = 0. (33)
In addition, if A(·) is time-dependent and of class C1, then
d
dt
detA(t)= tr(A′(t)A+(t)). (34)
We begin with some preliminary results.
Lemma 4.1. For all ξ ∈ ∂K let (Y (ξ, ·),P (ξ, ·)) be the unique solution of sys-
tem (18). Then
YTξ,t (ξ, t)Pξ,t (ξ, t)= PTξ,t (ξ, t)Yξ,t (ξ, t), t  0, (35)
where the Jacobians are understood as in Remark 3.2.
Proof. Let ξ0 ∈ ∂K be fixed. First we prove the equality (35) for t = 0. For
simplicity, let us denote by
M(t)= (mij (t))i,j
the matrix YTξ,t (ξ0, t)Pξ,t (ξ0, t). Let η0 ∈ Rn−1 and let ϕ be the local parametriza-
tion of ∂K,
ϕ :Vη0 ⊂Rn−1 → Iξ0 ⊂ ∂K,
such that ξ0 = ϕ(η0). Therefore we can rewrite the initial conditions{
Y (ξ0,0)= ξ0 = ϕ(η0),
P (ξ0,0)= p0 =Dg(ϕ(η0))+µ(ϕ(η0))ν(ϕ(η0)), (36)
where we recall that, for ξ ∈ ∂K, µ(ξ) is the unique positive constant such that
H
(
ξ,Dg(ξ)+µ(ξ)ν(ξ))= 0. (37)
It is easy to see that for j = 1, . . . , n− 1,
mnj (0)=Hp(ξ0,p0) ∂p0
∂ηj
, mjn(0)=−Hx(ξ0,p0) ∂ϕ
∂ηj
(η0).
Recalling relation (37), by our regularity assumptions and by Proposition 3.2 we
can derive the identity
H
(
ϕ(η),P (ϕ(η),0)
)= 0,
with respect to the variable η, and therefore we obtain
mnj (0)=mjn(0), ∀j = 1, . . . , n− 1.
In the case i = j and i, j = n,
mij (0)= ∂Y
∂ηi
(ξ0,0) · ∂P
∂ηj
(ξ0,0).
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Calculating the derivatives we obtain
mij (0)=
n∑
k,l=1
∂2g
∂xk∂xl
(ϕ(η0))
∂ϕk
∂ηj
(η0)
∂ϕl
∂ηi
(η0)
+
n∑
k,l=1
∂ϕl
∂ηi
(η0)
∂ϕk
∂ηj
(η0)
∂µ
∂xk
(ϕ(η0))νl(ϕ(η0))
+µ(ϕ(η0)) ∂ϕ
∂ηi
(η0) · ∂ν
∂ηj
(ϕ(η0)). (38)
We note that the first term in the right-hand side of (38) is symmetric with respect
to the indices i and j . Now, we observe that
∂ϕ
∂ηi
(η) · ν(ϕ(η))= 0, for η ∈ Vη0, i = 1, . . . , n− 1. (39)
So, the second term in the right-hand side of (38) is null. It remains to prove the
equality
∂ϕ
∂ηi
(η)
∂ν
∂ηj
(ϕ(η))= ∂ϕ
∂ηj
(η)
∂ν
∂ηi
(ϕ(η)), for η ∈ Vη0 . (40)
By (39) we have
∂ϕ
∂ηi
(η)
∂ν
∂ηj
(ϕ(η))= ∂
∂ηj
(
ν(ϕ(η)) · ∂ϕ
∂ηi
(η)
)
− ν(ϕ(η)) · ∂
2ϕ
∂ηi∂ηj
(η)
=−ν(ϕ(η)) · ∂
2ϕ
∂ηi∂ηj
(η),
and this gives (40). So, mij (0) = mji(0), also in the case i = j and i, j = n.
Then the matrixM(0) is symmetric. This proves (35) for t = 0. Now, by a simple
computation, from the linear system (25) we obtain
M′(t)= PTξ,t (ξ0, t)Hpp
(
Y (ξ0, t),P (ξ0, t)
)
Pξ,t (ξ0, t)
− YTξ,t (ξ0, t)Hxx
(
Y (ξ0, t),P (ξ0, t)
)
Yξ,t (ξ0, t),
that is symmetric.
Therefore
M′(t)=MT ′(t),
and then, sinceM(0)=MT (0), the equality (35) holds for all t  0. ✷
Lemma 4.2. Given ξ0 ∈ ∂K and t0 > 0, let rkYξ,t (ξ0, t0) = n − 1 and let θ be
a generator of KerYξ,t (ξ0, t0). Then, Pξ,t (ξ0, t0)θ generates the orthogonal com-
plement of ImYξ,t (ξ0, t0) and
Y+ξ,t (ξ0, t0)= cθ ⊗ Pξ,t (ξ0, t0)θ (41)
for some c ∈ R \ {0}.
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Proof. Let η0 ∈Rn−1 and let ϕ be the local parametrization of ∂K,
ϕ :Vη0 ⊂Rn−1 → Iξ0 ⊂ ∂K,
such that ϕ(η0)= ξ0. Observing that
Yξ,t (ξ0,0)=
(
∂ϕ
∂η
(η0),Hp(ξ0,p0)
)
,
where, for simplicity, p0 = Dg(ξ0) + µ(ξ0)ν(ξ0), it is easy to compute that
detYξ,t (ξ0,0) = cHp(ξ0,p0) · ν(ξ0), for a real constant c = 0. Then, by Prop-
osition 3.1 we have that
detYξ,t (ξ0,0) = 0.
Therefore,
rank
(
Yξ,t (ξ0,0)
Pξ,t (ξ0,0)
)
= n,
and by well-known properties of linear systems (see [21])
rank
(
Yξ,t (ξ0, t)
Pξ,t (ξ0, t)
)
= rank
(
Yξ,t (ξ0,0)
Pξ,t (ξ0,0)
)
= n, t ∈ [0,+∞).
Since Yξ,t (ξ0, t0)θ = 0, we have Pξ,t (ξ0, t0)θ = 0.
Given any w ∈ Rn, we have〈
Pξ,t (ξ0, t0)θ,Yξ,t (ξ0, t0)w
〉= 〈YTξ,t (ξ0, t0)Pξ,t (ξ0, t0)θ,w〉
= 〈PTξ,t (ξ0, t0)Yξ,t (ξ0, t0)θ,w〉= 0.
Since w is arbitrary, this proves that Pξ,t (ξ0, t0)θ generates the orthogonal com-
plement of ImYξ,t (ξ0, t0). Now we want to prove (41). We observe that, by (32),
Y+ξ,t (ξ0, t0) has rank one, and so Y
+
ξ,t (ξ0, t0)= v1 ⊗ v2 for some nonzero vectors
v1, v2.
Moreover,
v1R= ImY+ξ,t (ξ0, t0)= KerYξ,t (ξ0, t0).
Indeed, by definition of Y+ξ,t it follows that ImY
+
ξ,t (ξ0, t0) ⊂ KerYξ,t (ξ0, t0); but
since both ImY+ξ,t (ξ0, t0) and KerYξ,t (ξ0, t0) are one-dimensional spaces, they are
the same space. Analogously, we have
{v2}⊥ =KerY+ξ,t (ξ0, t0)= ImYξ,t (ξ0, t0).
Therefore v1 and v2 have to be parallel, respectively, to θ and Pξ,t (ξ0, t0)θ . This
ends the proof. ✷
Lemma 4.3. Let (ξ0, t0) ∈G. Then,
d
dt
detYξ,t (ξ0, t)
∣∣
t=t0 = 0 ⇔ rkYξ,t (ξ0, t0)= n− 1.
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Proof. By (34) we have
d
dt
detYξ,t (ξ0, t)
∣∣
t=t0
= tr(Y ′ξ,t (ξ0, t0)Y+ξ,t (ξ0, t0))
= tr(HpxYξ,t (ξ0, t0)Y+ξ,t (ξ0, t0))+ tr(HppPξ,t (ξ0, t0)Y+ξ,t (ξ0, t0))
= detYξ,t (ξ0, t0) tr(Hpx)+ tr
(
HppPξ,t (ξ0, t0)Y
+
ξ,t (ξ0, t0)
)
= tr(HppPξ,t (ξ0, t0)Y+ξ,t (ξ0, t0)),
where, for simplicity, we omitted the dependence of H on Y,P .
Now, we suppose that rkYξ,t (ξ0, t0)= n−1. If θ is such that KerYξ,t (ξ0, t0)=
θR, we have, by the previous lemma,
d
dt
detYξ,t (ξ0, t)
∣∣
t=t0 = tr
(
cHppPξ,t (ξ0, t0)θ ⊗Pξ,t (ξ0, t0)θ
)
= cHppPξ,t (ξ0, t0)θ · Pξ,t (ξ0, t0)θ = 0
since Hpp is positive definite and Pξ,t (ξ0, t0)θ = 0.
On the other hand, if rkYξ,t (ξ0, t0) < n− 1, then Y+ξ,t (ξ0, t0)= 0 by (33) and
therefore
d
dt
detYξ,t (ξ0, t)
∣∣
t=t0= 0.
This ends the proof. ✷
We are ready to give the rectifiability theorem.
Theorem 4.2. The set Γ of the conjugate points of the value function V isHn−1-
rectifiable.
Proof. Let us define
G′ = {(ξ, t): rkYξ,t (ξ, t)= n− 1}, (42)
G′′ = {(ξ, t): rkYξ,t (ξ, t) < n− 1}. (43)
Then, by Lemma 4.3 and by the implicit function theorem, we can conclude that
G′ is Hn−1-rectifiable. Since Y is of class Ck also Y (G′) is Hn−1-rectifiable.
On the other hand, by Theorem 4.1,
Hn−1(Y (G′′))Hn−2+2/k(Y (G′′))= 0.
Since Γ ⊂ Y (G′ ∪G′′), the result is proved. ✷
As announced, by Theorem 4.2 it follows
Corollary 4.1. The closure Σ of the singular set is Hn−1-rectifiable.
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Remark 4.2. As an application of the rectifiability of Σ it follows that DV ∈
SBV loc(R \K), where SBV is the class of special functions of bounded variation
introduced by De Giorgi and Ambrosio (see [5,6]).
For the proof we refer to [9] where a problem of calculus of variations is
studied. The proof in our case is entirely analogous.
5. Further Hausdorff estimates
We can give a better Hausdorff estimate for the set of the regular and conjugate
points Γ \Σ . We need some preliminary results.
Remark 5.1. As a consequence of the implicit function theorem we have that the
set G′ defined in (42) is locally a graph. That is, for any (ξ0, t0) ∈G′ there exist
constants r, ε > 0 and a function
φ :Br(ξ0)∩ ∂K→ (t0 − ε, t0 + ε)
of class Ck−1 such that
detYξ,t (ξ, t)= 0 ⇔ t = φ(ξ)
for any (ξ, t) ∈ (Br(ξ0)∩ ∂K)× (t0 − ε, t0 + ε). Choosing r small enough we can
suppose that
rkYξ,t
(
ξ,φ(ξ)
)= n− 1 for any ξ ∈Br(ξ0)∩ ∂K.
So, there exists a vector field
θ :Br(ξ0)∩ ∂K→Rn
of class Ck−1 such that for any ξ ∈ Br(ξ0) ∩ ∂K, θ(ξ) is a generator of
KerYξ,t (ξ,φ(ξ)). Indeed, it suffices take for θ the exterior product of n − 1
linearly independent rows of Yξ,t (ξ,φ(ξ)).
We want to study the relationship between the vector functions Dφ and θ at a
regular conjugate point. Let us denote by θi , i = 1, . . . , n, the scalar components
of θ and by θ ′ the vector field (θ1, . . . , θn−1). We give the following lemma.
Lemma 5.1. Let (ξ0, t0) ∈G′ and let the constants r, ε and the vector fields φ, θ
be defined as in Remark 5.1. Then, for any ξ ∈Br(ξ0)∩ ∂K,
Dφ(ξ) · θ ′(ξ)= θn(ξ) ⇔ ∂
2Y
∂θ(ξ)2
(
ξ,φ(ξ)
) · (Pξ (ξ,φ(ξ))θ(ξ))= 0.
Proof. By definition of θ(ξ), for any ξ ∈Br(ξ0) ∩ ∂K and i = 1, . . . , n, we have
n−1∑
j=1
∂Yi
∂ηj
(
ξ,φ(ξ)
)
θj (ξ)+ ∂Yi
∂t
(
ξ,φ(ξ)
)
θn(ξ)= 0. (44)
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Denote for simplicity q(ξ) = Pξ,t (ξ,φ(ξ))θ(ξ). By Lemma 4.2, q(ξ) generates
the orthogonal complement of ImYξ,t (ξ,φ(ξ)). Differentiating (44) with respect
to ξk and recalling (24) we obtain
n∑
h=1
∂2H
∂pi∂ph
qh
∂φ
∂ηk
+
n−1∑
j=1
∂2Yi
∂ηj ∂ηk
θj + ∂
2Yi
∂t∂ηk
θn
+
n−1∑
j=1
∂Yi
∂ηj
∂θj
∂ηk
+ ∂Yi
∂t
∂θn
∂ηk
= 0 (45)
for i = 1, . . . , n, and k = 1, . . . , n − 1. Multiplying (45) by qiθk and summing
over i, k, we obtain
n∑
i,h=1
∂2H
∂pi∂ph
qhqi
n−1∑
k=1
∂φ
∂ηk
θk +
n∑
i=1
n−1∑
j,k=1
∂2Yi
∂ηj ∂ηk
θj θkqi
+
n∑
i=1
n−1∑
k=1
∂2Yi
∂t∂ηk
θnθkqi = 0, (46)
where we used the fact that q is orthogonal to ImYξ,t . Equality (46) can be re-
written as
(Hppq · q)(Dφ · θ ′ − θn)+ ∂
2Y
∂θ2
q = 0.
Since Hpp is strictly positive and q = 0, the result is proved. ✷
Now, we recall a result about the local invertibility of functions. For the proof
we refer, e.g., to [4].
Lemma 5.2. Let F : Rm → Rm be a map of class C2, let z be a point at which
rkDF(z)=m−1, and set x = F(z). Let us consider a generator θ of KerDF(z)
and a nonzero vector w orthogonal to ImDF(z). Suppose that
∂2F
∂θ2
(z) ·w > 0.
Then, there exist positive constants ρ,σ such that the equation
F(z)= x + sw, z ∈Bρ(z),
has two solutions if 0 < s < σ , and no solution if −σ < s < 0.
Using Lemmas 5.1 and 5.2 we give the following result.
Proposition 5.1. Given (ξ0, t0) ∈G′, let r, ε and φ, θ be defined as in Remark 5.1.
If ξ ∈Br(ξ0)∩ ∂K is such that Y (ξ,φ(ξ)) /∈Σ , then
Dφ(ξ ) · θ ′(ξ)= θn(ξ).
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Proof. Set t = φ(ξ) and x = Y (ξ, t). Arguing by contradiction we suppose that
Dφ(ξ ) · θ ′(ξ ) = θn(ξ). Then, by Lemma 5.1,
∂2Y
∂θ2
(ξ, t) ·w = 0, if w =±Pξ,t (ξ , t)θ(ξ).
Then we can chose the sign of w to have
∂2Y
∂θ2
(ξ, t) ·w > 0.
We note that θ belongs to KerYξ,t (ξ , t) and that w is a nonzero vector generating
the orthogonal of ImYξ,t (ξ , t). Therefore, the map Y (· , ·) : ∂K× [0,+∞)→ Rn
satisfies all the assumptions of Lemma 5.2. Define xk = x − k−1w and let yk be
the optimal trajectories starting at xk with exit time τk . Consider the sequence
ξk = yk(τk). Then xk = Y (ξk, τk). So, by Lemma 5.2, (ξk, τk) /∈ Bρ(ξ, t), for
large k. But {ξk}k∈N is bounded; then up to a subsequence ξk → ξ˜ = ξ . Recalling
Proposition 3.3, this means that there exist an optimal characteristic Y (ξ˜ , ·)
different from Y (ξ, ·) and a time τ˜ such that
Y (ξ˜ , τ˜ )= Y (ξ, t)= x.
This is in contradiction with the fact that x is a regular point. ✷
Lemma 5.3. Let (ξ0, t0) ∈ G′, and let the constants r, ε and the vector fields
φ, θ be defined as in Remark 5.1. If for ξ ∈ Br(ξ0), rkYξ (ξ,φ(ξ)) = n− 2, then
θn(ξ)= 0 and θ ′(ξ)= (θ1(ξ), . . . , θn−1(ξ)) generates KerYξ (ξ,φ(ξ)).
Proof. If rkYξ (ξ,φ(ξ)) = n − 2, then there exists w ∈ Rn−1, w = 0, such that
Yξ (ξ,φ(ξ)) · w = 0. The vector (w,0) ∈ Rn is a generator of KerYξ,t (ξ,φ(ξ)).
Since dim KerYξ,t (ξ,φ(ξ)) = 1, this implies that θ(ξ) and (w,0) are linearly
dependent. So, θn(ξ)= 0 and θ ′(ξ) generates KerYξ (ξ,φ(ξ)). ✷
Remark 5.2. By Proposition 5.1 and Lemma 5.3 it follows that if Y (ξ,φ(ξ)) ∈
Γ \Σ , then θ ′(ξ) = 0.
Now we can give the announced Hausdorff estimate about the set Γ \Σ .
Theorem 5.1. If Γ \ Σ is the set of the conjugate regular points of the value
function V , then
Hn−2+2/k(Γ \Σ)= 0.
Proof. Let (ξ0, t0) ∈ G′. Then by Remark 5.1 there exist r, ε > 0 such that
[(Br(ξ0)∩∂K)× (t0 −ε, t0+ε)]∩G is the graph of a function φ :Br(ξ0)∩∂K→
(t0 − ε, t0 + ε). We define
Y˜ (ξ)= Y (ξ,φ(ξ)), ξ ∈Br(ξ0)∩ ∂K.
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Consider ξ ∈ Br(ξ0) with Y˜ (ξ) /∈Σ . There are two eventualities: rkYξ (ξ,φ(ξ))=
n−2 or rkYξ (ξ,φ(ξ))= n−1. If rkYξ (ξ,φ(ξ))= n−2, then by Proposition 5.1
and Lemma 5.3, there exists a nonzero vector θ ′ ∈ Rn−1 such that Yξ (ξ,φ(ξ))θ ′ =
Dφ(ξ) · θ ′ = 0. So, for such a ξ ,
rkDY˜ (ξ)= rk[Yξ (ξ,φ(ξ))+ Yt (ξ,φ(ξ))⊗Dφ(ξ)] n− 2.
Otherwise, if rkYξ (ξ,φ(ξ)) = n− 1, using Proposition 5.1 it is easy to compute
that
DY˜ (ξ)θ ′(ξ)= Yξ,t
(
ξ,φ(ξ)
)
θ(ξ)= 0.
So, also in this case, rkDY˜ (ξ)  n − 2. Therefore, by Theorem 4.1 we obtain
that Hn−2+1/k(Y (G′) ∩ (Γ \ Σ)) = 0. On the other hand, we already know
that Hn−2+2/k(Y (G′′)) = 0. Thus, the conclusion immediately follows, being
k  2. ✷
Remark 5.3. We note that if our data are of class C∞, then
H− dim(Γ \Σ) n− 2.
6. Conjugate points of the minimum time function
In the case of the minimum time function we can give an equivalent charac-
terization of conjugate points considering only the spatial derivatives.
Theorem 6.1. Consider the minimum time problem (L≡ 1 and g ≡ 0). Let x0 ∈ Γ
and let ξ0 ∈F(x0), ξ0 = yx0,u(T (x0)), such that detYξ,t (ξ0, T (x0))= 0. Then,
rkYξ
(
ξ0, T (x0)
)
< n− 1.
Proof. We argue by contradiction. Let us suppose that rkYξ (ξ0, T (x0))= n− 1.
Then, the vectors Yηi (ξ0, T (x0)), i = 1, . . . , n− 1, are linearly independent. By
continuity of Yξ (ξ0, ·), there exists a positive number δ such that the vectors
Yηi (ξ0, t) are linearly independent for any time t ∈ (T (x0)− δ, T (x0)). We need
to distinguish two cases.
Case 1. There exists a sequence of nonconjugate points xk = Y (ξ0, tk) with
tk → T (x0) as k→∞.
Since Y (ξ, ·) is an optimal characteristic the points xk are regular. By Re-
mark 3.4 and definition of T ,
DT (xk) · Yt (ξ0, tk)= 1, k ∈N. (47)
So, DT (xk) = 0. We claim that DT (xk) is parallel to ν(ξ0, tk), where ν(ξ0, t)
denotes the outward versor normal to the surface
St =
{
Y (ξ, t): ξ ∈ ∂K}
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at the point Y (ξ0, t). In fact, the level surface of the minimum time T (x)= tk is
regular in a neighbourhood of xk and it coincides with St . Therefore, taking the
limit for k→∞,
lim
k→∞DT (xk) and ν
(
ξ0, T (x0)
)
are parallel. Since x0 is conjugate
detYξ,t
(
ξ0, T (x0)
)= cYt(ξ0, T (x0)) · ν(ξ0, T (x0))= 0, c = 0,
and so, letting k→∞ in (47),
P
(
ξ0, T (x0)
) · Yt(ξ0, T (x0))= 0.
But since Yt (ξ0, t) = −f (Y (ξ0, t), u∗(Y (ξ0, t),P (ξ0, t))), this contradicts the
maximum principle which implies
−P(ξ0, t) · f
(
Y (ξ0, t), u
∗(Y (ξ0, t),P (ξ0, t)))= 1.
Case 2. There exists a δ′ ∈ (0, δ) such that Y (ξ0, t) is conjugate for any
t ∈ (T (x0)− δ′, T (x0)). In this case, since detYξ,t (ξ0, t) is constant, we have
d
dt
detYξ,t (ξ0, t)= 0, ∀t ∈
(
T (x0)− δ′, T (x0)
)
.
Therefore, by Lemma 4.3, rk Yξ,t (ξ0, t) = n− 1 in contrast with our assumption
that Yηi (ξ0, t) are linearly independent. ✷
Remark 6.1. By Theorem 6.1 we immediately can give an equivalent definition
of conjugate point in the case of the minimum time problem:
x0 ∈R \K is conjugate if there exists ξ0 ∈ F(x0), ξ0 = yx0,u(T (x0)), such that
rkYξ (ξ0, T (x0)) < n− 1.
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