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Abstract
Stability criteria have been derived and investigated in the last decades for many
kinds of periodic traveling wave solutions to Hamiltonian PDEs. They turned out
to depend in a crucial way on the negative signature - or Morse index - of the
Hessian matrix of action integrals associated with those waves. In a previous pa-
per (published in Nonlinearity in 2016), the authors addressed the characterization
of stability of periodic waves for a rather large class of Hamiltonian partial differ-
ential equations that includes quasilinear generalizations of the Korteweg–de Vries
equation and dispersive perturbations of the Euler equations for compressible fluids,
either in Lagrangian or in Eulerian coordinates. They derived a sufficient condition
for orbital stability with respect to co-periodic perturbations, and a necessary con-
dition for spectral stability, both in terms of the negative signature of the Hessian
matrix of the action integral. Here the asymptotic behavior of this matrix is inves-
tigated in two asymptotic regimes, namely for small amplitude waves and for waves
approaching a solitary wave as their wavelength goes to infinity. The special struc-
ture of the matrices involved in the expansions makes possible to actually compute
the negative signature of the action Hessian both in the harmonic limit and in the
soliton limit. As a consequence, it is found that nondegenerate small amplitude
waves are orbitally stable with respect to co-periodic perturbations in this frame-
work. For waves of long wavelength, the negative signature of the action Hessian
is found to be exactly governed by M′′(c), the second derivative with respect to
the wave speed of the Boussinesq momentum associated with the limiting solitary
wave. This gives an alternate proof of Gardner’s result [J. Reine Angew. Math.
1997] according to which the instability of the limiting solitary wave, when M′′(c)
is negative, implies the instability of nearby periodic waves. Interestingly enough, it
is found here that in the inverse situation, when M′′(c) is positive, nearby periodic
waves are orbitally stable with respect to co-periodic perturbations.
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1 Introduction
In our earlier work [3], we considered a rather large class of Hamiltonian - systems of -
partial differential equations (PDEs), and derived stability conditions for their periodic
traveling wave solutions. The main purpose of this paper is to investigate these conditions
in two asymptotic regimes, namely for waves of small amplitude and for waves of long
wavelength. The former are by definition almost harmonic waves close to constant states,
while the latter are ‘close’ to solitary waves, in the sense that their trajectories in the phase
2
plane of the governing ordinary differential equations (ODEs) are close to a homoclinic
loop.
Roughly speaking, our stability conditions consist of a necessary condition for spectral
stability, and of a sufficient condition for orbital stability with respect to co-periodic
perturbations - that is, perturbations of the same spatial period as the underlying wave.
Because of a gap in between those conditions our main result in [3] can be viewed as a
pseudo-alternative. As will be clear when we actually recall this result (see Theorem 1
hereafter), the gap lies mostly in the stability conditions themselves, which are not the
reciprocal of each other even if we eliminate degenerate critical situations. The gap is
however also present in the kind of stability that is being addressed. On the one hand,
orbital stability deals with nonlinear stability by overcoming the translation invariance
issue, while spectral stability only has to do with stability at the linearized level. On the
other hand, stability with respect to co-periodic perturbations is quite restrictive, whereas
when we talk about spectral stability we allow somehow arbitrary, localized perturbations,
typically in Hs(R) for s large enough. Our spectral instability criterion provides instability
with respect to both co-periodic perturbations and localized ones.
Up to our knowledge, the nonlinear stability of periodic traveling waves with respect
to localized perturbations is a widely open question for dispersive PDEs like the ones we
are considering. This is in sharp contrast with the breakthrough that was made recently
for dissipative PDEs [17]. Addressing the tough issue of nonlinear stability with respect
to localized perturbations is not our purpose here. See however [23] for a first step in this
direction.
The present paper has a two-fold motivation. First of all we want to exemplify how
conditions derived in [3] may be investigated analytically in some asymptotic regimes. We
see this as a welcome complement to the development of numerical tools for ‘arbitrary’
periodic waves in the bulk [3, 20], in particular because these tools can hardly attain
asymptotic regimes or cover the whole range of parameters. Even more importantly, the
asymptotic expansions derived here in the small amplitude and solitary wave limits to
elucidate stability conditions are per se involved in many related issues [6, 5, 4], including
the understanding of dispersive shocks to be investigated elsewhere. An initially unex-
pected outcome of this work is that it fills the gap in between the stability conditions
mentioned above, in those asymptotic regimes.
To give a glimpse of the nature of our pseudo-alternative we can draw a parallel -
as in [3, Remarks 3 & 6] - between our infinite-dimensional stability analysis and the
classical stability theory for steady states of finite-dimensional Hamiltonian systems of
ODEs. For a Hamiltonian system of size 2d, d ∈ N∗, say in canonical coordinates, either
the Hamiltonian H or its opposite may serve as a Lyapunov function for the stability
analysis of steady states at which it has a local extremum. Speaking in terms of the
negative signature - or Morse index - of the Hessian matrix ∇2H of that function H, that
is, the number of negative directions for the associated quadratic form in R2d, we find a
local minimum when this signature equals zero and a local maximum when it equals 2d -
provided that ∇2H is nonsingular. In both cases we can thus infer the nonlinear stability
of the associated steady state from Lyapunov theory. In addition, the linearized system
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about a nondegenerate steady state - where by definition ∇H vanishes with ∇2H being
nonsingular - has an unstable mode as soon as the negative signature of ∇2H is odd at
that point. This merely follows from a mean value argument between zero and +∞ for
the characteristic polynomial of the linearized system matrix J∇2H, where J is the skew-
adjoint matrix associated with the underlying symplectic form on R2d, since det(J∇2H) =
(det J) (det∇2H) with det J = 1 by definition of canonical coordinates and det∇2H <
0 if the negative signature of ∇2H is odd and ∇2H is nonsingular. In summary, at
nondegenerate steady states an odd negative signature of ∇2H implies spectral instability,
whereas a negative signature equal to either zero or 2d implies nonlinear stability. This
is already a kind of pseudo-alternative, which reduces to a true alternative only in the
special case d = 1. We cannot hope a priori for a better situation in infinite dimensions.
The main achievement in [3] has been to turn the infinite-dimensional problem of
stability of periodic traveling wave solutions to systems of N PDEs (with actually N = 1
or 2) into a pseudo-alternative in dimension N + 2. This effective dimension N + 2
corresponds to the number of independent parameters that determine the periodic waves
profiles - in the class of systems we are considering - either up to a trivial phase shift
parameter or including this phase shift parameter but holding fixed the spatial period.
It turns out that a further dimension reduction occurs in the two distinguished limits
under consideration here, namely the small amplitude and solitary wave limits, which we
shall indifferently refer to as the harmonic and soliton1 limits, respectively. This reduction
eventually yields a true alternative - in nondegenerate cases - about the stability of periodic
traveling waves of sufficiently small amplitude or large wavelength.
To be more specific, let us begin with the large wavelength limit. Intuitively, and this
is confirmed by our findings, the co-periodic stability of periodic waves of large wavelength
is related to the stability of solitary waves under localized perturbations, that is stability
in the class of functions with fixed endstate. Solitary waves are in general parametrized
by their endstate (in RN), phase speed, and phase shift, which make (N + 2)-dimensional
families. However, when we fix their endstate we are left with two-dimensional families.
By analogy with the ODE situation described above this hints at the possibility of a
true alternative for the corresponding stability problem. This is indeed what is known
to happen in most cases. Under assumptions expected to be generic, the stability of a
solitary wave solution to an Hamiltonian PDE is characterized by means of the Boussinesq
momentum of stability, which is defined as an action integral along the solitary wave orbit
- a homoclinic loop in the phase plane - and can be viewed as a function of the speed of
the wave only, once its endstate has been fixed. If we denote it byM(c), with c being the
wave speed, we know that
• if M′′(c) < 0 then the solitary wave is spectrally unstable, as follows from Evans
functions calculations, see [21] for scalar equations, [2] for Euler–Korteweg systems;
• if M′′(c) > 0 then the solitary wave is orbitally stable by the general theory of
1Throughout the text we endow the term ‘soliton’ with the very broad meaning of solitary wave,
disregarding any interacting properties.
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Grillakis, Shatah and Strauss [15], which subsumes earlier results and has been
widely used since then to produce numerous specific results.
One may argue that this is still a pseudo-alternative - even if we preclude the critical
case M′′(c) = 0 - in that there is still a gap in between the kinds of stability that
are considered. Actually, [15] also contains a result that fills this gap for some class of
equations, namely by showing that M′′(c) < 0 implies orbital instability, but it does not
apply to our Hamiltonian framework because the involved skew-adjoint operator is not
onto. However, this difficulty can also be overcome in some cases, as was done by Bona,
Souganidis and Strauss for the Korteweg–de Vries equation [9]. For simplicity we may
think of the stability problem for solitary waves as a true alternative. Obviously the above
discussion is in no way a comprehensive account of the extensive literature devoted to the
stability of solitary waves in Hamiltonian partial differential equations and the reader is
referred to [25, 1, 19, 18, 8, 22, 12] for further information.
The pseudo-alternative introduced in [3] for the co-periodic stability of periodic waves
is a neat analogue of what is known for solitary waves, in that it gives a sufficient condition
for spectral instability and a sufficient condition for orbital stability in terms of a single
tool, which plays the role of the Boussinesq momentum for periodic waves. This tool is
still an action integral along the wave orbit in the phase plane, but compared with the
Boussinesq momentum it depends on more parameters. Actually, for the systems of N
PDEs we are considering (N = 1 or 2), the periodic waves action Θ depends on N + 2
parameters (as it is independent of the phase shift parameter). This is just one more
parameter than for the Boussinesq momentum of a solitary wave, if we count its speed for
one parameter and its endstate for N parameters. However, while the stability of solitary
waves is governed by the convexity properties of a function of a single variableM(c) - since
the endstate is held fixed - the stability of periodic waves depends on the whole Hessian
∇2Θ of the action with respect to all parameters - a (N+2)×(N+2) matrix. Our pseudo-
alternative is expressed indeed in terms of the negative signature of∇2Θ, similarly as what
happens for finite-dimensional Hamiltonian systems of ODEs. For the convenience of the
reader we extract from [3] in Theorem 1 of Section 2 a detailed statement of this pseudo-
alternative but provide here a first loose statement, where assumptions are deliberately
omitted.
“Theorem”. For our class of Hamiltonian systems of N equations
• if the negative signature of the Hessian at some wave parameters of the abbreviated
action Θ differs from N by an odd number then the corresponding wave is spectrally
unstable to co-periodic perturbations;
• if this negative signature equals N then the corresponding wave is orbitally stable to
co-periodic perturbations.
One of the goals here is to make the connection with the alternative for solitary waves.
A connection was already made by Gardner between the instability of solitary waves
and that of periodic waves of long wavelength. He proved indeed in [14] that periodic
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waves close to spectrally unstable solitary waves are also spectrally unstable. See also [24]
for a related analysis. An outcome of our present work is a similar result showing that
periodic waves close to solitary waves for which M′′(c) < 0 are also spectrally unstable.
The latter result might be obtained by combining [14] with [15]. However our proof
differs significantly from [14] and does not rely on any known results for solitary waves. It
hinges on the first part of our own pseudo-alternative - the sufficient condition for spectral
instability - together with a careful asymptotic expansion of the second derivatives of the
action, which yields leading order terms for the matrix ∇2Θ having a very peculiar form.
Indeed, from expansions derived in the present contribution stems that for periodic waves
sufficiently close to a solitary wave for which M′′(c) < 0 the corresponding negative
signature of ∇2Θ is N + 1.
Likewise, from the second part of our pseudo-alternative - the sufficient condition for
orbital stability - together with our asymptotic expansion we derive the newer, striking
upshot that periodic waves close to solitary waves for which M′′(c) > 0 are orbitally
stable with respect to co-periodic perturbations. Thus in the large wavelength limit this
completes the picture and provides a true alternative for nondegenerate cases.
Regarding small amplitude waves, the dimensional reduction is even stronger. Our
approach actually leads to their orbital stability with respect to co-periodic perturbations
in any nondegenerate case, regardless of the stability of limiting states viewed as steady
constant solutions, hereafter merely referred to as constant states.
This may be thought of as coming from two combined facts. The first one is that
constant states form an N -dimensional family (since any constant function is a steady
solution). The second one is more subtle and is linked to an important feature of co-
periodic stability, namely that it is associated with several constraints.
Indeed, as is clearly apparent in [3] the co-periodic stability of periodic waves is related
to evolutions and minimization under constraints, essentially of fixed period and of fixed
averages for the components of the solution and the impulse - or momentum, associated
with the invariance of equations under spatial translations. The constraint of a fixed
endstate in the solitary wave limit, and of a fixed period and fixed averages in the harmonic
limit are limiting traces of those2.
Our stability problem reduces in the small amplitude limit to the stability of the
limiting constant state in the class of functions with period equal to the harmonic period
and with the same average values as the constant state under consideration. Those extra
constraints reduce to zero the dimension of the family of relevant constant solutions.
The latter observation is indeed crucial. By contrast, constant states may not be
spectrally stable under more general perturbations, like arbitrary localized ones or periodic
ones that are neither of zero mean nor of harmonic period. This does not happen in the
scalar case N = 1 but does happen when N = 2. More details are given in Appendix A, in
which we also point out a few facts about the spectral stability of constant states. These
are indeed spectrally stable under arbitrary perturbations in the scalar case (N = 1),
or for N = 2 when they are endstates of solitary waves. However, in the case N = 2
2The constraint on the impulse becomes redundant in both the harmonic and soliton limits.
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states generating a family of small-amplitude periodic waves need to satisfy an extra
condition for being spectrally stable. This condition happens to be the hyperbolicity of
the underlying dispersionless system. Fortunately this is irrelevant for our purpose because
those constant states are always spectrally stable under relevant perturbations.
A direct computation of the relevant constrained infinite-dimensional Hessian shows
that its negative signature is zero and that its kernel is 2-dimensional, consistently with
the extra two dimensions of the family of periodic waves. This hints at the orbital stability
of small amplitude periodic waves proved below.
As in the soliton limit, those pieces of information are given here just to motivate what
follows, and provide a posteriori enlightenment. We shall actually not use any of those
but instead directly evaluate the negative signature of ∇2Θ.
Besides the divergence of final outcomes, there is also a notable discrepancy in the
nature of expansions obtained in the harmonic and soliton limits. The former is regular
and the leading-order term in the expansion of ∇2Θ is sufficient to obtain all required
pieces of information. By contrast, the latter is highly singular and a three-steps expansion
of ∇2Θ is needed to reach the stage where the expansion involves bounded terms and -
more importantly - conveys enough information to conclude. However once this multi-scale
expansion has been obtained, the separation of scales helps in the actual computation of
the negative signature of ∇2Θ in the large wavelength limit. On the contrary, even though
N is small, the computation of the signature is slightly tricky in the small amplitude
regime. We think that it would be hardly doable without gaining first some insight - not
provided by the expansion - on the geometric nature of the problem at hand. In this
respect, important orthogonality properties of vectors involved in the expansions of ∇2Θ
are gathered in Subsection 4.1. We actually also use the related geometric upshots in
the soliton limit in order to spare some computational effort and point out explicitly the
single entry that is really important in the last matrix-valued coefficient of the three-steps
expansion. Remarkably enough it is in the computation of this entry at the very last stage
of the expansion that appears the decisive M′′(c).
The present paper is organized as follows. In Section 2 we introduce the general frame-
work, recall from [3] our pseudo-alternative, and state our main, present results. Section
3 is devoted to the derivation of asymptotic expansions for ∇2Θ in the small amplitude
and in the soliton limits. In Section 4 we draw consequences from these expansions and
prove our stability/instability results.
In a companion paper [4], we consider the modulated equations associated with our
class of Hamiltonian PDEs, and use the asymptotic expansions derived here to gain insight
on modulated equations in the small amplitude and in the soliton limits, which are crucial
to the understanding of dispersive shocks. In further work, including the forthcoming [7]
focused on scalar equations, we plan to also address the joint limit and the existence of
small amplitude dispersive shocks for Hamiltonian PDEs.
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2 Framework and main results
2.1 A class of Hamiltonian PDEs
As in our earlier work [3], we consider abstract systems of the form
(1) ∂tU = ∂x(B δH[U]) .
where the unknown U takes values in RN , B is a symmetric and nonsingular matrix, and
δH denotes the variational gradient of H = H(U,Ux) - the letter δ standing for the Euler
operator (see explicit expression below). In practice, we are most concerned with the case
N = 1, which includes quasilinear, generalized versions of the Korteweg-de Vries equation
(qKdV) ∂tv = ∂x(δe[v]) , e = e(v, vx) ,
and the case N = 2, which includes the Euler–Korteweg system, either in Eulerian coor-
dinates,
(EKE)
{
∂t%+ ∂x(%u) = 0 ,
∂tu+ u∂xu + ∂x(δE [%]) = 0 ,
E = E (%, %x) ,
or in mass Lagrangian coordinates,
(EKL)
{
∂tv = ∂xu ,
∂tu = ∂x(δe[v]) ,
e = e(v, vx) .
Readers interested in the underlying physics should keep in mind that the significance of
the independent variables (x, t) is not the same in (EKE) and in (EKL) - in (EKE), x
denotes a spatial coordinate (homogeneous to a length), whereas in (EKL), x denotes a
mass Lagrangian coordinate (homogeneous to a mass per squared length). The systems
(EKE) and (EKL) are equivalent models - at least regarding their smooth solutions - for
the motion of a compressible fluid of energy density E and specific energy e, as long as
its density % and specific volume v = 1/% remain bounded away from zero. However,
this equivalence is out of purpose here. We just consider (EKE) and (EKL) as two
instances of our abstract framework (1). We stress that it is important to keep the
form of nonlinearities as general as possible to cover both cases arising directly from
fluid mechanics considerations alluded to above and hydrodynamic formulations of other
classical models, such as nonlinear Schrödinger equations or vortex filaments models. See
[8] for a detailed discussion.
We might as well consider equations of the form (1) where B∂x is replaced by a
more complicated skew-adjoint pseudodifferential operator. This occurs for instance in
the Benjamin–Bona–Mahony (BBM) equation, involving the nonlocal operator (1−∂2x)−1
instead of just the matrix B. This type of equation will be addressed elsewhere [7].
Regarding B and H = H(U,Ux), we will make a few assumptions that are met by our
main examples (qKdV), (EKE) and (EKL), and ensure that periodic traveling waves arise
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as families parametrized by their speed, (N + 1) constants of integration (and a spatial
phase shift that is immaterial to the present discussion and that hence will be omitted
from now on). However, since our analysis is local in nature, we expect that assumptions
on H - in particular quadraticity assumptions - could also be further relaxed to reach the
generality considered in [5].
The properties of (qKdV), (EKE) and (EKL) regarding periodic traveling waves have
been investigated and compared in detail in [3]. The scalar equation (qKdV) is obviously
of the form (1), with
U = v , B = 1 , H = e(v, vx) .
Both (EKE) and (EKL) fall into the special situation in which
(2) H = H[U] = H(U,Ux) = I(v, u) + e(v, vx) , with U =
(
v
u
)
,
with I quadratic in u - which is reminiscent of a kinetic energy - and
(3) B =
(
0 b
b 0
)
, b 6= 0 .
More precisely, for (EKL) we have I = 1
2
u2 and b = 1, and substituting the notations v
and e for % and E in (EKE) we see that this system is of the form (1)-(2)-(3) with b = −1
and I = 1
2
vu2 - which would read 1
2
%u2 in a more standard notation for fluids.
From now on, we consider an abstract system (1) under the following restrictions.
Assumption 1. Either N = 1, U = v, H = e(v, vx), and B = b is a nonzero real number,
or N = 2 with the Hamiltonian H being decomposed as in (2), and the symmetric matrix
B being as in (3).
In both cases e is assumed to be quadratic in vx with κ := ∂
2
vxe taking only positive
values, while in the case N = 2 the other part of the Hamiltonian, I is assumed to be
quadratic in u, with τ := ∂2uI taking only positive values as well.
This framework is designed to include (qKdV), (EKE) and (EKL) at the same time.
To some extent the case N = 1 can be viewed as the sub-case obtained by merely
dropping the component u and the kinetic energy I in (1)-(2)-(3). Whenever this point
of view is indeed legitimate, to avoid repetition, computations will be carried out only in
the case N = 2. However when we come to conclusions regarding stability we will need
to distinguish between the two cases.
Here above and throughout the paper except in Section 3.3.2, square brackets [·] signal
a function of not only the dependent variable U but also of its derivatives Ux, Uxx, etc.
By definition we have
δH[U] =
(
∂vI(v, u) + δe[v]
∂uI(v, u)
)
, δe[v] := ∂ve(v, vx) − ∂x(∂vxe(v, vx)) .
In addition, we introduce the impulse
Q(U) = 1
2
U ·B−1U ,
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which is linked to the invariance of (1) with respect to x-translations in that
(4) ∂xU = ∂x(B δQ[U]) .
Another connection with space translation invariance lies in the fact that the impulse sat-
isfies a local conservation law, which plays a crucial role in the stability analysis developed
in [3, 5]. This conservation law will not be used explicitly in the present paper though. By
definition, the impulse is just the well-known conserved quantity 1
2
v2 for (qKdV), while
Q = −ρu is also well-known for (EKE), and Q = vu is slightly less usual for (EKL).
2.2 Wave parameters and action integral
For a traveling wave U = U(x − ct) of speed c to be solution to (1), one must have by
(4) that
∂x(δ(H + cQ)[U]) = 0 ,
or equivalently, there must exist λ ∈ RN such that
(5) δ(H + cQ)[U] + λ = 0 .
Equation (5) is the Euler–Lagrange equation δL [U] = 0 associated with the Lagrangian
L = L (U,Ux; c,λ) := H(U,Ux) + cQ(U) + λ ·U .
We thus see that Ux is an integrating factor, and
LL [U] := Ux · ∇UxL (U,Ux)−L (U,Ux)
is a first integral of the profile ODEs in (5) (The letter L here above stands for a formal
‘Legendre transform’.) Therefore, the possible profiles U are determined by the equations
in (5) together with
(6) LL [U] = µ ,
where µ is a constant of integration. The scalar equation (6) specifies the value of the
above mentionned first integral for the system (5). ‘Conversely’, by differentiation of (6),
we receive Ux · δL [U] = 0. In the scalar case (N = 1), this implies that all non constants
solutions to (6) automatically solve (5). However, this is not true for N = 2, and we
consider both (5) and (6) as profile equations, despite some redundancy.
A traveling profile U is thus ‘generically’ parametrized by (µ,λ, c) ∈ RN+2. This
is what happens for periodic profiles under Assumption 1 and a few other assumptions
regarding the dependence of H on v. See [3, 6] for a more detailed discussion on the
profile equations. Given such a periodic profile U of period Ξ, we define as in [3, 6] the
abbreviated action integral3
(7) Θ(µ,λ, c) :=
∫ Ξ
0
(H[U] + cQ(U) + λ ·U + µ) dξ ,
3This action integral has often been denoted by K in the related KdV literature [10, 11, 16]. We
have refrained from doing so when dealing with problems in which the letter K is usually reserved for
capillarity - or sometimes a wave number.
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which because of (2)(6) equivalently reads
(8) Θ(µ,λ, c) =
∫ Ξ
0
vx∂vxe(v, vx) dx =
∮
∂vxe(v, vx) dv ,
where the symbol
∮
stands for the integral along the orbit described by (v, vx) in the
(v, vx)-plane, referred to as the phase plane. This quantity Θ is known to play a crucial
role in the stability analysis of periodic traveling waves, see [3] and references therein. It
also yields a closed form of the modulated equations associated with (1), see [6, 4] and
references therein.
For waves of small amplitude about a fixed point v0, we have (v, vx) → (v0, 0) when
their amplitude goes to zero, while their period has a finite limit Ξ0, the period of harmonic
waves. This implies in particular that the action integral Θ goes to zero in the small
amplitude limit.
For a family of waves of large period approaching a loop homoclinic to a saddle-point
vs in the phase plane, we see that the action integral∫ Ξ/2
−Ξ/2
H[U] + cQ(U) + λ ·U + µ) dξ =
∫ Ξ/2
−Ξ/2
vx∂vxe(v, vx) dx =
∮
∂vxe(v, vx) dv
tends to ∫ +∞
−∞
(H[Us] + cQ(Us) + λs ·Us + µs) dξ =: M(c,Us) ,
the Boussinesq moment of instability associated with the solitary wave of speed c and
endstate Us = (vs, us), with
λs := −∇U(H + cQ)(Us, 0) , µs := −λ ·Us − (H + cQ)(Us, 0) ,
and Us denoting the profile of the corresponding solitary wave.
In general, a crucial observation is that the first-order derivatives of the action are
merely integrals along the profile U obtained as though neither U nor the period would
depend on the parameters (µ,λ, c). More precisely, as pointed out in [6, Prop. 1] we have
(9) ∂µΘ = Ξ =
∫ Ξ
0
dξ , ∇λΘ =
∫ Ξ
0
U dξ , ∂cΘ =
∫ Ξ
0
Q(U) dξ .
Let us now recall from [3] the following stability/instability criteria, expressed in terms
of the (N+2)×(N+2), Hessian matrix ∇2Θ of Θ as a function of (µ,λ, c) and its negative
signature n(∇2Θ), that is, the number of negative directions for the associated quadratic
form in RN+2.
Theorem 1. In the framework described in §2.1, in particular under Assumption 1, for
a wave locally parametrized by (µ,λ, c) such that ∂2µΘ is nonzero and ∇2Θ is nonsingular,
• if n(∇2Θ)−N is zero then the wave is conditionally orbitally stable with respect to
co-periodic perturbations;
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• if n(∇2Θ)−N is odd then the wave is spectrally unstable.
Even though the literature on stability of periodic waves of Hamiltonian systems is
much smaller - though growing fast - than the one devoted to solitary waves, replacing
Theorem 1 in the family of results it generalizes or unifies would bring us too far from our
main purpose and instead we refer the reader to the introduction and remarks of [3], in
particular [3, Remarks 3 & 6] for comparison with Hamiltonian-Krein indexes. We only
borrow from [3] a few comments shedding some light on its conclusions.
The words ‘conditionally orbitally stable’ in the first statement mean that a solution
to (1) stays - as long as it exists - as close as we want in the energy space H1(R/ΞZ) ×
L2(R/ΞZ)N to some translate of the underlying wave provided it starts close enough. In
general, this does not encompass global existence of the solution, since local existence for
this type of quasilinear PDE is usually known only in smoother functional spaces.
Spectral instability means that the linearized equations have exponentially growing
solutions. We recall that here this may be realized with both co-periodic solutions and
with smooth localized solutions. The nature of the co-periodic instability is however
simpler as it corresponds to the presence of a finite number of unstable eigenvalues. More,
it follows from the proof of half of Theorem 1 that n(∇2Θ)−N counts mod 2 the number of
positive co-periodic eigenvalues. Incidentally we point out that the other half of Theorem 1
hinges on the proof that n(∇2Θ)−N coincides with the negative signature of the relevant
constrained (infinite-dimensional) variational Hessian.
Applying the stability/instability criteria in Theorem 1 to either small amplitude waves
or long wavelength waves, and using the asymptotic expansions for ∇2Θ derived in the
next section, we can prove the following. For the sake of conciseness, we give only rough
statements here. Further details on nondegeneracy assumptions are provided in Section 4.
For more on the nature of conclusions we refer to [3].
Theorem 2. ‘Nondegenerate’ periodic waves of sufficiently small amplitude approaching
a constant steady state are such that
• Their period Ξ is monotonically depending on µ, that is, ∂µΞ = ∂2µΘ 6= 0.
• The matrix ∇2Θ is nonsingular and
– det∇2Θ < 0 in the case N = 1;
– det∇2Θ > 0 in the case N = 2.
• In any case, these waves are conditionally orbitally stable with respect to co-periodic
perturbations.
Note that the nature of the monotonicity of the period Ξ with respect to µ does depend
on the limiting constant state but that the result covers both possible cases.
Theorem 3. ‘Nondegenerate’ periodic waves of sufficiently large period approaching a
solitary wave are such that
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• Their period Ξ is monotonically increasing with µ, that is, ∂µΞ = ∂2µΘ > 0.
• If for the limiting solitary wave the second derivative M′′(c) of the Boussinesq mo-
mentum with respect to velocity at fixed endstate is nonzero, then the matrix ∇2Θ
is nonsingular for nearby periodic orbits
– with M′′(c) det∇2Θ < 0 in the case N = 1;
– and M′′(c) det∇2Θ > 0 in the case N = 2.
• If in additionM′′(c) > 0 then the negative signature of ∇2Θ is equal to N for nearby
periodic orbits, and we have conditional orbital stability with respect to co-periodic
perturbations of the corresponding waves.
• If on the contrary M′′(c) < 0 then the negative signature of ∇2Θ is equal to N + 1
and the corresponding wave is spectrally unstable.
3 Derivation of asymptotic expansions
3.1 Qualitative properties of profile equations
Now our purpose is to investigate the small amplitude and soliton limits in the ODEs
governing the traveling profiles U = (v, u).
Let us start by making these ODEs more explicit. A traveling profile U of speed c is
characterized by the existence of (λ, µ) ∈ RN+1 such that (5)-(6) hold true. Let us first
look at the most complicated case N = 2. Recalling the forms in (2) and (3) of H and B
we see that the equations in (5)-(6) are equivalent to
∂ve(v, vx) − ∂x(∂vxe(v, vx)) + ∂vI(v, u) + (c/b)u + λ1 = 0 ,
∂uI(v, u) + (c/b) v + λ2 = 0 ,
vx ∂vxe(v, vx) − e(v, vx) − I(v, u) − (c/b) v u − λ1 v − λ2 u = µ ,
Under the further assumption (see Assumption 1) that e is quadratic in vx and I is
quadratic4 in u with
κ := ∂2vxe > 0 , τ := ∂
2
uI > 0 ,
and the normalization I(·, 0) ≡ 0, these profile equations are equivalent5 for non constant
solutions to the reduced algebro-differential system
τ(v)u + (c/b) v + λ2 = 0 ,(10)
1
2
κ(v) v2x + W(v; c,λ) = µ ,(11)
4Assumptions of quadraticity on I is made for pure convenience to enable the explicit algebraic solving
of (10) resulting in an explicit formula for g below. Relaxing the assumption on I would require only
notational changes and invoking the implicit function theorem. Likewise we also expect quadraticity of
E to be unnecessary, but we anticipate the computational cost to be heavier.
5The proof of the equivalence, omitted here as classical, requires some care at points where vx vanish.
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where
W(v; c,λ) := − f(v) − 1
2
τ(v) g(v; c, λ2)
2 − (c/b) v g(v; c, λ2) − λ1 v − λ2 g(v; c, λ2) ,
f(v) := e(v, vx)− 12κ(v) v
2
x , g(v; c, λ) := −((c/b) v + λ)/τ(v) .
For stationary solutions, (5)-(6) is actually equivalent to (10)-(11) and ∂vW(v; c,λ) = 0.
Using the definition of g(v; c,λ) here above we can simplify a little bit the expression of
the potential and write it as
W(v; c,λ) = − f(v) + 1
2
τ(v) g(v; c, λ2)
2 − λ1 v .
In the case N = 1, there is no component u to eliminate, and the sole profile equation (6)
is readily of the form (11) with
W(v; c, λ) = − f(v) − 1
2
c
b
v2 − λ v .
Given a reference state U∗ ∈ RN , for all c ∈ R we can always find (λ, µ) ∈ RN+1 such
that U∗ is a stationary solution to (5)-(6). Indeed, in the case N = 2 it suffices to define
λ2 from (10) by
λ2 = −τ(v∗)u∗ − (c/b)v∗ ,
then take
λ1 = − f ′(v∗)− 12τ
′(v∗)u
2
∗ − (c/b)u∗ ,
to ensure that
∂vW(v∗; c,λ) = 0 ,
and finally choose
µ =W(v∗; c,λ)
because of (11). In the case N = 1 we just take
λ = − f ′(v∗)− cbv∗ , µ =W(v∗; c, λ) .
The nature of the steady state U∗ as a solution to (5)-(6) is the same as the nature of
v∗ as a solution to (11), which merely depends on the sign of ∂
2
vW(v∗; c, λ). Since κ is
positive, the mapping
(v, vx) 7→ 12κ(v) v
2
x + W(v; c,λ)
has
• a center point at (v∗, 0) if ∂2vW(v∗; c,λ) > 0,
• a saddle point at (v∗, 0) if ∂2vW(v∗; c,λ) < 0.
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In the former case, there are small amplitude solutions to (5)-(6) oscillating around U∗.
In the latter case, U∗ is a candidate for the endstate of a soliton, the existence of which
requires thatW(·; c,λ) achieves the value µ at some other point than v∗, say v∗ such that
∂vW(v∗; c,λ) 6= 0.
At fixed (c,λ), the most basic phase portrait for the planar system associated with
(11) arises when the potential W(·; c,λ) admits a local minimum v0 (center point), and
a local maximum vs (saddle point) associated with another point v
s at which W(·; c,λ)
achieves the same value µs := W(vs; c,λ) and ∂vW(vs; c,λ) 6= 0, in such a way that
W(·; c,λ) is monotonically varying from µ0 := W(vs; c,λ) to µs in between v0 and vs,
and in between v0 and v
s as well. In this case, the saddle point (vs, 0) is associated with
a homoclinic loop corresponding to a solitary wave of endstate vs, inside which - in the
phase plane - there are closed orbits corresponding to periodic profiles. The amplitude
of periodic waves tends to zero when µ ↘ µ0, and their period tends to infinity when
µ↗ µs.
The reader may refer to Figure 1, which shows the phase portrait associated with KdV
traveling waves, for which W(v;λ, c) = 1
6
v3 − c
2
v2 − λ v, and is qualitatively the same
for all potentials that vary as in Table 1 below.
v v1 vs v2 v0 v3 v
s
W ′ + 0 − 0 +
µs µs
↗ ↘ ↗
W µ µ µ
↗ ↘ ↗
µ0
Table 1: Variations of potential
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Figure 1: ‘Generic’ potential (top) and phase portrait (bottom) for traveling waves
Phase portraits like on Figure 1 display a ‘bright soliton’, whose profile has a bump.
A symmetric phase portrait arises when the point vs is found to be lower than vs, which
yields a ‘dark soliton’, or hole. When f ′′′ changes sign there may be a larger number of
stationnary solutions and the phase portrait may be quite complicated, see [5]. For a
simple instance, by enlarging the view one may find both sorts of solitary waves, dark and
bright, corresponding to loops homoclinic to the same endstate, and closed orbits as well
surrounding them in the phase plane, decribing periodic waves asymptotically obtained
by gluing both solitary waves together.
It is important to note however that our theorem relies on local considerations and
does not require any topological assumptions. It applies to any family of periodic waves
collapsing to either a stationnary state or a single homoclinic loop. We also expect - but
do not pursue this goal here - that the same techniques could be applied to analyze the
case, alluded to above, where periodic loops shrink to two homoclinics. In contrast, cases
involving the concatenation of homoclinics and heretoclinics are not expected to persist
under variation of parameters (c,λ) and do not fit our present framework.
Concerning stability of the phase portrait under small perturbations of the parameters
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(c,λ), for the sake of clarity and concision, let us concentrate on the basic situation
described in Table 1.
Proposition 1. Assume that (c∗,λ∗) ∈ RN+1 and vs∗ < v0∗ < vs∗ are such that
µ0∗ :=W(v0∗; c∗,λ∗) < µs∗ :=W(vs∗; c∗,λ∗) =W(vs∗; c∗,λ∗) ,
∂vW(v0∗; c∗,λ∗) = ∂vW(vs∗; c∗,λ∗) = 0 ,
∂2vW(vs∗; c∗,λ∗) < 0 , ∂2vW(v0∗; c∗,λ∗) > 0 ,
∀v ∈ (vs∗, v0∗) , ∂vW(v; c∗,λ∗) < 0 ,
∀v ∈ (v0∗, vs∗] , ∂vW(v; c∗,λ∗) > 0 .
Then there is a neighborhood of (c∗,λ∗) and vs, v
s, v0 smoothly parametrized by (c,λ) in
this neighborhood such that
W(v0; c,λ) <W(vs; c,λ) =W(vs; c,λ) ,
∂vW(v0; c,λ) = ∂vW(vs; c,λ) = 0 ,
∂2vW(vs; c,λ) < 0 , ∂2vW(v0; c,λ) > 0 ,
∀v ∈ (vs, v0) , ∂vW(v; c,λ) < 0 ,
∀v ∈ (v0, vs] , ∂vW(v; c,λ) > 0 .
Proof. By the implicit function theorem applied to ∂vW we find v0 such that ∂vW(v0; c,λ) =
0, and by the implicit function theorem applied to
(v, w) 7→ (∂vW(v; c,λ),W(w; c,λ)−W(v; c,λ))
we find (vs, v
s) such that ∂vW(vs; c,λ) = 0 andW(vs; c,λ) =W(vs; c,λ). The inequalities
∂vW(vs; c,λ) > 0 , ∂2vW(vs; c,λ) < 0 , ∂2vW(v0; c,λ) > 0 ,
which are valid at (c∗,λ∗), are preserved in a neighborhood of (c∗,λ∗), and they imply
∂vW(v; c,λ) < 0 for all v ∈ (vs, v0) close to either vs or v0, and ∂vW(v; c,λ) > 0 for all
v ∈ (v0, vs] close to either v0 or vs. Away from vs and v0 and for small variations of the
parameters (c,λ), ∂vW(v; c,λ) does not vanish and thus keep the same sign.
We can now investigate ‘the small amplitude limit’ and ‘the soliton limit’ in the fol-
lowing way. If (c∗,λ∗, vs∗, v0∗, µ0∗, µs∗) satisfy the assumptions of Proposition 1, the small
amplitude limit consists in considering the closed orbits around v0 when (µ,λ, c) goes to
(c∗,λ∗, µ0∗) with µ > µ0(c,λ) := W(v0(c,λ); c,λ), and the soliton limit concerns closed
orbits of large period that are inside the loop homoclinic to vs when (µ,λ, c) goes to
(c∗,λ∗, µs∗) with µ < µs(c,λ) :=W(vs(c,λ); c,λ).
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For µ ∈ (µ0(c,λ), µs(c,λ)) there are two roots of µ−W(·; c,λ) in (vs(c,λ), vs(c,λ)),
which we denote by vk(µ,λ, c), k = 2, 3, such that
vs < v2 < v0 < v3 .
At some point, for µ close to µs, it will be useful to introduce a third root v1 < vs of
µ −W , close to vs. The existence of such a root is ensured as long as the potential W
achieves the value µ on the left of vs and follows from
∂vW(vs∗; c∗,λ∗) = 0 , ∂2vW(vs∗; c∗,λ∗) < 0 ,
for (c,λ, µ) in a neighborhood of (c∗,λ∗, µs), with µ < µs.
3.2 Asymptotics of basic quantities
3.2.1 Preparation
We are primarily interested in the asymptotic behaviors of the following quantities.
• The action integral
Θ =
∫ Ξ/2
−Ξ/2
(H[U] + cQ(U) + λ ·U + µ) dξ ,
where g(v; c, λ2) is to be substituted for u in U = (v, u) in the case N = 2 because
of (10). In view of (11) we may equivalently write
Θ =
∮
∂vxe(v, vx) dv = 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
√
2κ(v) (µ−W(v; c,λ)) dv .
• The period Ξ = ∂µΘ of the waves, given by
Ξ =
∫ Ξ/2
−Ξ/2
dξ =
∮
dv
vx
= 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
dv√
2(µ−W(v; c,λ))/κ(v)
,
• More generally, nonlinear integrals along the wave profiles∫ Ξ/2
−Ξ/2
G(v(ξ)) dξ =
∮
G(v) dv
vx
= 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
G(v) dv√
2(µ−W(v; c,λ))/κ(v)
,
and in particular the other first order derivatives of the action integral, which by
(9) read
∂λ1Θ(µ,λ, c) =
∫ Ξ/2
−Ξ/2
v(ξ) dξ =
∮
v dv
vx
= 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
v dv√
2(µ−W(v; c,λ))/κ(v)
,
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∂λ2Θ(µ,λ, c) =
∫ Ξ/2
−Ξ/2
g(v(ξ); c, λ2) dξ = 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
g(v; c, λ2) dv√
2(µ−W(v; c,λ))/κ(v)
,
∂cΘ(µ,λ, c) =
∫ Ξ/2
−Ξ/2
q(v(ξ); c, λ2) dξ = 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
q(v; c, λ2) dv√
2(µ−W(v; c,λ))/κ(v)
,
with
q(v; c, λ) := Q(v, g(v; c, λ))
in the case N = 2 and
q(v; c, λ) := Q(v) ,
actually independent of (c, λ), in the case N = 1.
Introducing in addition the function
Z (v;µ,λ, c) := µ−W(v; c,λ) ,
we may notice that its gradient with respect to the parameters (µ,λ, c) reads
(12) ∇Z =

1
v
g(v; c, λ2)
q(v; c, λ2)

in the case N = 2, while
(13) ∇Z =
 1v
Q(v)

in the simpler case N = 1. This can be checked by direct inspection or derived from the
original Euler-Lagrange structure.
Therefore, using either (12) or (13), we can write as a shortcut for the first order
derivatives of the action
(14) ∇Θ(µ,λ, c) =
∫ v3(µ,λ,c)
v2(µ,λ,c)
∇Z (v;µ,λ, c)
√
2κ(v)
Z (v;µ,λ, c)
dv .
This formula can of course be obtained directly by differentiation under the integral of
Θ = 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
√
2κ(v) Z (v;µ,λ, c) dv ,
recalling that by definition
Z (v2(µ,λ, c);µ,λ, c) = Z (v3(µ,λ, c);µ,λ, c) = 0 .
However, pointwise relations (12) and (13) will turn to be useful in later arguments.
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Notation 1. Here above and in what follows ∇ denotes the gradient with respect to
(µ,λ, c). For functions depending also on other variables, we will denote their other
partial derivatives with subscripts. For instance, ∂vZ will be denoted by Zv.
The derivation of the asymptotic behaviors of our basic integrals begins with a change
of variables that eliminates singularities at endpoints, which is of interest even for the less
singular of them all, namely the action integral
Θ = 2
∫ v3(µ,λ,c)
v2(µ,λ,c)
√
2κ(v) Z (v;µ,λ, c) dv .
A rather natural change of variables consists in writing, for v ∈ (v2, v3),
v = v2 + σ(v3 − v2) , σ = (1 + sin θ)/2 ∈ (0, 1) , θ ∈ (−π/2, π/2) .
Noticing that, by definition of v2 and v3 and by Taylor’s formula
Z (v;µ,λ, c) = (v3 − v)(v − v2)R(v, v2, v3; c,λ) ,
with
(15) R(v, w, z; c,λ) :=
∫ 1
0
∫ 1
0
t∂2vW(w + t(z − w) + ts(v − z); c,λ) dsdt ,
we see that, on the one hand,
Θ = (v3 − v2)2
∫ π/2
−π/2
√
κ(V (θ; v2, v3))R(V (θ; v2, v3), v2, v3; c,λ)/2 cos
2 θ dθ ,
and on the other hand, for any smooth function φ,
I(φ) :=
∫ v3(µ,λ,c)
v2(µ,λ,c)
φ(v) dv√
Z (v;µ,λ, c)
=
∫ π/2
−π/2
φ(V (θ; v2, v3)) dθ√
R(V (θ; v2, v3), v2, v3; c,λ)
,
where
(16) V (θ; v2, v3) := v2 + (1 + sin θ)(v3 − v2)/2 ,
and v2 = v2(µ,λ, c), v3 = v3(µ,λ, c) in the integral expressions of Θ and I(φ) here above.
By definition, V (θ; v2, v3) belongs to (v2, v3) for θ ∈ (−π/2, π/2), and in particular goes
to v0∗, the limiting state of both v2 and v3 in the small amplitude limit. We also see from
the definition of R that R(V (θ; v2(µ,λ, c), v3(µ,λ, c)), v2(µ,λ, c), v3(µ,λ, c); c,λ) goes to
1
2
∂2vW(v0∗; c∗,λ∗) > 0 in the small amplitude limit. This readily implies that∫ v3(µ,λ,c)
v2(µ,λ,c)
φ(v) dv√
µ−W(v; c,λ)
→ π φ(v0∗)√
∂2vW(v0∗; c∗,λ∗)/2
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in the small amplitude limit. In particular, by applying this to φ(v) =
√
2κ(v), we recover
in the small amplitude limit the period
Ξ0∗ := 2π
√
κ(v0∗)/∂2vW(v0∗; c∗,λ∗)
of harmonic waves, which are by definition solutions to the quadratic equation
1
2
κ(v0∗)v
2
x +
1
2
∂2vW(v0∗; c∗,λ∗) v2 = constant .
In order to study the soliton limit, we had better use the factorization
µ−W(v; c,λ) = −(v − v1)(v − v2)R(v, v1, v2; c,λ) ,
and write
Θ = 2 (v3−v2)2
∫ 1
0
√
−2κ(v2 + σ(v3 − v2))R(v2 + σ(v3 − v2)), v1, v2; c,λ)
√
σ (σ + ρ) dσ
and
I(φ) =
∫ 1
0
φ(v2 + σ(v3 − v2))√
−R(v2 + σ(v3 − v2), v1, v2; c,λ)
dσ√
σ(σ + ρ)
with
ρ :=
v2 − v1
v3 − v2
where for simplicity we have omitted to write the dependence of v1, v2, v3, and ρ on
(µ,λ, c). In the soliton limit, ρ goes to zero and the integral here above goes to infinity
unless φ(vs∗) = 0. This is in particular consistent with the fact that the period Ξ - given
by I(φ) with φ(v) =
√
2κ(v) - goes to infinity in the soliton limit.
3.2.2 Asymptotics of roots and their gradients
The starting point of our asymptotic expansions lies in the expansion of roots v1, v2, v3
of Z (·;µ,λ, c) = µ−W(·; c,λ), and of their gradients. These expansions are gathered in
Proposition 2 below.
Before stating this series of expansions, let us formulate our main assumptions and
introduce a few additional pieces of notation.
Assumption 2. We consider a potential W that is smoothly defined on I × Λ, where I
is an open interval in R, and Λ is an open subset of RN+1. We also assume the existence
of smooth functions v0, vs, v
s on Λ valued in I and such that for all (c,λ) ∈ Λ,
vs(c,λ) < v0(c,λ) < v
s(c,λ) ,
µ0(c,λ) :=W(v0(c,λ); c,λ) < µs(c,λ) :=W(vs(c,λ); c,λ) =W(vs(c,λ); c,λ) ,
∂vW(v0(c,λ); c,λ) = ∂vW(vs(c,λ); c,λ) = 0 ,
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∂2vW(vs(c,λ); c,λ) < 0 , ∂2vW(v0(c,λ); c,λ) > 0 ,
∀v ∈ (vs(c,λ), v0(c,λ)) , ∂vW(v; c,λ) < 0 ,
∀v ∈ (v0(c,λ), vs(c,λ)] , ∂vW(v; c,λ) > 0 .
We denote by Ω the open subset of RN+2 defined by
Ω = {µ = (µ,λ, c) ; (c,λ) ∈ Λ , µ0(c,λ) < µ < µs(c,λ)} ,
and consider v1, v2, v3, smoothly defined on Ω and satisfying
v1(µ,λ, c) < vs(c,λ) < v2(µ,λ, c) < v0(c,λ) < v3(µ,λ, c) < v
s(c,λ) ,
µ =W(v1(µ,λ, c); c,λ) =W(v2(µ,λ, c); c,λ) =W(v3(µ,λ, c); c,λ) ,
∀v ∈ [v1(c,λ), vs(c,λ)) , ∂vW(v; c,λ) > 0 ,
for all µ = (µ,λ, c) ∈ Ω.
For all (c∗,λ∗) ∈ Λ, we consider
µ0∗ := (c∗,λ∗, µ0(c∗,λ∗)) , µs∗ := (c∗,λ∗, µs(c∗,λ∗)) ,
which both belong to Ω.
Remark 1. For expository purposes, Assumption 2 here above is formulated so as to deal
with both limits, the small amplitude - or harmonic - limit (µ → µ0∗) and the soliton
limit (µ→ µs∗), at the same time. In particular, it supposes the existence of exactly three
roots of Z all the way between these two asymptotic regimes, that is for µ varying from
µ0 to µs. We recall that as far as we seek expansions that are by definition specific to one
or the other of those regimes, we could localize our assumptions at either µ0∗ or µs∗ and
derive respectively the existence of (v2, v3) when 0 < µ − µ0  1 and of (v1, v2, v3) when
0 < µs − µ 1.
Notation 2. From now on, the value of functions of (v;µ,λ, c) at v = vs(c,λ), µ =
µs(c,λ), respectively v = v0(c,λ), µ = µ0(c,λ), will be denoted by a superscript s, respec-
tively 0. For instance,
∇Z s := ∇Z (vs(c,λ);µs(c,λ),λ, c) , ∇Z 0 := ∇Z (v0(c,λ);µ0(c,λ),λ, c) .
The main exception is for the soliton maximal state vs, which has its own meaning, and the
related Vs, Us, qs. Occasionally we shall use similar shorthand superscripts for evaluation
at v1, v2, or v3.
Notation 3. Recalling that
Z (v;µ,λ, c) := µ−W(v; c,λ)
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satisfies either (12) (case N = 2) or (13) (case N = 1), we can write
∇Z s =
 1Us
qs
 , ∇Z 0 =
 1U0
q0
 ,
with Us being the solitary wave endstate associated with parameters (µs(c,λ),λ, c), U0
being the limiting constant state associated with parameters (µ0(c,λ),λ, c), defined by
UTs := (vs(c,λ), g(vs(c,λ); c, λ2)) , U
T
0 := (v0(c,λ), g(v0(c,λ); c, λ2))
in the case N = 2, and merely as
Us := vs(c,λ) , U0 := v0(c,λ)
in the case N = 1, and
qs := Q(Us) , q0 := Q(U0)
in both cases. Furthermore, recalling q(v; c, λ) := Q(v, g(v; c, λ)) in the case N = 2 and
q(v; c, λ) := Q(v) in the case N = 1, we have for the derivatives of ∇Z with respect to v
up to second order
∇Z s = Vs , ∇Z sv = Ws , ∇Z svv = Zs ,
∇Z 0 = V0 , ∇Z 0v = W0 , ∇Z 0vv = Z0 ,
with for i = 0 or s
(17) Vi :=
 1Ui
qi
 , Wi :=

0
1
giv
qiv
 , Zi :=

0
0
givv
qivv

in the case N = 2, and
(18) Vi :=
 1vi
qi
 , Wi :=
 01
qiv
 , Zi :=
 00
qivv

in the case N = 1. Likewise we introduce
(19) Vs := ∇Z (vs(c,λ);µs(c,λ),λ, c) =
 1Us
qs
 , qs := Q(Us) ,
with
(Us)T := (vs(c,λ), g(vs(c,λ); c, λ2)) , N = 2 , (U
s)T := vs(c,λ) , N = 1 .
23
For later use, we also notice that the Hessian of Z is identically zero in the case N = 1,
and that in the case N = 2, for i = 0 or s we have
(20) ∇2Z i = −Ti ⊗Ti , Ti :=
1√
τ(vi)

0
0
1
vi/b
 .
For consistency’s sake, we set Ti = 0, i = 0 or s, when N = 1.
For any two vectors V and W in Rd thought of as column vectors the notation V⊗W
stands for the rank-one, square matrix of size d
V ⊗W = V WT
whatever d. Note that its range is spanned by V if W is nonzero - otherwise the matrix
is null.
We detail the derivation of (20) in the case N = 2. Since
∇Z =

1
v
g(v; c, λ2)
q(v; c, λ2)

we have
∇2Z i =

0 0 0 0
0 0 0 0
0 0 giλ2 g
i
c
0 0 qiλ2 q
i
c
 ,
and by definition of g and q we see that
giλ2 = −
1
τ(vi)
, gic =
vi g
i
λ2
b
= qiλ2 , q
i
c =
(vi)
2 giλ2
b2
,
with
τ(vi) = ∂
2
uI(Ui) ,
vi
b
= ∂uQ(Ui) .
Notation 4. Coefficients of expansions are to be expressed in terms of
(21)
as :=
√
−2/∂2vW(vs; c;λ) , bs := 13 ∂
3
vW(vs; c;λ)/(∂2vW(vs; c;λ))2 ,
cs :=
1
6
√
2
(
5
3
(∂3vW(vs; c;λ))2 − ∂2vW(vs; c;λ)∂4vW(vs; c;λ)
)
/(−∂2vW(vs; c;λ))7/2,
ps := 1/∂vW(vs; c;λ) ,
(22) a0 :=
√
2/∂2vW(v0; c;λ) , b0 := − 13 ∂
3
vW(v0; c;λ)/(∂2vW(v0; c;λ))2 ,
c0 :=
1
6
√
2
(
5
3
(∂3vW(v0; c;λ))2 − ∂2vW(v0; c;λ)∂4vW(v0; c;λ)
)
/(∂2vW(v0; c;λ))7/2 .
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We stress differences in signs above and warn the reader that despite their similari-
ties coefficients in (21) and (22) are not obtained one from the other by exchanging the
subscripts 0 and s.
Proposition 2. With notational conventions 1–3–4, under Assumption 2 we have
• In the small amplitude limit µ Ω→ µ0∗
(23)
{
v2 = v0 − a0
√
µ− µ0 + b0 (µ− µ0) − c0 (µ− µ0)3/2 + O(µ− µ0)2 ,
v3 = v0 + a0
√
µ− µ0 + b0 (µ− µ0) + c0 (µ− µ0)3/2 + O(µ− µ0)2 ,
(24)
∇v2 = −
a0
2
√
µ− µ0
V0 + b0 V0 +
a20
2
W0
−
(3
2
c0 V0 +
3
2
a0b0 W0 +
a30
4
Z0
)√
µ− µ0 +O(µ− µ0) ,
∇v3 =
a0
2
√
µ− µ0
V0 + b0 V0 +
a20
2
W0
+
(3
2
c0 V0 +
3
2
a0b0 W0 +
a30
4
Z0
)√
µ− µ0 +O(µ− µ0) .
• In the soliton limit µ Ω→ µs∗
(25)

v1 = vs − as
√
µs − µ + bs (µs − µ) − cs (µs − µ)3/2 +O(µs − µ)2 ,
v2 = vs + as
√
µs − µ + bs (µs − µ) + cs (µs − µ)3/2 +O(µs − µ)2 ,
v3 = v
s − ps (µs − µ) +O(µs − µ)2 ,
(26)
∇v1 =
as
2
√
µs − µ
Vs − bs Vs −
a2s
2
Ws
+
(3
2
cs Vs +
3
2
asbs Ws +
a3s
4
Zs
)√
µs − µ +O(µs − µ) ,
∇v2 = −
as
2
√
µs − µ
Vs − bs Vs −
a2s
2
Ws
−
(3
2
cs Vs +
3
2
asbs Ws +
a3s
4
Zs
)√
µs − µ +O(µs − µ) ,
∇v3 = ps Vs +O(µs − µ) ,
Proof of Proposition 2. The asymptotic expansions of the zeros of Z (·;µ,λ, c) = µ −
W(·; c;λ) follow from Lemma C.ii in Appendix C. Applied to
W (z) =W(z + v0(c,λ); c;λ)−W(v0(c,λ); c;λ)
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and ε = µ− µ0(c,λ), this lemma gives (23) and
∂µv2 = −
a0
2
√
µ− µ0
+ b0 −
3
2
c0
√
µ− µ0 + O(µ− µ0) ,
∂µv3 =
a0
2
√
µ− µ0
+ b0 +
3
2
c0
√
µ− µ0 + O(µ− µ0) ,
where coefficients a0, b0, and c0 are precisely as defined in Notation 4. Similarly, Lemma C.ii)
applied to
W (z) =W(vs(c,λ); c;λ)−W(z + vs(c,λ); c;λ)
and ε = µs(c,λ)− µ, gives the first two rows in (25) and
∂µv1 =
as
2
√
µs − µ
− bs +
3
2
cs
√
µs − µ + O(µs − µ) ,
∂µv2 = −
as
2
√
µs − µ
− bs −
3
2
cs
√
µs − µ + O(µs − µ) .
The third row in (25) merely follows from the fact that 0 is a simple root of
W(vs(c,λ); c;λ)−W(z + vs(c,λ); c;λ)− µs(c,λ) + µ .
By differentiating with respect to µ the identity W(v3(µ,λ, c); c;λ) = µ we also readily
find that
∂µv3 = ps + O(µs − µ) .
The asymptotic expansions of other derivatives of the vi’s can be inferred from expan-
sions of ∂µvi by differentiating the identity Z (vi;µ,λ, c) = 0. This gives
∇vi = −∇Z i/Z iv , in particular vi,µ = − 1/Z iv ,
so that by Taylor-expanding these derivatives about v0, vs and v
s as
∇Z = Vs + O(v − vs) ,
∇Z = Vl + (v − vl) Wl + 12 (v − vl)
2 Zl + O(v − vl)3 ,
for l = 0 or s, and collecting all the terms we eventually obtain (24) and (26).
3.2.3 Asymptotics of action and period
We concentrate now on the asymptotics of the action Θ and of the spatial period Ξ, as a
warm-up for the expansion of the other derivatives of the action, which will be derived in
§ 3.3.
Proposition 3. With notational conventions 3–4, under Assumption 2 we have
• In the small amplitude limit µ Ω→ µ0∗
Ξ = Ξ0 + O(µ− µ0) , Ξ0 := π a0
√
2κ(v0) ,
Θ = Ξ0 (µ− µ0) + O(µ− µ0)2 .
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• In the soliton limit µ Ω→ µs∗
Ξ = − as
√
κ(vs)/2 ln(µs − µ) + O(1)
Θ = M + as
√
κ(vs)/2 (µs − µ) ln(µs − µ) + O(µs − µ)
with
M = 2
∫ vs
vs
√
2κ(v) Z (v;µs,λ, c) dv .
Remark 2. As in Section 2.2, M = M(c,Us) stands for the Boussinesq moment of
instability associated with the solitary wave of speed c and endstate Us. In terms of the
profile Us of this solitary wave, it equivalently reads
M(c,Us) =
∫ +∞
−∞
(H[Us] + cQ(Us) + λ ·Us + µs) dξ ,
where
λ = −∇U(H + cQ)(Us, 0) , µs = −λ ·Us − (H + cQ)(Us, 0) ,
that is,
M(c,Us) =
∫ +∞
−∞
(
(H+cQ)(Us, 0)−(H+cQ)(Us, 0)−∇U(H+cQ)(Us, 0)·(Us−Us)
)
dξ .
Remark 3. The factor
as
√
κ(vs)/2 =
√
−κ(vs)
∂2vW(vs; c,λ)
in the leading order term in the expansion of Ξ in the soliton limit is, up to a factor 2π,
the small amplitude limit of the period of waves Ξ̃ associated with the opposite capillarity
coefficient −κ, and whose profile oscillates between v1 and v2. This symmetry has led
some authors to analyze the soliton limit in terms of the small parameter 2π/Ξ̃, that has
been coined as the conjugate wave number. See for instance [13, Formula (54)] and the
surrounding discussion. This is particularly convenient for leading-order asymptotics but
becomes akward as soon as expansions starts involving vs.
Proof of Proposition 3. Let us deal with small amplitude asymptotics first. We first infer
from expansions of v2 and v3 in (23) that the function
V = V (θ; v2, v3) = v2 + (1 + sin θ)(v3 − v2)/2
defined in (16) expands as
V = v0 + (sin θ) a0
√
µ− µ0 + b0 (µ− µ0) + (sin θ) c0 (µ− µ0)3/2 + O(µ− µ0)2 .
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Together with (23) , this enables us to expand√
κ(V (θ; v2, v3))R(V (θ; v2, v3), v2, v3; c,λ)
= (
√
κR)0 + (
√
κR)0v a0
√
µ− µ0 sin θ + ((
√
κR)0z − (
√
κR)0w) a0
√
µ− µ0 +O(µ− µ0)
where the superscript 0 stands for evaluation at v = v0, w = v0, z = v0 by extension of
the convention adopted in Notation 2.
Since R - as defined in (15) - is symmetric in w and z,
√
κR inherits this symmetry
and therefore
(
√
κR)0z = (
√
κR)0w .
Incidentally, note that R is actually a symmetric function of its first three arguments,
see Lemma B.i in Appendix B. Furthermore, since
∫ π/2
−π/2 sin θ cos
2 θ dθ = 0 the other
O(
√
µ− µ0) term cancels out upon integration of
√
κR over (−π/2, π/2). Noticing in
addition that
∫ π/2
−π/2 cos
2 θ dθ = π/2 and
R(v0, v0, v0; c,λ) = ∂
2
vW(v0; c,λ)/2 ,
we thus obtain the simple expansion∫ π/2
−π/2
√
κ(V (θ; v2, v3))R(V (θ; v2, v3), v2, v3; c,λ) cos
2 θ dθ
=
π
2
√
κ(v0) ∂2vW(v0; c,λ)/2 + O(µ− µ0) .
Hence, by combining with an expansion of (v3 − v2)2, as expected
Θ = 2π a20
√
κ(v0) ∂2vW(v0; c,λ)/2 (µ− µ0) + O(µ− µ0)2 .
In a similar way, since
∫ π/2
−π/2 sin θ dθ = 0 we find that for any smooth function φ,∫ π/2
−π/2
φ(V (θ; v2, v3)) dθ√
R(V (θ; v2, v3), v2, v3; c,λ)
= π
φ(v0)√
∂2vW(v0; c,λ)/2
+ O(µ− µ0) .
In particular for φ(v) =
√
2κ(v) this gives that
Ξ = Ξ0 + O(µ− µ0) , Ξ0 := 2π
√
κ(v0)/∂2vW(v0; c,λ) = π a0
√
2κ(v0) .
Let us now turn to the soliton limit. This asymptotic regime is trickier. As a warm-up
and a preparation for higher-order expansions, we already introduce now, to handle it,
pieces of notation that will be most relevant later.
We recall that we can write the action integral as
Θ = 2 (v3 − v2)2
∫ 1
0
√
−2κ(V )R(V , v1, v2; c,λ)
√
σ (σ + ρ) dσ ,
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and for any smooth function φ,
I(φ) =
∫ 1
0
φ(V )√
−R(V , v1, v2; c,λ)
dσ√
σ(σ + ρ)
, ρ =
v2 − v1
v3 − v2
,
where V is redefined here as
V (σ; v2, v3) := v2 + σ(v3 − v2)
- actually, we do not change the dependent variable V itself, but we view it as a function of
σ = sin θ instead of θ. In particular, the period of the wave corresponds to φ(v) =
√
2κ(v),
that is,
Ξ = I(
√
2κ) =
∫ 1
0
Y (V , v1, v2; c,λ)
dσ√
σ(σ + ρ)
,
where Y is defined by
(27) Y (v, w, z; c,λ) :=
√
2κ(v)/|R(v, w, z; c,λ)| .
The absolute value in (27) is inserted here to allow us the use of the notation Y in both the
soliton limit - with w = v1 and z = v2 - and the small amplitude limit - with w = v2 and
z = v3. Recall that by construction of R and Assumption 2 we have R(v, v1, v2; c,λ) < 0
hence
Y (v, v1, v2; c,λ) =
√
−2κ(v)/R(v, v1, v2; c,λ)
for all v ∈ [v2, v3).
Since
Z (v;µ,λ, c) = µ−W(v; c,λ) = −(v − v2)(v − v1)R(v, v1, v2; c,λ)
for all v, observe that by definition of v3 as another root of Z = µ−W we have
R(v3, v1, v2; c,λ) = 0 .
Thus some care is still needed with this endpoint. More, at some point it will become
important to also desingularize it. To do so, we proceed as follows. First, we can write
R(v, v1, v2; c,λ) = (v − v3) Ř(v, v1, v2, v3; c,λ) ,
with
(28) Ř(v, w, z, ž; c,λ)
:=
∫ 1
0
∫ 1
0
∫ 1
0
t2s ∂3vW(w + t(z − w) + ts(ž − z) + tsr (v − ž); c,λ) drdsdt ,
which gives the factorization
Z (v;µ,λ, c) = (v − v1)(v − v2)(v3 − v)Ř(v, v1, v2, v3; c,λ) .
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By Assumption 2 again, we have
Ř(v, v1, v2, v3; c,λ) 6= 0
for all v ∈ [v2, v3]. Accordingly, we define
Y̌ (v, w, z, ž; c,λ) :=
√
ž − v
ž − z
Y (v, w, z; c,λ) =
1√
ž − z
√
2κ(v)
|Ř(v, w, z, ž; c,λ)|
,
which is a smooth function of v ∈ [v2, v3] such that
Y (v2 + σ(v3 − v2), v1, v2; c,λ) =
1√
1− σ
Y̌ (v2 + σ(v3 − v2), v1, v2, v3; c,λ)
for all σ ∈ [0, 1). At some point we shall use the desingularized function Y̌ instead of Y
in our asymptotic expansions.
To begin expansions in the soliton limit, we derive from (25)
ρ =
v2 − v1
v3 − v2
=
2as
vs − vs
√
µs − µ +
2a2s
(vs − vs)2
(µs − µ) + O(µs − µ)3/2 ,
and
V = Vs + (1− σ) as
√
µs − µ + ((1− σ) bs − σ ps) (µs − µ) + O(µs − µ)3/2 ,
with
Vs = Vs(σ) := vs + σ(v
s − vs) .
By taking the limit under the integral sign we infer readily that Θ goes to
2 (vs − vs)2
∫ 1
0
√
−2κ(Vs(σ))R(Vs(σ), vs, vs; c,λ) σ dσ ,
which is seen to coincide with the Boussinesq momentum M by the change of variable
v = Vs(σ).
To derive the full expansion of Θ, observe that half the difference reads
1
2
(Θ−M) = (vs − vs)2
∫ 1
0
S (Vs, vs, vs; c,λ) (
√
σ(σ + ρ)− σ) dσ
+
∫ 1
0
(
(v3 − v2)2 S (V , v1, v2; c,λ)− (vs − vs)2S (Vs, vs, vs; c,λ)
) √
σ(σ + ρ) dσ
where
S (v, w, z; c,λ) :=
√
2κ(v)|R(v, w, z; c,λ)| = |R(v, w, z; c,λ)|Y (v, w, z; c,λ) .
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From the expansions here above we have
(v3 − v2)2 S (V , v1, v2; c,λ) − (vs − vs)2S (Vs, vs, vs; c,λ)
= as (v
s − vs)
(
− 2S s + (vs − vs)
(
(1− σ)S sv − S sw + S sz
))√
µs − µ + O(µs − µ) ,
with
S s := S (Vs, vs, vs; c,λ)
and similar notation for the partial derivatives of S with respect to v, w, and z. We
point out that, by definition, Vs depends on σ, and so does S s through Vs. In addition,
the derivatives S sw and S
s
z cancel out in the expansion above by symmetry of R and thus
also of S with respect to w and z.
Remark 4. The meaning of the superscript s differs slightly here from Notation 2 since
we take v = Vs and not just v = vs. The case v = vs actually corresponds to σ = 0 in Vs
and will be signaled by an additional subscript 0. For instance
S s0 := S (vs, vs, vs; c,λ) .
The subscript 0 here above, standing for σ = 0, should not be confused with notation related
to the state v0. As the latter state is irrelevant in the soliton limit, we hope that this will
not be too confusing. We adopt the same convention for all functions of (v, w, z; c,λ),
such as Y , R and their derivatives.
By Proposition C.i we thus find that∫ 1
0
(
(v3 − v2)2 S (V , v1, v2; c,λ)− (vs − vs)2S (Vs, vs, vs; c,λ)
) √
σ(σ + ρ) dσ
= as (v
s − vs)
√
µs − µ
∫ 1
0
(
− 2S s + (vs − vs) (1− σ)S sv
)
σ dσ + O(µs − µ) ,
and∫ 1
0
S (Vs, vs, vs; c,λ) (
√
σ(σ + ρ)− σ) dσ
=
ρ
2
∫ 1
0
S s dσ +
ρ2 ln ρ
8
S s0 + O(ρ2)
=
as
vs − vs
√
µs − µ
∫ 1
0
S s dσ +
a2s
4(vs − vs)2
(µs − µ) ln(µs − µ) S s0 + O(µs − µ)
with
S s0 = S (vs, vs, vs; c,λ)
being defined as in Remark 4.
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Therefore, we have
1
2
(Θ−M)
= as (v
s − vs)
√
µs − µ
∫ 1
0
(
(1− 2σ)S s + (vs − vs)σ (1− σ)S sv
)
dσ
+
1
4
S s0 a
2
s (µs − µ) ln(µs − µ) + O(µs − µ) .
We notice that
S s0 a
2
s = as
√
2κ(vs) .
Most importantly, the integral in factor of
√
µs − µ is zero, since it reads∫ 1
0
∂σ
(
σ (1− σ)S (vs + σ(vs − vs), vs, vs; c,λ)
)
dσ .
This eventually implies that
Θ = M + as
√
κ(vs)/2 (µs − µ) ln(µs − µ) + O(µs − µ) ,
as claimed.
The expansion of Ξ is also obtained by applying Proposition C.i, first observing that
Y = Y s + O(ρ) .
Then, we have by Proposition C.i
Ξ =
∫ 1
0
Y dσ√
σ(σ + ρ)
=
∫ 1
0
Y s dσ√
σ(σ + ρ)
+ O(ρ ln ρ)
= −Y s0 ln ρ + O(1) .
In terms of µs − µ, the expansion of Ξ thus reads
Ξ = −1
2
Y s0 ln(µs − µ) + O(1) ,
as expected.
3.3 Asymptotics of the Hessian of the action
As has been shown in earlier work (see e.g. [10, 11, 16, 5, 6, 3]), the Hessian ∇2Θ of the
action plays a major role in the understanding of the stability of periodic waves and their
modulations.
The aim of this section is to derive asymptotic expansions for ∇2Θ in both the small
amplitude limit and the solitary wave limit. The starting point is the expression of the
gradient of Θ in (14), which we repeat here for convenience
∇Θ(µ,λ, c) =
∫ v3(µ,λ,c)
v2(µ,λ,c)
∇Z (v;µ,λ, c)
√
2κ(v)
Z (v;µ,λ, c)
dv .
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As in Section 3.2, we can use changes of variables that ‘desingularize’ the denominator√
Z . This would be in fact required if we were to differentiate ∇Θ under the integral
sign. We will see that it is more efficient to expand ∇Θ and differentiate the expansion
term by term rather than compute ∇2Θ and then expand numerous terms arising.
The choice of the desingularizing change of variables must be adapted to the limit
under consideration. As a result, the treatment of the two limits being quite different, we
deal with them separately.
3.3.1 Small amplitude limit
The starting point of the small amplitude limit expansion of ∇2Θ consists in rewriting
∇Θ =
∫ π/2
−π/2
f dθ , where f := Y ∇Z
is evaluated at v = V (θ; v2, v3) = v2 + (1 + sin θ)(v3 − v2)/2 = m+ δ sin θ, with
(29) m :=
v2 + v3
2
, δ :=
v3 − v3
2
.
Proposition 4. Under Assumption 2 we have the following
m = v0 + b0 (µ− µ0) + O(µ− µ0)2 ,
δ = a0
√
µ− µ0 + c0 (µ− µ0)3/2 + O(µ− µ0)5/2
in the small amplitude limit, where coefficients a0, b0 and c0 are those defined in (22)
(Notation 4). In particular, we can use δ as a small parameter to describe the small
amplitude limit and obtain
1√
µ− µ0
= a0
(
1
δ
+
c0
a30
δ
)
+ O(δ3) ,
√
µ− µ0 =
1
a0
(
δ − c0
a30
δ3
)
+ O(δ5) ,
and
(30) m = v0 +
b0
a20
δ2 + O(δ4) , ∇m = b0 V0 +
a20
2
W0 + O(δ2) ,
(31) ∇δ =
(
a20
2δ
+
2c0
a0
δ
)
V0 +
3
2
b0 δW0 +
a20
4
δZ0 + O(δ2) ,
the vectors V0, W0 and Z0 being those defined in Notation 3.
Proof. Expansions of m, δ and ∇m are derived by taking sums and differences in (23) and
(24) (Proposition 2) and noting that the O(µ − µ0)2 term in the expansion of δ cancels
out at leading order for the same symmetry reason as the O(µ− µ0) does.
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The expansion of
√
µ− µ0 follows readily by inserting
√
µ− µ0 = δ/a0 + O(δ3) in
the second and third term of the expansion of δ. Then the expansion of 1/
√
µ− µ0 stems
directly from it. At last, the proof is achieved by the substitution of those in
∇δ =
(
a0
2
1√
µ− µ0
+
3
2
c0
√
µ− µ0
)
V0 +
3
2
a0b0
√
µ− µ0 W0 +
a30
4
√
µ− µ0 Z0 +O(µ−µ0)
obtained from (24).
Arguments used to prove Proposition 3 may then also be used to foresee the form of
the asymptotic expansion of ∇2Θ. Indeed from
∇2Θ =
∫ π/2
−π/2
∇f dθ +
∫ π/2
−π/2
fv dθ ⊗ ∇m +
∫ π/2
−π/2
fv sin θ dθ ⊗ ∇δ
+
∫ π/2
−π/2
(fw + fz) dθ ⊗ ∇m +
∫ π/2
−π/2
(−fw + fz) dθ ⊗ ∇δ
stems the existence of an expansion in powers of δ, starting at order δ−1 because of the
presence of ∇δ. Yet, now that this expansion is known to exist, it is in fact quicker to
expand ∇Θ and then differentiate term by term to obtain its coefficients.
The expansion of ∇Θ is merely based on a Taylor expansion of f and on the expansion
of m in (30) through v2 = m − δ and v3 = m + δ. Note that the function f = Y ∇Z
inherits the symmetries of R through its factor Y , so that
f0w = f
0
z , f
0
vw = f
0
vz , f
0
ww = f
0
zz , f
0
vww = f
0
vzz , f
0
vvw = f
0
vvz , f
0
wwz = f
0
wzz ,
where the superscript 0 stands for evaluation at v = v0, w = v0, z = v0. Since m is at an
O(δ2) distance from v0, we thus have
f = f0+ f0v (m− v0 + δ sin θ) + 2 f0z (m− v0) + 12f
0
vv (m− v0 + δ sin θ)2
+ 2 f0vz (m− v0 + δ sin θ) (m− v0) + 12 f
0
zz ((m− v0 + δ)2 + (m− v0 − δ)2)
+ f0wz (m− v0 + δ) (m− v0 − δ) + f0vwz (m− v0 + δ sin θ) (m− v0 + δ) (m− v0 − δ)
+ 1
6
f0vvv (m− v0 + δ sin θ)3 + 12 f
0
vzz (m− v0 + δ sin θ) ((m− v0 + δ)2 + (m− v0 − δ)2)
+ f0vvz (m− v0 + δ sin θ)2 (m− v0) + 16 f
0
zzz ((m− v0 + δ)3 + (m− v0 − δ)3)
+ f0wzz (m− v0 + δ) (m− v0 − δ) (m− v0) + O(δ4) .
By (30) this expansion reduces to
f = f0 + f0v δ sin θ +
(
(f0v + 2 f
0
z )
b0
a20
+ f0vv
sin2 θ
2
+ f0zz − f0wz
)
δ2
+
(
(f0vv + 2 f
0
vz)
b0
a20
sin θ + f0vvv
sin3 θ
6
+ (f0vzz − f0vwz) sin θ
)
δ3 + O(δ4) .
By integration over the interval (−π/2, π/2), we thus obtain a rather simple expansion
for ∇Θ, which reads
1
π
∇Θ = 1
π
∫ π/2
−π/2
f dθ = f0 +
(
(f0v + 2 f
0
z )
b0
a20
+
1
4
f0vv + f
0
zz − f0wz
)
δ2 + O(δ4) .
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Now, differentiating with respect to (µ,λ, c) theO(δ4) terms yields anO(δ2) remainder
because of (31). As to the leading order term f0, its differentiation yields two contribu-
tions, one coming from the dependence of Y and Z on (µ,λ, c) and one coming from
their dependence on v, w, z and that of v0 on (λ, c), since f
0 is the product of Y and ∇Z
evaluated at v = v0, w = v0, z = v0. Consequently, the Hessian of Θ expands as follows
1
π
∇2Θ = ∇f0 + (f0v + 2 f0z )⊗∇v0 +
(
(f0v + 2 f
0
z )
b0
a20
+
1
4
f0vv + f
0
zz − f0wz
)
⊗2 δ∇δ +O(δ2)
in the small amplitude limit δ → 0.
We are now ready to prove the following.
Theorem 4. With notational conventions 3–4, under Assumption 2 the Hessian of the
action has the asymptotic behavior
(32)
1
πY 0
∇2Θ = α0 V0 ⊗V0 + β0 (V0 ⊗W0 + W0 ⊗V0) +
a20
2
W0 ⊗W0
−T0 ⊗T0 +
a20
4
(V0 ⊗ Z0 + Z0 ⊗V0) + O(δ2)
when δ = (v3 − v2)/2→ 0, where
α0 :=
1
Y 0
(
(b0 (Y
0
v + 2 Y
0
z ) + a
2
0
(1
4
Y 0vv + Y
0
zz − Y 0wz
))
,
β0 := b0 +
a20
2
Y 0v
Y 0
may be computed explicitly in terms of derivatives of W and κ at v0 from (15)-(27).
The result is valid in both cases N = 1 and N = 2, the only difference being in the
definitions (17) and (18) of vectors V0, W0, Z0, the vector T0 being equal to zero in the
case N = 1 and defined by the second relation in (20) in the case N = 2 - in both cases
the first relation in (20) stands, ∇2Z 0 = −T0 ⊗T0.
Proof. Of course (32) stems from the expansion derived above and the one of ∇δ in (31).
In addition, to achieve the proof, we must find expressions for ∇v0 and for the derivatives
of f at v = v0, w = v0, z = v0.
By definition we have
∂vW(v0(c,λ); c,λ) = 0
so that by the chain rule we get
(33) ∇v0 = −
1
W0vv
∇W0v =
a20
2
W0 .
Now we have by the Leibniz formula
(34) ∇f0 = Y 0∇2Z 0 + ∇Z 0 ⊗∇Y 0 = −Y 0 T0 ⊗T0 + V0 ⊗∇Y 0 .
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Furthermore, we can show that
(35) ∇Y 0 = a
2
0
4
Y 0 Z0 .
Indeed, since by definition
Y (v, w, z; c,λ) :=
√
2κ(v)/|R(v, w, z; c,λ)| ,
we have
∇Y 0
Y 0
= − ∇R
0
2 R0
.
Furthermore, by differentiating under the integral sign in (15) we have
∇R(v, w, z; c,λ) = −
∫ 1
0
∫ 1
0
t∇Zvv(w + t(z − w) + ts(v − z); c,λ) dsdt ,
which gives in particular at v = v0, w = v0, z = v0 the value
∇R0 = −∇Z 0vv
∫ 1
0
∫ 1
0
t dsdt = − Z0
2
.
Concerning the value of R0, as we have used repeatedly, it is readily given by
R0 = W0vv
∫ 1
0
∫ 1
0
t dsdt =
W0vv
2
=
1
a20
by definition of a0. This eventually proves (35).
Regarding the other derivatives of f we have by the Leibniz formula and the definition
of V0, W0, Z0 in Notation 3
(36)
{
f0v = Y
0
v V0 + Y
0 W0 , f
0
vv = Y
0
vv V0 + 2 Y
0
v W0 + Y
0 Z0 ,
f0z = Y
0
z V0 , f
0
zz = Y
0
zz V0 , f
0
wz = Y
0
wz V0 .
Therefore, by using (31), (33), (34), (35), and (36) in the original expansion
1
π
∇2Θ = ∇f0 + (f0v + 2 f0z )⊗∇v0 +
(
(f0v + 2 f
0
z )
b0
a20
+
1
4
f0vv + f
0
zz − f0wz
)
⊗2 δ∇δ +O(δ2)
we arrive at
1
π
∇2Θ =
(
(b0 (Y 0v + 2 Y
0
z ) + a
2
0
(
1
4
Y 0vv + Y
0
zz − Y 0wz
))
V0 ⊗V0
+ Y 0
a20
2
W0 ⊗W0 − Y 0 T0 ⊗T0 + Y 0 a
2
0
4
(V0 ⊗ Z0 + Z0 ⊗V0)
+
(
b0 Y 0 + Y 0v
a20
2
)
W0 ⊗V0 +
(
a20 Y
0
z + Y
0
v
a20
2
)
V0 ⊗W0 + O(δ2) .
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To complete the proof of (32), we check that
(37) b0Y
0 = a20 Y
0
z .
We notice indeed that
Y 0z
Y 0
= − R
0
z
2 R0
,
and recalling that R0 = 1/a20, we obtain
R0z = W0vvv
∫ 1
0
∫ 1
0
t2(1− s) dsdt = W
0
vvv
6
= − 2b0
a40
by differentiating under the integral sign in (15) and by definition of a0 and b0 in (22).
3.3.2 Soliton limit
The asymptotic behavior of ∇2Θ is unsurprisingly more singular in the soliton limit than
in the small amplitude, or harmonic limit. It will turn out that the expansion of ∇2Θ
actually involves similar matrix-valued functions - evaluated at vs instead of v0 - but also
expressions evaluated at vs and a separation of scales that are not present in the harmonic
limit.
Our starting point is the desingularization
∇Θ =
∫ 1
0
f
dσ√
σ(σ + ρ)
=
∫ 1
0
f̌√
1− σ
dσ√
σ(σ + ρ)
,
where f = Y ∇Z and f̌ := Y̌ ∇Z are evaluated at v = v2 + σ(v3 − v2), w = v1, z = v2,
and ž = v3, and
ρ =
v2 − v1
v3 − v2
.
We recall that Y is defined by (15)-(27) and that Y̌ is given by
Y̌ (v, w, z, ž; c,λ) =
√
ž − v
ž − z
Y (v, w, z; c,λ) =
1√
ž − z
√
2κ(v)
|Ř(v, w, z, ž; c,λ)|
where
Ř(v, w, z, ž; c,λ) =
∫ 1
0
∫ 1
0
∫ 1
0
t2s ∂3vW(w+ t(z−w)+ ts(ž−z)+ tsr (v− ž); c,λ) drdsdt ,
is such that
Z (v;µ,λ, c) = µ−W(v; c,λ) = (v − v1)(v − v2)(v3 − v)Ř(v, v1, v2, v3; c,λ) .
To describe the soliton limit, we shall use ρ as our small parameter - essentially as δ in
the harmonic limit. Therefore we begin by recasting in terms of ρ some of the previously
obtained expansions.
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Proposition 5. With notational conventions 1–3–4, under Assumption 2, and with
ρ =
v2 − v1
v3 − v2
and hs := v
s − vs
we have, in the limit ρ→ 0,
(38)
√
µs − µ =
hs
2as
(
ρ − 1
2
ρ2 +
1
4
(
1 − (bs + ps)hs
a2s
− csh
2
s
a3s
)
ρ3
)
+ O(ρ4) ,
thus 
µs − µ =
h2s
4a2s
(ρ2 − ρ3) + O(ρ4) ,
1√
µs − µ
=
2as
ρ hs
+
as
hs
+
hs
2as
(bs + ps
hs
+
cs
as
)
ρ + O(ρ2) ,
(39)

v1 = vs −
hs
2
ρ +
hs
4
(
1 +
bs hs
a2s
)
ρ2 − hs
8
(
1 +
(bs − ps)hs
a2s
)
ρ3 +O(ρ4) ,
v2 = vs +
hs
2
ρ − hs
4
(
1− bs hs
a2s
)
ρ2 +
hs
8
(
1− (3bs + ps)hs
a2s
)
ρ3 +O(ρ4) ,
v3 = v
s − ps h
2
s
4a2s
(ρ2 − ρ3) +O(ρ4) ,
(40)

∇v1 =
a2s
ρ hs
Vs −
(
bs −
a2s
2hs
)
Vs −
a2s
2
Ws
+
1
4
(
bs + ps +
8cshs
as
)
ρVs +
3
4
hsbs ρWs +
hsa
2
s
8
ρZs + O(ρ2) ,
∇v2 = −
a2s
ρ hs
Vs −
(
bs +
a2s
2hs
)
Vs −
a2s
2
Ws
− 1
4
(
bs + ps +
8cshs
as
)
ρVs −
3
4
hsbs ρWs −
hsa
2
s
8
ρZs + O(ρ2) ,
∇v3 = ps Vs + O(ρ2) ,
and
(41) ∇ρ = −
[a2s
h2s
(
2
ρ
+ 3
)
+
1
hs
(
2bs + ps +
4cs
as
+
3a2s
2hs
)
ρ
]
Vs
− ps
hs
ρVs − 1
2
(
3bs +
a2s
hs
)
ρWs −
a2s
4
ρZs + O(ρ2) .
Proof. From (25) in Proposition 2, we derive
ρ =
2as
√
µs − µ + 2cs (µs − µ)3/2 + O(µs − µ)2
hs − as
√
µs − µ − (bs + ps) (µs − µ) + O(µs − µ)3/2
,
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which yields
ρ =
2as
hs
(√
µs − µ+
as
hs
(µs − µ) +
(bs + ps
hs
+
a2s
h2s
+
cs
as
)
(µs − µ)3/2 +O(µs − µ)2
)
.
From this we can derive an expansion of
√
µs − µ in powers of ρ. We find successively
√
µs − µ =
hs
2as
ρ + O(ρ2) ,
√
µs − µ =
hs
2as
(ρ − 1
2
ρ2) + O(ρ3) ,
and finally (38), from which we infer expansions of µs − µ and 1/
√
µs − µ. Remaining
expansions are then obtained by substitution in (25)-(26).
For the convenience of the reader, let us provide some computational details on the
derivation of (41). It follows from
∇ρ
ρ
=
∇(v2 − v1)
v2 − v1
− ∇(v3 − v2)
v3 − v2
by using that
∇(v2 − v1) = −
[a2s
hs
(
2
ρ
+ 1
)
+
1
2
(
bs + ps +
8cshs
as
)
ρ
]
Vs
− 3
2
hsbs ρWs −
hsa
2
s
4
ρZs + O(ρ2) ,
1
v2 − v1
=
1
hsρ
(
1 +
1
2
ρ+
(bs + ps)hs
4a2s
ρ2
)
+ O(ρ2) ,
∇(v3 − v2) =
a2s
ρ hs
Vs +
(
bs +
a2s
2hs
)
Vs +
a2s
2
Ws + ps V
s + O(ρ) ,
1
v3 − v2
=
1
hs
(
1 +
1
2
ρ
)
+ O(ρ2) .
Again, arguments used to prove Proposition 3 - essentially Taylor expansions of inte-
grands and repeated use of Proposition C.i - enable us to justify the form of the asymptotic
expansion of ∇2Θ. Indeed from
∇2Θ =
∫ 1
0
∇f̌√
1− σ
dσ√
σ(σ + ρ)
+
∫ 1
0
f̌w√
1− σ
dσ√
σ(σ + ρ)
⊗ ∇v1
+
∫ 1
0
f̌z√
1− σ
dσ√
σ(σ + ρ)
⊗ ∇v2 +
∫ 1
0
f̌ž√
1− σ
dσ√
σ(σ + ρ)
⊗ ∇v3
+
∫ 1
0
f̌v√
1− σ
(1− σ) dσ√
σ(σ + ρ)
⊗ ∇v2 +
∫ 1
0
f̌v√
1− σ
σ dσ√
σ(σ + ρ)
⊗ ∇v3
− 1
2
∫ 1
0
f̌√
1− σ
dσ√
σ(σ + ρ)3
⊗ ∇ρ
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follows the existence of an expansion in ρk, k ≥ −2, and ρk ln ρ, k ≥ −1. However, as in
the harmonic limit, we find mind more convenient to derive coefficients of the expansion
by differentiating a similar expansion for ∇Θ.
As the process will be carried out at a relatively high order, it may be useful to explain
it first in a rather abstract form. To do so, we use notation for asymptotic expansions
explicitly described in Appendix C and rely implicitly on Lemma C.iii. We have already
seen in the proof of Proposition 5 that
∇ρ ∼
∑
k>−1
Yk+1 ρ
k
with
Y0 = −2
a2s
h2s
Vs , Y1 = −3
a2s
h2s
Vs ,
Y2 = −
1
hs
(
2bs + ps +
4cs
as
+
3a2s
2hs
)
Vs −
ps
hs
Vs − 1
2
(
3bs +
a2s
hs
)
Ws −
a2s
4
Zs .
Likewise we shall obtain for ∇Θ an expansion of the form
∇Θ ∼
∑
k>0
(
Ak ρ
k ln ρ + Bk ρ
k
)
,
where the vectors Ak and Bk depend on (c,λ) per se, through the solitary wave endstate
vs, and also through the solitary wave maximum v
s as regards the Bk’s. From the latter
we infer
∇2Θ ∼
(∑
k>−1
(k + 1)Ak+1 ρ
k ln ρ + (Ak+1 + (k + 1)Bk+1) ρ
k
)
⊗
(∑
k>−1
Yk+1 ρ
k
)
+
∑
k>0
(
∇totAk ρk ln ρ + ∇totBk ρk
)
where, in order to avoid too heavy formulas at this stage, we have denoted by ∇tot the
‘total gradient’ with respect to (µ,λ, c), which involves the regular gradient ∇ but also
∇vs and ∇vs by the chain rule. By collecting terms, this indeeds provides coefficients of
the expansion
∇2Θ ∼ D0 ρ−2 +
∑
k>−1
(
Ck+2 ρ
k ln ρ + Dk+2 ρ
k
)
.
For instance,
D0 = A0 ⊗Y0 , D1 = A0 ⊗Y1 + (A1 + B1)⊗Y0 ,
C1 = A1 ⊗Y0 , C2 = A1 ⊗Y1 + 2 A2 ⊗Y0 + ∇totA0 ,
D2 = A0 ⊗Y2 + (A1 + B1)⊗Y1 + (A2 + 2B2)⊗Y0 + ∇totB0 .
Now we turn to the derivation of an asymptotic expansion for ∇Θ, that is, to the
explicit computation of Ak, Bk, k ≥ 0. The first step is to expand f̌ evaluated at
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v = v2 + σ(v3 − v2), w = v1, z = v2, and ž = v3. To begin with, observe that, since v3 is
within a distance O(ρ2) from vs,
f̌ = f̌ s + (v1 − vs) f̌ sw + + (v2 − vs) f̌ sz + (v3 − vs) f̌ sž + ((1− σ)(v2 − vs) + σ(v3 − vs)) f̌ sv
+ 1
2
(v1 − vs)2 f̌ sww + 12(v2 − vs)
2 f̌ szz +
1
2
(1− σ)2(v2 − vs)2 f̌ svv + (v1 − vs)(v2 − vs) f̌ swz
+ (1− σ) (v1 − vs)(v2 − vs) f̌ swv + (1− σ)(v2 − vs)2 f̌ szv + O(ρ3) ,
where the superscript s means that functions are evaluated at v = vs+σ(v
s−vs), w = vs,
z = vs, and ž = v
s. When we need to evaluate functions at v = vs, which corresponds
to σ = 0, we will add 0 as a subscript, consistently with convention of Remark 4 in
Section 3.2.3. By replacing the vi’s with their expansions (39) we get a genuine expansion
for f̌ ,
(42) f̌ = f̌ s +
ρ hs
2
(− f̌ sw + f̌ sz + (1− σ) f̌ sv )
+
ρ2 h2s
4
(
− ps
a2s
(
f̌ sž + σf̌
s
v
)
+
2bs
a2s
f̌ sw −
( 1
hs
− bs
a2s
)
(−f̌ sw + f̌ sz + (1− σ)f̌ sv )
)
+
ρ2 h2s
4
(
1
2
f̌ sww +
1
2
f̌ szz +
1
2
(1− σ)2f̌ svv − f̌ swz + (1− σ) (f̌ szv − f̌ swv)
)
+ O(ρ3) .
There are some simplifications to be made by using the relationship between f̌ and f
together with the symmetries of f s. First, since
f̌(v, w, z, ž; c,λ) =
√
ž − v
ž − z
f(v, w, z; c,λ) ,
by differentiation we find that
f̌v =
√
ž − v
ž − z
fv −
f
2
√
(ž − v)(ž − z)
, f̌w =
√
ž − v
ž − z
fw ,
f̌z =
√
ž − v
ž − z
fz +
√
ž − v
(ž − z)3/2
f
2
, f̌ž =
(
1√
(ž − v)(ž − z)
−
√
ž − v
(ž − z)3/2
)
f
2
.
When evaluated at v = v2 + σ(v3 − v2), w = v1, z = v2, and ž = v3, these relations yields
(43)

f̌v√
1− σ
= fv −
f
2(1− σ)(v3 − v2)
,
f̌w√
1− σ
= fw ,
f̌z√
1− σ
= fz +
f
2(v3 − v2)
,
f̌ž√
1− σ
=
(
1
1− σ
− 1
)
f
2(v3 − v2)
.
41
In a similar way, by differentiating once more, we obtain
f̌vv =
√
ž − v
ž − z
fvv −
fv√
(ž − v)(ž − z)
− f
4
√
(ž − v)3(ž − z)
,
f̌vw =
√
ž − v
ž − z
fvw −
fw
2
√
(ž − v)(ž − z)
, f̌ww =
√
ž − v
ž − z
fww ,
f̌vz =
√
ž − v
ž − z
fvz −
fz
2
√
(ž − v)(ž − z)
+
√
ž − v
(ž − z)3/2
fv
2
− f
4
√
(ž − v)(ž − z)3
,
f̌wz =
√
ž − v
ž − z
fwz +
√
ž − v
(ž − z)3/2
fw
2
,
f̌zz =
√
ž − v
ž − z
fzz +
√
ž − v
(ž − z)3/2
fz +
3
4
√
ž − v
(ž − z)5/2
f ,
hence after evaluation at v = v2 + σ(v3 − v2), w = v1, z = v2, and ž = v3
(44)

f̌vv√
1− σ
= fvv −
fv
(1− σ) (v3 − v2)
− f
4(1− σ)2 (v3 − v2)2
,
f̌vw√
1− σ
= fvw −
fw
2(1− σ) (v3 − v2)
,
f̌ww√
1− σ
= fww ,
f̌vz√
1− σ
= fvz −
fz
2(1− σ) (v3 − v2)
+
fv
2(v3 − v2)
− f
4(1− σ) (v3 − v2)2
,
f̌wz√
1− σ
= fwz +
fw
2 (v3 − v2)
,
f̌zz√
1− σ
= fzz +
fz
v3 − v2
+
3 f
4 (v3 − v2)2
.
Now the symmetry of f inherited from that of R - see Lemma B.i - implies that f sw = f
s
z ,
f svw = f
s
vz, f
s
ww = f
s
zz, so that (43) and (44) imply
− f̌ sw + f̌ sz + (1− σ) f̌ sv√
1− σ
= (1− σ) f sv ,
f̌ sž + σ f̌
s
v√
1− σ
= σ f sv ,
f̌ sz + (1− σ) f̌ sv√
1− σ
= f sz + (1− σ) f sv ,
f̌ sw√
1− σ
= f sw = f
s
z ,
and
1√
1− σ
(
1
2
f̌ sww +
1
2
f̌ szz +
1
2
(1− σ)2f̌ svv − f̌ swz + (1− σ) (f̌ szv − f̌ swv)
)
= f szz +
1
2
(1− σ)2f svv − f swz .
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By substituting these expressions for those appearing in (42) we eventually arrive at
(45)
f̌√
1− σ
= f s +
ρ hs
2
(1− σ) f sv
+
ρ2 h2s
4
(
−
(
σ
ps
a2s
+ (1− σ)
( 1
hs
− bs
a2s
))
f sv +
2bs
a2s
f sz
)
+
ρ2 h2s
4
(
f szz +
1
2
(1− σ)2f svv − f swz
)
+
O(ρ3)√
1− σ
.
Now, to proceed, we invoke the crucial Proposition C.i. Stated in rather abstract
words, it provides us with coefficients of asymptotic expansions∫ 1
0
g(x)√
x(x+ ρ)
dx ∼
∑
k>0
(ak[g]ρ
k ln ρ + bk[g] ρ
k) ,
where the brackets [·] are here to emphasize the function to which the expansion corre-
sponds. As a consequence, by combining with (45), we receive coefficients of the expansion
of ∇Θ. Namely, we find that the first vectors Ak’s are
A0 = a0[f
s] = −f s0 = −Y s0 Vs ,
A1 = a0[
hs
2
(1− σ) f sv ] + a1[f s] = − hs2 f
s
v,0 +
1
2
(f s)′(0) = 0 ,
and
A2 =
h2s
4
a0
[
−
(
σ
ps
a2s
+ (1− σ)
( 1
hs
− bs
a2s
))
f sv +
2bs
a2s
f sz
]
+
h2s
4
a0
[
f szz +
1
2
(1− σ)2f svv − f swz
]
+
hs
2
a1[(1− σ) f sv ] + a2[f s]
=
h2s
4
( 1
hs
− bs
a2s
)
f sv,0 −
h2sbs
2a2s
f sz,0 −
h2s
4
f szz,0 −
h2s
8
f svv,0
+
h2s
4
f swz,0 +
hs
4
((f sv )
′(0) − f sv,0) −
3
16
(f s)′′(0)
= − h
2
s
4
(
bs
a2s
f sv,0 +
2bs
a2s
f sz,0 + f
s
zz,0 − f swz,0 +
1
4
f svv,0
)
,
where ′ denotes the differentiation with respect to σ and we have used that (gs)′ = hs g
s
v,
for any g. We recall that the subscript 0 stands for evaluation at σ = 0. As for the first
Bk’s, they read
B0 = b0[f
s] = f s0 ln 4 +
∫ 1
0
f s − f s0
σ
dσ ,
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B1 = b0[
hs
2
(1− σ) f sv ] + b1[f s]
=
1
2
(f s)′(0) ln 4 +
1
2
∫ 1
0
(1− σ) (f s)′(σ) − (f s)′(0)
σ
dσ
+
1
2
(f s0 + (1− ln 4) (f s)′(0))−
1
2
∫ 1
0
f s − f s0 − σ (f s)′(0)
σ2
dσ
=
1
2
(f s0 + (f
s)′(0))− 1
2
∫ 1
0
f s − f s0 − σ (1− σ) (f s)′(σ)
σ2
dσ
=
1
2
(f s0 + (f
s)′(0)) +
1
2
[
(1− σ) f
s(σ) − f s(0)
σ
]σ=1
σ=0
=
1
2
f s0 =
1
2
Y s0 Vs ,
and
B2 =
h2s
4
b0
[
−
(
σ
ps
a2s
+ (1− σ)
( 1
hs
− bs
a2s
))
f sv +
2bs
a2s
f sz
]
+
h2s
4
b0
[
f szz +
1
2
(1− σ)2f svv − f swz
]
+
hs
2
b1[(1− σ) f sv ] + b2[f s] .
We do not make the latter more explicit here because we eventually ‘only’ need its contri-
bution to the one ‘coefficient’ of D2 that we will compute and this contribution is shown
to vanish by an argument independent of the precise form of B2.
We are now ready to prove the following.
Theorem 5. With notational conventions 1–3–4, under Assumption 2, the Hessian of
the action has the asymptotic behavior
(46)
∇2Θ
Y s0
=
2a2s
h2s
1 + ρ
ρ2
Vs ⊗ Vs + (αs Vs ⊗ Vs + βs (Vs ⊗Ws + Ws ⊗Vs)) ln ρ
+
(
a2s
2
Ws ⊗Ws + Ts ⊗Ts +
a2s
4
(Zs ⊗Vs + Vs ⊗ Zs)
)
ln ρ
+ Ds + O
(
ρ ln ρ
)
when ρ = (v2 − v1)/(v3 − v2) goes to zero, where
αs :=
1
Y s0
(
bs (Y
s
v,0 + 2 Y
s
z,0) + a
2
s
(1
4
Y svv,0 + Y
s
zz,0 − Y swz,0
))
,
βs := bs +
a2s
2
Y sv,0
Y s0
may be computed explicitly in terms of derivatives of W and κ at vs from (15)-(27), and
the symmetric matrix Ds is such that
Ss ·Ds Ss = M′′ ,
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where M′′ is the second order derivative of the Boussinesq momentum M with respect to
the solitary wave speed c at fixed endstate Us and
Ss :=
 − qsB−1Us
−1
 .
We recall that Ts = 0 and B
−1Us = vs in the case N = 1.
Remark 5. The motivation for expanding ∇2Θ up to the O
(
1
)
term Ds is that the
expansion up to order ln ρ has rank N + 1 (at best). Moreover, the computed Ss ·DsSs is
precisely the ‘coefficient’ whose non vanishing ensures invertibility of the expansion up to
order 1 - when ρ is sufficiently small. This will become clearer in Corollary 2 hereafter.
Remark 6. By definition of ρ we see that
1 + ρ
ρ2
=
(v3 − v1) (v3 − v2)
(v2 − v1)2
so that the principal part of the expansion of ∇2Θ is just proportional to
(v3 − v1) (v3 − v2)
(v2 − v1)2
Vs ⊗ Vs .
Remark 7. Remarkably enough, despite the scale separation, the expression of the term
of order ln ρ in (46) for the soliton limit is analogous to the leading order term in (32)
for the harmonic limit, with the state vs replacing v0.
Proof. In terms introduced above we need to compute the first Ck, Dk. From foregoing
computations we readily obtain the first three of them,
D0 = A0 ⊗Y0 = 2 Y s0
a2s
h2s
Vs ⊗Vs , C1 = A1 ⊗Y0 = 0 ,
and
D1 = A0 ⊗Y1 + (A1 + B1)⊗Y0 = 2 Y s0
a2s
h2s
Vs ⊗Vs .
This already gives the expansion of ∇2Θ up to O(ln ρ) remainders.
The explicitation of
C2 = 2 A2 ⊗Y0 + ∇totA0
requires further work. To make A2 more explicit we first observe that by the Leibniz rule
f sv,0 = Y
s
v,0 Vs + Y
s
0 Ws , f
s
vv,0 = Y
s
vv,0 Vs + 2 Y
s
v,0 Ws + Y
s
0 Zs ,
f sz,0 = Y
s
z,0 Vs , f
s
zz,0 = Y
s
zz,0 Vs , f
s
wz,0 = Y
s
wz,0 Vs .
Given that A0 = −Y s0 Vs and Vs = ∇Z s0 , we also have
∇totA0 = −Vs ⊗∇totY s0 − Y s0 ∇totVs ,
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with
∇totY s0 = ∇Y s0 + (Y sv,0 + 2 Y sz,0)∇vs ,
∇totVs = −Ts ⊗Ts + Ws ⊗∇vs .
Besides, we may proceed as we have derived ∇v0 in the harmonic limit and differentiate
∂vW(vs(c,λ); c,λ) = 0 to obtain
(47) ∇vs = −
a2s
2
Ws .
Finally, we also need to express ∇Y s. Again we may proceed as in the harmonic limit to
obtain
(48)
∇Y s0
Y s0
= − ∇R
s
0
2 Rs0
= − a
2
s
4
Zs .
In a similar way, we check that
(49)
Y sz,0
Y s0
= −
Rsz,0
2 Rs0
=
bs
a2s
.
In fine, we may gather all the terms involved in C2 since on the one hand
2 A2 ⊗Y0 = a2s
(
bs
a2s
f sv,0 +
2bs
a2s
f sz,0 + f
s
zz,0 − f swz,0 + 14f
s
vv,0
)
⊗Vs
= a2s
(
bs
a2s
Y sv,0 +
2bs
a2s
Y sz,0 + Y
s
zz,0 − Y swz,0 + 14Y
s
vv,0
)
Vs ⊗Vs
+ a2s
(
bs
a2s
Y s0 +
1
2
Y sv,0
)
Ws ⊗Vs + a
2
s
4
Y s0 Zs ⊗Vs ,
and on the other hand
∇totA0 = −Vs ⊗∇Y s0 − (Y sv,0 + 2 Y sz,0) Vs ⊗∇vs + Y s0 Ts ⊗Ts − Y s0 Ws ⊗∇vs
=
a2s
4
Y s0 Vs ⊗ Zs +
a2s
2
(
Y sv,0 +
2bs
a2s
Y s0
)
Vs ⊗Ws + Y s0 Ts ⊗Ts +
a2s
2
Y s0 Ws ⊗Ws.
Eventually this yields the claimed expansion up to O(1) remainders.
Unsurprisingly, the calculation of
D2 = A0 ⊗Y2 + (A1 + B1)⊗Y1 + (A2 + 2B2)⊗Y0 + ∇totB0
is even more demanding. The first two terms are not too complicated. They reduce to
A0 ⊗Y2 + (A1 + B1)⊗Y1 =
Y s0
hs
(
2bs + ps +
4cs
as
)
Vs ⊗Vs
+
Y s0
hs
Vs ⊗
(
ps V
s +
1
2
(
3bshs + a
2
s
)
Ws +
hsa
2
s
4
Zs
)
.
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At this stage we leave to the interested reader the derivation of a complete - and lengthy!
- formula for D2 but stress that this may be carried out along the lines of computations
explicitly performed above.
Instead, we focus now on the value of Ss ·D2Ss. The main computational gain is that
the vector
Ss =
 − qsB−1Us
−1

is orthogonal to Vs as may be checked by direct inspection and is explicitly contained in
Lemma 1 below. As a consequence, Ss is also orthogonal to Y0, Y1, and A0 so that
Ss ·D2 Ss = Ss · (∇totB0) Ss .
In addition, we point out the fact - also straightforward to establish and stated in Lemma 1
- that Ss is also orthogonal to Ws and Ts. At this stage the reader could rightfully
wonder whether all these cancellations are accidental. Exactly the opposite is true, they
are the reason why we are interested in Ss and Ss · ΘSs. A direct consequence of these
orthogonalities is
Ss · (∇totVs) Ss = 0 .
Since
∇totB0 = (ln 4)∇totf s0 +
∫ 1
0
∇totf s −∇totf s0
σ
dσ ,
∇totf s0 = Vs ⊗∇totY s0 + Y s0 ∇totVs ,
this leaves
Ss ·D2 Ss =
∫ 1
0
Ss · (∇totf s) Ss
dσ
σ
.
To go even further, note that Ss is also orthogonal to ∇vs so that we are left with
Ss ·D2 Ss =
∫ 1
0
Ss ·
(
∇f s + σ f sv ⊗∇vs
)
Ss
dσ
σ
,
still to be identified with M′′.
In the order direction, we now provide - for comparison - an explicit formula for M′′.
In order to avoid confusion with the partial derivative with respect to c at constant λ and
µ - the one that is involved in the notation ∇ - or with the differentiation with respect to
σ, let us introduce the local convention that dc denotes the differentiation operator with
respect to c at fixed endstate Us. To start with, we recall from Remark 2 that
M(c,Us) =
∫ +∞
−∞
(H[Us] + cQ(Us) + λs ·Us + µs) dξ ,
with
λs = −∇U(H + cQ)(Us, 0) , µs = −λs ·Us − (H + cQ)(Us, 0) .
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A direct differentiation yields
dcλs = −∇UQ(Us) = −B−1Us , dcµs = −Us ·B−1Us − Q(Us) .
Likewise, by using that δ(H+ cQ)[Us] + λs = 0, one obtains after a change of variables
dcM =
∫ +∞
−∞
(
Q(Us)−Q(Us)−Us ·B−1(Us −Us)
)
dξ
=
∫ 1
0
(
Q(Us)−Q(Us)−Us ·B−1(Us −Us)
)
Y s
dσ
σ
where in the latter integral functions of v are evaluated at v = vs + σ(v
s − vs), and
U (v) := v in the case N = 1 whereas, in the case N = 2, U (v)T := (v , g(v; c,λ)). Note
that in performing the foregoing change of variables we have used
Y (v, vs, vs; c,λ)
v − vs
=
√
2κ(v)
µ−W(v; c,λ)
.
Now observe that, since
f s = Y s
(
1,Us
T,Q(Us)
)T
and Ss =
(
− qs, (B−1Us)
T
,−1
)T
one finds by direct inspection that(
Q(Us)−Q(Us)−Us ·B−1(Us −Us)
)
Y s = −Ss · f s
so that
dcM = −
∫ 1
0
Ss · f s
dσ
σ
.
To differentiate once more notice that from the value of dcλs computed above follows that
for any function a of (c,λ)
dca = ∂ca + ∇λa · dcλs = −∇a · Ss .
As a consequence
d2cM =
∫ 1
0
Ss ·
(
∇f s + σ f sv ⊗∇vs
)
Ss
dσ
σ
= Ss ·D2 Ss .
This completes the proof of Theorem 5, in the statement of which the matrix D2 is denoted
by Ds for notational consistency.
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4 Proof of stability/instability results
4.1 Orthogonality
In order to exploit Theorem 1 in the harmonic and soliton limits, we need a way to deduce
the negative signature of ∇2Θ from its expansions in these limits given by Theorems 4
and 5. It will be based on a - linear - change of variables for the quadratic form associated
with ∇2Θ, built up thanks to a symmetric (N + 2) × (N + 2) matrix S associated with
another quadratic form, namely the impulse.
This symmetric matrix is non singular and defined as
S :=

0 0 −1
0 B−1 0
−1 0 0
 .
It is closely linked to the impulse Q in that for any vector X ∈ RN+2 of the form
X =
 1U
q

we have
(50)
1
2
X · SX = Q(U)− q .
The important role of the matrix S is already clearly apparent in the modulated
equations associated with periodic waves under consideration (see [6]). More importantly
for us here - but not unrelated - S is associated with some crucial orthogonality properties
for the vectors Vi, Wi, Zi, and Ti involved in the asymptotic expansion of ∇2Θ in the
harmonic limit (i = 0) and in the soliton limit (i = s). As a consequence, the crucial role
played by the vector Ss introduced in the previous section actually hinges on
Ss = SVs .
Lemma 1. For i = 0 or s the vectors Vi, Wi, Zi, and Ti from Notation 3 are such that
(51)

Vi · SVi = 0 , Vi · SWi = 0 , Vi · STi = 0 , Vi · SZi = −Wi · SWi ,
Ti · STi = 0 , Ti · SZi = 0 ,
E ·Vi = 1 , E ·Wi = 0 , E · Zi = 0 , E ·Ti = 0 ,
where we have denoted by E the vector
E :=
 10
0
 = SF , F :=
 00
−1
 .
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Proof. Of course these relations may be checked by direct inspection. It is however more
instructive to relate them to fundamental properties of S and Z . Most of them are
consequences of the identity
∇Z · S∇Z = 0 ,
which readily stems from (50) and (12)/(13). By differentiation and thanks to the sym-
metry of S this first identity yields
∇Z · S∇Zv = 0 , ∇Z · S∇2Z = 0 ,
and also
∇Z · S∇Zvv = −∇Zv · S∇Zv .
When evaluated at v = vi these four relations give
Vi · SVi = 0 , Vi · SWi = 0 , Vi · STi = 0 , Vi · SZi = −Wi · SWi .
Likewise, from
E · ∇Z = 1 ,
which is essentially the definition of ∂µ, one obtains
E ·Vi = 1 , E ·Wi = 0 , E · Zi = 0 , E ·Ti = 0 .
Furthermore, since the quadratic form induced by S vanishes on {(0, 0)} × RN , from the
special form of (12)/(13) we also infer
∇Zvv · S∇Zvv = 0 , ∇Zvv · S∇2Z = 0 ,
hence
Ti · STi = 0 , Ti · SZi = 0 .
Remark 8. A useful observation for the sequel is that the vectors (SVi,SWi,STi,E)
form a basis of R4 in the case N = 2, and (SVi,SWi,E) a basis of R3 in the case N = 1.
This is due to the invertibility of S and the fact that both (Vi Wi Ti F) in the case N = 2
and (Vi Wi F) in the case N = 1 are lower triangular matrices with nonzero entries in
the diagonal - in fact 1 or −1 as diagonal entries except for the one coming from Ti given
by 1/
√
τ(vi).
4.2 Stability in the harmonic limit
From Eq. (32) in Theorem 4 we know that there exist real numbers α0, β0, and a positive
number γ0 such that
1
πY 0
∇2Θ = α0 V0 ⊗V0 + β0 (V0 ⊗W0 + W0 ⊗V0) − T0 ⊗T0
+ 2 γ0 W0 ⊗W0 + γ0 (V0 ⊗ Z0 + Z0 ⊗V0) + O(δ2)
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when δ goes to zero. By Remark 8 the matrix P0 defined as
P0 := (E SV0 ST0 SW0) for N = 2 , P0 := (E SV0 SW0) for N = 1 ,
is nonsingular. Now, thanks to (51) in Lemma 1 the symmetric matrix Σ0 found in
PT0 ∇2ΘP0 = πY 0 Σ0 + O(δ2) ,
is given by
Σ0 :=

α0 − γ0 W0 · SW0 β0 T0 · SW0 β0 W0 · SW0
+γ0 W0 · SZ0
− γ0 W0 · SW0 0 0 0
β0 T0 · SW0 0 2γ0 (T0 · SW0)2 2γ0 (T0 · SW0)
×(W0 · SW0)
β0 W0 · SW0 0 2γ0 (T0 · SW0) 2γ0 (W0 · SW0)2
+ γ0 W0 · SZ0 ×(W0 · SW0) −(T0 · SW0)2

in the case N = 2 and
Σ0 :=

α0 − γ0 W0 · SW0 β0 W0 · SW0
+γ0 W0 · SZ0
− γ0 W0 · SW0 0 0
β0 W0 · SW0 0 2γ0 (W0 · SW0)2
+ γ0 W0 · SZ0

in the case N = 1.
Corollary 1. Under Assumption 2 and those of Theorem 1, if
Y 0 α0 = b0 (Y
0
v + 2 Y
0
z ) + a
2
0
(1
4
Y 0vv + Y
0
zz − Y 0wz
)
,
is nonzero and, in addition if N = 2 g0v 6= 0, then small amplitude waves about U0 are
conditionally orbitally stable with respect to co-periodic perturbations.
Proof. The point is to apply Theorem 1 and thus to prove that n(∇2Θ) = N for δ small
enough. Since Y 0 > 0 by definition, the computation made above shows that this amounts
to proving that the negative signature of any matrix of the form Σ(δ) = Σ0 +O(δ) is equal
to N for δ small enough.
By Sylvester’s rule, n(Σ(δ)) is equal to the number of sign changes in the sequence
starting with +1 and continuing with the principal minors of Σ(δ). The first principal
minor of Σ(δ) is just α0 +O(δ2), of indeterminate sign. The second one is
−γ20 (W0 · SW0)2 + O(δ2)
and is therefore negative for δ small enough, since γ0 is nonzero and W0 · SW0 as well -
indeed, W0 · SW0 = b in the case N = 1 and W0 · SW0 = 2bg0v in the case N = 2.
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To complete the computation of n(Σ(δ)) we need to distinguish between the case N = 1
and the case N = 2. The simplest one is the former. From the definition of Σ0 in this
case, we see that
det Σ(δ) = − 2 γ30 (W0 · SW0)4 + O(δ2)
is negative for δ small enough since γ0 is positive and W0 · SW0 is nonzero. So the
complete sequence of signs is (+, signα0,−,−), which involves exactly one change of sign.
This implies that n(Σ(δ)) = 1 in the case N = 1.
From the definition of Σ0 in the case N = 2 we see that the third principal minor of
Σ(δ) is
− 2 γ30 (T0 · SW0)2 (W0 · SW0)2 + O(δ2) .
This is negative for δ small enough because T0 · SW0 = b/
√
τ(v0) is nonzero. Finally, in
the case N = 2
det Σ(δ) = 2 γ30 (W0 · SW0)2 (T0 · SW0)4 + O(δ2) ,
which is positive for δ small enough. So the complete sequence of signs is (+, signα0,−,−,+),
which involves exactly two changes of sign, hence n(Σ(δ)) = 2 in the case N = 2.
We can actually derive a more explicit formula for α0. Indeed, computing as in the
proof of Theorem 4 from the definitions in (15)-(27) we see that
Y 0v
Y 0
= − R
0
v
2R0
+
κ0v
2κ0
=
b0
a20
+
κ0v
2κ0
.
We recall that we have already established likewise in (37) that
Y 0z
Y 0
= − R
0
z
2R0
=
b0
a20
.
so that
Y 0v + 2Y
0
z
Y 0
=
3b0
a20
+
κ0v
2κ0
.
Differentiating once more we get on the one hand
Y 0vv
Y 0
=
(
Y 0v
Y 0
)2
+
1
2
(κv
κ
)0
v
+
1
2
(
R0v
R0
)2
− 1
2
R0vv
R0
,
=
3b20
a40
+
b0
a20
κ0v
κ0
+
1
4
(
κ0v
κ0
)2
+
1
2
(κv
κ
)0
v
− 1
2
R0vv
R0
,
with
R0vv = W0vvvv
∫ 1
0
∫ 1
0
t3s2 dsdt =
W0vvvv
12
= 10
b20
a60
− 4 c0
a50
,
so that
Y 0vv
Y 0
= − 2b
2
0
a40
+ 2
c0
a30
+
b0
a20
κ0v
κ0
+
1
4
(
κ0v
κ0
)2
+
1
2
(κv
κ
)0
v
,
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On the other hand, thanks to the symmetry of R proved in Lemma B.i, we obtain
Y 0zz
Y 0
=
(
Y 0z
Y 0
)2
+
1
2
(
R0z
R0
)2
− 1
2
R0zz
R0
=
(
Y 0z
Y 0
)2
+
1
2
(
R0z
R0
)2
− 1
2
R0vv
R0
,
Y 0wz
Y 0
=
Y 0z Y
0
w
(Y 0)2
+
1
2
R0zR
0
w
(R0)2
− 1
2
R0wz
R0
=
(
Y 0z
Y 0
)2
+
1
2
(
R0z
R0
)2
− 1
2
R0wz
R0
,
with
R0wz = W0vvvv
∫ 1
0
∫ 1
0
t2(1− t)(1− s) dsdt = W
0
vvvv
24
=
1
2
R0vv
so that
Y 0zz − Y 0wz
Y 0
= − 1
4
R0vv
R0
= −5
2
b20
a40
+
c0
a30
.
This eventually implies that
α0 =
3b20
a20
+ b0
κ0v
2κ0
− 5
2
b20
a20
+
c0
a0
− b
2
0
2a20
+
c0
2a0
+
b0
4
κ0v
κ0
+
a20
16
(
κ0v
κ0
)2
+
a20
8
(κv
κ
)0
v
hence
(52) α0 =
3c0
2a0
+
3b0
4
κ0v
κ0
+
a20
8
(κvv)
0
κ0
.
Remark 9. Since
∂µΞ = ∂
2
µΘ = E · ∇2ΘE = πY 0 α0 + O(δ2)
the condition α0 6= 0 is a condition on the nondegeneracy of the dependence of the period
Ξ on µ, an obviously natural condition. A large body of the literature on orbital stability
relies on the even more stringent assumption ∂µΞ > 0 ; see discussion in [3].
In the special case when κ is constant, we see from the computation here above that
α0 is nonzero if and only if c0 is nonzero. This is also a rather natural condition since it
means that the expansion of the amplitude of the wave v3 − v2 in powers of
√
µ− µ0 is
nondegenerate - the coefficient a0 of the leading order term being forced to be nonzero by
Assumption 2.
In particular, for a scalar equation with κ constant, we have
W(v;λ, c) = f(v) − c
2b
v2 − λ v ,
with
e(v, vx) =
1
2
κ v2x + f(v)
and the fact that α0 is nonzero is equivalent to
5
3
(f
′′′
(v0))
2 6=
(
f ′′(v0)−
c
b
)
f (4)(v0) .
Since f ′′(v0) − c/b > 0 by assumption, it is automatically satisfied when f (4)(v0) < 0. It
also includes the Korteweg–de Vries case where f(v) = v3/6. Otherwise, this may exclude
some exceptional points form the range of validity of Corollary 1.
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Remark 10. The condition g0v 6= 0 if N = 2 is also rather natural. It expresses that the
slaving of u to v induced by traveling wave profile equations is nondegenerate. Here this
is explicitly written as (
λ2 +
c
b
v0
)
τ ′(v0) 6=
c
b
τ(v0) .
When τ ≡ 1, this reduces to c 6= 0 and when τ(v) = v it amounts to λ2 6= 0.
In particular, for the Euler–Korteweg system - either (EKE) or (EKL) -, it is auto-
matically satisfied whenever the wave is a dynamic one, in the sense that there is some
mass transfer across it. Using the notation j for the mass transfer flux across the wave -
as in [8] - we see indeed that g0v is equal to j for (EKL), and equal to −j/ρ20 for (EKE).
4.3 Stability or instability in the soliton limit
By relying on arguments similar to those used to derive Corollary 1 from Theorems 1
and 4, now we draw neat conclusions on the stability of periodic waves close to solitary
waves from Theorem 5.
Corollary 2. Under Assumption 2 and those of Theorem 1, we have the following prop-
erties for periodic waves of sufficiently large period.
• Their period Ξ is monotonically increasing with µ, that is, ∂µΞ = ∂2µΘ > 0.
• If, for the limiting solitary wave, the second derivative at fixed endstate with respect
to velocity M′′ of the Boussinesq momentum M is non zero, then the matrix ∇2Θ
is nonsingular.
• If in addition M′′ > 0 then the negative signature of ∇2Θ is equal to N and the
corresponding wave is conditionally orbitally stable.
• If on the contrary M′′ < 0 then the negative signature of ∇2Θ is equal to N + 1 and
the corresponding wave is spectrally unstable.
Proof. We have
∂2µΘ = E
T∇2Θ E ,
where, as in Lemma 1, E is the first vector of the canonical basis of RN+2. By Theorem 5
(case N = 2), we thus see that in the solitary wave limit
∂2µΘ = Y
s
0
2a2s
h2s
(
1
ρ2
+
1
ρ
)
+ O(ln ρ) ,
which implies indeed that ∂2µΘ is positive for ρ small enough.
In the same spirit as in Section 4.2, we may look at the quadratic form associated with
∇2Θ in the convenient basis suggested by Lemma 1 and Remark 8. Namely we introduce
Ps := (E SVs STs SWs) for N = 2 , Ps := (E SVs SWs) for N = 1 .
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We now consider the principal minors of
Σ(ρ) :=
1
Y s0
PTs ∇2ΘPs .
In contrast with the small amplitude case, a good choice in the basis ordering is here
immaterial as it is scale separation that allows an easy computation of the signature.
Let us start with the case N = 2. Then from (46) in Theorem 5 and orthogonality
relations in (51) (Lemma 1) we have
Σ(ρ) =

2a2s
h2s
(
1
ρ2
+
1
ρ
)
O
(
ln ρ
)
O
(
ln ρ
)
O
(
ln ρ
)
+O(ln ρ)
O
(
ln ρ
)
M′′ O
(
1
)
O
(
1
)
+O
(
ρ ln ρ
)
O
(
ln ρ
)
O
(
1
) a2s
2
(Ts · SWs)2 ln ρ
a2s
2
(Ts · SWs)
+O
(
1
)
×(Ws · SWs) ln ρ
+O
(
1
)
O
(
ln ρ
)
O
(
1)
a2s
2
(Ts · SWs)
a2s
2
(Ws · SWs)2 ln ρ
×(Ws · SWs) ln ρ + (Ts · SWs)2 ln ρ
+O
(
1
)
+O
(
1
)

.
The first minor is ∂2µΘ/Y
0 already expanded above. The last one satisfies
det Σ(ρ) =
a4s
h2s
(Ts · SWs)4M′′
(ln ρ)2
ρ2
+ O
( ln ρ
ρ2
)
.
In particular, since Ts · SWs = b/
√
τ(vs) is nonzero, det∇2Θ is therefore also nonzero
for ρ small enough provided that M′′ is nonzero. Other principal minors are as follows.
The 2× 2 one reads
∆2 =
2a2s
h2s
M′′ 1
ρ2
+ O
( ln ρ
ρ
)
and the 3× 3 one is
∆3 =
a4s
h2s
(Ts · SWs)2M′′
ln ρ
ρ2
+ O
( 1
ρ2
)
.
Therefore, when M′′ 6= 0, by Sylvester’s rule, for ρ small enough the negative signature
of ∇2Θ equals the number of sign changes in (+,+, signM′′,−signM′′, signM′′), that is,
two ifM′′ is positive and three ifM′′ is negative. This completes the proof of Corollary 2
in the case N = 2.
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Let us now look at the case N = 1. We first observe that
Σ(ρ) =

2a2s
h2s
(
1
ρ2
+
1
ρ
)
O
(
ln ρ
)
O
(
ln ρ
)
+O(ln ρ)
O
(
ln ρ
)
M′′ O
(
1
)
+O
(
ρ ln ρ
)
O
(
ln ρ
)
O
(
1)
a2s
2
(Ws · SWs)2 ln ρ
+O
(
1
)

.
From this we find that
det Σ(ρ) =
a4s
h2s
(Ws · SWs)2M′′
ln ρ
ρ2
+ O
( 1
ρ2
)
.
Note that Ws · SWs = b is nonzero so that M′′ 6= 0 implies that det Σ(ρ) 6= 0 for
sufficiently small ρ. As in the former case, the expansion of the first principal minor of
Σ(ρ) is already known and the one of its 2× 2 principal minor is
∆2 =
2a2s
h2s
M′′ 1
ρ2
+ O
( ln ρ
ρ
)
.
Therefore, whenM′′ 6= 0, by Sylvester’s rule, for ρ small enough the negative signature of
∇2Θ equals the number of sign changes in (+,+, signM′′,−signM′′), that is, one if M′′
is positive and two if M′′ is negative.
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Appendix
A Spectra at the harmonic limit
To shed some light on Theorem 2, we provide here outcomes of some spectral computations
for constant steady states. In what follows we use the same notation for constant-valued
functions as for their actual values.
By the special form of the Hamiltonian H and the matrix B (Assumption 1), the
Lagrangian L reads
L (U,Ux; c,λ) = e(v, vx) +
τ(v)
2
u2 +
c
2b
v u
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in the case N = 2, and merely
L (v, vx; c,λ) = e(v, vx) +
c
2b
v2
in the case N = 1, so that its second variational derivative - or Hessian - is the differential
operator
δ2L [U] =
(
δ2e[v] + τ ′′(v)u2/2 c/b + τ ′(v)u
c/b + τ ′(v)u τ(v)
)
when N = 2 ,
δ2L [v] = δ2e[v] + c/b when N = 1 .
For a traveling wave solution to U of (1) to be - neutrally - spectrally stable with
respect to localized perturbations we need that the spectrum of the operator ∂x B δ
2L [U]
in L2(R) lie in the left half-plane. When U is actually a constant U∗ this can be checked
by Fourier transform. With e(v, vx) =
1
2
κ(v)v2x + f(v) we have
δ2e[v∗] = f
′′(v∗) − κ(v∗) ∂2x .
So by Fourier transform applied to the eigenvalue problem
∂x (δ
2e[v∗]v + c v/b) = z v
we see that for z to be in the L2 spectrum of ∂x δ
2L [v∗] there must exist ξ ∈ R such that
z = i ξ (f ′′(v∗) + c/b + κ(v∗) ξ
2) ,
which obviously forces z to be purely imaginary z. This implies the neutral stability of
v∗ in the case N = 1. In the case N = 2 we find in the same way that z is in the L
2
spectrum of ∂x δ
2L [U∗] if and only if z = iξ b σ for some ξ ∈ R and σ an eigenvalue of
the matrix
A∗(ξ) :=
(
c/b + τ ′(v∗)u τ(v∗)
f ′′(v∗) + κ(v∗) ξ
2 + τ ′′(v∗)u
2
∗/2 c/b + τ
′(v∗)u∗
)
.
Since τ(v∗) is positive, a necessary and sufficient condition for σ to be real and thus for z
to be purely imaginary is
f ′′(v∗) + κ(v∗) ξ
2 + τ ′′(v∗)u
2
∗/2 > 0 .
Knowing that κ(v∗) is positive we thus find that neutral stability of the constant steady
state U∗ = (v∗, u∗) is equivalent to
f ′′(v∗) + τ
′′(v∗)u
2
∗/2 > 0 .
This is precisely the condition for hyperbolicity at U∗ of the underlying dispersionless
system - when κ is set equal to zero (which yields the usual barotropic Euler equations
for (EKE), and the so-called p-system for (EKL)).
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Stability with respect to periodic perturbations is of a slightly different nature. Let us
recall from [3] that orbital stability with respect to periodic perturbations can be inferred
from variational stability under constraints. For a constant steady state this amounts
to requiring that the spectrum of δ2L [U∗] in the space of locally square integrable, Ξ-
periodic zero-mean functions be nonnegative - plus some additional conditions about the
possible kernel. This spectrum is discrete and can be found by decomposition in Fourier
series.
In the scalar case N = 1 it is made of the numbers
f ′′(v∗) + c/b + κ(v∗) (2π `/Ξ)
2
for ` ∈ Z \ {0}. These are all positive as soon as f ′′(v∗) + c/b > 0. This is however not
the interesting case if we think of v∗ as the limiting state of a small amplitude periodic
wave. Indeed, such a state is characterized in terms of the potential
W(v; c, λ) = − f(v) − c
2b
v2 − λ v
by
0 < ∂2vW(v∗; c, λ) = − f ′′(v∗) − c/b .
In this case there is a condition for v∗ to be stable with respect to Ξ-periodic zero-mean
perturbations. Indeed, we must have
− ∂2vW(v∗; c, λ) + κ(v∗) (2π `/Ξ)2 > 0
for all ` ∈ Z \ {0}, which is equivalent to
Ξ 6 2π
√
κ(v∗)
∂2vW(v∗; c, λ)
=: Ξ∗ ,
where Ξ∗ is precisely the harmonic period. With the strict inequality we only have positive
spectrum and thus stability. In the limiting case Ξ = Ξ∗ we find a two-dimensional kernel
for δ2L [v∗], corresponding to ` = 1 or −1 and thus only to harmonic waves, as expected.
In the case N = 2, the potential is
W(v; c,λ) = − f(v) + 1
2
τ(v) g(v; c, λ2)
2 − λ1 v ,
with
τ(v) g(v; c, λ) = − c v/b + λ .
By differentiating twice this identity we readily see that
τ ′′(v) g(v; c, λ) + 2 τ ′(v) ∂vg(v; c, λ) + τ(v) ∂
2
vg(v; c, λ) = 0 ,
from which we find that
f ′′(v) + 1
2
τ ′′(v) g(v; c, λ2)
2 = − ∂2vW(v; c,λ) +
1
τ(v)
(
τ ′(v) g(v; c, λ2) +
c
b
)2
.
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Therefore, we may observe that the spectrum of the matrices A∗(2π`/Ξ) - as defined
above with u∗ = g(v∗; c, λ2) - is real for all ` ∈ Z \ {0} if and only if ∂2vW(v∗; c,λ) 6 0 or
∂2vW(v∗; c,λ) =
4π2κ(v∗)
Ξ2∗
> 0 and
(
Ξ∗
Ξ
)2
> 1− 1
τ(v∗) ∂2vW(v∗; c,λ)
(
τ ′(v∗)u∗ +
c
b
)2
.
The latter holds in particular for Ξ = Ξ∗, hence the neutral stability of U∗ with respect to
harmonic perturbations, even when the underlying dispersionless system is not hyperbolic.
As regards variational stability under Ξ-periodic zero-mean perturbations, it requires
that the symmetric matrices Σ∗(2π`/Ξ) defined by
Σ∗(ξ) :=
(
f ′′(v∗) + κ(v∗) ξ
2 + τ ′′(v∗)u
2
∗/2 c/b + τ
′(v∗)u∗
c/b + τ ′(v∗)u∗ τ(v∗)
)
.
be nonnegative for all ` ∈ Z \ {0}. Rewriting
Σ∗(ξ) =
(
− ∂2vW(v∗; c,λ) + κ(v∗) ξ2 + (c/b + τ ′(v∗)u∗)2/τ(v∗) c/b + τ ′(v∗)u∗
c/b + τ ′(v∗)u∗ τ(v∗)
)
we see that for all U = (v, u)T
U · Σ∗(ξ)U = (− ∂2vW(v∗; c,λ) + κ(v∗) ξ2) v2 +
1
τ(v∗)
(τ(v∗)u + (c/b + τ
′(v∗)u∗) v)
2
.
Therefore, the matrices Σ∗(2π`/Ξ) are nonnegative for all ` ∈ Z \ {0} if and only if
∂2vW(v∗; c,λ) 6 0 or Ξ 6 Ξ∗. As in the scalar case, we find a two-dimensional kernel
corresponding to harmonic waves in the limiting case Ξ = Ξ∗.
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B Symmetry of the reduced potential
Lemma B.i. Let Z be a smooth function of one variable and
R(v, w, z) :=
∫ 1
0
∫ 1
0
tZ ′′(w + t(z − w) + ts(v − z)) dsdt .
Then R is a symmetric function of (v, w, z).
Proof. By continuity of R, it is sufficient to establish symmetry relations on the dense
and symmetric set of (v, w, z)s such that (v − w)(w − z)(z − v) 6= 0. Then, for such a
(v, w, z), symmetry follows from
R(v, w, z) =
∫ 1
0
∫ 1
0
tZ ′′(w + t(z − w) + ts(v − z)) dsdt
=
∫ 1
0
Z ′(w + t(v − w))−Z ′(w + t(z − w))
v − z
dt
=
Z (v)−Z (w)
(v − z)(v − w))
− Z (z)−Z (w)
(v − z)(z − w)
=
Z (v)
(v − w)(v − z)
+
Z (w)
(w − z)(w − v)
+
Z (z)
(z − v)(z − w)
obtained by integrating twice.
C Elementary asymptotics
Lemma C.ii. Assume that W is a smooth function such that
W (0) = 0 , W ′(0) = 0 , and W ′′(0) > 0 .
Then for small ε > 0 there are two zeros z± of W − ε in the neighborhood of 0, which
have the following expansions
z±(ε) = ±
√
2ε
α
− βε
3α2
± η ε3/2 + O(ε2) ,
where
α := W ′′(0) , β := W ′′′(0) , γ := W ′′′′(0) , η :=
1
6α3
√
2α
(5
3
β2 − αγ) .
Furthermore, their derivatives expand as
z′±(ε) = ±
1√
2αε
− β
3α2
± 3
2
η
√
ε + O(ε) .
60
Proof. By the Taylor formula
W (z) = z2
∫ 1
0
W ′′(t z) (1− t)dt
we know that, in a neighborhood of 0, W takes nonnegative values and the function f
defined by
w(z) := z
√
W (z)/z2
is smooth. Then from
W (z) =
α
2
z2 +
β
6
z3 +
γ
24
z4 +O(z5) ,
the Taylor expansion of f is seen to be
w(z) =
√
α
2
(
z +
β
6α
z2 +
1
24α2
(
γα− β
2
3
)
z3 +O(z4)
)
.
Now, since W (z) = ε > 0 is equivalent to w(z) = ±
√
ε and w′(0) =
√
α/2 6= 0, the
implicit function theorem implies that W (z) = ε is equivalent for z close to zero to
z = ϕ(±
√
ε) for a smooth function ϕ of x := ±
√
ε that vanishes at zero. Furthermore,
we find its asymptotic expansion
ϕ(x) = ax+ bx2 + cx3 +O(x4)
by merely equating terms of same order in
w(ϕ(x)) = x .
This gives
• at order one, a =
√
2/α,
• at order two, b+ β
6α
a2 = 0, hence b = − β
3α2
,
• at order three c+ β
3α
ab+ 1
24α2
(γα− β2
3
)a3 = 0, hence c = 1
6α3
√
2α
(5
3
β2 − αγ).
This yields the claimed expansion for z±(ε) := ϕ(±
√
ε).
The expansion of z′± turns out to correspond to term-by-term differentiation of the
expansion of z±. This may be justified here by first differentiating z±(ε) = ϕ(±
√
ε) to
receive
z′±(ε) =
∓1
2
√
ε
ϕ′(±
√
ε)
and then expanding ϕ′.
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The next proposition is a little bit more sophisticated in that it provides asymptotic
series that are not power series for integrals depending on parameters. These asymptotic
series are of the form ∑
k>n
(akρ
k ln ρ + bk ρ
k)
for some rational integer n, when ρ↘ 0.
For concision and precision, we adopt the convention that
G(ρ) ∼
∑
k>n
gk(ρ)
denotes the fact that f admits
∑
k>n gk as asymptotic series in the limit ρ → 0, that is,
for any J ≥ n
G(ρ) =
∑
n6k6J
gk(ρ) + O(gJ+1(ρ))
as ρ → 0. In the foregoing, (gk)k≥n is a sequence of functions indexed by integers. It
will be useful to have the following result at hand, the proof of which is straightforward,
using that, when k ≥ 0, the antiderivative of x 7→ xk lnx that vanishes at x = 0 is
x 7→ xk+1(lnx− 1/(k + 1))/(k + 1).
Lemma C.iii. If a differentiable function f : (0,+∞) → R and its derivative admit
asymptotic expansions
G(ρ) ∼
∑
k>0
(akρ
k ln ρ + bk ρ
k)
G′(ρ) ∼ d0
ρ
+
∑
k>0
(ck+1ρ
k ln ρ + dk+1 ρ
k)
when ρ↘ 0, then the expansion of f ′ is obtained by formal differentiation of the expansion
of f , and more precisely, we have
a0 = d0 , ak =
ck
k
, bk =
dk
k
− ck
k2
, k > 1 ,
or equivalently
d0 = a0 , ck = kak , dk = kbk + ak , k > 1 .
Note that if G is such that
G′(ρ) ∼
∑
k>0
(ck+1ρ
k ln ρ + dk+1 ρ
k)
when ρ→ 0 then by a direct integration one concludes that as ρ→ 0
G(ρ) ∼ b0 +
∑
k>1
(akρ
k ln ρ + bk ρ
k)
with b0 = limρ→0G(ρ) and the former lemma may then be applied.
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Proposition C.i. Let f , g, and h be smooth integrable functions on [0, 1), and consider
the following integrals depending on a parameter ρ > 0,
F (ρ) :=
∫ 1
0
f(x)
√
x(x+ ρ) dx, G(ρ) :=
∫ 1
0
g(x) dx√
x(x+ ρ)
, H(ρ) :=
∫ 1
0
h(x) dx√
x(x+ ρ)3
.
They have asymptotic expansions of the form
F (ρ) ∼ B0 +B1ρ+
∑
k>2
(Akρ
k ln ρ + Bk ρ
k) , G(ρ) ∼
∑
k>0
(akρ
k ln ρ + bk ρ
k) ,
and
H(ρ) ∼ d0
ρ
+
∑
k>0
(ck+1ρ
k ln ρ + dk+1 ρ
k)
when ρ↘ 0, in which the first coefficients for F and G are given respectively by
B0 =
∫ 1
0
xf(x) dx , B1 =
1
2
∫ 1
0
f(x) dx , A2 =
1
8
f(0) ,
and by
a0 = − g(0) , b0 =
∫ 1
0
∫ 1
0
g′(sx) ds dx + g(0) ln 4 , a1 = g
′(0)/2 ,
b1 =
1
2
(
g(0) + (1− ln 4) g′(0) −
∫ 1
0
∫ 1
0
(1− s) g′′(sx) ds dx
)
, a2 = −
3
16
g′′(0) ,
b2 =
1
16
(
−3g(0)− 6g′(0) + 1
2
g′′(0)(−7 + 6 ln 4) + 6
∫ 1
0
∫ 1
0
(1− s)2
2
g′′′(sx) ds dx
)
.
For practical use, note that all double integrals appearing above may be reformulated
as simple integrals by using Taylor formulas. For instance,∫ 1
0
∫ 1
0
g′(sx) ds dx =
∫ 1
0
g(x)− g(0)
x
dx .
Remark C.i. Note that the assumptions on f , g and h are tailored to include functions
given as g(x) = ǧ(x)/
√
1− x with ǧ a smooth function on [0, 1].
Proof. We start with the central case of G. Let us define by induction g0(x) := g(x) and
gj+1(x) = (gj(x) − gj(0))/x for all j > 0 and x 6= 0. All these functions have smooth
continuations up to x = 0 if g is C∞ at x = 0. Those continuations are smooth and
integrable on [0, 1). By induction we obtain, for any J ≥ 0,
(53) G(ρ) =
J∑
j=0
gj(0)
∫ 1
0
xj√
x(x+ ρ)
dx +
∫ 1
0
gJ+1(x)
xJ+1√
x(x+ ρ)
dx ,
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with gj(0) := g
(j)(0)/j!. In (53) the factors of gj(0) may be computed explicitly. Indeed,
after a series of standard changes of variables, which eventually amounts to introducing
the variable
s = exp
(
argcosh
(
x
ρ/2
+ 1
))
=
2x+ ρ+ 2
√
x(x+ ρ)
ρ
,
we find that ∫ 1
0
xj√
x(x+ ρ)
dx =
(ρ
4
)j ∫ (2+ρ+2√1+ρ)/ρ
1
(s1/2 − s−1/2)2j s−1 ds
thus∫ 1
0
xj√
x(x+ ρ)
dx =
(
2j
j
)
(−1)j (ρ/4)j
[
ln
(
(2x+ ρ+ 2
√
x(x+ ρ))/ρ
)]x=1
x=0
+
∑
06k62j
k 6=j
(
2j
k
)
(−ρ)2j−k
(k − j) 4j
[
(2x+ ρ+ 2
√
x(x+ ρ))(k−j)
]x=1
x=0
=
(
2j
j
)
(−1)j (ρ/4)j
(
ln(2 + ρ+ 2
√
1 + ρ) − ln ρ
)
+
∑
06k62j
k 6=j
(
2j
k
)
(−ρ)2j−k
(k − j) 4j
(
(2 + ρ+ 2
√
1 + ρ)(k−j) − ρ(k−j)
)
.
Since both the function ρ 7→ ln(2 + ρ + 2
√
1 + ρ) and, for n any rational integer, the
function ρ 7→ (2 + ρ+ 2
√
1 + ρ)n have power series expansions as ρ→ 0, this shows that
(54)
∫ 1
0
xj√
x(x+ ρ)
= ∗ ρj ln ρ +
J∑
k=0
∗ ρk + O(ρJ+1) ,
where we have denoted for simplicity by ∗ the coefficients that can be derived from the
explicit formula above and the expansion of the aforementioned functions.
We must also deal with the last integral in (53), which is of the form
Ij(ρ) =
∫ 1
0
ϕ(x)
xj√
x(x+ ρ)
dx ,
with ϕ = gJ+1 smooth and integrable on [0, 1) and j = J + 1 > 1. For any k 6 j − 1 the
kth derivative of Ij may be obtained by differentiating under the
∫
sign. This yields for k
as above and any ρ ≥ 0
I
(k)
j (ρ) =
(−1
2
) (−3
2
)
· · ·
(−2k+1
2
) ∫ 1
0
ϕ(x)
xj−1/2
(x+ ρ)k+1/2
dx ,
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hence in particular
I
(k)
j (0) =
(−1)k × (2k)!
4k × k!
∫ 1
0
ϕ(x)xj−1−k dx .
At any ρ > 0 we can differentiate I
(j−1)
j once more, and we receive
I
(j)
j (ρ) =
(−1
2
) (−3
2
)
· · ·
(−2j+1
2
) ∫ 1
0
ϕ(x)
(
x
x+ ρ
)j
dx√
x(x+ ρ)
.
Provided that ϕ is bounded near zero and integrable on (0, 1), this last integral is an
O
(∫ 1
0
dx√
x(x+ ρ)
)
,
which is itself an O(ln ρ). Therefore, I(j)j is integrable on [0, 1]. This enables us to write
by Taylor’s formula that
Ij(ρ) =
j−1∑
k=0
I
(k)
j (0)
k!
ρk +
∫ ρ
0
(ρ− r)j−1
(j − 1)!
I
(j)
j (r) dr
=
j−1∑
k=0
I
(k)
j (0)
k!
ρk + O(ρj ln ρ) .
Thus we have∫ 1
0
gJ+1(x)
xJ+1√
x(x+ ρ)
dx =
J∑
k=0
(−1)k ρk × (2k)!
4k × (k!)2
∫ 1
0
gJ+1(x)x
J−k dx + O(ρJ+1 ln ρ) ,
where the estimate depends only on a bound of gJ+1 near zero and on ‖gJ+1‖L1 .
In combination with (53) and (54), this shows altogether the existence of coefficients
aj, bj such that
(55) G(ρ) =
J∑
j=0
(ajρ
j ln ρ + bj ρ
j) + O(ρJ+1 ln ρ) .
The actual computation of aj, bj is technical but not difficult. In order to compute just
aj, bj for j = 0, 1, 2, we make explicit the foregoing process with J = 2. On the one hand
this yields in the limit ρ→ 0∫ 1
0
dx√
x(x+ ρ)
= − ln ρ + ln 4 + ρ
2
− 3ρ
2
16
+ O(ρ3)∫ 1
0
x dx√
x(x+ ρ)
=
ρ
2
ln ρ − ρ
2
ln 4 + 1 +
ρ
2
− 3ρ
2
8
+ O(ρ3)∫ 1
0
x2 dx√
x(x+ ρ)
= −3ρ
2
8
ln ρ +
3ρ2
8
ln 4 +
1
2
− ρ
2
− 7ρ
2
16
+ O(ρ3)
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since
ln(2 + ρ+ 2
√
1 + ρ) = ln 4 +
ρ
2
− 3ρ
2
16
+ O(ρ3)
2 + ρ+ 2
√
1 + ρ = 4 + 2ρ− ρ
2
4
+ O(ρ3) .
On the other hand, from the definitions of g1, g2 and g3, as ρ→ 0,∫ 1
0
g3(x)x
3√
x(x+ ρ)
dx = − g1(0) −
1
2
g2(0) +
ρ
2
g2(0) +
∫ 1
0
g1(x) dx
− ρ
2
∫ 1
0
g2(x) dx +
3ρ2
8
∫ 1
0
g3(x) dx + O(ρ3 ln ρ) .
This eventually yields
G(ρ) = − g(0) ln ρ +
∫ 1
0
g1(x) dx + g(0) ln 4 + g1(0)
ρ
2
ln ρ
+
ρ
2
(
g(0) + (1− ln 4) g1(0) −
∫ 1
0
g2(x) dx
)
− 3
8
g2(0) ρ
2 ln ρ
+
ρ2
16
(
−3g(0)− 6g1(0) + g2(0)(−7 + 6 ln 4) + 6
∫ 1
0
g3(x) dx
)
+ O(ρ3 ln ρ) .
We complete the computation of the first coefficients in the expansion of G by substituting
for g1, g2 and g3 their expressions in terms of derivatives of g obtained from the Taylor
formulas.
As regards the expansion of F , we may note that for ρ > 0,
F ′(ρ) =
1
2
∫ 1
0
f(x)
√
x
x+ ρ
dx ,
which is nothing but G(ρ) for g(x) = xf(x)/2. Expanding this specific G and applying
Lemma C.iii as in the comment following it we conclude to the existence of the claimed
expansion for F with
B0 = lim
ρ→0
F (ρ) =
∫ 1
0
f(x)x dx , A1 = a0 = −g(0) = 0 ,
and
B1 = b0 − a0 =
1
2
∫ 1
0
f(x) dx , A2 =
a1
2
=
f(0)
8
.
Regarding the expansion of H, it can be justified as the one of G by decomposing as
H(ρ) =
J∑
j=0
hj(0)
∫ 1
0
xj√
x(x+ ρ)3
dx +
∫ 1
0
hJ+1(x)
xJ+1√
x(x+ ρ)3
dx ,
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for any J ≥ 0, where hjs are defined by induction as h0 := h and for all j > 0, hj+1(0) =
h′j(0) and hj+1(x) = (hj(x)− hj(0))/x for all x 6= 0. Indeed the existence of the claimed
expansion then follows by arguing recursively from on the one hand, for j ≥ 1∫ 1
0
xj√
x(x+ ρ)3
dx =
∫ 1
0
xj−1√
x(x+ ρ)
dx − ρ
∫ 1
0
xj−1√
x(x+ ρ)3
dx∫ 1
0
ϕ(x)
xj dx√
x(x+ ρ)3
=
∫ 1
0
ϕ(x)
xj−1 dx√
x(x+ ρ)
− ρ
∫ 1
0
ϕ(x)
xj−1 dx√
x(x+ ρ)3
and, on the other hand,∫ 1
0
dx√
x(x+ ρ)3
=
4
ρ
∫ (2+ρ+2√1+ρ)/ρ
1
ds
(s+ 1)2
=
2
ρ
− 2
1 + ρ+
√
1 + ρ∫ 1
0
ϕ(x) dx√
x(x+ ρ)3
= O
(
1
ρ
)
and the fact that the function ρ 7→ 1/(1 + ρ+
√
1 + ρ) has a power series expansion.
Note that if we were willing to compute the coefficients of the expansion of H we could
rely on Lemma C.iii and use that G′ = H provided g = −2h.
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