We study the equivalence between the solutions of the variational-like inequality problem and the solutions of certain nonsmooth and nonconvex vectorial optimization problem.
Introduction
The connections between variational inequalities and optimization problems is well known, and many investigators have discussed them along many years; see, for instance, [1, 8, 10, 13] . This last article, which was authored by Giannessi, in particular, is one of the main works that study these connections in the finite-dimensional context. In recent years, the interest in the investigation on the relationships between these two classes of problems has increased, resulting in several different conditions for the existence of solutions for many variational-type inequalities (e.g., [5, 16, 19, 20] ). Connections among variational inequalities and vectorial optimization problems have also been studied in [11, 18, 25] , for instance.
By using a variational-like inequality, Lee et al. [19] obtained some results of existence of solutions for nonsmooth invex problems, which are generalizations of those obtained by Chen and Craven [4] for differentiable convex problems. Recently, Giannessi [11] showed the equivalence between efficient solutions of a differentiable and convex optimization problem and the solutions of a variational inequality of Minty type. He also proved the equivalence between weak efficient solutions of a differentiable convex optimization problem and solutions of a variational inequality of weak Minty type.
Following this last line of investigation, Lee [17] was able to establish the equivalence between the solutions of the inequalities of Minty and Stampacchia types for subdifferential (in the convex analysis sense) and efficient solutions and weakly efficient solutions, respectively, in the case of vectorial nonsmooth convex optimization problems. Moreover, using these characterizations, he proved a theorem on existence of weakly efficient solutions for the vectorial nonsmooth convex optimization problem, under hypothesis of compactness.
Efficient solutions
In this work, we extend the results obtained early by Lee [17] for the nonsmooth invex context. This paper is organized as follows. In Section 2, we fix some basic notation and terminology. In Section 3, we prove some connections between efficient solutions and vectorial optimization problems; in Section 4, we consider the case of weakly efficient solutions. Finally, in Section 5, we use the results of the previous sections to show an existence result of the weakly efficient solutions of nonsmooth invex vectorial optimization problem, under weak hypothesis of compactness.
Preliminaries
In this section we recall some notions of nonsmooth analysis; for more details, see, for instance, Clarke [6] .
Let R n be the n-dimensional Euclidean space and R n + its nonnegative orthant. In the sequel Ω will be a nonempty open subset of R n . A function f : Ω → R is said to be Lipschitz near x ∈ Ω if, for some K > 0,
for all y, z within some neighborhood of x. We say that f is locally Lipschitz on Ω if f is Lipschitz near any given point of Ω. The generalized directional derivative of f at x in the direction v, denoted by f 0 (x,v), is defined as follows:
The generalized gradient of f at x, denoted by ∂ f (x), is the subset of R n given by
where ·, · is the usual scalar product in R n . The set ∂ f (x) is nonempty when f is Lipschitz near x ∈ Ω. Let X be a nonempty subset of R n . The distance function related to X is the function
The distance function is not differentiable everywhere but is globally Lipschitz. Let x ∈ X; a vector v ∈ R n is said to be tangent to X at x if d 0 X (x,v) = 0 and the set of the tangent vectors to X at x is called Clarke tangent cone and denoted by T X (x). This set is a closed convex cone in R n . The Clarke normal cone to X at x can be defined by polarity with T X (x):
Suppose that f is a locally Lipschitz function on Ω and attains a minimum over X at x. Then,
We say that x ∈ X is a Clarke stationary point of f over X if (2.6) holds.
Hanson [14] considered the differentiable functions f : R n → R such that for all x, y ∈ R n , there exists η(y,x) ∈ R n such that
Nowadays, such functions are generally known as invex functions due to Craven and Glover [7] , who first named them so. This invexity notion generalizes the concept of convexity and allows to extend sufficient conditions of optimality and duality results to nonconvex optimization problems (see, e.g., [2, 12, 21] ). Invexity has now been extended to nondifferentiable locally Lipschitz functions. See, for example, Craven and Glover [7] , Reiland [23] , and Phuong et al. [22] . We use the definition provided in [22] : let X be a nonempty subset of Ω and suppose that f : Ω → R is a locally Lipschitz function on Ω. We say that f is invex on X if, for every x, y ∈ X, there is η(y,x) ∈ T X (x) such that
The above notion of invexity is very powerful because it allows to treat smooth and nonsmooth constrained problems, in the presence of an abstract constraint. In later sections we will deal with this subject.
An important result obtained by Phuong et al. is the following invexity characterization; see [22] . 
Efficient solutions and variational-like inequalities
Let X be a nonempty subset of R n and let f i : R n → R, i = 1,..., p, be the given functions. We consider the following vectorial optimization problem:
As it is well known, differently from the case of scalar optimization problems, there is not a unique concept of solution for vectorial optimization problems. Amongst the numerous definitions of solutions for such problems existing in the literature, we will consider the followings. Definition 3.1. A point y ∈ X is said to be (i) an efficient solution of (P) if there is no other point x ∈ X such that f (x) ≤ f (y), or equivalently,
4 Efficient solutions (ii) a weakly efficient solution of (P) if there is no other point x ∈ X such that f (x) < f (y), or equivalently,
(iii) a properly efficient solution of (P) if it is efficient and if there exists M > 0 such that for each i,
Remark 3.2. Some authors call the efficient solution as Pareto optimal solution. Also, weakly efficient solutions are also called weak-Pareto optimal solution or weak minimum.
Remark 3.3.
Kuhn and Tucker noted that some efficient solutions presented an undesirable property with respect to the ratio between the marginal profit of an objective function and the loss of some other functions. To these solutions, they introduced the concept of the noninferior proper solution. Subsequently, Geoffrion [9] modified the concept slightly and defined the properly efficient solutions. Now, we assume that f i are locally Lipschitz and invex functions on X with respect to η. We consider in this section the following variational-like inequalities.
Minty-type vectorial variational-like inequality (MVLI).
Find y ∈ X such that for each
Stampacchia-type vectorial variational-like inequality (SVLI). Find y
∈ X such that for each x ∈ X there exist ξ i ∈ ∂ f i (y), i = 1,..., p, such that ξ T 1 η(x, y),...,ξ T p η(x, y) / ∈ R n + \ {0}. (3.5) Proposition 3.4. Assume that X is a nonempty subset of R n and f i : R n → R, i = 1,..., p, are
invex locally Lipschitz functions on X with respect to η. If y ∈ X is a weakly efficient solution of (P), then it is a solution of MVLI.
Proof. Let y ∈ X be an efficient solution of (P). Then, for any x ∈ X, we have
Since f i is invex with respect to η, f
From (3.6) and (3.7), we obtain that y ∈ X is a solution of MVLI. Proof. Let y ∈ X be a solution of SVLI. Then for each x ∈ X, there exist
(3.8)
Since the functions f i are invex, we have for each x ∈ X,
Hence, from (3.8) and (3.9) we obtain 10) and so y ∈ X is an efficient solution of (P).
From Proposition 3.4 and Theorem 3.5, we have the following corollary. Thus, SVLI is a sufficient condition for efficiency in (P). However, this condition is not necessary (see, e.g., [17, page 172] ). We will show that it is a necessary condition for proper efficiency in (P). To prove the last assertion we will make use of the following result due to Jeyakumar [15] . Proof. (a)⇒(b). If y ∈ X is a properly efficient solution of (P). It follows from the invexity of the functions f i on X that there exist λ i > 0, i = 1,..., p, (see Brandão et al. [3] ) such that y ∈ X is a solution of the scalar optimization problem:
We observe that the function λ 1 f 1 + ··· + λ p f p is invex and thus
Then, there exist μ ∈ N X (y) and
On the other hand, η(x, y) ∈ T X (y), for all x ∈ X and, furthermore,
From (3.15) and (3.16) follows
Hence, (b) is proved. (b)⇒(a). We assume that there exists y ∈ X such that ξ i ∈ ∂ f i (y), i = 1,..., p, such that for each x ∈ X (λ 1 ξ 1 + ··· + λ p ξ p ) T η(x, y) ≥ 0 is verified. We will assume that it is not a properly efficient solution of (P) and then exhibiting a contradiction. Suppose y is not a solution of the following scalar minimization problem (see [9] ):
that is, there exists x ∈ X such that
Now, using the invexity of the functions f i , we obtain
which contradicts (3.18). Hence, y is a properly efficient solution of (P).
(b)⇔(c). We suppose that y ∈ X and that there exist λ i > 0 such that there are 
and this last inequality is exactly the statement (b). Thus, (b) and (c) are equivalent.
From Proposition 3.8, we get the following theorem.
Theorem 3.9. Let X be a compact and nonempty subset of R n and f i :
., p, are invex locally Lipschitz functions on X with respect to η. If y is a properly efficient solution of (P), then y is a solution of SVLI.
Proof. If y is a properly efficient solution of (P), then using Proposition 3.8, there exist λ i > 0, ξ ∈ ∂ f i (y), i = 1,..., p, such that
In fact, assume that there exists x ∈ X such that for each ξ i ∈ ∂ f i (y), we have 
Weakly efficient solutions and variational-like inequalities
In this section, we will consider variational-like inequalities of weak Minty and weak Stampacchia types, which we formulate as follows.
Weak Minty variational-like inequality (WMVLI).
Find y ∈ X such that, for each x ∈ X and each ξ i ∈ ∂ f i (x), i = 1,..., p, we have
Weak Stampacchia variational-like inequality (WSVLI).
Under certain hypotheses, it is possible to show that the solutions of WMVLI and WSVLI are equals. Before, we prove this, will recall the following definition: given the function η : S × S → R n where S is a nonempty subset of R n , we say that S is invex with respect to η at x ∈ S if for each y ∈ S and each t ∈ [0,1], we have x + tη(y,x) ∈ S; we say that S is invex if it is invex for all x ∈ S. Theorem 4.1. Let X be a nonempty subset of R n , invex with respect to η and f i : R n → R, i = 1,..., p, are invex locally Lipschitz functions with respect to η.
(
1) If y is a solution of WMVLI, then y is a solution of WSVLI. (2) Assume that the function η is antisymmetric (i.e., η(x, y) = −η(y, x), ∀x, y ∈ X) and that y ∈ X is a solution of WSVLI. Then y is a solution of WMVLI.
Proof.
(1) We suppose that y ∈ X is solution of WSVLI. Then, for each x ∈ X, there are
In fact, from the antisymmetry of η and (4.3), we have
Also, since f i is invex, and adding (4.5), we obtain
that is, for each x ∈ X and each ξ i ∈ ∂ f i (x), i = 1,..., p, we have
and, consequently,
thus, y is a solution of WMVLI. (2) We will prove the statement (2) . For that, we suppose that y ∈ X is a solution of WMVL. In this case, for each x ∈ X and each ξ i ∈ ∂ f i (x), i = 1,..., p, we have (ξ
For z ∈ X fixed, we consider the sequence (α k ) ⊂ (0,1], with α k → 0 when k → ∞ and we define z k := y + α k η(z, y). Since X is invex with respect to η, then the sequence (z k ) belongs to X. The set ∂ f i (z k ) is nonempty and therefore we can take ξ
But y is a solution of WMVLI and therefore Without loss of generality, we can suppose that all the functions f i have the same Lip-
) k∈N is a bounded sequence in R n and we can assume that ξ k i → ξ i when k → ∞, for some ξ i ∈ R n . Also, ξ k i ∈ ∂ f i (z k ) for each k and z k → y and since the set-valued mapping ∂ f i is closed (see [6] ), we obtain ξ i ∈ ∂ f i (y), i = 1,..., p. Taking k → ∞ in (4.9) and observing that the set (−intR p + ) c is closed in R p , we obtain
Hence, y ∈ X is a solution of WSVLI.
Theorem 4.2. Let X be a nonempty subset of R n , invex with respect to η and f i : R n → R, i = 1,..., p, invex locally Lipschitz functions with respect to η on X. Then (1) if y ∈ X is a solution of WSVLI, then y is a weakly efficient solution of (P); (2) if η is antisymmetric, then y ∈ X is a weakly efficient solution of (P) if and only if y is a solution of WSVLI.
Proof. Initially suppose that y ∈ X is not a weakly efficient solution of (P). Then there exists z ∈ X such that
Since the f i are invex, we have
Thus,
and, from (4.11) and (4.13), we have
Consequently, y is not a solution of WSVLI. Now, we suppose that y ∈ X is not solution of WSVLI. In this case, there exists x ∈ X such that for each
Since the f i are invex, 16) and consequently
The function η is antisymmetric and from (4.17), we have
Thus y is not a weakly efficient solution of (P).
Next, we will show results as in Proposition 3.8 for a weakly efficient solution of (P). To do this, we will use the following result that is an alternative theorem for invex functions, its proof can be seen in [3] . 
(ii) there exist λ i ≥ 0, i ∈ I, not all zero, such that i∈I λ i f i (x) ≥ 0, for all x ∈ C; but never both.
Naturally, under the hypotheses of Lemma 4.3, if C is compact, then f (x) reaches a minimum on C.
Next, we state the following result. 
Proof. The equivalence between (b) and (c) is proved similarly as in Proposition 3.8.
(a)⇒(b). We assume that y ∈ X is a weakly efficient solution of (P). Since f i are invex, the functions φ i , 21) are also invex with respect to η on X. By hypotheses, it does not exist an 
and hence
that is,
that is exactly the statement (b).
(b)⇒(a). We assume that there exist λ i ≥ 0, i = 1,..., p, not all zero, ξ i ∈ ∂ f i (y) such that
If y is not a weakly efficient solution of (P), then y is not a solution of the weighted scalar problem associated to λ, that is, there exists x ∈ X such that Note that the hypotheses applied on η in the last theorem are trivially satisfied when the function f i are convex; in effect, in this case, η(x, y) = x − y. See [24] .
Existence of weakly efficient solutions
We begin this section by recalling a fixed point theorem for set-valued mappings which is a generalization of the classical fixed point theorem of Fan-Browder, and which proof can be found in Park [21] . We will use the results of the previous section, together with Lemma 5.1, to establish a result about the existence of weakly efficient solution for the nonsmooth invex vectorial problems under weak compactness hypothesis on the feasible set X. 
