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DIFFERENTIATING CLASSES FROM DIMENSIONS WITH UNFAVORABLE 
DATA CONDITIONS: MONTE CARLO COMPARISONS OF TAXOMETRIC AND 
LATENT VARIABLE MIXTURE MODELS 
by Anthony Olufemi Ahmed 
August 2010 
Taxometric and latent variable mixture models can aid in (1) determining whether 
the source of population heterogeneity, a latent variable, θ, is best explain by a 
dimensional (one-class) or taxonic (two-class) model and (2) distinguishing between 
constructs continuously distributed and those that are Bernoulli distributed at the latent 
level. Although these models have gained widespread use in psychology research, few 
have been systematically evaluated to determine the robustness of their results when 
statistical assumptions are violated (e.g., severe skew, unequal mixing proportions, etc.). 
The current study examined the performance of Meehl’s taxometric procedures and two 
latent variable mixture models: a latent profile model and a one-factor one-class factor 
mixture model, when assumptions of normality, homogenous variances, equal group 
compositions, conditional independence, and adequate class separations are violated. The 
shape of taxometric graphs were systematically affected by reduced class separations, 
taxon base rate, nuisance covariance, and skew. Whereas nuisance covariance and poor 
class separations increased the likelihood of misjudging taxonic samples as dimensional, 
skewed configurations frequently increased the likelihood of misjudging dimensional 
samples as taxonic. In most configurations, the factor mixture model outperformed the 
latent profile model, frequently producing type I error rates less than .05 with the 
ii 
  
Bayesian Information Criteria (BIC) and the Bootstrapped Likelihood Ratio Test 
(BLRT). Of the latent variable mixture models, the BIC and BLRT proved to be the most 
reliable indicators of the correct number of classes but their performance was strongly 
affected by skew. When multiple statistical assumptions are severely violated, all of the 
statistical models produced type I error rates that consistently exceeded the .05 alpha 
level. Application of the multiple hurdles consistency approach to Comparative Curve Fit 
Indices (CCFIs) with dual thresholds improved the accuracy of taxometric methods when 
multiple statistical assumptions are violated. Across configurations, taxometric methods 
produced better accuracies at distinguishing between taxonic and dimensional data, when 
CCFIs are compared to indices generated in the latent variable mixture models.  
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CHAPTER I 
INTRODUCTION 
Differentiating Classes from Dimensions under Unfavorable Data Conditions: Monte 
Carlo Comparisons of Taxometric and Latent Variable Mixture Models 
Taxometrics has been defined as a mathematical approach to distinguishing 
between constructs that are taxonic and constructs that are dimensional (Meehl, 1995). 
Taxonic constructs exist as types or latent categories, whereas dimensional constructs 
vary along a continuum. A number of statistical techniques have been developed to 
analyze data sets for evidence of taxonicity or dimensionality including cluster analysis, 
latent class analysis, and taxometric analysis. Although these methods have gained 
widespread use, they differ in the extent to which inferences based on their results have 
been shown to be reliable when researchers use them to analyze data that violate 
statistical assumptions. 
The statistical methods adapted for distinguishing between classes and 
dimensions were developed assuming ideal statistical conditions (e.g., normally 
distributed indicator variables demonstrating equal variances within taxon and 
complement groups) that allow for clear interpretation of results. However, because real 
world research data may often present with less than ideal distributional characteristics, it 
may be of interest to taxometric researchers to determine if conclusions made based on 
these methods are accurate and robust when data deviate from idealized conditions. The 
effects of violating statistical assumptions on statistical methods can be studied 
systematically using Monte Carlo simulations. The present study investigated the 
behavior of taxometric methods under conditions of indicator skew, weak indicator 
 2 
validity, unequal group variances, and nuisance covariance. The effect of group 
compositions (e.g., low taxon base rates) on the outcome of various taxometric methods 
was also investigated. The results obtained from Meehl‟s taxometric methods were 
compared to results from latent profile analysis and factor mixture analysis.   
There has been growing interest in the field of psychology and other behavioral 
sciences about whether constructs in personality and psychopathology are best viewed as 
categorical or dimensional. Categorical models of personality and psychopathology 
generally describe individual differences between people as qualitative, discontinuous, 
and defined by “types” rather than degrees or quantities, whereas dimensional models 
describe individual differences as quantitative and varying in degree rather than type 
(Haslam & Kim, 2002). For example in the domain of psychopathology, the authors of 
the Diagnostic and Statistical Manual of Mental Disorders (e.g., DSM-IV-TR, American 
Psychological Association (APA, 2000) view many of the psychological disorders 
represented in the DSM-IV-TR as separate and qualitatively distinct from other 
syndromes and from non-pathology. Dimensional models of psychopathology may, 
however, view clinical syndromes as existing on a continuum of severity with normal 
functioning, or may view various clinical presentations as varying by levels of severity on 
a number of factors or descriptors (Widiger & Trull, 2007).  
 Perspectives about whether categorical or dimensional models are better adapted 
to the study of individual differences in psychology are considerably influenced by 
theoretical orientations. For example, the DSM nosological system is strongly influenced 
by a biomedical model that is reflected in its categorical approach and that embodies the 
perspective of biological psychiatry (Jablensky, 1999; Reznek, 1991). Proponents of 
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categorical or dimensional models of individual differences have also offered indirect 
evidences such as observations of etiological components, course, demographic patterns, 
and patterns of comorbidity to support their perspectives on latent structure (e.g., 
Beaumont, Garner, & Touyz, 1994). In recent years, researchers have also focused on 
providing direct mathematical evidence of taxonic or dimensional latent structure. The 
most commonly used mathematical methods include a collection of procedures based on 
coherent cut kinetics (Meehl, 1999). Researchers have also used other statistical 
procedures such as cluster analysis, finite mixture modeling, and latent class analysis to 
determine whether constructs are taxonic or dimensional. Although all statistical methods 
that aid in distinguishing latent classes from dimensions may technically fit under the 
rubric of “taxometrics,” the label “taxometrics” is used in the research literature to 
describe methods developed by Meehl and colleagues originally labeled as “coherent cut 
kinetics” (e.g., Meehl & Yonce, 1994, 1996; Waller & Meehl, 1998). Thus, taxometrics 
is used synonymously with coherent cut kinetics to describe these methods. 
Researchers have used each of the aforementioned statistical methods in contexts 
requiring that they identify the number of classes or subpopulations represented in data.    
Although the number of classes or subpopulations that may optimally describe a 
population‟s heterogeneity varies, this paper focuses on situations in which the 
population is defined by one or two classes and a decision has to be made about whether 
a one or two-class solution best fit the data. For example, given a latent variable, θ, 
having the form of a multivariate normal mixture described by McLaughlan (2000): 
c
i
iiii xpxf
1
):()(        (1) 
in which pi (the mixing proportions or relative base rates of the classes) are defined, such 
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that their group probabilities range from 0 to 1 (i.e., 10 ip ) and the sum of their 
group probabilities is 1 (i.e., 
c
i
ip
1
1 ). The groups are defined by their mixture or class 
densities αi, group means μi and variance-covariance matrix Σi. This paper focuses on 
situations presented by Meehl and colleagues, in which θ is a Bernoulli distributed 
variable defined by a taxon t and complement group c with class probabilities adding up 
to a value of 1: 
 1)(0 tptP  and )1()( tpcP     (2) 
Although researchers may be interested in mixture models comprising more than simply 
a taxon and complement category (further, other research scenarios may require 
evaluating mixture models with two or more latent class variables), this one versus two-
group scenario is common in personality and psychopathology research and thus remains 
the focus of this study. For example, a researcher may be interested in identifying a 
subclass of individuals with a vulnerability to developing alcohol use problems based on 
a set of behavioral and biological indicators with an interest in diagnosis, etiological 
exposition, and/or treatment.    
The aim of the current study is to compare the performances of various taxometric 
and latent variable mixture models under data conditions typically encountered in real-
world research. The study focuses on evaluating the robustness of decisions made with 
the various models when statistical assumptions are violated such as normality, 
homogenous variances, equal group compositions, conditional independence, and 
adequate class separations. This paper begins by describing the two general approaches to 
distinguishing between classes and dimensions - Meehl‟s taxometric modeling and latent 
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variable mixture modeling. Next it reviews previous Monte Carlo studies of taxometric 
and latent variable mixture models. The third section describes the Monte Carlo 
simulation study including functions for generating data distributions and distributions 
types, and other data parameters.   
Latent Variable Modeling 
 Latent variable models involve mathematical representations of the relation 
between continuous or categorical latent distributions as outcome variables, and a set of 
indicators of the categorical or continuous variable. Crucial to latent variable modeling of 
categorical or continuous constructs is the distinction between latent constructs 
(represented by c or η depending on whether model deals with categorical or continuous 
latent distribution) and manifest indicators u (in models using categorical indicators) and 
y (in models using continuous indicators; Muthén, 2001). The latent variable modeling of 
categorical constructs is synonymous with latent variable mixture modeling. Latent class 
analysis represents a prominent method of modeling categorical constructs, whereas 
factor analysis may represent the most common method of modeling dimensional 
constructs.  
Latent class analysis typically deals with situations in which the researcher is 
interested in determining the number of classes that would best account for the 
relationships among a set of categorical observed outcomes or indicators (e.g., true-false 
items). In mixture models, response outcomes or indicator types can be categorical, 
continuous, ordered, nominal, censored, or count variables; however, the current study 
focuses specifically on continuous indicators. Latent profile analysis is an extension of 
latent class analysis to situations in which the indicator variables are continuous rather 
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than categorical (Muthén, 2001). Latent class/profile analysis is similar to factor analysis 
in the sense that the latent variable c accounts for the observed relationships among the 
indicators u or y in the same way that the latent variable η accounts for the relationship 
observed among y indicators in a factor analysis (Muthén, 2001). The assumption is that 
when the latent class variable c is controlled for, the indicators of c, u or y assume a 
random relationship. The classes K comprising c are assumed to be “conditionally 
independent,” that is, the indicators of c are uncorrelated within classes K and as K 
increases, within class correlations are virtually nonexistent. The equation below, 
presented in Muthén (2001), represents a latent class model of a latent variable c with a 
given number of categories K, indicated by binary indicators u. The model parameters are 
(a) the conditional item probability, which indicates the probability that a class member 
would endorse an item, and (b) the mixing proportion, base rate, or class probabilities, 
which indicate relative proportion of individuals in the population belonging to each level 
of k. The probability of a dichotomous (0, 1) indicator is given by 
 
K
k
kcuPkcPuP jj
1
)|1()()1(      (3) 
When the assumption of conditional independence holds, the probability of all combined 
n indicators  
 
k
k
kcuPkcuPkcuPkcPuuuP nn
1
)|()...|1()|1()(),...,( 2121  (4) 
In latent class models, posterior probabilities, which represent the probability that an 
individual belongs to each class, can be obtained and used to determine the individual‟s 
appropriate class. It is often expected that posterior probabilities may be non-zero for 
many classes (i.e., partial membership); however, case assignment is based on the highest 
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posterior probability. Nylund, Asparouhov and Muthén (2007) present the latent class 
model of a latent variable indicated by continuous indicators as in latent profile analysis. 
For this generalization, the joint density of the indicators is given by the expression   
 
K
k
kcyfkcPyf ii
1
)|()()(       (5) 
In this case, because the indicators are continuous, the means and the variances within 
each class become relevant parameters. The equation states that each latent class has its 
own yi mean, variance, and covariance matrix. The assumptions of latent class models 
also hold for latent profile models including equal covariance matrices across latent 
classes, diagonal covariance matrices (which amounts to assuming local independence), 
and multivariate normality (Nylund et al., 2007).      
 Whereas latent class/profile analysis involves determining the number of classes 
that best account for the observed relationship among a set of indicators, factor analysis 
typically deals with situations in which the researcher is interested in determining the 
number of factors that best account for the observed relationships among a set of 
indicators. The basic common factor model makes a distinction between the latent 
variables or factors η and the manifest indicators yi. Lubke and Muthén (2005) present 
the linear factor analysis model as  
 iiyiyi Xy        (6)      
where ν represents the intercept of the regression model, Λi represents the factor loadings, 
ηi represents scores on the factors, Гy is the regression weight of the effect of a covariate 
Xi on yi and εi represents the regression residuals. Although originally conceived to unveil 
latent dimension underlying a set of data, factor analysis can also unveil latent classes in 
distributions made up of two or more classes; thus clustering cases rather than factors.  
 8 
Muthén and colleagues (e.g., Muthén, 2006) have developed a collection of 
modeling techniques that represent a fusion of latent class analysis and factor analysis, 
including latent class factor analysis and factor mixture analysis. These procedures are 
advantageous because they are adaptable to representing categorical and dimensional 
state of affairs (Muthén, 2006). The numbers of latent classes that best describe the model 
are presented by the analysis as well as factor scores, which may aid in determining 
whether differences across groups on indicators are best viewed as qualitative or 
quantitative differences via examining class differences in factor scores.  
Of particular interest in the current investigation is factor mixture analysis (Lubke 
& Muthén, 2007). Factor mixture models are a collection of latent variable mixture 
models that combine common factor analysis and latent class analysis. They are based on 
the premise that the observed relationship among a set of indicators is influenced by one 
latent class variable and one or more continuous factors. Factor mixture models draw 
from latent class analysis in their assumption that a latent class variable influences the 
observations in the population, but depart from latent class analysis in that they do not 
assume conditional independence, but rather suggests that within classes, one or more 
factors influence the indicator variables, causing them to covary. For a factor mixture 
model of a single latent class variable indicated by continuous variables, this procedure 
begins with a factor analytic component based on the common factor model. The 
indicator variable yi within classes is regressed onto the factor ηi. Each indicator has its 
own intercept ν and slope represented by the factor loadings Λi (see equation 6 above). 
The next step specified in the model is the regression of the latent factor variable onto the 
latent class variable c.  
 9 
iiii c         (7) 
where Α is the factors by class matrix containing regression intercepts, Χ denotes the 
covariate, ζi is the portion of the model not accounted for by the class variable and the 
covariate, and Γη is the regression weight of the factors on the covariates. When classes 
exist, this may be akin to examining mean differences across classes, given that the factor 
scores are expected to differ across groups, with regression weights (Γη) of the model 
indexing predicted group means (one of the classes is specified as a reference or dummy 
coded category). The final step involves regressing the latent variable c onto the covariate 
if a covariate is of interest in the model. For example, if a researcher is interested in 
whether a family history of alcoholism contributes to the likelihood of group membership 
in a particular class, this variable may be incorporated into the model as a covariate and 
regressed onto the factor and class variables in the first two steps. Lubke and Muthén 
(2007) conceptualize the final step as a multinomial logistic regression with the covariate 
predicting the log odds of the probability of belonging to one class as compared to 
belonging to the reference category.  
Latent class factor analysis is a type of factor mixture analysis and it shares 
similar steps with other factor mixture models (see Lubke & Muthén, 2007; Muthén, 
2006). Its uniqueness as a factor mixture model is that factor means are equal across 
latent classes, which may be guided by the researcher‟s perception of the location of the 
classes on each factor (Muthén, 2006). The current study does not specifically examine 
latent class factor analysis but rather focuses on a specific type of factor mixture model 
with a 1 factor, 1 versus 2 class model specification as an illustration (models with 
multiple factors and more than two classes are possible).   
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Meehl‟s Taxometric Method: Coherent-Cut Kinetics 
Coherent cut kinetics, developed by Paul Meehl, is a collection of independent 
and non-redundant mathematical procedures based on a non-theoretical causal-origin 
approach (Grove & Meehl, 1993; Meehl, 1965, 1995; Meehl & Golden, 1982; Meehl & 
Yonce, 1994, 1996; Waller & Meehl, 1998). To draw conclusions about the latent 
structure of a construct, coherent cut kinetics focuses on the pattern of relationships 
(depicted graphically) existing among fallible indicators of the construct of interest to 
determine whether the construct is taxonic or dimensional. Coherent cut kinetics 
supposes that given a set of indicators that differentiate between members of a 
conjectured taxon group and a complement group (Meehl‟s method allows such 
indicators to be fallible, in the sense that they do not perfectly discriminate between the 
conjectured latent class and the complement group), such indicators will be correlated 
when a sample is made up of members of the taxonic group and members of the 
complement group. However, the indicators can be expected to be uncorrelated within the 
taxon and complement groups (Waller & Meehl, 1998). Indicators of the conjectured 
latent taxon are correlated because they distinguish between the taxon and the 
complement group (thus possess construct validity with regard to the construct).  
Coherent cut kinetics also supposes that when a taxon is present, there will be 
group mean differences between the taxonic group and the complement group on any 
given indicator that relates to the covariance between any two indicators in a mixed 
sample (Golden, 1982; Waller & Meehl, 1998). This relationship is summarized in 
Meehl‟s (1965) General Covariance Mixture Theorem, which expresses the covariance of 
indicators of a conjectured latent class as a function of the mean differences between the 
 11 
taxon and the complement group, the base rate of the taxon group, and the covariance of 
the indicators within each group. For example, if given three indicators (i, j, k) that 
differentiate between a taxon (t) and a complement (c) group; when P represents the base 
rate of the taxon group and Q the base rate of the complement group, the mixed 
population covariance (cij) between i and j is given by  
jicijtijij dPQdQcPcc        (8)    
where cij is the covariance of indicators i and j in the mixed sample, ctij is the covariance 
of the indicators in the taxon group, ccij is the covariance of the indicators in the 
complement group, P is the base rate of the conjectured latent class, Q is the base rate of 
the complement group, cti iid , mean difference between groups on indicator i, 
validity of indicator i, ctj jjd , mean difference between groups on indicator j, 
validity of indicator j.  
The General Covariance Mixture Theorem accounts for situations in which the 
indicators are considerably correlated within conjectured taxon and/or complement 
groups (i.e., considerable nuisance covariance) but reduces to equation (9) when the 
indicators are uncorrelated within groups as in a taxonic situation: 
 jiij dPQdc          (9) 
thus, the covariance of the indicators of a conjectured taxon is related to the mixing 
proportions of taxon and complement groups, as well as the validity of the indicators of 
the conjectured taxon. Note that this theorem requires that i, j, and k possess a form of 
latent monotonicity or stochastic ordering so that if they were represented in an indicator 
vector, Y, taxon group members will likely score higher than complement members for 
every indicator given that response functions are non-decreasing due to their relationship 
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with θ: 
 )|()|( cyYPtyYP iiii       (10)    
or stated simply, the probability of taxon group membership for an individual i is an 
increasing monotone function of the individual‟s score on Y (see Meehl, 1992). The 
theorem also assumes a form of conditional independence when Equation (9) holds, 
albeit a less stringent form of conditional independence relative to conventional latent 
variable models (discussed in a later section). The joint probability density of the 
indicators of a taxonic structure when i, j, and k, are continuous variables stored in Y may 
be defined in Meehl‟s model as  
  )|()|()|( |||| zkPzjPziPP zkzjzizY     (11) 
for all real numbers, where z = {t, c} and the covariance matrices within t and c are 
diagonal as in (5). That is, the joint probability density function of i, j, and k, when θ is 
taxonic is the product of the individual probability density functions. The General 
Covariance Mixture theorem provides the mathematic foundations of coherent-cut 
kinetics, and also provides a mathematical description of Meehl‟s definition of a taxon. 
The next sections provide descriptions of coherent cut kinetic taxometric methods 
including MAMBAC (Mean Above Minus Mean Below A Cut; Meehl & Yonce, 1994), 
MAXSLOPE (Maximum Slope; Grove & Meehl, 1993), MAXCOV (Maximum 
Covariance; Meehl & Yonce, 1996), MAXEIG (Maximum Eigenvalue; Waller & Meehl, 
1998), and L-Mode (Latent Mode Factor Analysis; Waller & Meehl, 1998). 
MAMBAC 
Meehl and Yonce (1994) provide detailed descriptions of the MAMBAC 
procedure. MAMBAC is based on the assumption that if a taxon exists, valid indicators 
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of a conjectured taxon will differentiate between members of the taxon and complement 
group by virtue of group mean differences on the indicators. For example, on an indicator 
i, members of the taxon and complement groups will differ in their mean differences by a 
value di from the General Covariance Mixture Theorem. If the entire distribution of 
scores is randomly mixed up so that members of the taxon and complement groups are 
represented at both ends of the distribution, di will be minimized. Suppose a second 
indictor of the conjectured taxon, j was identified, possessing acceptable validity and 
considerably independent of indicator i within groups or in the mixed sample. Any cut on 
this indicator (designated by Meehl and Yonce as the input variable) will lead to an 
increase in di, or a separation in the group means on indicator i. As the cut on the input 
indicator improves (i.e., classifies cases into taxon and complement members more 
purely), di will continue to increase until the cut reaches the optimal cut, which yields the 
largest di. 
MAMBAC requires two indicators of the conjectured taxon with one designated 
as the input indicator j and the other designated as the output indicator i. The cases are 
sorted in ascending order on the input indicator, cuts are made on the input indicator, and 
the cuts are moved across the distribution of observations on this indictor. For every 
successive cut, di is computed on the output indicator, by subtracting scores falling 
“below the cut” from scores “falling above the cut” on the output variable. The graph of 
di against the corresponding j cuts is plotted. According to Meehl and Yonce (1994), 
when a taxon is present, the plot will be characteristically “concave down” with a 
“hump” near the middle when the base rates are equal and moving to the right as the base 
rate of the conjectured taxon group decreases. MAMBAC yields plots that are “concave 
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down” because di is highest at the “hitmax” cut, the cut that yields the largest mean 
difference on the output indicator, and decreases as the cut moves away from the 
“hitmax” cut point. Latent dimensions however yield characteristically “concave up” 
plots. According to Ruscio et al. (2006), this is expected because di values are smallest 
near the middle of the distribution given that cuts made there partition the distribution 
into equal halves. However, as the cut moves towards the ends of the distribution, di 
increases because the number of individuals falling below or above the cut is becoming 
smaller. Additional MAMBAC plots can be created by switching the input and output 
indicator, so that indicator i becomes the input, whereas indicator j becomes the output 
variable.   
MAXSLOPE 
Grove and Meehl (1993) provide detailed descriptions of the MAXSLOPE 
procedure. MAXSLOPE presents a graphical representation of the relationship between 
two indicators of a conjectured taxon possessing adequate validity and acceptable 
nuisance covariance. The interpretation of the presence or absence of a latent class is 
based on the shape of a local regression line drawn through regions of the scatter plot to 
capture the regression curve summarizing the relationship between the indicators. Unlike 
other coherent cut kinetic methods, MAXSLOPE like MAMBAC can be carried out 
using two indicators. One of the indicators is designated as the input variable and the 
other is designated as the output variable. MAXSLOPE models the relationship between 
both indicators via a regression analysis, which graphically represents the relationship 
between the indicators on a scatter plot. First, windows capturing a decent amount of 
observations are created on the designated input indicator. The window will be moved 
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across the input variable beginning with cases with the lowest values on the input 
indicator and moving up to cases with higher values. At each window, the slope of the 
regression equation is computed. MAXSLOPE requires that the windows capture a 
considerable number of cases because this enables MAXSLOPE to obtain more stable 
slope values across the sample. Further, the windows are overlapping windows in that 
successive windows capture cases that were previously included in a previous window. 
This also potentially contributes to obtaining more stable estimates of the regression 
slopes. A regression curve is plotted to capture the slopes obtained from the successive 
windows. In situations of negligible nuisance covariance, MAXSLOPE will produce a 
regression curve with a characteristic S-shape in taxonic situations with scatter plots 
clustering at the top and the ends of the regression curve. MAXSLOPE curves will be flat 
at the ends representing pure samples and steep in the middle of the distribution 
representing mixed samples. In contrast, MAXSLOPE produces a straight, linear 
regression plot when the latent structure of the construct is dimensional. When there is a 
latent class, a graph of the slope at each successive cut plotted against the cut on the input 
indicator yields a “hump” near the „hitmax” region, and relatively flat distributions as the 
cut moves away from this region. According to Grove and Meehl (1993), this 
characteristic hump is absent in dimensional situations. 
The MAXSLOPE procedure is grounded in the General Covariance Mixture 
Theorem. According to the theorem, valid indicators of a taxon will be correlated in 
mixed samples but uncorrelated within taxon and complement groups. MAXSLOPE 
directly represents the relationship between two valid indicators of a taxon in graphical 
form, in line with the definition of a taxon according to the General Covariance Mixture 
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Theorem. The point of highest slope on the MAXSLOPE plot is its “hitmax” point, 
representing the value on the input indicator that maximally distinguishes between 
members of the taxon and complement group. However, according to Grove and Meehl 
(1993) the location of the hitmax may be influenced by the base rate of the taxon group. 
It is conceivable that locations of the hitmax may also be obscured by non-normal 
distributions. Further, it is also conceivable that such distributions may affect base rate 
estimates and detecting taxonicity.  
MAXCOV-HITMAX 
Meehl and Yonce (1996) provide detailed descriptions of the MAXCOV-
HITMAX procedure (see also Waller & Meehl, 1998). This procedure also draws directly 
from the definition of a taxon according to the General Covariance Mixture Theorem, 
which supposes that indicators of a conjectured latent class should be correlated in a 
mixed sample of taxon and complement group members but uncorrelated within pure 
samples. In this case, the covariance of the mixture is defined by equation (6). The logic 
of the General Covariance Mixture Theorem is also seen when within taxon groups and 
complement groups, the mixed sample covariance cij = 0, because either P or Q = 0 
(Ruscio et al., 2006). However, mixed sample covariance should be higher than zero in 
mixed samples, and should increase as the sample becomes progressively more evenly 
mixed between taxon and complement group members. The highest mixed sample 
covariance should be obtained when there is an equal representation of taxon and 
complement group members in the mixed sample (i.e., P = Q = .5). 
MAXCOV requires three indicators (i, j, k) of the conjectured taxon with each 
possessing adequate validities and acceptable nuisance covariance. One of the indicators, 
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i, is designated as the input variable and the other two indicators, j and k, are designated 
output variables. The cases are rearranged in ascending order based on scores on the 
input variable, i. Next, cuts are made on the input indicator, and the cuts are moved 
across the distribution of observations on i. The cuts create windows of sub-samples, and 
this window is moved progressively across the entire sample. For every successive cut on 
i, the covariance between j and k, cjk, within that window is computed. The graph of the 
covariance cjk (on the y-axis) is plotted against the cut on indicator i (on the x-axis). It 
should be noted that unlike MAXSLOPE, windows created by MAXCOV are non-
overlapping. These windows may be based on standard deviation units, number of cases, 
or a defined range of scores. According to Meehl and Yonce (1996), taxonic situations 
produce graphs that are characteristically “concave down” with a “hump” in the middle 
of the distribution with the most equal representation of taxon and complement group 
members. According to the General Covariance Mixture Theorem, this region (where P = 
Q = .5) will produce the largest covariance between indicators j and k. Given that the base 
rates become progressively less equal as successive cuts move away from this region 
(with either P or Q → 0), the mixture covariance becomes smaller (cjk → 0). However, 
dimensional situations produce graphs that are relatively flat because cjk estimates should 
remain relatively constant across successive windows. Additional MAXCOV plots are 
generated by reassigning the input variable as another indicator, while the covariance 
between the other two indicators is computed for each non-overlapping window.  
MAXEIG-HITMAX 
Waller and Meehl (1998) provide detailed descriptions of the MAXEIG 
procedure. MAXEIG was developed as a multivariate extension of the MAXCOV 
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procedure and shares a number of similarities with the latter. Like MAXCOV, MAXEIG 
designates an input variable from a pool of indicators of the conjectured taxon. However, 
unlike MAXCOV, MAXEIG uses each indicator only once as an input variable. Further, 
as windows are made along the input variable, eigenvalues rather than covariances are 
computed on the output indicators at each successive window. Whereas the sliding cuts 
made on the input indicator in MAXCOV result in non-overlapping windows, MAXEIG 
windows are overlapping. This means that as the window is moved along the input 
variable, each successive window contains a proportion of cases from a previous window. 
For example, successive windows may share as much as 90% of their cases.  
Whereas MAXCOV computes the covariance of two indicators in each window, 
MAXEIG simultaneously computes the covariance of three or more indicators. Thus 
MAXEIG yields one MAXEIG graph per indicator. As aforementioned, MAXEIG 
computes eigenvalues from the covariance matrix of the indicators. The first eigenvalue 
reflects the covariation among all of the output indicators and this is obtained for each 
successive window. The graph of the eigenvalue (on the y-axis) is plotted against the cuts 
on the input indicator (x-axis). Taxonic situations yield plots with peaks representing the 
location of the hitmax, whereas dimensional situations yield plots with no apparent peaks.                 
L-MODE 
Waller and Meehl (1998) provide detailed descriptions of the L-Mode procedure. 
L-Mode represents a deviation from other coherent cut kinetic procedures as it lacks the 
characteristic “sliding cuts or windows” that characterize the other procedures (Ruscio et 
al., 2006); however, its principles are still based on the General Covariance Mixture 
Theorem. Waller and Meehl (1998) developed this procedure partly from Thurstone‟s 
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observation of categorical factors. Essentially, Thurstone suggested that latent factors can 
also take on categorical rather than continuous values indicating the presence or absence 
of a trait. Thus, L-mode is essentially a factor analytic technique that represents 
categorical situations by computing covariances between indicators of the conjectured 
taxon and representing them by a dichotomous latent factor. If a categorical variable is a 
primary source of an observed covariation among the indicators of a psychological 
construct, then in a principal components analysis, it should emerge as the first unrotated 
factor to be extracted. L-Mode factor analysis examines latent structure by identifying 
modes within a factor-score density distribution. The indicators of the construct of 
interest are subjected to exploratory factor analysis and factor scores from the factor-
score estimates are then used to plot a factor-score probability density distribution. The 
distribution is examined for local modes; if the construct is taxonic, then a plot of the 
factor score probability density distribution should yield evidence of bimodality, which 
would be an indication of two relatively discrete classes, whereas a dimensional construct 
will yield factor scores unimodally distributed. A bimodal distribution of the factor 
density plot is expected in a taxonic situation because dichotomous factor scores will 
typically cluster around one of two possible scores with one indicating membership in the 
taxon group and the other membership in the complement group.     
Assumptions of Taxometric and Latent Variable Mixture Models 
 Latent variable models and Meehl‟s taxometric methods are adaptable to 
addressing questions of latent structure. These methods are based on a similar primary 
assumption of local or conditional independence, which is also crucial in their definitions 
of a latent class. Across these methods, the assumption is that latent variables c or η 
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accounts for the observed relationship among the indicators y or u and when c or η are 
held constant, the indicators of the latent variable become uncorrelated or assume 
independence. When the question of interest is identifying latent classes, indicators will 
be expected to be uncorrelated within groups. In Meehl‟s taxometric method, the 
independence assumption is synonymous with the assumption of zero nuisance 
covariance among indicators. As stated earlier, this assumes that indicators of a latent 
class will be uncorrelated within groups. Although local independence may be 
conceptualized as zero correlation within groups, this form of the local independence 
assumption only addresses linear relationships among indicators in Meehl‟s method (see 
McDonald, 1996). The assumption of local independence may be viewed as more 
stringent in latent variable modeling relative to Meehl‟s taxometric method. For example, 
latent class analysis requires that the product of individual conditional probabilities be 
equal to the joint probability of the manifest indicators (see Equation 2 above). The joint 
probabilities are a function of latent class base rates and conditional response 
probabilities (i.e., the likelihood that an individual responds in a particular manner on a 
set of indicators given the individual‟s class membership). This form of independence 
goes beyond zero within-group correlation, which can be described as 
jiyEyEyyE jiji ,0)()()(       (12)           
However, if the indicators are statistically independent, then  
 jiyfEyfEyfyfE jiji ,0)}({)}({)}()({ 2121     (13) 
The distinction between zero correlation and independence may for example be seen 
when the bivariate distribution of normally distributed indicators i and j is a polynomial 
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function. For example, equation (14) is a quadratic function with a characteristic 
“concave up” shape.  
jiyy ji ,
2
          (14) 
Although clearly dependent, the simple r of this distribution has a value of zero. 
Comon (1994) has suggested that nuisance covariance and local independence can be 
equivalent when indicator variables have a joint Gaussian distribution. The existence of 
residual correlations not accounted for by the class variable (i.e., violation of conditional 
or local independence assumption) is usually addressed in latent profile analysis by 
imposing additional classes to the model until the conditional independence assumption 
is satisfied. This is problematic for the latent profile model because the additional classes 
do not reflect true discontinuities. In addition, the latent profile model assumes that 
individuals within classes possess no severity differences, an assumption more often 
violated than not in real world data (Muthén, 2006). Factor mixture models are adaptable 
to decreasing the risk of violating the conditional independence assumption because of 
their factor analytic component, which can account for the nuisance correlation and 
hence, no need for additional classes. The factor can also subsume severity differences 
within classes with individuals having different factor scores on the latent factor.  
Normality Assumption 
Taxometric methods, latent profile analysis, and factor mixture analysis generally 
do not assume normal distribution of indicator variables. However, it is of interest to 
determine how these methods perform under deviations from normality. The next section 
reviews a number of studies of the behavior of taxometric procedures when skewed 
indicators are used in taxometric analyses. The effect of non-normality on the result of 
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statistical methods is important because of the high prevalence of non-normality in 
distributions of psychological phenomena (Micceri, 1989). Micceri (1989) investigated 
the prevalence of non-normality in the distributional characteristics of data obtained from 
440 psychometric, achievement, and abilities measures. Each data set Micceri (1989) 
obtained had a sample size of at least 400 observations. Micceri (1989) found that across 
data sets, there was a high prevalence of significant non-normality. Using Kolmogorov-
Smirnov tests of normality, all 440 distributions were significantly non-normal at a .01 
significance level. In terms of specific distributional characteristics, 216 distributions 
(about 49%) demonstrated an extremely heavy tail. About 82% of psychometric 
distributions demonstrated one moderately heavy tail distribution. About 31% of the 
distributions examined also demonstrated extreme asymmetry, including 84% of 
psychometric measures and 66% of ability/achievement measures. In terms of modality, a 
considerable percentage of the distributions examined were bimodal (20.2%) and 
multimodal (8.9%) with about 51% of the distributions being relatively “lumpy.” 
Characteristic “lumpiness” was most prevalent among psychometric measures (62%) and 
general ability measures (54.3%). The high prevalence of significant non-normality and 
deviations from smoothness, unimodality, and symmetry in distributions of psychological 
phenomena suggests that indicators used in taxometric analysis may often deviate from 
normality. The effect of such deviations on the results obtained from procedures 
including taxometric plots, parameter estimates, and likelihood ratios in latent 
class/profile analysis is of interest. 
Skewness is a particular form of non-normality that has received the most 
attention in studies of Meehl‟s taxometric procedures. Some of these studies are reviewed 
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in the next section. Skewness refers to the degree of asymmetry of the frequency 
distribution of a variable. Skewed distributions usually show a high preponderance of 
observations near one end of the distribution and a few at the other end. Positively (right) 
skewed distributions have observations concentrated at the lower end of the distribution 
and the longer tail extends to the right toward larger values, whereas negatively (left) 
skewed distributions have observations concentrated near the upper end of the 
distribution and the longer tail extends to the left toward lower values. Less attention has 
been paid to kurtosis in probability distributions. Kurtosis is the degree of curvature with 
regard to peakedness or flatness of the center of a distribution as well as the degree of 
“heaviness” or “thinness” of the tails of a distribution relative to the normal distribution. 
A leptokurtic distribution (positive kurtosis) has most of its observations in the middle of 
the distribution with very few scores in the tails and is relatively peaked. A platykurtic 
distribution (negative kurtosis) has a large number of scores in both tails of the 
distribution and a relatively less pronounced peak than a leptokurtic distribution.  
The relatively lesser coverage of the effect of kurtotic distributions in taxometric 
research may be unjustifiable, considering the high prevalence of “heavy tails” in the 
distributions Micceri (1989) examined. However, skew and kurtosis are likely related via 
their relationships to their respective moment generating functions; suggesting that 
statistics affected by skew may also be impacted by kurtosis. However, the specific 
impact of kurtosis types and combinations may still be of interest insofar as they 
represent violations of normality assumptions. Notwithstanding, as a first step to 
investigating the impact of violating normality assumptions on taxometric and latent 
variable mixture models, the current study focuses extensively on the impact of skew.  
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Indicator Validity and Homogeneity of Group Variances 
Indicator validity refers to the group mean separation between taxon and 
complement groups on a given indicator. Given that the mathematical foundations of 
Meehl‟s taxometric methods hinge on indicator validity, the effect of indicator validity 
has received considerable attention in studies of these procedures. Specifically, studies of 
the behavior of taxometric procedures (e.g., Meehl & Golden, 1982) have shown that the 
methods may differ in the extent to which results may be affected by poor indicator 
validities (i.e., mean separations of less than 1.25 standard deviations). In general, results 
tend to be clearer especially in taxonic situations when indicator validities are substantial 
(Ruscio et al., 2006). However, it is conceivable that a method such as L-Mode, which 
requires an inspection of graphical plots for evidence of bimodality to make judgments of 
taxonicity, may be susceptible to false negative judgments (i.e., incorrectly indicating 
taxonic cases as dimensional) when group mean separations on the indicator variables are 
low. Cohen‟s d separations of about two standard deviations are usually required for 
detection of bimodality when the taxon and complement groups are approximately equal 
and sampling error is negligible (Waller & Meehl, 1998). In such a situation where 
indicator separations are low (e.g., mean separations of 1 SD) a large number of 
indicators may be required to achieve the Mahalanobis distance separations required to 
detect bimodality. Although latent variable methods do not formally assume strong 
indicator validities, it is obvious that smaller class separations would impact class 
assignments and it is clear from at least one study that this holds for factor mixture 
analysis (Lubke & Muthén, 2007).  
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Taxometric methods in general do not make assumptions of homogeneous 
variances in their mathematic foundations; however, there are currently no systematic 
investigations of the effect of unequal within-group variances on the results of taxometric 
methods. Monte Carlo studies of the behavior of taxometric methods under unfavorable 
conditions have generally simulated data possessing equal within group variances as a 
matter of convenience in order to study other factors. Variances of indicators of a 
construct may vary considerably within a group (e.g., different indicator ranges, sources, 
scales). For example, endogenous depression, shown to be taxonic in several studies (e.g., 
Haslam & Beck, 1994), is indicated by vegetative symptoms such as anhedonia, sleep 
disturbance, and appetite disturbance that may be less variable within the taxon group but 
highly variable within the complement group. An exception to the dearth of 
investigations of the effect of unequal variance is found in Grove and Meehl‟s study of 
the MAXSLOPE procedure. However, Grove and Meehl did not investigate unequal 
variance independently of other data conditions. There are conceptual and likely 
mathematical reasons to be concerned about the effect of unequal group variances. 
Taxometric methods are based on the premise that in taxonic situations, taxon and 
complement group densities are each unimodal and only intersect once. However, 
consider a situation in which the complement group possesses a variance much larger 
than that of the taxon group. If the variance ratios are large enough, it is conceivable that 
the probability densities of the taxon and complement group could intersect at two points, 
one on either side of the taxon mode (Grove, 2004). Mathematically, taxonic status is 
related to scores on the indicator vector in the manner indicated in equation (10) - the 
probability of taxon membership exists as a monotone increasing (or at least monotone 
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non-decreasing) function of each indicator variable score. With normally distributed 
within-group data, this can only be satisfied by having equal variances; 
heteroscedasticity, however, increases the risk of violating latent monotonicity Although 
Grove and Meehl (1993) found MAXSLOPE to be robust in their small simulation study, 
it is of interest to determine if high variance ratios degrade the performance of Meehl‟s 
taxometric methods, latent profile analysis, and factor mixture analysis.        
Taxon group composition has received some attention in the taxometrics 
literature; particularly the base rate of the taxon group. Less attention has been paid to the 
effect of the taxon group sample size in investigations. In their investigation of the latent 
structure of hypnotic susceptibility, Oakman and Woody (1996) obtained taxonic results 
for hypnotic susceptibility using MAXCOV analysis and aided by the use of simulated 
dimensional data matching their sample parameters. They were concerned that their 
sample of 1,790 participants may have produced a factor structure that created false 
positive taxonic results; thus, they further explored the validity of their taxonic findings 
by investigating the latent structure of hypnotic susceptibility in a larger sample of 5,204 
participants. In the larger sample, not only were their initial results replicated, but their 
graphical plots were much more incongruent with their simulated dimensional plots. Thus 
it appears that larger sample sizes (which may also increase taxon group size) may 
improve the clarity of latent structure. Schmidt, Kotov, and Joiner (2004) have suggested 
that a taxon group size of at least 30 (corresponding to a .10 base rate of Meehl‟s 
recommended minimum sample size of 300 for taxometric investigations) should be 
present in the sample for taxometric curves to produce peaking curves; however, such a 
small taxon group size can produce inaccurate parameter estimates.       
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It is possible to investigate the effects of violating assumptions of local 
independence or zero nuisance covariance using Monte Carlo random number generation 
techniques. Monte Carlo simulations may also provide a means of investigating the 
robustness of both mixture models to violations of parameter assumptions about the 
nature of the distribution of indicator variables (i.e., approximate normality for Gaussian 
and Bernoulli distributions, adequate validity, and equal variances within groups). 
Further, they may also provide a means of investigating other data specific characteristics 
such as the effect of taxon group base rate and absolute size (i.e., number of taxon group 
members) on results obtained from specific methods.    
Previous Monte Carlo Studies of Taxometric and Latent Variable Methods 
The effect of unfavorable conditions on the results of taxometric procedures has 
received considerable attention in the taxometric literature including the effect of skewed 
indicator distributions, weak indicator validities, and nuisance covariance. The following 
review focused on studies that are germane to the objectives of the current study, which 
includes addressing the performance of specific methods and their robustness to 
violations of statistical assumptions. Meehl and Yonce (1994) examined the effect of 
base rate, indicator validity, nuisance covariance, and a combination of nuisance 
covariance and weak indicator validities on the graphical outputs of the MAMBAC 
procedure. For each condition examined, Meehl and Yonce (1994) created 25 Monte 
Carlo samples to account for random variable sampling error. For non-taxonic situations, 
data generation involved creating a linear relationship between indicator variables by 
multiplying a random variable with a factor loading determined by the expected 
correlation with other indicators to be created. For taxonic situations, the factor loading 
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was set to be close to zero to keep the random variables created relatively uncorrelated. 
To determine the effect of all the conditions investigated on graphical outputs, Meehl and 
Yonce (1994) visually inspected the graphical outputs produced by MAMBAC.    
 To examine the effects of conjectured taxon group base rate on MAMBAC 
results, Meehl and Yonce (1994) obtained MAMBAC plots for base rates of .50, .25, and 
.10 for taxonic situations. For each base rate condition, Meehl and Yonce (1994) also 
created nontaxonic data sets for comparison. Base rate estimates are not indicated in 
nontaxonic situations given that the data comprise only one distribution. However, 
different base rate values will typically produce different expected correlations. Thus, 
Meehl and Yonce (1994) generated comparison nontaxonic data that will have expected 
correlations corresponding to the three base rate conditions. Thus, whereas base rate 
conditions changed for taxonic data, expected correlations corresponding to the base rate 
conditions were varied in dimensional datasets.  
Meehl and Yonce (1994) found that the hitmax point generally shifts to the right 
of the distribution as the base rate decreases and to the left of the distribution as the base 
rate exceeds .50. In dimensional situations, the lowest point of the plot mostly moves to 
the right of the distribution as the expected correlation is decreased (to correspond to base 
rate conditions). Meehl and Yonce (1994) systematically examined MAMBAC outputs at 
varying levels of indicator separations (from three to one standard deviation). Their 
results showed that the hitmax peak tends to be more pronounced at larger separations. 
The most pronounced peaks were obtained at indicator separations of three standard 
deviations. The output peaks became less pronounced as the size of the separation was 
decreased, becoming considerably flat at separations of 1.50 and 1.25 standard 
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deviations, suggesting that weak group separations impact the clarity and interpretability 
of results. To examine the effect of nuisance covariance, Meehl and Yonce (1994) 
introduced nuisance covariance into taxon and complement groups via factor loadings 
into the variables of the Monte Carlo sample. Meehl and Yonce (1994) found that in 
taxonic situations, MAMBAC curves demonstrated considerably less pronounced 
“hump” as the nuisance covariance increases. Substantial correlations between indicator 
pairs produced more pronounced “dish shape” curve in dimensional situations. 
Combinations of nuisance covariance (.20, .35, and .50) and poor indicator validities (less 
than 1.75, 1.50, 1.25, and 1.00) sometimes produced curves that looked dimensional for 
taxonic situations especially for the most severe configurations.  
In another study, Meehl and Yonce (1996) also examined the effect of base rate, 
indicator validity, nuisance covariance, and a combination of nuisance covariance and 
weak indicator validities on the results of the MAXCOV procedure. Similar to the 
MAMBAC study, Meehl and Yonce (1996) visually inspected MAXCOV plots and 
provided descriptions of how each condition investigated affected graphical outputs.  
Like MAMBAC, as the base rates of the conjectured taxon group is reduced from .50 to 
.25, and then .10, the hitmax point on MAXCOV plots shifts to the right; however, when 
the base rates exceed .50, the peak shifts to the left. Similar to MAMBAC, lower 
indicator validities generally reduced the level of peakness of MAXCOV taxonic plots. 
Meehl and Yonce (1996) found that beginning with taxon and complement groups with 
equal nuisance covariance; MAXCOV taxonic curves are considerably symmetrical. 
However, increasing the amount of nuisance covariance in the taxon group shifts the 
hitmax point slightly to the right, whereas introducing comparably higher nuisance 
 30 
covariance into the complement group shifts the peak slightly to the left. Meehl and 
Yonce (1996) concluded that in general, the curves are slightly influenced by unfavorable 
conditions; however, taxonic curves can still be visually distinguished from non-taxonic 
situations. 
Although the results of Meehl and Yonce‟s (1994, 1996) investigations suggests 
that MAMBAC and MAXCOV may be robust to unfavorable conditions, Miller (1996) 
argued that non-linear relationship among indicators of a latent dimension could 
potentially result in MAXCOV plots that are spuriously peaked. Miller‟s (1996) Monte 
Carlo simulation method used normally distributed independent random variables that 
were uncorrelated but that demonstrated bivariate nonlinearity. Arguably, Miller‟s 
concern about the MAXCOV procedure is grounded in the distinction between zero 
correlation and statistical independence, highlighted in Equations 12, 13, and 14. Miller 
(1996) demonstrated that situations that met the condition of zero nuisance covariance 
but not statistical independence could produce “pseudotaxonic” results and lead to false 
inferences about latent structure. Miller (1996) noted that the findings of divergent base 
rate estimates from his analysis preclude the presence of a taxon, thus consistency tests 
are advisable in interpreting taxometric results. In a reply to Miller‟s (1996) finding, 
Meehl (1996) argued that although, nonlinearity may produce a single peak, it is unlikely 
for such a condition to produce multiple pseudotaxonic graphs with consistent base rate 
estimates. This highlight‟s an advantage of Meehl‟s method: its use of multiple 
consistency tests for drawing taxonic inferences. Moreover, it can be argued that Miller‟s 
(1996) counterexample is a deliberate violation of the form of latent monotonicity 
applicable to most mixture models including taxometric modeling – unidimensional 
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monotone latent variable modeling (UMLV), featuring rather a nonlinear model of 
outcome variables, a clear violation of Equation 10; thus, it can be argued that Miller‟s 
example is irrelevant to MAXCOV (see Maraun, Slaney, & Goddyn, 2003).   
Cleland and Haslam (Cleland & Haslam, 1996; Haslam & Cleland, 1996) 
examined the effect of using skewed indicators on the results of the MAMBAC and 
MAXCOV procedure. Specifically, Cleland and Haslam were interested in whether 
analysis using skewed indicators of a latent dimension would produce results that instead 
indicate a latent taxon. Similar to studies by Meehl and Yonce (1994, 1996), Cleland and 
Haslam distinguished between taxonic and dimensional data via visual inspection of 
graphical outputs. Using skewed and unskewed versions of the Monte Carlo samples 
drawn from Meehl and Yonce‟s (1994, 1996) MAMBAC and MAXCOV investigations, 
they examined conditions of moderate skew by adding four to the scores on each 
indicator and raising scores to the power 1.4 (this produced a mean skew of g1 = .38). 
High skew condition was created by adding four to the scores and raising the sum to the 
power of 2.0. This produced a mean skew value of g1= .80. Although they considered 
these skew levels significant, it is noteworthy that the skew levels are not very 
substantial. The results of their analyses revealed that MAMBAC was robust to their 
moderate and high skew levels. In general, the MAMBAC dimensional plots maintained 
their “concave up” shape for the moderately and highly skewed data sets. Further, they 
did not significantly deviate from the form of the unskewed data sets. MAXCOV also 
appeared robust to moderate and high levels of skew. The functions generated by 
MAXCOV under these conditions remained relatively flat and were no more likely to 
demonstrate peakness than those generated under unskewed data sets. Haslam and 
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Cleland (1996) noted that in certain situations of high skew however, MAXCOV 
produced exaggerated cusps at the right end of the plots in a manner resembling a low 
base rate taxonic situation.  
Grove and Meehl (1993) examined the performance of MAXSLOPE in detecting 
taxonicity in data that demonstrated a rather “fuzzy” grouping structure. Two latent 
distributions demonstrating high skew were combined in a 2:1 ratio, with indicator 
variances being about twice as large in one of the groups. Within group correlations 
between the indicators were acceptable at 0 and .15. Grove and Meehl (1993) found that 
MAXSLOPE was able to detect taxonicity via visual inspection even in the presence of 
highly skewed indicators with poor group separation. Further, estimates of base rate, 
within-group variances, and within-group correlations obtained from MAXSLOPE were 
close to their actual values, suggesting that MAXSLOPE is robust to situations of poor 
indicator validity and high skew. Whereas the characteristic hump demonstrated by 
MAXSLOPE is centered when the base rates are close to .50, the hump shifts to the right 
when the base rate of the taxon group becomes less than .50 and to the left when the 
taxon group base rate becomes higher than .50.  
 Waller and Meehl (1998) reported a Monte Carlo investigation of the behavior of 
L-Mode plots under different configurations of Monte Carlo samples varied by sample 
size, base rate, indicator validity, and nuisance covariance. Waller and Meehl (1998) 
were also interested in comparing the performance of L-Mode to two clustering 
procedures - Ward‟s trace method and the Average Linkage method. Waller and Meehl 
(1998) found when the base rate of the taxon group is reduced from .50 to .25, the factor 
score density distribution still showed evidence of bimodality although the modes 
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corresponding to the taxon group were considerably less conspicuous at this base rate. At 
a .10 base rate, the nodes corresponding to the taxon group are almost flat but still 
discernable as indicative of a latent class. At indicator separations of one standard 
deviation, Waller and Meehl (1998) found that the L-Mode bimodal peaks are less 
distinct when few indicators are used in taxometric analysis. However, when the numbers 
of indicators are increased, the nodes become more clearly distinct and bimodality is 
more evident. They also found that estimates of base rate, within-group variances, and 
within-group correlations (i.e., taxon parameters) obtained from L-Mode were close to 
their actual values. Further, in comparison to the two clustering procedures, L-Mode 
generated more accurate parameter estimates, and more accurately assigned cases to 
taxon and complement group.  
 Cleland, Rothschild, and Haslam (2000) compared the performances MAMBAC, 
MAXCOV, Ward‟s cluster analysis with cubic clustering criterion, and a mixture 
modeling technique for identifying the presence of latent classes. Cleland et al. generated 
135 Monte Carlo samples made up of two multivariate distributions and 135 samples 
made up of a single Gaussian distribution. They were interested in the ability of the 
methods to correctly distinguish latent classes from dimensions at different parameter 
combinations of sample size, base rate, and indicator validities. The sample sizes 
investigated were N = 100, N = 300, and N = 600. The base rates were .50, .25, and .10, 
and the indicator separations were 1.0, 1.5, and 2.0 standard deviations. Dimensional 
samples were varied in terms of the degree of loading of indicators on an underlying 
factor. Cleland and colleagues distinguished between taxonic and dimensional results 
produced by MAMBAC and MAXCOV through visual inspection of their graphical 
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outputs. They found that the overall accuracy of MAMBAC (.83), MAXCOV (.80), and 
mixture model analysis (.85) were comparable but all three significantly outperformed 
the cluster analytic method (.57). MAMBAC (.76), MAXCOV (.73), and mixture 
modeling (.71) were comparable in their sensitivities to detecting taxonicity. They all 
outperformed cluster analysis (.15) and were also more likely to indicate true taxonicity 
than cluster analysis. MAMBAC and MAXCOV also had lower false negative rates than 
Mixture model analysis and cluster analysis. Cleland et al. (2000) also found that 
separations of 1.0 standard deviation affected the accuracy of all four procedures 
(MAMBAC = .71, MAXCOV = .63, Mixture = .64, and Cluster analysis = .50). The 
accuracies of MAMBAC (.78), MAXCOV (.69), and mixture modeling (.72) were also 
attenuated by reduced sample size (N = 100).  
 Beauchaine and Beauchaine (2002) examined the performances of MAXCOV and 
K-Means cluster analysis in classifying cases into correct groups in taxonic situations. It 
should be noted that Beauchaine and Beauchaine (2002) were only interested in the 
classification accuracies of these procedures in taxonic situations. They were not 
interested in the performance of the methods in distinguishing classes from dimensions. 
Beauchaine and Beauchaine (2002) generated Monte Carlo samples corresponding to 
taxon and complement groups that differed by number of indicators, sample size, taxon 
group base rate, indicator validity, and nuisance covariance. The distributions generated 
were normal distributions with samples sizes varied from 100 to 1000, the indicator 
separations were varied from .2 to 2 standard deviations, the base rates and nuisance 
covariance were varied from .05 to .50. Beauchaine and Beauchaine (2002) compared the 
classification accuracies of both procedures when a parameter is varied while others are 
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kept ideal (i.e., sample size = 1000, zero nuisance covariance, 2 standard deviation 
indicator separations, .50 taxon group base rate, and 10 indicators). Under these 
“favorable conditions,” k-means was found to perform significantly better than 
MAXCOV at correctly classifying cases into taxon and complement classes. However, 
they also found that the precision of k-means was affected at fewer than seven indicators 
and indicator separations of less than 1.4 standard deviations, whereas MAXCOV was 
not.  Beauchaine and Beauchaine (2002) also created less than ideal conditions by 
increasing nuisance covariance to .30, decreasing indicator validities to 1.25 standard 
deviations, reducing sample size to 300, and reducing the base rate from .50 to .05. 
MAXCOV significantly outperformed k-mean when the base rate was reduced to .20 and 
lower, when the number of indicators was five and lower, and when sample size was 
reduced to 300. Increasing nuisance covariance also affected the performance of k-means 
but not MAXCOV, whereas reduced indicator validities affected both procedures.   
 In a series of studies, J. Ruscio and colleagues (Ruscio, 2007; Ruscio & 
Kaczetow, 2009; Ruscio, Ruscio, & Meron, 2007; Ruscio & Walters, 2009) examined the 
performance of taxometric methods when analyses are implemented with simulated 
comparison data. Simulated comparison data served as interpretive aid in these studies 
when analysis is conducted on original Monte Carlo samples and parallel analysis on 
simulated data matching the properties of the Monte Carlo samples. When simulated 
taxonic and dimensional comparison data are generated a Comparative Curve Fit Index 
(CCFI) can also be computed to examine the relative fit of taxonic versus dimensional 
models, which was applied to the Monte Carlo samples.  
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 Ruscio (2007) reported the results of two Monte Carlo studies examining the 
discriminating power of the commonly used base rate consistency test (BRCT). 
Inferences about taxonicity or dimensionality are made based on the closeness of base 
rate estimates within and across taxometric procedures. Whereas the first study examined 
the BRCT exclusively in 10,000 samples (5,000 taxonic and dimensional samples), the 
second compared its performance to inferences made based on GFI (with taxonic 
threshold as ≥ .90), proportion of extreme Bayesian probabilities (PBayes) and the CCFI 
(with taxonic threshold as ≥ .50) in 25,000 samples (12,500 taxonic and dimensional 
samples). Studied conditions were varied by base rate (P = .50, .25, .10, and .05), 
indicator validity (d = 2.00, 1.75, 1.50, and 1.25), nuisance correlation (r = .00, .10, .20, 
and .30), number of indicators (k = 3, 6, and 8), and level of skew (S = 0, 1, 2). The 
skewed configurations (S = 1, 2) were generated using a chi square distribution. The 
second study included even more severely skewed configurations (up to S = 6). Both 
studies used ROC analysis to index the discriminating power of each method (i.e. area 
under the curve). In the first study, the BRCT produced low discrimination for the 
taxometric methods examined (MAMBAC, MAXCOV, and MAXEIG) with the BRCT 
performing worst for MAMBAC, followed by BRCT across procedures, and MAXEIG 
and MAXCOV. The performance of the BRCT was better for lower base rate 
configurations and worse for skewed configurations. In the second study, MAMBAC and 
MAXEIG CCFI indices generated from parallel analysis with simulated comparison data 
were compared to BRCT for MAMBAC and MAXEIG, and PBayes and GFI for 
MAXEIG. MAMBAC and MAXEIG CCFIs produced accuracies (A) of A = .99 for 
MAMBAC and A = .94 for MAXEIG. These accuracies exceeded those obtained for the 
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BRCT for MAMBAC (A = .63) and MAXEIG (A = .36), and accuracies obtained for the 
GFI (A = .75) and PBayes (A = .60) across configurations. When MAMBAC and 
MAXIEG CCFIs converged on one solution (80.7% of cases), this had 99% accuracy. 
MAMBAC CCFI and GFI had 98% accuracy when they suggested the same conclusion 
but this happened with only 68.1% of cases.      
 Ruscio, Ruscio, and Meron (2007) presented a study evaluating the utility of 
simulated comparison data for parallel analysis in taxometric analysis. Their study 
simulated 5,000 taxonic and 5,000 dimensional Monte Carlo samples varied by sample 
size (n = 300 to 1000), base rate (P = .10 to .50), indicator validity (d = 1.25 to 2.00), 
nuisance correlation (r = .00 to .30), number of indicators (k = 3 to 8), skew level (S = 0 
to 6), and number of ordered categories (C = 0 to 15). Rather than match configurations 
in every possible permutation, Ruscio et al. (2007) sampled skew levels at varying rates 
to appropriately represent the levels of skew typically seen in real world data. Thus, 
whereas 65% of the samples had skew levels S = 0 to 2, only 35% of the samples had 
skew levels S = 3 to 6. Analyzing the data with the MAXEIG procedure, J. Ruscio et al. 
(2007) compared the discriminating index of the CCFI to GFI, PBayes, and the BRCT. 
Overall, the CCFI (A = .932) outperformed GFI (A = .741), PBayes (A = .608), and the 
BRCT (A = .381) across samples. The CCFI performed better at identifying taxonic and 
dimensional samples than the three other tests. 
Ruscio and Walters (2009) extended the use of simulated comparison data to the 
L-Mode procedure. Their study examined the ability of simulated comparison data to 
distinguish taxonic and dimensional samples with data configurations similar to those of 
prior studies. Monte Carlo samples were varied by latent structure (taxonic versus 
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dimensional, 12,500 samples each), sample size (n = 300 to 1000), base rate (P = .10 to 
.50), indicator validity (d = 1.25 to 2.00), nuisance correlation (r = .00 to .30), number of 
indicators (k = 3 to 8), and variance ratio (.25 to 4.00). Tail weight (g = .00 to .30) and 
asymmetry (h = .00 to .15) were simulated using the family of g-and-h distributions. 
Skew and kurtosis values ranged from 0 (normality) to 2.60 and 38.89 respectively. For 
identifying latent structure based on mode-counting, taxonic datasets were identified with 
74.6% accuracy when the ends of the distribution are trimmed and 58.6% accuracy for 
the full distribution. Dimensional data sets were more easily identified with 84.4% 
correctly identified when the ends of the distributions are trimmed. With the CCFI index, 
98.9% of taxonic samples, and 98.2% of dimensional samples were correctly identified, a 
vast improvement over the accuracy of the mode-counting. To further investigate the 
utility of the CCFI, Ruscio and Walters (2009) selected the most egregious configurations 
(50 dimensional and 58 taxonic samples). The CCFI correctly identified 92% of the 
dimensional samples and 82.8% of the taxonic samples for the most egregious samples.  
Recently, Ruscio, Walters, Marcus, and Kaczetow (2010) compared the 
accuracies of CCFI indices for MAMBAC, MAXCOV, MAXEIG, and L-Mode at 
distinguishing between taxonic and dimensional data. They also examined the accuracies 
of CCFI estimates when the thresholds for defining taxonic and dimensional data are 
varied. Three thresholds were of interest; the first was the single threshold with CCFIs 
falling above .50 indicating a taxonic structure, and CCFIs below .50 indicating a 
dimensional structure. Two dual thresholds were also examined to account for ambiguous 
latent structures such as when a taxonic and dimensional structure equally fit the data. 
The first dual threshold classifies data with CCFIs falling above .55 as taxonic and below 
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.45 as dimensional. The second classifies CCFIs falling above .60 as taxonic and below 
.40 as dimensional. Data producing other CCFI values are classified as ambiguous. 
Ruscio et al. (2010) also examined the incremental validity of CCFI estimates obtained 
from each procedure over other procedures in distinguishing between taxonic and 
dimensional data. The 100,000 Monte Carlo samples generated covered a range of 
configurations varied by latent structure (taxonic versus dimensional), (N = 300 to 1000), 
base rate (P = .10 to .50), group separation (d = 1.25 to 2.00), number of indicators (3 to 
8), nuisance correlation (.00 to .30), skew (g = .00 to .30), and kurtosis (h = .00 to .15). 
The overall accuracy and accuracy for identifying taxonic and dimensional data was 
highest for the .40 - .60 dual threshold and lowest for the single threshold but all accuracy 
rates were in excess of .90. MAMBAC had the highest overall accuracy, followed by L-
Mode, and then MAXCOV and MAXEIG, which produced accuracy rates that were 
virtually equal. MAXEIG was not further evaluated in the study given the redundancy of 
its results with those of MAXCOV. At identifying taxonic data, the order was also 
MAMBAC, followed by L-Mode, and then MAXCOV. L-Mode performed best at 
identifying dimensional samples followed by MAXCOV, and then MAMBAC. Ruscio et 
al. (2010) also determined that incremental validities of CCFIs generated from each 
procedure were generally less than 0.5% although the accuracy generated from using 
CCFIs from all three taxometric methods were higher than accuracy from each 
procedure. 
Also related to the question of whether taxometric methods work has been a 
question about whether they give false inferences about latent structure when they are 
used to analyze three-class, ordered, polytomous latent structures. McGrath (2008) 
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investigated such a scenario in a Monte Carlo study, reasoning that researchers may be 
using taxometric methods (designed to analyze two groups at a time) to analyze data with 
three or more homogeneous groups, while drawing one-versus-two-class inferences from 
such data. Thus, the study examined whether taxometric methods were more likely to 
adjudge polytomous situations as taxonic or dimensional. McGrath simulated 100,000 
Monte Carlo samples in 40 data configurations varied by nuisance covariance loading 
(.00 and .70), four permutations of adjoining class separations (d = 2.00/2.00, 1.25/2.00, 
2.00/1.25, and1.25/1.25), and five mixing proportion patterns for the three groups (.33-
.34-.33, .20-.60-.20, .10-.80-.10, .60-.20-.20, and .80-.10-.10). McGrath determined that 
MAMBAC tended to produce curves that were elevated at the end when skew was 
negligible, increasing their risk of been interpreted as dimensional. Situations with higher 
skew tended to peak at the right end of the distribution, mimicking a low-base rate 
taxonic situation. MAXCOV and MAXEIG produced curves that were bimodal or two-
peaked when the mixing proportion pattern was symmetrical At higher skew, weaker 
separations, and high nuisance covariance, MAXCOV and MAXEIG demonstrated a 
hump in the middle of the distribution. L-Mode curves tended to be trimodal at good 
separations with negligible skew and nuisance covariance but the distribution became 
more bimodal at weaker separations and increased nuisance covariance. Overall, the 
results suggest that taxometric graphs would likely be unreliable as a means of 
determining the correct latent structure with more than two groups. 
Walters, McGrath, and Knight (2010) followed up McGrath‟s (2008) study with 
another study that analyzed polytomous datasets with taxometric methods aided with the 
use of simulated comparison data and the CCFI as an objective fit index. Monte Carlo 
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samples were varied by latent structure (one to three classes), sample size (N = 300 to 
1000), mixing proportion (P = .10 to .50 for two-class and .10 to .33 for three classes), 
group separations between adjoining classes (d = 1.25 to 2.00), and nuisance correlation 
(.00 to .30), skew (g = .00 to .30), and kurtosis (h = .00 to .15). The number of indicators 
ranged from four to six across samples, and the indicator correlations for one-class 
samples ranged from .10 to .65. Walters et al. simulated 1500 Monte Carlo samples for 
each latent structure, and analyzed the samples using MAMBAC, MAXCOV, and L-
Mode methods. The CCFI estimates produced by each taxometric procedure reliably 
distinguished between one-class and the categorical latent structures with accuracies in 
excess of 85% and 99% when all three methods were combined. The CCFIs did not 
however, reliably distinguish between two and three-class data. Further analysis of a 
subset of the two and three class samples using a two-step procedure in which the 
identified taxon is removed and further analyzed for taxonicity, indicated that the taxa in 
the three-class samples could be further partitioned. However, taxons in the two-class 
samples could be further partitioned as well, indicating that this procedure had poor 
specificity to identifying taxonicity in polytomous models.  
 Latent variable methods have also received some attention in Monte Carlo 
investigations of their performance with unfavorable data conditions. Everitt (1981) 
examined the performance of the likelihood ratio test, one of the most commonly used 
statistics for comparing the relative fit of class models, for distinguishing between data 
comprising a single normal distribution and data comprising two normal distributions. 
Everitt generated Monte Carlo samples varied by sample size (25, 50, 100, and 200), 
number of variables (5 and 10), and group separations (.5 to 4 SDs). The variables 
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simulated were all binary and base rate or mixing proportions were kept equal since 
preliminary evaluation revealed that this had no effect on the performance of the 
likelihood ratio test. Everitt determined that the statistic performed well at identifying the 
correct number of classes with a type I error rate less than .05 when sample size was at 
least 50, and the sample size was at least 10 times the number of variables. The 
Likelihood ratio test also performed well with type I error rates less than .05 when group 
separations were at least two SDs and three SD when sample size was at least 50. 
Overall, the factors examined only appeared to impact the type I error rate of the test 
when the thresholds for indicator separation and sample size are not met. In another 
study, Everitt (1988) examined the performance of latent class analysis in distinguishing 
between one versus two-class distributions using the likelihood ratio test as a fit statistic. 
The same sample configurations used in the Everitt (1981) study were used in this study. 
The results of this study showed that as the number of variables increased, the type I error 
rate for the statistic was unacceptable even when the sample sizes were increased from 50 
to 200. 
 Nylund et al. (2007) conducted a Monte Carlo study to examine the performance 
of latent class analysis, factor mixture analysis, and growth mixture analysis using a 
number of likelihood ratio-based statistics, and information criteria in enumerating the 
number of classes represented in a dataset. We focus here on the performance of latent 
class analysis and factor mixture analysis. The information criteria indices examined 
included the Akaike Information criteria (AIC), the Bayesian Information Criteria (BIC), 
Adjusted BIC (ABIC), and the Consistent AIC (CAIC), and the likelihood ratio-based 
tests examined included the traditional chi-square difference test (NCS), the Lo-Mendell-
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Rubin (LMR) test, and the Bootstrap Likelihood Ratio Test (BLRT). The Monte Carlo 
datasets were varied by the number of classes (3 or 4), indicator variables (8, 10, and 15), 
sample size (n = 200, 500, 1000), and class probability (equal and unequal class sizes). 
Model fits were also examined for categorical and continuous indicator variables. For 
both latent class analysis and factor mixture analysis, Nylund et al. compared the type I 
error rates (probability of incorrectly rejecting a true model) of the various fit statistics 
across data configurations. Nylund et al. determined that the NCS had a high type I error 
rate that worsened with increased sample size for both categorical and continuous 
outcomes and specifically tended to overestimate the number of classes in a model. The 
LMR performed better but still produced error rates greater than .05 for some data 
configurations. The BLRT tended to perform best of the three likelihood ratio based tests, 
consistently producing error rates less than 5% but its performance appeared to be 
impacted by small sample size (n = 200) and unequal group proportions. Of the 
information criteria examined, the BIC performed best at identifying the correct model 
for the most severe configuration (8 indicators, unequal group size, and n = 200) in factor 
mixture modeling and latent class analysis with continuous indicators (i.e., latent profile 
model); but the ABIC appeared to perform most consistently for latent class analysis with 
continuous indicators. When the BIC and the BLRT hit rates were compared, the BLRT 
(49%) appeared to outperform the BIC (0%) with categorical outcome latent class 
analysis at the most severe configuration, but the hit rates for both are clearly low. In 
latent class analysis with continuous outcomes, the BLRT (94%) also performed better 
than the BIC (74%) for the most severe configuration. Overall, the BLRT appeared to be 
the most consistent fit index for the latent variable mixture models examined. 
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 Monte Carlo studies to date suggest that Meehl‟s taxometric methods are 
considerably robust to unfavorable conditions including poor indicator validity, low base 
rates, substantial nuisance covariance, and high skew. Although these conditions 
influence the graphical outputs obtained from coherent cut kinetics methods, taxonic 
situations can still be distinguished from non-taxonic situations. These studies also 
demonstrate that Meehl‟s taxometric methods are at least comparable to other methods in 
identifying the presence of latent classes under unfavorable conditions. In comparison 
studies, MAMBAC and MAXCOV have demonstrated better performance over 
clustering procedures. Monte Carlo studies comparing Meehl‟s taxometric methods to 
other modern methods are currently limited. They have yet to be compared to Latent 
Class/Profile Analysis, which are among the more commonly used statistical methods for 
identifying homogenous subgroups in data distributions. The performance of latent 
class/profile analysis and factor mixture analysis appear to depend on the fit statistics 
being used to determine the optimal number of classes that best fit the data. The 
performance of most of these fit statistics appears to be impacted by non-ideal conditions 
but the BIC and BLRT performed well under the severe conditions investigated so far. 
However, the performances of latent class/profile analysis and factor mixture analysis 
have yet to be investigated extensively with other conditions including base rate, non-
normality, and group separations. In addition, the effects of other unfavorable conditions 
have yet to be extensively investigated in taxometric and latent variable mixture models 
including the effect of unequal indicator group variances and severe skew.  
 The present study examined the performance of latent class/profile analysis, 
factor mixture analysis, MAMBAC, MAXCOV, MAXSLOPE, MAXEIG, and L-Mode 
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under various unfavorable conditions of non-normality, low taxon group composition 
(i.e., low base rate), poor indicator validities, and within-group heterogeneity of indicator 
variances. Specifically, this study examined the effects of indicator skew, low base rate, 
group separations, nuisance covariance, and unequal indicator variances within groups on 
the accuracy and robustness of conclusions made from the taxometric and latent variable 
methods. The investigation compared the results across Meehl‟s taxometric procedures 
and compares these methods to latent profile analysis and factor mixture analysis to 
determine their comparative accuracies under the various conditions that may influence 
results. Although the indicator or outcome variables that may be used to determine the 
latent structure of a construct in real-world research span the families of categorical, 
continuous, ordered, and combinations of categorical, continuous, and ordered variables, 
the current study focuses on continuous indicator variables.  
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CHAPTER II 
METHOD 
Monte Carlo Sample Generation 
To examine the effects of violating statistical assumptions and unfavorable data 
conditions on the results of taxometric and latent variable methods, Monte Carlo samples 
modeling these conditions were generated using a GAUSS 8.0 mathematical and 
statistical program (Aptech Systems Inc., 2007). Various distribution types are possible in 
a Monte Carlo study including binary, count, ordered/categorical, and continuous 
variables, all of which are typical in studies distinguishing types from continua. The 
current study focused on modeling continuous variables although combinations of 
probability density functions are also possible. The Monte Carlo samples were created by 
generating normally distributed pseudorandom variables using the GAUSS program’s 
pseudorandom number generator. Random variables with characteristic uniform 
distributions, U (0, 1) were first created, where 0 and 1 represent the minimum and 
maximum probabilities of observations within this distribution. This uniform distribution 
was used to create a set of randomly distributed variables using a multiple congruential 
method built into the GAUSS program and described by Ross (1990). The multiplicative 
congruential random number generator uses a modulus defined by period m, multiplicator 
a, and a seed to be defined by the researcher (the defaults for the GAUSS program are m 
= 2
31
- 1 and multiplicator a = 75). The seed is the first value in the sequence of numbers 
produced by the random number generator. The integer m represents the modulus and it 
defines the number of observations to be generated until the program again returns to the 
seed. The sample size for the Monte Carlo samples was set at N = 600. This sample size 
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was chosen because it is close to the median of sample sizes used in taxometric 
investigations (N = 585; Haslam & Kim, 2002). The number of indicator variables for the 
Monte Carlo samples was set at four to be in line with Meehl and Yonce’s Monte Carlo 
studies. Given the various conditions examined in this study, specific codes were written 
in the GAUSS programming language to generate Monte Carlo samples for each 
configuration (see appendix). For each configuration of interest, 25 Monte Carlo samples 
were generated in following Meehl and Yonce’s (1994) procedure. Taxonic and 
dimensional equivalents of each configuration were simulated. Taxonic samples were 
defined by the taxon base rate (or mixing proportion), indicator validity or separation, 
nuisance covariance or within group correlation, and skew. Dimensional samples are not 
expected to possess the parameters base rate, indicator validity, and nuisance correlation; 
thus they are created to match the taxonic samples via their expected correlation defined 
by Meehl and Yonce (1994) as: 
1)1(
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Robert and Casella (2004) and Mooney (1997) provide details about generating 
Monte Carlo samples using various mathematical distributions. Across Monte Carlo 
simulations, the first step is to specify the model for generating the distribution in the 
manner that would create the configuration of interest. The next step is to insert the 
model in a looping function, which specifies the number of random trials that would be 
generated by the model by asking the program to execute the model until the required 
number of trials has been completed. All of the models for generating the conditions were 
based wholly or partially on two distributional models; taxonic situations were based on a 
mixture normal distribution and dimensional datasets were generated using the 
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multivariate normal distribution. The mixture distribution mixes two N (a, b) distributions 
(where a = mean and b = variance) vertically concatenated and sorted randomly with a 
U(0, 1) index variable. The mixing proportion p (where 0≤ p≤ 1) of the distribution 
specifies the relative size of the individual mixtures (thus specifying the base rate of the 
taxon) and is defined in the model. Thus, the length of the taxon group is n*p and the 
length of the complement category is n*(1 - p). For four indicator variables, each mixture 
was originally generated having four variables with a factor loading set as .0001. The 
means and variances of the two distributions are also set within the commands of the 
model. Except when mean separations and unequal variance are the conditions being 
investigated, the taxon group mean is two and the complement group mean is set at zero; 
the SDs for the two groups are set at 1. The multivariate normal distribution models the 
cumulative probability of observing sets of values obtained from a set of normally 
distributed variables. The values observed are dependent on the individual distributions 
and the relationship existing among the distributions. For a set of k variables, the 
distribution function Nk (μ, Σ), has a (k x 1) vector of means drawn from μ, and a (k x k) 
covariance matrix stored in Σ. To create a multivariate distribution with k variables, an (n 
x k) matrix of observations is generated from the N (0, 1) distribution and stored in a 
vector, Υ. The next step is to create the (k x k) correlation matrix, which will be stored in 
the vector Α (Α is constructed so that ΑΑ’ = cor). This is accomplished by creating a 
matrix of r values and taking the Choleski factorization of the matrix. Note that the size 
of the factor loading for creating dimensional datasets is determined by the expected 
correlation, which is determined from creating the taxonic equivalents in individual data 
configurations (see equation 15 above). Next, an (n x p) matrix is created by multiplying 
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the vectors Υ and A together; this is stored in Χ distributed as Nk (0, cor), which is 
equivalent to the Nk (μ, Σ) matrix given that the variables are standardized with means of 
0 and SDs of 1. Finally, the means and SDs of the distribution are set by adding an (n x k) 
matrix of means to the Χ vector and multiplying the (n x k) matrix of SDs by Χ 
respectively. What follows is a description of the creation of the Monte Carlo samples for 
specific data conditions.  
Given that skew remained the form of non-normality of interest, the data 
simulation model focused on modeling skewed taxonic and dimensional distributions 
with specific configurations. For taxonic and dimensional distributions, three levels of 
skew labeled moderate, substantial, and severe skew were simulated (the numerical 
equivalent of the skew levels will be provided in the results section). Taxonic and 
dimensional datasets with oppositely skewed variables were also simulated (for this 
configuration, the levels of skew were kept moderate). Taxonic and dimensional datasets 
were matched by both the levels of skew and the correlation among the indicator 
variables. Beginning with the respective mixture (for taxonic data) and multivariate (for 
dimensional data) distributions, the models were subjected to exponential transformations 
to create skewed versions of the indicator variables. An exponential transformation of 
normally distributed variables produces right skewed lognormal distributions having the 
form L (a, b) with the a parameter representing the median of the distribution and b 
parameter representing the variance of the distribution, where ea  and 
2
eb , 
yielding X with the form 
ixex             (16)        
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where i is score on the normally distributed indicator variable i. The lognormal 
distribution has a skew value defined in a relation presented by Dunlap, Burke, and Greer 
(1995), 
 )2()1(
22 2/1 eeSkew        (17) 
This relation allows the level of skew to be varied by manipulating the variance 
parameter b with larger variances producing larger skew values. Negative skew was 
simulated via the relation, 
 ixex         (18) 
Using this relation, the variances for the normal distribution corresponding to desired 
levels of skew can be calculated. In the Monte Carlo code, the level of skew desired is 
accomplished by simply adjusting the b parameter. To examine the effect of positive 
skew, the scale parameter (median) was kept constant at a = 1, whereas the level of skew, 
determined by adjusting the shape parameter, b, was defined as b = 1.5 for moderate 
skew, b = 3.0 for substantial skew, and b = 6.0 for severe skew. The range of skew values 
corresponding to the three skew levels is reported in the results section.    
The effect of group compositions as reflected in the base rate of the taxon group 
or the class probabilities on results obtained from taxometric and latent variable mixture 
models was also investigated. Four base rate estimates were of interest:  .50, .25, .10, and 
.05. For the taxonic conditions, the mixing proportion corresponds to the taxon and 
complement class probabilities; thus, the mixing proportion was simply adjusted to 
reflect the desired base rate for the model being simulated. The sample size was kept at N 
= 600 and the mean separations were set at two SDs. Dimensional equivalents of taxonic 
datasets were created using the multivariate distribution for each base rate configuration. 
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The dimensional datasets matched their taxonic equivalents in the size of the average 
correlation among indicators. It should be noted that following an initial simulation at the 
.05 base rate configuration, it was determined that the average expected correlation 
among indicators was very low (r = .14); because researchers would typically not carry 
out taxometric or latent variable mixture modeling with such low correlations, the 
simulation was redone with taxon and complement group SDs of .25. This increased the 
average expected correlations among indicators in the .05 base rate configuration to a 
more ecologically valid size.  
The effect of nuisance covariance configurations on the results of analyses was 
investigated for within group r values of .00, .30, and .50. The taxonic conditions were 
created using a hybrid of the mixture and multivariate distributions. Two multivariate 
distributions with set factor loadings corresponding to the desired correlations were 
created and vertically concatenated to create a mixture distribution. The concatenated 
distributions were simulated to possess equal sample sizes (n = 300) yielding taxonic 
distributions with a base rate of .50. The mean separation between taxon and complement 
was set as 2.00 SDs for all variables. The dimensional equivalents of the taxonic 
conditions were created to match the correlation of the full sample in the taxonic 
conditions.        
The effect of indicator separations on results obtained from taxometric and latent 
variable mixture models were also compared at group mean separations of 1.00, 2.00, and 
3.00 SDs on the indicator variables. The group separations were specified with the 
mixture distribution, which allows the means and variances of the groups to be set. 
Combinations of variables with strong (3.00 SDs) and weak (1.00 SDs) separations were 
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also simulated. The sample size for this comparison was set at N = 600 with an equal 
number of taxon and complement class members (i.e., base rate will be .50) and nuisance 
covariance was set at zero. The dimensional datasets were also simulated to match the 
average correlation of the indicators using the multivariate distribution.  
The effect of unequal group variances on the methods of interest was also 
investigated. Again the sample size for this comparison was set at N = 600 with a .50 
taxon group base rate and zero nuisance covariance. Indicator validities were set at three 
standard deviations for all variance conditions. The current study examined 
configurations of variance ratios beginning with variance ratios of 1.1, 1:2, 1:4, and 1:8. 
To create indicator variables made up of taxon and complement group members 
separated by three standard deviations on each indicator variable, the mixture distribution 
was implemented with the defined ratios. The mean of the taxon group was adjusted to be 
three standard deviations higher than the mean of the complement group at each variance 
configuration, given that deviations from equal variances may also systematically change 
the distances between the group means. This allowed the mean differences between the 
groups to be controlled, while within-group variances were varied. The Cohen’s d 
formula can be used to determine the expected mean of one of the groups at certain 
variance configurations 
pooled
ct
i SD
MM
d         (19) 
where di is the separation of the taxon and complement groups on indicator i and the 
pooled standard deviation is given by    
2
11 22
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Thus, at specific variance configurations (e.g., variance ratio of 1:2) and a complement 
group mean equal to some value, the predicted mean for the taxon group for a specified 
group separation di is given by 
 cpooledit MSDdM         (21) 
The dimensional datasets were again simulated to match the expected correlation of the 
taxonic datasets.  
 The final simulation modeled an aggregation of hazardous conditions to 
investigate the effect of combinations of non-ideal conditions on the performance of 
taxometric and latent variable methods. Specifically, it was of interest to determine the 
effects of combinations of low base rate, nuisance covariance, indicator separation, and 
severe skew on the interpretation of results. Two taxonic configurations were of interest; 
the first configuration was less severe, representing an aggregation of .10 base rate, 
severe skew, .30 nuisance covariance, and 2.00 indicator separations. The second taxonic 
configuration was more severe, representing a combination of .05 base rate, severe skew, 
.50 nuisance covariance, and 1.25 mean separations. Dimensional equivalents were also 
simulated to match the skew levels and the correlations obtained from the taxonic 
datasets. For this investigation, ten datasets were generated for each configuration for a 
total of 20 taxonic and 20 dimensional datasets. The taxonic datasets were simulated 
using a hybrid of the multivariate normal and mixture distributions, which were 
transformed using a lognormal distribution. The dimensional equivalents were created 
using the multivariate normal distribution and transformed using a lognormal 
distribution. Following taxometric analyses, the graphical outputs for the final simulation 
were rated as indicative of taxonic or dimensional structure by two experienced 
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taxometric researchers. For all conditions, taxonic and dimensional versions of data sets 
simulating skew, nuisance covariance, indicator validity, and taxon group composition 
were created matched by sample sizes and expected factor loadings or correlations.   
Data sets demonstrating the conditions specified above including group 
compositions, nuisance covariance, group separations, unequal variance, and skew were 
generated using codes written in the GAUSS programming language. The data sets were 
analyzed using all of the taxometric and latent variable methods and results were 
compared across methods. Latent Profile Analysis and Factor Mixture Analysis were 
carried out on data sets using the Mplus 5.1 statistical program (Muthén & Muthén, 
2008). Taxometric procedures were carried out using Ruscio et al.’s (2006) R language 
program documentation run in the R 2.6.1 program. Ruscio’s programs aid interpretation 
of taxometric plots by generating comparative taxonic and dimensional outputs based on 
the parameters of the researcher’s data. Thus, the researcher can compare the output 
obtained from the research data to the outputs obtained from simulated taxonic and 
dimensional data. In addition to allowing visual inspection of whether the results for the 
research data are more similar to those for the taxonic or dimensional comparison data, 
this approach allows calculation the Comparison Curve Fit Index (CCFI), an objective 
interpretational aid that distinguishes taxonic and dimensional data with excellent validity 
(Ruscio et al., 2006). CCFI values range from 0 (strongest support for dimensional 
structure) to 1 (strongest support for taxonic structure), with a value of .50 representing 
ambiguous results. 
 
 
 55 
Analysis of Taxometric Graphs 
 Decisions about the latent structure of data configurations using Meehl’s 
taxometric procedures require that the researcher visually inspect taxometric graphs. 
Ruscio et al’s (2006) program documentations for running taxometric software not only 
produce graphs corresponding to each input-output indicator pairs or sets, but for each 
method all of the graphs obtained from each input-output indicator pairs or sets are 
averaged to produce an average graph. Judgments about the latent structure of the data 
configurations studied were through examination of individual graphs and the averaged 
graph. When presented with four or more indicator variables in MAXSLOPE and 
MAMBAC analysis, taxometric researchers may be faced with an implementation 
decision, given that these methods can only be implemented with two indicators at a time. 
One option is to analyze all possible input-output indicator combinations, which would 
yield a total of 12 graphs. Another option is to combine indicators so that analysis is 
carried out with two composite indicator variables rather than the original four. The 
present study examined results of MAMBAC and MAXSLOPE analysis of all 
configurations of interest using these two methods of analyzing the indicators.  
 A feature of Meehl’s taxometric methods is their use of multiple consistency tests. 
Internal consistency tests include examining convergence of base rate estimates, test of 
model fit (discussed in the next section), consistency across multiple taxometric 
procedures, and inchworm consistency test. Within each analysis, consistency of base 
rate estimates in taxonic situations serve as one consistency test for a taxonic latent 
structure. Consistency of results (taxonic or dimensional) across multiple tests may also 
increase confidence in conclusions about latent structure. Inchworm consistency test, 
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described in Waller and Meehl (1998), was developed to aid interpretation of MAXCOV 
and MAXEIG plots in situations in which data parameters such as low taxon group base 
rate make it difficult to interpret taxometric plots unambiguously. Inch worm consistency 
testing is carried out by progressively increasing the number of overlapping windows in 
MAXCOV and MAXEIG. As the number of windows is increased, truly taxonic 
situations will produce MAXEIG plots that “peak” on the right side of the taxometric 
graph. In non-taxonic situations, as the number of windows is increased, the plots will be 
“cusp” on the right side. The scope of the current study did not permit evaluating the 
effectiveness of the inchworm consistency test in detecting taxonicity; however, this will 
be examined in a future study.        
Model Estimations, Parameter Estimations, and Group Assignments 
 Data analysis with Meehl’s taxometric method and latent variable methods are 
usually accompanied by model fits, parameter estimates, and group membership 
probabilities. In Meehl’s method, inferences about an underlying latent class or 
dimension are made from visual inspection of the shape of the taxometric graphs and 
CCFI. In latent profile analysis and factor mixture analysis for continuous variables, 
various fit statistics are implemented to compare the relative fits of models differing in 
their number of classes. In the current study, the relative fits of one versus two class 
models were compared using the various fit statistics. The various fit criteria include the 
loglikelihood, which is the logarithm of the likelihood that the presented model accounts 
for the relationships among the indicator variables. Overall, models with larger 
loglikelihood values are considered better fits than models with lower values. Three sets 
of information criteria including the Akaike Information Criteria (AIC; Akaike, 1987), 
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Bayesian Information Criteria (BIC; Schwartz, 1978), and sample size adjusted BIC 
(aBIC; Sclove, 1987) were also examined as fit indices (Nylund et al., 2006). Overall, 
models with larger AIC, BIC, and aBIC values are poorer in comparison to models with 
lower values. The AIC is given by 
 pLAIC 2log2         (22) 
where p is the number of free model parameters. The BIC is defined as 
 )ln(log2 npLBIC         (23) 
where n is the sample size. The aBIC uses equation 22 with n adjusted to  
 24/)2(nn         (24). 
Four likelihood ratio statistics – the traditional log-likelihood, the Vuong-Lo-
Mendell-Rubin (LMR), the Lo-Mendell-Rubin adjusted LRT test (aLMR; Lo, Mendell, 
& Rubin, 2001), and the Parametric Bootstrapped Likelihood Ratio Test (BLRT; 
McLachlan & Peel, 2000) were also evaluated. The program was configured to run factor 
mixture analyses with 50 initial stage starting values and 10 final stage optimizations to 
aid convergence of results in the program’s bootstrap draws for likelihood ratio 
estimations and precision in the estimations of p-values. For the purposes of the study, 
the LMR, aLMR, and BLRT tests of model fit were implemented to compare a taxonic 
(two-class) model with a dimensional (one-class) model by producing a p-value 
indicating the likelihood that a dimensional model generated the data.  
Following Muthén and Muthén’s (2008) recommendation, each analysis output 
was evaluated to ensure that a trustworthy log-likelihood solution is reached for each 
Monte Carlo sample. The result obtained is adjudged as trustworthy when the best 
(highest) loglikelihood value is replicated in the final stage solutions. It is necessary that 
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the best likelihood value is replicated in two or more final stage solutions to ensure that 
the results obtained are not due to local maxima. In solutions in which other final stage 
optimization values are close to the best loglikelihood value, parameter estimates are 
studied using the OPTSEED option in the Mplus 5.1 program. When parameter estimates 
are divergent, this may be an indication that the evaluated model (i.e. a one or two-class 
model) may not be well-defined for the data and too many classes are likely being 
extracted from the data. When the parameter estimates are convergent across solutions, 
the best likelihood can be chosen with confidence. To safeguard against obtaining 
multiple maxima of the loglikelihood, analyses were reran on a subset of the Monte Carlo 
samples with as many as 500 starting values and as many as 20 final stage optimizations 
(i.e. STARTS = 500 20 in the analysis command). The initial stage iterations were also 
increased from the program default of 10 to 20 iterations (STITERATIONS = 20 in the 
analysis command). To ensure the reliability of the estimated p-value obtained from the 
BLRT test of model fit, the LRTBOOSTRAP option was specified in the analysis 
command to use 100 bootstrap draws to estimate this p-value (LRTBOOTSTRAP = 100) 
for a subset of the Monte Carlo samples. This overrides the program’s default which uses 
a sequential method in which the bootstrap draws range from 2 to 100, thus allowing a 
more reliable estimate of the probability that a dimensional model best describe the data 
to be obtained.         
  Parameter estimates for Meehl’s taxometric, Latent Profile Analysis, and Factor 
Mixture Analysis include group means and variances accompanying fit indices of the 
estimated number of classes. These methods also calculate the proportion of cases 
belonging to each group (i.e., base rate) along with the maximum likelihood estimates. 
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MAXSLOPE estimates the taxon group base rate by computing the proportion of cases 
falling above the “hitmax” region, the region with the largest slope, on the input indicator 
variable. In MAXCOX, the base rate at each successive interval is estimated via the 
quadratic relation presented by Meehl and Yonce (1996) 
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where K is the product of the indicator validities. The number of taxon members within 
the interval is estimated by multiplying the estimated base rate by the sample size of that 
interval. The taxon group base rate across all intervals is estimated by adding taxon group 
sizes across all intervals and dividing this by the total N (Meehl & Yonce, 1996): 
N
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MAXEIG also estimates taxon base rates within overlapping windows using the 
quadratic formula specified above but covariance is replaced with eigen values in the 
relation. The overall taxon group base rate is estimated by averaging the base rate 
estimates obtained at each interval. MAMBAC estimates the taxon group base rate via 
the relation presented by Waller and Meehl (1998)  
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where, Dupper is the mean difference between cases falling above and below the highest 
cut, and Dlower is the mean difference at the lowest cut. The taxon base rate estimate is 
obtained from the position of the high and low ends of the MAMBAC plot. As the base 
rate decreases, the right end of the plot rises relative to the left end and vice versa as the 
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base rate exceeds .50. L-mode (Waller & Meehl, 1998) estimates the base rate via the 
location of the two modes of the density plot using the relations 
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where Pu is the base rate estimate obtained from the upper mode of the density plot, 
represented by fsu-mode in equation (28), and Pl is the estimate obtained from the lower 
mode of the density plot, represented  by fsl-mode. Ruscio et al.’s (2006) taxometric 
program documentation contains algorithms that allow individual cases to be assigned to 
appropriate groups. Meehl’s taxometric methods, latent profile analysis and Factor 
mixture analysis all use Bayes’ theorem to calculate the probability of belonging to a 
class and individuals are assigned to classes based on the obtained Bayesian probability. 
According to Waller and Meehl (1998), when the taxon and complement group base rates 
are known, as well as the valid positive (VP) and false positive (FP) rates estimated for 
each indicator variable, the probability of belonging to the taxon group for an individual 
demonstrating a set of responses on indicator variables  
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where k is the number of indicator variables, and Π is the cumulative product operator. 
VP rate is the proportion of individual scores falling above the hitmax point that are 
taxon members and FP rate is the proportion of individual scores falling above the hitmax 
that are complement group members. 
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Presentation and Comparison of Results 
 All results across analytical procedures were compared across the configurations 
examined within each of the investigated conditions. With 25 taxonic and non-taxonic 
datasets analyzed for each data configuration, the proportion of datasets that directly lead 
to a judgment of two classes was obtained for taxonic samples (true positives) and the 
proportion of results that lead to a judgment of one-class was obtained for dimensional 
samples (true negatives). The proportion of results that lead to a judgment of two classes 
for non-taxonic situations (false positive or type I error rate) and one-class for taxonic 
samples (false negative or type II error rate) were also obtained; thus, serving as a source 
of comparison across taxometric and latent variable methods. The overall accuracy 
(ACC), positive predictive power (PPP), and negative predictive powers (NPP) of fit 
indices were also computed. The ACC is the proportion of Monte Carlo samples correctly 
classified. The PPP is defined as the probability of a sample being taxonic if the statistic 
identified it as such, and the NPP is defined as the probability of a sample being 
dimensional if the statistic identified it as such. The designation of terminologies such as 
true positive, true negative, type I error, type II error, positive predictive power, and 
negative predictive power as outcome indices is not to suggest that taxonic findings 
represent an alternative hypothesis and dimensional findings represent a form of null 
hypothesis. These designations are used conveniently only as a means of evaluating the 
reliabilities of taxonic and dimensional judgments. Estimates of the hit rates, error rates, 
accuracies, and predictive powers obtained are based solely on numerical indices. Thus, 
for taxometric methods, these are based on CCFI estimates, with values higher than the 
.50 threshold representing taxonic results and values falling below this threshold 
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indicating dimensional results. A description of the graphical outputs produced from 
taxometric analyses is also presented for all conditions investigated. It should be noted 
that all the descriptions are based solely on the visual inspection of the writer and are thus 
purely subjective. This should be distinguished from visual inspections conducted by 
expert raters on the Monte Carlo samples generated in the egregious configurations 
combining multiple violations of statistical assumptions. 
The accuracy of all methods at distinguishing between taxonic and dimensional 
datasets for the configurations representing a combination of skew, low base rate, 
nuisance covariance, and indicator separation were also compared. For this comparison, 
graphical outputs from taxonic and dimensional datasets were also rated by two 
experienced taxometric researchers, blind to the structure of the individual datasets, as 
indicative of taxonic or dimensional structure. The judgment of raters about taxonicity or 
dimensionality of datasets were also compared for situations in which the rater made 
judgments with and without simulated comparison data generated in the Ruscio program. 
In the first condition, raters judged latent structure based on the individual graphical plots 
and the average curve; in the second condition, raters were provided with graphical 
outputs from the research data placed next to the graphical outputs from simulated 
taxonic and dimensional comparison data and juxtaposed over the plot from the simulated 
comparison data. A runs test of the presentation of taxonic and dimensional outputs 
indicated that there was little or no real evidences against randomness in the presentation 
of the results (number of runs (R) = 20, p = .23).The accuracy of judgments for both 
types of taxometric judgments were compared for the two taxonic and two dimensional 
configurations for the combination of skew, low base rate, nuisance covariance, and 
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indicator separation. Hit rates, error rates, accuracy, and predictive powers were also 
computed for the expert raters based on their visual inspection of samples generated for 
the egregious configurations. The performance of CCFI estimates obtained from 
taxometric analyses of egregious data was also evaluated for the egregious data 
configurations. Not only were the individual CCFIs evaluated, but the results of 
combining multiple taxometric procedures were evaluated. Three methods of combining 
results discussed by Ruscio et al. (2010) including the mean CCFI, the unanimity, and 
majority rules were evaluated. The Mean CCFI involves averaging CCFI estimates across 
taxometric procedures and determining latent structure based on whether the CCFI 
estimate falls above or below the designated CCFI threshold. The unanimity rule requires 
that all taxometric methods converge on one latent structure based on their CCFI values, 
and the majority rule requires that most of the taxometric methods produce CCFI values 
converging on one latent structure. The current study focused on examining situations in 
which the researcher determined latent structure by implementing at least three 
taxometric procedures. MAMBAC (Composite) was left out of this analysis because of 
its potential redundancy with MAMBAC (All Pairs). Two threshold approaches 
described by Ruscio et al. (2010) were also examined – the single threshold approach 
using .50 CCFI as the criteria for adjudging taxonicity versus dimensionality, and a dual 
threshold approach in which CCFI estimates falling above .55 are adjudged as taxonic 
and those falling below .45 are adjudged as dimensional.       
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CHAPTER III 
RESULTS 
Monte Carlo Simulations 
 Each data configuration was generated in the Gauss program in approximately .60 
seconds. The first column of Table C1 (see Appendix C) presents data configurations 
simulated including the taxonic and dimensional equivalents of each taxonic 
configuration matched by the expected correlation and skew levels. At the .05 base rate 
configuration, the expected correlation of the dimensional samples was r = .14. It was 
determined that this level of correlation was too low to mimic real-world taxometric 
research. Reducing the model SD from 1 to .25 increased the expected correlation to a 
more ecologically valid r = .35. The expected correlations for the .10, .25, and .50 base 
rate configurations were .26, .44, and .50 respectively. The 1 SD indicator separation 
configuration produced an expected correlation of .20, 2 SDs yielded a correlation of .68, 
and 3 SDs produced expected correlations of .78. The configuration combining indicators 
with 1 SD and 3 SD separations produced an expected correlation of .74. The .00, .30, 
and .50 nuisance covariance configurations produced expected correlations of .50, .66, 
and .75. The variance configurations 1:1, 1:2. 1:4. and 1:8 all produced expected 
correlations of approximately .75. For the skew condition, taxonic and dimensional 
equivalents were matched not only by expected correlations but by the levels of skew. 
Each skew configuration produced a range of skew values. For the taxonic datasets, 
moderate skew (b = 1.5) ranged from 1.88 to 3.14 (M = 2.44, SD = 0.38). Substantial 
skew (b = 3.0) ranged from 4.01 to 7.74 (M = 5.39, SD = 3.27), and severe skew (b = 6.0) 
ranged from 5.65 to 13.02 (M = 10.11, SD = 2.19). For the dimensional datasets, 
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moderate skew ranged from 2.27 to 3.69 (M = 2.53, SD = 0.21). Substantial skew ranged 
from 5.07 to 7.74 (M = 6.63, SD = 3.38), and severe skew ranged from 6.91 to 14.41 (M 
= 10.11, SD = 3.56). The expected correlation of the skew conditions was r = .37. Both 
egregious taxonic configurations had an expected correlation of .72 with skew levels 
ranging from 4.05 to 13.02 (M = 10.62, SD = 3.19). 
The Effects of Base Rate on Taxometric Methods 
 Figures D1 through D7 (see Appendix D) depict sample average curves for the 
MAMBAC, MAXEIG, and MAXCOV analyses, the L-Mode curve, and sample 
MAXSLOPE curves. Table C1 also summarizes the descriptive statistics of the CCFI 
estimates obtained for each data configuration including range, mean, standard deviation, 
hit rates, false positive or type I error rate (i.e., probability of incorrectly rejecting a true 
dimensional model), and false negative or type II error rate (i.e., probability of retaining a 
false dimensional model). Additional columns in Table C1 include overall accuracy 
(ACC), positive predictive power (PPP), and negative predictive power (PPP), all of 
which are based on the .50 CCFI classification threshold for taxonic and dimensional 
data. Sample taxometric outputs including individual and average plots are presented in 
the appendix. It should be noted that MAMBAC and MAXSLOPE were conducted two 
ways – using all possible input-output indicator pairs, and creating composite input 
indicators by summing all indicators except the designated output indicator. Results are 
discussed separately for both methods of running MAMBAC and MAXSLOPE.  
Examining the MAMBAC (All-Pairs) individual plots for taxonic datasets as well 
as the average plots, a trend in the graphical outputs is apparent. The “concave down” 
peaks obtained by Meehl and Yonce (1994) in their methodological study of the 
 66 
MAMBAC procedure for taxonic data configurations with separations of 2 SD and 
negligible nuisance covariance are apparent, most distinctly noticeable at the .50 base rate 
configuration. Taxonic outputs at the .25 base rate configuration also appeared “concave 
down” but the “peaking” moved to the right of the center of the distribution, similar to 
Meehl and Yonce’s graphical outputs for this configuration. At the .10 and .05 base rate 
configurations, taxonic datasets appeared to be peaking at the very end of the distribution. 
It should be noted that although the majority of the individual graphs appeared to follow 
this trend, there were isolated input-output indicator pairs that produced a U-shaped 
graphical plot similar to those expected for dimensional datasets. However, none of the 
average curves obtained from the taxonic datasets in these configurations produced a U-
shaped signature. The dimensional equivalents for each base-rate configuration produced 
individual curves that were mostly “concave up”; however, there were a number of 
individual plots that also appeared to be cusping upward at either the right or the left end 
of the distribution. The graphical outputs from the simulated comparison data were also 
produced for each dataset along with the CCFI comparing the relative fits of taxonic 
versus dimensional structural models for each Monte Carlo sample. At the .50 base rate 
configuration, the graphical outputs from the taxonic comparison sample assumed a 
“concave down” shape whereas the simulated dimensional comparison sample generated 
“concave up” shapes. At the .25, .10, and .05 configurations, the simulated taxonic data 
appeared to be peaking at the high end of the distribution, whereas the dimensional 
comparison data generally maintained a dish shape. In all base rate configurations, the 
graphs of the taxonic Monte Carlo datasets were generally congruent with the graphs 
produced by the simulated taxonic comparison data and incongruent with those produced 
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by the simulated dimensional comparison data. The graphical plots of the dimensional 
Monte Carlo samples were more congruent with the graphical outputs produced from the 
simulated dimensional comparison data and less congruent with those produced by 
taxonic comparison data in all base rate configurations. The graphical outputs from the 
dimensional comparison data generally assumed a “concave up” shape, whereas the 
taxonic comparison data often appeared flat or peaking at the high end of the distribution. 
Table C1 summarizes the CCFI estimates, hit rates, error rates, predicting powers, and 
overall accuracy obtained for each base rate configuration using CCFIs to determine 
latent structure. False positive or type I error rates exceeded .05 alpha at .10 and .25 base 
rates but were less than .10. Overall, the CCFI produced accuracy in excess of .96, PPP in 
excess of .93, and NPP of 1.00 across base rate configurations.    
   The results of MAMBAC (Composite) were similar to those of MAMBAC (All 
Pairs). Whereas dimensional samples produced the prototypical “concave up” shape at 
each configuration, the taxonic samples produced individual and average curves 
appearing “concave down” with the location of the peak moving right of center as the 
base rate decreases, peaking at the high end of the distribution at .10 and .05 base rates. 
MAMBAC (Composite) CCFIs performed adequately at distinguishing between taxonic 
and dimensional samples at each base rate configuration. Type I error rates were less than 
.05 and type II error was .00 in all configurations. PPP ranged from .96 to 1.00, and NPP 
was 1.00 in all configurations. The overall accuracy of classification ranged from .98 to 
1.00 across configurations.  
Examining MAXCOV results, the individual and average plots produced by the 
taxonic datasets again showed a trend as the base rate is reduced across configurations. 
 68 
The taxonic datasets produced a “hump” in the middle of the distribution at the .50 base 
rate configuration. The “hump” moved to the right, closer to the high end of the 
distribution as the base rate decreased and the distribution became less symmetrical. The 
dimensional Monte Carlo samples produced flat individual and average curves in all 
dimensional equivalents, with covariance estimates varying along a mean covariance 
value. There was no tendency for dimensional samples to appear taxonic or vice versa in 
any of the configurations. The graphs produced by the comparison data generated in the 
taxometric program’s sub-routine were similar to the graphs produced by running 
MAXCOV on the Monte Carlo samples. For taxonic samples, the taxonic comparison 
data demonstrated a “hump” that matched the relative location of the “hump” in the 
Monte Carlo sample at all base rate configurations, whereas dimensional comparison data 
produced flat curves. The graphs produced by the dimensional Monte Carlo datasets 
appeared congruent with the graphs of the dimensional comparison data in all 
configurations. The dimensional comparison data produced graphs that assumed a “flat” 
shape very much like the graphs produced by the dimensional Monte Carlo samples. 
MAXCOV CCFIs performed adequately at identifying taxonic and dimensional samples 
with type I error rates less than .05 and a type II error rate of .00 in all configurations. 
PPP values ranged from .96 to 1.00 across configurations. The NPP was 1.00 in all base 
rate configurations and the overall accuracy of classification ranged from .98 to 1.00 
across configurations. 
 The graphical results of MAXEIG were similar to those of MAXCOV. At the .50 
configuration, taxonic datasets produced a “hump” in the middle of the distribution in the 
individual and average graphs. As in MAXCOV, the “hump” shifted progressively to the 
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right of the center of the distribution and peak approaches the end of the distribution as 
the base rate is reduced through the .25, .10, and .05 configurations. At the .10 and .05 
configurations, the graphs appear to be peaking at the very end of the distribution. As in 
MAXCOV, the dimensional Monte Carlo samples produced flat individual and average 
curves. Taxonic Monte Carlo samples also produced curves that were more congruent 
with the plots produced from the simulated taxonic data generated in the taxometric 
program and incongruent with those of the simulated dimensional data. The dimensional 
Monte Carlo samples also appeared much more congruent with the graphical outputs 
from the dimensional comparison data. MAXEIG CCFIs performed adequately at 
distinguishing between taxonic and dimensional samples. Only the .10 base rate 
configurations produced a type I error rate that exceeded .05 although the error rate was 
still less than .10 at this configuration. CCFIs produced PPP ranging from .93 to 1.00 
across configurations. NPP was 1.00 in all base rate configurations. The overall accuracy 
of classification ranged from .96 to 1.00 across configurations.  
 Base rate also appeared to influence the shape of graphical L-Mode plots. The 
taxonic datasets produced a bimodal distribution of factor scores with lower (left) and 
upper (right) modes. The height of the upper mode decreased as the base rate is decreased 
from .50 to .05. At the .50 configuration, the upper mode is as prominent as the lower 
mode. At the .25 and .10 configurations, the upper mode is still clearly prominent but its 
height is significantly shorter than the lower mode. At the .05 configuration, the upper 
mode is still visible on most of the graphical outputs but there was no apparent 
bimodality on some of the graphs. The dimensional equivalents of the taxonic datasets 
generally produced unimodal L-Mode plots. Although some of the dimensional graphical 
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outputs sometimes appeared “lumpy” there was no evidence of bimodality. Taxonic 
Monte Carlo samples also produced L-Mode curves that were more congruent with the 
plots produced from the simulated taxonic data generated in the taxometric program and 
incongruent with those of the simulated dimensional data. The dimensional Monte Carlo 
samples also appeared much more congruent with the graphical outputs from the 
dimensional comparison data. CCFIs produced type I error rates less than .05 in all 
configurations but type II error rates of .08 at .10 and .05 base rates. PPP were in excess 
of .96 in all base rates and NPP was in excess of .93 in all base rates. The overall 
classification accuracy was in excess of .96 in all configurations. 
 For the MAXSLOPE technique, there were no major differences between both 
methods of running MAXSLOPE (i.e., all-pairs versus composite indicators) in the 
graphical outputs produced at the various configurations; although at the lower base rate 
configurations for taxonic data (.10 and .05), the graphical outputs appeared more 
consistent across Monte Carlo samples when MAXSLOPE was carried out with 
composite input indicators. The MAXSLOPE program was configured to produce scatter 
plots along with a local regression curve using the LOWESS (Locally Weighted Scatter 
Plot Smoother) smoothing technique. The characteristic S-shaped MAXSLOPE curve 
predicted by Grove and Meehl (1993) was clearly apparent at the .50 and .25 base rate 
configurations with regression lines relatively flat at the low and high ends of the 
distribution and steep in the middle of the distribution. At the .10 and .05 configurations, 
the S-Shape is not as clearly apparent. The flatness of the regression at the low end of the 
distribution and its steepness in the middle of the distribution are still apparent, but only a 
few Monte Carlo samples in these configurations produced clearly visible flat regression 
 71 
lines with the scatter points at the high end of the distribution. As predicted by Grove and 
Meehl, dimensional equivalents at each base rate configuration produced a comparatively 
linear local regression plot sloping upwards across the entire distribution. The 
MAXSLOPE program does not produce CCFIs; thus CCFIs are not evaluated for this 
taxometric method.   
The Effect of Nuisance Covariance on Taxometric Methods 
 Figures D8 through D14 (see Appendix D) illustrate the effect of nuisance 
covariance on the shape of taxometric plots with the taxon group base rate set at .50 and 
indicator validities set at 2 SD. Examining the MAMBAC (all-pairs) and MAMBAC 
(Composite) graphical outputs, it is clear that nuisance covariance impacts the clarity of 
taxonic MAMBAC curves. At the .00 nuisance covariance configuration, the taxonic 
Monte Carlo samples produce a MAMBAC curve with a prominent peak near the middle 
of distribution that is visible in the individual and average curves. At the .30 and .50 
configurations, this peak is considerably less pronounced with a number of individual and 
average MAMBAC plots deviating substantially from the prototypical “concave down” 
signature expected for taxonic samples to frequently tending towards a “concave up” 
shape that may otherwise be expected for prototypical dimensional samples. The 
dimensional Monte Carlo samples produced individual and average MAMBAC plots that 
were “concave up” in all configurations. There was no tendency for the dimensional 
samples to produce graphs that deviated markedly from that expected of dimensional 
datasets. Despite the propensity of taxonic plots to begin to appear dimensional as 
nuisance covariance is increased, the comparison data generated within the taxometric 
program and the CCFIs performed adequately in correctly identifying taxonic data. In all 
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taxonic configurations, the graphs of the taxonic Monte Carlo datasets were generally 
congruent with the graphs produced by the simulated taxonic comparison data and 
incongruent with those produced by the simulated dimensional comparison data. They 
also performed adequately in correctly identifying dimensional datasets as dimensional. 
The graphical plots of the dimensional Monte Carlo samples were generally more 
congruent with the graphical outputs produced from the simulated dimensional 
comparison data and less congruent with those produced by taxonic comparison data. 
 Nuisance covariance had little impact on the performance of MAMBAC (All 
Pairs) CCFIs at distinguishing between taxonic and dimensional samples with error rates 
less than .05 in all configurations. With MAMBAC (All Pairs), PPP was 1.00 at all levels 
of nuisance covariance. NPP was in excess of .96 in all configurations. The overall 
accuracy of classification ranged from .98 to 1.00 across configurations.   
The CCFI estimates produced within MAMBAC (Composite) performed comparably to 
those produced within the MAMBAC (All Pairs) analyses at distinguishing between 
taxonic and dimensional samples (see Table C1); however, the .50 nuisance covariance 
configuration had a more noticeable effect on MAMBAC (Composite). Type II error is 
noticeably higher (.16), suggesting a higher risk for adjudging taxonic samples as 
dimensional. PPP was 1.00 at all levels of nuisance covariance. NPP was .86 at .50 
nuisance covariance, but 1.00 for all other configurations. Overall classification accuracy 
was .92 at .50 nuisance correlation and 1.00 for all other configurations. 
 Examining the MAXCOV graphical outputs, it is clear that nuisance covariance 
does impact MAXCOV plots and clarity of results at high nuisance covariance. At the .00 
configuration, the taxonic Monte Carlo samples produced individual and average curves 
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that demonstrated the “hump” expected in the middle of the curve for a taxon group base 
rate of .50. At .30 nuisance covariance, the “hump” in the middle of the distribution is 
still clearly evident in the graphical outputs produced by the Monte Carlo samples. 
However, at the .50 configuration, although the middle “hump” is still visible, it appears 
to be lower than in the previous configurations and the tails of the MAXCOV curves 
appear to be higher than in the previous configurations. It is remarkable that at the .50 
configuration, some of the MAXCOV individual and average curves appeared flat, 
mimicking a dimensional structure. The dimensional samples produced MAXCOV 
curves that were generally flat in all nuisance covariance configurations. There was no 
tendency for the dimensional samples to produce curves that mimicked those typically 
expected for taxonic data. They were also more likely to match curves produced from 
dimensional rather than taxonic comparison data generated in the MAXCOV program. 
Type II error rate at .50 nuisance covariance is noticeably high at .24, again suggesting a 
high risk of adjudging taxonic samples as dimensional at this level of nuisance 
covariance. PPP ranged from .96 to 1.00 across configurations. NPP is noticeably lower 
at .50 nuisance correlation with a value of .81. Classification accuracy is also lowest at 
.50 nuisance covariance with a value of .88. 
 The effect of nuisance covariance on MAXEIG graphical outputs was similar to 
its effect in MAXCOV. As in MAXCOV, the taxonic Monte Carlo samples demonstrated 
the “hump” in the middle of the individual and average curves that was clearly visible at 
nuisance correlations of .00 and .30. When nuisance correlation was increased to .50, a 
significant number of Monte Carlo samples produced MAXEIG individual and average 
plots with a noticeably lower “middle hump.” As in MAXCOV, the appearance of some 
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of these individual and average graphs is such that they could be misjudged as indicating 
a dimensional structure. The simulated comparison data and CCFI estimates correctly 
identified 100% of the taxonic samples as taxonic when nuisance correlation was set at 
.00 and .30. At these configurations, taxonic Monte Carlo samples were overwhelmingly 
more congruent with taxonic comparison data in their MAXEIG curves and incongruent 
with dimensional comparison data. As in MAXCOV, the MAXEIG curves produced by 
the dimensional samples remained flat, with no tendency to mimic curves expected from 
taxonic data. The MAXEIG plots produced by the dimensional Monte Carlo samples 
were also more likely to match curves produced from dimensional rather than taxonic 
comparison data generated in the MAXEIG program. The performance of MAXEIG 
CCFIs was similar to that of MAXCOV. As in MAXCOV, .50 nuisance covariance 
produced a type II error rate of .24, indicating a high risk of misjudging taxonic samples 
as dimensional. PPP was 1.00 for all base rate configurations; however, NPP was 
noticeably lowest at .50 nuisance covariance with a value of .81. Overall accuracy was 
also lowest at .50 nuisance covariance with a value of .88. 
L-Mode curves were similarly impacted by high nuisance covariance. The taxonic 
Monte Carlo samples produced a bimodal distribution of factor scores with lower (left) 
and upper (right) modes that were clearly visible and distinguishable from one another 
when nuisance covariance was .00. At the .30 nuisance covariance configuration, the left 
and right modes were still distinguishable and L-Mode curves were still discernable as 
taxonic; however, the modes were less distinct than in the .00 configuration and the 
curves were progressively becoming lumpier. At the .50 nuisance covariance 
configuration, the taxonic samples produced L-Mode curves that were mostly lumpy 
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rather than bimodal and less obviously taxonic than the curves produced in the .00 and 
.30 configurations. The use of the simulated comparison data and CCFI estimates 
correctly identified 100% of the taxonic samples as taxonic when nuisance covariance 
was set at .00 and .30. At these configurations, L-Mode curves of taxonic Monte Carlo 
samples closely matched curves produced by taxonic simulated comparison data. 
Dimensional Monte Carlo samples maintained a unimodal shape in all configurations, 
also closely matching simulated dimensional comparison data generated in the L-Mode 
program. The .50 nuisance covariance configuration was also problematic for L-Mode 
CCFIs, producing a type II error rate of .16, indicating increased risk for adjudging 
taxonic samples as dimensional with this level of nuisance covariance. PPP was 1.00 at 
all levels of nuisance covariance. The CCFI correctly identified all dimensional Monte 
Carlo samples as dimensional. NPP was lowest at .50 nuisance covariance with a value of 
.86. Overall classification accuracy was lowest at .50 with a value of .92.  
There were no differences in the effect of nuisance covariance on both methods of 
running MAXSLOPE (i.e. all pairs versus composite input indicators). At .00 nuisance 
covariance, the taxonic Monte Carlo samples produced MAXSLOPE curves 
demonstrating the S-shape expected for taxonic structures. At .30 nuisance covariance, 
the local regression curve still appeared slightly S-shaped but the local regression lines of 
the upper and lower ends of the MAXCOV plots appeared less flat, tilting upwards, 
making them less clearly taxonic. At .50 nuisance covariance, an S-shaped curve is 
hardly apparent. The taxonic Monte Carlo samples produced curves that appeared more 
linear than S-shaped, making them likely to be misjudged as indicating a dimensional 
rather than taxonic structure. Further, there appeared to be little difference between the 
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taxonic graphs produced at this configuration, and the curves produced by their 
dimensional equivalents. The dimensional Monte Carlo samples produced a linear local 
regression plot sloping upwards from the right to left end of the distribution. There was 
no propensity for the dimensional equivalents to appear S-shaped or mimic a taxonic 
situation.  
The Effect of Indicator Validity on Taxometric Methods 
 Figures D15 through D21 illustrate the effect of indicator validity on taxometric 
plots with nuisance covariance set at .00 and base rate set as .50. Performance of 
taxometric methods was evaluated at mean separations of 3 SD, 2 SD, 1 SD, and a 
combination of indicators having strong (3 SD) and weak (1 SD) validities. Taxonic 
Monte Carlo samples produced clear taxonic individual and average MAMBAC plots 
with the “hump” near the middle of the graph when the mean separations were set at 3 
and 2 SDs. The “hump” was more prominent at 3 SD. At the 1 SD configuration, 
MAMBAC (All Pairs) produced a variety of individual curves, some appearing flat, some 
concave up, some concave down, some rising, and some falling across the distribution. 
Some of the average curves appeared flat, whereas others produced a hump near the 
middle that was scarcely visible. Some average curves also appeared to be rising or 
falling. When indicators of weak validity (1 SD) were combined with those of strong 
validity (3 SD), a number of the individual graphs produced a hump near the middle, 
whereas others appeared flat or concave up. The average curves in this configuration 
retained a hump close to the center of the distribution. The dimensional equivalents for 
all four configurations maintained a concave up shape with no propensity to appear or 
mimic taxonicity. The CCFIs performed adequately at distinguishing taxonic and 
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dimensional data at 3 SD, 2 SD, and combinations of 1 and 3 SD indicator separations 
with .00 error rates. The type II error rate is noticeably high at 1 SD separation, indicating 
an increased likelihood for misjudging taxonic data as dimensional at this level of 
separation. PPP was 1.00 in all configurations of indicator separations, whereas NPP was 
.61 at 1 SD separation but 1.00 at all other configurations. Overall classification accuracy 
was .68 at 1 SD separation, but 1.00 in all other configurations.   
With MAMBAC (Composite), the taxonic Monte Carlo samples produced 
prototypical individual and average curves at 3 SD and 2 SD separations. At 1 SD 
separation, the graphs appeared more uniform than those in MAMBAC (All Pairs) with 
the same indicator validity; but the curves generally appeared flat or concave up, 
increasing their likelihood of being adjudged as indicating a dimensional structure. When 
strong and weak indicators are combined, average curves appeared consistently “concave 
down” but there were a few individual curves that appeared flat or ambiguous. The 
CCFIs produced by MAMBAC (Composite) reliably distinguished between taxonic and 
dimensional samples in most configurations but the 1 SD separation. As in MAMBAC 
(All Pairs), the type II error rate is high (.40) and still exceeds the .05 alpha level even 
when weak (1 SD) indicators were combined with strong (3 SD) indicators. PPP was 1.00 
in all configurations but NPP was significantly reduced (.71) at 1 SD separation. Overall 
classification accuracy was also lowest (.80) at 1 SD separation. 
 MAXCOV appeared to be less severely impacted by indicator separation although 
MAXCOV peaks are clearly influenced by reduced validities. As mean separation is 
reduced from 3 SD to 1 SD across configurations, taxonic Monte Carlo samples produce 
individual and average curves with a peak close to the center of the curve that is most 
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prominent at separations of 3 SD and least prominent at 1 SD separation. It should be 
noted that the average curves at the 1 SD separation are more clearly perceivable as 
taxonic than the individual curves, which frequently appeared flat rather than peaked. 
When strong and weak indicators are combined, MAXCOV produced some individual 
curves that appeared to be peaking close to the center of the distribution and some that 
appeared flat. The average curves tended to be peaking close to the center of the 
distribution although a few average curves appeared ambiguous. The dimensional 
equivalents for all four configurations appeared flat varying along a mean covariance 
value. MAXCOV CCFIs produced a high type II error rate for the 1 SD separation (.20), 
which is mitigated when weak (1 SD) indicators were combined with strong (3 SD) 
indicators (.08) but still exceeding the .05 alpha level.  PPP was 1.00 in all configurations 
but NPP is lowest at 1 SD separation (.83) as well as the overall classification accuracy 
(.90). 
 Indicator separation also impacted MAXEIG curves. The peaking near the center 
of the distribution is clearly evident at 3 SD and 2 SD mean separations for taxonic 
Monte Carlo samples. At 1 SD separation, the samples produced individual and average 
curves that sometimes demonstrated a slight hump, appeared to be rising or falling, 
appeared flat, or varying within a range of eigenvalues. When weak (1 SD) indicators 
were combined with strong (3 SD) indicators, the peaking near the center of the 
distribution again becomes evident. However, the hump near the center of the distribution 
is more apparent when average MAXEIG curves are examined rather than the individual 
curves. The dimensional samples produced curves that appeared slightly concave up, flat, 
or varying within a range of eigenvalues. MAXEIG CCFIs also produced a high type II 
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error rate (.32) at 1 SD separation, but this is vastly improved (.04) when weak and strong 
indicators are combined. Weak indicator separation impacted the PPP (.94), NPP (.75), 
and overall classification accuracy (.82) relative to other configurations. 
 Taxonic Monte Carlo samples produced L-Mode curves that are clearly 
perceivable as bimodal when the indicators separated taxon and complement groups by 2 
SD and 3 SD. At 1 SD separation, the majority of the Monte Carlo samples produced L-
Mode curves that appeared unimodal, “lumpy” lacking any clear indications of 
bimodality, and lumpy with the highest point on the curve splitting slightly to suggest 
bimodality. Overall, at 1 SD separation, a significant number of L-Mode curves show 
very little evidence of bimodality. When 1 SD separations were combined with 3 SD 
separations, the L-Mode curves appeared clearly bimodal. The dimensional Monte Carlo 
samples produced unimodal L-Mode curves across configurations. As with the other 
taxometric methods discussed above, L-Mode CCFIs produced an inflated type II error 
rate at 1 SD separation (.68) but produced error rates of .00 in all other configurations, 
again indicating a high risk of adjudging taxonic samples as dimensional with weak 
indicators. PPP was 1.00 in all configurations but NPP was only .60 at 1 SD separation, 
compared to 1.00 at all other configurations. Overall accuracy was only .66 at 1 SD 
separation, compared to 1.00 in all other configurations.  
 Both methods of implementing MAXSLOPE (with or without composite input 
indicators) were similarly impacted by group separation. At 3 SD and 2 SD separations, 
taxonic samples produced MAXSLOPE curves with a local regression manifesting the S-
Shape expected for taxonic structures. At 1 SD separation, a majority of the local 
regression curves appeared linear or flat rather than S-Shaped, increasing their likelihood 
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of being misjudged as indicating a dimensional rather than taxonic structure. When 
indicators with strong and weak validities were combined, MAXSLOPE (all-pairs) 
produced some curves that were clearly S-shaped and some that appeared flat or linear. 
When MAXSLOPE was implemented with strong and weak indicators and composite 
input indicators, the Monte Carlo samples yielded a clear S-Shaped local regression line. 
Dimensional Monte Carlo samples produced MAXCOV plots with a linear local 
regression line rising from the low to high end of the distribution.  
The Effect of Unequal Variance on Taxometric Methods 
  To examine the effect of unequal variance, the variance ratios were configured so 
that the taxon group always had the higher variance. Additional Monte Carlo samples 
(not reported here) were created with the complement group having the higher variance. 
There were no remarkable differences in results whether the taxon or complement group 
had the higher variance. Figures D22 to D28 (see Appendix D) depict sample taxometric 
plots with variance configurations set as 1:1, 1:2, 1:4, and 1:8 with mean separation 
across indicator variables set at 3 SD. There were also no differences in the results 
obtained when MAMBAC was run with all possible input-output indicator pairs, or when 
MAMBAC was ran with composite input indicators. Taxonic Monte Carlo samples 
produced MAMBAC curves assuming their prototypical concave down shape for all 
variance configurations.  In all configurations, the taxonic Monte Carlo samples produced 
prototypical MAMBAC plots with a prominent “hump” near the center of the distribution 
reflecting the mean separations of the indicators and the base rate of the taxon group. 
There was no propensity for taxonic Monte Carlo samples to produce curves mimicking 
latent dimensions in any of the configurations. The dimensional equivalents appeared 
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prototypically dimensional in all configurations, appearing “concave up” with no 
propensity to mimic taxonic signatures. MAMBAC (All Pairs) and MAMBAC 
(Composite) CCFIs performed adequately at distinguishing taxonic and dimensional 
Monte Carlo samples in all variance ratios. This is reflected in the preponderance of .00 
error rates in all variance ratios and their near perfect PPP, NPP, and overall accuracies.   
    MAXCOV plots also appeared unaffected by unequal variances. Across 
configurations, taxonic Monte Carlo samples maintained their concave down shape with 
the “hump” close to the center of the distribution, and dimensional equivalents produced 
a flat or sometimes slightly “dish-shaped” curve. MAXCOV CCFIs performed well at 
distinguishing between taxonic and dimensional data with all variance ratios producing 
error rates less than .05. PPP was in excess of .96 across configurations and NPP was 
1.00 in all configurations. The overall accuracy of the CCFI was .98 at 1:1 variance ratio, 
and 1.00 at other variance ratios. Like MAXCOV, MAXEIG plots also appeared 
unaffected by unequal variances. Taxonic Monte Carlo samples maintained a their 
“concave down” shape with a “hump” close to the middle of the distribution, whereas 
non-taxonic samples appeared flat, “dish-shaped,” or varying along an average 
eigenvalue. As in MAXCOV, the CCFI performed well at distinguishing samples at all 
variance ratios with a lowest PPP of .96 at 1:8 variance ratio and 1.00 at other variance 
ratios. NPP was 1.00 in all variance configurations. The overall classification accuracy 
was .98 at 1:8 variance ratio and 1.00 at all other variance ratios. 
 L-Mode curves remained unaffected as variance ratios were varied from 1:1 to 
1:8. In all configurations, taxonic datasets produced prototypical bimodal L-Mode curves 
with right and left modes of about equal heights. The dimensional equivalents of the 
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Monte Carlo samples produced prototypical unimodal L-Mode curves, clearly 
perceivable as indicative of a non-taxonic structure. CCFI estimates in L-Mode also 
performed adequately in identifying taxonic and dimensional datasets. The CCFI 
correctly identified the latent structure of all samples and produced PPP and NPP of 1.00 
in each configuration. Overall classification accuracy was also 1.00 at all configurations.  
 MAXSLOPE curves maintained their prototypical S-Shape for taxonic samples in 
all variance configurations and dimensional samples produced a linear regression line 
rising from the beginning to the end of the distribution. There were no remarkable 
differences in the shape of the local regression lines across variance ratios and there were 
no remarkable differences in the shapes of MAXSLOPE curves when analyses were ran 
with all possible input-output indicator pairs or creating composite input indicators.   
The Impact of Skew on Taxometric Methods 
 To examine the effect of skew on taxometric methods, three levels of skew were 
simulated labeled moderate, substantial, and severe skew.  To determine whether 
implementing taxometric analysis with oppositely skewed variables had an impact on 
results, an additional configuration with two pairs of variables equally but oppositely 
skewed was also simulated. For the opposite skew configuration, the variables were only 
moderately skewed so that the possible effect of opposite skew is not conflated with the 
effect of skew severity. Figure D29 through D35 depict the effect of the skew 
configurations on taxometric methods. Both methods of running the MAMBAC analysis 
were systematically impacted by skew. At moderate, substantial, and severe skew, 
taxonic Monte Carlo samples produced MAMBAC (All-Pairs) individual and average 
curves that were “concave down” shaped and clearly discernable as taxonic; however, it 
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is also remarkable that some of the Monte Carlo samples produced MAMBAC (All Pairs) 
individual and average curves that appeared to be rising at the very end of the distribution 
while still maintaining their “concave down” shape for the rest of the distribution. The 
opposite skew condition produced a variety of individual curves, some of which appeared 
to be rising from the low to the high end of the distribution, falling from the low to the 
high end of the distribution, some which appeared “concave down,” and others which 
appeared “concave down” for much of the distribution but starting to rise at the high end 
of the distribution. Skew appeared to have an impact on the ability of MAMBAC (All 
Pairs) to detect dimensional samples. At moderate, substantial, and severe skew, the 
Monte Carlo samples produced individual and average MAMBAC curves that appeared 
to be peaking at the high end of the distribution. The “peaking” appeared most 
pronounced at the severe skew configuration, with a number of the curves mimicking a 
low base rate taxonic situation. Opposite skew produced curves that also appeared to be 
peaking at the high end of the distribution. Skew had an impact on MAMBAC (All Pairs) 
CCFIs to distinguish between taxonic and dimensional samples. Although CCFIs often 
correctly detected taxonic samples in all skewed configurations, dimensional samples 
were often misjudged as taxonic in all skewed configurations except moderate skew. 
CCFIs produced type I error rates less than .05 at moderate skew, but very high type I 
error rates for higher levels of skew and opposite skew. It is remarkable that all of the 
dimensional samples were adjudged as taxonic at opposite skew (i.e. 1.00 type I error). 
NPP was 1.00 at moderate, substantial, and severe skew. Skew level appeared to decrease 
PPP, which was .96 at moderate skew, .83 at substantial skew, and .71 at severe skew. 
Classification accuracy also decreased as skew level increased ranging from .98 at 
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moderate skew to .80 at severe skew. Classification accuracy, PPP, and NPP were no 
better than chance at opposite skew. 
 The impact of skew on the MAMBAC (Composite) procedure was similar to its 
impact on MAMBAC (All Pairs). Taxonic samples produced curves that were clearly 
discernable as taxonic regardless of the severity of the skew. Individual and average 
MAMBAC (Composite) curves maintained the prototypical “concave down” shape with 
the “hump” near the center of the distribution. The individual and average curves 
produced by the taxonic samples also clearly matched the simulated taxonic comparison 
data generated within the program and were also clearly incongruent with those of the 
simulated dimensional comparison data. At opposite skew, the curves produced still 
appeared prototypically taxonic with a “hump” near the middle of the distribution. Unlike 
MAMBAC (All Pairs), the individual curves were consistent in their shape but half of the 
curves were clearly mirror images of the other half produced. Similar to MAMBAC (All 
Pairs), skew had an impact on the ability of MAMBAC (Composite) to detect 
dimensional samples. At moderate skew, a majority of the individual and average plots 
appear “concave up” or rising at the end of the distribution, although a few sub-samples 
demonstrate a slight hook near the end of the distribution. At substantial and severe skew 
configurations, the “hook” at the end of the distribution becomes much more prevalent 
across Monte Carlo samples, increasing their likelihood of being misjudged as taxonic. 
Similar to MAMBAC (All Pairs), opposite skew produced curves that appeared to be 
peaking at the high end of the distribution, some of the curves also assumed a J-shape 
that may be adjudged as indicative of a low base rate taxon via visual inspection. It is 
remarkable that at this configuration, the graphical outputs do not visually match those 
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produced by the simulated dimensional data but appear to better fit the graph produced by 
the simulated taxonic comparison data. Similar to MAMBAC (All Pairs), increasing 
skew severity increased the type I error rate of MAMBAC (Composite). Type I error only 
slightly exceeds the .05 alpha level at substantial skew but becomes very high at severe 
skew (.52) and opposite skew (1.00). This again suggests a higher risk for misjudging 
dimensional samples as taxonic at higher skew levels and opposite skew. PPP was 
impacted by skew with a value of .66 at severe skew. NPP was 1.00 for moderate, 
substantial, and severe skew but classification accuracy, PPP, and NPP were no better 
than chance at opposite skew. 
 MAXCOV was also impacted by skew, but its performance was better than that of 
MAMBAC. In the skew configurations, the taxonic Monte Carlo samples produced 
MAXCOV individual and average plots that deviated significantly from the prototypical 
“concave down” shape expected for non-skewed taxonic data. At moderate, substantial, 
and severe skew, the curves appeared somewhat “concave down” for about the first half 
of the distribution but flat or rising towards the high end of the distribution. Opposite 
skew produced some individual plots with a “hump” to the left end and others with a 
“hump” at the right end of the distribution. MAXCOV produced average curves with a 
“hump” near the middle of the distribution. The MAXCOV plots produced by the Monte 
Carlo samples generally matched those produced by the simulated taxonic comparison 
data generated within the MAXCOV program and taxonic data were clearly perceivable 
as taxonic using the comparison data. The dimensional Monte Carlo samples produced 
curves of various shapes, sometimes rising, rising and flattening to be parallel to the x-
axis, and sometimes beginning flat and then proceeding to rise. Overall, the curves 
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deviated from those expected of prototypical dimensional data. At opposite skew, 
MAXCOV produced curves that appeared flat or varying along a mean covariance, or flat 
and rising at the end of the distribution. MAXCOV CCFIs correctly identified all of the 
taxonic Monte Carlo samples but type I error rates exceeded .05 in all skew 
configurations. As in MAMBAC, PPP decreased as skew increased ranging from .74 to 
.93. PPP for opposite skew was .89, a vast improvement over that obtained from the 
MAMBAC analyses for opposite skew. MAXCOV CCFIs performed better than 
MAMBAC at detecting dimensional structure with opposite skew correctly identifying 
88% of the samples as dimensional. NPP was 1.00 in all skew configurations including 
opposite skew. Classification accuracy was lowest at severe skew (.82) and highest at 
moderate skew (.96). Opposite skew produced better classification accuracy in 
MAXCOV (.94) than that produced by the MAMBAC analyses. 
 The results of MAXEIG were sometimes similar to that of MAXCOV. At 
moderate skew, the taxonic samples produced curves with a clearly visible hump; 
however, the hump was closer to the low end of the distribution than prototypical 
MAXEIG curves with negligible skew. At substantial and severe skew, the hump remains 
left of the center of the distribution (mimicking a taxonic situation with base rate greater 
than .50); however, the humps are less visible and more diffuse especially at severe skew. 
At opposite skew, taxonic samples produced two individual curves with the hump at the 
right end and two curves with a hump at the left end of the distribution. The average 
MAXEIG curves demonstrate a clearly visible hump near the middle of the distribution; 
however, the curve appeared relatively more leptokurtic than prototypical MAXEIG 
curves with negligible skew. Dimensional Monte Carlo samples produced MAXEIG 
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curves that appeared to be rising or peaking close to the high end of the distribution; 
however, the shapes of the individual curves were hardly consistent, especially at 
substantial and severe skew, where some curves appeared flat and others appeared to be 
rising and then flattening at the end of the distribution. At opposite skew, individual and 
average curves sometimes appeared flat or varying along a mean eigenvalue. On other 
occasions, they appeared flat for most of the distribution and rising at the end. Overall, 
the majority of the curves deviated from prototypical dimensional plots. As in 
MAXCOV, the CCFI performed adequately at identifying taxonic samples but produced 
type I error rates that exceed the .05 alpha level at moderate, substantial, and severe 
skew. Remarkably, MAXEIG CCFIs produced .00 type I error at opposite skew, which 
was better than that produced by CCFIs in other taxometric methods for the same 
configuration. CCFIs produced a PPP of 1.00 at opposite skew, a vast improvement over 
that produced in MAMBAC and MAXCOV. NPP was 1.00 at all skew configurations.  
Classification accuracy was lowest at substantial skew (.80) and highest at moderate 
skew (.92). Opposite skew produced a classification accuracy of 1.00. 
 The taxonic samples produced L-Mode curves that remained clearly bimodal at 
moderate, substantial, and severe skew. However, relative to prototypical L-Mode curves 
of the same base rate, indicator separation, and negligible skew, the right (upper) mode of 
the L-Mode curve was less distinct and shorter than the left (lower) mode. At opposite 
skew, the right (upper) mode is even less distinct and perceivable in only a subset of the 
Monte Carlo samples. The dimensional samples produced curves that appeared unimodal; 
however, at moderate, substantial, and severe skew, the curve is leaning left with a tail 
extending to the right. Some of the L-Mode curves had tails that also appeared “bumpy,” 
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somewhat mimicking a low-base rate taxonic situation. At opposite skew, the curves are 
clearly unimodal and symmetrical, appearing closer to prototypical dimensional L-Mode 
curves than those obtained in the other configurations. L-Mode CCFIs correctly identified 
all of the taxonic Monte Carlo samples but again type I error rates exceeded .05 in all 
skew configurations. PPP decreased as skew increased ranging from .71 to .93. PPP for 
opposite skew was .89, similar to that obtained from the MAXCOV analyses for opposite 
skew. NPP was in excess of .96 in all skew configurations including opposite skew. 
Classification accuracy was lowest at severe skew (.80) and highest at moderate skew 
(.96). Opposite skew produced better classification accuracy in L-Mode (.92) comparable 
to that of MAXCOV. NPP was .96 at opposite skew and 1.00 at other skewed 
configurations. Overall accuracy was highest at moderate skew (.96) and substantial skew 
(.90), and lowest for severe skew (.80). CCFI had an accuracy of .90 at opposite skew.   
 Skew appeared to have the strongest impact on MAXSLOPE curves. At 
moderate, substantial, and severe skew, the taxonic samples produced curves that clearly 
deviated from the prototypical S-Shaped regression line observed when skew is 
negligible. Although an S-Shape may still be perceivable to an experienced observer at 
moderate skew, the within-group Lowess curve at the high end of the distribution 
appeared to be longer than in non-skewed situations and the within-group Lowess curve 
at the low end of the distribution and the intermediate region are shorter than in non-
skewed situations. At opposite skew, MAXSLOPE produced individual curves that 
appeared to be mirror images of each other. Dimensional samples also produced curves 
that also deviated significantly from prototypical plots produced when skew is negligible. 
It is also remarkable that a subset of the oppositely skewed samples produced curves that 
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sometimes mimicked severely skewed taxonic samples. Overall, skew configurations 
impact the clarity of curves produced by taxonic and dimensional samples. 
The Performance of Latent Variable Mixture Models with Unfavorable Conditions 
 For both latent variable methods, the results evaluated include the performance of 
the information criteria (AIC, BIC, and aBIC) and the likelihood-based statistics 
(traditional log-likelihood, LMR, aLMR, and the BLRT) in differentiating between 
dimensional (one-class) and taxonic (two-class) Monte Carlo samples. As a general rule-
of-thumb, the preferred model is one with a lower information criteria and a higher log-
likelihood. The LMR, aLMR, and the BLRT are produced for models with two or more 
classes for comparing a higher class model with one that has one less class than the 
estimated model. In the current study, the p-values produced (representing the exact 
probability that the one-class model generated the data) were examined to determine 
whether they supported a one or two-class model; whenever the p-values are greater than 
.05, the tests fail to reject the one-class (dimensional) model and the Monte Carlo sample 
is adjudged as dimensional. The judgment about the better class model based on a 
comprehensive evaluation of information criteria and likelihood-based statistic is also 
compared for both methods. The performance of latent profile analysis and factor mixture 
analysis were compared not only based on hit rates and error rates, but also on the quality 
of class assignments (in the current study, entropy values served as an indicator of  the 
quality of class assignment) for a set of data configurations (base rate, nuisance 
covariance, and indicator separation).  
Tables C2 (see Appendix C) presents hit rates, error rates, overall accuracy, PPP 
and NPP for information criteria and likelihood-based statistics for the latent profile 
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model and the factor mixture model. For both the latent profile and factor mixture 
models, the traditional log-likelihood has an inflated Type I error rate regardless of the 
data condition or configuration, producing a 100% true positive rate for taxonicity but a 
0% true negative rate (i.e., missing all dimensional samples). Given that the type I error 
rate of the traditional log-likelihood is consistently inflated; there is no reason to continue 
to evaluate its performance as a fit index for the latent variable mixture models in the 
current study.   
Examining Table C2, it is also clear that latent profile analysis performed 
adequately at identifying taxonic datasets in all base rate configurations but performed 
poorly in identifying dimensional samples. In all base rate configurations, all of the fit 
indices correctly identified 100% of the taxonic samples as taxonic. The quality of 
classification based on entropy estimates was generally adequate regardless of the base 
rate, with entropy values generally in excess of .90 in all base rate configurations. 
Average entropy decreased as base rate increased, ranging from .90 at .50 base rate to .99 
at .05 base rate. Type I error rates were generally high for all information criteria and the 
LMR and aLMR. The AIC produced the highest type I error rates for the base rate 
configurations with a type I error rate of .92 at .05 and .50 base rate. Unlike other fit 
indices, the BLRT correctly identified 100% of the dimensional samples as dimensional 
in all base rate configurations, thus producing a type I error rate of .00. 
From Table C2, factor mixture analysis appears to outperform latent profile 
analysis, not only at identifying taxonic, but also identifying dimensional Monte Carlo 
samples in all base rate configurations. As in latent profile analysis, all of the fit indices 
correctly identified 100% of the taxonic samples. The quality of classification based on 
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entropy estimates were in excess of .90 in all base rate configurations indicating that 
factor mixture analysis adequately assigned cases to actual classes. Like latent profile 
analysis, there was a noticeable trend in classification quality due to the relative size of 
the groups with entropy values similar to those obtained in the latent profile model. 
Average entropy was highest at .05 base rate (.99) and lowest at .50 base rate (.91). 
Unlike latent profile analysis, factor mixture analysis performed adequately at also 
identifying dimensional Monte Carlo samples; however, performance still varied by the 
fit index examined. The traditional log-likelihood and the AIC performed worse than 
chance at correctly identify any of the dimensional samples. The performance of the other 
fit statistics was quite variable. The BLRT performed the best of the fit indices producing 
type I error rates of .00 for all base rates. The BIC performed the best of the information 
criteria, producing type I error rates slightly exceeding the .05 alpha level at .25 and .50 
base rate. Remarkably, the LMR and aLMR produced type I error rates less than .05 at all 
base rate configurations. 
Nuisance covariance had an impact on the ability of both the latent profile model 
and the factor mixture model to distinguish between taxonic and dimensional samples. 
For the factor mixture model, at .30 nuisance correlation, the BIC type II error rate is .12, 
whereas other fit indices maintain a .00 type II error rate. At .50 nuisance correlation, the 
BIC, LMR, aLMR, and BLRT produced high type II error rates (see table 2). Type I error 
rates exceeded the .05 alpha level for all fit indices at all levels of nuisance correlation 
except for the BIC and the BLRT, which consistently produced type I error rates less than 
.05 at all levels of nuisance correlation. Classification quality decreased with increased 
nuisance correlation. Average entropy was highest at .00 nuisance correlation (.91) and 
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lowest at .50 nuisance correlation (.69). Unlike the factor mixture model, the latent 
profile model did not appear to be impacted by nuisance covariance in taxonic Monte 
Carlo samples with all fit indices correctly identifying 100% of the samples. The type I 
error rates were highest for the AIC and aBIC and consistently exceeded the .05 alpha 
level for the other fit indices. Classification accuracy was similarly impacted in the latent 
profile model with average entropy being highest at .00 nuisance correlation (.84) and 
lowest at .50 nuisance correlation (.69).  
The ability of the factor mixture model to distinguish between taxonic and 
dimensional samples at various levels of indicator separation depended on the fit index 
examined. The type I error rates of the AIC, aBIC, LMR, and aLMR are quite high at all 
levels of separation. The BIC produced type I error rates of .00 in all configurations, 
whereas the BLRT produced error rates no higher than .08 across separations. Weak 
indicator separation (1 SD) had an effect on the ability of the BIC to identify taxonic 
samples. The type II error rate was .00 in all other configuration but .32 at 1 SD 
separation. The BLRT produced a type II error rate of .08 at 1 SD separation, slightly 
exceeding the .05 alpha level. Type II error was also inflated for the aBIC, LMR, and 
aLMR at 1 SD separation, rendering them poor indicators of taxonicity at this level of 
separation. Classification quality was more than adequate in all configurations but 
appeared to improve with larger group separations. Average entropy was highest at 3 SD 
(.99) and lowest at 1 SD (.82) but entropy improved when weak and strong indicators 
were combined (.95). Indicator validity also had an impact on the latent profile model. 
All fit indices except the BLRT produced type I error rates exceeding the .05 alpha level, 
with the AIC producing the most inflated type I error rates across configurations. 
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Remarkably, the BIC implemented with the latent profile model was unable to match its 
performance implemented with the factor mixture model in producing low type I error 
rates across configurations. The BLRT performed adequately in the latent profile model, 
producing a type I error rate of .00 in all configurations. At 1 SD separation, all the fit 
indices except the AIC produced inflated type II error rates. The seeming immunity of the 
AIC to weak separations is tempered by the fact that it has an inflated type I error in all 
configurations, suggesting that this reflects more a general propensity to exaggerate the 
number of classes. Similar to the factor mixture model, indicator separation appeared to 
have an impact on classification accuracy. Average entropy was highest at 3 SD 
separation (.95) and lowest at 1 SD separation (.61) and entropy improved when weak 
and strong indicators were combined (.94).  
Variance ratio appeared to have little impact on the ability of the latent profile or 
the factor mixture model to identify taxonic Monte Carlo samples. The AIC, BIC, ABIC, 
LMR, aLMR, and the BLRT all had true positive hit-rates of 100% in all variance ratios 
for both models. However, it should be noted that as the variance ratio increased, factor 
mixture analysis had difficulty terminating normally for some Monte Carlo samples. At 
1:2 ratio, one Monte Carlo sample failed to terminate normally. At 1:4, three samples 
failed to terminate normally, and at 1:8 ratio, five samples failed to terminate normally. 
Thus it appears that although unequal variance did not affect the ability of the factor 
mixture model to identify taxonic samples, the model had more difficulty terminating 
normally as the variance ratio increased. For the factor mixture model, the BIC and the 
BLRT again performed the best at distinguishing taxonic and dimensional samples 
producing type I error rates less than .05 at all variance ratios. The LMR and the aLMR 
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produced type I error rates ranging from .04 to .20, but the AIC and aBIC produced very 
high type I error rates. 
Skew appeared to impact the latent profile model, which had a true positive rate 
of 100% with all fit indices examined but produced a type I error rate of 100% with all fit 
indices except the LMR and aLMR. The LMR and aLMR, however, still produced very 
high type I error rates in all skewed configurations.  Remarkably, the BLRT and the BIC, 
which performed adequately in other configurations, also yielded very high type I error 
rates in all skewed configurations. Skew also had an impact on the performance of the 
factor mixture model, specifically at identifying dimensional Monte Carlo samples. This 
is reflected in the very high type I error rates for all the fit indices in each skewed 
configuration. Compared to other data configurations, it appears that skew posed the 
strongest hazard to inflating type I error rates produced by the latent variable mixture 
models.  
Combined Effects of Low Base Rate, Nuisance Covariance, Poor Indicator Validity, and 
Skew 
  The effect of violating multiple statistical assumptions on the taxometric and 
latent variable methods were examined in the two final configurations representing an 
aggregation of nuisance covariance, low taxon group base rate, poor indicator 
separations, and severe skew. As previously stated, the less severe configuration 
represented an aggregation of .10 base rate, severe skew, .30 nuisance covariance, and 
indicator validity of 2.00 SD. The second more severe configuration represented a 
combination of .05 base rate, severe skew, .50 nuisance covariance, and indicator validity 
of 1.25 SD separations. Dimensional equivalents were also simulated to match the skew 
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levels and the correlations obtained from the taxonic datasets. For taxometric methods, 
expert rater judgments, with and without simulated comparison data, were analyzed and 
compared to CCFI indications, and the results of taxometric and latent variable mixture 
models were also compared.  It should be noted that MAXSLOPE was excluded from 
this part of the study because of the absence of a CCFI index for evaluating the taxonic 
versus dimensional solutions. The taxometric methods were also evaluated in terms of the 
accuracy of their base rate estimates. For all methods, coverage values were computed for 
base rate estimates to evaluate the accuracy of the methods to recover the actual base 
rates as defined in the simulations. This is done by determining the number (or 
proportion) of replications in which a 95% confidence interval around the base rate 
estimate contains the actual population base rate. It should be noted that coverage was not 
evaluated for the latent variable mixture models because the models were implemented 
using the random starts option in the Mplus 5.1 program which increases the risk of label 
switching (see Nylund et al., 2007); that is, a class for a previous replication may be 
represented by another class in a subsequent replication and produce divergent estimates. 
 Figures D36 to D40 (see Appendix D) depict the effect of violating multiple 
statistical assumptions on taxometric curves. For MAMBAC (All Pairs) and MAMBAC 
(Composite), taxonic Monte Carlo samples produced individual and average curves that 
appeared J-shaped, rising at the end of the distribution for both egregious configurations. 
The shapes produced for taxonic samples were comparable to what was obtained for the 
.05 base rate configuration described earlier (see Figures D1 and D2). The dimensional 
samples also appeared to be rising at the end of the distribution for both egregious 
configurations, closely mimicking a low-base rate taxonic situation. This is no doubt due 
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to the highly skewed nature of both egregious configurations.  Both MAXCOV and 
MAXEIG curves deviated from prototypical shapes in both egregious configurations. 
Taxonic samples produced MAXCOV and MAXEIG individual and average curves that 
varied by sample and did not generally conform to a single shape. Curves often rose and 
demonstrated a “hump” near the end of the distribution but sometimes continued to rise 
with no clear “hump.” Dimensional samples also produced inconsistent shapes with some 
curves appearing flat and others appeared to be rising and then flattening at the end of the 
distribution. The taxonic data also produced L-Mode curves that deviated from 
prototypical curves expected for taxonic situations with minimal violations of statistical 
assumptions. There is no clearly visible upper mode for the taxonic data in both 
configurations, and it is remarkable that curves generated by taxonic and dimensional 
data are starkly similar with the curve leaning left with a tail extending to the right. This 
likely increases the difficulty of distinguishing between taxonic and dimensional data.       
 Tables C3 and C4 (see Appendix C) present true positive and negative hit rates 
for all taxometric methods by rater, with and without comparison data, and coverage 
values for base rate estimates. Whereas Table C3 presents the collapsed hit rates obtained 
from the raters, Table C4 presents the hit rates for each rater with and without simulated 
comparison data. CCFI estimates for both egregious configurations are contained in 
Table C1. For MAMBAC (All-Pairs), the use of comparison data improved the overall 
agreement between raters (Kappa = .721, p < .0001) in distinguishing between taxonic 
and dimensional samples over judgment by visual inspection without simulated 
comparison data (Kappa = .571, p < .0001). The use of comparison data also improved 
the performance of the two raters at distinguishing between taxonic and dimensional 
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samples. At the more severe configuration, the averaged true positive hit-rate for both 
raters improved from 20% without comparison data to 80% with comparison data, and 
the average true-negative rate increased from 50% to 65%. At the less severe 
configuration, the average true positive rate was 100% with and without comparison data; 
however, the true negative rate improved from 45% to 70%. The CCFIs obtained from 
taxometric analyses are included in Table C1 with CCFIs for other data configurations.  
MAMBAC (All-Pairs) CCFIs had true positive hit-rates of 100% for both taxonic 
configurations and true negative rates of 90% for the less severe configuration and 80% 
for the more severe configuration.  
 For MAMBAC (Composite), there was moderate agreement between the raters 
about taxonic and dimensional samples with and without simulated comparison data. The 
inter-rater agreement was found to be Kappa = .45 (p <.001) for visual inspection without 
simulated data and Kappa = .49 (p < .001) with simulated comparison data. At the severe 
configuration, the average true positive rate improved from 50% without comparison data 
to 60% with comparison data, and the true negative rate improved from 30% to 70% with 
comparison data. At the less severe configuration, average true positive rate was 100% 
with and without comparison data, but the true negative rate improved from 60% to 70% 
with comparison data. MAMBAC (Composite) CCFIs also had true positive hit-rates of 
100% for both taxonic configurations and 80% true negative rates for both 
configurations.  
The inter-rater agreement for MAXCOV was poor without simulated comparison 
data with Kappa = -.48 (p < .001) suggesting that the agreement between raters is less 
than what may be attributable to chance. The use of comparison data improved agreement 
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(Kappa = .32, p < .05); however, the level of agreement between raters is low. The 
average true positive rate for the severe configuration was 65% with and without 
comparison data, whereas the average true negative rate improved from 45% to 55% with 
simulated comparison data. At the less severe configuration, the average true positive rate 
improved from 60% to 75% with the simulated comparison data, whereas the true 
negative rate improved from 30% to 70% with simulated data. MAXCOV CCFIs 
correctly identified 90% of the taxonic and 90% of the dimensional samples at the less 
severe configuration and a true positive and a true negative rate of 80% for the more 
severe configuration.  
 The inter-rater agreement for MAXEIG was low without simulated comparison 
data (Kappa = .13, p = .39) suggesting that agreement is attributable to chance; but the 
use of simulated comparison data improved agreement (Kappa = .48, p < .001) between 
raters. The average true positive rate for the severe configuration was 70% without 
comparison data and 85% with comparison data. The average true negative rate improved 
from 40% to 60% with comparison data. At the less severe configuration, the average 
true positive rate improved from 90% to 100% with comparison data; however, the 
average true negative rate decreased from 60% to 50%. MAXEIG CCFIs had true 
positive rates of 100% for the more severe configuration, but 90% for the less severe 
configuration; however, both configurations produced true negative rates of only 70%.  
 The inter-rater agreement for L-Mode was minimal with (Kappa = -.05, p = .35) 
and without (Kappa = - .10, p = .24) simulated comparison data suggesting that 
agreement is attributable to chance. For the more severe configuration, the average true 
positive rate was 30% without comparison data and 10% with comparison data. The 
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average true negative rate increased from 75% to 85% with simulated comparison data. 
At the less severe configuration, the average true positive rate increased from 0% to 40% 
with simulated comparison data, and the average true negative rate increased from 60% 
to 85%. L-Mode CCFIs also had true positive hit rates of 100% for both egregious 
configurations, 100% true negative rate for the less severe configuration, and 80% for the 
more severe configuration. 
 For most taxometric methods, the use of simulated comparison data improved the 
agreement between the raters (L-Mode appeared to be an exception). For both egregious 
configurations, the use of comparison data also tended to improve the hit rates and 
accuracy. Distinguishing between taxonic and dimensional data using the CCFI tended to 
outperform mere visual inspection (with or without simulated comparison data) for all 
taxometric methods.   
 Next, the hit rates and error rates for the taxometric procedures were evaluated for 
situations in which a researcher determined latent structure by combining the results of at 
least three taxometric procedures including MAMBAC (All Pairs), MAXCOV, 
MAXEIG, and L-Mode. The three methods of combining taxometric results evaluated by 
Ruscio et al. 2010 were evaluated for only the egregious data configurations (see Table 
C5). Hit rates and error rates were also evaluated for the single and dual threshold 
approach for deciphering latent structure based on CCFI estimates. Overall, the multiple 
hurdles approach produced hit rates in excess of 80% for taxonic and dimensional data 
regardless of the multiple hurdles technique implemented and overall accuracies were in 
excess of .90. The accuracy levels are at least comparable to and often exceeding those 
produced by the individual taxometric methods with the same egregious data 
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configurations. It is remarkable that the unanimity approach produced error rates of .00 
regardless of the combination of taxometric methods considered; however, this was often 
at the expense of producing many results that were classified as non-interpretable or 
ambiguous.  It is however, noteworthy that when all methods converged on a single 
structure, accuracy was 1.00. The use of the dual threshold approach often increased hit 
rates and decreased error rates but this was often at the expense of increasing the number 
of samples classified as non-interpretable or ambiguous. The mean CCFI when 
implemented with a dual threshold produced error rates less than .10 and no more than 8 
samples classified as ambiguous for all combinations of taxometric methods. The best 
balance between accuracy and non-interpretable samples appeared to be accomplished by 
implementing a majority multiple hurdles approach with MAMBAC, MAXCOV, and L-
Mode and using a single threshold CCFI for determining latent structure; given that this 
produced perfect accuracy with no ambiguous or non-interpretable samples. However, for 
all possible combinations of three or more taxometric methods, the mean CCFI with dual 
threshold appeared to strike the best balance between accuracies and few ambiguous or 
non-interpretable results.           
The latent profile model produced true positive hit rates of 90% and 100% for the 
severe and less severe configurations for the BLRT and the information criteria; however, 
the LMR and aLMR produced hit rates of only 60%. Whereas the information criteria 
and the BLRT produced very high type I error rates, the LMR and aLMR produced type I 
error rates of .00. However, their relatively lower type I error rate is tempered by a higher 
type II error rate compared to other fit indices. As with other configurations, the 
performance of the factor mixture model depended on the fit index examined. Overall, 
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the fit indices performed adequately at indicating taxonic samples. All fit indices except 
the LMR and the aLMR correctly identified as taxonic 100% of the taxonic samples in 
both configurations. The LMR and aLMR correctly identified 90% of the taxonic 
samples in both configurations. The factor mixture model performed less than adequately 
at identifying dimensional samples. The three information criteria correctly identified 
only 10% of the dimensional samples at the severe configuration and 0% at the less 
severe configuration, whereas the LMR and aLMR correctly identified only 50% of the 
samples in both configurations. The BLRT identified 0% of the dimensional samples in 
both configurations. Overall, the factor mixture model, like the latent profile model 
appeared to have an inflated type I error rate for detecting taxonicity.   
Finally, the various base rate estimates obtained from each taxometric model are 
evaluated with the most egregious configurations. The base rate estimates evaluated are 
those produced by the taxometric model for the taxonic Monte Carlo samples. 
MAMBAC (All-Pairs) produces base rate estimates across curves, indicators, and from 
the average curve; all of which are evaluated in terms of their closeness to the parameter 
estimate via coverage estimation. Overall, MAMBAC tended to produce base rate 
estimates for the taxonic samples that tended to be higher than the true population base 
rates of .05 for the more severe configuration. Base rate estimation for the less severe 
configuration tended to be closer to the true population base rate of .10. For the more 
severe configuration (i.e., base rate = .05), coverage is .00 for all three base rate 
estimation methods, indicating that across all replication, for none of the model estimates 
does the population parameter fall within a 95% confidence interval. For the less severe 
configuration, coverage is .90 for estimation across curves and estimation across 
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indicators, indicating that for 90% of the samples, the population value of .10 does fall 
within a 95% confidence interval around model estimates. The average curve base rate 
estimate produced a coverage value of .80, indicating that for 80% of the taxonic Monte 
Carlo samples, 95% confidence intervals contained the population value of .10. 
MAMBAC (Composite) estimates base rate across curves and estimates the base 
rate for the average curve. MAMBAC (Composite) also tended to overestimate the base 
rate with both estimation methods with the more severe configuration. Both methods of 
base rate estimation produced coverage values of .00, suggesting that across replications, 
for none of the model estimates does the population parameter fall within a 95% 
confidence interval. For the less severe configuration, both estimation methods produced 
coverage values of .60, indicating that 60% of the replication produced 95% confidence 
intervals that contained the actual population base rate of .10.  
MAXCOV estimates the base rate across curves, indicators, and also estimates the 
base rate for the average curve. Across replication, it was apparent that MAXCOV tended 
to underestimate the actual population base rate for both egregious configurations 
whenever coverage was not accomplished (i.e., confidence interval around base rate 
estimate does not contain the actual parameter value). At the more severe configuration, 
MAXCOV produced coverage values of .70 for base rate estimation across curves and 
across indicators; indicating that for 70% of the replications, the parameter base rate of 
.05 fell within a 95% confidence interval around model estimates. At the same 
configuration, base rate estimation with the average curve produced a coverage value of 
.30. At the less severe configuration, all base rate estimation methods produced coverage 
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of .30, indicating that the parameter estimate of .10 is subsumed by a 95% confidence 
interval around model estimates in only 30% of the replications.  
MAXEIG estimates base rate across individual curves and also estimates the base 
rate of the average curve. MAXIEG, like MAXCOV tended to underestimate the base 
rate for both forms of estimation in both egregious configurations. Coverage was minimal 
for both forms of base rate estimation in both configurations. For the more severe 
configuration, coverage is .00 for both base rate estimation methods; indicating that 
across all replication, for none of the model estimates does the population parameter fall 
within a 95% confidence interval. At the less severe configuration, both methods had a 
coverage value of .40 across replications. 
L-Mode produces base rate estimates based on the location of the left and right 
modes, averages the estimates from both modes, and also produces an estimate based on 
the classification of cases in the model. At the more severe configuration, the left mode 
estimate had a coverage value of .00, the right mode had a coverage value of .60, the 
mean of the left and right modes had a coverage value of .20, and the estimate based on 
the classification of cases had a coverage value of .60. At the less severe configuration, 
coverage values were .40 for the left mode estimate, .60 for the right mode estimate, .70 
for the mean of the left and right modes, and .30 based on the classification of cases in 
the model. Overall, L-Mode also tended to underestimate the base rate whenever 
coverage was not accomplished. 
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CHAPTER IV 
DISCUSSION 
The current study examined the performance of a series of mixture models at 
distinguishing between dimensional (one-class) and taxonic (two-class) latent structure 
when statistical assumptions are violated in the distributional characteristics of the 
indicator or outcome variables. Specifically, it was of interest to examine the impact of 
violating assumptions of normality, homogeneous variances, equal group compositions, 
conditional independence, and adequate class separations on the ability of taxometric 
models invented by Meehl and colleagues and two latent variable mixture models (latent 
profile analysis and factor mixture analysis) to distinguish between taxonic and 
dimensional data. The effect of violating multiple statistical assumptions on model 
performance was also examined and compared across mixture models. Specific attention 
was paid to the shape of taxometric graphical outputs and the use of simulated taxonic 
and dimensional comparison data to analyze results and the CCFI as an index of relative 
model fits. Attention was also paid to the relative performances of judgments based on 
visual inspection and CCFIs, and the ability of the taxometric models to reproduce the 
taxon base rate specified in the Monte Carlo simulation. For the latent variable mixture 
models, attention was paid to the relative performances of information criteria (AIC, BIC, 
and aBIC) and likelihood-based statistics (log-likelihood, LMR, aLMR, and the BLRT) 
as fit indices for comparing the relative fit of one and two-class models. 
 The results of the current study suggest that the shape of taxometric curves as 
well as their interpretability as suggestive of a taxonic or dimensional structure are 
impacted by the base rate of the taxon group, class separation or indicator validity, 
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nuisance covariance, and skew. Across taxometric methods, it was apparent that unequal 
group variances posed minimal threat to the interpretability of taxometric curves. 
Specifically, all taxometric models demonstrated robustness to taxon: complement 
variance ratios up to 1:8 (it should be noted that additional runs not reported here also 
show promise for ratios up to 8:1). It is unknown if higher variance ratios may degrade 
the performance of taxometric models but the current results support the robustness of 
taxometric methods to unequal group variances. Overall, at low base rates (.10 and .05), 
high nuisance covariance (r = .50), poor validity (d = 1 SD), taxometric graphical outputs 
for taxonic data significantly deviate from their prototypical signatures, increasing their 
likelihood of being misjudged as indicating dimensionality. For example, MAMBAC (All 
Pairs) taxonic graphs became increasingly flat as indicator validity decreased and the 
middle ‘hump” prototypical of MAXCOV is significantly attenuated as nuisance 
covariance in the taxon and complement category increases. Indicator skew also had a 
significant impact on the shape of taxometric curves, specifically confounding the 
interpretation of dimensional data. Whereas other non-ideal data conditions increased the 
likelihood of misjudging taxonic samples as dimensional, skew appeared to confound the 
interpretability of dimensional structures. Across simulations, skewed taxonic samples 
appeared to maintain their prototypical shapes with MAMBAC even at the most severe 
skew condition; however, MAXSLOPE, MAXCOV, MAXEIG, and L-Mode deviated 
from their prototypical shapes.  
Overall, the findings from the current study regarding the impact of base rate, 
nuisance covariance, and indicator validity on taxometric plots are consistent with 
observations already made by Meehl and colleagues (Meehl & Yonce, 1994, 1996; 
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Waller & Meehl, 1998). Findings regarding the effect of positive skew on taxometric 
plots are also consistent with observations already made by J. Ruscio and colleagues 
(Ruscio, Haslam, & Ruscio, 2006; Ruscio, Ruscio, & Keane, 2004). Unlike previous 
studies, the current study also prospectively examined the effect of implementing 
taxometrics with combinations of weak and adequate indicators as well as the effect of 
implementing taxometrics with combinations of positively and negatively skewed 
indicator variables.  The current study determined that implementing taxometric analyses 
with combinations of weak and strong indicators afford improvements over implementing 
analysis with only weak indicators. Visual inspection of L-Mode curves and average 
MAMBAC, MAXEIG, and MAXCOV curves often produced graphical signatures that 
were improvements over exclusively weak indicators. MAXCOV and MAXEIG 
maintained their visual integrity with oppositely skewed variables whereas other 
taxometric methods were significantly affected.     
The significant deviation of taxometric plots from prototypical taxonic and 
dimensional shapes when statistical assumptions are violated suggests that real-world 
taxometric researchers should demonstrate caution in interpreting taxometric graphical 
outputs and take into consideration conditions that may significantly impact the shape of 
taxometric curves. Moreover, examination of the combined effect of indicator validity, 
base rate, nuisance covariance, and skew on the judgment of raters demonstrated minimal 
agreement about latent structure for MAXCOV, MAXEIG, and L-Mode and moderate 
agreement for MAMBAC when visual inspection was carried out without the use of 
simulated comparison data. This suggests that visual inspection may be unreliable as a 
tool for determining latent structure when multiple statistical assumptions are violated. In 
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the current study, the use of simulated comparison data increased agreement for all 
methods except L-Mode; however, agreement levels were only moderate at best even 
when simulated comparison data improved the performance of raters at distinguishing 
between taxonic and dimensional data. In real-world research, taxometricians typically 
safeguard against violating statistical assumptions by dropping indicators with poor 
validity, transforming highly skewed data with nonlinear transformations, and trimming 
the low end of distributions to increase the base rate of the taxon group; however, the 
reliability of results obtained when such actions are carried out have not been 
demonstrated empirically. Whereas nonlinear transformations of skewed data for 
rudimentary statistics such as simple r appear to reduce the impact of skew on the 
magnitude and significance of the statistic (Dunlap et al., 1995), this has yet to be 
evaluated for mixture models and may be an area for further study. Although the findings 
of the current study suggest that taxometric plots may still be interpretable when strong 
and weak indicators are combined, the impact of combining such indicators on the 
accuracy of parameter estimates was not evaluated in the current study and needs to be 
systematically evaluated in future studies. 
In recent years, recognition of the difficulties of accurately discerning latent 
structure from visual inspection with real-world data due to the influence of data 
characteristics has led to the application of specific bootstrap techniques to aid in the 
interpretation of taxometric plots (Ruscio et al., 2006; Ruscio et al., 2007). An example 
of such an approach is Ruscio’s iterative bootstrap technique, which generates empirical 
sampling distributions to simulate taxonic and dimensional comparison data that match 
the idiosyncratic properties of the research data including distributional properties from 
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the four moments (Mean, SD, Skew, and Kurtosis). Simulated taxonic and dimensional 
data also match the research data’s correlational properties (i.e., factor loadings on 
indicator variables). Once the research data and the comparison data are analyzed 
(analytic implementation strategies are also matched) visual inspection is carried out to 
determine whether the graphical output from the research data better match the graphical 
output from the simulated taxonic or dimensional data. CCFIs are also produced to 
compare the relative fits of a taxonic versus a dimensional model to the research data.  
In the current study, the CCFIs demonstrated adequate robustness for most 
conditions investigated; but their level of robustness varied by configuration. CCFIs for 
most taxometric models (MAXSLOPE is excluded because it is not currently conducted 
with simulated comparison data), were able to distinguish between taxonic and 
dimensional Monte Carlo samples with high levels of accuracy. Weak indicator 
separations and high nuisance covariance however, increased the likelihood of 
misjudging taxonic samples as dimensional. The inflated type I error rates for substantial 
and severe skew configurations was somewhat surprising, given the logic of the iterative 
bootstrap approach and the performance of the CCFI in previous evaluations of 
distributional non-normality (Ruscio & Kaczetow, 2009; Ruscio et al., 2007). However, it 
should be noted that in the two studies cited, the authors did not systematically examine 
skew independently of other unfavorable conditions; and the small size of the Monte 
Carlo samples in the current study renders judgments about the performance of CCFIs 
with substantial and severe skew tentative. Another possible reason for the differences in 
the performance of the CCFI between the current study and previous studies by Ruscio 
and colleagues could be the differences in the computer programs used to generate Monte 
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Carlo samples and differences in the distributions used to simulate the skewed 
configurations. The current study generated Monte Carlo samples using the GAUSS 
program and implemented taxometric analyses using the R program. Studies by Ruscio 
and colleagues generated Monte Carlo samples using the R and conducted taxometric 
analysis using the same program. In addition, whereas the current study simulated skew 
using log transformations, Ruscio and colleagues frequently simulate skew and other 
forms of non-normality using the family of g and h distributions.  It is unknown if these 
differences in methodology contributed to differences in findings. Future investigations 
should reexamine the performance of CCFIs with highly skewed data using larger Monte 
Carlo trials than was used in the current study.  
The current study examined the performance of CCFIs at distinguishing taxonic 
and dimensional data when the multiple hurdles approach is implemented and latent 
structure is determined by combining CCFIs produced from multiple taxometric 
procedures. The study also examined the performance of CCFIs with dual thresholds set 
at .45 and .55. The findings of the current study suggest that the multiple hurdles 
approach is promising with data that violate multiple statistical assumptions. The 
unanimity method proved to be problematic because of the large number of samples that 
were classified as ambiguous. Based on the results, taxometric researchers can expect the 
highest accuracies when MAMBAC, MAXCOV, and L-Mode are implemented with the 
majority multiple hurdles approach and a single threshold CCFI with little risk for 
ambiguous or non-interpretable results. However, if researchers implement any 
combination of MAMBAC, MAXCOV, MAXEIG, and L-Mode, they can expect high 
accuracies with only a few ambiguous results with the mean CCFI approach implemented 
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with a dual threshold CCFI for determining latent structure. The overall usefulness of the 
multiple hurdles approach as well as the use of dual thresholds was also supported by the 
Ruscio et al. (2010) study, which also concluded that the mean CCFI multiple hurdles 
approach produced the best accuracies for single or dual thresholds.   
Examining the results of the latent variable mixture models, a number of findings 
are evident. The first is the inability of the traditional log-likelihood to distinguish 
between taxonic and dimensional samples. In all conditions, and for both the latent 
profile and factor mixture model, the traditional log-likelihood favored a two-class model 
over a one-class model, suggesting that it is not a good indicator of true latent structure, 
producing type I error rates of 100% in all modeling settings. Second, examining other fit 
indices, it appears that the latent profile model performs poorly at identifying 
dimensional samples but adequately at identifying taxonic samples when information 
criteria are adopted as fit indices. Overall, it appeared that when the latent profile model 
wrongly adjudged the correct number of classes, it was favoring a two-class model over a 
one-class model. The factor mixture model performed better than the latent profile model 
in most conditions investigated except skew. For all configurations except skewed data 
configurations, the BIC and BLRT proved to be the most reliable indicators of the correct 
number of classes.  
With regard to the performance of fit indices implemented with latent profile 
analysis, the findings from the current study are consistent with the results of Nylund et 
al.’s (2007) Monte Carlo study and the impressions already made by some about latent 
profile analysis (Meehl, 1995; Ruscio et al., 2006). Based on the performance of fit 
indices across settings, it is noteworthy that latent profile analysis may overestimate the 
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number of classes in a model when the traditional log-likelihood, information criteria, 
LMR, and aLMR are implemented as fit indices. It is recommended that researchers 
consider using the BLRT given its lower type I error rates for most situations, but 
consider other models when variables are highly skewed or nuisance covariance is high. 
The results obtained from this study regarding the performance of fit indices for factor 
mixture modeling are also consistent with the results of Nylund et al.’s study. With factor 
mixture analysis, it is recommended that researchers decide on the number of classes 
based on the BIC and BLRT but consider models that may be more robust to skew than 
factor mixture modeling. The inability of the BLRT to identify skewed dimensional 
samples as dimensional suggests that further development of the BLRT is needed to 
generalize the procedure to skewed variables. One possibility is that the bootstrapping 
algorithm used in the program does not sample skewed distributions adequately. Another 
possibility is that adjustments need to be made to the factor mixture model in terms of 
model specifications (e.g., increasing number of factors) in order for accurate p-values to 
be estimated in the model. It is well-known that factor analysis can produce problematic 
results when assumptions of normality are violated, which may have contributed to the 
difficulties in class enumeration. One adjustment with skewed binary variables with 
ceiling or floor effects is to implement a recently proposed two-part factor mixture model 
(Kim & Muthén, 2009), which combines factor mixture analysis with two-part modeling. 
Two part modeling is a common intervention for semi-continuous variables, in which a 
large frequency of observations or events in data cluster around a single value. Two part 
modeling divides skewed variables of this type into dichotomous and continuous 
outcome parts and imposes a factor mixture model on each part separately and jointly in a 
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stepwise fashion. One limitation of this model, however, is that the continuous part of the 
model still assumes normality, and the fit indices may still produce inflated type I error 
rates when this assumption is violated, thus failing to solve the problem of skew. Finally, 
it should be noted that the BLRT typically demands high computation time that depends 
on the number of starting values and bootstrap draws specified in the model. Larger 
number of bootstrap draws may lead to obtaining more accurate p-values representing the 
exact probability that a model with one less class best represents the data; however, it 
may take hours to obtain results. 
The current study represents one of the very few direct comparisons of taxometric 
and latent variable mixture models. Both mixture models were compared for 
combinations of nuisance covariance, indicator validity or class separation, low base rate, 
and skew. The summary of the comparison of models is that taxometric and latent 
variable models are liberal to violations of statistical assumptions including normality, 
indicator separation, nuisance covariance, and base rate; but latent profile analysis is 
conservative to violation of the same assumptions when the LMR and aLMR are 
implemented to indicate the correct number of classes. With regard to the comparative 
performance of taxometric and latent variable mixture models, there are a few general 
observations of interest. The performance of the factor mixture model implemented with 
BIC and BLRT fit indices was comparable to those of the taxometric methods 
implemented with the CCFI for non-skewed configurations. For skewed configurations, 
the taxometric methods performed better although their error rates are high at substantial 
and severe skew. Both mixture models performed poorly in the skewed configurations. 
The taxometric methods also performed better than the latent variable mixture models 
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when multiple assumptions were violated; however, because the egregious configurations 
were also skewed, the differences in performance may be primarily due to skew.  
Comparing base rate estimates for the taxometric models with multiple violations 
of statistical assumptions, it is clear that the violations impacted the ability of the 
taxometric models to reproduce the base rate for taxonic Monte Carlo samples. At the 
more severe configuration, all of the taxometric models produced poor coverage values 
except MAXCOV estimating across curves, which produced a coverage of .70. For the 
less severe configuration, MAMBAC (All Pairs) produced the best coverage (.90) 
followed by L-Mode, which produced a coverage of .70 when the left and right mode 
estimates are averaged. Overall, MAMBAC tended to overestimate the base rate, whereas 
other taxometric methods tended to underestimate the base rate when coverage was not 
accomplished. The low coverage values obtained from base rate estimation procedures is 
not surprising given that the configurations represent multiple violations of statistical 
assumptions. Further, it is not unusual to obtain poor coverage estimates when one of the 
classes has a very small proportion; it can be expected that coverage would improve 
when base rates approach .50 (Nylund et al., 2007). 
Practical Implications 
  The findings from the current study confer a number of practical implications for 
researchers interested in distinguishing between taxonic and dimensional constructs. 
First, visual inspection of taxometric graphs appears to be a problematic method for 
determining the correct latent structure when multiple statistical assumptions are violated. 
Although the use of simulated comparison data appears to slightly improve agreement 
among raters and improve distinguishing between taxonic and dimensional data, type I 
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and type II error rates are still high. One concern already raised by Maraun and 
colleagues (Maraun & Slaney, 2005; Maraun, Slaney, & Goddyn, 2003) is that 
mathematical proofs do not support predictions made by Meehl and colleagues about the 
characteristics of taxometric curves (e.g., single-peaked conditional covariance functions 
for taxonic MAXCOV samples and single peaked d(x) functions for MAMBAC). For 
example for MAXCOV, Maraun and colleagues provide counterexamples to 
mathematically illustrate how various conditions can yield two-peaked curves for taxonic 
data, and how various specifications of dimensional data can yield peaked covariance 
functions. The CCFIs appear more promising in determining the correct latent structure. 
Although researchers typically determine latent structure through visual inspection and 
the CCFI, it is recommended that credence be given to the CCFI in making such 
determination given its better performance when multiple assumptions are violated. 
MAMBAC (All Pairs) CCFIs performed the best of the taxometric methods with high 
nuisance covariance, producing type I and type II error rates less than .05, whereas 
MAXCOV and MAXEIG were both the most affected by nuisance covariance. At weak 
indicator separations, MAXCOV CCFIs were the least affected producing the lowest type 
II error rates, whereas MAMBAC (All Pairs) CCFIs were the most affected. Overall, it is 
recommended that researchers avoid implementing taxometric methods with 1 SD 
indicator separations given their overall inflated type II error rates in this configuration. It 
may be helpful to combine weak indicators with strong indicators as this may improve 
graphical signatures over analyses with only weak indicators; but the current study did 
not evaluate the impact of such a decision on the accuracy of parameter estimates. 
MAMBAC (All Pairs) and MAMBAC (Composite) CCFIs were the least affected at 
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moderate skew but at high levels of skew, all taxometric methods produced inflated type 
I error rates. Overall, it is recommended that taxometric researchers demonstrate caution 
when interpreting taxonic results obtained from the analysis of skewed data. At 
substantial and severe levels of skew, taxonic results instill less confidence. One way to 
combat the problem of skew is to designate a threshold higher than for taxonic judgments 
rather than the generic CCFI > .500 used to draw conclusions of taxonicity. Optimal 
CCFIs have been explored in previous Monte Carlo studies by Ruscio and colleagues 
(Ruscio, 2007; Ruscio et al., 2007). This value can be drawn from large scale Monte 
Carlo studies examining the level of skewness investigated in the current study. L-Mode, 
followed by MAMBAC (All Pairs), was the least impacted when multiple assumptions 
are violated based on the limited Monte Carlo samples examined for the egregious 
configurations; however, type I error rates generally exceeded .05. This suggests that 
researchers select candidate indicators for taxometric studies that do not violate too many 
statistical assumptions, given that this may affect results. 
The multiple hurdles approach and the use of the .45 and .55 dual thresholds in 
distinguishing egregious taxonic and dimensional data produced promising accuracies in 
the current study. Determining which combinations of taxometric methods, multiple 
hurdles approach, and threshold approach to implement in making judgments about latent 
structure often involves a trade between accuracy and increasing risk of having non-
interpretable results (Ruscio et al., 2010). Although a combination of MAMBAC, 
MAXCOV, and L-Mode with the majority multiple hurdles approach and single 
threshold CCFI produced the highest accuracy, the best balance of accuracy and number 
of non-interpretable results is obtained from computing the mean CCFI of any 
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combination of taxometric methods and implementing the dual threshold approach to 
determining the correct latent structure.  Thus, it is recommended that taxometric 
researchers consider using the mean CCFI with a dual threshold for determining latent 
structure with any combination of taxometric methods.  
Factor mixture modeling appears to be a more promising latent variable mixture 
model than latent profile modeling. It is recommended that when implementing this 
method that researchers favor the BIC and the BLRT for most data configurations. 
Compared to other indices, they were less likely to overestimate the number of classes for 
the factor mixture model. It is possible that their performances while limited in skewed 
configurations may improve if the specifications of the factor mixture model are adjusted 
(e.g., as highlighted above, including additional factors in the model or implementing a 
two-part factor mixture model). Both indices are noticeably impacted in their ability to 
identify taxonic samples by high nuisance covariance. Again, it is likely that their 
performances may be improved if the number of factors in the factor mixture model is 
increased until conditional independence is accomplished. There was no indication that 
adjusting model specifications may improve the performance of the other fit indices. The 
AIC and the aBIC appear useless for most data conditions with highly inflated error rates 
even when assumptions are minimally violated. Overall, factor mixture models when 
implemented with the BIC and the BLRT may be useful adjuncts to implement with 
taxometric methods if the researcher is interested in presenting converging evidence of 
latent structure from analyses outside of the family of Meehl’s taxometric methods. The 
current study did not evaluate directly if factor mixture models can provide incremental 
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validity over and above taxometric methods in distinguishing between taxonic and 
dimensional data but this may be an area of interest for future investigations.  
Study Limitations 
The current study is not without limitations. One obvious limitation is the number 
of Monte Carlo samples generated for each configurations investigated (25 taxonic and 
25 dimensional samples for each individual configuration and 10 taxonic and 10 
dimensional samples for each egregious configuration). A larger number of Monte Carlo 
samples would have allowed a defensible argument to be made that the estimated hit-
rates and error rates obtained across settings represent the actual hit-rates and error rates 
of the mixture models. Further, a larger number of Monte Carlo samples especially for 
the egregious configurations would have allowed more defensible coverage estimates to 
be obtained. Given that it may be impractical to analyze graphical taxometric outputs 
from thousands of Monte Carlo samples, future Monte Carlo studies should focus on the 
performance of fit indices like the CCFI at distinguishing between taxonic and 
dimensional samples, as well as the utility of some of the consistency tests that have been 
suggested by Meehl and colleagues as able to provide evidence supporting a particular 
structure (Schmidt et al., 2004). The performance of such indices should be compared to 
the performance of fit indices for latent variable mixture models with larger numbers of 
Monte Carlo samples. Another limitation of the current study is that it focuses 
exclusively on continuous indicators or outcome variables. The results of the current 
study can hardly generalize to situations of categorical, ordinal, or combinations of 
categorical and continuous variables. Further, the current study focuses on only one 
sample size (N = 600), which was chosen because of its closeness to the median sample 
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size used in taxometric studies (Haslam & Kim, 2002). It is very likely that combinations 
of the conditions investigated in the current study with various sample sizes may produce 
results that may be of interest to real-world researchers.  
One methodological concern with regard to simulating skewed distributions was 
the choice of the log-normal distribution to transform normally distributed continuous 
variables. It is currently unclear to what degree the probability density function of the 
log-normal distribution closely matches that of phenomena of interest to psychopathology 
researchers. In addition, the unbounded nature of the log-normal distribution may detract 
from its ecological validity, as most researchers measure variables on bounded scales (see 
Ruscio & Walters, 2009); suggesting that perhaps bounded distributions such as the beta 
and gamma distributions may better represent the behavior of psychopathology variables. 
Further, it may be argued that simulating skew values falling in substantial and severe 
range of skew may be unnecessary because such skew levels may be rare based on the 
results of Micceri’s study. However, it should be noted that Micerri’s study sampled 
mostly psychometric, achievement, and abilities tests data and poorly represented 
psychopathology data; thus, substantial and severe skew levels simulated in the current 
study are still of interest. As a side note, there is currently a paucity of clinical 
equivalents of the Micceri (1989) study, examining the distributional characteristics of a 
range of psychopathology variables assessed with different measurement modalities 
including self-report, clinician rating, psychophysiological and neuropsychological test 
data. Such a study may establish the levels of skew that may be expected for 
psychopathology variables. 
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A limitation of Monte Carlo studies, which may detract from their ecological 
validity, is that not all the conditions investigated in the current study are always known 
prior to analysis in real-world taxometric research. In Monte Carlo studies, latent 
structure, base rate, indicator validity, nuisance covariance, within-group variance, and 
skew can be manipulated and investigated systematically. In real-world taxometric 
research, conditions such as skew may be known prior to analysis; however, others 
including nuisance covariance, indicator validity, and base rate are often unknown. 
Exceptions may be occasions in which prior to analysis, the researcher classifies cases 
into putative taxon and complement groups based on a set criteria (e.g., meeting DSM 
diagnostic criteria, surpassing diagnostic threshold for cutting scores on a measure). Not 
knowing the extent to which data violate statistical assumptions prior to analysis may 
limit the extent to which researchers can take precautions to guard against false 
inferences about latent structure.   
The current study did not evaluate the performance of the inchworm consistency 
test, a procedure implemented with MAXCOV and MAXEIG to identify low-base rate 
taxons. The inch-worm consistency test has been shown to be useful at distinguishing 
between low base rate taxons and latent dimensions with positively skewed variables 
(Ruscio, Ruscio, & Keane, 2004). Further, it is likely that the performance of the raters at 
distinguishing between taxonic and dimensional samples may have been improved if 
raters had graphical outputs from inch-worm consistency testing. The performance of this 
promising procedure in comparison to CCFI estimates should be evaluated in future 
studies. Finally, the current study examined only one specification of factor mixture 
modeling – a one factor one categorical variable model. Future studies should also 
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examine the performance of more complex factor mixture models under various 
specifications of class separations, mixing proportions, nuisance covariance, and other 
potentially unfavorable conditions. 
  
 
121 
APPENDIX A 
 
MONTE CARLO CODES 
 
 Sample GAUSS codes for generating the Monte Carlo samples are included in 
this section. Additional GAUSS codes for specific configurations not included here are 
available upon request.   
_________________________________________________________________________ 
/*Code to create and transform a multivariate normal distribution k = 4*/ 
t = 1;     /*start the index t at 1*/ 
mc_trials = 25;    /*order 25 monte carlo trials*/ 
do until t > mc_trials;   /*start the do loop, to end when t > mc_trials*/ 
print "Trial" t;    /*outputs this message after each trial*/ 
t = t + 1;    /*increments t by 1*/ 
k = 4;     /*set number of variables*/ 
let means = 0 0 0 0;   /*set means*/ 
let sds = .75 .75 .75 .75;   /*set standard deviation*/ 
 
/*set correlation among the variables*/ 
r12 = .72; 
r13 = .72; 
r14 = .72; 
r23 = .72; 
r24 = .72; 
r34 = .72;  
means = (means * ones (1,600))'; /*set means matrix to be (n x k)*/ 
sds = (sds * ones(1,600))';  /*set standard deviation matrix to be (n x k)*/ 
 
/*set up A matrix*/ 
a = ones(k,k); 
a[1,2] = r12; 
a[1,3] = r13; 
a[2,1] = r12; 
a[2,3] = r23; 
a[3,1] = r13; 
a[3,2] = r23; 
a[1,4] = r14; 
a[4,1] = r14; 
a[2,4] = r24; 
a[4,2] = r24; 
a[3,4] = r34; 
a[4,3] = r34; 
a = chol(a);    /*take the Choleski factorization of A*/ 
 
/*Set multivariate normal distribution: Nk(mu,sigma^2)*/ 
x = rndn (600,k); 
x = x * a; 
x[.,1] = x[.,1] * 1;   /*set r12 and r13 to be positive or negative*/ 
x = means + (x .* sds);   /*yield Nk (means, sds^2)*/ 
 
/*transform x into a lognormal distribution*/ 
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a = 1; b = 3;     /*set a and b parameters to equal 1 and 3, respectively*/ 
x = ln (a) + (sqrt(ln(b))*x);   /*yield x distributed as N[ln(a), ln(b)]*/ 
y = exp(x);    /*yield x distributed as L(a,b)*/   
print y; 
endo;     /*end the do loop*/ 
_____________________________________________________________________ 
_____________________________________________________________________ 
/*Code to create and transform a mixture of two N (a,b) variables with mixing proportion,  
p into a skewed mixture*/ 
 
t = 1;      /*start the index t at 1*/ 
mc_trials = 25;    /*order 25 monte carlo trials*/ 
do until t > mc_trials;   /*start the do loop, to end when t > mc_trials*/ 
print "Trial" t;    /*outputs this message after each trial*/ 
t = t + 1;    /*increments t by 1*/ 
y1 = rndn (((1-.5) * 600),2); /*set y1 as a {[(1-p)*n] x k} vector distributed as N(0,1)*/ 
mean = 0; variance = 1;  /*set mean and variance to a1 and b1, respectively*/ 
y1 = mean + (sqrt (variance) * y1); /* yield y1 distributed as N(a1,b2)*/ 
y2 = rndn((600 * .5),2);   /*set y2 as a [(n*p) x 4] vector distributed as N(0,1)*/ 
mean = 2; variance = 1;   /*set mean and variance to a2 and b2, respectively*/ 
y2 = mean + (sqrt(variance) * y2); /*yield y2 distributed as N(a2,b2)*/ 
y = y1|y2;    /*vertically concatenate y1 and y2 into an (n x k) vector*/ 
index = ceil(rndu(600,1)*600);  /*create a uniformly distributed index of integers, 1 to n*/ 
x = submat(y,index',0); /*shuffle y using index yielding x distributed as a mixture 
of two normals with mixing proportion, p*/ 
/*transform x into a lognormal distribution*/ 
a = 1; b = 3;    /*set a and b parameters to equal 1 and 3, respectively*/ 
x1 = ln (a) + (sqrt(ln(b))*x);    /*yield x1 distributed as N[ln(a), ln(b)]*/ 
y1 = exp(x1);     /*yield x1 distributed as L(a,b)*/ 
x2 = ln (a) + (sqrt(ln(b))*x);    /*yield x2 distributed as N[ln(a), ln(b)]*/   
y2 = -exp(-x2);    /*yield x2 distributed as L(a,b)*/ 
y = y1~y2;  /*horizontally concatenate x1 and x2 into an (n x k) vector*/ 
print y; 
endo;     /*end the do loop*/ 
________________________________________________________________________ 
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APPENDIX B 
ANALYSIS SYNTAX 
 Following is sample command syntax used to implement factor mixture analyses 
with automatic starting values. For additional information about running the Mplus 5.1 
software and implementing latent variable mixture models, the reader is encouraged to 
consult Muthén & Muthén at www.statmodel.com.  
_____________________________________________________________________________ 
TITLE:  Factor Mixture Analysis on Dissertation Data 
 
DATA: 
  FILE IS ".dat"; 
 
VARIABLE: 
  NAMES ARE u1 u2 u3 u4; 
  USEVARIABLES ARE u1 u2 u3 u4; 
  CLASSES = c(2); 
 
ANALYSIS: 
  TYPE = MIXTURE; 
  STARTS = 200 20; 
  STITERATIONS = 20; 
  LRTBOOTSTRAP = 20; 
  LRTSTARTS = 200 20 200 20; 
MODEL: 
    %OVERALL% 
    f BY u1-u4; 
    [f@0]; 
    %c#1% 
    f BY u1@1 u2-u4; 
    f; 
    [u1-u4]; 
    %c#2% 
    f BY u1@1 u2-u4; 
    f; 
    [u1-u4]; 
OUTPUT:  TECH1 TECH2 TECH3 TECH4 TECH7 TECH8 TECH11 TECH13 TECH14; 
 
SAVEDATA: 
  RESULTS IS ; 
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APPENDIX C 
 
TABLES 
 
Table C1 
 
Descriptives and Performance of CCFI Estimates for Taxonic and Dimensional Samples  
 
  Taxonic Data Dimensional Data        
Configuration rex CCFImin CCFImax M SD CCFImin CCFImax M SD TP TN FP FN ACC PPP NPP 
MAMBAC (All Pairs)                 
BR.50 0.50 0.758 0.913 0.844 0.040 0.206 0.436 0.317 0.067 100 100 0 0 1.00 1.00 1.00 
BR.25 0.44 0.732 0.914 0.848 0.044 0.182 0.555 0.342 0.104 100 92 8 0 0.96 0.93 1.00 
BR.10 0.26 0.732 0.932 0.846 0.059 0.259 0.632 0.386 0.080 100 92 8 0 0.96 0.93 1.00 
BR.05 0.35 0.631 0.937 0.874 0.059 0.237 0.522 0.356 0.070 100 96 4 0 0.98 0.96 1.00 
Nui.00 0.50 0.719 0.942 0.865 0.051 0.204 0.482 0.296 0.091 100 100 0 0 1.00 1.00 1.00 
Nui.30 0.66 0.584 0.877 0.727 0.064 0.146 0.444 0.262 0.090 100 100 0 0 1.00 1.00 1.00 
Nui.50 0.75 0.446 0.857 0.662 0.086 0.169 0.439 0.266 0.091 96 100 0 4 0.98 1.00 0.96 
Sep.3 0.78 0.741 0.948 0.852 0.065 0.182 0.396 0.261 0.066 100 100 0 0 1.00 1.00 1.00 
Sep.2 0.68 0.690 0.901 0.828 0.049 0.158 0.352 0.266 0.058 100 100 0 0 1.00 1.00 1.00 
Sep.1 0.20 0.220 0.704 0.465 0.116 0.266 0.499 0.392 0.072 36 100 0 64 0.68 1.00 0.61 
Sep.1&3 0.74 0.601 0.836 0.742 0.056 0.151 0.377 0.248 0.081 100 100 0 0 1.00 1.00 1.00 
Var.1.1 0.75 0.723 0.944 0.857 0.080 0.195 0.326 0.268 0.038 100 100 0 0 1.00 1.00 1.00 
Var.1.2 0.75 0.710 0.945 0.838 0.082 0.193 0.394 0.279 0.065 100 100 0 0 1.00 1.00 1.00 
Var.1.4 0.75 0.730 0.947 0.833 0.071 0.193 0.349 0.271 0.043 100 100 0 0 1.00 1.00 1.00 
Var.1.8 0.75 0.651 0.930 0.816 0.096 0.176 0.287 0.233 0.033 100 100 0 0 1.00 1.00 1.00 
Moderate Skew 0.37 0.664 0.898 0.810 0.058 0.181 0.558 0.337 0.101 100 96 4 0 0.98 0.96 1.00 
Substantial Skew 0.37 0.581 0.871 0.737 0.072 0.198 0.590 0.385 0.111 100 80 20 0 0.90 0.83 1.00 
Severe Skew 0.37 0.561 0.852 0.716 0.078 0.222 0.679 0.472 0.148 100 60 40 0 0.80 0.71 1.00 
Opposite Skew 0.37 0.524 0.650 0.588 0.033 0.614 0.851 0.741 0.061 100 0 100 0 0.50 0.50 ∞ 
Egregious 1 0.72 0.561 0.723 0.668 0.060 0.163 0.577 0.369 0.140 100 80 20 0 0.90 0.83 1.00 
Egregious 2 0.72 0.678 0.911 0.786 0.072 0.254 0.516 0.401 0.072 100 90 10 0 0.95 0.91 1.00 
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Table C1 (Continued). 
 
Descriptives and Performance of CCFI Estimates for Taxonic and Dimensional Samples 
 
  Taxonic Data Dimensional  Data        
Configuration rex CCFImin CCFImax M SD CCFImin CCFImax M SD TP TN FP FN ACC PPP NPP 
MAMBAC (Comp)                 
BR.50 0.50 0.531 0.839 0.763 0.120 0.218 0.483 0.339 0.071 100 100 0 0 1.00 1.00 1.00 
BR.25 0.44 0.601 0.874 0.743 0.091 0.258 0.465 0.321 0.110 100 100 0 0 1.00 1.00 1.00 
BR.10 0.26 0.711 0.869 0.784 0.092 0.159 0.587 0.392 0.170 100 96 4 0 0.98 0.96 1.00 
BR.05 0.35 0.662 0.901 0.774 0.110 0.219 0.499 0.377 0.140 100 100 0 0 1.00 1.00 1.00 
Nui.00 0.50 0.644 0.913 0.784 0.087 0.135 0.405 0.276 0.083 100 100 0 0 1.00 1.00 1.00 
Nui.30 0.66 0.579 0.788 0.695 0.056 0.158 0.488 0.267 0.094 100 100 0 0 1.00 1.00 1.00 
Nui.50 0.75 0.281 0.715 0.575 0.120 0.158 0.423 0.284 0.082 84 100 0 16 0.92 1.00 0.86 
Sep.3 0.78 0.614 0.876 0.763 0.100 0.207 0.383 0.272 0.056 100 100 0 0 1.00 1.00 1.00 
Sep.2 0.68 0.645 0.874 0.732 0.076 0.209 0.326 0.273 0.042 100 100 0 0 1.00 1.00 1.00 
Sep.1 0.20 0.351 0.580 0.494 0.079 0.187 0.445 0.300 0.079 60 100 0 40 0.80 1.00 0.71 
Sep.1&3 0.74 0.431 0.829 0.664 0.120 0.159 0.369 0.275 0.068 92 100 0 8 0.96 1.00 0.93 
Var.1.1 0.75 0.576 0.901 0.719 0.110 0.212 0.362 0.293 0.046 100 100 0 0 1.00 1.00 1.00 
Var.1.2 0.75 0.612 0.944 0.731 0.130 0.178 0.386 0.277 0.076 100 100 0 0 1.00 1.00 1.00 
Var.1.4 0.75 0.616 0.878 0.760 0.089 0.220 0.350 0.286 0.048 100 100 0 0 1.00 1.00 1.00 
Var.1.8 0.75 0.563 0.851 0.725 0.097 0.210 0.344 0.260 0.038 100 100 0 0 1.00 1.00 1.00 
Moderate Skew 0.37 0.639 0.918 0.781 0.092 0.199 0.458 0.297 0.088 100 100 0 0 1.00 1.00 1.00 
Substantial Skew 0.37 0.755 0.902 0.825 0.053 0.202 0.542 0.351 0.089 100 92 8 0 0.96 0.93 1.00 
Severe Skew 0.37 0.639 0.866 0.787 0.090 0.323 0.627 0.500 0.096 100 48 52 0 0.74 0.66 1.00 
Opposite Skew 0.37 0.585 0.792 0.690 0.071 0.531 0.691 0.609 0.045 100 0 100 0 0.50 0.50 ∞ 
Egregious1 0.72 0.547 0.707 0.622 0.055 0.286 0.512 0.386 0.060 100 80 20 0 0.90 0.83 1.00 
Egregious2 0.72 0.572 0.791 0.703 0.075 0.245 0.514 0.384 0.088 100 80 20 0 0.90 0.83 1.00 
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Table C1 (Continued) 
 
Descriptives and Performance of CCFI Estimates for Taxonic and Dimensional Samples 
 
  Taxonic Data Dimensional Data        
Configuration rex CCFImin CCFImax M SD CCFImin CCFImax M SD TP TN FP FN ACC PPP NPP 
MAXCOV                 
BR.50 0.50 0.620 0.736 0.691 0.030 0.333 0.522 0.410 0.050 100 96 4 0 0.98 0.96 1.00 
BR.25 0.44 0.616 0.751 0.686 0.038 0.318 0.467 0.410 0.037 100 100 0 0 1.00 1.00 1.00 
BR.10 0.26 0.566 0.758 0.688 0.053 0.375 0.488 0.419 0.030 100 100 0 0 1.00 1.00 1.00 
BR.05 0.35 0.603 0.796 0.711 0.049 0.351 0.556 0.408 0.038 100 96 4 0 0.98 0.96 1.00 
Nui.00 0.50 0.673 0.791 0.732 0.024 0.341 0.445 0.393 0.032 100 100 0 0 1.00 1.00 1.00 
Nui.30 0.66 0.459 0.689 0.593 0.051 0.345 0.465 0.400 0.031 96 100 0 4 0.98 1.00 0.96 
Nui.50 0.75 0.394 0.591 0.507 0.050 0.395 0.481 0.440 0.022 76 100 0 24 0.88 1.00 0.81 
Sep.3 0.78 0.704 0.807 0.760 0.030 0.372 0.479 0.430 0.033 100 100 0 0 1.00 1.00 1.00 
Sep.2 0.68 0.607 0.727 0.694 0.031 0.355 0.460 0.398 0.033 100 100 0 0 1.00 1.00 1.00 
Sep.1 0.20 0.451 0.573 0.523 0.028 0.399 0.499 0.442 0.039 80 100 0 20 0.90 1.00 0.83 
Sep.1&3 0.74 0.488 0.684 0.573 0.047 0.379 0.464 0.416 0.029 92 100 0 8 0.96 1.00 0.93 
Var.1.1 0.75 0.668 0.811 0.747 0.041 0.429 0.502 0.460 0.022 100 96 4 0 0.98 0.96 1.00 
Var.1.2 0.75 0.615 0.816 0.776 0.038 0.433 0.494 0.456 0.018 100 100 0 0 1.00 1.00 1.00 
Var.1.4 0.75 0.615 0.803 0.726 0.056 0.382 0.478 0.439 0.028 100 100 0 0 1.00 1.00 1.00 
Var.1.8 0.75 0.526 0.763 0.674 0.070 0.359 0.498 0.448 0.040 100 100 0 0 1.00 1.00 1.00 
Moderate Skew 0.37 0.615 0.765 0.704 0.051 0.295 0.600 0.419 0.073 100 92 8 0 0.96 0.93 1.00 
Substantial Skew 0.37 0.533 0.648 0.603 0.045 0.213 0.596 0.425 0.088 100 88 12 0 0.94 0.89 1.00 
Severe Skew 0.37 0.514 0.697 0.573 0.054 0.289 0.652 0.477 0.110 100 64 36 0 0.82 0.74 1.00 
Opposite Skew 0.37 0.668 0.792 0.732 0.035 0.365 0.568 0.436 0.050 100 88 12 0 0.94 0.89 1.00 
Egregious 1 0.72 0.182 0.754 0.568 0.150 0.262 0.609 0.403 0.130 90 80 20 10 0.85 0.82 0.89 
Egregious 2 0.72 0.481 0.904 0.737 0.120 0.238 0.631 0.362 0.170 90 80 20 10 0.85 0.82 0.89 
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Table C1 (Continued). 
 
Descriptives and Performance of CCFI Estimates for Taxonic and Dimensional Samples 
 
  Taxonic Data Dimensional Data        
Configuration rex CCFImin CCFImax M SD CCFImin CCFImax M SD TP TN FP FN ACC PPP NPP 
MAXEIG                 
BR.50 0.50 0.651 0.840 0.773 0.043 0.247 0.470 0.349 0.061 100 100 0 0 1.00 1.00 1.00 
BR.25 0.44 0.716 0.822 0.786 0.038 0.276 0.513 0.360 0.058 100 96 4 0 0.98 0.96 1.00 
BR.10 0.26 0.668 0.857 0.785 0.049 0.316 0.531 0.416 0.055 100 92 8 0 0.96 0.93 1.00 
BR.05 0.35 0.739 0.888 0.811 0.033 0.213 0.611 0.385 0.073 100 96 4 0 0.98 0.96 1.00 
Nui.00 0.50 0.761 0.869 0.821 0.029 0.266 0.396 0.342 0.049 100 100 0 0 1.00 1.00 1.00 
Nui.30 0.66 0.524 0.830 0.651 0.070 0.279 0.407 0.314 0.037 100 100 0 0 1.00 1.00 1.00 
Nui.50 0.75 0.398 0.655 0.523 0.080 0.252 0.471 0.378 0.066 76 100 0 24 0.88 1.00 0.81 
Sep.3 0.78 0.824 0.916 0.873 0.024 0.328 0.496 0.409 0.062 100 100 0 0 1.00 1.00 1.00 
Sep.2 0.68 0.669 0.862 0.777 0.046 0.226 0.400 0.323 0.055 100 100 0 0 1.00 1.00 1.00 
Sep.1 0.20 0.451 0.645 0.532 0.051 0.357 0.560 0.432 0.065 68 96 4 32 0.82 0.94 0.75 
Sep.1&3 0.74 0.435 0.774 0.611 0.071 0.291 0.454 0.371 0.049 96 100 0 4 0.98 1.00 0.96 
Var.1.1 0.75 0.718 0.888 0.831 0.032 0.374 0.440 0.415 0.022 100 100 0 0 1.00 1.00 1.00 
Var.1.2 0.75 0.802 0.877 0.843 0.029 0.342 0.449 0.400 0.032 100 100 0 0 1.00 1.00 1.00 
Var.1.4 0.75 0.775 0.860 0.819 0.025 0.332 0.468 0.399 0.058 100 100 0 0 1.00 1.00 1.00 
Var.1.8 0.75 0.689 0.899 0.804 0.058 0.287 0.506 0.387 0.060 100 96 4 0 0.98 0.96 1.00 
Moderate Skew 0.37 0.696 0.891 0.819 0.054 0.331 0.605 0.446 0.077 100 84 16 0 0.92 0.86 1.00 
Substantial Skew 0.37 0.795 0.892 0.835 0.029 0.286 0.658 0.474 0.088 100 60 40 0 0.80 0.71 1.00 
Severe Skew 0.37 0.570 0.897 0.802 0.069 0.333 0.624 0.496 0.069 100 64 36 0 0.82 0.74 1.00 
Opposite Skew 0.37 0.583 0.825 0.738 0.060 0.302 0.451 0.366 0.035 100 100 0 0 1.00 1.00 1.00 
Egregious 1 0.72 0.529 0.789 0.667 0.073 0.378 0.647 0.486 0.100 100 70 30 0 0.85 0.77 1.00 
Egregious 2 0.72 0.497 0.737 0.648 0.089 0.306 0.665 0.444 0.120 90 70 30 10 0.80 0.75 0.88 
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Table C1 (Continued). 
 
Descriptives and Performance of CCFI Estimates for Taxonic and Dimensional Samples 
 
  Taxonic Data Dimensional Data        
Configuration rex CCFImin CCFImax M SD CCFImin CCFImax M SD TP TN FP FN ACC PPP NPP 
L-Mode                 
BR.50 0.50 0.702 0.910 0.828 0.051 0.219 0.418 0.295 0.072 100 100 0 0 1.00 1.00 1.00 
BR.25 0.44 0.497 0.698 0.591 0.034 0.241 0.519 0.375 0.084 96 96 4 4 0.96 0.96 0.96 
BR.10 0.26 0.458 0.594 0.564 0.023 0.182 0.440 0.349 0.086 92 100 0 8 0.96 1.00 0.93 
BR.05 0.35 0.258 0.433 0.311 0.051 0.258 0.433 0.311 0.051 92 100 0 8 0.96 1.00 0.93 
Nui.00 0.50 0.618 0.924 0.837 0.064 0.243 0.438 0.347 0.060 100 100 0 0 1.00 1.00 1.00 
Nui.30 0.66 0.538 0.836 0.665 0.080 0.278 0.479 0.331 0.062 100 100 0 0 1.00 1.00 1.00 
Nui.50 0.75 0.417 0.637 0.536 0.054 0.289 0.483 0.377 0.078 84 100 0 16 0.92 1.00 0.86 
Sep.3 0.78 0.722 0.937 0.852 0.054 0.218 0.466 0.349 0.082 100 100 0 0 1.00 1.00 1.00 
Sep.2 0.68 0.717 0.907 0.827 0.045 0.251 0.475 0.371 0.087 100 100 0 0 1.00 1.00 1.00 
Sep.1 0.20 0.267 0.770 0.488 0.103 0.244 0.479 0.355 0.085 32 100 0 68 0.66 1.00 0.60 
Sep.1&3 0.74 0.694 0.941 0.830 0.057 0.255 0.486 0.376 0.085 100 100 0 0 1.00 1.00 1.00 
Var.1.1 0.75 0.718 0.888 0.831 0.032 0.293 0.429 0.391 0.041 100 100 0 0 1.00 1.00 1.00 
Var.1.2 0.75 0.802 0.877 0.843 0.029 0.294 0.494 0.398 0.067 100 100 0 0 1.00 1.00 1.00 
Var.1.4 0.75 0.775 0.860 0.819 0.025 0.293 0.424 0.359 0.043 100 100 0 0 1.00 1.00 1.00 
Var.1.8 0.75 0.689 0.899 0.804 0.058 0.267 0.492 0.381 0.074 100 100 0 0 1.00 1.00 1.00 
Moderate Skew 0.37 0.615 0.716 0.653 0.032 0.250 0.671 0.384 0.095 100 92 8 0 0.96 0.93 1.00 
Substantial Skew 0.37 0.615 0.774 0.673 0.041 0.316 0.602 0.433 0.078 100 80 20 0 0.90 0.83 1.00 
Severe Skew 0.37 0.615 0.718 0.665 0.039 0.319 0.620 0.501 0.069 100 60 40 0 0.80 0.71 1.00 
Opposite Skew 0.37 0.466 0.688 0.603 0.061 0.271 0.602 0.433 0.073 96 88 12 4 0.92 0.89 0.96 
Egregious 1 0.72 0.443 0.693 0.591 0.082 0.346 0.536 0.459 0.066 100 80 20 0 0.90 0.83 1.00 
Egregious 2 0.72 0.542 0.788 0.650 0.076 0.426 0.493 0.461 0.024 100 100 0 0 1.00 1.00 1.00 
Note. TP = True Positive, TN = True Negative, FP = False Positive, FN = False Negative. Egregious 1 = More severe configuration with P = .05, d = 1.25, 
rnui = .50 and Egregious 2 = Less severe configuration with P = .10, d = 2.00, and rnui = .30. Both are log transformed (see text for details). 
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Table C2 
 
Performance of Fit Indices for Latent Variable Mixture Models 
 
         AIC    
Configuration Entmin Entmax Entmean Entsd  TP TN FP FN ACC PPP NPP 
LPA             
BR.05 0.97 1.00 0.99 0.03  100 8 92 0 0.54 0.52 1.00 
BR.10 0.94 0.97 0.96 0.00  100 20 80 0 0.60 0.56 1.00 
BR.25 0.92 0.95 0.93 0.01  100 16 84 0 0.58 0.54 1.00 
BR.50 0.89 0.92 0.90 0.01  100 8 92 0 0.54 0.52 1.00 
Nui.00 0.82 0.91 0.84 0.04  100 0 100 0 0.50 0.50 ∞ 
Nui.30 0.65 0.78 0.71 0.10  100 0 100 0 0.50 0.50 ∞ 
Nui.50 0.59 0.81 0.69 0.08  100 0 100 0 0.50 0.50 ∞ 
Sep.3 0.84 0.95 0.89 0.10  100 24 76 0 0.62 0.57 1.00 
Sep.2 0.92 1.00 0.95 0.05  100 8 92 0 0.54 0.52 1.00 
Sep.1 0.57 0.69 0.61 0.13  100 0 100 0 0.50 0.50 ∞ 
Sep.1&3 0.90 0.98 0.94 0.07  100 16 84 0 0.58 0.54 1.00 
Var.1.1 0.81 1.00 0.91 0.12  100 0 100 0 0.50 0.50 ∞ 
Var.1.2 0.85 1.00 0.89 0.09  100 4 96 0 0.52 0.51 1.00 
Var.1.4 0.93 1.00 0.94 0.10  100 0 100 0 0.50 0.50 ∞ 
Var.1.8 0.84 1.00 0.90 0.10  100 8 92 0 0.54 0.52 1.00 
Moderate Skew      100 0 100 0 0.50 0.50 ∞ 
Substantial Skew      100 0 100 0 0.50 0.50 ∞ 
Severe Skew      100 0 100 0 0.50 0.50 ∞ 
Opposite Skew      100 0 100 0 0.50 0.50 ∞ 
Egregious 1      90 40 60 10 0.65 0.60 0.80 
Egregious 2      100 30 70 0 0.65 0.59 1.00 
FMA             
BR.05 0.96 1.00 0.99 0.01  100 8 92 0 0.54 0.52 1.00 
BR.10 0.62 0.99 0.94 0.09  100 0 100 0 0.50 0.50 ∞ 
BR.25 0.85 0.97 0.93 0.03  100 16 84 0 0.58 0.54 1.00 
BR.50 0.86 0.94 0.91 0.02  100 8 92 0 0.54 0.52 1.00 
Nui.00 0.89 0.94 0.91 0.01  100 0 100 0 0.50 0.50 ∞ 
Nui.30 0.68 0.80 0.75 0.03  100 4 96 0 0.52 0.51 1.00 
Nui.50 0.59 0.78 0.69 0.05  100 0 100 0 0.50 0.50 ∞ 
Sep.3 0.99 1.00 0.99 0.00  100 0 100 0 0.50 0.50 ∞ 
Sep.2 0.87 0.95 0.91 0.02  100 16 84 0 0.58 0.54 1.00 
Sep.1 0.50 0.99 0.82 0.04  100 8 92 0 0.54 0.52 1.00 
Sep.1&3 0.90 0.97 0.95 0.02  100 0 100 0 0.50 0.50 ∞ 
Var.1.1 1.00 1.00 1.00 0.00  100 23 77 0 0.62 0.56 1.00 
Var.1.2 0.99 1.00 0.99 0.00  100 5 95 0 0.53 0.51 1.00 
Var.1.4 1.00 1.00 1.00 0.00  100 0 100 0 0.50 0.50 ∞ 
Var.1.8 0.98 1.00 0.99 0.01  100 20 80 0 0.60 0.56 1.00 
Moderate Skew      100 0 100 0 0.50 0.50 ∞ 
Substantial Skew      100 0 100 0 0.50 0.50 ∞ 
Severe Skew      100 0 100 0 0.50 0.50 ∞ 
Opposite Skew      100 0 100 0 0.50 0.50 ∞ 
Egregious1      100 10 90 0 0.55 0.53 1.00 
Egregious2      100 0 100 0 0.50 0.50 ∞ 
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Table C2 (Continued). 
 
Performance of Fit Indices for Latent Variable Mixture Models 
 
    BIC        ABIC    
Configuration TP TN FP FN ACC PPP NPP  TP TN FP FN ACC PPP NPP 
LPA                
BR.05 100 60 40 0 0.80 0.71 1.00  100 24 76 0 0.62 0.57 1.00 
BR.10 100 44 56 0 0.72 0.64 1.00  100 8 92 0 0.54 0.52 1.00 
BR.25 100 72 28 0 0.86 0.78 1.00  100 32 68 0 0.66 0.60 1.00 
BR.50 100 72 28 0 0.86 0.78 1.00  100 40 60 0 0.70 0.63 1.00 
Nui.00 100 76 24 0 0.88 0.81 1.00  100 0 100 0 0.50 0.50 ∞ 
Nui.30 100 72 28 0 0.86 0.78 1.00  100 0 100 0 0.50 0.50 ∞ 
Nui.50 100 84 16 0 0.92 0.86 1.00  100 0 100 0 0.50 0.50 ∞ 
Sep.3 100 52 48 0 0.76 0.68 1.00  100 52 48 0 0.76 0.68 1.00 
Sep.2 100 48 52 0 0.74 0.66 1.00  100 36 64 0 0.68 0.61 1.00 
Sep.1 64 64 36 36 0.64 0.64 0.64  40 64 36 60 0.52 0.53 0.52 
Sep.1&3 100 68 32 0 0.84 0.76 1.00  100 58 42 0 0.79 0.70 1.00 
Var.1.1 100 72 28 0 0.86 0.78 1.00  100 44 56 0 0.72 0.64 1.00 
Var.1.2 100 84 16 0 0.92 0.86 1.00  100 56 44 0 0.78 0.69 1.00 
Var.1.4 100 72 28 0 0.86 0.78 1.00  100 64 36 0 0.82 0.74 1.00 
Var.1.8 100 80 20 0 0.90 0.83 1.00  100 36 64 0 0.68 0.61 1.00 
Moderate Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Substantial Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Severe Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Opposite Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Egregious 1 90 70 30 10 0.80 0.75 0.88  90 60 40 10 0.75 0.69 0.86 
Egregious 2 100 70 30 0 0.85 0.77 1.00  100 50 50 0 0.75 0.67 1.00 
FMA                
BR.05 100 96 4 0 0.98 0.96 1.00  100 80 20 0 0.90 0.83 1.00 
BR.10 100 96 4 0 0.98 0.96 1.00  100 84 16 0 0.92 0.86 1.00 
BR.25 100 92 8 0 0.96 0.93 1.00  100 80 20 0 0.90 0.83 1.00 
BR.50 100 92 8 0 0.96 0.93 1.00  100 84 16 0 0.92 0.86 1.00 
Nui.00 100 100 0 0 1.00 1.00 1.00  100 72 28 0 0.86 0.78 1.00 
Nui.30 88 100 0 12 0.94 1.00 0.89  100 60 40 0 0.80 0.71 1.00 
Nui.50 64 100 0 36 0.82 1.00 0.74  100 60 40 0 0.80 0.71 1.00 
Sep.3 100 100 0 0 1.00 1.00 1.00  100 36 64 0 0.68 0.61 1.00 
Sep.2 100 100 0 0 1.00 1.00 1.00  100 68 32 0 0.84 0.76 1.00 
Sep.1 68 100 0 32 0.84 1.00 0.76  92 44 56 8 0.68 0.62 0.85 
Sep.1&3 100 100 0 0 1.00 1.00 1.00  100 32 68 0 0.66 0.60 1.00 
Var.1.1 100 100 0 0 1.00 1.00 1.00  100 50 50 0 0.75 0.67 1.00 
Var.1.2 100 100 0 0 1.00 1.00 1.00  100 59 41 0 0.80 0.71 1.00 
Var.1.4 100 100 0 0 1.00 1.00 1.00  100 50 50 0 0.75 0.67 1.00 
Var.1.8 100 100 0 0 1.00 1.00 1.00  100 68 32 0 0.84 0.76 1.00 
Moderate Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Substantial Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Severe Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Opposite Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Egregious1 100 10 90 0 0.55 0.53 1.00  100 10 90 0 0.55 0.53 1.00 
Egregious2 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
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Table C2 (Continued). 
 
Performance of Fit Indices for Latent Variable Mixture Models 
 
    LMR        ALMR    
Configuration TP TN FP FN ACC PPP NPP  TP TN FP FN ACC PPP NPP 
LPA                
BR.05 100 72 28 0 0.86 0.78 1.00  100 72 28 0 0.86 0.78 1.00 
BR.10 100 84 16 0 0.92 0.86 1.00  100 84 16 0 0.92 0.86 1.00 
BR.25 100 76 24 0 0.88 0.81 1.00  100 76 24 0 0.88 0.81 1.00 
BR.50 100 84 16 0 0.92 0.86 1.00  100 84 16 0 0.92 0.86 1.00 
Nui.00 100 76 24 0 0.88 0.81 1.00  100 76 24 0 0.88 0.81 1.00 
Nui.30 100 84 16 0 0.92 0.86 1.00  100 84 16 0 0.92 0.86 1.00 
Nui.50 100 84 16 0 0.92 0.86 1.00  100 84 16 0 0.92 0.86 1.00 
Sep.3 100 76 24 0 0.88 0.81 1.00  100 76 24 0 0.88 0.81 1.00 
Sep.2 92 84 16 8 0.88 0.85 0.91  92 84 16 8 0.88 0.85 0.91 
Sep.1 52 72 28 48 0.62 0.65 0.60  52 72 28 48 0.62 0.65 0.60 
Sep.1&3 88 84 16 12 0.86 0.85 0.88  88 84 16 12 0.86 0.85 0.88 
Var.1.1 100 88 12 0 0.94 0.89 1.00  100 88 12 0 0.94 0.89 1.00 
Var.1.2 100 76 24 0 0.88 0.81 1.00  100 76 24 0 0.88 0.81 1.00 
Var.1.4 100 80 20 0 0.90 0.83 1.00  100 80 20 0 0.90 0.83 1.00 
Var.1.8 100 80 20 0 0.90 0.83 1.00  100 80 20 0 0.90 0.83 1.00 
Moderate Skew 100 32 68 0 0.66 0.60 1.00  100 32 68 0 0.66 0.60 1.00 
Substantial Skew 100 4 96 0 0.52 0.51 1.00  100 4 96 0 0.52 0.51 1.00 
Severe Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Opposite Skew 100 0 100 0 0.50 0.50 ∞  100 0 100 0 0.50 0.50 ∞ 
Egregious 1 60 100 0 40 0.80 1.00 0.71  60 100 0 40 0.80 1.00 0.71 
Egregious 2 60 100 0 40 0.80 1.00 0.71  60 100 0 40 0.80 1.00 0.71 
FMA                
BR.05 100 96 4 0 0.98 0.96 1.00  100 96 4 0 0.98 0.96 1.00 
BR.10 100 96 4 0 0.98 0.96 1.00  100 96 4 0 0.98 0.96 1.00 
BR.25 100 96 4 0 0.98 0.96 1.00  100 96 4 0 0.98 0.96 1.00 
BR.50 100 96 4 0 0.98 0.96 1.00  100 96 4 0 0.98 0.96 1.00 
Nui.00 100 84 16 0 0.92 0.86 1.00  100 84 16 0 0.92 0.86 1.00 
Nui.30 100 92 8 0 0.96 0.93 1.00  100 92 8 0 0.96 0.93 1.00 
Nui.50 80 92 8 20 0.86 0.91 0.82  80 92 8 20 0.86 0.91 0.82 
Sep.3 100 84 16 0 0.92 0.86 1.00  100 84 16 0 0.92 0.86 1.00 
Sep.2 96 84 16 4 0.90 0.86 0.95  96 84 16 4 0.90 0.86 0.95 
Sep.1 68 76 24 32 0.72 0.74 0.70  68 80 20 32 0.74 0.77 0.71 
Sep.1&3 92 76 24 8 0.84 0.79 0.90  92 76 24 8 0.84 0.79 0.90 
Var.1.1 100 84 16 0 0.92 0.86 1.00  100 84 16 0 0.92 0.86 1.00 
Var.1.2 100 80 20 0 0.90 0.83 1.00  100 80 20 0 0.90 0.83 1.00 
Var.1.4 100 88 12 0 0.94 0.89 1.00  100 88 12 0 0.94 0.89 1.00 
Var.1.8 100 96 4 0 0.98 0.96 1.00  100 96 4 0 0.98 0.96 1.00 
Moderate Skew 96 20 80 4 0.58 0.55 0.83  96 20 80 4 0.58 0.55 0.83 
Substantial Skew 100 16 84 0 0.58 0.54 1.00  100 16 84 0 0.58 0.54 1.00 
Severe Skew 92 12 88 8 0.52 0.51 0.60  92 12 88 8 0.52 0.51 0.60 
Opposite Skew 88 0 100 12 0.44 0.47 0.00  88 0 100 12 0.44 0.47 0.00 
Egregious1 90 50 50 10 0.70 0.64 0.83  90 50 50 10 0.70 0.64 0.83 
Egregious2 90 50 50 10 0.70 0.64 0.83  90 50 50 10 0.70 0.64 0.83 
 
 
 
 
 
  
 
132 
Table C2 (Continued). 
 
Performance of Fit Indices for Latent Variable Mixture Models 
 
    BLRT    
Configuration TP TN FP FN ACC PPP NPP 
LPA        
BR.05 100 100 0 0 1.00 1.00 1.00 
BR.10 100 100 0 0 1.00 1.00 1.00 
BR.25 100 100 0 0 1.00 1.00 1.00 
BR.50 100 100 0 0 1.00 1.00 1.00 
Nui.00 100 92 8 0 0.96 0.93 1.00 
Nui.30 100 84 16 0 0.92 0.86 1.00 
Nui.50 100 80 20 0 0.90 0.83 1.00 
Sep.3 100 100 0 0 1.00 1.00 1.00 
Sep.2 100 100 0 0 1.00 1.00 1.00 
Sep.1 80 100 0 20 0.90 1.00 0.83 
Sep.1&3 100 100 0 0 1.00 1.00 1.00 
Var.1.1 100 100 0 0 1.00 1.00 1.00 
Var.1.2 100 100 0 0 1.00 1.00 1.00 
Var.1.4 100 100 0 0 1.00 1.00 1.00 
Var.1.8 100 100 0 0 1.00 1.00 1.00 
Moderate Skew 100 0 100 0 0.50 0.50 ∞ 
Substantial Skew 100 0 100 0 0.50 0.50 ∞ 
Severe Skew 100 0 100 0 0.50 0.50 ∞ 
Opposite Skew 100 0 100 0 0.50 0.50 ∞ 
Egregious 1 90 0 100 10 0.45 0.47 0.00 
Egregious 2 100 0 100 0 0.50 0.50 ∞ 
FMA        
BR.05 100 100 0 0 1.00 1.00 1.00 
BR.10 100 100 0 0 1.00 1.00 1.00 
BR.25 100 100 0 0 1.00 1.00 1.00 
BR.50 100 100 0 0 1.00 1.00 1.00 
Nui.00 100 96 4 0 0.98 0.96 1.00 
Nui.30 100 100 0 0 1.00 1.00 1.00 
Nui.50 76 96 4 24 0.86 0.95 0.80 
Sep.3 100 92 8 0 0.96 0.93 1.00 
Sep.2 100 100 0 0 1.00 1.00 1.00 
Sep.1 92 92 8 8 0.92 0.92 0.92 
Sep.1&3 100 100 0 0 1.00 1.00 1.00 
Var.1.1 100 96 4 0 0.98 0.96 1.00 
Var.1.2 100 96 4 0 0.98 0.96 1.00 
Var.1.4 100 96 4 0 0.98 0.96 1.00 
Var.1.8 100 100 0 0 1.00 1.00 1.00 
Moderate Skew 100 0 100 0 0.50 0.50 ∞ 
Substantial Skew 100 0 100 0 0.50 0.50 ∞ 
Severe Skew 100 0 100 0 0.50 0.50 ∞ 
Opposite Skew 100 0 100 0 0.50 0.50 ∞ 
Egregious1 100 0 100 0 0.50 0.50 ∞ 
Egregious2 100 0 100 0 0.50 0.50 ∞ 
Notes. LPA = Latent Profile Analysis and FMA = Factor Mixture Analysis.  
TP = True Positive, TN = True Negative, FP = False Positive, FN = False Negative. 
Ent = Entropy. Egregious 1 = More severe configuration with P = .05, d = 1.25,  
rnui = .50 and Egregious 2 = Less severe configuration with P = .10, d = 2.00,  
and rnui = .30. Both are log transformed (see text for details). 
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Table C3 
 
Latent Structure via Visual Inspection and Latent Variable Mixture Models 
 
          Egregious 1           Egregious 2       
  Kappa TP TN FP FN ACC PPP NPP   TP TN FP FN ACC PPP NPP 
MAMBAC (All Pairs)                 
No Comparison Data 0.571 20 50 50 80 0.35 0.29 0.38  100 45 55 0 0.73 0.65 1.00 
With Comparison Data 0.721 80 65 35 20 0.73 0.70 0.76  100 70 30 0 0.85 0.77 1.00 
MAMBAC(Comp)                 
No Comparison Data 0.45 50 30 70 50 0.40 0.42 0.38  100 60 40 0 0.80 0.71 1.00 
With Comparison Data 0.49 60 70 30 40 0.65 0.67 0.64  100 70 30 0 0.85 0.77 1.00 
MAXCOV                 
No Comparison Data -0.48 65 45 55 35 0.55 0.54 0.56  60 30 70 40 0.45 0.46 0.43 
With Comparison Data 0.32 65 55 45 35 0.60 0.59 0.61  75 75 25 25 0.75 0.75 0.75 
MAXEIG                 
No Comparison Data 0.13 70 40 60 30 0.55 0.54 0.57  90 60 40 10 0.75 0.69 0.86 
With Comparison Data 0.48 85 60 40 15 0.73 0.68 0.80  100 50 50 0 0.75 0.67 1.00 
LMODE                 
No Comparison Data -0.05 30 75 25 70 0.53 0.55 0.52  0 60 40 100 0.30 0.00 0.38 
With Comparison Data -10 10 85 15 90 0.48 0.40 0.49  40 85 15 60 0.63 0.73 0.59 
Latent Profile Analysis                 
AIC  90 30 70 10 0.60 0.56 0.75  100 40 60 0 0.70 0.63 1.00 
BIC  90 70 30 10 0.80 0.75 0.88  100 70 30 0 0.85 0.77 1.00 
ABIC  90 50 50 10 0.70 0.64 0.83  100 60 40 0 0.80 0.71 1.00 
LMR  60 100 0 40 0.80 1.00 0.71  60 100 0 40 0.80 1.00 0.71 
aLMR  60 100 0 40 0.80 1.00 0.71  60 100 0 40 0.80 1.00 0.71 
BLRT  90 0 100 10 0.45 0.47 0.00  100 0 100 0 0.50 0.50 ∞ 
Factor Mixture Analysis                 
AIC  100 10 90 0 0.55 0.53 1.00  100 0 100 0 0.50 0.50 ∞ 
BIC  100 10 90 0 0.55 0.53 1.00  100 0 100 0 0.50 0.50 ∞ 
ABIC  100 10 90 0 0.55 0.53 1.00  100 0 100 0 0.50 0.50 ∞ 
LMR  90 50 50 10 0.70 0.64 0.83  90 50 50 10 0.70 0.64 0.83 
aLMR  90 50 50 10 0.70 0.64 0.83  90 50 50 10 0.70 0.64 0.83 
BLRT   100 0 100 0 0.50 0.50 ∞   100 0 100 0 0.50 0.50 ∞ 
Note. TP = True Positive, TN = True Negative, FP = False Positive, FN = False Negative. Egregious 1 = More severe configuration with P = .05, d = 1.25, 
rnui = .50 and Egregious 2 = Less severe configuration with P = .10, d = 2.00, and rnui = .30. Both are log transformed (see text for details). 
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Table C4 
 
Individual Rater Judgments of Latent Structure with and without Comparison Data 
 
    
Egregious 1 
  
Egregious 2 
  
    
No Comparison 
Data 
Comparison 
Data 
No Comparison 
data Comparison Data 
 MAMBAC (All Pairs)     
Rater 1      
 True Positive 20 100 100 100 
 True Negative 50 70 20 70 
Rater 2      
 True Positive 20 60 100 100 
 True Negative 50 60 70 70 
 MAMBAC (Composite)     
Rater 1      
 True Positive 70 20 100 100 
 True Negative 0 60 50 70 
Rater 2      
 True Positive 30 80 100 100 
 True Negative 60 80 70 70 
 MAXCOV     
Rater 1      
 True Positive 50 70 90 90 
 True Negative 60 80 50 90 
Rater 2      
 True Positive 80 60 30 60 
 True Negative 30 30 0 50 
 MAXEIG     
Rater 1      
 True Positive 80 50 100 100 
 True Negative 50 70 60 70 
Rater 2      
 True Positive 90 90 80 100 
 True Negative 10 50 60 30 
 L-Mode     
Rater 1      
 True Positive 10 0 0 0 
 True Negative 10 90 100 100 
Rater 2      
 True Positive 40 20 0 80 
  True Negative 50 80 20 70 
Note. Raters were provided with 20 taxonic and 20 dimensional outputs (see text for details). 
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Table C5 
 
Performance of CCFI Estimates with Multiple Hurdles and Designated Thresholds  
 
  Multiple Hurdles Threshold               No. of  
Procedure  Approach Approach TP TN FP FN ACC PPP NPP Ambiguous 
MAMBAC, MAXCOV, MAXEIG Mean Single 100 80 20 0 0.90 0.83 1.00 0 
MAMBAC, MAXCOV, L-Mode Mean Single 90 90 10 10 0.90 0.90 0.90 0 
MAXCOV, MAXEIG, L-Mode Mean Single 100 85 15 0 0.93 0.87 1.00 0 
MAMBAC, MAXCOV, MAXEIG, L-Mode Mean Single 100 85 15 0 0.93 0.87 1.00 0 
MAMBAC, MAXCOV, MAXEIG Unanimity Single 100 100 0 0 1.00 1.00 1.00 11 
MAMBAC, MAXCOV, L-Mode Unanimity Single 100 100 0 0 1.00 1.00 1.00 10 
MAXCOV, MAXEIG, L-Mode Unanimity Single 100 100 0 0 1.00 1.00 1.00 14 
MAMBAC, MAXCOV, MAXEIG, L-Mode Unanimity Single 100 100 0 0 1.00 1.00 1.00 14 
MAMBAC, MAXCOV, MAXEIG Majority Single 100 85 15 0 0.93 0.87 1.00 0 
MAMBAC, MAXCOV, L-Mode Majority Single 100 100 0 0 1.00 1.00 1.00 0 
MAXCOV, MAXEIG, L-Mode Majority Single 100 85 15 0 0.93 0.87 1.00 0 
MAMBAC, MAXCOV, MAXEIG, L-Mode Majority Single 100 100 0 0 1.00 1.00 1.00 2 
           
MAMBAC, MAXCOV, MAXEIG Mean Dual 100 94 6 0 0.97 0.94 1.00 5 
MAMBAC, MAXCOV, L-Mode Mean Dual 100 100 0 0 1.00 1.00 1.00 8 
MAXCOV, MAXEIG, L-Mode Mean Dual 100 93 7 0 0.97 0.93 1.00 7 
MAMBAC, MAXCOV, MAXEIG, L-Mode Mean Dual 100 100 0 0 1.00 1.00 1.00 7 
MAMBAC, MAXCOV, MAXEIG Unanimity Dual 100 100 0 0 1.00 1.00 1.00 17 
MAMBAC, MAXCOV, L-Mode Unanimity Dual 100 100 0 0 1.00 1.00 1.00 21 
MAXCOV, MAXEIG, L-Mode Unanimity Dual 100 100 0 0 1.00 1.00 1.00 23 
MAMBAC, MAXCOV, MAXEIG, L-Mode Unanimity Dual 100 100 0 0 1.00 1.00 1.00 24 
MAMBAC, MAXCOV, MAXEIG Majority Dual 100 88 12 0 0.94 0.89 1.00 3 
MAMBAC, MAXCOV, L-Mode Majority Dual 100 100 0 0 1.00 1.00 1.00 4 
MAXCOV, MAXEIG, L-Mode Majority Dual 100 80 20 0 0.90 0.83 1.00 4 
MAMBAC, MAXCOV, MAXEIG, L-Mode Majority Dual 100 100 0 0 1.00 1.00 1.00 10 
Note. TP = True Positive, TN = True Negative, FP = False Positive, FN = False Negative.  
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