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Abstract
A large part of statistics is devoted to the estimation of models from the sample covariance
matrix. The development of the statistical theory and estimators has been greatly facilitated
by the introduction of special matrices, such as the commutation matrix and the duplication
matrix, and the corresponding matrix algebra. Some more extensive models require, however,
estimation based on higher order moments, typically third- and fourth-order moments. An
example is the popular Kenny–Judd model that includes interactions between latent variables.
This paper introduces some special matrices that can be used to simplify the model expres-
sions for third-, fourth-, and higher order moments, gives some relationships between these
matrices and related matrices, and gives some formulas for Kronecker products of three and
four matrices. The theory is applied to derive convenient expressions for third- and fourth-
order moments of some structural equation models.
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1. Introduction
Many statistical models, especially linear models, are usually estimated by min-
imizing some discrepancy function between observed sample moments and popu-
lation moments as functions of the model parameters. The leading example is the
class of structural equation models, which contains all linear models with latent
variables. Assume that the data consist of observations on a p-dimensional vector-
valued variable xn, where n = 1, . . . , N denotes the observation (e.g., individual,
household, or company) and N is the sample size. The means are frequently unin-
formative and are estimated by their sample average x¯. The model implies that the
elements of the population covariance matrix  can be written as functions of a
much smaller number of parameters gathered in a parameter vector θ , say. This
dependence is made explicit by writing  = (θ). The parameter vector θ is esti-
mated by minimizing some distance function between the sample covariance matrix
S and the population covariance matrix (θ), as a function of θ . See, e.g., Meijer
[16] or Wansbeek and Meijer [23] for a discussion of this type of model and its
estimation.
The part that is most relevant here is that the estimators are typically obtained by
minimizing a discrepancy function F(S,(θ)), which is of the form
F(S,(θ)) = (s − σ(θ))′W(s − σ(θ)),
where s consists of the p(p + 1)/2 distinct elements of S and σ(θ) consists of the
corresponding elements of (θ). An estimator θˆ of θ thus obtained is efficient within
this class of estimators if (but not only if) W is chosen to be a consistent estimator of
the inverse of the asymptotic covariance matrix  of
√
Ns. In that case, the asymp-
totic covariance matrix of
√
Nθˆ is (′−1)−1, where  is the matrix of first partial
derivatives of σ(θ) with respect to θ :  ≡ σ/θ ′, evaluated in the population value
of θ .
Apparently, an important role in the above expressions is played by the symmetric
structure of the covariance matrices. The definition of the discrepancy function F
and, as a result, the expression for the asymptotic covariance matrix of the estima-
tors, are based on this trivial observation. The development of the corresponding
statistical theory and concise formulas in leading cases have been greatly facilitated
by the definition of special matrices that either reflect or induce such structure and
similar structures, such as diagonality. Such structures are termed linear structures,
or L-structures, by Magnus [12].
Several authors have defined or studied special matrices that are associated with
specific L-structures, and have developed appropriate matrix algebra for using them,
e.g., Browne [4], Amemiya and Anderson [2], Magnus and Neudecker [14,15], Mag-
nus [12], and Wansbeek and Meijer [23, Section A.4]. The most important special
matrices are the duplication matrix, the symmetrization matrix, the commutation
matrix, the diagonalization matrix, and the elimination matrix, see Magnus [12]
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and Wansbeek and Meijer [23, Section A.4] for their definitions and properties. An
example of their use is the definition of the constituent elements of the discrepancy
function F above. The vector s can be written as s = D+p vec S, where D+p is the
Moore–Penrose inverse of the duplication matrix. The vector σ(θ) can obviously
be written analogously as σ(θ) = D+p vec(θ). Similarly, a suitable choice of the
matrix W is
[
1
N
N∑
n=1
(
D+p [(xn − x¯)⊗(xn − x¯)] − s
)(
D+p [(xn − x¯)⊗ (xn − x¯)] − s
)′]−1
.
When x is assumed to follow a linear latent variable model, the expression for σ(θ)
can be written concisely as a function of parameter matrices and several of the
special matrices mentioned above. This is especially useful in deriving a simple
closed-form expression for the Jacobian matrix , which is usually needed in the
numerical minimization procedure that is used to compute the estimator and
which is also needed for the computation of (an estimate of) the asymptotic covari-
ance matrix of the estimators, and hence of their standard errors. The matrix 
plays a crucial role in the study of identification problems as well, see Bekker
et al. [3].
The matrix algebra for L-structured matrices has been predominantly developed
with square matrices, in particular covariance matrices, in mind. However, some
extensions of structural equation models require that higher order moments should
be used in addition to the covariances to estimate the parameters. See, e.g., Mooij-
aart [19], Meijer [16], Meijer and Wansbeek [18], Hausman et al. [7], Dagenais and
Dagenais [5], and De Lathauwer et al. [6] for the use of higher order moments in
psychometric, econometric, and chemometric applications. The problems with non-
unique (duplicated) elements and the convenient collection of the distinct elements in
a vector are much more severe with higher order moments than with covariances and
can easily lead to complicated notation and unclear formulas for even the simplest
models.
In order to be able to clean up the expressions involved in using higher order
moments, and to be able to derive formulas for the moment structures and asymptotic
covariance matrices, this paper introduces some special matrices, which can be used
with higher order moments. The properties of these matrices are studied, and it is
shown how they can be applied to derive moment structures of two latent variable
models that have received attention in the literature. The focus will be on matrix
algebra for third- and fourth-order moments, but the generalization to arbitrary qth
order moments will be briefly discussed as well.
Although the background from which the theory will be developed is the estima-
tion of parameters based on higher order moments, the results can be used in quite
different applications involving similar structures, for example, the triadic distance
models of Heiser and Bennani [8].
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2. Special matrices for third-order moments
2.1. The triplication matrix
Let x be a vector with elements xi , i = 1, . . . , p and let y ≡ x ⊗ x ⊗ x. The vec-
tor y has dimension p3, but contains a lot of elements that are necessarily the same,
because, obviously, xixj xk = xjxixk = xixkxj , and so forth. The number of distinct
elements in y is the number of combinations (i, j, k) such that i  j  k, which is
p(p + 1)(p + 2)/6, see, e.g., Aigner [1, p. 75, 3.6] or Rosen et al. [21, p. 102, Fact
5]. Let z be the vector obtained from y by removing each second and later occurrence
of the same element. Hence, there is a unique matrix Tp : p3 × p(p + 1)(p + 2)/6,
such that y = Tpz. The matrix Tp will be called the triplication matrix.
The definition of the triplication matrix is completely analogous to the defini-
tion of the duplication matrix Dp, which connects the vec of a symmetric matrix to
the vector containing only its distinct elements, or equivalently, connects the vector
v ≡ x ⊗ x with the vector w that contains only the nonduplicated elements of v, i.e.,
the elements xixj , i  j see, e.g., [14,15,12, Chapter 4].
For i  j  k, define
µ(p, 3, i, j, k) ≡ i + (j − 1)p + 1
2
(k − 1)p2 − 1
2
j (j − 1)
+1
6
k(k − 1)(k − 2)− 1
2
(k − 1)2p.
The ordering of the elements in z as defined above is such that zm = xixj xk , where
m = µ(p, 3, i, j, k).1 If, for example, p = 3, then z = (x31 , x2x21 , x3x21 , x22x1, x3x2x1,
x23x1, x
3
2 , x3x
2
2 , x
2
3x2, x
3
3)
′
. This ordering is consistent with the ordering of the ele-
ments of a symmetric matrix as defined by the duplication matrix. Another ordering
would be where
m = i(i − 1)(i + 1)
6
+ j (j − 1)
2
+ k,
so that, with p = 3, z = (x31 , x2x21 , x22x1, x32 , x3x21 , x3x2x1, x3x22 , x23x1, x23x2, x33)′.
This ordering, which is used by Käärik and Tiit [9] and Kollo and von Rosen [11],
is consistent with the ordering of the elements of a symmetric matrix as proposed by
Browne [4] and his alternative (K−p )′ to the duplication matrix. We will use the first
ordering, despite its more complex formula for m, because our approach is based on
Magnus and Neudecker [14,15] and Magnus [12].
Define ν(p, 3, i, j, k) ≡ i + (j − 1)p + (k − 1)p2, where i, j, and k are not nec-
essarily ordered in size. The triplication matrix has elements (Tp)nm = 1 if n =
ν(p, 3, i′, j ′, k′) for some permutation (i′, j ′, k′) of (i, j, k), where (i, j, k) are
implicitly defined by m = µ(p, 3, i, j, k), and (Tp)nm = 0 otherwise.
1 Detailed proofs of this statement and all others in this paper can be obtained from the author.
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Let A be a symmetric, but otherwise arbitrary, p × p × p dimensional 3-way
array, i.e, a 3-way array with elements aijk , 1  i, j, k  p, such that the value
of aijk does not depend on the order of its indices, so that aijk = aikj = ajik =
. . ., and so forth. The elements of A can be gathered in a p3-dimensional vec-
tor a = (aijk : k = 1, . . . , p; j = 1, . . . , p; i = 1, . . . , p). Alternatively, the unique
elements of A can be gathered in a p(p + 1)(p + 2)/6-dimensional vector α =
(aijk : k = 1, . . . , p; j = k, . . . , p; i = j, . . . , p), with the indices running in that
order, i.e., i runs the fastest. Then α is an arbitrary vector, but a has a special structure
due to the symmetry of A. The vectors a and α satisfy the relationship a = Tpα.
Furthermore, given the symmetry of A, we can write
a = Tpα
=
p∑
k=1
(ek ⊗ ek ⊗ ek)akkk
+
p∑
k=1
p∑
j=k+1
(ej ⊗ ek ⊗ ek + ek ⊗ ej ⊗ ek + ek ⊗ ek ⊗ ej )ajkk
+
p∑
k=1
p∑
j=k+1
(ej ⊗ ej ⊗ ek + ej ⊗ ek ⊗ ej + ek ⊗ ej ⊗ ej )ajjk
+
p∑
k=1
p∑
j=k+1
p∑
i=j+1
(ei ⊗ ej ⊗ ek + ei ⊗ ek ⊗ ej + ej ⊗ ei ⊗ ek
+ ej ⊗ ek ⊗ ei + ek ⊗ ei ⊗ ej + ek ⊗ ej ⊗ ei)aijk,
(1)
where ei is the ith unit vector of dimension p, i.e., the ith column of Ip. Because α
is arbitrary, this equation can be used to derive many properties of the triplication
matrix.
By construction, the matrix Tp is of full column rank and hence its Moore–Pen-
rose inverse T +p satisfies
T +p = (T ′pTp)−1T ′p. (2)
Consequently, we have the additional results z = T +p y and α = T +p a, i.e., the distinct
elements of y and a can be obtained by premultiplication with the Moore–Penrose
inverse of the triplication matrix.
Using the formulas for the elements of Tp, straightforward matrix multiplication
shows that the matrix T +p has elements
(T +p )mn = 1, if i = j = k;
(T +p )mn = 13 , if i > j = k or i = j > k;
(T +p )mn = 16 , if i > j > k;
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provided n = ν(p, 3, i′, j ′, k′) for some permutation (i′, j ′, k′) of (i, j, k), where
(i, j, k) are implicitly defined by m = µ(p, 3, i, j, k), and (T +p )mn = 0 otherwise.
Some properties of the triplication matrix and its Moore–Penrose inverse are
(Ip ⊗Kpp)Tp = Tp, T +p (Ip ⊗Kpp) = T +p ,
(Kpp ⊗ Ip)Tp = Tp, T +p (Kpp ⊗ Ip) = T +p ,
Kp2,pTp = Tp, T +p Kp,p2 = T +p ,
Kp,p2Tp = Tp, T +p Kp2,p = T +p ,
where Krs denotes a commutation matrix (e.g., [13]). These properties are straight-
forward consequences of (1) and (2), or can alternatively be proved by multiplying
the relevant matrices using the definitions of their elements.
2.2. The 3-way symmetrization matrix
A useful matrix that frequently pops up in the analysis of covariance structures
is the symmetrization matrix Np ≡ 12 (Ip2 +Kpp) = DpD+p , with the key property
that Np vecB = vec
[ 1
2 (B + B ′)
]
for every p × p matrix B, or, equivalently, that
Np(a ⊗ b) = 12 (a ⊗ b + b ⊗ a) for all p-dimensional vectors a and b. Analogously,
in the analysis of third-order moment structures, a matrix with a similar function will
prove useful. This matrix, which we will call the 3-way symmetrization matrix and
denote by the symbol Mp, is defined implicitly by the property
Mp(a ⊗ b ⊗ c) = 16 (a ⊗ b ⊗ c + a ⊗ c ⊗ b + b ⊗ a ⊗ c
+b ⊗ c ⊗ a + c ⊗ a ⊗ b + c ⊗ b ⊗ a),
where a, b, and c are arbitrary p-dimensional vectors. Thus, it follows immediately
from the commutation formulas for three matrices in Appendix A that
Mp = 16
[
Ip3 + (Ip ⊗Kpp)+ (Kpp ⊗ Ip)+Kp,p2
+Kp2,p +Kp,p2(Ip ⊗Kpp)
]
.
It is straightforward to show that the 3-way symmetrization matrix is a symmetric
idempotent p3 × p3 matrix of rank p(p + 1)(p + 2)/6, which is the same rank as
the triplication matrix. Furthermore, from the properties of the triplication matrix,
it follows immediately that MpTp = Tp. Combining these results, it follows from
Theorem 1.12 of Magnus [12] that Mp = TpT +p . From this identity, many additional
properties of the 3-way symmetrization matrix follow immediately.
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2.3. The 3-way diagonalization matrix
If x is a p-dimensional random vector, the elements of which are stochastically
independent with zero means, then E(x ⊗ x ⊗ x) consists of p elements of the form
E(x3i ) and p3 − p zeros. Apparently, we then have
E(x ⊗ x ⊗ x) = GpE(x ∗ x ∗ x), (3)
where “*” denotes the Hadamard (elementwise) product, so that E(x ∗ x ∗ x) is a p-
dimensional vector with ith element E(x3i ), and Gp is a p3 × p matrix that “maps”
the elements of E(x ∗ x ∗ x) to their correct places in the vector E(x ⊗ x ⊗ x). The
matrix Gp serves a purpose similar to the diagonalization matrix Hp for second-
order moments cf. [23, pp. 363–364] and has similar properties. Therefore, we pro-
pose to call this matrix the 3-way diagonalization matrix.
The 3-way diagonalization matrix has elements (Gp)ni = 1 if n = ν(p, 3, i, i, i),
and (Gp)ni = 0 otherwise. A direct definition is
Gp ≡
p∑
i=1
(ei ⊗ ei ⊗ ei)e′i .
Its Moore–Penrose inverse is G+p = G′p, which, combined with (3) leads to
E(x ∗ x ∗ x) = G′pE(x ⊗ x ⊗ x).
Moreover, this result, unlike (3), does not require the assumptions about the distri-
bution of x, because it follows immediately from the definition that, if a, b, and c are
arbitrary p-dimensional vectors, then a ∗ b ∗ c = G′p(a ⊗ b ⊗ c).
3. Special matrices for fourth-order moments
3.1. The quadruplication matrix
Analogous to the duplication matrix and the triplication matrix, we can define the
quadruplication matrix, which serves similar purposes, except that it handles four
indices at a time instead of two or three.
Let x again be a vector with elements xi , i = 1, . . . , p, but now define y ≡ x ⊗
x ⊗ x ⊗ x and let z be the vector of dimension p(p + 1)(p + 2)(p + 3)/24 obtained
from y by removing each second and later occurrence of the same element. Hence,
there is a unique matrixQp : p4 × p(p + 1)(p + 2)(p + 3)/24, such that y = Qpz.
This matrix Qp will be called the quadruplication matrix.
For i  j  k  l, define
µ(p, 4, i, j, k, l) ≡ i + (j − 1)p + 1
2
(k − 1)p2 + 1
6
(l − 1)p3
−1
2
j (j − 1)+ 1
6
k(k − 1)(k − 2)
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− 1
24
l(l − 1)(l − 2)(l − 3)− 1
2
(k − 1)2p + 1
6
(l − 1)3p
−1
4
(l − 1)(l − 2)p2 − 1
4
l(l − 1)p + 1
6
(l − 1)p.
The right-hand side of this can alternatively be written as(
p + 3
4
)
−
(
p − i
1
)
−
(
p + 1 − j
2
)
−
(
p + 2 − k
3
)
−
(
p + 3 − l
4
)
,
provided we use the definition(
r
0
)
≡ 1
(4)(
r
t
)
≡
∏t−1
h=0(r − h)
t ! ,
where r is an arbitrary real number and t is a positive integer, so that we also have a
meaningful expression for, e.g.,(
t − 1
t
)
= 0.
The ordering of the elements in z as defined above is such that zm = xixj xkxl , where
m = µ(p, 4, i, j, k, l), which is consistent with the orderings as defined before by
the duplication matrix and the triplication matrix.
Define ν(p, 4, i, j, k, l) ≡ i + (j − 1)p + (k − 1)p2 + (l − 1)p3, where i, j, k,
l are not necessarily ordered in size. Then, the quadruplication matrix has elements
(Qp)nm = 1 if n = ν(p, 4, i′, j ′, k′, l′) for some permutation (i′, j ′, k′, l′) of
(i, j, k, l), where the latter are defined implicitly by m = µ(p, 4, i, j, k, l), and
(Qp)nm = 0 otherwise.
Now, let A be a symmetric, but otherwise arbitrary, p × p × p × p dimensional
4-way array with elements aijkl . The elements of A can be gathered in a p4-dimen-
sional vector a = (aijkl : l = 1, . . . , p; k = 1, . . . , p; j = 1, . . . , p; i = 1, . . . , p).
Alternatively, the unique elements of A can be gathered in a p(p + 1)(p + 2)(p +
3)/24-dimensional vector α = (aijkl : l = 1, . . . , p; k = l, . . . , p; j = k, . . . , p;
i = j, . . . , p), with the indices running in that order, i.e., i runs the fastest. Then
α is an arbitrary vector, but a has a special structure due to the symmetry of A. The
vectors a and α satisfy the relationship a = Qpα. Furthermore, given the symmetry
of A, we can write
a =Qpα
=
p∑
l=1
(el ⊗ el ⊗ el ⊗ el)allll
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+
p∑
l=1
p∑
k=l+1
∑
(i′,j ′,k′,l′)∈P(k,l,l,l)
(ei′ ⊗ ej ′ ⊗ ek′ ⊗ el′)aklll
+
p∑
l=1
p∑
k=l+1
∑
(i′,j ′,k′,l′)∈P(k,k,l,l)
(ei′ ⊗ ej ′ ⊗ ek′ ⊗ el′)akkll
+
p∑
l=1
p∑
k=l+1
∑
(i′,j ′,k′,l′)∈P(k,k,k,l)
(ei′ ⊗ ej ′ ⊗ ek′ ⊗ el′)akkkl
+
p∑
l=1
p∑
k=l+1
p∑
j=k+1
∑
(i′,j ′,k′,l′)∈P(j,k,l,l)
(ei′ ⊗ ej ′ ⊗ ek′ ⊗ el′)ajkll
+
p∑
l=1
p∑
k=l+1
p∑
j=k+1
∑
(i′,j ′,k′,l′)∈P(j,k,k,l)
(ei′ ⊗ ej ′ ⊗ ek′ ⊗ el′)ajkkl
+
p∑
l=1
p∑
k=l+1
p∑
j=k+1
∑
(i′,j ′,k′,l′)∈P(j,j,k,l)
(ei′ ⊗ ej ′ ⊗ ek′ ⊗ el′)ajjkl
+
p∑
l=1
p∑
k=l+1
p∑
j=k+1
p∑
i=j+1
∑
(i′,j ′,k′,l′)∈P(i,j,k,l)
(ei′ ⊗ ej ′ ⊗ ek′ ⊗ el′)aijkl,
(5)
where P(i, j, k, l) is the set of all permutations of (i, j, k, l). Analogous to the cor-
responding result (1), this equation can be used to derive many properties of the
quadruplication matrix because α is arbitrary.
By construction, the matrix Qp is of full column rank and hence its Moore–Pen-
rose inverse Q+p satisfies
Q+p = (Q′pQp)−1Q′p. (6)
Consequently, we have the additional results z = Q+p y and α = Q+p a, i.e., the dis-
tinct elements of y and a can be obtained by premultiplication with the Moore–
Penrose inverse of the quadruplication matrix.
Using the formulas for the elements of Qp, straightforward matrix multiplication
shows that the matrix Q+p has elements
(Q+p )mn = 1, if i = j = k = l;
(Q+p )mn = 14 , if i = j = k > l or i > j = k = l;
(Q+p )mn = 16 , if i = j > k = l;
(Q+p )mn = 112 , if i > j > k = l or i > j = k > l or i = j > k > l;
(Q+p )mn = 124 , if i > j > k > l;
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provided n = ν(p, 4, i′, j ′, k′, l′) for some permutation (i′, j ′, k′, l′) of
(i, j, k, l), where the latter are defined implicitly by m = µ(p, 4, i, j, k, l), and
(Q+p )mn = 0 otherwise. Some properties of the quadruplication matrix and its
Moore–Penrose inverse are
(Ip2 ⊗Kpp)Qp = Qp, Q+p (Ip2 ⊗Kpp) = Q+p ,
(Ip ⊗Kpp ⊗ Ip)Qp = Qp, Q+p (Ip ⊗Kpp ⊗ Ip) = Q+p ,
(Kpp ⊗ Ip2)Qp = Qp, Q+p (Kpp ⊗ Ip2) = Q+p ,
(Kpp ⊗Kpp)Qp = Qp, Q+p (Kpp ⊗Kpp) = Q+p ,
(Ip ⊗Kp2,p)Qp = Qp, Q+p (Ip ⊗Kp,p2) = Q+p ,
(Kp2,p ⊗ Ip)Qp = Qp, Q+p (Kp,p2 ⊗ Ip) = Q+p ,
(Ip ⊗Kp,p2)Qp = Qp, Q+p (Ip ⊗Kp2,p) = Q+p ,
(Kp,p2 ⊗ Ip)Qp = Qp, Q+p (Kp2,p ⊗ Ip) = Q+p ,
Kp,p3Qp = Qp, Q+pKp3,p = Q+p ,
Kp2,p2Qp = Qp, Q+pKp2,p2 = Q+p ,
Kp3,pQp = Qp, Q+pKp,p3 = Q+p .
These properties are straightforward consequences of (5) and (6), or can alternatively
be proved by multiplying the relevant matrices using the definitions of their elements.
3.2. The 4-way symmetrization matrix
In analogy with the (2-way) symmetrization matrix and the 3-way symmetrization
matrix, the 4-way symmetrization matrix should transform the vector a ⊗ b ⊗ c ⊗ d
into the average of all 24 permutations of this fourth-order Kronecker product, where
a, b, c, and d are arbitrary vectors of the same dimension p (say) each. From the
commutation formulas for four matrices in Appendix A, it follows immediately that
a formula for this matrix is
Lp = 124
[
Ip4 + (Ip ⊗Kpp ⊗ Ip)+ (Kpp ⊗ Ip2)+ (Kp,p2 ⊗ Ip)
+(Kp2,p ⊗ Ip)+ [Kp,p2(Ip ⊗Kpp)⊗ Ip] + (Ip2 ⊗Kpp)
+(Ip ⊗Kp,p2)+(Kpp ⊗Kpp)+Kp,p3+(Kpp⊗Ip2)(Ip ⊗Kp,p2)
+(Kpp ⊗ Ip2)Kp,p3 + (Ip ⊗Kp2,p)+ [Ip ⊗ (Ip ⊗Kpp)Kp2,p]
+Kp2,p2(Ip ⊗Kpp ⊗ Ip)+ (Ip ⊗Kp2,p)(Kp,p2 ⊗ Ip)+Kp2,p2
+(Ip2 ⊗Kpp)Kp2,p2+Kp3,p+(Ip2⊗Kpp)Kp3,p
+(Ip⊗Kpp⊗Ip)Kp3,p+(Ip ⊗Kp,p2)Kp3,p + (Kpp ⊗ Ip2)Kp2,p2
+(Kpp ⊗Kpp)Kp2,p2
]
.
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Analogous to the corresponding property of the 3-way symmetrization matrix, it is
straightforward to show that Lp = QpQ+p , from which many additional properties
of the 4-way symmetrization matrix follow.
3.3. The 4-way diagonalization matrix
In analogy with the (2-way) diagonalization matrix and the 3-way diagonalization
matrix, we can define the 4-way diagonalization matrix Fp, with elements (Fp)ni =
1 if n = ν(p, 4, i, i, i, i), and (Fp)ni = 0 otherwise. A direct definition is
Fp ≡
p∑
i=1
(ei ⊗ ei ⊗ ei ⊗ ei)e′i .
Its properties are similar to the properties of the (2-way) diagonalization matrix and
the 3-way diagonalization matrix. In particular, if a, b, c, and d are arbitrary p-
dimensional vectors, then a ∗ b ∗ c ∗ d = F ′p(a ⊗ b ⊗ c ⊗ d). Furthermore, F+p =
F ′p. Note, however, that if x is a p-dimensional random vector the elements of which
are stochastically independent with means zero, then E(x ⊗ x ⊗ x ⊗ x) /= FpE(x ∗
x ∗ x ∗ x), because the former contains nonzero elements of the type E(x2i )E(x2j ),
with i /= j , as well. We will come back to this in section 6.
4. Generalization to the q-way case
The principles laid out in the previous sections can be generalized to the q-way
case, with q any positive integer, although in the context of estimation of structural
equation models by fitting moments up to qth order, it is doubtful whether values of q
larger than 4 are useful, given the lack of precision with which higher order moments
are estimated, but the general formulas may nevertheless be interesting.
Let x again be a vector with elements xi , i = 1, . . . , p and now define y ≡⊗qt=1 x,
where
⊗q
t=1 denotes a qth order Kronecker product. The number of distinct elements
in y is the number of combinations (i1, i2, . . . , iq) such that i1  i2  · · ·  iq ,
which is N(p, q, 1), with N(·, ·, ·) defined as
N(p, q, i) ≡
(
p + q − i
q
)
, (7)
with the binomial coefficient defined as in (4). It is now convenient to define the
integer function µ(p, q, i1, . . . , iq), for i1  · · ·  iq , as
µ(p, q, i1, . . . , iq) ≡
(
p + q − 1
q
)
−
q∑
t=1
(
p + t − it − 1
t
)
, (8)
or µ(p, q, i1, . . . , iq) ≡ N(p, q, 1)−∑qt=1 N(p, t, it + 1), and to define an integer
function ν(p, q, i1, . . . , iq), where i1, . . . , iq are not necessarily ordered in size, as
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ν(p, q, i1, . . . , iq) ≡ 1 +
q∑
t=1
(it − 1)pt−1.
These definitions are consistent with earlier uses of µ(·) and ν(·).
Let z be the vector obtained from y by removing each second and later occurrence
of the same element. Hence, there is a unique matrix, denoted, e.g., by Dp(q), such
that y = Dp(q)z. This matrix is the generalization of the duplication matrix to the q-
way case and may be termed q-way duplication matrix. It is a matrix of dimensions
pq ×N(p, q, 1).
The ordering of the elements in z as defined above is such that zm =∏qt=1 xit ,
where i1  i2  · · ·  iq and m = µ(p, q, i1, . . . , iq). The ordering thus obtained
is consistent with the orderings as used before.
It is now straightforward that the q-way duplication matrix has elements
(Dp(q))nm = 1 if n = ν(p, q, j1, . . . , jq) for some permutation (j1, . . . jq) of
(i1, . . . iq), where the latter are defined implicitly by m = µ(p, q, i1, . . . , iq), and
(Dp(q))nm = 0 otherwise. A direct definition is
Dp(q) ≡
∑
pi1···iq1
∑
(j1,...,jq )∈P(i1,...,iq )
[
q⊗
s=1
ejs
]
u′µ(p,q,i1,...,iq ),
where um is the mth unit vector of dimension N(p, q, 1), i.e., the mth column of
IN(p,q,1).
Now, let A be a symmetric, but otherwise arbitrary, p × p × · · · × p dimensional
q-way array, i.e, a q-way array with elements A(i1, . . . , iq), 1  it  p, ∀t =
1, . . . , q, such that the value of A(i1, . . . , iq) does not depend on the order of its
indices. The elements of A can then be gathered in a pq -dimensional vector a =
(A(i1, . . . , iq); iq = 1, . . . , p; iq−1 = 1, . . . , p; . . . ; i1 = 1, . . . , p). Alternatively,
the unique elements of A can be gathered in a vector α = (A(i1, . . . , iq); iq = 1, . . . ,
p; iq−1 = iq , . . . , p; . . . ; i1 = i2, . . . , p), with the indices running in that order, i.e.,
i1 runs the fastest. Then α is an arbitrary vector, with dimension N(p, q, 1), but a
has a special structure due to the symmetry of A. The vectors a and α satisfy the
relationship a = Dp(q)α.
By construction, the matrix Dp(q) is of full column rank and has Moore–Penrose
inverse
D+p(q) = (D′p(q)Dp(q))−1D′p(q).
Consequently, we have the additional results z = D+p(q)y and α = D+p(q)a, i.e., the
distinct elements of y and a can be obtained by premultiplication with the Moore–
Penrose inverse of the q-way duplication matrix.
The corresponding q-way symmetrization matrix, denoted, e.g., by Np(q), is
implicitly defined by the property
Np(q)(v1 ⊗ · · · ⊗ vq) = 1
q!
∑
(w1 ⊗ · · · ⊗ wq),
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where v1, . . . , vq are arbitrary p-dimensional vectors and the summation is over all q!
permutations (w1, . . . , wq) of (v1, . . . , vq). It then follows that an explicit definition
of Np(q) is
Np(q) ≡ 1
q!
∑
1iup,∀u=1,...,q
∑
(t (1),...,t (q))∈P(1,...,q)
[
q⊗
r=1
eit(r)
][
q⊗
s=1
eis
]′
.
The interpretation of this formula is as follows. The first summation cycles over
all elements, i.e., all combinations of indices (i1, . . . , iq). The last factor,
⊗q
s=1 eis ,
which is equivalent to e˜ν(p,q,i1,...,iq ), where e˜n is the nth unit vector of dimension
pq , selects the element corresponding to the indices (i1, . . . , iq). The second sum-
mation then cycles over all q! permutations of the indices and the remaining factor,⊗q
r=1 eit(r) = e˜ν(p,q,it (1),...,it (q)), puts the element back in its “permuted” position.
Note that in this formula, doubly occurring indices are treated as different, so that
the number of permutations is q!, irrespective of whether the indices are different.
For example, the number of permutations of (i, j) is 2: (i, j) and (j, i), even if
i = j . Alternatively, we could only count the different permutations, but then we
would have to use a more complicated denominator instead of q!, the denominator
being the number of different permutations of the indices (i1, . . . , iq).
By straightforward computation, it follows that Np(q) = Dp(q)D+p(q). This matrix
is again a symmetric idempotent matrix with the same rank as the corresponding
q-way duplication matrix. The properties of these matrices are straightforward exten-
sions of the properties of the 2-, 3-, and 4-way duplication matrices and symmetri-
zation matrices.
The q-way diagonalization matrix is defined as
Hp(q) ≡
p∑
i=1
[
q⊗
t=1
ei
]
e′i .
Alternatively, this matrix can be defined by its elements, which are (Hp(q))ni = 1
if n = ν(p, q, i, . . . , i) and (Hp(q))ni = 0 otherwise. Again, the properties of this
matrix are analogous to the properties of the 2-, 3-, and 4-way diagonalization matri-
ces. In particular, H+p(q) = H ′p(q) and if vt , t = 1, . . . , q are p-dimensional vectors,
then
v1 ∗ v2 ∗ · · · ∗ vq = H ′p(q)(v1 ⊗ v2 ⊗ · · · ⊗ vq),
which gives the relation between the Kronecker product and the Hadamard product
of q vectors of dimension p.
An important property of these matrices is that[
q⊗
s=1
Rs
]
P = P,
where
P ∈ {Dp(q), Np(q), Hp(q)},
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Rs ∈
{
Ipr(s) , Kpr(s),pt(s) , Np(r(s))
}
,
for some r(s), t (s) ∈ {0, . . . , q}, such that ∏qs=1 dim(Rs) = pq × pq . This can be
seen as follows. First, it is immediately clear that we only have to consider P =
Dp(q), because Np(q) = Dp(q)D+p(q) and Hp(q) consists of a subset of the columns of
Dp(q). Second, any product
⊗q
s=1 Rs can be written as the ordinary matrix product
of (at most) q factors of the same form, but with only one of the Rs matrices dif-
ferent from the identity matrix. This Rs matrix is then either a commutation matrix
or a symmetrization matrix. From the definition of the q-way duplication matrix, it
follows that premultiplication with a commutation matrix or a symmetrization matrix
has no effect, and the result follows.
5. Application 1: Third-order moment structure of a factor analysis model with
heteroskedastic errors
In cross-sectional linear regression analysis, heteroskedasticity is a well-known
and frequently occurring problem. Because of the similarities between cross-sec-
tional linear regression and latent variable models such as factor analysis, it is likely
to be a widespread phenomenon in the latter as well. The study of heteroskedasticity
in latent variable models is, however, severely hampered, because the explanatory
variables are not directly observed. Therefore, diagnostic checks and corrections of
standard errors routinely available for regression models are not applicable to latent
variable models. As a part of their study of heteroskedasticity in factor analysis mod-
els, Meijer and Mooijaart [17] and Meijer [16, Chapter 4] used parametric specifica-
tions of the form of heteroskedasticity and were able to define consistent estimators
of the parameters by fitting the third-order moment structure implied by these speci-
fications. These results can then be used to diagnose the presence of (the given form
of) heteroskedasticity and to obtain correct standard errors.
Here, we will follow their ideas, but use the matrix algebra developed above to
obtain more concise formulas. Moreover, these can be used in more general settings
as well. The model that we study here is, for a typical observation,
y = ξ + ε, (9)
where y is a p-dimensional random vector of observed variables called indicators, ξ
is an m-dimensional random vector of unobserved (latent) variables called factors, ε
is a p-dimensional vector of (unobserved) random errors, and  is a p ×m matrix
of factor loadings. It is assumed that E(ξ) = 0 and E(ε|ξ) = 0, so that E(y) = 0.
Typically, y is the centered counterpart of a (vector-valued) random variable with
uninformative nonzero mean.
The covariance matrix of ξ is 2 ≡ E(ξξ ′), which is evidently symmetric. Hence,
we can gather its nonduplicated elements in the vector φ2, which satisfies the rela-
tions φ2 ≡ D+m vec2 and Dmφ2 = vec2, where Dm is the duplication matrix. By
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allowing the elements of  and φ2 to be nonlinear functions of an underlying para-
meter vector, this structure accommodates quite general latent variable models, but
we do not need that here. Because we wish to allow ε to be heteroskedastic, we allow
its conditional covariance matrix, given ξ , to be a function of ξ , E(εε′|ξ) = 2(ξ).
Usually, latent variable models are estimated by fitting the implied covariance
structure to the observed covariance matrix. Given the set-up, the implied covariance
structure of the model under study is straightforwardly obtained as
2 ≡ E(yy′) = 2′ +∗2,
or, equivalently,
σ2 ≡ D+p vec2 = E
[
D+p (y ⊗ y)
]
= D+p (⊗ )Dmφ2 +D+p vec∗2, (10)
where ∗2 ≡ E[2(ξ)]. Derivatives, which are needed for the numerical algorithms
by which estimators are obtained and for the computation of standard errors, can be
obtained easily from (10), by using the method of Magnus and Neudecker [15]. For
example, the derivatives of the covariances of y with respect to the covariances of ξ
are
σ2
φ′2
= D+p (⊗ )Dm.
From (10), it can be observed that the presence or absence of heteroskedasticity
cannot be assessed from the covariance structure, because the only characteristic of
the distribution of ε that can be estimated is its unconditional covariance matrix ∗2.
In ∗2, ξ is integrated out and thus ∗2 does not depend on ξ .
Meijer and Mooijaart [17] and Meijer [16, Chapter 4] showed that third-order
moment information can be used to circumvent this problem. They used scalar nota-
tion and a simple one-factor model to show this. Here, we will give more general
formulas in matrix notation using the results obtained in previous sections.
The third-order moments of ξ can be gathered in the vector φ3, which satisfies the
relations
φ3 ≡ T +m E(ξ ⊗ ξ ⊗ ξ) and E(ξ ⊗ ξ ⊗ ξ) = Tmφ3, (11)
where Tm is the triplication matrix. Furthermore, we assume that the elements of ε
are conditionally independent given ξ , so that E(εi |ξ, εj ) = E(εi |ξ) = 0. Then, the
unconditional third-order moments of ε can be gathered in the vector ψ∗3 , which
satisfies the relations
ψ∗3 ≡ G′pE(ε ⊗ ε ⊗ ε) and E(ε ⊗ ε ⊗ ε) = Gpψ∗3 ,
where Gp is the 3-way diagonalization matrix. It may be expected that the condi-
tional third-order moments of ε given ξ depend on ξ , but it turns out that we only
need the unconditional moments in ψ∗3 .
From the definitions and assumptions discussed above, it follows that the third-
order moment structure of y is given by
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E
[
T +p (y ⊗ y ⊗ y)
]
= T +p (⊗ ⊗ )Tmφ3 + T +p Gpψ∗3
+T +p (Ip ⊗ Ip ⊗ )E [vec2(ξ)⊗ ξ ]
+T +p (Ip ⊗ ⊗ Ip)E [E(ε ⊗ ξ ⊗ ε|ξ)]
+T +p (⊗ Ip ⊗ Ip)E [ξ ⊗ vec2(ξ)]
= T +p (⊗ ⊗ )Tmφ3 + T +p Gpψ∗3
+T +p
[
Ip3 + Ip ⊗Kpp +Kp2,p
]
×(Ip ⊗ Ip ⊗ )E [vec2(ξ)⊗ ξ ]
= T +p (⊗ ⊗ )Tmφ3 + T +p Gpψ∗3
+3T +p (Ip ⊗ Ip ⊗ )E [vec2(ξ)⊗ ξ ] .
A crucial role in this expression is played by the term E[vec2(ξ)⊗ ξ ]. If 2(ξ)
does not depend on ξ , we have homoskedasticity and this term is zero. Under heter-
oskedasticity, this term will typically be nonzero.
An important specific model is obtained by assuming that
[2(ξ)]ii = γi + β ′iξ + (α′iξ )2,
where [2(ξ)]ii is the (i, i)th element of 2(ξ), αi and βi are m-dimensional
parameter vectors, and γi is a scalar-valued parameter. (Note that the conditional
independence assumption stated above implies that 2(ξ) should be diagonal.) This
specification contains both specifications discussed by Meijer and Mooijaart [17]
(Models 3 and 4 of Meijer [16, Chapter 4]) as special cases. Let ψ2(ξ) be the vector
with elements [ψ2(ξ)]i ≡ [2(ξ)]ii , i.e., ψ2(ξ) ≡ H ′pvec2(ξ), where Hp is the
diagonalization matrix. Furthermore, let A ≡ (α1, . . . , αp)′, B ≡ (β1, . . . , βp)′, and
γ ≡ (γ1, . . . , γp)′. Then
ψ2(ξ)= γ + Bξ + (Aξ) ∗ (Aξ)
= γ + Bξ +H ′p[(Aξ)⊗ (Aξ)]
= γ + Bξ +H ′p(A⊗ A)(ξ ⊗ ξ).
Moreover,
vec2(ξ)= Hpψ2(ξ)
= Hpγ +HpBξ +HpH ′p(A⊗ A)(ξ ⊗ ξ).
Thus,
E[vec2(ξ)⊗ ξ ] =
([Hpγ ] ⊗ Im)E(ξ)+ ([HpB] ⊗ Im)E(ξ ⊗ ξ)
+
([
HpH
′
p(A⊗ A)
]
⊗ Im
)
E(ξ ⊗ ξ ⊗ ξ)
=
([
HpH
′
p(A⊗ A)
]
⊗ Im
)
Tmφ3 +
([
HpB
]⊗ Im)Dmφ2,
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so that the vector of third-order moments of the observed variables is
E
[
T +p (y ⊗ y ⊗ y)
]
= T +p (⊗ ⊗ )Tmφ3 + T +p Gpψ∗3
+3T +p
([
HpH
′
p(A⊗ A)
]
⊗ 
)
Tmφ3
+3T +p
([
HpB
]⊗ )Dmφ2
= T +p
([
⊗ + 3HpH ′p(A⊗ A)
]
⊗ 
)
Tmφ3
+T +p Gpψ∗3 + 3T +p
([
HpB
]⊗ )Dmφ2.
This expression can be used straightforwardly in a generalized method of moments
(GMM), or generalized least squares (GLS) asymptotically distribution-free (ADF)
estimation method, see, e.g., [16, Chapter 2] or [23, Chapter 9]. Expressions for the
derivatives that are needed for such estimation methods can be straightforwardly
obtained from this expression.
6. Application 2: Moment structure of the Kenny–Judd model
A latent variable model that has received a lot of attention in the literature is the
so-called Kenny–Judd model, after Kenny and Judd [10]. The basic model that has
been studied most extensively in the literature consists of a regression model with
two latent explanatory variables that interact through their product term. That is, the
product of the two latent variables enters the relationship as well. In scalar notation,
the model equation of interest for a typical observation is
y = α + γ1ξ1 + γ2ξ2 + γ3ξ1ξ2 + ε, (12)
where y is the dependent variable, ξ1 and ξ2 are unobserved (latent) explanatory vari-
ables, ε is a random error term, and α, γ1, γ2, and γ3 are parameters. As usual in latent
variable models, it is assumed that E(ξ1) = E(ξ2) = 0. Furthermore, it is assumed
that two indicators for each latent variable are observed, of the usual factor-analytic
structure with normalizations imposed for the sake of identification:

x1
x2
x3
x4

 =


1 0
λ2 0
0 1
0 λ4


[
ξ1
ξ2
]
+


δ1
δ2
δ3
δ4

 ,
or x = ξ + δ for short. Several estimation methods for this model have been pro-
posed, but they all require the explicit or implicit estimation of a moment structure
involving third- and fourth-order moments of at least some of the observed variables.
A book-length discussion of this model, some extensions of it, and its estimation is
available in [22].
The discussion of specification and estimation of such latent variable models with
interaction effects is usually cluttered with complicated scalar notation and nonlinear
E. Meijer / Linear Algebra and its Applications 410 (2005) 112–134 129
restrictions resulting from the basic specification. To keep the formulas reasonably
manageable, only simple small models are discussed. Therefore, to increase general-
ity and decrease complexity of the notation, a representation in matrix notation would
be very welcome. Such a representation of the basic model specification was pro-
vided by [16, pp. 113–114]. He proposed the following general model specification
in matrix notation for a typical observation:
y = yη + ε,
x = xξ + δ, (13)
η = Bη + ξ +  [D+n (ξ ⊗ ξ)− φ2]+ ζ.
Here, Dn is the duplication matrix, y , x , B, , and  are matrices of appropriate
dimensions containing factor loadings and regression coefficients, ξ is an n-dimen-
sional random vector of exogenous latent variables, ε, δ, and ζ are vectors of random
errors, with dimensions p, q, and m, respectively, η is an m-dimensional vector of
endogenous latent variables, and y and x are vectors of observed variables (indica-
tors), with dimensions p and q, respectively. It is assumed that the expectations of ξ ,
ε, δ, and ζ are zero, that these four random vectors are mutually independent, and
that the elements of ε and δ are mutually independent.
The covariance matrices of ξ , ε, δ, and ζ are 2, ε, δ , and , respectively.
Given the independence assumptions about ε and δ and the symmetry of covariance
matrices in general, these covariance matrices satisfy the relationships
vec2 = Dnφ2, vec = Dmψ,
vecε = Hpθε, vecδ = Hqθ2
for some parameter vectors φ2, ψ , θε, and θ2, where Hp denotes the diagonalization
matrix. Note that φ2 has already been used in the model specification (13).
Consequently, the expectations of η, y, and x are zero as well. Typically, y and x
are the centered counterparts of (vector-valued) random variables with uninformative
nonzero means.
Eliminating η gives the following reduced-form expression for y:
y =y(Im − B)−1ξ + y(Im − B)−1
[
D+n (ξ ⊗ ξ)− φ2
]
+y(Im − B)−1ζ + ε.
From this expression and the expression for x above, the moments of the observed
variables can be derived.
Meijer [16] showed that under some obvious general conditions, the parameters
can be identified and estimated from (a subset of) the moments E(y ⊗ y), E(y ⊗ x),
E(x ⊗ x), E(y ⊗ x ⊗ x), E(x ⊗ x ⊗ x), and E(x ⊗ x ⊗ x ⊗ x). We will not derive
all these moment structures here, but discuss two interesting cases. The first one is
130 E. Meijer / Linear Algebra and its Applications 410 (2005) 112–134
the set of nonduplicated moments of the form E(yixj xk). This contains third- and
fourth-order moments of ξ , which satisfy the expressions
E(ξ ⊗ ξ ⊗ ξ) = Tnφ3,
E(ξ ⊗ ξ ⊗ ξ ⊗ ξ) = Qnφ4,
where φ3 and φ4 are parameter vectors, consisting of the distinct third- and fourth-
order moments of ξ , Tn denotes a triplication matrix, and Qn denotes a quadruplica-
tion matrix. Now, the nonduplicated moments of the form E(yixj xk) are expressed
in matrix notation as
E
[
(Ip ⊗D+q )(y ⊗ x ⊗ x)
]
= (Ip ⊗D+q )
[
y(Im − B)−1⊗ x ⊗ x
]
Tnφ3
+(Ip ⊗D+q )
[
y(Im − B)−1D+n ⊗ x ⊗ x
]
×(Qnφ4 −Dnφ2 ⊗Dnφ2)
=
[
y(Im − B)−1⊗D+q (x ⊗ x)
]
Tnφ3
+
[
y(Im − B)−1D+n ⊗D+q (x ⊗ x)
]
Qnφ4
−
[
y(Im − B)−1⊗D+q (x ⊗ x)Dn
]
(φ2 ⊗ φ2).
The second interesting case for our purposes is the fourth-order moment structure
of x. Before we will derive that, we first study the fourth-order moments of δ. Let
θ4 ≡ E(δ ∗ δ ∗ δ ∗ δ) = F ′qE(δ ⊗ δ ⊗ δ ⊗ δ), where Fq is the 4-way diagonalization
matrix. Then the fourth-order moments E(δ ⊗ δ ⊗ δ ⊗ δ) cannot simply be written
as Fqθ4, because there are additional terms like E(δ21δ
2
2) = (θ2)1(θ2)2, where (θ2)i is
the ith element of θ2. Detailed study of the structure of the problem shows that
E(δ ⊗ δ ⊗ δ ⊗ δ) = Fqθ4 + (Iq4 − FqF ′q)
× [Iq4 + (Iq ⊗Kqq ⊗ Iq)+ (Iq ⊗Kq,q2)]
×(Hq ⊗Hq)(θ2 ⊗ θ2)
and
E
[
Q+q (δ ⊗ δ ⊗ δ ⊗ δ)
]
=Q+q Fqθ4 + 3Q+q (Iq4 − FqF ′q)
×(Hq ⊗Hq)(θ2 ⊗ θ2),
Hence,
E
[
Q+q (x ⊗ x ⊗ x ⊗ x)
]
=Q+q (x ⊗ x ⊗ x ⊗ x)Qnφ4
+Q+q {(x ⊗ x ⊗ Iq ⊗ Iq)E(ξ ⊗ ξ ⊗ δ ⊗ δ)
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+(x ⊗ Iq ⊗ x ⊗ Iq)E(ξ ⊗ δ ⊗ ξ ⊗ δ)
+(x ⊗ Iq ⊗ Iq ⊗ x)E(ξ ⊗ δ ⊗ δ ⊗ ξ)
+(Iq ⊗ x ⊗ x ⊗ Iq)E(δ ⊗ ξ ⊗ ξ ⊗ δ)
+(Iq ⊗ x ⊗ Iq ⊗ x)E(δ ⊗ ξ ⊗ δ ⊗ ξ)
+(Iq ⊗ Iq ⊗ x ⊗ x)E(δ ⊗ δ ⊗ ξ ⊗ ξ)}
+E
[
Q+q (δ ⊗ δ ⊗ δ ⊗ δ)
]
=Q+q (x ⊗ x ⊗ x ⊗ x)Qnφ4
+Q+q
{
Iq4 + (Iq ⊗Kqq ⊗ Iq)+ (Iq ⊗Kq,q2)
+(Kq2,q ⊗ Iq)+ (Kqq ⊗ Iq ⊗ Iq)(Iq ⊗Kq,q2)
+Kq2,q2
}×(x⊗x⊗Iq ⊗ Iq)E(ξ⊗ξ ⊗ δ ⊗ δ)
+Q+q Fqθ4+3Q+q (Iq4−FqF ′q)(Hq⊗Hq)(θ2⊗θ2).
Evidently, E(ξ ⊗ ξ ⊗ δ ⊗ δ) = Dnφ2 ⊗Hqθ2 = (Dn ⊗Hq)(φ2 ⊗ θ2). Furthermore,
given the properties of the quadruplication matrix, the expression reduces to
E
[
Q+q (x⊗x⊗x⊗x)
]
=Q+q (x ⊗ x ⊗ x ⊗ x)Qnφ4
+6Q+q (x ⊗ x ⊗ Iq ⊗ Iq)(Dn ⊗Hq)(φ2 ⊗ θ2)
+Q+q Fqθ4+3Q+q (Iq4−FqF ′q)(Hq ⊗Hq)(θ2 ⊗ θ2).
Appendix A. Auxiliary formulas
In this appendix, we state without proof and without specific references some
properties of special matrices that are used in the main text. These properties are
stated and proved by Magnus and Neudecker [13,14,15], Magnus [12], Neudecker
and Wansbeek [20], and Wansbeek and Meijer [23, Section A.4]. In these references,
many additional useful results can be found as well.
A.1. Some useful properties
K ′pq = K−1pq = Kqp, Kp1 = K1p = Ip,
Kpm(A⊗ B)Knq = (B ⊗ A), where A is p × q and B is m× n.
If p > 1 and q > 1, then tr(Kpq) = 1 + gcd(p − 1, q − 1), where gcd(·, ·) is
the greatest common divisor of its two arguments. Consequently, tr(Kpp) = p and
tr(Kp,p2) = tr(Kp2,p) = p.
H ′pHp = Ip, KppHp = Hp, NpHp = Hp.
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H ′p(a ⊗ Ip) = A, where A is the p × p diagonal matrix containing the p elements
of a on the diagonal, A = diag(a).
H ′p(A⊗ B)Hq = A ∗ B, where A and B are p × q matrices andA ∗ B = (AijBij )
is their Hadamard or elementwise product.
A.2. Commutation formulas for three matrices
Let A : p × t , B : q × u, and C : r × v be arbitrary matrices, and let X = A⊗
B ⊗ C. Then,
A⊗ B ⊗ C = X,
A⊗ C ⊗ B = (Ip ⊗Kqr)X(It ⊗Kvu),
B ⊗ A⊗ C = (Kpq ⊗ Ir )X(Kut ⊗ Iv),
B ⊗ C ⊗ A = Kp,qrXKuv,t ,
C ⊗ A⊗ B = Kpq,rXKv,tu,
C ⊗ B ⊗ A = Kp,qr (Ip ⊗Kqr)X(It ⊗Kvu)Kuv,t .
These formulas are not unique, the matrices can be commuted in a different order
and still give the same result. Hence, the resulting permutation matrices with which
X is premultiplied and postmultiplied are unique, only their formulas are not. For
example, an alternative formula for C ⊗ A⊗ B is
C ⊗ A⊗ B = (Kpr ⊗ Iq)(Ip ⊗Kqr)X(It ⊗Kvu)(Kvt ⊗ Iu),
from which we obtain the auxiliary result Kpq,r = (Kpr ⊗ Iq)(Ip ⊗Kqr).
A.3. Commutation formulas for four matrices
Let A : p × t , B : q × u, C : r × v, and D : s × w be arbitrary matrices, and let
Z = A⊗ B ⊗ C ⊗D. Then,
A⊗ B ⊗ C ⊗D = Z,
A⊗ C ⊗ B ⊗D = (Ip ⊗Kqr ⊗ Is)Z(It ⊗Kvu ⊗ Iw),
B ⊗ A⊗ C ⊗D = (Kpq ⊗ Irs)Z(Kut ⊗ Ivw),
B ⊗ C ⊗ A⊗D = (Kp,qr ⊗ Is)Z(Kuv,t ⊗ Iw),
C ⊗ A⊗ B ⊗D = (Kpq,r ⊗ Is)Z(Kv,tu ⊗ Iw),
C ⊗ B ⊗ A⊗D = [Kp,qr (Ip ⊗Kqr)⊗ Is]Z[(It ⊗Kvu)Kuv,t ⊗ Iw],
A⊗ B ⊗D ⊗ C = (Ipq ⊗Krs)Z(Itu ⊗Kwv),
A⊗ C ⊗D ⊗ B = (Ip ⊗Kq,rs)Z(It ⊗Kvw,u),
B ⊗ A⊗D ⊗ C = (Kpq ⊗Krs)Z(Kut ⊗Kwv),
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B ⊗ C ⊗D ⊗ A = Kp,qrsZKuvw,t ,
C ⊗ A⊗D ⊗ B = (Kpr ⊗ Iqs)(Ip ⊗Kq,rs)Z(It ⊗Kvw,u)(Kvt ⊗ Iuw),
C ⊗ B ⊗D ⊗ A = (Kqr ⊗ Ips)Kp,qrsZKuvw,t (Kvu ⊗ Itw),
A⊗D ⊗ B ⊗ C = (Ip ⊗Kqr,s)Z(It ⊗Kw,uv),
A⊗D ⊗ C ⊗ B = [Ip ⊗ (Is ⊗Kqr)Kqr,s]Z[It ⊗Kw,uv(Iw ⊗Kvu)],
B ⊗D ⊗ A⊗ C = Kpr,qs(Ip ⊗Kqr ⊗ Is)Z(It ⊗Kvu ⊗ Iw)Kuw,tv,
B ⊗D ⊗ C ⊗ A = (Iq ⊗Kpr,s)(Kp,qr ⊗ Is)Z(Kuv,t ⊗ Iw)(Iu ⊗Kw,tv),
C ⊗D ⊗ A⊗ B = Kpq,rsZKvw,tu,
C ⊗D ⊗ B ⊗ A = (Irs ⊗Kpq)Kpq,rsZKvw,tu(Ivw ⊗Kut ),
D ⊗ A⊗ B ⊗ C = Kpqr,sZKw,tuv,
D ⊗ A⊗ C ⊗ B = (Ips ⊗Kqr)Kpqr,sZKw,tuv(Itw ⊗Kvu),
D ⊗ B ⊗ A⊗ C = (Is ⊗Kpq ⊗ Ir )Kpqr,sZKw,tuv(Iw ⊗Kut ⊗ Iv),
D ⊗ B ⊗ C ⊗ A = (Is ⊗Kp,qr )Kpqr,sZKw,tuv(Iw ⊗Kuv,t ),
D ⊗ C ⊗ A⊗ B = (Krs ⊗ Ipq)Kpq,rsZKvw,tu(Kwv ⊗ Itu),
D ⊗ C ⊗ B ⊗ A = (Krs ⊗Kpq)Kpq,rsZKvw,tu(Kwv ⊗Kut ).
As with the commutation formulas for three matrices, these formulas are not unique.
The matrices can be commuted in a different order and still give the same result.
Hence, the resulting permutation matrices with which Z is premultiplied and post-
multiplied are unique, only their formulas are not.
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