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Microscopic measurement of photon echo formation in groups of individual excitonic
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The third-order polarization emitted from groups of individual localized excitonic transitions after
pulsed optical excitation is measured. We observe the evolution of the nonlinear response from the
case of a free polarization decay for a single transition, to that of a photon echo for many transitions.
The echo is shown to arise from the mutual rephasing of the emission from individual transitions.
Nonlinear optical spectroscopy is a powerful technique
when investigating the electronic structure and dynam-
ics of matter. Specifically, the third-order nonlinear-
ity probed in four-wave mixing (FWM), spectral hole-
burning, and pump-probe experiments can be used to
determine homogeneous line-shapes of inhomogeneously
broadened transitions. This was first employed for nu-
clear spin transitions excited by radio-frequencies, which
show spin echoes [1]. The availability of ultrafast laser
pulses allowed the echo technique to be extended to op-
tical frequencies [2, 3]. More recent experiments have
seen the effect of inhomogeneous broadening be circum-
vented by measuring on individual systems, such as sin-
gle atoms in traps, single molecules on surfaces, or single
localized exciton states in semiconductor quantum dots.
This is currently only possible in the optical frequency
range in which highly sensitive detectors are available.
In such experiments, the measurement time has to be
much longer than the dephasing time in order to collect
a sufficient number of photons. During this time, fluctua-
tions in the environment lead to slow spectral diffusion of
the frequency of the investigated transitions (e.g. by the
Stark effect), resulting in an inhomogeneous broadening
in the measurement due to the time-ensemble [4]. As a
result, the typical line-width of semiconductor quantum
dots at low temperatures measured in single-dot photo-
luminescence is 10-1000µeV [5, 6, 7, 8], while the ho-
mogeneous line-width determined in photon echo experi-
ments is about 1µeV [9, 10, 11] and can be given by the
natural line-width, i.e. the radiative decay rate. FWM
spectroscopy on individual exciton transitions can distin-
guish between these two broadening mechanisms. How-
ever, until now FWM on single exciton states was only
performed using continuous wave excitation with non-
degenerate frequencies [12, 13]. Therefore, the formation
of the photon echo from the interference of the FWM po-
larizations of individual transitions has, up to now, not
been observed.
In this work, we present transient four-wave mixing
measurements on individual, localized excitons. Us-
ing a multichannel heterodyne detection, the frequency-
resolved third-order polarization is measured in ampli-
tude and phase, so that both the time and the spectrally
resolved third-order polarization can be retrieved. Anal-
ogous to the introduction of pulsed nuclear magnetic res-
onance spectroscopy to replace scanning techniques, the
detection sensitivity is increased significantly by the mul-
tichannel detection. This enables us to investigate the
evolution of the nonlinear response from the case of a
free polarization decay to that of a photon echo as the
number of individual transitions in an inhomogeneously
broadened ensemble is increased.
The size of the investigated excitonic states is much
smaller than the wavelength of the resonant light. There-
fore, the emitted polarization of an individual state is es-
sentially isotropic (apart from polarization effects), ren-
dering the commonly used directional selection of the
four-wavemixing signal useless. To discriminate the four-
wave mixing signal in such a case, we have to use the
phase coherence of the signal relative to the excitation
pulses, which is determined by the form of the third-
order polarization P (3) ∝ E∗1E2E2, with the excitation
electric fields E1,2. In order to be sensitive to the phase
of the emitted FWM field, we detect it via its interfer-
ence with a reference field Er. Such a detection principle
was used to measure pump-probe and four-wave mixing
in waveguides [14, 15] and in planar InAs quantum dot
ensembles [10]. In these investigations of large ensembles
of excitonic states (N > 105), the FWM was emitted as a
photon echo [9] of ≈ 100 fs duration given by the inverse
inhomogeneous broadening of the transition energies in
the excited ensemble. Conversely, when probing individ-
ual transitions, the signal of each transition is expected
to be emitted as a free polarization decay, with a decay
time given by the intrinsic dephasing time of the transi-
tion, which can be many orders of magnitude longer than
the ensemble photon echo. In order to efficiently measure
a signal of such rich spectral complexity, a multichannel
detection is needed. We employ a multichannel hetero-
dyne scheme using spectrally resolved detection with a
charge-coupled device (CCD), and retrieve the signal by
spectral interferometry [16]. This scheme provides a si-
2multaneous measurement of all spectral components of
the signal in both amplitude and phase, allowing the de-
termination of the signal in both frequency- and time-
domain by Fourier-transform.
A schematic overview of the experimental setup is
given in Fig. 1. We start with optical excitation pulses of
0.2 ps duration at 76MHz repetition rate from a mode-
locked Ti:sapphire laser with a center frequency ω0. Two
pulse trains 1,2 are created by a beam-splitter, frequency
shifted with acousto-optical modulators (AOMs) by the
radio frequencies Ω1/2pi = 79MHz and Ω2/2pi = 80MHz,
and recombined into the same spatial mode, with a rel-
ative delay time τ , positive for pulse 1 leading. A
frequency-unshifted reference pulse train is recombined
with the pulse trains 1,2 in such a way as to pass through
the same optics but in a sightly different direction. In this
manner, passive phase stability between the excitation
and the reference beams is achieved over the whole opti-
cal path. The pulses are focussed onto the sample using
a microscope objective of a numerical aperture NA=0.85
mounted in a helium bath cryostat. The FWM signal is
collected by the same objective, and directed into a mix-
ing AOM, in such a way that the diffracted beam of the
signal overlaps with the reference beam reflected by the
sample and vice versa. The mixed beams a,b (see Fig. 1)
are spectrally resolved and detected by a liquid nitro-
gen cooled silicon CCD, measuring their spectrally and
time-resolved intensities Ia,b(ω, t). In this notation, the
variable ω describes the optical frequencies, with a resolu-
tion given by the spectrometer (≈3GHz), while the time
variable t describes the low-frequency dynamics, which
contains the modulation due to the frequency shifts by
the AOMs [20]. The mixing AOM down-shifts the sig-
nal field Es in frequency by Ωd when deflected into the
reference field Er , while the reference is frequency up-
shifted by Ωd when deflected into the signal. In this way,
the interference frequency of signal and reference fields
in the beams a,b is shifted by Ωd. The deflection effi-
ciency is adjusted to 50%, so that the detected intensities
are given by 2Ia,b(ω, t) = |Er|2 + |Es|2 ± 2ℜ(ErE∗s eiΩdt).
Since we detect Ia,b(ω, t) temporally integrated over the
exposure time T of the CCD (which is typically 50-
1000ms), only the interference close to zero frequency
(Ω < 1/T ) is detected. To recover the interference
term, we subtract the two detected intensities, yielding
Id(ω) = Ia − Ib = 2
∫ T
0 ℜ(ErE∗s eiΩdt)dt.
Having measured the interference intensity Id(ω), we
deduce the signal field in amplitude and phase by spec-
tral interferometry [16], using the fact that the refer-
ence field is adjusted to precede the signal field in time:
F (Θ(t)F−1(Id(ω))) = E
∗
r (ω)Es(ω)e
iΩdt with the Heav-
iside function Θ(t), and the Fourier-transform operator
F . The time-range of the resulting time-resolved signal
field of this technique is limited by the spectral resolu-
tion to about 100ps, which is much smaller than the
repetition period. The reference field amplitude can be
Ω1
ω1 = ω0+ Ω1
Ω2 ω2 = ω0+ Ω2
sample
τ
Spectro
-meter
ωr = ω0
Ωd
CCD
ω0
L1
L2
IbIa
FIG. 1: Scheme of the experimental setup. Boxes: Acousto-
optical modulators of the indicated frequency. L1: High nu-
merical aperture (0.85) microscope objective. Spectrometer:
Imaging spectrometer of 15µeV resolution.
determined by blocking the signal beam and measuring
Ia,b = |Er|2 in this case. The reference phase can be de-
termined by nonlinear pulse characterization techniques,
or can be calculated from the chirp introduced by the
optical components in the setup. Knowing the reference
field Er(ω), the signal field Es(ω) can be determined.
The choice of Ωd selects the detected interference. For
Ωd = Ω1,2, the reflected excitation pulses 1,2 are mea-
sured, while for Ωd = 2Ω2 − Ω1, the emitted FWM field
∝ E∗1E2E2 is measured. Higher-order non-linearities, like
six-wave mixing, can be detected analogously.
The investigated sample [17] consists of an MBE–
grown AlAs/GaAs/AlAs single quantum well with a
thickness increasing from approximately 4 nm to 10 nm
over a total lateral size of 200mm. The growth was
interrupted for 120 s at each interface, allowing for the
formation of large monolayer islands on the growth sur-
face. The sample was antireflection coated, and was held
in a helium cryostat at a temperature of T=5K. Excit-
ing non-resonantly at 1.96 eV, focussed to the diffraction
limit, the confocally detected photoluminescence (PL)
is shown in Fig. 2a. In order to select individual states
within the optical resolution of the experiment (0.5µm),
we adjusted the fractional monolayer thickness of the QW
to be about -0.2 ML [18], yielding very few localized exci-
ton states in the largest monolayer (ML) thickness. This
was done by monitoring the PL spectrum while moving
the excitation spot along the QW thickness gradient. In-
dividual emission lines are visible in the low-energy part
of the spectrum, corresponding to individual localized ex-
citons. Due to the diffusion of the excited carriers prior
to recombination, the spatial resolution of the PL spec-
trum is not significantly improved by the confocal exci-
tation, and is essentially determined by the diffraction
limited intensity resolution of 0.61λ/NA in the emission
imaging. The same region was investigated by the FWM
technique. The laser pulse spectrum shown in Fig. 2a ex-
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FIG. 2: a) Confocally excited / detected PL spectrum of a
(0.5µm)2 area of a AlAs/GaAs QW with a thickness of about
20.8ML (6 nm). The spectrum of the excitation pulses used
in the FWM experiment of b) and Fig. 3 is shown as dotted
line. b) Spectrally resolved FWM intensity at τ = 1ps.
cited only the excitons localized in the lower monolayer
in order to avoid large excited exciton densities. The
measured spectrally resolved FWM at τ = 1ps is given
in Fig. 2b. It consists of several sharp resonances of 20-
30µeV FWHM. The FWM intensity is proportional to
the third power of the excitation intensity, which im-
proves the spatial resolution to 0.36λ/NA ≈ 320nm.
Only at the higher energy side of the PL emission are
FWM resonances of significant strength observed. The
FWM intensities of the resonances are not clearly corre-
lated to the PL intensities. This can be understood con-
sidering the properties of the resonances determining the
respective signal strength. The FWM intensity is deter-
mined only by the fourth power of the optical transition
dipole moment µ of the resonance. The PL intensity in-
stead is determined by the radiative rate, proportional
to µ2, and also by the relaxation dynamics of excitons
into the localized state. Additionally, in the PL we use
non-resonant excitation, for which charged exciton emis-
sion [19], having a binding energy of about 4meV, could
be present, explaining the lower energy peaks (e.g. at
1.628 eV) in the PL.
The temporal sequence of the experiment, consisting
of the arrival of pulse 1, pulse 2, and the subsequent
emission of the FWM intensity can be measured in the
experiment by choosing Ωd equal to Ω1, Ω2, or 2Ω2−Ω1,
respectively, and is shown in Fig. 3. Pulse 1 arrives at
t = −20ps, and creates a first-order polarization that os-
cillates at the resonance frequencies of the system. Upon
the arrival of pulse 2 at t = 0 , this polarization interferes
with pulse 2 and creates a density that oscillates with the
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FIG. 3: Time-resolved FWM intensity from a group of ex-
citon states localized within an (0.5µm)2 area. Excitation
pulses 1,2 (dashed line) and time-resolved FWM intensity
(solid line) for a delay time of τ = 20 ps are shown. Exci-
tation energies were 1.0 (1.9) fJ for pulse 1(2), corresponding
to an intensity per pulse of 0.4(0.75) µJ/cm2 at the quantum
well.
frequency Ω2 − Ω1. The polarization that is created by
pulse 2 and that is proportional to this density is the
third-order polarization. It has the frequency 2Ω2 − Ω1,
and is the source of the self-diffracted FWM. The FWM
is thus expected to start at t = 0, in agreement with
the experimental observation. Since several resonances
of frequencies ωk are emitting, their superposition leads
to a strong temporal beating in the signal. Generally, we
can express the emitted FWM field E(3) for τ > 0 for a
set of N two-level systems as:
E(3)(t, τ) =
N∑
k=1
µ4kE1(ωk)E
2
2 (ωk)e
iωk(t−τ)−γk(t+τ). (1)
with the dipole moments of the transitions µk and
the appropriately normalized excitation field amplitudes
E1,2(ω) of pulse 1,2 at the frequency ω. Here we assume
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FIG. 4: Measured relative phase evolution of the FWM field
of 4 individual transitions of an ensemble. The corresponding
FWM spectrum is shown in the middle row of Fig. 5. The
phase noise of about 0.3 rad is not readily discernible due to
the large phase scale.
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FIG. 5: FWM intensity for τ = 20ps, spectrally resolved
(left) and time-resolved (right), for exciton state ensembles of
different size. The estimated fractional enhancement by the
superradiance at the photon echo time t = 20ps is indicated.
that the pulse spectral width is much larger than the de-
phasing rates γk of the transitions. At t = τ , the FWM
fields from all two-level systems are predicted to be in
phase, and therefore to interfere constructively. This re-
sults in a signal amplitude N times larger than the indi-
vidual FWM amplitudes of a single transition. For other
times, the phases are, in general, randomly distributed
due to the distribution of the transition frequencies, and
the enhancement is reduced to ≈ √N . In the limit of a
large number of systems in the ensemble, the signal at
t = τ is thus far larger than at other times, and is called
a photon echo. Until now, the signal away from the echo
time, in the random interference time, was not observed.
Here, we can see (Fig. 3) the formation of the photon echo
by the constructive interference at t = 20ps. Since we
measure the phase and amplitude of the signal, we can
determine the phase evolution for each resonance sepa-
rately by applying a spectral filter. The result of such an
analysis for 4 transitions of an ensemble is shown in Fig. 4
(the corresponding spectrally resolved FWM is given in
the middle row of Fig. 5). In the measured phase evolu-
tion, the rephasing of the FWM fields from the individual
transitions at the photon echo time t = 20ps is directly
observed.
Furthermore, the fact that we can determine, in the
spectral domain, the number of states contributing to
the time-domain FWM signal allows us, by appropriate
selection of regions of the sample, to control the size of
the state ensemble probed in the FWM. By systemati-
cally increasing the number of participating transitions
from one to many, we can therefore follow the formation
of the photon echo with increasing ensemble sizes. This
evolution is shown in Fig. 5 for ensembles of about 1, 4,
and 10 transitions. With increasing ensemble size N ,
the intensity enhancement in the photon echo increases
roughly ∝ N , as expected from eqn. (1). The peaks off
the photon echo time are due to subsidiary constructive
interferences of subgroups of states, and are prominent
due to the small number of participating states.
In conclusion, we have measured the transient third-
order polarization of individual quantum states in both
amplitude and phase. The formation of the photon echo
with increasing ensemble size was experimentally demon-
strated and the signal was shown to vary from a free po-
larization decay for the single emitter to a photon echo
in the ensemble limit; we have thus demonstrated exper-
imentally the microscopic origin of the photon echo in
transient four-wave mixing in a solid state system.
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