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BLOW-UP OF CRITICAL BESOV NORMS AT A
POTENTIAL NAVIER-STOKES SINGULARITY
ISABELLE GALLAGHER, GABRIEL S. KOCH, AND FABRICE PLANCHON
Abstract. We prove that if an initial datum to the incompressible Navier-Stokes equations in any
critical Besov space B˙
−1+ 3
p
p,q (R
3), with 3 < p, q <∞, gives rise to a strong solution with a singularity
at a finite time T > 0, then the norm of the solution in that Besov space becomes unbounded at
time T . This result, which treats all critical Besov spaces where local existence is known, generalizes
the result of Escauriaza, Seregin and Sˇvera´k (Uspekhi Mat. Nauk 58(2(350)):3-44, 2003) concerning
suitable weak solutions blowing up in L3(R3). Our proof uses profile decompositions and is based
on our previous work (Math. Ann. 355(4):1527–1559, 2013) which provided an alternative proof of
the L3(R3) result. For very large values of p, an iterative method, which may be of independent
interest, enables us to use some techniques from the L3(R3) setting.
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1. Introduction
1.1. The Navier-Stokes blow-up problem in critical spaces. Consider the following Navier-
Stokes equations governing the velocity vector field u(·, t) : R3 → R3 (and scalar pressure π) of an
incompressible, viscous, homogeneous fluid:
(NS)

∂tu+ (u · ∇)u −∆u = −∇π in R3 × (0, T )
div u = 0
u|t=0 = u0 .
The spaces X appearing in the chain of continuous embeddings (see Definition 1.1 below)
(1.1) H˙
1
2 (R3) →֒ L3(R3) →֒ B˙−1+
3
p
p,q (R
3) →֒ B˙−1+
3
p′
p′,q′ (R
3)
(3 < p ≤ p′ <∞ , 3 < q ≤ q′ <∞)
are all critical with respect to the Navier-Stokes scaling in that ‖u0,λ‖X ≡ ‖u0‖X for all λ > 0,
where u0,λ(x) := λu0(λx) is the initial datum which evolves as uλ(t, x) := λu(λ
2t, λx), as long as u0(x)
is the initial datum for the solution u(x, t). While the larger spaces B˙
−1+ 3p
p,∞ , BMO
−1 and B˙−1∞,∞ are
also critical spaces and global wellposedness is known for the first two for small enough initial data
in those spaces thanks to [3, 21, 16] (but only for finite p in the Besov case, see [2]), the ones in the
chain above guarantee the existence of local-in-time solutions for any initial datum. Specifically, there
exist corresponding “adapted path” spaces XT = XT (R
3 × (0, T )) such that for any u0 ∈ X , there
exists T > 0 and a unique “strong” (or sometimes denoted “mild”) solution u belonging to XT to the
corresponding Duhamel-type integral equation
(1.2)
u(t) = et∆u0 +
∫ t
0
e(t−s)∆P∇ · (u(s)⊗ u(s)) ds
= et∆u0 +B(u, u)(t) ,
where
(f ⊗ g)j,k := fjgk , [∇ · (f ⊗ g)]j :=
3∑
k=1
∂k(fjgk) and Pf := f +∇(−∆)−1(∇ · f) ,
which results from applying the projection onto divergence-free vector fields operator P to (NS) and
solving the resulting nonlinear heat equation. Moreover, XT is such that any u ∈ XT satisfying (1.2)
belongs to C([0, T ];X). Setting
(1.3) T ∗XT (u0) := sup{T > 0 | ∃!u := NS(u0) ∈ XT solving (1.2)}
to be the “blow-up time” (if it is finite, or “maximal time of existence”) of the solution evolving from
u0 ∈ X , we are interested in the following question:
Question:
Does sup
0<t<T∗XT
(u0)
‖u(·, t)‖X <∞ imply that T ∗XT (u0) = +∞ ?
Put another way, must the spatial X-norm of a solution become unbounded (“blow up”) near a finite-
time singularity?
In the important work [6] of Escauriaza-Seregin-Sverak, it was established that for X = L3(R3),
the answer is yes (in the setting of Leray-Hopf weak solutions of (NS))1. This extended a result in the
foundational work of Leray [17] regarding the blow-up of Lp(R3) norms at a singularity with p strictly
greater than 3, and of the “Ladyzhenskaya-Prodi-Serrin” type mixed norms Lst (L
p
x),
2
s +
3
p = 1, p > 3
(which follows from Leray’s result), establishing a difficult “endpoint” case of those results (as well
as generalizing the result [18] ruling out self-similar singular Leray-Hopf solutions which had been
conjectured to exist in [17]).
1In the L3(R3) setting of [6], it was recently shown in [23] that moreover (for Leray-Hopf weak solutions) one can
replace lim supt→T∗ ‖u(t)‖L3 =∞ by limt→T∗ ‖u(t)‖L3 =∞ for a singular time T
∗ <∞.
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In our previous paper [9], based on the work [12] for X = H˙
1
2 (R3), we gave an alternative proof
of this result in the setting of strong solutions using the method of “critical elements” of C. Kenig
and F. Merle, and in this work we extend the method in [9] to give a positive answer to the above
question for X = B˙
−1+ 3p
p,q (R3) for all 3 < p, q <∞ (see Theorem 1 below). In such functional settings,
our argument appears in a natural way, building upon the local Cauchy theory, whereas extending [6]
directly is in no way straightforward. An important part of the proof here draws upon the interme-
diate result [5] giving a positive answer for the same spaces in a certain range of values of q < 3, and
with an additional regularity assumption on the data.
After completion of the present work, we learned of the very recent work [20], which extends [6]
to X = L3,q(R3), the Lorentz space with 3 < q < +∞, in the context of Leray-Hopf weak solutions.
In view of the embedding L3,q(R3) →֒ B˙−1+
3
p
p,q (R3), our approach relies on a weaker a priori bound,
but the setting and the notion of solutions used in both works are not directly comparable.
1.2. Besov spaces, local existence and statement of main result. Let us first recall the defi-
nition of Besov spaces, in dimension d ≥ 1.
Definition 1.1. Let φ be a function in S(Rd) such that φ̂(ξ) = 1 for |ξ| ≤ 1 and φ̂(ξ) = 0 for |ξ| > 2,
and define φj(x) := 2
djφ(2jx). Then the frequency localization operators are defined by
Sj := φj ∗ · , ∆j := Sj+1 − Sj .
Let f be in S ′(Rd). We say f belongs to B˙sp,q = B˙sp,q(Rd) if
(i) the partial sum
m∑
−m
∆jf converges to f as a tempered distribution if s < d/p and after taking
the quotient with polynomials if not, and
(ii) ‖f‖B˙sp,q :=
∥∥2js‖∆jf‖Lpx∥∥ℓqj <∞.
Note that there is an equivalent formulation of Besov spaces by the heat flow: defining the opera-
tor Kb(τ) := (τ∂τ )
beτ∆, then, for b = 1, s < 2,
(1.4) ‖f‖B˙sp,q ∼
∥∥∥‖τ−s/2K1(τ)f‖Lp∥∥∥
Lq(R+, dττ )
,
and when s < 0, the previous equivalence holds with b = 0; in the local well-posedness theory for (NS)
with L3(R3) data, this equivalence provides a natural link between heat decay and Besov spaces (see
e.g. [21]).
We shall also need a slight modification of those spaces, introduced in [4], taking into account the
time variable.
Definition 1.2. Let u(·, t) ∈ B˙sp,q for a.e. t ∈ (t1, t2) and let ∆j be a frequency localization with
respect to the x variable (see Definition 1.1). We shall say that u belongs to Lρ([t1, t2]; B˙sp,q) if
‖u‖Lρ([t1,t2];B˙sp,q) := ‖2
js‖∆ju‖Lρ([t1,t2];Lpx)‖ℓq <∞ .
Note that for 1 ≤ ρ1 ≤ q ≤ ρ2 ≤ ∞, by Minkowski’s and Ho¨lder’s inequalities (and Fubini’s theorem
when ρ1 = ρ2 = q) we have
(1.5) Lρ1([t1, t2]; B˙
s
p,q) →֒ Lρ1 ([t1, t2]; B˙sp,q) →֒ Lρ2 ([t1, t2]; B˙sp,q) →֒ Lρ2([t1, t2]; B˙sp,q) .
Let us also introduce the following notations: we define sp := −1 + 3p and
(1.6)
L
a:b
p,q (t1, t2) := La([t1, t2]; B˙sp+
2
a
p,q ) ∩ Lb([t1, t2]; B˙sp+
2
b
p,q ) =
⋂
a≤r≤b
Lr([t1, t2]; B˙sp+
2
r
p,q ) ,
L
a:b
p := L
a:b
p,p , L
a
p,q := L
a:a
p,q , L
a
p := L
a:a
p,p , L
a:b
p,q (T ) := L
a:b
p,q (0, T )
and L a:bp,q [T < T
∗] :=
⋂
0<T<T∗
L
a:b
p,q (T ) .
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Remark 1.3. Notice that the spaces L a:bp,q are natural in this context since the norm in L
a:b
p,q (∞) is
invariant through the scaling transformation u 7→ uλ. We also carefully point out that according to
our notations, u ∈ L a:bp,q [T < T ∗] merely means that u ∈ L a:bp,q (T ) for each fixed T < T ∗ and does not
imply that u ∈ L a:bp,q (T ∗) (the notation does not imply any uniform control as T ր T ∗).
For the convenience of the reader, we have collected the standard estimates relevant to Navier-Stokes
(heat estimates, paraproduct estimates and embeddings via Bernstein’s inequalities) in these spaces
in Appendix B.
Let us now recall more precisely the main results on the Cauchy problem for (NS) in the setting of
Besov spaces. For any divergence-free initial datum u0 in X := B˙
sp
p,q, with 3 < p <∞ and 1 ≤ q <∞,
it is known (see [3] for 3 < p ≤ 6 and [21] for all p < +∞) that there is a unique solution to (1.2),
which we shall denote by NS(u0), which belongs to XT := L
1:∞
p,q (T ) for some T > 0. Moreover for a
fixed p and q,
(1.7)
u0 ∈ B˙spp,q, T > 0,
u1, u2 satisfy (1.2) inL
1:∞
p,q (T )
}
=⇒ u1 = u2 ∈ C([0, T ]; B˙spp,q) ∩ C∞(R3 × (0, T ]) .
Actually uniqueness holds in the class L 2+ǫp,q (T ) for any given ǫ < 6/(p− 3), but we shall not be using
that fact here. We also recall that there is a positive constant c0 such that if the initial datum u0
satisfies ‖u0‖B˙spp,q ≤ c0, then NS(u0) is a global solution and belongs to L 1:∞p,q (∞). Moreover it is
known (see [7] and [1] for the corresponding endpoint result with data in BMO−1) that any solution
belonging to L 1:∞p,q [T <∞], with notation (1.6), actually belongs to L 1:∞p,q (∞) and satisfies
(1.8) lim
t→∞
‖NS(u0)(t)‖B˙spp,q = 0 .
Note that by definition (1.3) with XT = L
1:∞
p,q (T ) and in view of (1.8), the maximal existence time
T ∗ = T ∗
L 1:∞p,q (T )
(u0) satisfies
(1.9) T ∗ <∞ ⇐⇒ ∃ρ ∈ [1,∞) , lim
t→T∗
‖NS(u0)‖
Lρ([0,t];B˙
sp+
2
ρ
p,q )
=∞ .
Moreover, it is well-known (due to the embeddings (1.1) and “propagation of regularity” results, cf.,
e.g., [7]) that
(1.10) T ∗
L 1:∞p,q (T )
(u0) is independent of p and q for any p, q ∈ (3,∞).
Therefore, we will denote it by T ∗(u0) or just T
∗ when there is no ambiguity over the data.
Our aim is to prove that in fact
T ∗ <∞ =⇒ lim sup
t→T∗
‖NS(u0)(t)‖B˙spp,q =∞ .
(The converse already follows from (1.8).) More precisely, in this paper we prove the following theorem,
which gives an affirmative answer to the question raised on page 2 in the Besov space setting.
Theorem 1. Let p, q ∈ (3,∞) be given, and consider a divergence free vector field u0 in B˙spp,q.
Let u = NS(u0) ∈ L 1:∞p,q [T < T ∗] be the unique strong Navier-Stokes solution of (1.2) with maximal
time of existence T ∗. If T ∗ <∞, then
lim sup
t→T∗
‖u(t)‖B˙spp,q =∞ .
The rest of this article is structured as follows. In Section 2, we outline the proof of Theorem 1, leav-
ing the proofs of the main supporting results to the subsequent sections. The strategy of the proof,
following [12] and [9] (based on the strategy of [13]-[14]), is by contradiction: assuming the conclusion
of Theorem 1 fails, we construct a “critical element”, namely a solution blowing up in finite time with
minimal L∞(0, T ∗; B˙
sp
p,p) norm (in view of (1.10) and (1.1), it is no loss of generality to set q := p,
which reduces some technical difficulties). The key tool in doing so is the “profile decomposition”
result (Theorem 3, proved in Section 3) for solutions to (NS) associated with bounded data in B˙
sp
p,p.
In turn we prove, again using Theorem 3, that such a critical element must vanish, in S ′, at blow up
time, and we reach a contradiction via a backwards uniqueness argument.
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The difficulty compared with the previous references is the very low (negative) regularity of the
space B˙
sp
p,p (for very large p) in which we assume control of the solution at blow-up time; in order
to implement the above strategy we therefore rely on some improved regularity bounds on strong
Navier-Stokes solutions using several iteration procedures: these are to be found in Sections 4 and 5,
and the provided improved bounds are valid for any bounded local in time solution. As such, they
may prove to be useful in other contexts and are of independent interest. Finally in Appendix A a
perturbation result for (NS) is stated in an appropriate functional setting which provides the key esti-
mate in Theorem 3, and in Appendix B we collect the standard Besov space estimates used throughout.
Acknowledgments. The authors extend their warm gratitude to Kuijie Li for pointing out in-
correct arguments in a previous version of the manuscript, and whose remarks helped to improve the
overall presentation.
2. Proof of the main theorem
2.1. Main steps of the proof. The proof of Theorem 1 follows the methods of [12, 9]. Before
describing the main steps, let us start by noticing that due to the embedding (1.1) and the fact
recalled in the introduction that, for u0 belonging to B˙
sp
p,q, T ∗(u0) is independent of p and q for any
p, q ∈ (3,∞), one can prove Theorem 1 in the case when p = q, and one can also choose p as large as
needed: in the following we shall assume that p = 3 · 2k − 2, for a given integer k ≥ 2.Let us define
Ac := sup
{
A > 0
∣∣∣ sup
t∈[0,T∗(u0))
‖NS(u0)(t)‖B˙spp,p ≤ A =⇒ T ∗(u0) =∞ ∀u0 ∈ B˙spp,p
}
.
Note that Ac is well-defined by small-data results. Moreover, if Ac is finite, then
Ac = inf
{
sup
t∈[0,T∗(u0))
‖NS(u0)(t)‖B˙spp,p
∣∣∣ u0 ∈ B˙spp,p with T ∗(u0) <∞} .
In the case that Ac < ∞ (i.e. Theorem 1 is false), we introduce the (possibly empty) set of initial
data generating “critical elements” as follows:
Dc :=
{
u0 ∈ B˙spp,p
∣∣∣T ∗(u0) <∞ and sup
t∈[0,T∗(u0))
‖NS(u0)(t)‖B˙spp,p = Ac <∞
}
.
Theorem 1 is an immediate corollary of the next three statements.
Proposition 2.1 (Existence of a critical element). If Ac <∞, then the set Dc is non empty.
Proposition 2.2 (Compactness at blow-up time of critical elements). If Ac <∞, then any u0 in Dc
satisfies
NS(u0)(t)→ 0 in S ′ , as tր T ∗(u0) .
Proposition 2.3 (Rigidity of critical elements). If u0 belongs to B˙
sp
p,p with
sup
t∈[0,T∗(u0))
‖NS(u0)(t)‖B˙spp,p <∞
and if NS(u0)(t)→ 0 in S ′ as tր T ∗(u0), then T ∗(u0) =∞.
The proofs of Propositions 2.1 and 2.2 depend primarily on the “profile decomposition” and related
“orthogonality” results presented in Section 2.2 below (and proved later in Section 3). The proof
of Proposition 2.3 using backwards uniqueness, unique continuation and “ǫ-regularity” results relies
crucially on the “improved bounds via iteration” results presented and proved in Sections 4 and 5.
In the remainder of Section 2 we outline the proofs of Proposition 2.1, Proposition 2.2 and Proposition
2.3, postponing the proofs of the more technical points to the subsequent sections.
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2.2. Profile decompositions. In [9] a profile decomposition of solutions to the Navier-Stokes
equations associated with data in B˙
sp
p,p(Rd) is proved for d < p < 2d + 3, thus extending the result
of [8] which only deals with the case p = 2. In this section we extend (with d = 3 for simplicity) that
decomposition to the full range of p ∈ (3,∞): the main new ingredient is the decomposition (proved
in Section 3.2) of any solution to the Navier-Stokes equations into two parts, the first of which involves
only the heat extension of the initial data, and the second of which is smooth (prior to blow-up time).
We refer to Lemma 3.3 for a precise statement.
Before stating the main result of this section, let us recall the following definition.
Definition 2.4. We say that two sequences (λj,n, xj,n)n∈N ∈ ((0,∞) × Rd)N for j ∈ {1, 2} are
orthogonal, and we write (λ1,n, x1,n)n∈N ⊥ (λ2,n, x2,n)n∈N, if
(2.1) lim
n→+∞
λ1,n
λ2,n
+
λ2,n
λ1,n
+
|x1,n − x2,n|
λ1,n
= +∞ .
Similarly we say that a set of sequences (λj,n, xj,n)n∈N, for j ∈ N, j ≥ 1, is (pairwise) orthogonal if
for all j 6= j′, (λj,n, xj,n)n∈N ⊥ (λj′,n, xj′,n)n∈N.
Next let us define, for any set of sequences (λj,n, xj,n)n∈N (for j ≥ 1), the scaling operator
(2.2) Λj,nUj(x, t) :=
1
λj,n
Uj
(x− xj,n
λj,n
,
t
λ2j,n
)
·
It is proved in [15] (based on the technique of [11]) that any bounded (time-independent) sequence
in B˙
sp
p,p(Rd) may be decomposed into a sum of rescaled functions Λj,nφj , where the set of sequences
(λj,n, xj,n)n∈N is orthogonal, up to a small remainder term in B˙
sq
q,q, for any q > p. The precise
statement is as follows, and is in the spirit of the pioneering work [10].
Theorem 2 ([15]). Fix p, q ∈ [1,∞] such that p < q. Let (fn)n≥1 be a bounded sequence in B˙spp,p(Rd),
and let φ1 be any weak limit point of (fn). Then, after possibly replacing (fn)n by a subsequence
which we relabel (fn)n, there exists a sequence of profiles (φj)j≥2 in B˙
sp
p,p(Rd), and a set of se-
quences (λj,n, xj,n)n≥1 for j ∈ N with (λ1,n, x1,n) ≡ (1, 0) which are orthogonal in the sense of
Definition 2.4 such that, for all n, J ∈ N, if we define ψJn by
(2.3) fn =
J∑
j=1
Λj,nφj + ψ
J
n ,
the following properties hold:
• the function ψJn is a remainder in the sense that
(2.4) lim
J→∞
(
lim sup
n→∞
‖ψJn‖B˙sqq,q(Rd)
)
= 0 ;
• there is a norm ‖ · ‖˜B˙spp,p(Rd) which is equivalent to ‖ · ‖B˙spp,p(Rd) such that
(2.5)
∥∥∥(‖φj ‖˜B˙spp,p(Rd))∞j=1
∥∥∥
ℓp
≤ lim inf
n→∞
‖fn‖˜B˙spp,p(Rd)
and, for each integer J ,
(2.6) ‖ψJn ‖˜B˙spp,p(Rd) ≤ ‖fn‖˜B˙spp,p(Rd) + ◦(1) as n→∞ ;
Notice that, in particular, for any j ≥ 2, either lim
n→∞
|xj,n| = +∞ or lim
n→∞
λj,n ∈ {0,+∞} due to the
orthogonality of the scales/cores with (λ1,n, x1,n) ≡ (1, 0), and also that
(2.7)
∥∥∥(‖φj‖B˙spp,p(Rd))∞j=1∥∥∥ℓp . lim infn→∞ ‖fn‖B˙spp,p(Rd) .
(See Remark 2.7 below for an improvement of (2.7); in particular, one may take the constant equal to
one.) In Section 3.1 (where, again, we set d = 3 for simplicity), we shall prove the following result on
the propagation of (2.3) by the Navier-Stokes flow, which extends Theorem 3 of [9] to the full range
of the p index (where for very large values of p, we rely crucially on the iterations described in Section
3.2).
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Theorem 3 (NS Evolution of Profile Decompositions). Fix p, q with 3 < p < q ≤ ∞. Let (u0,n)n≥1 be
a bounded sequence of divergence-free vector fields in B˙
sp
p,p, and let φ1 be any weak limit point of (u0,n).
Let (u0,n)n≥1 denote the subsequence given by applying Theorem 2 with fn := u0,n, and let (Λj,nφj)j≥1
(with Λ1,n ≡ Id) and ψJn be the associated (divergence-free, due to (2.1)) profiles and remainder. Then
setting T ∗j := T
∗(φj) and denoting Uj := NS(φj) ∈ L 1:∞p [T < T ∗j ] and un := NS(u0,n), the following
properties hold:
• there is a finite (possibly empty) subset I of N such that
T ∗j <∞ ∀j ∈ I , and Uj ∈ L 1:∞p (∞) ∀j ∈ N \ I .
For all j ∈ I fix any Tj < T ∗j and define τn := min
j∈I
λ2j,nTj if I is nonempty and τn := ∞
otherwise. Then we have
sup
n
‖un‖L 1:∞p (τn) <∞ ;
• setting wJn := et∆ψJn , there exists some J0 ∈ N and N(J) ∈ N for each J > J0 such that rJn
given by
(2.8) un(x, t) = U1(x, t) +
J∑
j=2
Λj,nUj(x, t) + w
J
n(x, t) + r
J
n(x, t)
is well-defined for J > J0, n > N(J), t < τn and x ∈ R3, and moreover wJn and rJn are small
remainders in the sense that
(2.9) lim
J→∞
(
lim sup
n→∞
‖wJn‖L 1:∞q (∞)
)
= lim
J→∞
(
lim sup
n→∞
‖rJn‖L 2:∞q (τn)
)
= 0 .
Remark 2.5. As in [9, Theorem 9], Theorem 3 above automatically implies the existence (and relevant
compactness) of “minimal blow-up initial data” in the spaces B˙
sp
p,q for all p, q ∈ (3,∞). This extends the
range in [9], which was restricted to p, q < 9. Moreover, due to Remark 2.7 below which improves the
constant to one in inequality (2.7), the results are true in the original Besov norm given in Definition
1.1(and not just in the equivalent wavelet norm used in [15]). All of these results generalize the original
result in [22] which treated the H˙
1
2 (R3) case.
We also have the following important orthogonality result, which is the analogue of Claim 3.3 of [9] and
will be proved in Section 3.3. To state the result, note first that in case an application of Theorem 3
yields a non-empty blow-up set I, thanks to (2.7) we also know that there is some J∗ ∈ N such that
after re-ordering the profiles
(2.10) T ∗j <∞ ⇐⇒ 1 ≤ j ≤ J∗ .
Then we can again re-order those first J∗ profiles, thanks to the orthogonality (2.1) of the scales λj,n,
so that for n0 = n0(J
∗) sufficiently large, we have
(2.11) ∀n ≥ n0 , 1 ≤ j ≤ j′ ≤ J∗ =⇒ λ2j,nT ∗j ≤ λ2j′,nT ∗j′ .
Proposition 2.6. Let (u0,n)n be a sequence of divergence-free data which are bounded in B˙
sp
p,p and
for which the set I of blow-up profile indices resulting from an application of Theorem 3 is non-
empty. After re-ordering the profiles in the profile decomposition of un := NS(u0,n) so that (2.10)
and (2.11) hold for some J∗ ∈ N, setting tn := λ21,ns for s ∈ [0, T ∗1 ) one has (after possibly passing to
a subsequence in n)
‖un(tn)‖pB˙spp,p = ‖
(
Λ1,nU1
)
(tn)‖pB˙spp,p + ‖un(tn)−
(
Λ1,nU1
)
(tn)‖pB˙spp,p + ǫ(n, s) ,
where ǫ(n, s)→ 0 as n→∞ for each fixed s ∈ [0, T ∗1 ).
Remark 2.7. Note that the proof of Proposition 2.6 (which does not use any special property of the
first profile in particular, unlike our proof of the analogous result in [9]) actually shows that we may
improve (2.7) to a true orthogonality of the original profile decomposition (s = 0) of the form
(2.12) ‖fn‖pB˙spp,p =
J∑
j=1
‖φj‖pB˙spp,p + ‖ψ
J
n‖pB˙spp,p + ǫ(n, J) , limJ→∞ lim supn→∞ ǫ(n, J
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(analogous to the orthogonality proved in [10], but lacking in [11, 15]), thus improving the original
result in [15]. The above orthogonality on the flows could similarly be improved to include the other
profile flows and remainders (which would extend (2.12) to s > 0), but it is sufficient as stated for our
purposes.
2.3. [Step 1] Existence of a critical element. To prove Proposition 2.1, we explicitly construct an
element of Dc: this turns out to be a profile of the initial data of a minimizing sequence of Ac. So let
us consider a sequence u0,n, bounded in the space B˙
sp
p,p, such that its life span satisfies T ∗(u0,n) <∞
for each n ∈ N and such that An := supt∈[0,T∗(u0,n)) ‖NS(u0,n)(t)‖B˙spp,p satisfies
Ac ≤ An and An → Ac , n→∞ .
Applying Theorem 3 above to u0,n we find that, in the notation of Theorem 3 (and up to a subsequence
extraction), for all t < τn, the solutions un = NS(u0,n) satisfy
un(t) =
J∑
j=1
Λj,nUj(t) + w
J
n(t) + r
J
n(t)
with Uj = NS(φj) where (φj)j≥1 are the profiles of u0,n according to the initial data decomposition
provided in Theorem 2 (with fn := u0,n), and for q > p as in Theorem 3, recall that
lim
J→∞
(
lim sup
n→∞
‖wJn‖L 1:∞q (∞)
)
= lim
J→∞
(
lim sup
n→∞
‖rJn‖L 2:∞q (τn)
)
= 0 .
Defining T ∗j := T
∗(φj) to be the life span of Uj = NS(φj), Theorem 3 also ensures that there
is j0 ∈ N such that T ∗j0 <∞ (if not we would have τn ≡ ∞ and hence T ∗(u0,n) ≡ ∞, contrary to our
assumption), and hence we may re-order the profiles so that with the new ordering (2.10) and (2.11)
hold for some J∗ ∈ N. Notice that in particular T ∗1 <∞, hence by definition of Ac we know that
(2.13) sup
s∈[0,T∗1 )
‖U1(s)‖B˙spp,p ≥ Ac .
Then Proposition 2.6 above implies that for any s ∈ (0, T ∗1 ), setting tn := λ21,ns,
An := sup
t∈[0,T∗(u0,n))
‖un(t)‖B˙spp,p ≥ ‖un(tn)‖B˙spp,p
≥ ‖(Λ1,nU1)(tn)‖B˙spp,p + ǫ(n, s)
= ‖U1(s)‖B˙spp,p + ǫ(n, s)
which with (2.13) and the fact that An → Ac as n→∞ implies that φ1 belongs to Dc. Proposition 2.1
is proved. 
2.4. [Step 2] Compactness at blow-up time of critical elements. To prove Proposition 2.2 we
choose u0,c ∈ Dc (such an element exists if Ac <∞ thanks to Proposition 2.1) and we pick a sequence of
times sn such that sn ր T ∗(u0,c). We then define the sequence u0,n := uc(sn), where uc := NS(u0,c),
which is bounded and to which we apply Theorem 3 (and pass to the subsequence given there). As in
the proof of Proposition 2.1 above we may re-arrange the first J∗ terms of the profile decomposition
so that (2.10) and (2.11) hold and we have clearly
λ21,nT
∗
1 ≤ T ∗(u0,n) = T ∗(u0,c)− sn
for large n, and hence
(2.14) λ1,n → 0 , n→∞ .
Let us denote by j0 the (unique) index, after this re-numbering, satisfying λj0,n ≡ 1 and xj0,n ≡ 0, so
that φj0 is the weak limit of u0,n. Note that due to (2.14), j0 6= 1. To prove the proposition we need
to show that φj0 ≡ 0.
As in the the proof of Proposition 2.1 again, Proposition 2.6 implies that NS(φ1) is a critical el-
ement (φ1 ∈ Dc) since we have
An := sup
t∈[0,T∗(u0,n))
‖NS(u0,n)(t)‖B˙spp,p = sup
t∈[sn,T∗(u0,c))
‖uc(t)‖B˙spp,p ≡ Ac
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for all n, due to the definition of Ac and the fact that T
∗(u0,c) < ∞. Now let ε > 0 be fixed, and
choose s ∈ (0, T ∗(u0,c)) such that, writing U1 := NS(φ1),
Apc − ‖U1(s)‖pB˙spp,p < ε/2 ,
which is possible thanks to the time-continuity in (1.7) of solutions to (NS) in B˙
sp
p,p. Proposition 2.6 and
Sobolev embeddings (since q > p, cf. (B.2)) then imply that, defining un := NS(u0,n) and tn := λ
2
1,ns,
Apc ≥ ‖un(tn)‖pB˙spp,p
≥ ‖U1(s)‖pB˙spp,p +
∥∥ J∑
j=2
(Λj,nUj)(tn) + w
J
n(tn) + r
J
n(tn)
∥∥p
B˙
sp
p,p
+ ǫ(n, s)
≥ ‖U1(s)‖pB˙spp,p + C‖
J∑
j=2
Λj,nUj(tn) + w
J
n(tn) + r
J
n(tn)‖pB˙sqq,q + ǫ(n, s)
where ǫ(n, s)→ 0 as n→∞.
Choosing J large enough so that
C‖wJn(tn) + rJn(tn)‖pB˙sqq,q ≤ ε/2 ,
for sufficiently large n, we find that
(2.15)
∥∥ J∑
j=2
(Λj,nUj)(tn)
∥∥q
B˙
sq
q,q
. ε− ǫ(n, s) .
But orthogonality arguments (see the proof of [9, Lemma 3.6]) show that
(2.16)
J∑
j=2
‖(Λj,nUj)(tn)‖qB˙sqq,q = ‖
J∑
j=2
(Λj,nUj)(tn)‖qB˙sqq,q + ε(J, n)
where for each J , ε(J, n)→ 0 when n→∞. In particular for j = j0, (2.15) and (2.16) together (along
with (1.7)) imply
‖φj0‖B˙sqq,q = ‖Uj0(0)‖B˙sqq,q . ε
since tn → 0 as n→∞, and hence φj0 ≡ 0 which proves Proposition 2.2. 
2.5. [Step 3] Rigidity of critical elements. The proof of Proposition 2.3 (which functions here as
a “rigidity theorem”, in the “concentration-compactness” proof of Theorem 1, cf. e.g. [13]) is based
on a backwards uniqueness argument similar to that in [6] (see also [9, 12]). However in order to
implement this argument we need to recover some positive regularity on the solution near blow up
time. This is the purpose of the next statement, proved in Section 4 and Section 5 below.
Proposition 2.8 (Positive regularity at blow-up). Fix p = 3 · 2k − 2, with an integer k ≥ 2. For u0
belonging to B˙
sp
p,p, set T ∗ := T ∗(u0) and define the associated solution u := NS(u0) in L
1:∞
p [T < T
∗].
If T ∗ <∞ and u ∈ L∞(0, T ∗; B˙spp,p), then there exist v, w ∈ L 1:∞p [T < T ∗] such that
u = v + w in L 1:∞p [T < T
∗]
and such that moreover, for some ε ∈ (0, T ∗),
v ∈ L∞(T ∗ − ε, T ∗;Lp(R3)) and w ∈ L3(0, T ∗;L3(R3)) .
Let us apply Proposition 2.8, to u = NS(u0) and T
∗ = T ∗(u0) as in the assumptions of Proposition 2.3.
If T ∗ <∞ then we can write u as above, for some such v, w and ε. As T ∗ <∞, we moreover have
v ∈ Lp(R3 × (T ∗ − ε, T ∗)) .
Fix any R > 0 and set
Qε,R(x) := {(y, t) ∈ R3 × R | |y − x| < R , t ∈ (T ∗ − ε, T ∗)} .
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As p > 3, for fixed ε,R > 0 we have
‖u‖L3(Qε,R(x)) . ‖v‖Lp(Qε,R(x)) + ‖w‖L3(Qε,R(x)) −→ 0 as |x| → ∞ .
This is the key “smallness” required in the “ε-regularity” theory for “suitable weak solutions”. That
theory requires similar estimates for the pressure. Since we consider “mild” solutions (solutions
to (1.2)), u actually satisfies (NS) with pressure π given by
π = R⊗R : u⊗ u =
3∑
j,k=1
RjRk(ujuk) ,
where R := (R1,R2,R3) and where Rj is the j-th Riesz transform given by the Fourier multiplier
iξj/|ξ|. Hence we may write
π = R⊗R : (v + w) ⊗ (v + w) = R⊗R : [v ⊗ v + w ⊗ v + v ⊗ w + w ⊗ w]
and hence the standard Caldero´n-Zygmund estimates imply that
π ∈ L p2 (R3 × (T ∗ − ε, T ∗)) + L p12 (R3 × (T ∗ − ε, T ∗)) + L 32 (R3 × (T ∗ − ε, T ∗))
for some p1 > 3. Hence in a similar way as above we have
‖π‖
L
3
2 (Qε,R(x))
−→ 0 as |x| → ∞ .
As we now have
(u, π) ∈ L3loc(R3 × (T ∗ − ε, T ∗))× L
3
2
loc(R
3 × (T ∗ − ε, T ∗))
with the above spatial decay of the local norms, we can conclude as in [12] (since moreover u belongs
to C∞(R3×(0, T ∗)), cf. (1.7)) that (u, π) forms a suitable weak solution and is smooth at and near the
time T ∗ outside of some large compact setK ⊂ R3. Hence if u(t)→ 0 in S ′ as tր T ∗, we can conclude
that actually u(x, T ∗) ≡ 0 for all x ∈ Kc, and backwards uniqueness and unique continuation (note
that in applying the latter we need the smoothness inside K at earlier times provided by (1.7)) applied
to the vorticity ω := ∇× u as in [6] allow us to conclude that in fact u(·, t) ≡ 0 for some t ∈ (0, T ∗);
we refer to [12] for more details, including the statements of the backwards uniqueness and unique
continuation results. Therefore T ∗ = ∞ by small data results, contrary to assumption, which proves
Proposition 2.3. 
Theorem 1 is now proved. In what follows, we shall prove all of the results stated without proof
above.
3. Besov space profile decompositions for solutions to Navier-Stokes
3.1. The Navier-Stokes evolution of profile decompositions: proof of Theorem 3. The
proof of Theorem 3 follows closely the arguments of [9], up to the fact that we are considering rough
initial data since p is arbitrarily large (but finite). We first use Theorem 2 to decompose the sequence
of initial data, and then with the notation of Theorem 3 we write
un := NS(u0,n) , Uj := NS(φj) ∈ L 1:∞p [T < T ∗j ] and wJn := et∆(ψJn) ∈ L 1:∞p (∞) .
In view of (2.4), the standard linear heat estimate (A.2) implies that
(3.1) lim
J→∞
(
lim sup
n→∞
‖wJn‖L 1:∞q (∞)
)
= 0 .
Due to the stability property (2.7), the sequence (φj)j≥1 goes to zero in the space B˙
sp
p,p as j goes
to infinity. This implies that there is J0 such that for all j > J0, there is a global unique solution
associated with φj , as ‖φj‖B˙spp,p < c0 (the smallness constant of small data theory). Hence, I will be a
subset of {1, . . . , J0} which proves the first part of the first statement in Theorem 3. Note that (2.7)
implies, by Sobolev embeddings along with the fact that ℓp →֒ ℓq, that
(3.2)
∑
j≥1
‖φj‖qB˙sqq,q <∞ .
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By the local Cauchy theory we can solve the Navier-Stokes system with data u0,n for each integer n,
and produce a unique mild solution un ∈ L 1:∞p [T < T ∗(u0,n)]. Now let us define, for any J ≥ 1
rJn := un −
( J∑
j=1
Λj,nUj + w
J
n
)
,
where we recall that Λ1,nU1 := U1. Note that the lifetime of Λj,nUj is λ
2
j,nT
∗
j , where T
∗
j is the lifetime
of φj . Therefore, the function r
J
n(x, ·) is defined a priori for t ∈ [0, tn), where
tn = min(T
∗(u0,n); τn)
with the notation of Theorem 3. Our main goal is to prove that rJn is actually defined on [0, τ
∗
n)
(at least if J and n are large enough), which will be a consequence of perturbation theory for the
Navier-Stokes equations, recalled in Appendix A. In the process, we shall obtain the desired uniform
limiting property, namely
lim
J→∞
(
lim sup
n→∞
‖rJn‖L 2:∞q (τn)
)
= 0 .
Let us write the equation satisfied by rJn . It turns out to be more convenient to write that equation
after a re-scaling in space-time. For convenience and similarly to (2.10)-(2.11), let us also re-order the
functions Λj,nUj, for 1 ≤ j ≤ J0, in such a way that, for some n0 = n0(J0) sufficiently large, we have
(3.3) ∀n ≥ n0 , 1 ≤ j ≤ j′ ≤ J0 =⇒ λ2j,nT ∗j ≤ λ2j′,nT ∗j′
(some of these terms may equal infinity), where recall that T ∗j is the maximal life span of φj (such a
reordering is possible on a fixed and finite number of profiles due to the orthogonality of scales). In
particular, with this ordering we have τn = λ
2
1,nT1. We then define, for every integer J ,
∀1 ≤ j ≤ J, U j,1n := Λ−11,nΛj,nUj, RJ,1n := Λ−11,nrJn ,
W J,1n := Λ
−1
1,nw
J
n and U
1
n := Λ
−1
1,nun .
Clearly we have
RJ,1n = U
1
n −
( J∑
j=1
U j,1n +W
J,1
n
)
,
and RJ,1n (which for the time being is defined for times t in [0, T
1
n) where T
1
n := min{T1, λ−21,nT ∗(u0,n)})
is a divergence free vector field, solving the following system (in a Duhamel sense similar to (1.2)):
(3.4)
{
∂tR
J,1
n + P((R
J,1
n · ∇)RJ,1n )−∆RJ,1n +Q(RJ,1n , F J,1n ) = GJ,1n
RJ,1n|s=0 = 0 ,
where we recall that P := Id − ∇∆−1(∇·) is the projection onto divergence free vector fields, and
where
Q(a, b) := P((a · ∇)b + (b · ∇)a)
for two vector fields a, b. Finally, we have defined
F J,1n :=
J∑
j=1
U j,1n +W
J,1
n ,
and
GJ,1n := −
1
2
Q(W J,1n ,W
J,1
n )−
1
2
∑
j 6=j′
(j,j′)∈{1,..,J}2
Q(U j,1n , U
j′,1
n )−
J∑
j=1
Q(U j,1n ,W
J,1
n ) .
In order to use perturbative bounds on this system, we need a uniform control on the drift term F J,1n ,
and smallness of the forcing term GJ,1n . The results are the following.
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Lemma 3.1. Fix T1 < T
∗
1 . For any real number a satisfying 1−3/q < 1/a < 1 and any integer N ≥ 2
such that 3(N − 1) ≤ q, there is C > 0 such that defining V := L qq (T1) ∩
(
L a:∞q (∞) +L
q
N
q
N
(T1)
)
, we
have
lim
J→∞
lim sup
n→∞
‖F J,1n ‖V ≤ C .
Lemma 3.2. Fix T1 < T
∗
1 , and N ≥ 3 be an integer such that 3(N − 1) < q. For δ ∈ (0, 1),
define 1/r = N/q + (1− δ)/2 and let q′ be the conjugate exponent to q: 1/q + 1/q′ = 1.
The source term GJ,1n goes to zero for each J ∈ N, as n goes to infinity, in the space Lq
′
([0, T1]; B˙
sq−
2
q
q,q )+
Lr([0, T1]; B˙sq−1−δ+
2N
q
q,q ).
Assuming these lemmas to be true, the end of the proof of the theorem is a direct consequence of
Proposition A.2. 
So let us prove Lemmas 3.1 and 3.2.
Proof of Lemma 3.1: This Lemma improves on [9, Lemma 3.5], thanks to Lemma 3.3 below. We
first note that the uniform bound in L qq (T1) is due to [9, Lemma 3.5]. Next due to (3.1) and scale
invariance, we know that
lim
J→∞
lim sup
n→∞
‖W J,1n ‖L 1:∞q (∞) = 0 .
Now let us turn to
∑
j≤J
U j,1n . We will need the following rather elementary decomposition result for
any solution to (NS), whose proof we postpone until the next section:
Lemma 3.3. Let u0 ∈ B˙spp,p be given, with 3 < p < ∞, and let u := NS(u0) belong to L 1:∞p (T )
for some T > 0. For any integer N ≥ 2 such that 3(N − 1) < p, there are HN ∈ L 1:∞p (∞)
and ZN ∈ L
p
N
p
N
(T ) such that u = HN + ZN .
Moreover, we have HN = BN−1(uL), where uL := e
t∆u0 and BN is a finite sum of multilinear
operators of order at most N , independent of u0 and p.
Finally the following results hold.
(1) If ‖u0‖B˙spp,p ≤ c0, the small constant which guarantees T ∗(u0) =∞, then
‖ZN‖
L
p
N
p
N
(∞)
. ‖u0‖NB˙spp,p .
(2) For any scaling operator Λj,n as in (2.2), the commutation property holds:
Λj,nBN (·) = BN (Λj,n·) .
(3) Writing BN as the finite sum of ℓ-linear operators (Bℓ)1≤ℓ≤N , then for any ℓ ≥ 2 and for any
set (Uj)1≤j≤ℓ in L
1:∞
p (∞),
(3.5)
∥∥Bℓ(U1, . . . , Uℓ)∥∥L 1:∞p (∞) .
ℓ∏
j=1
‖Uj‖L 1:∞p (∞) .
Moreover for any a such that 1− d/p < 1/a < 1, we have
(3.6)
∥∥Bℓ(Λj1,nU1, . . . ,Λjℓ,nUℓ)∥∥L a:∞p (∞) → 0 , n→∞ ,
provided there exists k 6= k′ with 1 ≤ k, k′ ≤ ℓ such that (λjk ,n, xjk ,n) ⊥ (λjk′ ,n, xjk′ ,n).
Continuing with the proof of Lemma 3.1, for each j ≤ J we apply the decomposition provided in
Lemma 3.3: we write, with similar notation as in the lemma, for any integer N in [2, q3 + 1],
Uj = HN,j + ZN,j
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where HN,j is the sum of a finite number of multilinear operators of order at most N − 1, acting on
the vector field uL,j := e
t∆φj only, while ZN,j belongs to L
q
N
q
N
(Tj). It follows that
U j,1n = Λ
−1
1,nΛj,n(HN,j + ZN,j) .
so we can write ∑
j≤J
U j,1n =
J∑
j=1
Λ−11,nΛj,n(HN,j + ZN,j) .
Let us start with the study of
J∑
j=1
Λ−11,nΛj,nHN,j. For each fixed N we can write
HN,j =
N−1∑
ℓ=1
Bℓ
(
(et∆φj)
⊗ℓ
)
,
where as in the statement of Lemma 3.3, Bℓ
(
a⊗ℓ
)
denotes a generic ℓ-linear operator applied to a.
Moreover thanks to Lemma 3.3 (2),
Λj,nHN,j =
N−1∑
ℓ=1
Bℓ
(
(Λj,ne
t∆φj)
⊗ℓ
)
=
N−1∑
ℓ=1
Bℓ
(
(et∆Λj,nφj)
⊗ℓ
)
by the scaling of the heat flow, so we can write
J∑
j=1
Λj,nHN,j = H
(1)
n,N +H
(2)
n,N , where
H
(1)
n,N :=
N−1∑
ℓ=1
Bℓ
(
(
J∑
j=1
et∆Λj,nφj)
⊗ℓ
)
and
H
(2)
n,N := −
N−1∑
ℓ=2
∑
{j1,...,jℓ}∈{1,...,J}
∃k,k′,jk 6=jk′
Bℓ
(
et∆Λj1,nφj , . . . , e
t∆Λjℓ,nφj)
)
.
Let us estimate Λ−11,nH
(1)
n,N : we notice that
J∑
j=1
et∆Λj,nφj = e
t∆
J∑
j=1
Λj,nφj so
∥∥Λ−11,nH(1)n,N∥∥L 1:∞q (∞) = ∥∥H(1)n,N∥∥L 1:∞q (∞)
.
N−1∑
ℓ=1
∥∥et∆ J∑
j=1
Λj,nφj
∥∥ℓ
L 1:∞q (∞)
by Lemma 3.3, hence by classical bounds on the heat flow we get∥∥Λ−11,nH(1)n,N∥∥L 1:∞q (∞) . N−1∑
ℓ=1
∥∥ J∑
j=1
Λj,nφj
∥∥ℓ
B˙
sq
q,q
=
N−1∑
ℓ=1
∥∥u0,n − ψJn∥∥ℓB˙sqq,q .
by (2.3) with fn = u0,n. Hence by (2.4) and our assumption on (u0,n) we find∥∥Λ−11,nH(1)n,N∥∥L 1:∞q (∞) ≤ C(N) .
Since the term Λ−11,nH
(2)
n,N goes to zero in L
a:∞
q (∞) as n goes to infinity for fixed J thanks to Lemma 3.3,
where a is any real number such that 1− 3/q < 1/a < 1, we infer that
lim
J→∞
lim sup
n→∞
∥∥∥ J∑
j=1
Λ−11,nΛj,nHN,j
∥∥∥
L a:∞q (∞)
≤ C(N) .
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Finally we are left with the study of
J∑
j=1
Λ−11,nΛj,nZN,j. We recall that thanks to (3.2), there is J0 ∈ N
such that for all j ≥ J0, ‖φj‖B˙sqq,q ≤ c0. Then thanks to Lemma 3.3 (1), we have
(3.7) ∀j ≥ J0 , ‖ZN,j‖
L
q
N
q
N
(∞)
. ‖φj‖NB˙sqq,q .
Now let us write, for each J ≥ J0,∥∥ J∑
j=1
Λ−11,nΛj,nZN,j
∥∥
L
q
N
q
N
(T1)
≤ ∥∥ J0−1∑
j=1
Λ−11,nΛj,nZN,j
∥∥
L
q
N
q
N
(T1)
+
∥∥ J∑
j=J0
Λ−11,nΛj,nZN,j
∥∥
L
q
N
q
N
(∞)
.
To control both terms on the right-hand side, we invoke [9, Lemma 3.6], according to which for
any 1 ≤ J ′ ≤ J ,
(3.8)
∥∥ J∑
J′
Λ−11,nΛj1,nZN,j
∥∥ qN
L
q
N
q
N
(T1)
=
J∑
J′
‖Λ−11,nΛj1,nZN,j‖
q
N
L
q
N
q
N
(T1)
+ ǫ(J, n)
where ∀J ∈ N , ǫ(J, n)→ 0 , n→∞ .
This gives on the one hand
∥∥ J0−1∑
j=1
Λ−11,nΛj,nZN,j
∥∥ qN
L
q
N
q
N
(T1)
≤
J0−1∑
j=1
‖Λ−11,nΛj,nZN,j‖
q
N
L
q
N
q
N
(T1)
+ ǫ(J0, n)
≤
J0−1∑
j=1
‖ZN,j‖
q
N
L
q
N
q
N
(λ20,nλ
−2
j,nT1)
+ ǫ(J0, n)
≤
J0−1∑
j=1
‖ZN,j‖
q
N
L
q
N
q
N
(Tj)
+ ǫ(J0, n) ,
the last line being due to (3.3). This implies that
lim sup
n→∞
∥∥ J0−1∑
j=1
Λ−11,nΛj,nZN,j
∥∥ qN
L
q
N
q
N
(T1)
<∞ .
On the other hand we have, still thanks to (3.8),
∥∥ J∑
j=J0
Λ−11,nΛj,nZN,j
∥∥ qN
L
q
N
q
N
(∞)
≤
J∑
j=J0
‖ZN,j‖
q
N
L
q
N
q
N
(∞)
+ ǫ(J, n) ,
so by (3.7) we infer that
∥∥ J∑
j=J0
Λ−11,nΛj,nZN,j
∥∥ qN
L
q
N
q
N
(∞)
.
J∑
j=J0
‖φj‖qB˙sqq,q + ǫ(J, n) .
Using (3.2) we conclude that
lim
J→∞
lim sup
n→∞
∥∥ J∑
j=J0
Λ−11,nΛj,nZN,j
∥∥
L
q
N
q
N
(∞)
<∞ ,
and this ends the proof of Lemma 3.1. 
We now turn to the source term and prove Lemma 3.2.
Proof of Lemma 3.2: The proof of this result is an improvement (thanks to Lemma 3.1) of
the proof of the corresponding result in [9], namely the proof of [9, Lemma 3.7]. We shall therefore
only detail the new arguments.
BLOW-UP OF NAVIER-STOKES CRITICAL BESOV NORMS 15
On the one hand it is proved in [9], thanks to elementary product laws, that
(3.9) lim
J→∞
lim sup
n→∞
∥∥Q(W J,1n ,W J,1n )∥∥
Lq′ (R+;B˙
sq−
2
q
q,q )
= 0 .
The terms Q(U j,1n , U
j′,1
n ) when j 6= j′ are also estimated exactly as in [9] (see also (3.6) in this paper,
which provides a more general result for ℓ(≥ 2) profiles).
Now let us consider the last term entering in the definition of GJ,1n , namely the term Q(F
J,1
n ,W
J,1
n ).
Writing fg = Tfg + Tgf + R(f, g) the paraproduct decomposition of the product fg, we have by
product estimates (B.1) and Ho¨lder’s inequality in time followed by Bernstein’s inequalities (B.2) that∥∥TFJ,1n W J,1n ∥∥
Lq′ ([0,T1];B˙
sq−1+
2
q′
q,q )
. ‖F J,1n ‖
Lq([0,T1];B˙
sq+
2
q
q,q )
‖W J,1n ‖
Lr1([0,T1];B˙
sq+
2
r1
q,q )
with 1/r1+1/q = 1/q
′. This holds because s∞+2/q < 0. Similarly, since 2sq+2/r1+2/q = 4/q > 0,
(B.2) followed by (B.1) give∥∥R(F J,1n ,W J,1n )∥∥
Lq′ ([0,T1];B˙
sq−1+
2
q′
q,q )
. ‖F J,1n ‖
Lq([0,T1];B˙
sq+
2
q
q,q )
‖W J,1n ‖
Lr1([0,T1];B˙
sq+
2
r1
q,q )
.
It follows that
(3.10) limJ→∞
lim sup
n→∞
∥∥TFJ,1n W J,1n +R(F J,1n ,W J,1n )∥∥
Lq′ ([0,T1];B˙
sq−1+
2
q′
q,q )
= 0 .
In order to improve on [9, Lemma 3.7], the only term to study is TWJ,1n F J,1n . Thanks to Lemma 3.1
we know that one can write
F J,1n = F
J,1,1
n + F
J,1,2
n with
lim
J→∞
lim sup
n→∞
(‖F J,1,1n ‖
L
q
N
q
N
(T1)
+ ‖F J,1,2n ‖L a:∞q (∞)
)
<∞ .
Let us study F J,1,1n . We define r2 by 1/r2 = (1− δ)/2, so that by paraproduct estimates (B.1) (thanks
to the fact that δ > 0) followed by (B.2) to embed B˙
sq+
2
r2
q,q into B˙
s∞+
2
r2
∞,q we get immediately∥∥TWJ,1n F J,1,1n ∥∥Lr([0,T1];B˙sq−1+ 2rq,q ) . ‖F J,1,1n ‖L qNq
N
(T1)
‖W J,1n ‖
Lr2([0,T1];B˙
sq+
2
r2
q,q )
.
Similarly given ǫ > 0, define r3 by 2/r3 = 1− 3q − ǫ (so that sq +2/r3 < 0). Then if r4 satisfies 1/r4+
1/r3 = 1/r (notice that 1/r4 < 1− 3/q < 1/a ), by (B.2) followed by (B.1) we can estimate∥∥TWJ,1n F J,1,2n ∥∥Lr([0,T1];B˙sq−1+ 2rq,q ) . ‖F J,1,2n ‖L r4q (T1)‖W J,1n ‖Lr3([0,T1];B˙sq+ 2r3q,q )
. ‖F J,1,2n ‖L a:∞q (T1)‖W J,1n ‖
Lr3([0,T1];B˙
sq+
2
r3
q,q )
.
Lemma 3.2 is proved. 
3.2. An elementary decomposition via iteration: proof of Lemma 3.3. The argument
leading to the result in Lemma 3.3 can be found in [7] (in turn inspired by [21]); we detail it here for
the convenience of the reader. The idea is to expand the solution in Duhamel form
(3.11) u = uL +B2(u, u)
where uL := e
t∆u0 and
(3.12) B2(u, v)(t) := −1
2
∫ t
0
e(t−t
′)∆
Pdiv (u⊗ v + v ⊗ u)(t′) dt′ .
This gives the desired expansion when N = 2:
u = H2 + Z2
with
H2 := uL and Z2 := B2(u, u) .
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In particular B1 ≡ Id. Classical estimates on the heat flow imply that H2 belongs to L 1:∞p (∞).
Moreover product laws in Besov spaces along with the same heat flow estimates imply that
‖a⊗ b‖
L1t (B˙
2sp+2
p
2
,
p
2
)
. ‖a‖L 1:∞p (∞)‖b‖L 1:∞p (∞) ,
so
(3.13) ‖Z2‖L 1:∞p
2
,
p
2
(T ) . ‖u‖2L 1:∞p (T ) .
Note that the fact that the bilinear term allows to pass from an Lp to an L
p
2 integrability is a key
feature in the whole of this paper, and will actually be used also in the next section extensively. Next
we plug the expansion (3.11) of u into the term B2(u, u), to find
u = uL +B2(u, u)
= uL +B2
(
uL +B2(u, u), uL +B2(u, u)
)
= uL +B2(uL, uL) + 2B2
(
uL, B2(u, u)
)
+B2
(
B2(u, u), B2(u, u)
)
.
This gives the expansion for N = 3:
u = H3 + Z3 with H3 := H2 +B2(uL, uL)
so B2 ≡ Id +B2, and
(3.14)
Z3 := 2B2
(
uL, B2(u, u)
)
+B2
(
B2(u, u), B2(u, u)
)
=: B3(u, u, uL) +B4(u, u, u, u) ,
and the expected bounds follow again from product laws as soon as p/2 > 3. Iterating further, the
formulas immediately get very long and complicated so let us now argue by induction: assume that
u = HN + ZN
with HN the sum of a finite number of multilinear operators of order at most N − 1, acting on uL
only, and where ZN has the following property: we assume there is an integer KN ≥ 0, and for
all 0 ≤ k ≤ KN some (N + k)-linear operators BMN+k (the parameter M ∈ {0, . . . , N + k} measures
the number of entries in which u, rather than uL, appears), such that ZN may be written in the form
(3.15) ZN =
N∑
M=1
BMN (u
⊗M , u
⊗(N−M)
L ) +
KN∑
k=1
N+k∑
M=0
BMN+k(u
⊗M , u
⊗(N+k−M)
L ) ,
where we have used the following convention: BMN (u
⊗M , v⊗(N−M)) denotes an N -linear operator BMN
applied to M copies of a function u and (N −M) copies of a function v:
BMN (u, . . . , u︸ ︷︷ ︸
M terms
, v, . . . , v︸ ︷︷ ︸
N−M terms
) = BMN (u
⊗M , v⊗(N−M)) .
This notation is equivocal since the operator BN need not be symmetric, but it will suffice for our
purposes. So let us prove that for any M ≥ 1 and any N ∈ N, one can further decompose
(3.16) BMN (u
⊗M , u
⊗(N−M)
L ) = B
M
N (u
⊗N
L ) + ZN+1
where ZN+1 may be written in the following way, similarly to (3.15): there is an integer KN+1 ≥ 0
and for all 0 ≤ k ≤ KN+1 and 0 ≤ M ≤ N + 1 + k, some N + 1 + k-linear operators B˜MN+1+k such
that
ZN+1 =
N∑
M=1
B˜MN+1(u
⊗M , u
⊗(N+1−M)
L ) +
KN+1∑
k=0
N+k∑
M=0
B˜MN+1+k(u
⊗M , u
⊗(N+1+k−M)
L ) .
This will imply that HN ≡ HN−1 + BN , with BN (uL) = BMN (u⊗NL ) an N -linear operator in uL. In
order to prove (3.16) we just need to use (3.11) again: replacing u by uL +B2(u, u) in the argument
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of BMN in (3.15) gives
BMN (u
⊗M , u
⊗(N−M)
L ) = B
M
N
((
uL +B2(u, u)
)⊗M
, u
⊗(N−M)
L
)
= BMN (u
⊗N
L ) +
M∑
ℓ=1
B˜MN+ℓ(u
⊗2ℓ, u⊗(N−ℓ))
which proves (3.16). To conclude the proof of the first part of the lemma it remains to prove that HN ∈
L 1:∞p (∞) and ZN ∈ L p/Np/N (T ), which again follows from product laws as long as p > 3(N − 1).
The proof of results (1) to (3) follows from the above construction as follows:
The first result follows from (3.13): if ‖u0‖B˙spp,p ≤ c0, then by small data theory we have that T =∞
and
‖u‖L 1:∞p (∞) ≤ 2‖u0‖B˙spp,p .
So (3.13) becomes
‖Z2‖L 1:∞p
2
,
p
2
(∞) . ‖u‖2L 1:∞p (∞) . ‖u0‖
2
B˙
sp
p,p
.
The argument is the same at each step of the construction of ZN , since
‖uL‖L 1:∞p (∞) . ‖u0‖B˙spp,p .
The second result follows from scale invariance of the Navier-Stokes equations, hence of B2 defined
in (3.12), and the iterative construction of BN .
Let us prove the last result. We shall only prove the more difficult result (3.6), as (3.5) follows from
the same estimates. We shall detail the argument for B2 and B3, and then show how to pursue the
computation for higher orders.
• We recall that B2 ≡ Id +B2 with B2 defined in (3.12), and heat flow estimates imply that
(3.17) ‖B2
(
Λj1,nU1,Λj2,nU2
)‖L a:∞p (∞) . ‖Λj1,nU1 ⊗ Λj2,nU2‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
.
Notice that by density in L 1:∞
−
p (∞), where ∞− indicates any arbitrarily large but finite number,
we can assume that U1 and U2 are smooth and compactly supported in space-time. More precisely:
given ǫ > 0 one can find two compactly supported (in space and time) functions U ǫ1 and U
ǫ
2 such that
(3.18) ‖U ǫ1 − U1‖L 1:∞−p (∞) + ‖U
ǫ
2 − U2‖L 1:∞−p (∞) ≤ ǫ .
Product rules (along with the scale invariance of the scaling operators) give for integers j, j′ ∈ {1, 2}
‖Λj1,n(U ǫj −Uj)⊗Λj2,nUj′‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
+ ‖Λj1,n(U ǫj −Uj)⊗Λj2,n(U ǫj′ −Uj′)‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
. ǫ ,
so let us now concentrate on the study of
U ǫn := Λj1,nU
ǫ
1 ⊗ Λj2,nU ǫ2 .
We shall start by proving that as n goes to infinity,
(3.19) λj1,n/λj2,n + λj2,n/λj1,n →∞ =⇒ ‖U ǫn‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
→ 0 .
Product laws and embeddings give
(3.20) ‖U ǫn‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
. ‖Λj1,nU ǫ1‖La˜(R+;B˙sp,p)‖Λj2,nU
ǫ
2‖La˜′(R+;B˙sp,p)
for any a˜ ≥ a with 1a˜ + 1a˜′ = 1 and s = −1+ 3/p+1/a. Notice that the product law is allowed thanks
to condition 1 > 1/a > 1 − 3/p, which implies 2s > 0 and s − 3/p < 0. But an easy computation
shows that (for each ǫ)
‖Λj1,nU ǫ1‖La˜(R+;B˙sp,p) . λ
3
p+
2
a˜−s−1
j1,n
= λ
2
a˜−
1
a
j1,n
and
‖Λj2,nU ǫ2‖La˜′(R+;B˙sp,p) . λ
3
p+
2
a˜′
−s−1
j2,n
= λ
2
a˜′
− 1a
j2,n
= λ
1
a−
2
a˜
j2,n
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so going back to (3.20) we find that
‖U ǫn‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
≤
(
λj1,n
λj2,n
) 2
a˜−
1
a
→ 0 , n→∞ ,
if λj1,n/λj2,n → 0 as long as a ≤ a˜ < 2a. Exchanging j1 and j2 in the computation if λj1,n/λj2,n →∞,
we conclude that (3.19) holds.
Now let us assume that λj1,n ≡ λj2,n. Then by orthogonality of the cores and scales, we know that
|xj1,n − xj2,n|/λj1,n →∞ , n→∞ .
Then by scale and translation invariance we have
‖U ǫn‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
=
∥∥∥U ǫ1(x, t)⊗ U ǫ2(x+ xj1,n − xj2,nλj1,n , t)
∥∥∥
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
.
Define
U˜ ǫn(t, x) := U
ǫ
1(t, x) ⊗ U ǫ2
(
x+
xj1,n − xj2,n
λj1,n
, t
)
.
Then due to the assumption on the supports of U ǫ1 and U
ǫ
2 we find that
|xj1,n − xj2,n|/λj1,n →∞ =⇒ U˜ ǫn ≡ 0
for n large enough, uniformly in x and t. With (3.19) we therefore infer that as soon as j1 6= j2 then
‖Λj1,nU ǫ1 ⊗ Λj2,nU ǫ2‖
La(R+;B˙
−2+ 3
p
+ 2
a
p,p )
→ 0 , n→∞ .
Plugging that result into (3.17) and recalling (3.18), we find that
(3.21)
(λj1,n, xj1,n) ⊥ (λj2,n, xj2,n) and U1, U2 ∈ L 1:∞p (∞)
=⇒ ‖B2
(
Λj1,nU1,Λj2,nU2
)‖L a:∞p (∞) → 0 , n→∞ .
• Next let us consider B3. We recall that B3 = Id +B2 +B3 where from (3.14) we can recover
B3(U1, U2, U3) = 2B2
(
U1, B2(U2, U3)
)
.
Now let (λj1,n, xj1,n), (λj2,n, xj2,n), (λj3,n, xj3,n) be a set of scales and cores, such that at least two are
orthogonal. We write
B3
(
Λj1,nU1,Λj2,nU2,Λj3,nU3
)
= 2B2
(
Λj1,nU1, B2(Λj2,nU2,Λj3,nU3)
)
and let us start by assuming that (λj2,n, xj2,n) is orthogonal to (λj3,n, xj3,n). Then we simply write
by product laws again, ∥∥B2(Λj1,nU1, B2(Λj2,nU2,Λj3,nU3))∥∥L a:∞p (∞)
. ‖U1‖L 1:∞p (∞)‖B2(Λj2,nU2,Λj3,nU3)‖L a:∞p (∞)
and we conclude as above thanks to (3.21).
Conversely if (λj2,n, xj2,n) is not orthogonal to (λj3,n, xj3,n) then without loss of generality we may
assume that Λj2,n ≡ Λj3,n, and (λj1,n, xj1,n) must be orthogonal to (λj2,n, xj2,n). We therefore have
B2
(
Λj1,nU1, B2(Λj2,nU2,Λj3,nU3)
)
= B2
(
Λj1,nU1,Λj2,nB2(U2, U3)
)
.
Defining U2 := B2(U2, U3) we know that
‖U2‖L 1:∞p (∞) . ‖U2‖L 1:∞p (∞)‖U3‖L 1:∞p (∞)
so we can conclude again using (3.21).
• In the case of higher order operators Bℓ, with ℓ ≥ 4, we apply exactly the same strategy as above:
by construction, Bℓ writes as a bilinear operator B2 whose arguments are either uL, B2(uL, uL), or
iterates of those bilinear operators like B2(uL, B2(uL, uL)) and so forth.
If in the formula defining Bℓ, two orthogonal vector fields Λjk,nUk and Λjk′ ,nUk′ appear as the two
arguments of an operator B2, as in B2(Λjk,nUk,Λjk′ ,nUk′), then we use product laws to find∥∥Bℓ(Λj1,nU1, . . . ,Λjℓ,nUℓ)∥∥L a:∞p (∞) . ‖B2(Λjk,nUk,Λjk′ ,nUk′)‖L a:∞p (∞)
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and we conclude with (3.21) again.
If that is not the case, that means that each time an operator B2(Λji,nUi,Λji′ ,nUi′) appears in Bℓ,
then again without loss of generality we may assume Λji,n ≡ Λji′ ,n so we can unscale that B2 operator
using
B2(Λji,nUi,Λji,nUi′) = Λji,nUi,i′ := Λji,nB2(Ui, Ui′) .
Then we iterate this procedure, noticing that Ui,i′ is independent of n and belongs to L
1:∞
p by product
laws. At some stage of the procedure, since by assumption some scales are orthogonal, one ends up in
a situation where in the formula defining Bℓ, there appears a term of the form B2(Λjk,nUk,Λjk′ ,nUk′)
with Λjk,n and Λjk′ ,n orthogonal and where Uk and Uk′ depend on other functions Uj via a possibly
large number of iterations of operators B2, but are independent of n and belong to L
1:∞
p (∞) as in
the previous case. So again we can use (3.21) and the result follows.
The lemma is proved. 
3.3. An orthogonality result: proof of Proposition 2.6. Let us define
vn := un(tn)−
(
Λ1,nU1
)
(tn) .
Then
‖un(tn)‖pB˙spp,p =
∑
j∈Z
2jpsp‖∆jun(tn)‖pLp
=
∑
j∈Z
2jpsp
∥∥∥∆j((Λ1,nU1)(tn) + vn)∥∥∥p
Lp
,
and we now decompose
(3.22)
∑
j∈Z
2jpsp
∥∥∥∆j((Λ1,nU1)(tn) + vn)∥∥∥p
Lp
− ∥∥(Λ1,nU1)(tn)∥∥pB˙spp,p − ‖vn(tn)‖pB˙spp,p
=
p−1∑
r=1
Crp
∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jvn∣∣p−r(x) dx .
To prove the lemma, it therefore suffices to prove that for all 1 ≤ r ≤ p− 1,
(3.23) lim
J→∞
lim sup
n→∞
∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jvn∣∣p−r(x) dx = 0 .
Next let us write, for a given J (large)
vn = v
(1,J)
n + v
(2,J)
n ,
where we have defined
(3.24) v(1,J)n :=
J∑
k=2
(
Λk,nUk
)
(tn) and v
(2,J)
n := w
J
n(tn) + r
J
n(tn) .
First let us deal with the contribution of v
(2,J)
n , which is the easiest: recalling that wJn(t) = e
t∆ψJn ,
we start by noticing that
(3.25)
‖v(2,J)n ‖B˙−1∞,∞ ≤ ‖etn∆ψJn‖B˙−1∞,∞ + ‖rJn(tn)‖B˙−1∞,∞
. ‖ψJn‖B˙sqq,q + ‖rJn(tn)‖B˙sqq,q → 0 , J →∞ ,
uniformly in n. But by Ho¨lder’s inequality in the x variable,∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jv(2,J)n ∣∣p−r(x) dx
≤
∑
j∈Z
2jrsr
∥∥∆j(Λ1,nU1)(tn)∥∥rLr‖∆jv(2,J)n ‖p−rL∞
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so ∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jv(2,J)n ∣∣p−r(x) dx
≤
∑
j∈Z
2jrsr
∥∥∆j(Λ1,nU1)(tn)∥∥rLr‖v(2,J)n ‖p−rB˙−1∞,∞
≤
∥∥(Λ1,nU1)(tn)∥∥rB˙srr,r‖v(2,J)n ‖p−rB˙−1∞,∞ .
By scale invariance we find∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jv(2,J)n ∣∣p−r(x) dx . ∥∥U1(s)∥∥rB˙srr,r‖v(2,J)n ‖p−rB˙−1∞,∞ .
It follows from (3.25) that
(3.26) lim
J→∞
lim sup
n→∞
∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jv(2,J)n ∣∣p−r(x) dx = 0 .
Let us now analyze the contribution of the term v
(1,J)
n , for J fixed. By orthogonality, as in (2.16), we
know that that for any J ′ ≤ J ,
(3.27)
∥∥ J∑
k=J′
(
Λk,nUk
)
(tn)
∥∥p
B˙
sp
p,p
=
J∑
k=J′
‖(Λk,nUk)(tn)‖pB˙spp,p + ε(J, n)
where for each given J , ε(J, n)→ 0 as n→∞.
We notice that each profile Uk may be chosen as smooth as necessary in t and x (see e.g. [8] for a
similar procedure). Since by definition of tn(
Λk,nUk
)
(tn) =
1
λk,n
Uk
(x− xk,n
λk,n
,
λ21,ns
λ2k,n
)
we get ∥∥(Λk,nUk)(tn)∥∥B˙spp,p = ∥∥Uk(·, λ21,nsλ2k,n )∥∥B˙spp,p
hence in particular, by (1.8),
(3.28) λ1,n/λk,n →∞ =⇒
∥∥(Λk,nUk)(tn)∥∥B˙spp,p → 0 , n→∞ .
Notice that λ1,n/λk,n →∞ is only possible if T ∗k =∞, by (2.11). From (3.28) we get that for each J ,
lim sup
n→∞
(∥∥ J∑
k=1
(
Λk,nUk
)
(tn)
∥∥p
B˙
sp
p,p
−
∥∥∥ J∑
k=1
λ1,n/λk,n→0
Λk,nφk
∥∥∥p
B˙
sp
p,p
−
∥∥∥ J∑
k=1
λ1,n≡λk,n
Λk,n
(
Uk(s)
)∥∥∥p
B˙
sp
p,p
)
= 0 .
It follows that to end the study of the contribution of v
(1,J)
n we just need to prove the two following
properties: for each 1 ≤ k ≤ J , if λ1,n/λk,n → 0 then
(3.29)
∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jΛk,nφk∣∣p−r(x) dx→ 0 , n→∞ ,
while if λ1,n ≡ λk,n then
(3.30)
∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jΛk,nUk(s)∣∣p−r(x) dx→ 0 , n→∞ .
Let us start by proving (3.29). By density we assume that for each 1 ≤ k ≤ J , φk has a spectrum
restricted to a given ring of Rd, of small radius rk and large radius Rk. It is plain to see that for any
function f ,
∆jΛk,nf = Λk,n∆j+log2 λk,nf
so there are universal constants c and C such that
∆jΛk,nφk 6= 0 =⇒ crk ≤ 2jλk,n ≤ CRk .
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Assuming similarly that U1(s) has a spectrum restricted to a given ring of R
d, of small radius r0 and
large radius R0, we get
∆jΛ1,nU1(s) 6= 0 =⇒ cr0 ≤ 2jλ1,n ≤ CR0 .
If λ1,n/λk,n → 0 then those two conditions are asymptotically incompatible, hence∑
j∈Z
∫
Rd
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆j(Λk,nφk)∣∣p−r(x) dx→ 0 , n→∞ ,
which proves (3.29). Now let us prove (3.30). If λ1,n ≡ λk,n then∑
j∈Z
∫
Rd
2jpsp
∣∣∆jΛ1,nU1(s, x)∣∣r∣∣∆jΛk,nUk(s, x)∣∣p−r dx
=
∑
j∈Z
∫
Rd
2jpsp
∣∣∆jU1(s, y)∣∣r∣∣∆jUk(s, y + x1,n − xk,n
λk,n
)
∣∣p−r(x) dx
which goes to zero by Lebesgue’s theorem, due to the orthogonality of the cores of concentration. So
we have proved that
(3.31)
∫
Rd
∑
j∈Z
2jpsp
∣∣∆j(Λ1,nU1)(tn)∣∣r∣∣∆jv(1,J)n ∣∣p−r(x) dx→ 0 , n→∞ .
With (3.26) this proves (3.23) hence thanks to (3.22),∑
j∈Z
2jpsp
∥∥∥∆j((Λ1,nU1)(tn) + vn)∥∥∥p
Lp
−
∥∥(Λ1,nU1)(tn)∥∥pB˙spp,p
−‖vn(tn)‖pB˙spp,p → 0 , n→∞
whence the result. 
4. Improving bounds for solutions to Navier-Stokes via iteration
The goal of this section is to prove Proposition 2.8. This will follow, in Section 4.1, from the following
statement whose proof is postponed to Section 4.2. We define Kato spaces on a time interval (0, T )
for q ∈ (3,∞] by
(4.1) Kq(T ) := {u ∈ S ′(R3 × R+) | ‖u‖Kq(T ) := sup
0<t≤T
t−sq/2‖u(t)‖Lq <∞}
as well as
(4.2) K 1q (T ) := {u ∈ S ′(R3 × R+) | ‖u‖K 1q (T ) := sup
0<t≤T
t1/2−sq/2‖u(t)‖B˙1q,∞ <∞}
where we recall that −sq := 1− 3q > 0, and for 3 < q1 ≤ q2 ≤ ∞, we set
(4.3) Kq1:q2(T ) :=
⋂
q1≤q<q2
Kq(T ) .
Remark 4.1. Notice that for p > 3
(4.4) ‖f‖
Kp(T )
. ‖f‖
p
2p−3
L∞(0,T ;B˙
sp
p,∞)
‖f‖
p−3
2p−3
K 1p (T )
and ‖f‖
K∞(T )
. ‖f‖1−
3
p
Kp(T )
‖f‖
3
p
K 1p (T )
which follow directly from the embeddings B˙0q,1 ⊂ Lq with q = p,+∞ and ℓ∞sp ∩ ℓ∞1 ⊂ ℓ1, with
‖(γj)j‖ℓ∞s = supj 2sj |γj |. Note moreover that ‖et∆u0‖Kp(∞) + ‖et∆u0‖K 1p (∞) . ‖u0‖B˙spp,∞ (in fact,
both quantities on the left are equivalent to the norm on the right).
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Theorem 4 (Iteration and regularity of iterates). Fix p = 3·2k−2 for some integer k such that k ≥ 2.
Suppose u0 ∈ B˙spp,p, set T ∗ := T ∗(u0) and define the associated solution u := NS(u0) belonging
to L 1:∞p [T < T
∗]. Then there exists a family (uL,n)n∈[0,k] (with uL,0 = e
t∆u0) and wk with the
following three properties:
(I) uL,n ∈ L 1:∞p
2n ,
p
2n
(T ∗) for all n ∈ {0, . . . , k}, with
(4.5) ‖uL,n‖L 1:∞p
2n
,
p
2n
(T∗) . C(‖u0‖B˙spp,p)
where C is an explicit smooth function, and
(4.6) u =
k∑
n=0
uL,n + wk in L
1:∞
p [T < T
∗] .
(II) We have uL,n ∈ Kp:∞(T ∗) for all n ∈ {0, . . . , k}.
(III) If u ∈ L∞(0, T ∗; B˙spp,p), then wk has positive regularity up to time T ∗, e.g. wk belongs
to L∞6p
2p+1 ,∞
(T ∗), and
(4.7) ‖wk‖L∞6p
2p+1
,∞
(T∗) . F (‖u0‖B˙spp,p , ‖u‖L∞(0,T∗;B˙spp,p)) ,
where F is a smooth function in two variables which may be computed explicitly.
As in (3.13) in the previous section, the key argument to the proof of Theorem 4 is that the bilinear
form allows improvement from L
p
2n to L
p
2n+1 integrability: this allows one to show that each term in
the expansion is smoother than the previous one, and to recover in a finite number of steps a positive
regularity bound: this will be done in the next paragraph, while the proof of Theorem 4 can be found
in Section 4.2.
4.1. Negative regularity bounds to Lp bounds: proof of Proposition 2.8. In this section we
prove Proposition 2.8 assuming Theorem 4.
Notation. In the proofs to follow, we shall sometimes simplify notation by symmetrizing the
bilinear operator
B(u, v)(t) := −
∫ t
0
e(t−t
′)∆
Pdiv (u⊗ v)(t′) dt′ ,
effectively replacing it by Bσ defined by
Bσ(u, v) :=
1
2 [B(u, v) +B(v, u)]
which is equivalent to replacing the tensor product in the definition of B by
u⊗σ v := 12 [u⊗ v + v ⊗ u] .
Let us assume Theorem 4 holds, postponing its proof until the next section. In order to use it to
prove Proposition 2.8, we shall need the following statement.
Proposition 4.2 (A simple iteration). Suppose u0 ∈ B˙spp,p for some p ∈ (3,∞), set T ∗ := T ∗(u0) and
define the associated solution u := NS(u0) ∈ L 1:∞p [T < T ∗]. Suppose that for some j ∈ N0 there
exist pj ∈ [1, 3) and functions v˜j and w˜j satisfying the statement (S)j defined by
(S)j

v˜j ∈ L r:∞p,p (T ∗) ∩Kp:∞(T ∗) , r > 2 s.t. 3p + 2r > 1
w˜j ∈ L∞(0, T ∗; B˙spp,p) ∩L∞pj ,∞(T ∗) and
u = v˜j + w˜j in L
∞
p [T < T
∗] .
Then there exists pj+1 ∈ [1, 32 ) with pj+1 = 1 if pj < 32 such that the functions v˜j+1 and w˜j+1 defined
by
v˜j+1 := e
t∆u0 +B(v˜j , v˜j) + 2Bσ(v˜j , w˜j) and w˜j+1 := B(w˜j , w˜j)
satisfy (S)j+1. In particular, if (S)0 holds, then w˜j ∈ L∞1,∞(T ∗) for all j ≥ 2.
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Postponing the proof of Proposition 4.2 for the moment, let us proceed to prove Proposition 2.8.
Proof of Proposition 2.8. Recall p = 3 · 2k − 2 for some integer k ≥ 2. Theorem 4 implies
that (S)0 of Proposition 4.2 is satisfied with
p0 :=
6p
2p+ 1
, v˜0 :=
k∑
n=0
uL,n , w˜0 := wk .
We can therefore apply Proposition 4.2 twice which gives
u = v˜2 + w˜2
with
w˜2 ∈ L∞1,∞(0, T ∗) ∩ L∞(0, T ∗; B˙spp,p) ⊂ L∞(0, T ∗; B˙7/55/4,2k0 ) ,
where k0 is chosen so that 2
k0 ≥ 5p. From T ∗ < +∞ and Ho¨lder’s inequality we have
(4.8) w˜2 ∈ L2
k0
(0, T ∗; B˙
7/5
5/4,2k0
) ⊂ L2k0 (0, T ∗; B˙−2/5
5,2k0
) .
We now apply Proposition 2.8 again, to get u = v˜3 + w˜3. On the other hand, since −2/5 < 0 and
7/5− 2/5 = 1 > 0, (4.8) and product estimates in Appendix B therefore give
w˜3 = B(w˜2, w˜2) ∈ L2
k0−1
(0, T ∗; B˙21,2k0−1) ⊂ L2
k0−1
(0, T ∗; B˙
7/5
5/4,2k0−1
) .
Applying Proposition 4.2 and arguing as above k0 times and defining pˆ by
1
pˆ
:=
2
3p
+
1
3
and interpolating, we see that
w˜k0+2 ∈ L1(0, T ∗; B˙21,1) ∩ L∞(0, T ∗; B˙spp,p) ⊂ L3(0, T ∗; B˙spˆpˆ,pˆ) ⊂ L3(0, T ∗;L3(R3)) .
Setting v := v˜k0+2 and w := w˜k0+2, Proposition 2.8 follows from the above and Proposition 4.2. 
Proof of Proposition 4.2. We start with
u = et∆u0 +B(v˜j + w˜j , v˜j + w˜j)
and we define
w˜j+1 := B(w˜j , w˜j) , v˜j+1 := u− w˜j+1 = et∆u0 +Bσ(w˜j , v˜j) +B(v˜j , v˜j) .
The fact that v˜j+1 ∈ L r:∞p,p (T ∗) is a straightforward application of the estimates in Appendix B, so let
us prove that v˜j+1 ∈ Kp:∞(T ∗). First we notice that B(v˜j , v˜j) has the same properties as v˜j thanks
to (B.7), so we focus on Bσ(v˜j , w˜j). Since pj < 3 we have in particular w˜j ⊂ L∞(0, T ∗;L3,∞). Then
denoting by G the gradient of the heat kernel we can write thanks to [19], for any q such that 3 < q < q˜
and p ≤ q˜ < +∞, and defining 1/q = 1/α+ 1/q˜ + 1/3− 1,
‖Bσ(v˜j , w˜j)‖Lq .
∫ t
0
‖ 1
(t− s)2G(
·√
t− s )‖Lα,1‖v˜j ⊗σ w˜j‖L3q˜/(3+q˜),∞(s) ds
.
∫ t
0
1
(t− s)2−3/(2α) ‖v˜j‖Lq˜‖w‖L3,∞(s) ds .
Therefore
‖Bσ(v˜j , w˜j)‖q .
∫ t
0
1
(t− s)1−3(1/q−1/q˜)/2
1
s1/2−3/(2q˜)
ds‖w‖L∞pj,∞(T∗)‖v˜j‖Kp:∞
.
1
t1/2−3/(2q)
‖w‖L∞pj,∞(T∗)‖v˜j‖Kp:∞ .
Therefore, Bσ(v˜j , w˜j) ∈ K3:∞(T ∗) ⊂ Kp:∞(T ∗). Now let us turn to w˜j+1. We assume first that
3/pj = 1 + 2η, with 0 < 2η < 1 (e.g. 3/2 < pj < 3). Set 3/q = 1 − η, we have wj ∈ L∞pj ,∞(T ∗) ⊂
L∞q,∞(T
∗). Noticing that spj = 2η and sq = −η, we get B(wj , wj) ∈ L∞r,∞(T ∗), with
1
r
=
1
pj
+
1
q
, and sr = 1 + η < 2 .
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Next, assume that 3/pj − 1 = 1 + η with 0 < 3η < 1: we still have wj ∈ L∞pj ,∞(T ∗) ⊂ L∞q,∞(T ∗), but
spj = 1 + η. Therefore, by product laws and heat estimates (see Appendix B) we get B(wj , wj) ∈
L
∞
1,∞(T
∗) (notice that s1 = 1 + 1 + η − η = 2) and Proposition 4.2 is proved. 
4.2. The iteration procedure: proof of Theorem 4. We formally define, for any vector field v,
the operator
(4.9) L[v]( · ) := Id− 2Bσ(v, ·) .
Let us denote
Lc(X) := {f : X → X | f is linear and bounded} .
We also need to define “source” spaces, which correspond to spaces where a source term for a Stokes
equation would be placed. For convenience, for a given space X , we denote by ∆X the correspond-
ing “source” space so that for example ‖B(f, g)‖X . ‖P∇ · (f ⊗ g)‖∆X . For our purposes, for
1 ≤ a ≤ b ≤ ∞ and 0 < T ≤ T ∗ ≤ ∞ we will define in view of (A.1)
∆L a:bp,q (T ) ≡ ∆L ap,q(T ) := La((0, T ); B˙sp+2/a−2p,q ) for all b ∈ [a,∞] ,
∆L a:bp (T ) := ∆L
a
p,p(T ) , ∆L
a:b
p,q [T < T
∗] :=
⋂
0<T<T∗
∆L a:bp,q (T ) .
And finally, we set, for 6p/(p+ 3) < q ≤ p,
B
1:∞
q/2 (T ) := {z =
∑
k,finite
(
Bσ(fk, gk) +Bσ(f˜k, g˜k)
) | fk, gk ∈ L 1:∞q (T ) ,
f˜k ∈ L 1:∞p (T ) , g˜k ∈ L 1:∞q/2 (T ) , with norm ‖(∂t −∆)z‖∆L 1:∞q/2 (T )} ,
B
1:∞
q/2 [T < T
⋆] :=
⋂
0<T<T⋆
B
1:∞
q/2 (T )
and
B
∞
6p
2p+1 ,∞
(T ) := {z =
∑
k,finite
Bσ(fk, gk) | fk ∈ L∞6p
2p+1 ,∞
(T ) + L 1:∞p (T ) ,
gk ∈ L∞6p
2p+1 ,∞
(T ) , with norm ‖z‖L∞6p
2p+1
,∞
(T )} .
Note that if (∂t−∆)z = 0, then z = 0 in view of its structure as a sum of Duhamel terms, justifying our
choice of norm on B1:∞q/2 (T ). Moreover, all bilinear terms in the definitions above are well-defined using
the product rules and heat estimates from Appendix B, which also imply that B1:∞q/2 (T ) →֒ L 1:∞q/2 (T ).
Similarly, B∞6p
2p+1 ,∞
(T ) →֒ L∞6p
2p+1 ,∞
(T ), hence the choice of that norm (which will later serve a different
purpose from the previous one); finally, notice that s6p/(2p+1) = 1/2p > 0.
The following lemma, proved in Section 5, shows when an operator of the form (4.9) is well-defined
and satisfies a suitable a priori estimate.
Lemma 4.3 (Invertibility in Besov spaces). Let 3 < p < +∞, 6p/(p + 3) < q ≤ p, T > 0 and
v ∈ L 1:∞p (T ). Then L[v] belongs to Lc(B1:∞q/2 (T )) and is invertible, and we denote by K[v] its inverse:
by construction of K[v] we have the identity
(4.10) (∂t −∆v)K[v] = ∂t −∆ ,
with ∆v := ∆ − 2P∇ · (v ⊗σ (·)). Moreover, for z ∈ B1:∞6p
2p+1
(T ), if K[v]z ∈ L∞(0, T ; B˙spp,∞) then we
have
(4.11) ‖K[v]z‖B∞6p
2p+1
,∞
(T ) ≤ C(v)
(‖K[v]z‖L∞(0,T ;B˙spp,∞) + ‖z‖B∞6p
2p+1
,∞
(T )
)
.
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We shall now proceed to prove each part of Theorem 4 separately.
Proof of Theorem 4, Part (I). Let us prove the following statement.
Proposition 4.4. Assume u0 ∈ B˙spp,p, u = NS(u0) ∈ L 1:∞p [T < T ∗]. Then for k such that p =
3.2k − 2, there exists some uL,n ∈ L 1:∞p/2n(T ∗) for each 0 ≤ n ≤ k with
(4.12) ‖uL,n‖L 1:∞p
2n
,
p
2n
(T∗) . C(‖u0‖B˙spp,p) ,
such that
(4.13) u =
k∑
n=0
uL,n + wk in L
1:∞
p [T < T
∗]
Moreover, wk satisfies, in B
1:∞
p/2k [T < T
∗] ⊂ L 1:∞p [T < T ∗],
(4.14) wk = K[u
(k)
L ]
(
B(uL,k, uL,k) + 2Bσ(uL,k, wk) +B(wk, wk)
)
,
where u
(k)
L :=
∑k−1
n=0 uL,n.
Proof of Proposition 4.4. We start by writing
u = uL + w , with uL := e
t∆u0 and w := B(u, u) .
Then we define uL,0 := uL which clearly satisfies the requirements of the proposition for n = 0, and
we set u
(0)
L := 0. We also set w0 := w and obviously w0 ∈ B1:∞p [T < T ∗] →֒ L 1:∞p [T < T ∗]. We
notice moreover that
K[u
(0)
L ] = L[u
(0)
L ] = Id ,
and therefore w0 satisfies
w0 = K[u
(0)
L ]
(
B(uL,0, uL,0) + 2Bσ(uL,0, w0) +B(w0, w0)
)
in B1:∞p [T < T
∗] .
We now proceed by induction. Assume that for some 0 ≤ n ≤ k − 1, there exist uL,j in L 1:∞p/2j
satisfying (4.12) for all 0 ≤ j ≤ n and wn ∈ B1:∞p/2n [T < T ∗] such that, if we set (for n ≥ 1)
u
(n)
L :=
∑n−1
j=0 uL,j ∈ L 1:∞p (T ∗),
• we have, in L 1:∞p [T < T ∗],
u =
n∑
j=0
uL,j + wn ;
• wn is such that, in B1:∞p/2n [T < T ∗] ⊂ L 1:∞p [T < T ∗],
wn = K[u
(n)
L ]
(
B(uL,n, uL,n) + 2Bσ(uL,n, wn) +B(wn, wn)
)
.
We then define
(4.15) zn := B(uL,n, uL,n) +B(wn, wn)
and we notice that of course
(4.16) K[u
(n)
L ]zn = wn − 2K[u(n)L ]Bσ(uL,n, wn) .
Note that this identity makes sense because by definition zn belongs to B
1:∞
p/2n [T < T
∗]. Then by
Lemma 4.3 we have
(∂t −∆)zn = (∂t −∆u(n)L )K[u
(n)
L ]zn
= (∂t −∆u(n)L +uL,n)wn
thanks to (4.16). Now we define
u
(n+1)
L := u
(n)
L + uL,n ∈ L 1:∞p
and by construction we have
wn := K[u
(n+1)
L ]zn ,
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and by (4.15) we have
K[u
(n+1)
L ]zn = K[u
(n+1)
L ]
(
B(uL,n, uL,n) +B
(
K[u
(n+1)
L ]zn,K[u
(n+1)
L ]zn
))
,
which actually makes sense not only in B1:∞p
2n
[T < T ∗] but also in B1:∞p
2n+1
[T < T ∗] (notice that even
at the last step, q/2 = p/2k is such that q/2 > 3p/(p+ 3)). Finally setting
uL,n+1 := K[u
(n+1)
L ]B(uL,n, uL,n)
we have that uL,n+1 ∈ L 1:∞p/2n+1 , and defining
wn+1 := K[u
(n+1)
L ]B
(
K[u
(n+1)
L ]zn,K[u
(n+1)
L ]zn
)
we have wn+1 ∈ B1:∞p/2n+1 [T < T ∗] and
K[u
(n+1)
L ]zn = uL,n+1 + wn+1
so finally
wn+1 = K[u
(n+1)
L ]
(
B(uL,n+1, uL,n+1)+2Bσ(uL,n+1, wn+1)+B(wn+1, wn+1)
)
in B1:∞p/2n+1 [T < T
∗] ,
which closes the induction. As previously observed, we may iterate as long as p/2n > 3p/(p + 3),
which stops when n = k, providing the desired decomposition. 
Proof of Theorem 4, Part (II). In view of (4.4), Part (II) of Theorem 4 is a consequence of the
next lemma: it suffices to follow the construction leading to Part (I) above and to use Appendix B;
the details are left to the reader.
Lemma 4.5 (Invertibility in Kato spaces). Assume T > 0, p > 3 and v ∈ L 1:∞p (T ) ∩ K 1p (T ).
Then L[v] belongs to Lc(B1:∞p/2 (T ) ∩K 1p (T )) and moreover, L[v] is invertible on that space.
We postpone the proof of this lemma to Section 5.2.
Proof of Theorem 4, Part (III). Part (III) of Theorem 4 follows from getting an a priori estimate
on the following equation up to time T ∗: recall from (4.14) that
wk = K[u
(k)
L ]
(
B(uL,k, uL,k) + 2Bσ(uL,k, wk) +B(wk, wk)
)
in B1:∞p/2k [T < T
∗].
Unfortunately the continuity properties of K[·] are restricted: the integrability range allows only
for q/2 > 3p/(p+ 3), and we cannot close an estimate directly on wk, which would require q/2 ∼ 3/2
to balance the a priori bound with a large p. However, if we define νk such that wk = K[u
(k)
L ]νk, we
replace the previous equation on wk by
(4.17) νk = B(uL,k, uL,k) + 2Bσ
(
uL,k,K[u
(k)
L ]νk
)
+B
(
K[u
(k)
L ]νk,K[u
(k)
L ]νk
)
,
and the equation still holds in B1:∞p/2k [T < T
∗]. Now, notice that p was chosen such that s2−kp = 2/p,
as p = 3 · 2k − 2 so in other words, p/2k = 3 − 21−k. By construction, both uL,k and wk are
in L 1:∞3p/(p+1)[T < T
∗] (which corresponds to regularity s3p/(p+1) = 1/p). One easily checks that
B(uL,k, uL,k) ∈ L∞3p
2p−1 ,∞
(T ) (corresponding to regularity 1− 1/p) and so do the remaining two terms
on the righthand side of (4.17). Therefore, we have that νk belongs to L
∞
3p
2p−1 ,∞
(T ), and we seek to
estimate this norm uniformly in T < T ∗. Let us deal with the bilinear term: we estimate each term of
K[u
(k)
L ]νk(= wk) in L
∞
6p
2p+1 ,∞
. Notice that wk ∈ L∞(0, T ∗; B˙spp,p) →֒ L∞p,∞(T ∗) from its very definition
(4.13) together with (4.12). Note also that 2p−13p <
2p+1
6p +
1
3 and recall that s6p/(2p+1) = 1/2p > 0,
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hence we can estimate (crucially using (4.11) in this first step)∥∥B(K[u(k)L ]νk,K[u(k)L ]νk)∥∥L∞3p
2p−1
,∞
(T )
.
∥∥K[u(k)L ]νk∥∥2L∞6p
2p+1
,∞
(T )
. C2(u
(k)
L )
(‖νk‖2L∞6p
2p+1
,∞
(T ) + ‖wk‖2L∞p,∞(T )
)
. C2(u
(k)
L )
(‖νk‖2θL∞3p
2p−1
,∞
(T )
∥∥νk∥∥2(1−θ)
L∞p,∞(T )
+ ‖wk‖2L∞p,∞(T )
)
with
θ :=
1
2
− 1
4p− 8 ,
and the important point to notice is that 2θ < 1. Using the fact that
C2(u
(k)
L )
∥∥νk∥∥2(1−θ)L∞p,∞(T ) = C2(u(k)L )∥∥L[u(k)L ]wk∥∥2(1−θ)L∞p,∞(T )
. C2(u
(k)
L )C
(‖u0‖B˙spp,p , ‖u‖L∞(0,T∗;B˙spp,p))2(1−θ) =:M2(1−θ) ,
which can readily be seen from the definition of wk, we find∥∥B(K[u(k)L ]νk,K[u(k)L ]νk)∥∥L∞3p
2p−1
,∞
(T )
. ‖νk‖2θL∞3p
2p−1
,∞
(T )M
2(1−θ) + C2(u
(k)
L )‖wk‖2L∞p,∞(T ) .
The cross term is easier to deal with, as obviously, there is only one factor νk. Therefore we finally
get
(4.18) ‖νk‖L∞3p
2p−1
,∞
(T ) . ‖uL,k‖2L∞6p
2p+1
(T ) + C
2(u
(k)
L )‖wk‖2L∞p,∞(T )
+ ‖uL,k‖L∞6p
2p+1
(T )‖νk‖θL∞3p
2p−1
,∞
(T )M
1−θ + ‖νk‖2θL∞3p
2p−1
,∞
(T )M
2(1−θ) ,
and recalling (4.12), we find
‖νk‖L∞3p
2p−1
,∞
(T ) . C
(‖u0‖B˙spp,p , ‖u‖L∞p,∞(T ))+ ‖u0‖B˙spp,p‖νk‖θL∞3p
2p−1
,∞
(T )M
1−θ
+‖νk‖2θL∞3p
2p−1
,∞
(T )M
2(1−θ) .
This implies that
‖νk‖L∞3p
2p−1
,∞
(T ) . F
(‖u0‖B˙spp,p , ‖u‖L∞(0,T∗;B˙spp,p)) ,
and by Sobolev embedding, we infer in particular (abusing notation by retaining the F notation for a
different function !)
(4.19) ‖νk‖B∞6p
2p+1
,∞
(T ) . F
(‖u0‖B˙spp,p , ‖u‖L∞(0,T∗;B˙spp,p)) .
Finally using the fact that thanks to (4.11)
‖wk‖B∞6p
2p+1
,∞
(T ) . C(u
(k)
L )
(‖w‖L∞(0,T ;B˙spp,∞) + ‖νk‖B∞6p
2p+1
,∞
(T )
)
and that the previous bound on νk holds uniformly for T < T
∗, as the righthand side of (4.19) does
not depend on T , we have proved Part (III) of Theorem 4, and the proof of the theorem is now
complete. 
5. Invertibility of “heat flow” perturbations of identity
5.1. Invertibility in Besov spaces: proof of Lemma 4.3. First we will notice that the fact
that L[v] belongs to Lc(B1:∞q/2 (T )) follows from the definition of B1:∞q/2 (T ), the assumption that v ∈
L 1:∞p (T ), and the linear estimates from Appendix A: let w ∈ B1:∞q/2 (T ) →֒ L 1:∞q/2 (T ) and
z := L[v]w = w − 2Bσ(v, w) .
By its very definition, z is a finite sum of Bσ(·, ·) with appropriate entries. Then
(5.1) ∂tz −∆z = ∂tw −∆w + 2P∇ · (v ⊗σ w) ,
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and by product laws recalled in Appendix B (and 6pp+3 < q ≤ p) we have ∇ · (v ⊗σ w) ∈ ∆L 1:∞q/2 (T ),
with appropriate norm control, since in particular w ∈ L 1:∞q/2 (T ) and
‖∇ · (v ⊗σ w)‖∆L 1:∞
q/2
(T ) . ‖v‖L 1:∞p (T )‖w‖L 1:∞q/2 (T ) .
So
‖(∂t −∆)z‖∆L 1:∞
q/2
(T ) . ‖(∂t −∆)w‖∆L 1:∞
q/2
(T ) + ‖∇ · (v ⊗σ w)‖∆L 1:∞
q/2
(T )
which implies that
‖z‖B1:∞
q/2
(T ) . ‖w‖B1:∞
q/2
(T ) + ‖v‖L 1:∞p (T )‖w‖L 1:∞q/2 (T )
and hence
‖z‖B1:∞
q/2
(T ) . (1 + ‖v‖L 1:∞p (T ))‖w‖B1:∞q/2 (T ) .
Next we check that L[v] is invertible. We seek a bound on w in terms of z in the equation (5.1). If z
belongs to B1:∞q/2 (T ), there are a finite number of fk, gk ∈ L 1:∞q (T ), f˜k ∈ L 1:∞p (T ) and g˜k ∈ L 1:∞q/2 (T )
such that z =
∑
k
Bσ(fk, gk) +B(f˜k, g˜k), which implies that
(5.2) ∂tw −∆w + 2P∇ · (v ⊗σ w) = P∇ · (
∑
k
fk ⊗σ gk + f˜k ⊗σ g˜k) = ∂tz −∆z ,
which can be solved thanks to the results of Appendix A: according to Proposition A.1, we have the
estimate
(5.3) ‖w‖L 1:∞
q/2
(T ) ≤ F (‖v‖L 1:∞p (T ))‖∇ · (
∑
k
fk ⊗σ gk + f˜k ⊗σ g˜k)‖∆L 1:∞
q/2
(T ) ,
which we rewrite ‖w‖L 1:∞
q/2
(T ) ≤ F (v)‖z‖B1:∞
q/2
(T ). From there, going back to the equation (5.2), we
recover the structure, as w = z + 2Bσ(v, w) and we may estimate (using product rules)
‖(∂t −∆)w‖∆L 1:∞
q/2
(T ) . ‖(∂t −∆)z‖∆L 1:∞
q/2
(T ) + ‖∇ · (v ⊗σ w)‖∆L 1:∞
q/2
(T )
‖w‖B1:∞
q/2
(T ) . ‖z‖B1:∞
q/2
(T ) + ‖v‖L 1:∞p (T )‖w‖L 1:∞q/2 (T )
. ‖z‖B1:∞
q/2
(T )(1 + F˜ (v))
which is the desired bound.
We now proceed with proving (4.11). From the previous argument with q/2 = 6p/(2p+ 1) (which is
such that q > 6p/(p+ 3)), we have that w = K[v]z is well-defined and w ∈ B1:∞q/2 (T ). By embedding,
we know that z ∈ B∞6p
2p+1 ,∞
(T ) and we assume an a priori control: w ∈ L∞(0, T ; B˙spp,∞); we now seek
to estimate w in B∞6p
2p+1 ,∞
(T ) in terms of z in the same space and the a priori control, without using
the B1:∞q/2 (T ) norm of z. We simply estimate (where C may change from line to line)
‖w‖L∞6p
2p+1
,∞
(T ) . ‖z‖L∞6p
2p+1
,∞
(T ) + ‖∇ · (v ⊗σ w)‖∆L∞6p
2p+1
,∞
(T )
. ‖z‖L∞6p
2p+1
,∞
(T ) + ‖v‖L 1:∞p (T )‖w‖L∞6p
2p−5
,∞
(T )
. ‖z‖L∞6p
2p+1
,∞
(T ) + C(v)‖w‖
6
2p−5
L∞p,∞(T )
‖w‖1−
6
2p−5
L∞6p
2p+1
,∞
(T ) ,
‖K[v]z‖L∞6p
2p+1
,∞
(T ) . ‖z‖L∞6p
2p+1
,∞
(T ) + C(v)‖w‖L∞p,∞(T )
taking good note that product rules allow an estimate on v⊗σ w. This ends the proof of Lemma 4.3.
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5.2. Invertibility in Kato spaces: proof of Lemma 4.5. First we know that L[v] belongs
to Lc(B1:∞p/2 (T )), let us prove that it also belongs to Lc(B1:∞p/2 (T ) ∩ K 1p (T )). Since ℓp ⊂ ℓ∞, it
suffices to prove that
(5.4) ‖Bσ(v, f)‖K 1p (T ) . ‖v‖L 1:∞p,∞ (T )∩K 1p (T )‖f‖L∞p,∞(T )∩K 1p (T ) .
We split the time integral in the definition of Bσ, into two parts, B
♭ from 0 to t/2 and B♯ from t/2
to t. On the one hand we write
B♭(v, f) =
∫ t
2
0
e(t−s)∆P∇ · (v(s)⊗σ f(s)) ds
= e
t
2∆
∫ t
2
0
e(
t
2−s)∆P∇ · (v(s) ⊗σ f(s)) ds
= e
t
2∆Bσ(v, f)(t/2)
and the usual estimates of the heat flow (see Remark 4.1) along with the usual product estimates
imply that
‖e t2∆Bσ(v, f)(t/2)‖K 1p (T ) . ‖Bσ(v, f)(t/2)‖B˙spp,∞ . ‖v‖L 1:∞p,∞ (T )‖f‖L∞p,∞(T ) .
On the other hand, for some constant c,
2j‖∆jB♯(v, f)‖Lp .
∫ t
t/2
22je−c(t−s)2
2j‖∆j(v ⊗ f)‖Lp(s) ds ,
and then we use, for s > t/2,
‖∆j(v ⊗σ f)(s)‖Lp . ‖(v ⊗ f)(s)‖Lp . ‖v(s)‖L∞‖f(s)‖Lp
.
1√
s
1
s
1
2−
3
2p
‖v‖L∞p,∞(T )∩K 1p (T )‖f‖
p
2p−3
L∞(0,T ;B˙
sp
p,∞)
‖f‖
p−3
2p−3
K 1p (T )
.
1
t1−
3
2p
‖v‖L∞p,∞(T )∩K 1p (T )‖f‖
p
2p−3
L∞(0,T ;B˙
sp
p,∞)
‖f‖
p−3
2p−3
K 1p (T )
thanks to Remark 4.1, and that provides estimate (5.4) and hence the expected boundedness of L[v].
Now let us prove the invertibility. As in the proof of Lemma 4.3, suppose
z = L[v]w = w − 2Bσ(v, w) .
Then
∂tz −∆z = ∂tw −∆w + 2P∇ · (v ⊗σ w) ,
so we need to solve in B1:∞p/2 (T ) ∩K 1p (T ) the equation
∂tw −∆w + 2P∇ · (v ⊗σ w) =
∑
k
P∇ · (fk ⊗σ gk) ,
for some finite number of fk and gk in L
1:∞
p (T ). Actually we just need to check that w ∈ K 1p (T )
due to the (5.3). We check this by first writing equivalently (we assume zero data)
w = 2Bσ(v, w) + z ,
and it suffices to consider Bσ(v, w). This comes from the calculations leading to (5.4), which imply
that
‖Bσ(v, w)‖K 1p (T ) . ‖v‖L 1:∞p (T )‖w‖
p
2p−3
L∞(0,T ;B˙
sp
p,∞)
‖w‖
p−3
2p−3
K 1p (T )
+ ‖v‖L 1:∞p (T )‖w‖L∞(0,T ;B˙spp,∞)
and the result now follows from (5.3).
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Appendix A. Estimates on linear heat equations and perturbed Navier-Stokes
In this appendix, we state and sketch the proof of some useful results for linear heat equations, as well
as a result on the Navier-Stokes equations in Rd which may be seen as an extension of similar results
in [7, 9]. Let us fix here some notation: we define
H(g)(t) :=
∫ t
0
e(t−s)∆Pg(s) ds , sp := −1 + 3p ,
(so that B(u, v)(t) := H(−∇ · (u⊗ v))(t)) and we recall the notation
∆L rp,q(0, T ) := Lr((0, T ); B˙sp−2+
2
r
p,q )
for the space where g should belong, in order forH(g) to be in L r:∞p,q (T ): we recall indeed the standard
heat estimates for r, p, q ∈ [1,∞], thanks to (B.3),
(A.1) ‖H(g)‖L r:∞p,q (T ) . ‖g‖∆L rp,q(T ) ,
and
(A.2) ‖et∆f0‖L r:∞p,q (T ) . ‖f0‖B˙spp,q .
Let us first study a linear equation of the type
(A.3) w(t) = 2Bσ(v, w)(t) +H(f)(t) .
Proposition A.1. Given 3 < q ≤ p <∞, there is a positive non decreasing function F such that the
following holds. Assume that v ∈ L 1:∞p (T ), f ∈ ∆L 1:∞q/2 (T ) for some T > 0. Then there is a unique
solution w ∈ L 1:∞q/2 (T ) to (A.3), which satisfies
‖w‖L 1:∞
q/2(T )
≤ ‖f‖∆L 1
q/2
(T )F (‖v‖L 1:∞q (T )) .
Proof. The result is rather straightforward: by the product rules recalled in Appendix B one has
indeed for all 3 < q ≤ p and for some ρ > 2, for any subinterval (α, β) of [0, T ]
‖∇ · (v ⊗σ w)‖∆L 1
q/2
(α,β) . ‖v‖L 1:ρp (α,β)‖w‖L 1:∞q/2 (α,β) .
This gives thanks to (A.1)
‖w‖L 1:∞
q/2
(α,β) . ‖w(α)‖B˙sq/2
q/2
+ ‖v‖
L
1:ρ
p (α,β)
‖w‖L 1:∞
q/2
(α,β) + ‖f‖∆L 1
q/2
(α,β) .
The result follows by cutting (0, T ) small enough such subintervals, the number of which is an increas-
ing function of ‖v‖
L
1:ρ
p (α,β)
. 
Finally we wish to solve the equation
(A.4) w(t) = et∆w0 +B(w,w)(t) + 2Bσ(v1 + v2, w)(t) +H(f1 + f2)(t)
were v1, v2, f1 and f2 have various regularities, adapted to the needs of this paper. The statement is
the following.
Proposition A.2. Given q ∈ (3,∞) and N ≥ 1 such that 3(N − 1) ≤ q, consider δ in (3q , 1) and
define r and r′ by 1r =
N
q +
1−δ
2 and
1
r +
1
r′ = 1. There is a positive non decreasing function of
two variables F such that the following holds. Assume that v1 ∈ L a:r′q (T ), for some 1 ≤ a < 2
v2 ∈ L
q
N
q
N
(T ), f1 ∈ ∆L q1q (T ) and f2 ∈ ∆L q2q (T ), for some T > 0, with 1 ≤ q1, q2 ≤ r. If
(A.5) ‖w0‖B˙sqq,q + ‖f1‖∆L q1q (T ) + ‖f2‖∆L q2q (T ) ≤
(
F
(‖v1‖L a:r′q (T ), ‖v2‖L qNq
N
(T )
))−1
,
then there is a unique solution w ∈ C([0, T ]; B˙sqq,q) ∩L r:∞q (T ) to (A.4), which satisfies
(A.6) ‖w‖L r:∞q (T ) ≤
(
‖w0‖B˙sqq,q + ‖f1‖∆L q1q (T ) + ‖f2‖∆L q2q (T )
)
F
(‖v1‖L a:r′q (T ), ‖v2‖L qNq
N
(T )
)
.
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Proof of Proposition A.2. Note in the above that 1 < r < 2 < r′ < q <∞ and r < qN <∞. The
proof of the proposition is rather classical, and follows for instance the methods of [7] (see in particular
Proposition 4.1 and Theorem 3.1 of [7]). We shall not give all the details of the proof but just prove
the main key estimate, namely that there exists some K > 1 such that for any (α, β) ⊆ (0, T ),
(A.7)
‖w‖L r:∞q (α,β) ≤ K
(
‖w(α)‖B˙sqq,q + ‖f1‖∆L q1q (T ) + ‖f2‖∆L q2q (T )
+
(‖w‖
L r:r
′
q (α,β)
+ V (α, β)
)‖w‖L r:∞q (α,β)) ,
where V (α, β) := ‖v1‖L a:r′q (α,β) + ‖v2‖L qNq
N
(α,β)
.
Assuming that estimate is true, one recovers a global bound on w by splitting (0, T ) into m small
sub-intervals where V (α, β) ≤ 14K (since r′, qN < ∞); the size of m is tied to the function F above.
One can use the time-continuity of w to propagate (A.7) from one subinterval to the next as long
as ‖w‖
L r:r
′
q (α,β)
≤ 14K there as well. This along with assumption (A.5) together imply that in
fact ‖w‖L r:∞q (0,T ) ≤ 14K which concludes the proof.
To prove (A.7), for ǫ > 0, define rǫ and r¯ǫ by
1− d− ǫ
2p
=
1
rǫ
=
N
q
+
1
r¯ǫ
·
Due to the assumptions on q, N and δ, for a sufficiently small ǫ we have 1 ≤ rǫ ≤ r ≤ r¯ǫ ≤ 2.
We shall only study the terms containing v1 and v2 as the bilinear term in w is dealt with classically
using the estimates of Appendix B. Let us recall the paraproduct decomposition and the abbreviated
notation
fg = Tfg + Tgf +R(f, g) =: Tfg +Rgf .
Let us set qˆ := qN ≤ q. We can then write, since rǫ ≤ r,
‖B(v2, w)‖L r:∞q ≤ ‖H(∇ · Rv2w)‖L rǫ:∞q + ‖H(∇ · Twv2)‖L r:∞qˆ .
Then (A.1) gives
‖B(v2, w)‖L r:∞q . ‖Rv2w‖
Lrǫ B˙
sq−1+
2
rǫ
q,q
+ ‖Twv2‖
LrB˙
sqˆ−1+
2
r
qˆ,qˆ
So noticing that sq − 1 + 2rǫ = ǫq > 0, that s∞ + 2qˆ < 0 and that s∞ + 1 − δ = −δ < 0, the product
rules (B.1) give
‖B(v2, w)‖L r:∞q . ‖v2‖
LqˆB˙
s∞+
2
qˆ
∞,∞
‖w‖
Lr¯ǫ B˙
sq+
2
r¯ǫ
q,q
+ ‖v2‖
LqˆB˙
sqˆ+
2
qˆ
qˆ,qˆ
‖w‖
L
2
1−δ B˙−δ∞,∞
.
Embeddings (B.2), along with the fact that r ≤ r¯ǫ ≤ 2, give finally
‖B(v2, w)‖L r:∞q . ‖v2‖L qˆqˆ ‖w‖L r¯ǫ: 21−δq
. ‖v2‖L qˆqˆ ‖w‖L r:∞q .
Using this and a similar estimate for the other term in 2Bσ(v2, w), the result (A.7) follows in view of
(A.1) and (A.2) and the simpler estimate
‖B(v1, w)‖L 1:∞q . ‖v1‖L a:r′q ‖w‖L r:a′q
(with 1a +
1
a′ = 1) which is valid since r, a < 2. We omit the details. 
Appendix B. Product laws, embeddings and heat estimates
We first recall the following standard product laws in Besov spaces, which use the theory of paraprod-
ucts. For any distributions f and g which are equal as distributions to the sum of their Littlewood-
Paley decompositions, we can write their product as a sum of three terms denoted as follows:
fg = Tfg + Tgf +R(f, g)
(referred to as the low-high, high-low and high-high frequency interactions respectively), and we
sometimes use the abbreviated notation
Rgf := Tgf +R(f, g) .
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These terms moreover have the following properties: for any si, ti ∈ R and p¯i, q¯i, pi, qi, p′i, q′i ∈ [1,∞]
related by
1
p¯i
=
1
pi
+
1
p′i
and
1
q¯i
=
1
qi
+
1
q′i
,
we have
(B.1)
‖Tfg‖B˙s1+t1p¯1,q¯1 . ‖f‖B˙s1p1,q1 ‖g‖B˙t1p′1,q′1
as long as s1 < 0 and
‖R(f, g)‖
B˙
s2+t2
p¯2,q¯2
. ‖f‖B˙s2p2,q2 ‖g‖B˙t2p′
2
,q′
2
as long as s2 + t2 > 0 .
That is, in the low-high or high-low interactions, the term with the low frequencies must always have
a negative regularity, and in the high-high interactions the sum of the regularities must be positive.
We now recall the following standard embedding which follows from Bernstein’s inequalities,
(B.2) σ ∈ R, 1 ≤ p1 ≤ p2 ≤ ∞ , 1 ≤ q ≤ ∞ =⇒ B˙σp1,q(R3) →֒ B˙
σ−3
(
1
p1
−
1
p2
)
p2,q (R
3)
as well as the fact that B˙
−1+ dp
p,q (R3) →֒ L3(R3) if 1 ≤ p, q < 3 (cf., e.g., [15]), and B˙−1+
3
p
p,∞ (R3) →֒
L3,∞(R3), where the last space stands for the weak Lebesgue space.
Let us also recall the following standard heat estimate. For any p ∈ [1,∞], there exist some c0, c > 0
such that for any f ∈ S ′ and j ∈ Z,
(B.3) ‖∆j(et∆f)‖p ≤ c0e−ct2
2j‖∆jf‖p .
Hence for 0 < t ≤ ∞, recalling
B(u, v)(t) :=
∫ t
0
e(t−τ)∆P∇ · (u(τ)⊗ v(τ)) dτ ,
Ho¨lder’s inequality implies that for any p, q ∈ [1,∞], s ∈ R and 1 ≤ r ≤ ∞,
(B.4) ‖B(u, v)(t)‖
B˙
s+2(1− 1
r
)
p,q
. ‖P∇ · (u⊗ v)‖Lr(0,t;B˙sp,q) ,
and hence moreover by Bernstein’s inequalities and the zero-order nature of P,
(B.5) ‖B(u, v)(t)‖
B˙
s+2(1− 1
r
)
p,q
. ‖u⊗ v‖Lr(0,t;B˙s+1p,q ) .
More generally for any r˜ ∈ [r,∞] Young’s inequality for convolutions implies
(B.6) ‖B(u, v)‖
Lr˜(0,t;B˙
s+2+2( 1
r˜
−
1
r
)
p,q )
. ‖u⊗ v‖Lr(0,t;B˙s+1p,q )
which can be combined with the product laws and embeddings above to give various “bilinear esti-
mates”.
We shall also need estimates on the bilinear form in Kato-type spaces Kp(T ) (cf. (4.1)), which can be
obtained from standard estimates for the linear Stokes kernel (see, e.g., [21]): there exists a universal
constant c > 0 such that for any T > 0 and any p, q, r ∈ [1,∞] such that
0 <
1
p
+
1
q
<
1
3
+
1
r
and
1
r
≤ 1
p
+
1
q
≤ 1 ,
for any f and g one has
(B.7) ‖B(f, g)‖Kr(T ) ≤ c[( 1p + 1q )−1 + (13 + 1r − 1p − 1q )−1]‖f‖Kp(T )‖g‖Kq(T ) .
We also recall the relationship between Kato and negative-regularity Besov spaces: for any p > 3,
there exists some c = c(p) > 0 such that for any v0 ∈ B˙−1+
3
p
p,∞ ,
(B.8) c−1‖v0‖
B˙
−1+ 3
p
p,∞
≤ ‖et∆v0‖Kp(0,∞) ≤ c‖v0‖
B˙
−1+ 3
p
p,∞
,
which in particular gives an estimate on heat flows with initial data in such Besov spaces. For a
reference for all of the above, see [21, 7] and references therein.
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