Abstract-The undetected error probability is an important measure to assess the communication reliability provided by any error coding scheme. Two error coding schemes namely, Joint crosstalk avoidance and Triple Error Correction (JTEC) and JTEC with Simultaneous Quadruple Error Detection (JTEC-SQED), provide both crosstalk reduction and multi-bit error correction/detection features. The available undetected error probability model yields an upper bound value which does not give accurate estimation on the reliability provided. This paper presents an improved mathematical model to estimate the undetected error probability of these two joint coding schemes. According to the decoding algorithm the errors are classified into patterns and their decoding result is checked for failures. The probabilities of the failing patterns are used to build the new models. The improved models have less than 1% error with respect to the simulation results and reflect in up to 60% higher mean time to failure as compared to available models.
INTRODUCTION
As semiconductor technology scales down into the ultra deep-submicron (UDSM) region, various noise sources result in transient faults affecting the on chip communication infrastructure leading to unreliable data transmission. Among these sources, crosstalk between adjacent wires is increasingly becoming one of the major concerns mainly due to the increasing coupling capacitance. With continuous shrinking geometry, coupling capacitance increases with the reduced inter wire spacing along with the slow scaling of wire"s height with respect to its width. This increased capacitance not only causes signal integrity problems but it imposes wires" frequency limitations and increases power consumption. In addition to crosstalk, power supply noise, alpha particle hits, electromagnetic interference (EMI), and transistor variability [1, 2] represent other sources of transient faults.
To address these challenges, some works focused on reducing crosstalk induced bus delay (CIBD) neglecting other sources of transient faults. On the other hand, other works proposed different error control coding schemes to cope with the transient faults, but they did not address the crosstalk delay effect. These two approaches were then merged resulting in joint codes that simultaneously address crosstalk effects and other sources of transient faults. This started with some works that are crosstalk aware and can correct single errors such as Duplicate-Add-Parity (DAP) [3] , Dual Rail (DR) code [4] , Boundary Shift Code (BSC) [5] , and modified DR (MDR) code [6] .
Another group of joint codes appeared which provide This work was supported by a grant from Universiti Putra Malaysia and in part by Zewail City of Science and Technology, AUC, the STDF, Intel, Mentor Graphics, and MCIT. multi-bit error correction/detection. Crosstalk avoidance and double error correction (CADEC) scheme was proposed in [7] . It achieved double error correction by encoding the data using Hamming single error correction (SEC) and passing the resultant codeword into DAP encoder. The duplication and single parity available in DAP increased the hamming distance to 7. This high hamming distance was later used to enhance CADEC scheme to JTEC and JTEC-SQED schemes [8] . With high error detection/correction capability, the wires can be operated at lower voltage swing and yet meeting the target communication reliability, leading to large power savings. In addition, multiple errors are more likely to occur is UDSM; thus higher error protection is favorable in this condition [7, 9] .
In comparison to CADEC scheme, JTEC and JTEC-SQED encoders use a Hsiao SEC-DED encoder followed by duplication as shown in Fig. 1 . This reduces the decoder complexity and avoids the long chain of XOR gates to calculate the overall parity as in DAP. JTEC scheme does not duplicate the last check bit while JTEC-SQED duplicates all bits; thus resulted codeword have identical data copies. From here onwards, we denote these copies as copy A and B respectively. Another distinguishing point is that JTEC scheme is a forward error correction (FEC) based scheme while JTEC-SQED is a hybrid automatic repeat request (HARQ) based scheme which requires retransmission buffer.
The undetected error probability is the main metric used to assess the communication reliability provided by each coding scheme. It has an inverse relationship to the mean time to failure (MTTF) parameter. MTTF is defined as the time elapsed until a failure occurs and a system failure is assumed to happen when an erroneous data is received and accepted as error free (i.e. passes undetected). Some coding schemes have the undetected error probabilities derived by identifying all decoding failure cases such as DAP [3] and CADEC [7] . For JTEC and JTEC-SQED, this probability was given as an upper bound and accurate models are needed in order to yield accurate communication reliability estimate. In this paper, an accurate undetected error probability model is derived for JTEC and JTEC-SQED scheme which gives highly accurate estimations of the decoder"s failure of detecting errors and consequently on the communication reliability provided.
The rest of the paper is organized as follows. Section II presents assessment of reliability using the undetected error probability. In section III, the new undetected error probability models are derived. Section IV evaluates the new models in comparison to the simulation results and to the models in [8] . Finally, the paper is concluded in section V.
II. RELIABILITY
On chip communication reliability can be assessed using the mean time to failure (MTTF) which can be measured using the residual flit error probability. Residual flit error probability is defined as the probability that the decoder accepts erroneous flit as error free flit [10] . This occurs when the number of errors affecting a flit exceeds the detection/correction capability of the decoding scheme. For ARQ and HARQ based schemes, the undetected errors could happen in the first transmission or during the retransmission and thus the residual flit error probability (P res ) can be given by [10] :
where P und is the flit"s undetected error probability and P ret is the retransmission probability.
For each coding scheme, the undetected error probability model is a function of its detection/correction capability. For the retransmission probability, FEC based schemes have 0 probability, while ARQ and HARQ based schemes have their probability as function of bit error rate, ε. For example, P ret for JTEC-SQED is proportional to ε 4 and can be neglected for small values of ε. As a result, the undetected error probability can be directly utilized as the residual flit error probability.
The probability to receive L bits error free is (1-ε) L and the probability to have M errors in L bits word is given by [1, 11] :
Each decoding algorithm fails to detect the errors that are higher than its maximum designed correction/detection capability. For JTEC this includes 4,5,…,2H+1 errors while for JTEC-SQED it includes 5,6,…,2H+2 errors. Note that H is the Hamming SEC code size. For small ε, the minimum number of errors that cause a failure (i.e. 4 errors and 5 errors for JTEC and JTEC-SQED respectively) dominate the total failing cases as they have the highest probability. As a result, it is possible to approximate the undetected error probability by finding the undetected cases of these minimum errors. In [8] , the authors present the upper bound on the undetected error probability by assuming all cases of 4-errors and 5-errors are undetected for JTEC and JTEC-SQED respectively. Thus the undetected error probability models of JTEC and JTEC-SQED, given in [8] are:
III. ENHANCED UNDETECTED ERROR PROBABILITY MODEL
A more accurate estimation of undetected error probability reflects into more precise MTTF value and communication reliability assessment. In this section, enhanced models for JTEC and JTEC-SQED schemes are derived in comparison to the upper bound model presented in section II.
The general idea to find the new models is a two step process. First, based on the decoding algorithm, all possible errors are classified into error pattern groups based on their distribution in each duplicated copy, denoted as copy A and B. The next step is to apply each pattern through the decoding algorithm and the correctness of the decoding is then checked by observing the syndrome generated for each duplicated copy, denoted as S A and S B .
A. JTEC Fig. 2 shows the JTEC decoding algorithm described in [8] . This scheme fails to correct some patterns of 4 errors. Any four errors fall into one of the 5 groups of error patterns presented in Table I . Fig. 3 (a) shows the error free case while Fig. 3 (b) illustrates cases that represent a sample of each of the 4-errors pattern groups along with the resultant syndromes S A and S B for copy A and B respectively. In addition, the number of "1" in each syndrome, which can be even or odd, is indicated in both Table I and Fig 3. For pattern 1 and 5, the syndrome value becomes 0 if and only if the four errors converted the original Hamming codeword to another valid codeword. The number of such cases is small as compared to the non-zero syndrome cases in pattern 1 and can be neglected as will be proven by the simulation results. On the other hand, pattern 5 is correctly decoded regardless of the value of S B . In addition, pattern 4 is correctly decoded by JTEC decoder. So the incorrectly decoded cases belong to patterns 2 and 3 (neglecting zero syndrome cases in pattern 1). Therefore the undetected error probability can then be given as:
which can be reduced to: Fig. 4 shows the JTEC-SQED decoding algorithm described in [8] . This scheme fails to detect/correct some patterns of five errors. Any five errors fall into one of the six error pattern groups according to the number of errors in each copy A and B as shown in Fig. 5 (b) . Error free case is shown in Fig. 5 (a) for comparison purpose. In JTEC-SQED decoding algorithm, patterns 1, 2, and 3 result in similar correct/incorrect decoding output as patterns 6, 5, and 4 respectively, thus only three error patterns are shown in Table II . Patterns 1 and 6 are correctly decoded, while the correctness of patterns 2 and 5 decoding depends on the syndrome values, S A and S B respectively. As previously mentioned, the number of cases in which 4 errors convert the original Hamming codeword to another valid codeword is small. Neglecting these cases, which result in zero syndromes in patterns 2 and 5, the incorrectly decoded cases belong to patterns 3 and 4. Therefore the undetected error probability can be given as:
B. JTEC-SQED
− − = 2 + 1 3 + 1 2 5(8)
IV. EVALUATION
The accuracy of the proposed model is verified against simulation by generating a set of random codewords, injecting the minimum number of errors that each scheme fails to detect, and observing the decoder output. A 32 bits data (k=32) is assumed in these simulations which result in H=38. This leads to a 77 bits and 78 bits codewords for JTEC and JTEC-SQED respectively. The simulation was implemented in C language, where 10 8 flits are encoded using JTEC and JTEC-SQED schemes and 4 and 5 errors are applied to each codeword at random bit positions for respective schemes. The resultant erroneous codewords are fed into the corresponding decoder and the output is compared to the original data. A decoding failure (undetected error) occurs when the decoder output does not match the original flit and no retransmission request is set. Undetected error probability for the simulation is then computed by averaging the undetected error occurrences over all data sent.
The models for JTEC and JTEC-SQED derived in [8] assume all 4 and 5 errors are undetectable respectively, therefore the undetected error probability equals to 1 for both schemes. This has about 54% error with respect to the simulation results as shown in Table III . On the other hand the new derived models have error of 0.62% and 0.74% for JTEC and JTEC-SQED respectively, as compared to the simulation results. Fig. 6 shows the undetected error probability for JTEC and JTEC-SQED for the new models and the models in [8] as a function of H at ε=10 -4 . The undetected error probability increases with H due to the fact that longer codewords have higher error probability than shorter codewords. It can be seen that the new models have more optimistic results than the models in [8] which give the upper bound of the undetected error probability.
As mentioned in section II, the MTTF can be used as a representative of reliability. The MTTF is inversely proportional to the undetected error probability. Thus the MTTF based on the new model normalized to the MTTF based on the models in [8] can be given by:
Using the corresponding models for JTEC and after some simplifications we get:
Taking the limit as H goes to infinity we get the following
Substituting the JTEC-SQED models (5) and (8) in (9) gives a normalized MTTF = 1.6. Based on this function, it is clear that the JTEC and JTEC-SQED models in [8] have a pessimistic estimate on MTTF. The relation between the ratio MTTF new-model /MTTF model in [8] and H is shown in Fig. 7 . The new models, which yield higher accuracy to the simulation results, indicate 45% to about 60% higher MTTF can be achieved than the model in [8] .
V. CONCLUSIONS
New accurate mathematical models for undetected error probability estimation of two joint codes JTEC and JTEC-SQED were presented in this paper. The new models are highly correlated to the simulation results than the models presented in [8] achieving error as low as 0.62%. These new models result in more realistic estimation of the communication reliability denoted by the MTTF indicating up to 60% higher MTTF as compared to the upper bound models in [8] . 1.E-14
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