





































































































ID ペア番号 交際期間 満足感
1 1 1 1.5
2 1 1 5
3 2 5 5
4 2 5 4.5
5 3 15 5
6 3 15 5
7 4 3 5
8 4 3 5
9 5 12 5
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る。レベル 2 のモデルは、レベル 1 のモデルで表現され
た切片と傾き(大抵は回帰係数を表す)を従属変数とし、ペ
アレベルの変数(交際期間)を独立変数とした回帰式であ
る。つまり、レベル 2 のモデルは一つの切片と、レベル 1
で投入された変数の数を合わせた分、回帰式が存在する
ことになる。式で表すと式1～式3 のようになる。 





レベル1 Yij　＝　β 0j  +  β 1j・Xij  +  rij 式1
レベル2              β 0j  =  γ00  +  γ01・Wj  +  u0j 式2
             β 1j  =  γ10  +  γ11・Wj  +  u1j 式3
ただし、 u0j 0 τ00 τ01 式4
u1j 0 τ10 τ11
































いう一つの変数しか仮定していないため 1 までしかない。 























Yij  =  (γ00 + γ01・Wj + u0j )  +  (γ10 + γ11・Wj + u1j )Xij  +  rij 式5
Yij  =  (γ00 + γ10・Xij +γ01・Wj + γ11・Wj・Xij ) + (u0j + u1j・Xij + rij ) 式6
変量効果固定効果
Table3 HLM・混合モデルのデータセット例 
ID ペア番号 性別 交際期間 安定性 満足感 満足感センタリング
1 1 1 1 3.9875 1.5 -1.75
2 1 2 1 4.4 5 1.75
3 2 1 5 3.275 5 0.25
4 2 2 5 4.275 4.5 -0.25
5 3 1 15 4.1125 5 0
6 3 2 15 4.6 5 0
7 4 1 3 4.4125 5 0
8 4 2 3 4.525 5 0
9 5 1 12 4.4375 5 0.5


































位で測定した。データセットは Table3 のように並べ SAS
に入力した。なお、標準化係数を出力したい場合、変数を
すべて標準化しておく必要がある。SAS には Standard
プロシージャがあるので、それを用いて mean =0 std =1
を指定すれば標準化されたデータを得ることができる。 
Figure3 は SAS のプログラム例である。 
PROC Mixed  covtest noitprint;
class pair;
model stability =  satisfaction duration / solution  ddfm = bw;







(satisfaction) を 、 ペ ア レ ベ ル 変数と し て 交際期間
(duration)を投入している。なお、満足感の得点はペア内
でセンタリングしたものを用いている。 



















果として設定するので pair を投入している。 
また、階層的分析を行う場合、変数をセンタリングして












SAS による混合モデルの結果は 2 種類の出力に注目
する必要がある Covariance parameter estimates と、






















Residual の分散の estimate は 0.533 であった。つまり
0.533 の分だけ安定認知には分散が存在しているのであ
る。そしてTable3のように満足感をレベル1に投入するこ











のモデルでは 0.584 であった。これから 1.4％の説明力を
持っていたことがわかる。 











Solution for Fixed Effects
Effect Estimate Standard Error DF t Value Pr > |t|
Intercept .009 .062 191.000 .150 .881
sat .247 .044 183.000 5.620 <.0001











ベル 2 の変数で説明することができる。 
Covariance Parameter Estimates
Cov Parm Subject Estimate Standard Error Z Value Pr Z
UN(1,1) pair .584 .078 7.450 <.0001
UN(2,1) pair -.016 .036 -.450 .655
UN(2,2) pair .091 .037 2.430 .008
Residual .278 .047 5.940 <.0001








PROC Mixed  covtest noitprint;
class pair;
model stability =  satisfaction  duration  satisfaction*duration / solution  ddfm = bw;
random intercept  satisfaction / sub = pair type = un;
run;



















































とも有意であった(安定性の認知; r =.47, p < .01, 満足感; 
r =.25, p <.01)。 










Cov arm Subject Estimate Standard Error Z Value Pr Z
UN 1) pair .584 .078 7.470 <.0001
UN 1) pair -.020 .036 -.550 .579
UN 2) pair .088 .036 2.440 .007
Re .278 .046 6.050 <.0001
 Effects
Effect Estimate Standard or DF t Value Pr > |t|
Intercept .009 .062 191.000 .150 .884
satisfaction .232 .044 182.000 5.240 <.0001
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Gonzalez & Griffin (2000)を基に作成 






























法が異なるからである(Gonzalez & Griffin, 1999)。上の
Tabel8 ペアワイズ相関分析のデータセット例 
ID ペア番号 性別 交際期間 安定性 安定性’ 満足感 満足感’
1 1 1 1 3.9875 4.4 1.5 5
2 1 2 1 4.4 3.9875 5 1.5
3 2 1 5 3.275 4.275 5 4.5
4 2 2 5 4.275 3.275 4.5 5
5 3 1 15 4.1125 4.6 5 5
6 3 2 15 4.6 4.1125 5 5
7 4 1 3 4.4125 4.525 5 5
8 4 2 3 4.525 4.4125 5 5
9 5 1 12 4.4375 3.975 5 4





































あるrD の有意性検定は式 8 で得られるZ値に基づいて行
われる(ただし、nはペアの数)。Z値が 1.96 を超えると 5％
水準で有意となる。 




Z  =r D   N D　       ただし、√ N D =
 
 








t n -1 =
 
式 9 













安定性 安定性’ 満足感 満足感’
F1 F2
e1 e2 e3 e4
.81
.67 .67 .51 .51
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3)HLM6 は以下の HP でダウンロードすることができる。 
http://www.ssicentral.com/



























The hierarchical analysis on pair or group data. 
 
 
Hiroshi SHIMIZU (Graduate School of Human Sciences, Osaka University) 
 
  The purpose of this article is to show the effective methodologies for analyzing data which have 
hierarchical structures such as pairs and groups, and compare advantages of those analyses. It is 
difficult to perform sufficient analysis to pair or group data by using conventional analysis, 
despite plenty opportunities to obtain such data in the field of social psychology. HLM and 
pair-wise correlation analysis not only avoid errors made the conventional analysis but also 
become possible to acquire the important information about dynamics of interpersonal 
relationships or groups. This article explained examples of application and interpretative method 
of HLM, using a MIXED procedure of SAS. Also comparison and limitation of each hierarchical 
analysis were described. 
 
Keywords: Pair data, hierarchical data, Hierarchical linear model, Mixed model, pair-wise correlation analysis 
 
