Group theory aspects of spectral problems on spherical factors by Dowker, J. S.
ar
X
iv
:0
90
7.
13
09
v1
  [
ma
th.
DG
]  
9 J
ul 
20
09
Group theory aspects of spectral
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The Ray–Singer isospectral theorem (1971) is applied to a general
spectral function for Laplacians of twisted p–forms (say) on homoge-
neous Clifford–Klein factors of the three–sphere. The inducing for-
mulae necessary to express any spectral quantity for any twisting in
terms of those for cyclic subgroups of the tetrahedral, octahedral and
icosahedral deck groups are detailed. Further, Artin’s theorem allows
the McKay correspondence to be obtained.
The isospectral theorem is shown to yield a derivation of the Sunada
construction which is equivalent to the later one by Pesce.
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1. Introduction.
This paper is a product of my ongoing interest in explicit calculations of spectral
quantities, such as the Casimir energy and effective action, on spherical factors
as examples of manageable manifolds of non–trivial topology and vaguely physical
significance. It is always possible, of course, to go for generality, and treat symmetric
spaces, however I prefer to concentrate on rather specific examples, in particular on
factors of the three–sphere, not only because the techniques are commonly available
but also because the factor possibilities are more extensive and interesting.
The situation I wish to address here is a fairly common one and is the same as
that considered in [1] namely that of a (complex) field, of some particular space–
time character, belonging to a representation of an internal summetry group, G,
and defined on a factor, S3/Γ (to be specified later). Space–time could be T ×S3/Γ
but it is the spectral problem on the spherical factor that I propose to concentrate
on and I henceforth ignore any time dependence.
In [1] we computed the Casimir energy, for various fields, representations and
factors. The calculations for Γ one of the binary polyhedral groups, T ′, O′, Y ′, were
performed individually. The basic principle that I wish to investigate here is that
all computations can be reduced to those for cyclic groups.
I have implemented this earlier, [2], but only for untwisted fields (and homoge-
neous factors). That it is possible in general follows from Artin’s theorem and an
isospectral result contained in Ray and Singer, [3], applied to the analytic torsion,
a specific spectral quantity, but valid generally. I explain this in the next section.
2. The setup.
The standard, generic setup, e.g. [3], is a field, φ˜, defined on the simply con-
nected universal covering space, M˜, satisfying the periodicity conditions (twisting),
φ˜(xγ) = φ˜(x) ρ(γ) (1)
which projects down to a ‘multivalued field’, φ, on M = M˜/Γ. The matrix, ρ, is a
representation of the space group, Γ, in the internal group, G, i.e. ρ ∈ Hom(Γ,G)
and ρ(γγ′) = ρ(γ)ρ(γ′). For concreteness I take G to be U(N) and φ in the funda-
mental representation so that ρ is, initially, an N × N matrix, ||ρij||. Also, I will
choose φ to be a space-time scalar field, or, possibly, a p–form. The set–up is a
particular case of a more general situation, termed an ‘automorphic’ field theory in
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[4]. In the present paper, φ˜ is a section of a flat vector bundle which implies, tech-
nically, that it is possible to choose frames such that the heat–kernel, for example,
on M˜ is proportional to the unit matrix in internal (fibre) space.
A (Laplacian) spectral quantity, S(M; ρ), is defined to be a function of the
spectrum, {λn(ρ)}, of the de Rham Laplacian 2 on M for fields satisfying the
twisting (1). Examples might be the fully traced heat–kernel and ζ–function. For
a flat vector bundle these quantities involve only the character of the twisting, ρ,
and not the complete representation. To this fact can be traced the computational
tractability.
Ray and Singer, [3], prove an ‘isospectral’ theorem,
S(M1; Ind ρ) = S(M2; ρ) , (2)
where M1 and M2 are both covered by M˜ and Γ2 ⊂ Γ1. They apply it to the
analytic torsion, but it holds in general. I give a quick proof in the next section,
for completeness and then apply this, rather simple, result to the spherical factors
mentioned above with Γ1 one of T
′, O′ or Y ′ and Γ2 a cyclic subgroup (when M2
is a lens space and, therefore, ‘simpler’).
To explain the bookkeeping, I remark, again, that the representation ρ1 is
N–dimensional and that an element of Hom(Γ1,G) can be specified by populating
the N × N matrix with sufficient and suitable irreps of Γ1, which are known. For
example, there are five non–trivial elements of Hom
(
Y ′, U(4)
)
, corresponding to the
reps 4, 4s, 2s⊕ 2s, 2′s ⊕ 2′s and 2s ⊕ 2′s of Y ′. Therefore the elements corresponding
to the individual irreps of Γ1 are building blocks from which any required Hom can
be assembled. These are the particular objects I seek.
If Γ2 is a cyclic subgroup, Ind ρ = Indω (where ω is a root of unity) and is
(equivalent to) a direct sum of irreps of Γ1. Putting this into (2), the direct sum
becomes an algebraic one3 and so, turning it around, the spectral quantity building
block, S(M1;A) (A is an irrep of Γ1), can be obtained as a linear combination of
the S(M2;ω), the algebraic sufficiency of the cyclic quantities being guaranteed by
Artin’s theorem. It is often possible to obtain these latter in closed form.
It is my intention in this paper just to detail these linear combinations. For
simplicity, I consider only one–sided (homogeneous) factors of the three–sphere.
2 The results of this paper are actually valid for any natural operator.
3 Using the assumed additivity, S(M; ρ ⊕ ρ′) = S(M; ρ) + S(M; ρ′), which holds, e.g., for the
ζ–function.
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3. Isospectrality.
The eigenvalues of the Laplacian on M˜/Γ are the same as those on the covering
manifold, M˜, only the degeneracies might differ and the isospectrality, (2), is really
just a statement about these.
As is well known in quantum mechanics, (Landau and Lifshitz, [5]), and many
other areas, the eigenspace spanned by the eigenvectors with a particular eigenvalue,
λ, on M˜, forms the carrier space of a rep of any symmetry group that M˜ might
possess, induced on the eigenvectors by the action of this group on M˜.
Barring accidents, this rep is an irrep of the biggest symmetry group of M˜
which, in the case of S3, is O(4), although this plays no role in the following. The
dimension, dλ, of this irrep, E˜λ, is the degeneracy of the corresponding energy level,
still referring to the Laplacian on M˜ and ignoring any internal degrees of freedom.
For a chain of subgroups, Γ1 ⊃ Γ2 ⊃ . . ., each such rep is subduced from the
previous one. (As in crystal field theory, I am thinking of the groups, Γi, as finite
ones.) The dimension of all these reps is dλ,
dλ = dim E˜λ = dimSub E˜λ = dimSub SubE˜λ = . . . .
For ease, denote the rep of Γ1 by Eλ ≡ Sub E˜λ and assume that, on M2, there
is a field twisted by (1) with ρ now an irrep, B. The rep Sub Eλ (of Γ2) decomposes
according to all the possible irreps the frequency of B being the dimension of the
twisted eigenspace on M2, i.e. the twisted degeneracy on M2,
d
M
2
λ (B) = 〈B | SubEλ 〉Γ2 .
The total degeneracy give the dimension relation,
dλ =
∑
i
d
M
2
λ (Bi) ,
summed over all irreps, Bi, in Eλ. There is a similar formula for every subgroup.
If ρ is not irreducible, the degeneracy is the intertwining number,
d
M
2
λ (ρ) = 〈ρ | SubEλ 〉Γ2 ,
by linearity of characters. The standard formula for the bracket is given in the next
section.
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As noted by Ray and Singer, [3], Frobenius reciprocity allows one to write this
as,
〈ρ | SubEλ〉Γ
2
= 〈Ind ρ | Eλ〉Γ
1
,
which is recognised as the degeneracy of the λ eigenspace on M1 for fields twisted
by Ind ρ and so,
d
M
2
λ (ρ) = d
M
1
λ (Ind ρ) .
This is the required result and leads to (2).
This analysis is a purely representation–theoretic matter, like the Sunada ap-
proach to isospectrality, [6], and its generalisations by Pesce, [7], [8], and Sutton,
[9], and I will now give a derivation of this based on (2) which is essentially the
same as Pesce’s, [10].4
The Sunada construction uses three (finite) groups Γ, Γ1 and Γ2, with Γ1 and
Γ2 subgroups of Γ, and all taken as symmetry groups of some covering manifold
M˜. Define, as above,
M = M˜/Γ , M1 = M˜/Γ1 , M2 = M˜/Γ2 ,
and apply (2) to the two pairs, (M, M1) and (M, M2) to give
S(M; Ind ρ1) = S(M1; ρ1)
S(M; Ind ρ2) = S(M2; ρ2)
(3)
so that, if Ind ρ1 and Ind ρ2 are Γ–equivalent, one obtains the ‘isospectral’ relation,
S(M1; ρ1) = S(M2; ρ2) , (4)
generalising Sunada’s original theorem, to which it reduces when ρ1 and ρ2 are
the trivial reps making the equivalence condition somewhat restrictive, but more
significant in that the vector bundles are ‘the same’.
4 The workers in this field seem to be unaware of the relevance of the Ray–Singer theorem.
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4. Inducing representations.
There is a standard technique for computing representations of a group, G,
from those of a subgroup, H, which is especially easy if H is abelian. Given the
character tables, routine algebra will produce the answer.
Some basic, textbook facts and organising notation are necessary. I denote
the cyclic subgroups of the binary polyhedral groups generically by Zq. The non–
trivial irreps of Zq are generated by the r–powers of a primitive q–th root of unity
where 1 ≤ r ≤ q − 1. The reps induced by these irreps are denoted initially by
Ind (ωrq), where ωq = e
2pii/q. (It is not necessary to consider subgroups, if any, of
Zq, independently, since inducing is transitive.
5)
The necessary values of the order, q, are contained in the Threlfall–Coxeter
presentation of the binary polyhedral groups, 〈l,m, n〉
〈l,m, n〉 : Rl = Sm = Tn = RST , l = 2, m = 3, n = 3, 4, 5 . (5)
These imply that (RST )2 = E = id, e.g. Coxeter and Moser, [12],§6.5 so the orders,
q, are 2l, 2m and 2n.
Because the Zq meet all the conjugacy classes of 〈l,m, n〉 they are sufficient,
by Artin’s theorem, to induce all its irreps.
The sufficiency of the irreps of the Zq can also be checked in the following way.
The number of irreps of 〈l,m, n〉 is the same as that of the conjugacy classes and
these comprise the three, ‘non–trivial’ types,
[Rj] : 1 ≤ j ≤ l − 1
[Sj ] : 1 ≤ j ≤ m− 1
[T j ] : 1 ≤ j ≤ n− 1 ,
(6)
(noting that [T j ] = [T 2n−j] = [T−j ], etc. 6) plus the two trivial classes, [E] and
[RST ] = [E], which each contain just a single element. This counting is, self–
evidently, exactly that of the effectively independent irreps of the cyclic subgroups,
generated by R, S and T . Expanding on this a little; the elements (classes), T j
and T 2n−j of the subgroup, ≈ Z2n, generated by T , lie in the same class [T j] of
5 Mackey, [11], calls this ‘inducing in stages’. Sometimes the phrase ‘inducing through’ principle
is used.
6 The tetrahedral case, 〈2, 3, 3〉, is more involved in that the two larger class sets are cross–linked,
e.g. [S] = [T−1]. I give some details in Appendix A, plus some other information.
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〈l,m, n〉. The non-trivial irreps of Z2n, T → ωr2n and T → ω2n−r2n therefore give
the same induced character, and so are not distinct, in this regard. The counting
of the distinct non-trivial irreps is thus the same as that of the non-trivial classes,
(6). The trivial reps T → ω02n (≡ 1) and T → ωn2n (≡ 1) are actually common to all
cyclic subgroups and contribute 1 + 1 to the total number of distinct irreps of the
complete set, Z2l, Z2m and Z2n, which is 1 + 1 + l − 1 +m − 1 + n − 1, the usual
value. This confirms Artin’s theorem in this case.
The construction of the induced reps is standard. Possibly it is easiest to
use Frobenius reciprocity which states that the number of times an irrep, A, of G
occurs in the rep induced from one, B, of H is the same as the number of times B
is contained is the rep of H subduced from A. There is a standard formula for this
frequency as the scalar product (on H) of the corresponding characters
n
(
A, IndB
)
= 〈A | IndB〉G = 〈 SubA | B〉H =
1
|H|
∑
h
χSubA(h)χB(h) .
Here, H is Zq generated by R, S, T in turn, and calculation produces the following
inductions.
For the tetrahedral case:
T ⇔ S−1 R
0 ↑ = 1+ 3 = 1+ 1′ + 1′′ + 3
1 ↑ = 2′′s + 2s = 2s + 2′s + 2′′s
2 ↑ = 1′′ + 3 = 3+ 3
3 ↑ = 2′s + 2′′s −
4 ↑ = 1′ + 3 −
5 ↑ = 2s + 2′s − .
For the octahedral case:
T S R
0 ↑ = 1+ 2+ 3 = 1+ 1′ + 3+ 3′ = 1+ 2+ 3+ 2× 3′
1 ↑ = 2s + 4s = 2s + 2′s + 4s = 2s + 2′s + 2× 4s
2 ↑ = 3+ 3′ = 2+ 3+ 3′ = 1′ + 2+ 2× 3+ 3′
3 ↑ = 2′s + 4s = 4s + 4s −
4 ↑ = 1′ + 2+ 3′ − − .
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For the icosahedral case:
T S R
0 ↑ = 1+ 3+ 3′ + 5 = 1+ 3+ 3′ + 2× 4+ 5 = 1+ 3+ 3′ + 2× 4+ 3× 5
1 ↑ = 2s + 4s + 6s = 2s + 2′s + 4s + 2× 6s = 2s + 2′s + 2× 4s + 3× 6s
2 ↑ = 3′ + 4+ 5 = 3+ 3′ + 4+ 2× 5 = 2× (3+ 3′ + 4+ 5)
3 ↑ = 2′s + 4s + 6s = 2× (4s + 6s) −
4 ↑ = 3+ 4+ 5 − −
5 ↑ = 6s + 6s − − .
The irreps of the groups, T ′, O′, Y ′, are labelled by their dimension, distin-
guished by dashes and the spinor, double–valued ones have a suffix ‘s’ and the
column entries cease when repetitions begin. The notation now is that r↑ refers to
the rep induced by the cyclic irrep generated by ωr, ω being a relevant primitive
root of unity; say ω2n for T , ω6 for S and ω4 for R. To specify the particular
generator, if required, I write 3 ↑ T etc. often leaving the group implicit. 0 ↑ is
sometimes referred to as the principal induced rep. (See, e.g. Lomont, [13]) with
special properties. For example, it contains the trivial rep exactly once.
There are numerous checks of these results. For example one can induce to O′
from Z6 via T
′. For example,
(
2 ↑ S) ↑= (1′′ + 3)∣∣
T ′
↑= 2+ 3 + 3′∣∣
O′
where, for
convenience, I have used the induction results from T ′ to O′ listed in Stekolschchik,
[14] p.178. Further, adding the complete columns gives the regular representation
and corresponds to inducing from the trivial rep of H = {E}. As is well known,
this is a consequence of Frobenius reciprocity.
The previous counting shows that not all these relations are independent, as
can be confirmed visually.
4. Spectral consequences
The transition to spectral quantities, S(M˜/Γ; ρ), converts the decompositions
into algebraic equations which can be solved for the S(M˜/Γ;A) ≡ S(A), where A is
an irrep, in terms of S(M˜/Γ; r↑γ). These, from (2), equal the lens space quantities
S(M˜/Zq; r) ≡ S(r; γ), where q is the order of the generator γ,= R, S, T . I recall
that r labels the twisting of the U(1) bundle on the lens space.
The spinor and non–spinor reps separate and in the case of 〈2, 3, 5〉 elimination
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yields,
S


2s
2′s
4s
6s

 =


0 −1 −1/2 1
−1 0 −1/2 1
1 1 0 −1
0 0 1/2 0

 S


1;T
3;T
5;T
1;S

 (7)
and
S


1
3
3′
4
5

 =


1 1 1 −1 −1/2
0 0 −1 0 1/2
0 −1 0 0 1/2
0 1 1 −1 0
0 0 0 1 −1/2

 S


0;T
2;T
4;T
2;S
2;R

 . (8)
For 〈2, 3, 4〉,
S

 2s2′s
4s

 =

 1 0 −1/2−1 1 0
0 0 1/2

 S

 1;T1;S
3;S

 (9)
and
S


1
1′
2
3
3′

 =


1 1 1/2 −1 −1/2
0 0 1/2 −1 1/2
0 −1 0 1 0
0 0 −1/2 0 1/2
0 1 1/2 0 −1/2

 S


0;T
2;T
4;T
2;S
2;R

 , (10)
while for 〈2, 3, 3〉,
S

 2s2′s
2′′s

 =

 1 −1 11 1 −1
−1 1 1

 S

 1;T3;T
5;T

 (11)
and
S


1
1′
1′′
3

 =


1 0 0 −1/2
0 0 1 −1/2
0 1 0 −1/2
0 0 0 1/2

 S


0;T
2;T
4;T
2;R

 . (12)
As an example of a consistency check, one of many, the decomposition, 1↑R =
2s + 2
′
s + 2× 4s in the octahedral case (not used in the derivation of (9)) becomes
S(R; 1) = S(S; 1) + S(S; 3)/2. This relates, as an illustration, the analytic torsions
on Z4 and Z6 lens spaces and, using Ray’s formula, numerically is 2 = 1×
√
4. (The
additive S is the logarithm of the torsion.)
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5. Use of the Z2 subgroup.
While the three cyclic subgroups generated by R, S and T are sufficient, addi-
tional use of the Z2 subgroup generated by the central element, E = RST , provides
a more symmetrical formulation.
Inducing gives,
T ′ O′ Y ′
0 ↑ =1+ 1′+ 1′′+ 3×3 = 1+ 1′+ 2× 2+ 3×(3+3′) = 1+ 3× (3+3′)+4×4+ 5×5′
1 ↑ = 2×(2s + 2′s + 2′′s ) = 2× (2s + 2′s + 2× 4s) = 2×(2s + 2′s + 2×4s + 3×6s)
(13)
which illustrates nicely the regular rep result, 0{E}↑= 0{E,E}↑ +1{E,E}↑, mentioned
before.
Furthermore, the value of S evaluated for the trivial bundle, S(1), can be
expressed purely in terms of untwisted lens space values. For all factors of S3, apart
from lens spaces themselves, it is easily established from the above listings that
S(1) = 1
2
(S(0;T ) + S(0;S) + S(0;R)− S(0;RST )) . (14)
This relation was derived in [2] using a geometric, cyclic decomposition of the
traced (untwisted) heat–kernel (or, equivalently, the ζ–function) on orbifold factors
of the two–sphere which was obtained earlier in [15]. The information used is, of
course, contained in the symmetry groups. An application to analytic torsion was
made in [16] (see also Tsuchiya, [17]) and to Casimir energies in [2].
In addition to (14), it is readily found that the same combination evaluated for
the first (spinor) twisting, yields the result, valid for T ′, O′ and Y ′,
S(2s) = S(1;R) + S(1;S) + S(1;T )− S(1;RST ) . (15)
(For the tetrahedral case, S(1;S) equals S(5;T ).)
In similar vein, I find some other universal relations,7
S(3) = S(1) + S(2;R) + S(2;S) + S(2;T )− S(2;RST )
S(4s) = S(2s) + S(3;R) + S(3;S) + S(3;T )− S(3;RST )
and also, just for Y ′,
S(3′) = S(1) + S(4;R) + S(4;S) + S(4;T )− S(4;RST )
S(6s) = S(4s) + S(5;R) + S(5;S) + S(5;T )− S(5;RST ) ,
with trivial equalities, S(i+ 4;R) = S(i;R) = S(4− i;R), S(2;RST ) = S(0;RST )
etc.
7 For the tetrahedral case, S(4
s
) is zero.
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6. The McKay correspondence
Making the cyclic twisting, r, correspond to j in (6), gives a two–to–one cor-
respondence between the irreps of the three cyclic subgroups8 and the conjugacy
classes, and thence the irreps of 〈l,m, n〉. In fact one can go further and link up
with the McKay correspondence in the following fashion.
Represent, in the usual cyclotomic way, the inducing cyclic irrep generators, ωr,
by points on three distinct unit circles, best pictured as great circles on a two–sphere,
intersecting at the common, trivial rep points, 1 and 1, represented by the north
and south poles. Then, for each circle, identify a semicircle with its reflection under
a Z2 orbifold action with 1 and 1 as fixed points. The three resulting semicircles
give a graph with these points as two three–nodes connected by three arcs with
l − 1, m− 1 and n− 1 two–nodes each. This is a compactification of the extended
Dynkin diagram for E˜n+3 obtained by linking the two shorter arms to the ‘affine’
node, 1. This seems, to me, a more symmetrical arrangement. The possibility of
adding the identity element node to the end of each branch of the Dynkin diagram
is noted by Rossmann, [18]. Identifying these nodes goes a little further and is in
keeping with the geometrical interpretation where both {E} and {E} correspond
to rotations through 2pi and is the reason I refer to {E} as a trivial class and to 1
as a trivial rep.
This is not the standard form of the Mckay correspondence, which usually
labels the nodes by the equivalence classes of the irreps of 〈l,m, n〉, but Artin’s
theorem demonstrates they are effectively the same. Furthermore, the construction
of the previous paragraph obviously applies with the inducing cyclic irreps replaced
by the conjugacy classes of 〈l,m, n〉, [Rj] etc. This yields the dual of the standard
correspondence.
The class version of the McKay correspondence has been encountered before
by Ito and Reid, [19], and discussed in more detail from an algebraic geometry per-
spective by Brylinski, [20], whose Thm.4.1, gives the rules for constructing a graph
which turns out to be a Dynkin diagram. The role of the quaternion representation
is played by a ‘special’ class, corresponding to an end vertex of the graph. Whether
two vertices (classes) are graphically connected depends on relations between rep-
resentatives of these two classes and the special one.
Suter, [21], contains suitably labelled Dynkin diagrams and other useful infor-
mation.
8 I do not distinguish between the irreps generated by different primitive roots of unity.
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7. Concluding remarks.
I have given formulae, equns. (7) to (12), that enable any spectral quantity
for a flat, twisted vector bundle over tetrahedral, octahedral and icosahedral space
to be found from the corresponding quantity on lens spaces with various twistings.
Applications will be dealt with elsewhere. For example, the results of Cisneros–
Molina, [22], on the η–invariant of twisted Dirac operators can be obtained in a
more direct fashion.
Appendix A. The tetrahedral classes.
The coupling between the arms of equal length of the Dynkin diagram of 〈3, 3, 2〉
is expressed by the class equalities, [S] = [T−1] and [S2] = [T−2] which can be shown
by exhibiting the conjugation. For example, S−1 = U−1TU , where U has to be a
group element. In fact U = T−1RT which is proved using the presentation relations,
(5). Directly,
U−1TU = T−1R−1T T T−1RT = T−2S−1TST 2 = T 4S5TST 2
= T 4S7T = T 4ST = T 3S2 = S5 = S−1 ,
where I have used the relations R = ST , TST = S2 and T 3 = S3.
Ito and Reid, [19], treat the conjugacy relations using a different presentation.
Rossmann, [18] Lemma 2.2, has also considered this coupling using a standard
quaternion representation of the generators given, e.g. , in Coxeter, [23]. The con-
jugation (by i) stated in [18] appears to be in error. It should be by j . The change
from i to j corresponds to the conjugation (rotation) by T in the above definition
of U . See Coxeter, [23],p.75.
This cross–linking means that the picture leading to the (compactified) Dynkin
diagram has to be slightly amended for the 〈2, 3, 3〉 case so that the Z2 action (which
is an inversion involution) now identifies a semicircle of one circle with a semicircle
of the other. The upshot is that the Dynkin diagram consists of a complete circle
for S (or T ) and a semicircle for R.
There is no cross–linking for the octahedral and icosahedral cases. For example
one can show that T = U−1T−1U where U = SRS−1 by a similar manipulation as
above. These conjugacy relations have a geometrical significance.
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Appendix B. Induced representations and isopectrality again
There are many treatments of the notion of induced representations, which
goes back to Frobenius. Most use the coset decomposition of G. I set up the left
one,
G = g1H + g2H + . . .+ gnH =
n⋃
i=1
giH , n = |G|/|H| . (16)
The gi can be taken as the representatives of the cosets. If a particular set of
representatives is chosen, every group element, g, can be written uniquely as g = gih
for some gi and h ∈ H.
An unfussy way of proceeding is the following. Consider the basis vectors,
| B, m〉 of a rep, B, of the subgroup, H, and define the new vectors, | B, i,m〉〉 by
the object,
| B, i,m〉〉 = gi | B, m〉 , i = 1, . . . , n , m = 1, . . . , d , (17)
the linear space of which I show to be closed under action by G. Consider
g | B, i,m〉〉 = ggi | B, m〉 = gjh | B, m〉
= gj | B, m′〉DBm′m(h)
= | B, j,m′ 〉〉DBm′m(h) ,
(18)
where the left coset decomposition has been used. Hence the vectors, (17), form
the basis for the carrier space of a representation of G induced from B, of H, and
denoted B(H) ↑ G or B ↑, for short.
One can extract the representation matrices of B ↑ from (18),
DB↑jm′,im(g) = D
B
m′m(h)
where h = g−1j g gi.
In the above manipulation, (18), gi and g are given, then gj and h are uniquely
determined (given the set of representatives). However, if we write
DB↑jm′,im(g) = D
B
m′m(g
−1
j g gi) ,
where now gi, g and gj are given, we have to ensure that g
−1
j g gi belongs to H.
This can be achieved by including a ‘Kronecker delta–function’
DB↑jm′,im(g) = σji(g)D
B
m′m(g
−1
j g gi) , (19)
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where
σji(g) =
{
1 , if g−1j g gi ∈ H
0 , otherwise ,
or one could write,
DB↑jm′,im(g) = D˙
B
m′m(g
−1
j g gi) ,
with the same import.
I now give an alternative approach to the isospectrality, (2). The space of p–
forms on M2 twisted by a rep, DB can be identified with that of forms, φ, taking
values in Cd, on the covering manifold, M˜, satisfying (1), (I have dropped the tilde),
φ(xγ2) = φ(x)D
B(γ2) , γ2 ∈ Γ2 . (20)
Similarly, the space of p–forms, φ̂, on M1 twisted by ↑B and taking values in Cnd,
is equivalent to that of forms on M˜ satisfying,
φ̂(xγ) = φ̂(x)DB↑(γ) , γ ∈ Γ1 , (21)
where DB↑ is defined by (19).
To show the equivalence of these two spaces, one constructs a one–to–one map-
ping between them, [3].
For a form φ on M˜, with values in Cd let Sφ be the form on M˜ with values in
C
nd, defined by (
Sφ
)
(x) =
∑
⊕i
φ(xγi)
where the γi are the representatives of the left cosets of Γ2 in Γ1.
The action of Γ1 on Sφ, is(
Sφ
)
(xγ) =
∑
⊕i
φ(xγγi)
=
∑
⊕i
φ(xγjγ
−1
j γ2γi)
for any γj. Now let j range over 1 → n and sum over j. If γ−1j γγi belongs to Γ2,
then one can apply the action (20). If γ−1j γγi does not belong to Γ2, one would
want the result to be zero. This can be achieved by extending the action to all of
Γ1 by using the D˙, which vanishes for all these other γj s. Then(
Sφ
)
(xγ) =
∑
⊕i
∑
j
φ(xγj)D˙(γ
−1
j γγi)
= (Sφ)(x)DB↑(γ) ,
13
and Sφ obeys (21). The map S is therefore into.To show it is also onto, one needs
the converse. A form taking values in Cnd has the general structure φ̂ =
∑n
⊕i=1 φi
where each φi takes values in C
d. If it satisfies (21), then the component φ1 satisfies
(20) and, further, φ̂ = Sφ1. Hence Sφ is everything.
The projection S commutes with the Laplacian since the latter commutes with
the action of Γ1 and so S preserves eigenspaces.
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