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Chapter 1. Introduction – Spintronics 
 
In 1921, German physicists Otto Stern and Walther Gerlach conducted one of the most brilliant 
experiments in the history of modern physics,1 which is known as the Stern-Gerlach experiment. They 
showed that particles (electrons from Ag atoms) possess an intrinsic angular momentum that is quite similar 
to the angular momentum of a classically spinning object, but that can take only certain quantized values. 
This intrinsic angular momentum of electrons is now known as “spin”. Particles like electrons have spin as 
one of the degrees of freedom, which is characterized by a quantum number equal to ± 1 2 with two 
possible states called “spin-up” and “spin-down”.  
Electrons with spin can possess a magnetic dipole moment, which can be experimentally observed in 
several ways, e.g. the Stern-Gerlach experiment. Although each electron produces the magnetic field, in 
materials with paired valence electrons, the total magnetic dipole moment of the electron is vanished because 
the dipole moments from each spin-up and spin-down cancel each other. Therefore, only atoms with 
unpaired valence electrons can create a macroscopically measureable magnetic field if the dipole moments 
are aligned parallel to one another. Since in some materials the magnetic dipoles point in random directions 
in the absence of an external field, i.e. no net magnetic dipole moment, it requires an external magnetic field 
to align these magnetic dipole moments in the same direction. This phenomenon is called paramagnetism. 
However, especially in some specific materials, the magnetic dipole moments point in the same direction 
even in the absence of an external magnetic field (the spontaneous magnetization). This phenomenon is 
known as ferromagnetism.  
A manipulation of electron’s spin for technological applications is termed “spintronics”. Since the spin 
of electrons can have only the two possible states, this quantum phenomenon may be easily applied to the 
binary computer systems. In fact, it is considered to be an alternative technology to the conventional 
“electronics”, because the spin of electrons can remain in its states for long period time. Since the discovery 
of the giant magnetoresistance (GMR) effect in the late 1980s,2,3 abundant applications such as the magnetic 
sensor for hard disk drive (HDD) read head, spin-torque oscillator (STO) for microwave generation, spin 
transistors based on spin injection into semiconductors, and logic devices using a magnetic domain wall etc., 
are examined and show the possibility to combine those magnetic elements with the conventional electronics 
devices. In this section, a general aspect of the spintronics will be described through the basic physics and 
application point of views. 
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1.1. Magnetoresistance  
 
1.1.1. Giant magnetoresistance (GMR) 
 
Magnetoresistance (MR) is defined as the change in electrical resistance, R, of a material with applied 
magnetic field (H), which occurs in all metals. The MR (Δρ/ρ) is, where ρ is the resistivity, usually defined 
by 	   ∆𝜌𝜌 = 𝑅 𝑯 − 𝑅 0𝑅 0  (1.1)  
,where R(H) and R(0) is the electrical resistance when a finite external magnetic field and no field is applied, 
respectively. Since the electrical resistance of a material can be manipulated by applying H, the MR is the 
one of most important properties from the application point of view. Actually, the change in electrical 
resistance of a material generally depends on the strength of the magnetic field as well as the direction of the 
magnetic field with respect to current. Although, there are four distinct types of MR: ordinary 
magnetoresistance (OMR), giant magnetoresistance (GMR), colossal magnetoresistance (CMR), and tunnel 
magnetoresistance (TMR), the GMR and TMR are actively being studied due to its applicability to the read 
head for hard disk drive and magnetoresistive random-access memory (MRAM), respectively. Detailed 
descriptions of GMR and TMR are given in the reminder of this section. 
GMR effect is a quantum mechanical MR effect observed in multilayer structures composed of 
alternating FM and nonmagnetic (NM) layers, which is based on the dependence of electron scattering on the 
spin orientation, i.e. spin dependent transport. The initial idea of spin dependent transport trace back to Sir 
Neville Mott’s work in the 1930s4,5; in these papers he developed the two-current model of conduction, and 
implied that there is a direct connection between the magnetic properties and the electrical conductivity, in 
the 3d transition FM metals. Among the several factors, two crucial characteristics are mainly responsible for 
the spin dependent scattering in metallic ferromagnets. 
1 In 3d transition metal FMs have a relatively high resistivity compared with noble metals, due to the 
unoccupied states in the partially filled d bands. And, 
2 The exchange interaction leads to unbalanced density of states (DOS) between two spin states (up and 
down), i.e., the spin polarization, which are responsible for the finite magnetic moment µ, resulting in a 
different scattering probability and conductivities for spin-up and spin-down electrons. 
For T << TC, the 3d transition ferromagnets, such as Fe, Co, and Ni, having those characteristics, can be 
well approximated by the two-current model in which the spin-up and spin-down electron currents are 
considered independently. This has been particularly successful in describing the properties of alloys in 
which a small quantity of one transition metal (the impurity) is dissolved in another transition metal (the 
host). The scattering due to certain transition metal impurities is strongly spin-dependent.6 This is due to the 
combined effects of the spin-splitting of the host d band, the spin-splitting of the impurity d levels and the 
different hybridization between the host and impurity states for the spin-up and spin-down directions. For 
example, Cr impurities in Fe scatter the spin-up electrons much more strongly, resulting in a ratio of the 
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resistivities for each spin-state of 𝜌↑ 𝜌↓ ~6, 𝜌↑ and 𝜌↓ are the resistivities of spin-up and spin-down electrons, 
respectively, which implies that if the magnetic moment of impurities is antiparallel to the host 
magnetization, the resistivity is higher than when they are parallel. However, in these alloy systems, there 
was no way to control the magnetization of impurities to be parallel or antiparallel with respect to the 
magnetization of host metal, other than changing the impurities in the alloys. The solution for this problem 
was the fabrication of antiferromagnetically aligned magnetic layers sandwiched between non-magnetic 
metallic spacers. The essential for discovery of the GMR effect is interlayer exchange coupling (IEC), which 
makes able to alter the electrical transport properties of metallic multilayer by applying an external H. The 
phenomenon has been demonstrated in the systems that contain two FM layers separated by a non-magnetic 
(NM) layer.7–9 It is found that magnets can interact from long distance through NM spacer to form either 
ferromagnetic or antiferromagnetic exchange coupling. Further research leads to the discovery of the GMR 
effect with using these systems.2,3 A typical MR of Fe/Cr superlattices as a function of external magnetic 
field is given in Figure 1.1(a), 2 which obtained from Fe/Cr multilayer structure (Figure 1.1(b)). 
The type of magnetic coupling in a sandwich structure can directly influence the observed 
magnetotransport behavior since this is very sensitive to the configurations of magnetizations between the 
magnetic layers, with the GMR effects being largest for antiferromagnetic coupling. Assume that the 
magnetization configuration between two Fe layers is antiparallel in zero applied field in an Fe/Cr/Fe 
structure, and 𝜌↓ << 𝜌↑ (for example, Cr impurities in Fe system : 𝜌↑ 𝜌↓ ~6)6. Under these assumptions, 
there are two cases to consider: 
 
 
 
Figure 1.1 GMR effect in Fe/Cr/Fe multilayers, [2] and (b) stacking structure of Fe/Cr/Fe multilayer, arrows 
represent a magnetization direction. 
 
1. When H > HS (where HS is the saturation field), then the magnetic moments in the Fe layers are parallel 
each other, as Figure 1.2(a), so that the ρ is given by 
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   1  𝜌 = 1𝜌↑ + 1𝜌↓   ⇒ 𝜌  ~  𝜌↓ (1.2)  
There is an effective short circuit by the less scattered electrons. 
2. When H = 0, the magnetic moments of the two Fe layers are antiparallel, as Figure 1.2(b). In this case 
the electrons are alternatively spin-up and spin-down in each of layers with respect to the local 
magnetization, and the spin-up and –down channels are effectively ‘mixed’, so that 𝜌↓   →   𝜌!", and 𝜌↑   →   𝜌!" where 𝜌!" = 𝜌↑ + 𝜌↓ /2 so that the total resistivity ρ is given by 	   𝜌 = 𝜌↑ + 𝜌↓4   ≫     𝜌↓ (1.3)  
However, from the application point of view, the GMR effect in multilayer systems have a practical 
problem to be used for a magnetic sensor, e.g. the read-head of the HDD, that a large external magnetic field 
is needed to decouple the antiferromagnetic coupling, while it has to sense a small magnetic flux from tiny 
recording bits. Fortunately, the prerequisite for obtaining GMR effect is not the presence of IEC, but an 
antiparallel magnetization configuration between two FM layers. By using an antiferromagnet (AF) as a 
pinning layer, soft magnetic layers made of permalloy, and a dusting of Co at the interfaces between the 
magnetic layers and NM spacer, Dieny et al. engineered a magnetoresistive sensor, which is called a spin-
valve. The magnetization of the on FM layer (pinned layer) is fixed in one direction by the exchange 
magnetic anisotropy of the adjacent AF layer (pinning layer). The NM spacer layer is sufficiently thick to 
weaken the coupling so that the magnetization of the other FM layer (free layer) can follow the external field 
freely. Using the spin-valve composed of FeMn/NiFe/Cu/NiFe, they obtained the GMR output at ~ 10 Oe 
external fields, which is much smaller than that for the coupled FM/NM systems.10–13  
 
 
Figure 1.2 Schematic representations of Fe/Cr superlattice structure. (a) The magnetic moments in the Fe 
layers are parallel when H > HS. (b) The magnetic moments in Fe layers are antiparallel when H = 0. 
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Figure 1.3 Exchange biased spin-valve. (a) Maganetization curve of a layer structure of FeMn/NiFe/Cu/NiFe, 
and (b) corresponding MR curve. [12] 
The magnetization and MR curves of this spin-valve are shown in Figure 1.3.12 These sensors found 
themselves in commercially available computers, i.e. read head for HDD. IBM commercialized the read head 
using GMR effect for a recording density of 3 Gb/in2.14,15 As shown in Figure 1.4, the application of GMR 
read head for HDD contributed to sustain the large increment of the magnetic recording density of HDD. As 
mentioned above, GMR became the supreme manifestation of spin-dependent transport, and was recognized 
by the award of the Nobel Prize 2007 to A. Fert and P. Grünberg. Sufficiently large GMR effect were found 
in FM/NM multilayer structures containing just two to three atomic layers thick because GMR arises largely 
from spin-dependent scattering, not within the interior of the magnetic layers, but rather from the interfaces 
between the individual layers, viz. interface scattering.16 
 
 
Figure 1.4 Increment of areal density of HDD and contribution of read head. (Hitachi) 
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component of the magnetization of the soft layer along the
exchange anisotropy field H,„(see inset Fig. 2). Two con-
tributions are expected for the angular dependence of the
magnetoresistance. The first one is the usual AMR,
which is well-known to vary as the square of the cosine of
the angle between the magnetization and the current. The
second contribution is the spin-valve effect. We have
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paring resistances for current applied parallel and perpen-
dicular to the magnetizations. For both orientations we
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zations of the two NiFe layers. The AMR for only one
layer was deduced using the relative thickness of the two
layers. As shown in Fig. 2, we have subtracted this AMR
contribution to single out the angular dependence of the
spin-valve eA'ect. Within our error bars, the angular
dependence of the spin-valve effect is very well represent-
ed by a cos(8i —82) law. Quantitatively, the amplitude of
the spin-valve effect is 3.05% compared to 0.37+ 0.02%
for the AMR of this structure. The latter value is smaller
than for bulk NiFe partly due to shunting by the magneti-
cally constrained Cu/NiFe/FeMn/Ag component of the
structure and partly due to the increased resistivity of very
thin NiFe layers. '
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Fig. 1-3   Increment of areal density of HDD and contribution of read head for its 
increment. GMR read head has contributed that late 90’s (Hitachi). 
 
 The GMR read head was already replaced by the tunnel magnetoresistance (TMR) 
read head with gO tunnel barrier6, which shows much larger MR output than GMR. 
However, in recent years, the TMR read head is thought that the limitation of its usage would 
come soon as the increment of the recording density of HDD due to the limitation of the 
signal-to-noise ratio (SNR) because of its large device resistance1. And also, the technological 
limit for a fabrication of ultra thin MgO barrier is now facing7. Then, CPP-GMR has been 
attracting a big attention as a potential read head application in recent years 8,9,1. Because it is 
thought that the SNR for CPP-GMR read head can be better due to its low device resistance. 
 
 
1.3 Applications of GMR 
 
1.3.1 GMR read head for HDD 
 There are always demands from the application point of view behind the great 
development of technologies. As described in last section, the development of GMR has 
strongly connected the improvement of the magnetic recording density of HDD. Recently, 
new ways of GMR usage have been proposed and developed. In this section, I described 
applications of GMR. 
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In the past two decades since the discovery of GMR effect and oscillatory IEC in transition metal 
systems, the magnitude of the GMR signal exhibited by spin-valve structures has changed very little. The 
resistance of such structure was typically about 10-15% higher when the magnetization configuration of two 
FM layers are antiparallel (AP) as compared to that when they are parallel (P). Thus, the interest has been 
renewed in the past decade in devices based not on spin-dependent diffusive scattering but rather on spin-
dependent tunneling through an ultrathin insulating layer forming a tunnel barrier. 
 
1.1.2.  Tunnel magnetoresistance (TMR)  
 
In 1975, Jullière observed the tunnel magnetoresistance (TMR) effect in Fe/Ge/Co trilayer structure at 
low temperature.17 Such multilayer geometry is now known as magnetic tunnel junctions (MTJ). The 
resistance of a MTJ, which consists of a thin insulating layer (a tunnel barrier) sandwiched between two FM 
layers (electrodes), depends on the relative magnetization configuration (P or AP) of the electrodes. When a 
bias voltage is applied across the barrier, finite current flows through the junction because of quantum-
mechanical tunneling. The tunneling current through a potential barrier can be described as the finite 
probability for an electron to tunnel through energetically forbidden barriers. Within the Wentzel-Kramers-
Brillouin (WKB) approximation, which is valid for potential U varying slowly on the scale of the electron 
wavelength, the transmission probability (T) across a potential barrier is in one dimension proportional to: 	   𝑇(𝐸) ≈ exp −2 2𝑚! 𝑈 𝑥 − 𝐸 /ℏ!d𝑥!!  (1.4)  
with E the electron energy, 𝑚! the electron mass, and x the direction perpendicular to the barrier plane. This 
equation directly shows the well-known exponential dependence of tunnel transmission on the thickness t 
and energy barrier U(x) – E, where the electron momentum in the plane of the layers is assumed to be absent, 
i.e., 𝑘∥ = 0. In fact, when electrons are impinging the barrier under an off-normal angle (𝑘∥ ≠ 0), the 
tunneling probability rapidly decreases with increasing 𝑘∥ since in that case the term 2𝑚! 𝑈 𝑥 − 𝐸 /ℏ! in 
the exponent of the transmission should be replaced by 2𝑚! 𝑈 𝑥 − 𝐸 /ℏ! + 𝑘∥!. 
In an experimental situation, this tunneling process can be measured in metal-oxide-metal structure, a 
trilayered structure of two metal electrodes separated by a thin insulating layer. The metal-oxide-metal 
junction is drawn in Figure 1.5 where the potential of the barrier U(x) is assumed to be constant across the 
barrier and located at an energy Φ above the Fermi energy EF of the metal layers. Without a voltage 
difference between the metal layers, the Fermi levels will be equal on either side of the barrier, and the 
tunnel current is zero. When a finite bias voltage V is applied, the Fermi level is lowered at the right-hand 
side of the barrier, and electrons are now able to elastically tunnel from filled electron state (left) towards 
unoccupied states in the second (right) electrode. (Note that in this case the electrode at right is at a higher 
electrical potential as compared to the left electrode, yielding a net electrical current from right to left.). 
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Figure 1.5 The wave function in a metal-oxide-metal structure showing schematic concept of quantum-
mechanical tunneling for electrons with an energy close to the Fermi energy EF. The barrier height at the 
interface between metal and oxide is given by Φ. A nonzero tunneling current is flowing when a bias voltage 
V is applied between the metallic electrodes. 
 
As a result, the amount of current will be proportional to the product of the available, occupied electron 
states on the left, and the number of empty states at the right electrode, multiplied by the barrier transmission 
probability. Therefore, the tunneling current is directly proportional to the density-of-states (DOS) of each 
electrode (at a specific energy E) multiplied by the Fermi-Dirac factors f(E) and 1 – f(E) to account for the 
amount of occupied and unoccupied electron states, respectively. 
The net tunneling current in the metal-oxide-metal structure can be calculated by considering the current 
due to electrons tunneling from left to right assuming an elastic (energy-conserving) electron tunneling 
process from occupied states on the left to empty states at the right (see Figure 1.5) 	   𝐼!→!(𝐸) ∝ 𝑁! 𝐸 − 𝑒𝑉 𝑓 𝐸 − 𝑒𝑉 𝑇 𝐸,𝑉,𝜙, 𝑡 𝑁! 𝐸 1 − 𝑓 𝐸  (1.5)  
As indicated by Eq. (1.4), the transmission T(E,V,  𝜙,t) depends on the electron energy and barrier thickness 
and potential, but it is also affected by the bias voltage V that effectively reduces the barrier height 𝜙. The 
similar equation for the opposite current can be easily deduced, then the total current I is obtained by 
integrating 𝐼!→! − 𝐼!→! over all energies: 	   𝐼 ∝ 𝑁! 𝐸 − 𝑒𝑉 𝑇 𝐸,𝑉,𝜙, 𝑡 𝑁! 𝐸 𝑓 𝐸 − 𝑒𝑉 − 𝑓 𝐸 d𝐸!!!!  (1.6)  
For small voltage eV << 𝜙 only the electrons at (or close to) the Fermi level EF contribute to the tunneling 
current, by which the transmission no longer depends on energy E. Moreover, in this limit also the DOS 
factors are in principle independent of E, which reduces the current to: 	   𝐼 ∝ 𝑁! 𝐸! 𝑁! 𝐸! 𝑇 𝜙, 𝑡 𝑓 𝐸 − 𝑒𝑉 − 𝑓 𝐸 d𝐸!!!!  (1.7)  
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Figure 1.6 Spin-resolved tunneling conductivity G for (a) parallel and (b) antiparallel configuration, is 
proportional to the product of the DOS factors at the Fermi level EF. The total current in parallel 
configuration is governed by 𝑁!"#! 𝐸! + 𝑁!"#! 𝐸! , in the antiparallel case by 2𝑁!"# 𝐸! 𝑁!"# 𝐸! . 
	  
Furthermore, at low enough temperature (kBT << eV), the integral over the Fermi functions simply yields eV, 
thus the transparent expression for the tunnel conductance can be deduced as follow: 	   𝐺 ≡ d𝐼/d𝑉 ∝ 𝑁! 𝐸! 𝑁! 𝐸! 𝑇 𝜙, 𝑡  (1.8)  
In this simple model, it shows that the tunnel conductance is proportional to the transmission probability and 
the DOS of the two electron systems. Based on the tunnel conductance in the metal-oxide-metal structure, 
the tunneling current in MTJ can be evaluated as depicted in Figure 1.6. The DOS of a FM is represented by 
simple majority and minority electron bands, which are shifted in energy due to exchange interactions. Here, 
MTJ with two identical FM electrodes separated by an insulating barrier is considered. When magnetization 
orientation of two FM electrodes are parallel to each other, tunneling may only occur between bands of the 
same spin orientation in either electrode, i.e. from a spin majority band to a spin majority band, and similar 
for the minorities. (With an assumption that the electron spin is conserved in these processes18) Using Eq. 
(1.8) and assuming equal transmission for both spin species, the conductance for parallel configuration can 
be written as: 	   𝐺! = 𝐺↑ + 𝐺↓ ∝ 𝑁!"#! 𝐸! + 𝑁!"#! 𝐸!  (1.9)  
where 𝐺↑(↓) is the conductance in the up- (down-) spin channel, and 𝑁!"# 𝐸! (𝑁!"# 𝐸! ) is the majority 
(minority) DOS at EF. When the magnetization direction of one FM electrode is changed relative to that of 
the other FM electrode, the axis of spin quantization is also changed in that electrode.  
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Tunneling under such spin orientation now means tunneling from a majority to a minority band, and 
vice versa. The conductance for antiparallel configuration is then simply: 	   𝐺!" = 𝐺↑ + 𝐺↓ ∝ 2𝑁!"# 𝐸! 𝑁!"# 𝐸!  (1.10)  
It is immediately clear that conductances are different for parallel and antiparallel configuration. In other 
words, FM tunneling junctions display a MR when an external field is used to switch between these 
magnetic orientations. This TMR is usually defined as the difference in conductance between parallel and 
antiparallel configuration, normalized by the antiparallel conductance, or, alternatively, as the resistance 
change normalized by the parallel resistance: 	   TMR ≡ 𝐺! − 𝐺!"𝐺!" = 𝑅!" − 𝑅!𝑅!  (1.11)  
Note that the equality of the two definitions for TMR is only valid for very small bias voltage, since in 
that case the inverse tunnel resistance R-1 = I/V is identical to the conductance dI/dV. Using Eq. (1.9) and 
(1.10), it is easily derived that TMR is equal to 𝑁!"# 𝐸! − 𝑁!"# 𝐸! !/ 2𝑁!"# 𝐸! 𝑁!"# 𝐸! . 
Generalizing this for two different magnetic electrodes results in the well-known Julliere-formula for the 
magnetoresistance of MTJ’s17: 	   TMR = 2𝑃!𝑃!1 − 𝑃!𝑃! (1.12)  
where 𝑃!(!) is the tunneling spin polarization in the left (right) FM electrode. The tunneling spin polarization 
of each electrode is defined as 	   𝑃 = 𝑁!"# 𝐸! − 𝑁!"# 𝐸!𝑁!"# 𝐸! + 𝑁!"# 𝐸!  (1.13)  
and is simply the normalized difference in majority and minority DOS at the Fermi level. From these 
equations it is immediately seen that in the limit of zero polarization of one of the electrodes, no TMR is 
expected. On the other hand, for a full polarization of ±1, the TMR becomes infinitely high. 
Although the basic physics of tunneling conductance in MTJ structure can be understood by considering 
the elementary approach above, it fails to predict a number of experimental observations. These observations 
for TMR include, for instance: 
1 strong dependence of TMR on the applied bias voltage V and temperature T 
2 sensitivity of TMR on the electronic structure of the barrier-ferromagnetic interface region, not just the 
bulk DOS (as suggested by Eqs. (1.12) and (1.13)) 
3 relevance of the electronic structure of the barrier, in some cases even leading to an inversion of TMR. 
In order to appreciate these observations, the better understanding about the role of tunneling spin 
polarization in the physics of MTJ is needed. The tunneling spin polarization of individual magnetic 
electrodes can be measured with a superconducting tunneling spectroscopy (STS) technique that uses a 
superconductor (in most cases Aluminium) to probe the spin imbalance in tunneling currents. According to 
the STS results, it has been known that the tunneling spin polarization of the 3d ferromagnetic metals are all 
positive, and in the range of 40-60%.19,20 As expressed in Eq. (1.13), the positive sign of the polarization 
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relates to a dominant majority DOS at the Fermi level. However, calculated DOS for Co and Ni shows 
completely reversed situation,21 having surplus of minority states of the Fermi level, as shown in Figure 1.7. 
This would suggest a negative tunneling spin polarization, and completely contradicts the experimental 
observations. Theoretically, it has shown that the conductance in a tunnel junction is not simply determined 
by the electron DOS at the Fermi level, but should include the probability for them to tunnel across an 
ultrathin barrier.22 Especially, the most mobile s-like electron states are able to tunnel with a much larger 
probability as compared to the d electrons due to their different effective mass, 𝑚!∗ ≫ 𝑚!∗~𝑚!. Based on this, 
the positive spin polarization can be explained by considering the spin asymmetry of the s-like energy bands, 
thereby neglecting the contribution from the rapidly decaying d-like wave functions in tunneling experiments. 
Moreover, it has been calculated by Slonczewski that spin-dependent tunneling is not a process solely 
related to the (complex) electronic properties of the FM electrodes.23 He has analytically calculated the 
tunneling current between free-electron FM metals within the WKB approximation, assuming that tunneling 
electrons have a very small parallel wave vector. By explicitly matching the electron wave functions at the 
barrier interfaces, the tunneling spin polarization is calculated as: 	   𝑃 = 𝑃!× 𝜅! − 𝑘!,!"#𝑘!,!"#𝜅! + 𝑘!,!"#𝑘!,!"# (1.14)  
where  𝑘!,!"# and 𝑘!,!!" are the Fermi wave vectors, and κ is the imaginary component of the wave vector 
of electrons in the barrier with 𝑘∥ = 0 at the Fermi level, corresponding to 𝜅 = 2𝑚!𝜙/ℏ! !/! with 𝜙 the 
height of the barrier. The first term P0 is equal to the Eq. (1.13). The second term, however, contains the 
properties of the barrier as well, and is due to the discontinuous change of the potential at the interface with 
the barrier. As a result of this interface factor, the polarization becomes greatly dependent on the band 
paraeters in relation to the height of the barrier, with the possibility to even change the sign of P. This is in 
fact a first demonstration that tunneling spin polarization is not an intrinsic property solely determined by 
the FM electrode. This free-electrons formalism has been successfully used to describe the magneto-
transport properties in polycrystalline MTJ (typically involving amorphous aluminium oxide barriers).24 By 
fitting the experimental transport characteristics with analytical free-electrons models one can extract 
parameters such as the barrier width and height for a given experimental system. 
 
     
Figure 1.7 DOS of the elemental metals (a) fcc Cu, (b) fcc Ni, and (c) hcp Co, obtained from self-consistent 
band-structure calculations using the Augmented Spherical Wave (ASW) method. [22] 
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1.3 Beyond the elementary approach
Although the model we have introduced captures some of the basic physics in mag-
netic tunnel junctions and is rather illustrative on a tutorial level, it fails to predict
a number of experimental observations. These observations for TMR include, for
instance:
• strong dependence of TMR on the applied bias voltage V and temperature T
• sensitivity of TMR on the electronic structure of the barrier-ferromagnetic inter-
face region, not just the bulk density-of-states (as suggested by Eqs. (9) and (10))
• relevance of the electronic structure of the barrier, in some cases even leading to
an inversion of TMR.
Here we will briefly introduce some of the advanced theories to better appreci-
ate these observations, focusing at this point on the tunneling spin polarization for
its fundamental role in the physics of magnetic tunnel junctions. A more detailed
treatment will be postponed for s tions 3 and 4.
Later on in this review (Table 1.2 in section 3) we will show that the tun-
neling spin polarization of the 3d ferromagnetic metals are all positive, and in the
range of 40–60%. According to the definition of Eq. (10), the positive sign of the
polarization relates to a dominant majority density-of-states at the Fermi level. If
one considers the band structure and density-of-states of the 3d metals, however,
the situation is completely reversed. As an example, Fig. 1.6 shows the (calculated)
density-of-states of Co and Ni, both having a surplus of minority states of the
Fermi level. This would suggest a negative tunneling spin polarization, and com-
ple ely contr d cts th experim ntal observation . This dic ot my was r cogniz d
already in the seventies when pioneering experiments in the field of superconduct-
ing tunneling spectroscopy were reported on ferromagnetic-superconducting junc-
tions (Tedrow and Meservey, 1971a, 1971b, 1975). Theoretically, Stearns (1977) has
shown that the conductance in a tunnel junction is not simply determined by the
electron density-of-states at the Fermi level, but should inclu e the p obability for
them to tunnel across an ultrathin barrier. Especially the most obile s-like electron
states are able to tunnel with a much larger probability as compared to the d elec-
trons due to their different effective mass. Based on this, Stearns could explain the
positive spin polarization by considering the spin asymmetry of the s-like energy
Figure 1.6 Density-of-states of the elemental metals fcc Cu (a), fcc Ni (b), and hcp Co (c),
obtained from self-consistent band-structure calculations using the Augmented Spherical Wave
(ASW) method. From Coehoorn (2000).
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Figure 1.8 Band dispersion of (a) bcc Fe, and (b) bcc Co in the [001] (Γ−H) direction. Thin black and grey 
lines represent majority- and minority-spin bands, respectively. Thick black and grey lines represent 
majority- and minority-spin bands, respectively. [29] 
 
Experimentally, the first room temperature (RT) TMR effect has been reported by Miyazaki et al.,25 and 
Moodera et al.,26 with the same system consisting of amorphous aluminium oxide (Al-O) tunnel barriers and 
3d FM electrodes and obtained TMR ratios as high as 18%. TMR ratios of MTJ with an amorphous Al-O 
barrier have been increased to about 70% by optimizing the FM electrode materials and the conditions for 
fabricating the Al-O barrier.27 However, it is still lower than needed for many applications of spintronics 
devices. High-density magnetoresistive random-access-memory (MRAM) cells will need to have MR ratios 
that are higher than 150% at RT. The TMR ratios of the conventional Al-O-based MTJs are simply not high 
enough for next-generation device applications.  
One of the reasons for the relatively low TMR ratio obtained from Al-O-based MTJs is the incoherent 
tunneling through an amorphous Al-O barrier. In 3d FM electrodes, there are various Bloch states with 
different symmetries of wave functions are existed. Because the tunnel barrier is amorphous, there is no 
crystallographic symmetry in the tunnel barrier. Due to the nonsymmetrical structure, Bloch states with 
various symmetries can couple with evanescent states in Al-O and therefore have finite tunneling 
probabilities. This tunneling process can be regarded as an incoherent tunneling. In 3d FM metals, e.g. Fe, 
Bloch states with Δ1 symmetry (spd hybridized states) usually have a large positive spin polarization at EF, 
whereas Bloch states with Δ2 symmetry (d states) often have a negative spin polarization at EF, see Figure 
1.8.28 Julliere’s model assumes that tunneling probabilities are equal for all the Bloch states in the electrodes. 
This assumption corresponds to a completely incoherent tunneling, in which none of the momentum and 
coherency of Bloch states is conserved. As mentioned above, according to the Julliere’s formula, the 
tunneling spin polarization is negative for Co and Ni. However, The observed tunneling spin polarizations 
are positive when Co and Ni are combined with Al-O barrier. This discrepancy indicates that the tunneling 
probability in actual MTJs depends on the symmetry of each Bloch state. Actually, the Δ1 Bloch states with 
larger P are considered to have higher tunneling probabilities than the other Bloch states.29,30 This results in a 
Topical Review
Figure 6. Crystallographic relationship and interface structure of epitaxial bcc Fe(0 0 1)/NaCl-type MgO(0 0 1): (a) top view and (b)
cross-sectional view. aFe and aMgO denote the lattice constants of bcc Fe and NaCl-type MgO unit cells.
Figure 7. (a) Coupling of wave functions between the Bloch states in Fe and the evanescent states in MgO for the k∥ = 0 direction. (b)
Tunnelling DOS of majority-spin states for k∥ = 0 in Fe(0 0 1)/MgO(0 0 1)(8 ML)/Fe(0 0 1) with parallel magnetic state. (Adapted
from [13].)
Figure 8. (a) B nd dispersion of bcc Fe in the [0 0 1] (!–H)
direction. (b) Band dispersion of bcc Co in the [0 0 1] (!-H)
direction. (Redrawn from Bagayako et al [15].) Thin black and grey
lines respectively represent majority-spin and minority-spin bands.
Thick black and grey lines respectively represent majority-spin and
minority-spin "1 bands. EF denotes Fermi energy. For easy
comparison of the relativ levels of EF in bcc Fe and bcc Co with
respect to the majority-spin "1 band, the bottom edges of the
majority-spin "1 bands in (a) and (b) are aligned at the same energy
level.
Fe(0 0 1)/MgO(0 0 1)/Fe(0 0 1) MTJs [19–21]. Bowen et al
were the first to obtain a relatively high MR ratio in
Fe(0 0 1)/MgO(0 0 1)/Fe(0 0 1) MTJs at RT (30%) [20], but the
room-temperature MR ratios obtained in MgO-based MTJs
did not exceed the highest one obtained in Al–O-based MTJs
(70%). The main difficulty at the early stage of experimental
attempts was the fabrication of an ideal interface structure like
that shown in figure 6(b). It was experimentally observed
that Fe atoms at the Fe(0 0 1)/MgO(0 0 1) interface were easily
oxidized [22]. Results of first-principle calculations for the
ideal interface and the oxidized interface are shown in figure 10
[23]. At the ideal interface (figure 10(a)), where there are no
O atoms in the first Fe monolayer at the interface, the Fe "1
Bloch states effectively couple with the MgO "1 evanescent
states in the k∥ = 0 direction, which results in the coherent
tunnelling of"1 states and thus the very large TMR effect. At
the oxidized interface (figure 10(b)), where there are excess
oxygen atoms in the interfacial Fe monolayer, the Fe"1 states
do not couple with the MgO"1 states effectively. This prevents
coherent tunnelling of "1 states and significantly reduces
the MR ratio. Coherent tunnelling is thus very sensitive
to the structure of barrier/electrode interfaces. Oxidation of
even a monolayer at the interface significantly suppresses the
TMR effect.
R341
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positive net spin polarization of the ferromagnetic electrode. Because the other Bloch states, such as Δ2 states 
(P < 0), also contribute to the tunneling current, the net spin polarization of the electrode is reduced below 
0.6 in the case of the usual 3d FM metals and alloys. If only the highly spin-polarized Δ1 states coherently 
tunnel through a barrier, a very high spin polarization of tunneling current and thus a very high MR ratio are 
expected. Such an ideal coherent tunneling is theoretically expected in an epitaxial MTJ with a crystalline 
MgO(001) tunnel barrier. 
The physics of transport becomes more complex in crystalline systems. (Here, the space is anisotropic, 
the electronic properties, i.e. transport properties, being independent on the crystallographic direction.) 
The potential seen by an electron has the periodicity of the crystal. Consequently, the electrons are 
described by Bloch wavefunctions 	   Ψ!!!! 𝑟 = 𝑢!!!!exp 𝑖𝑘!!𝑟  (1.15)  
which are plane waves modulated by a function 𝑢!" having the crystal periodicity. This implies that the 
wavefunction will present in-plane oscillations perpendicular to the propagation direction (z), the quantity 
	   𝑘∥! = Ψ 𝜕!𝜕𝑥! + 𝜕!𝜕𝑦! ΨΨ Ψ  (1.16)  
being nonzero. 
Within the FM electrodes the wavevector is given by 
	   𝑘!! = 2𝑚!ℏ! 𝐸 + ℎ𝜎 − 𝑘∥!! (1.17)  
and in the insulator 
	   𝑘! = 2𝑚!ℏ! 𝑉! − 𝐸 + 𝑘∥!! (1.18)  
with an attenuation probability 𝑇~exp −2𝜅!𝑑 . It is easily seen that the oscillation of the wavefunction 
parallel to the interface enhances the decay rate perpendicular to the interface (𝑘∥ ≠ 0  enhances κ). The role 
of the symmetry is to determine the number of nodes of the wavefunction in the plane of the interface. States 
that are primarily s-like therefore have the smaller attenuation rate. The p-like states with more nodes are 
more attenuated and the d-like states typically even more so. Under using this simplified picture, the atomic 
orbitals can be regrouped with respect to symmetry criteria (Figure 1.9). Within a given symmetry state, the 
atomic orbitals have the same in-plane modulation. Therefore it can be classified as the Δ1 symmetry (s, pz 
and dz2) orbitals, the Δ5 symmetry (px, py, dxz, dyz) orbitals, Δ2 (dx2-dy2) and  ∆!!(dxy) orbitals. Then the 
attenuation rate of different symmetries will be different: 𝜅∆! < 𝜅∆! < 𝜅∆!,!! . This simple and intuitive 
explanation for the symmetry dependent attenuation rate is mainly valid for vacuum barriers where the 
barrier height VB is the same for all the symmetries. It describes correctly the attenuation in MgO barriers. 
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Figure 1.9 The atomic-like orbital regrouped by symmetry properties. Δ1, Δ5, Δ2, and Δ2’ are four Bloch 
states of different symmetry present around the Fermi level for 𝑘∥ = 0. 	  
In agreement with the intuitive explanation based on lateral variation of the wavefunction, the large 
TMR ratios in single-crystal tunnel junctions are determined by the different tunneling mechanisms and 
symmetry-related decay rates of the Bloch waves for the majority and the minority spin channels. Roughly, 
an emitter single-crystalline FM electrode filters the electrons in terms of symmetry; these are subsequently 
injected across the insulating barrier. The filtering effect can be easily understood from Figure 1.8(a), which 
shows the bulk band structure of bcc Fe along the high symmetry Γ−Η direction, for the majority and 
minority spins. The direction Γ−Η corresponds to electrons with 𝑘∥ = 0, which propagate along the (100) 
direction in the crystal. At the Fermi level for the majority electrons, a Δ1 (spd-like character state), a Δ5 (pd) 
and a ∆!!(d) states are placed. Due to the exchange splitting, at EF, there is no Δ1 state for the minority spin. 
Therefore, the Fe behaves as a half-metal in terms of the Δ1 symmetry and this is only valid for the (100) 
(Γ−Η) direction. The tunnel transport probes: (i) the difference in spin injection (extraction) efficiency and 
(ii) the differences in decay rates when tunneling across the barrier. The ab initio calculations31,32 confirm 
that the Δ1 state has the smallest decay rate across the MgO, followed by the Δ5 state then the ∆!,(!!). 
Moreover, these calculations predicted an appearance of huge TMR in MTJ with MgO(001) barrier. The 
prediction was actualized by Parkin et al.33 and Yuasa et al.34 These results sparked much interest in MTJs, 
largely due to their promising applications in recording read heads for hard disk drives and in novel magnetic 
random access memories (MRAMs). Since the first experimental demonstration of a giant TMR in the MgO-
based MTJ, much experimental efforts have been done for the purpose of developing MRAMs, and those 
efforts result in an increase of TMR ratio as shown in Figure 1.10.35 Although the achieved TMR ratios, 
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higher than 150%, were sufficient to realize high-density MRAM cells, the conventional MTJs have 
obstacles to overcome to be used as recoding elements for Gbit-scale MRAM. The first one is the writing 
process, which is done by the traditional electromagnetic coil. The low efficiency of this writing coil limits 
the attainable memory capacity of MRAM to 256 Mbit. This limit has been overcome by the spin-transfer-
torque (STT) induced switching of magnetization.36,37 In MTJ structure, the spin-polarized current transfers 
spin angular momentum from one FM electrode to another one. If the torque induced by the transferred 
angular momentum becomes large enough, it causes the magnetization reversal. This STT induced switching 
of magnetization was experimentally demonstrated with Al2O3-MTJ38 and with CoFeB/MgO/CoFeB-MTJ39. 
However, the most severe problem that must be overcome for realizing the Gbit-scale MRAM is ensuring 
longer data retention time. Nonvolatile memory must preserve the information for more than 10 years. 
MRAM memorize the information by magnetization direction of one of the two FM layers of MTJ, i.e. 
storage layer. Therefore, the magnetization direction should be firmly fixed. However ambient thermal 
energy agitates the magnetization. In order to prevent the spontaneous change of the magnetization direction 
by the thermal agitation, high enough energy barrier ΔE should be existed between the two stable states with 
opposite magnetization directions. Because ΔE is proportional to the bit volume V and magnetic anisotropy 
constant K, ΔE becomes smaller for smaller V, and eventually unexpected information loss can occur in 
Gbit-scale MRAM. In order to guarantee the stable data retention, a condition of ΔE > 60kBT should be 
satisfied. Here kB is Boltzman constant and T is the ambient temperature. 
 
 
Figure 1.10 Increment of TMR ratio. i- and p-MTJ : MTJ with in-plane and perpendicular magnetization, 
respectively.[36] 
 
Conclusion: Intensive work on P-MTJs overcame the major 
obstacle of large write current. It was proved to have very fast 
switching speed of 1 ns and very small switching energy of 0.05 pJ. 
These data cleared the specification of 22 nm node STT-MRAM. 
In addition, a new memory hierarchy with volatile/nonvolatile 
hybrid using P-MTJ was presented and effective power reduction 
by over 80% without performance degradation was confirmed for 
real applications running on mobile CPUs for the first time. This is 
a big step toward normally-off computing systems. 
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This means that one must use FM with higher K for smaller V. In order to satisfy this condition, MTJ 
with perpendicular magnetic anisotropy having sufficiently large perpendicular magnetic anisotropy is 
needed. This MTJ with perpendicular magnetic anisotropy is called as p-MTJ. The p-MTJs have a long 
retention time for the magnetization, and also have an advantage of lower switching current for 
magnetization switching. According to the following relations: 	   𝐼!" perpendicular = 4𝜋𝑒𝛼 2∆𝐸ℎ𝑔  (1.19)  
 	   𝐼!" in − plane = 4𝜋𝑒𝛼 2∆𝐸 + 2𝜋𝑀!!𝑡𝐹!ℎ𝑔  (1.20)  
where, e, α, h, g, MS, t, F are electron charge, damping constant, Planck’s constant, spin transfer efficiency, 
saturation magnetization, thickness of a storage layer, and cell size, respectively. For the same parameter 
values, IC0 (perpendicular) is smaller than IC0 (in-plane). 
As mentioned above, perpendicular magnetic anisotropy is the key factor to realize the next-generation 
ultra-high density MRAM. Detailed descriptions of magnetic anisotropy will be given in the next section. 
 
1.2. Perpendicular magnetic anisotropy (PMA) 
 
It is an experimental fact that ferromagnetic single crystals exhibit ‘easy’ and ‘hard’ directions of the 
magnetization; i.e. the energy required to magnetize a crystal depends on the direction of the applied field 
relative to the crystal axes. From the technological viewpoint this magnetic anisotropy is one of the most 
important properties of magnetic materials. Depending on the type of application, material with high, 
medium or low magnetic anisotropy will be required, for respective application as, for example, permanent 
magnets, information storage media or magnetic cores in transformers and magnetic recording heads. 
The physical basis that underlies a preferred magnetic moment orientation in ultrathin magnetic films 
and multilayers can be quite different from the factors that account for the easy-axis alignment along a 
symmetry direction of a bulk material, and the strength can also be markedly different. The presence of 
symmetry-breaking elements such as planar interfaces and surfaces are the basic ingredients for this behavior. 
By varying the thicknesses of the individual layers and choosing appropriate materials, it appeared possible 
to tailor the magnetic anisotropy. The most dramatic manifestation in this respect is the change of the 
preferential direction of the magnetization from the commonly observed in-plane orientation to the direction 
perpendicular to the plane. This phenomenon is usually referred to as perpendicular magnetic anisotropy 
(PMA) and is particularly important for information storage and retrieval applications. 
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1.2.1. Phenomenology of Magnetic Anisotropy 
 
Magnetic anisotropy (MA) measures the dependence of the ground state energy on the direction of the 
magnetization. The anisotropy defines preferential (easy), intermediate and hard directions for the 
magnetization, as shown in Figure 1.11.40 A quantitative measure of the strength of the MA is the anisotropy 
field (Ha). The energy per unit volume needed to saturate a material in a particular direction is given by 	   𝐸!" = 𝜇! 𝐻 𝑀 𝑑𝑀!!! !!"  !"#$" 𝜇!𝑀!𝐻!2 𝐽/𝑚!  (1.21)  
The first-order expression above applies to magnetization curves linear in the field. The sloped portions 
of the magnetization curves in Figure 1.11 suggest a process of rotating the magnetization from an easier 
direction into a harder direction with increasing field in the hard direction. MA energy density is the area 
between the magnetization curves in different crystallographic directions. Phenomenologically, 
magnetization (M) of a ferromagnetic body can be expressed as 𝑴 = 𝑀𝑀, where M, M, and 𝑀 are the 
magnetization, the magnetization magnitude, and the magnetization direction, respectively, submitted to a 
uniform external field (H). Under the assumption that the unit vector 𝑀 of the magnetization direction is 
uniform throughout the sample, then it can be described either by its components (α1, α2, α3) with 𝛼!! + 𝛼!! +𝛼!! = 1, or by the polar angles θ and φ, defined in the usual manner.  
 
 
Figure 1.11 Crystal structure showing easy and hard magnetization directions and respective magnetization 
curves for (a) bcc Fe, (b) fcc Ni, and (c) hcp Co. [41] 
 
The energy depends on 𝑀 (i) with respect to the crystalline axes of the ferromagnetic body, and (ii) with 
respect to its external shape. As depicted in Figure 1.12, the spherical sample is easily magnetized along the 
[001] and [100] directions (easy axes), whereas a larger field is needed to magnetize it along the [101] 
direction (hard axis); since the shape of the sample is isotropic, the observed anisotropy implies that the 
energy depends on the 𝑀 with respect to the crystalline axes; this is known as the magnetocrystalline 
anisotropy (MCA). On the other hand, for the plate-shaped sample, different magnetization curves a reported 
for the [100] and [001] directions, which are respectively parallel and perpendicular to the plane; since these 
two axes are crystallographically equivalent. 
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Figure 1.12 Magnetization curves for a ferromagnetic material having a simple cubic symmetry (a) along the 
[100], [001], and [101] axes, for a spherical sample. (b) along the [100] and [001] axes, for plate-shaped 
sample. 
 
This indicates that the energy also depends on the 𝑀 with respect to the shape of the sample. Thus the total 
anisotropy energy may be expressed as 	   𝐸!" = 𝐸!"# 𝑀 + 𝐸!"#$% 𝑀  (1.22)  
It is clear that the first term is an intrinsic contribution, depending only on the ferromagnetic material under 
consideration, whereas the second one is essentially of geometric character.  
The general form of EMCA(𝑀) for a given crystalline structure can be found by using some symmetry 
arguments. First, the invariance of the Hamiltonian with respect to time reversal implies that the expression 
of EMCA(𝑀) must remain unchanged if 𝑀 is replaced with −𝑀. The most convenient way to express the 
anisotropy energy is to expand it in spherical harmonics, HM is the projection of the external field along 𝑀: 
	   𝐸!"# 𝑀 = 𝜅!! 𝐻! 𝑌!! 𝑀!!!!!!!!  !"!#  (1.23)  
Another possibility is to expand the anisotropy energy in successive powers of the components (α1, α2, α3) of 𝑀: 	   𝐸!"# 𝑀 = b! 𝐻! + b!" 𝐻! 𝛼!𝛼!!,! + b!"#$ 𝐻! 𝛼!𝛼!𝛼!𝛼!!,!,!,! +⋯ (1.24)  
This expression converges rapidly with increasing order, so that a few terms are enough to describe the MCA, 
accurately. The crystalline symmetry imposes some relationships between the coefficients of given order, 
thereby reducing the number of independent parameters. For example, in cubic systems such as Fe and Ni, 
terms of order 2 are forbidden and the first non-vanishing contribution to the MCA is of order 4. The usual 
expression for the anisotropy of cubic systems is 
	   𝐸!"# 𝑀 = 𝐾! + 𝐾! 𝛼!!𝛼!! + 𝛼!!𝛼!! + 𝛼!!𝛼!! + 𝐾!𝛼!!𝛼!!𝛼!!+ 𝐾! 𝛼!!𝛼!! + 𝛼!!𝛼!! + 𝛼!!𝛼!! ! +⋯ (1.25)  
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Table 1 : Anisotropy constants of Fe, Co, and Ni, at T = 4.2 K. (a)41; (b)42; (c)43. 
 
 
 
 
 
 
 
 
 
 
 
 
with the coordinates axes taken along the cubic axes. For systems with hcp structure, like Co, the usual 
expression of the anisotropy is 	   𝐸!"# 𝑀 = 𝐾! + 𝐾!sin!𝜃 + 𝐾!sin!𝜃 + 𝐾! + 𝐾!!cos 6𝜙 sin!𝜃 +⋯ (1.26)  
where ϕ and θ are taken with respect to the a and c axes, respectively. 
The values of the anisotropy constants of Fe, Co, and Ni are given in Table 1. The easy axes of Fe and 
Ni are respectively the [100] and [111] directions, while that of Co is along the c axis. It is worth noting that 
the anisotropy of hcp Co, which has a lower symmetry, is one order of magnitude larger than that of Fe and 
Ni, which have a cubic symmetry. 
However, when the dimension of the system goes to small, such as ultrathin films, the crystal symmetry 
will be broken, so that the surface (or interface) contribution to MCA cannot be ignored, anymore. Therefore, 
the total MA energy of the system must be written as the sum of a volume term, and of a surface (or interface) 
contribution. It was first pointed out by Néel44 that the atoms located near an interface have a different 
environment as compared to bulk atoms, and that they give additional contributions to the MA. In particular, 
since the symmetry of an interface is often lower than that of the bulk, anisotropy terms that are forbidden in 
the bulk may be present at an interface. In that case, the (effective) magnetic anisotropy energy K (J·m-3) 
could be phenomenologically separated into a volume contribution KV (J·m-3) and a contribution from the 
interfaces KS (J·m-2) and approximately obeyed the relation, in the case of NM/FM/NM system: 	   𝐾 = 𝐾!"" = 𝐾! + 2𝐾!/𝑡 (1.27)  
This relation just represents a weighted average of the magnetic anisotropy energy (MAE) of the interface 
atoms and the inner atoms of a magnetic layer of thickness t. The relation is presented under the convention 
that KS/d (with d the thickness of a monolayer) represents the difference between the anisotropy of the 
interface atoms with respect to the inner or bulk atoms. Also the layer is bounded by two identical interfaces 
accounting for the prefactor 2. The sign of the surface MCA may be positive or negative, depending on the 
interface under consideration. The situation where KS is positive is of particular interest in ultrathin films. 
 Fe Co Ni 
 (bcc) (hcp) (fcc) 
K1   (J·m-3) 5.48   × 104(a) 7.66  × 105(b) -12.63  × 104(a) 
      (eV·atom-1) 4.02   × 10-6 5.33  × 10-5 -8.63  × 10-6 
K2   (J·m-3) 1.96   × 102(a) 1.05  × 105(b) 5.78  × 104(a) 
       (eV·atom-1) 1.44   × 10-8 7.31  × 10-6 3.95  × 10-6 
K3   (J·m-3) 0.9   × 102(a) − 3.48  × 103(a) 
       (eV·atom-1) 6.6   × 10-9 − 2.38  × 10-7 
K1’   (J·m-3) − 1.2  × 104(c) − 
       (eV·atom-1) − 8.4  × 10-7 6.9  × 10-7 
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The KV of films is dominated by the shape contribution which favors an in-plane orientation of the 
magnetization; this is competed by the KS which favors a perpendicular magnetization for KS>0. Thus, at 
large thickness, the bulk term dominates and the magnetization lies in the plane, whereas the relative weight 
of the surface terms increases with decreasing thickness, so that eventually, below a critical thickness of the 
order of 10 Å, the magnetization becomes perpendicular to the plane. An example of this behavior is shown 
on Figure 1.13.45 
In general, a magnetized body has energy terms that depend both on  (the strain tensor) and on 𝑀: the 
magneto-elastic energy. In other wors, strain in a ferromagnet changes the MCA and may thereby alter the 
direction of the magnetization. This effect is the ‘inverse’ of magnetostriction, the phenomenon that the 
sample dimensions change if the direction of the magnetization is altered. The energy per unit volume 
associated with this effect can, for an elastically isotropic medium with isotropic magnetostriction, be written 
as 	   𝐸!" = −𝐾!"cos!𝜃   𝐾!" = − 32 𝜆𝜎 = − 32 𝜆𝐸𝜀  (1.28)  
Here σ is the stress which is related to the strain, ε, via the elastic modulus E by σ = Eε. The magnetostriction 
constant λ depends on the orientation and can be positive or negative. The angle θ measures the direction of 
the magnetization relative to the direction of uniform stress. If the strain in the film is non-zero, the magneto-
elastic coupling contributes in principle to the effective anisotropy. When the parameters are constant (not 
depending on the magnetic layer thickness, t) this contribution can be identified with a volume contribution 
KV. 
      
Figure 1.13 Hysteresis loop with H perpendicular (⊥) and parallel (∥) to the film plane, for Au/Co/Au 
sandwiches with t = 5.4, 9.5, and 15.4 Å, at T = 10 K. [46] 
Strain in films can be induced by various sources. There are thermal strain associated with differences in 
thermal expansion coefficients, intrinsic strain brought about by the nature of the deposition process and 
-5 0 5 -5 0 5 
H (kOe) 
FIG. 4. Hysteresis loop with Hperpendicular (I) and parallel ( 1 1 )  t! the 
film plane, for Au/Co/Au sandwiches with I = 5.4, 9.5, and 15.4 A, at 
T =  1OK. 
t = 15.2 A sample may come from the distribution of in- 
plane crystalline axes. 
From now on we shall concentrate on samples with 
t < tc, . In the perpendicular orientation, we could record 
hysteresis loops at T =  10 K on samples with t down to 3.3 
A, i.e., less than two atomic layers of Co in average. We also 
measured at T = 5 K the remanence curves Md (H) and 
M,  ( H )  in the easy direction: those curves are a picture of 
irreversible behavior alone, unlike M ( H )  hysteresis loops. 
In Fig. 5 we have plotted the MC/ ( H )  and M,, ( H )  curves 
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FIG. 5. Virgin remanence (M,) and dc demagnetization remaiience (M,,) 
curves for a Au/Co/Au sandwich with CO thickness 1 = 3.3 A, at T= 5 K. 
The dashed line is obtained from M,(H) by M( - H )  = M, ( oo ) 
- ZM, (N) . 
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for a sample with t = 3.3 A at T = 5 K. Clcnrly the M,, (13) 
curve is still nearly perfectly square. Another important 
point is that the two curves can bc fairly well relnted by lhe 
equation kid ( -a) = M,, ( CO ) - 2Mr (H), except in  the 
low field region. This relation, which we also observe for 
thicker samples, would be exactly true for instance i n  mi 
assembly of isolated particles. 
On the MO ( H )  curves we can measure the remtiiience 
coercivity H,, defined by MC, ( H ,  ) = 0. The obtriinctl v:lltles 
are, as expected, always slightly higher thntz thew of thc 
coercive force Hc (this might be clue in part to the diffcrcnt 
temperatures of the measurements). Both fIp c ~ d  fit, slnncl 
well above the values observed in bulk fcrromc\gnetic inctds, 
while remaining well below the calculated val tics of  IT,,,;,, 
Moreover, they follow fairly well a 1/12 law bctweeri 3.3 A 
and tcl , as can be seen on Fig. 6. 
B. Interpretation 
The main question concerns the origin of llic higli ob- 
served values of If, and IX,, logct her w ilh lhc 1 /I  dcpcnd- 
ence of H,. hfagnctoresislancc nieasurenients on the stiiiit' 
samples have shown a high enhancement or thc liystcrelic 
magnetoresistnnce at low thickncsscs,20 wliicli cnii only be 
interpreted through strong concluclioii clcctrons tli[lii!iion 
by the domain walls in the cobalt film, j7roviclctl thul lllc wall 
thickness 8 ,  is comparable to thc Fermi wtivelengll~ ( 5  A) or 
the conduction electrons. Assuming llie cxchtingc inlcruc- 
tion A ,  of bulk cobalt, and our cxpccitncntd values of t i t i i sob  
ropy constants, we f incl 6, arounc~ 60 A for t l y  B A, wIiicIi is 
still rather high: probably the local clisorclcr i n  tlic fllnr striic- 
ture much reduces A , ,  ancl tlicreforc recluccs (Y/,. Stnrtiiig 
from these assumptions, we are clevcloping thc fi)llowing 
model. 
We take into account ihc roughness or our f h s ,  a r ~ l  
make the hypothesis that ningnctizaticm changcs lire donii- 
nated by domain wall displncenients, A domain wdl  pt\ssiq 
through a region with 12 atomic layers will liiivc tin cncrgy par 
unit length proportional to H J ( A ~ K ~ =  Jlr J ( ~ A , ~ K , / [ / )  ,J I 
C, Chappsrt and P. Bruno 8740 
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strain due to non-matching lattice parameters of adjacent layers. In heterostructure systems, strain usually 
results from the lattice mismatch η of a material A deposited on material B: 	   𝜂 = 𝑎! − 𝑎! /𝑎! (1.29)  
where a is the lattice parameter of material A or B. Two regimes should be distinguished. If the lattice 
mismatch between the lattice parameters is not too large, minimizing the total energy leads to a situation 
whereby, below a critical thickness tc, the misfit can be accommodated by introducing a tensile strain in one 
layer and a compressive strain in the other, such that ultimately the two materials A and B adopt the same in-
plane lattice parameter. This regime is called the coherent regime, the lateral planes are in full lattice-registry. 
The strain as well as tc depends strongly on the specific geometry (bilayer, sandwich, film on a substrate, 
multilayer, etc.). For a general multilayer A/B in the coherent regime, minimization of the elastic energy 
(!! 𝑡𝐸𝜀!), yields in good approximation: 	   𝜀! = −𝜂/ 1 + 𝑡!𝐸! /𝑡!𝐸! (1.30)  	   𝜀! = 𝜂+𝜀! (1.31)  
with EA and EB the elastic moduli of layer A and B, respectively. 
For other geometries, analogous relations can be derived. Assuming that layer A is the magnetic layer, 
substitution of 𝜀! in Eq. (1.30) gives the magneto-elastic contribution to the anisotropy 𝐾!",!!"# = !! 𝜆𝐸!𝜀!. In 
principle, this contribution contains the thickness of the magnetic layer tA, and therefore may obscure the 
simple analysis in terms of volume and interface contributions. In the specific cases of tA << tB, and tA/tB = 
constant, the magneto-elastic anisotropy is independent of tA and contributes only to KV: 	   𝐾!",!!"# = 32 𝜆𝐸!𝜂 (1.32)  
The elastic energy associated with the coherent situation is proportional to the strained volume. 
Increasing the thickness of layer A will therefore increase the elastic energy. This energy increase will not 
persist. At a certain critical thickness tc, it becomes energetically more favourable to introduce misfit 
dislocations which partially accommodate the lattice misfit, allowing the uniform strain to be reduced. The 
lattice registry is then partially lost and the layers becom partially coherent or in short incoherent. In the 
special case of a single layer A on a rigid substrate, the residual strain εA can be assumed to be uniform 
within the layer and written as 	   𝜀! = −𝜂𝑡!/𝑡! (1.33)  
,where tc, in first approximation, is given by46 	   𝑡! = 𝐺𝑏8 𝜂 𝐸! (1.34)  
Here E is the simple expression for the energy of a dislocation, 𝐸 = !!𝐺𝑏!, where b is the Burgers vector of 
the dislocation and G the shear modulus.  
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Figure 1.14 Theoretical thickness dependence of (a) the strain and (b) the MAE times the layer thickness in 
the coherent and incoherent regime. 
 
The critical thickness tc in the case of a thin layer A sandwiched between two identical layers B is four times 
larger since two layers B are elastically deformed, while there are two interfaces A/B to mediate the stress. 
As consequence of the Eq. (1.33), the contribution of the magneto-elastic energy, Eq. (1.28), also contains 
the 1/t dependence.  
Following the common analysis of anisotropy data as introduced by Eq. (1.27), this contribution, which is 
essentially generated in the volume, will emerge as an apparent interface contribution for the incoherent 
growth regime: 	   𝐾!" = 32 𝜆𝐸!𝜂𝑡!/𝑡! (1.35)  
By substituting 𝐾!" = !!𝐾!",!!"# /𝑡!, the interface anisotropy is found to be: 	   𝐾!",!!"# = 34 𝜆𝐸!𝜂𝑡! (1.36)  
Figure 1.14 illustrates the transition between the coherent and incoherent regime and the resulting effect 
observed in the magnetic anisotropy. Thus, a separate interpretation of the magnetic anisotropy must be 
made in the regions above and below tc. In the coherent region below tc, the volume anisotropy KV 
incorporates shape anisotropy, magnetocrystalline anisotropy (KMCA) and strain anisotropy (Kme,V), with 
interface anisotropy being solely Néel -type. 	   𝐾! = 𝐾! (1.37)  	   𝐾! = − 12 𝜇!𝑀!! + 𝐾!"# + 𝐾!",!!"#  (1.38)  
with 𝐾!",!!"#  as in Eq. (1.32). In this region, the influence of misfit strain thus appears as a volume 
contribution to anisotropy. 
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 In the incoherent region above tc, the distinctive form of volume strain represented by Eq. (1.33) has 
been shown to lead to an apparent interface contribution: the magneto-elastic interface anisotropy45, so that: 	   𝐾! = 𝐾! + 𝐾!",!!"#  (1.39)  	   𝐾! = − 12 𝜇!𝑀!! + 𝐾!"# (1.40)  
with 𝐾!",!!"#  as in Eq. (1.36). Figure 1.14(b) schematically illustrates the expected dependence of 𝐾!"" ∙ 𝑡 on t, 
with a marked kink appearing at the critical thickness. Most apparent example for this situation is the Cu/Ni 
sandwiched system.47  
Magnetic anisotropy can be deduced from the dynamical response of the magnetic system or from the 
static response. The dynamic response of the magnetic layers can be measured by ferromagnetic resonance 
and Brillouin light scattering. The static response can be measured by torque magnetometry, torsion 
oscillating magnetometry, the magneto-optical Kerr effect and various techniques which measure the 
magnetic moment, such as vibrating sample magnetometry, superconducting quantum interference device 
magnetometry, alternating gradient magnetometry, pendulum magnetometry, Faraday balance, etc. In 
particular magnetization and torque measurements are frequently employed to determine the magnetic 
anisotropy. However, the underlying physical origins of the magnetic anisotropy can be traced through 
interpretation of deliberated electronic band structure calculations of the magnetic systems. The remaining of 
this chapter will be devoted to introduce, at first, the theoretical calculations considering bulk systems. And 
then, the physical origin of the magnetic anisotropy in some systems with broken symmetry, e.g. an ultrathin 
film, will be discussed. 
 
1.2.2. Microscopic origin of magnetic anisotropy 
 
For a theoretical description of the basic properties of ferromagnetic materials, it is sufficient to use 
non-relativistic quantum mechanics. In that picture, there is absolute freedom in the choice of the spin 
quantization axis. Therefore, non-relativistic quantum mechanics leads to a description of ferromagnetism in 
which the free energy of the system is independent of the direction of the magnetization. This is in 
contradiction with the experimental facts, i.e. the free energy of the magnetic system depends on the 
magnetization direction, which indicates that the magnetization generally lies in some preferred directions 
with respect to the crystalline axes and/or to the external shape of the body. 
The energy involved in rotating the magnetization from a direction of low energy (easy axis) towards a 
one of high energy (hard axis) is typically of the order of 10-6 to 10-3 eV/atom. This anisotropy energy is thus 
a very small correction to the total magnetic energy. It actually arises from relativistic corrections to the 
Hamiltonian, which breaks the rotational invariance with respect to the spin quantization axis: these are the 
dipole-dipole interaction and the spin-orbit coupling (SOC). 
The earliest mechanism proposed to explain the magnetic anisotropy (MA) was the magnetic dipole 
interaction between spins.48 This interaction contains a term depending on the direction of the spins with 
respect to the line joining them, and such terms are naturally structure dependent since they depend on the 
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actual position of the spins in the lattice. In an itinerant ferromagnet like Fe, Co, or Ni, the magnetic moment 
is not localized, so that the local density of magnetization, m(r), needs to be considered. The expression of 
the dipole-dipole Hamiltonian is48 
	   ℋ!"#. = 𝜇!!2 𝑑𝐫𝑑𝐫! 1𝐫 − 𝐫! !× 𝐦 𝐫 ∙𝐦 𝐫! − 3 𝐫 − 𝐫! ∙𝐦 𝐫 𝐫 − 𝐫! ∙𝐦 𝐫𝐫 − 𝐫! ! 	   (1.41)  
where 𝐦 𝐫  is the magnetization density operator, expressed in µB per unit volume. This result is clearly 
interpreted as resulting from the interaction between the magnetization and the dipolar field created by the 
magnetization from the whole ferromagnet. Under the certain approximation,48 the dipolar Edip. is obtained 
by replacing the ℋ!"#., the operator 𝐦 𝐫  by its expectation value m(r). If the magnetization distribution 
within each atomic cell is not spherical, then its expansion in multipoles includes not only a dipolar moment, 
but also higher multipoles like quadrupoles, octupoles, etc. However in 3d transition metals, the 
magnetization distribution is almost spherical, and can safely be replaced by the dipolar magnetic moment mi 
(i being the atom index), so that the dipolar energy can be expressed as 
	   𝐸!"#. = 𝜇!!2 1𝑟!"! 𝐦! ∙𝐦! − 3 𝑟!" ∙𝐦! 𝑟!" ∙𝐦!𝑟!"!!!! 	   (1.42)  
Remembering that all moments are parallel, as a consequence of the dominating exchange interaction, Edip. 
may be rewritten as 	   𝐸!"#. = 𝜇!!2 𝐦!𝐦!𝑟!"! 1 − 3cos!𝜃!"!!! 	   (1.43)  
where 𝜃!" is the angle between two magnetic moments. This expression clearly displays the fact that dipole-
dipole interaction contributes to the magnetic anisotropy. For a given pair (i,j) the dipolar energy is minimum 
when the moments are parallel to each other. As expressed in Eq. (1.43), the dipolar interaction decreases 
slowly as a function of the distance 𝑟!", i.e. 𝑟!,!!!; thus the summation over the pairs (i,j) converges very 
slowly. As a consequence, the dipolar field 𝐇!"#. 𝑖  experienced by a given moment mi depends significantly 
on the moments located at the boundary of the sample, and this results in the shape anisotropy. The shape 
anisotropy is expressed as follow: 	   𝐸!"#$% = − 12 𝑑𝑉𝑴 𝐫 ∙ 𝐇! 𝐫.! 	   (1.44)  
The magnitude 𝑴 𝐫  is essentially constant, equal to the bulk value MV throughout the sample, and zero 
outside; however, near the interface, it can deviate from MV (this deviation accounts for the possible 
enhancement or reduction of M in the ferromagnet, as well as for the possible induced magnetization in the 
neighboring material). Thus, the total shape anisotropy can be separated into a volume term and a surface 
term. The volume term is obtained by taking M equal to its bulk value, whereas the surface term is due to the 
departures from MV near the interface. For a body of arbitrary shape, the dipolar field 𝐇! 𝐫  depends on the 
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position r; however, if the body has the shape of an ellipsoid, 𝐇! will be uniform throughout the sample. It is 
commonly expressed as 	   𝐇! = −4π𝐃 ∙𝑴! 	   (1.45)  
where D, the demagnetizing tensor can be shown to satisfy tr𝐃 = 1. Then, the shape anisotropy per unit 
volume then is 	   𝐸!"#$%! = −2π𝑴! ∙ 𝐃 ∙𝑴! 	   (1.46)  
The demagnetizing tensors for simple limit cases are: 
i) For a sphere, 
	   𝐃 = 1 3 0 00 1 3 00 0 1 3 	   (1.47)  
ii) For a infinite revolution cylinder of axis parallel to z, 
	   𝐃 = 1 2 0 00 1 2 00 0 0 	   (1.48)  
iii) For a plate of infinite lateral extension, with the normal parallel to z, 	   𝐃 = 0 0 00 0 00 0 1 	   (1.49)  
The case of a plate of infinite lateral extension is relevant for layered systems such as ultrathin films and 
multilayers; for such systems, the volume shape anisotropy is 	   𝐸!"#$%! = 𝐾!"#$%! sin!𝜃	   (1.50)  
with 	   𝐾!"#$%! = −2π𝑀!!	   (1.51)  
and where θ is the angle between the normal to the plane and magnetization direction. It favors an in-plane 
orientation of magnetization direction. For Fe, Co, and Ni, 2π𝑀!! is equal to 19.2 Mergcm-3 (= 1.41 × 10-4 
evatom-1), 13.4 Mergcm-3 (= 9.31 × 10-5 evatom-1), and 1.73 Mergcm-3 (= 1.18 × 10-5 evatom-1), 
respectively. These values are larger than the volume magnetocrystalline anisotropy constants, c.f. Table 1, 
so that, in comparatively thick films, the shape anisotropy dominates both the volume and the surface 
magnetocrystalline contributions, and the magnetization lies in the film plane.  
The surface contribution to the shape anisotropy is easily calculated by considering infinitesimal slices 
parallel to the surface, 	   𝐸!"#$%! = 𝐾!"#$%! sin!𝜃	   (1.52)  
with 	   𝐾!"#$%! = −2π 𝑀 𝑧 −𝑀! 𝑑𝑧!!! + 𝑀! 𝑧 𝑑𝑧!!! ≈ −2π𝑀!𝑀!	   (1.53)  
in above equation, z <0 (respectively z > 0) corresponds to the interior (exterior) of the ferromagnetic body, 
and the excess surface magnetization MS per unit area is defined by 
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   𝑀! = 𝑀 𝑧 −𝑀! 𝑑𝑧!!! + 𝑀 𝑧 𝑑𝑧!!! 	   (1.54)  
The magnitude of the surface shape anisotropy can be obtained from electronic structure calculations of the 
layer-dependent magnetization near surfaces and interfaces. For Fe,49 the magnetization is enhanced at the 
surface Fe(001), and 𝐾!"#$%! = −0.27  erg ∙ cm!!; the enhancement is slightly less at a Fe/Ag(001) interface, 
and 𝐾!"#$%! = −0.12  erg ∙ cm!! . For Ni,50 𝐾!"#$%! = −0.017  erg ∙ cm!!  for the Ni(001) surface, and 𝐾!"#$%! = 0.025  erg ∙ cm!!  for the Ni/Cu(001) interface, where the magnetization is reduced. These 
examples indicate that the shape surface anisotropy contributes only weakly to the total surface anisotropy. 
In particular, in any case, the shape surface anisotropy can never lead to a perpendicular easy axis in ultrathin 
films. 
The dipolar interactions also contribute to the MCA. For cubic systems, a non-zero anisotropy would 
arise from higher terms in the multipolar expansion of the magnetization density, but this is quantitatively 
negligible. In the case of layered systems such as ultrathin films and multilayers, the symmetry of cubic 
crystal under strain is lowered, so that anisotropy terms of order 2 become allowed. Thus, the dipolar 
interaction should contribute to the magneto-elastic constants of cubic materials. Furthermore, owing to the 
lowered local symmetry at a surface, even for cubic crystals, the dipolar interactions give a non-zero 
contribution to the surface crystalline anisotropy. However, these values are considerably small. Actually, 
the effect of the dipolar interactions appear to be almost entirely contained in the volume shape anisotropy, 
which depends on the magnetic material in a rather trivial way; via the magnitude of the (bulk) 
magnetization MV. For all other terms (magneto-elastic anisotropy, volume and surface crystalline 
anisotropies), the dipolar contribution is quantitatively not important. 
To explain the origin of magneto-elastic anisotropy, volume and surface crystalline anisotropies, some 
mechanisms must be found for coupling the atomic spins in a metal to the crystal axes. In 1931, Bloch and 
Gentile51 suggested that this might be provided by SOC together with the coupling of the electronic orbits to 
the crystal by the crystal field. The crystal field in a ferromagnetic is sufficiently strong to maintain a definite 
orientation of the orbital momenta of the d electrons, which are mainly responsible for ferromagnetism, 
relative to the crystal axes even in the presence of an external magnetic field. Due to SOC the electron spins 
are also affected slightly by the crystal field so that the energy of the electrons in a magnetic field is not quite 
independent of spin orientation. However, in the bulk systems, it is not easy to calculate the 
magnetocrystalline anisotropy energy (MAE) even from the first principles, because of the small difference 
in the total energy between the easy and hard axis. At low temperature (T = 4.2 K), MAE is of the order of 
60 µeV for (uniaxial) hcp Cobalt43 and for cubic iron and nickel it is a factor of 50 smaller.41 Daalderop et 
al.52 had performed the first principles calculation to predict the MAE for crystalline Fe, Co and Ni within 
the local-spin-density approximation, however values from the calculation turned out that the quantitative 
prediction of MAE for the bulk systems are not coincided well with the experimental results. It is not easy to 
calculate the total energy difference with respect to the magnetization direction within the µeV level. 
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However, these total energy difference could be enlarged in the broken symmetry systems, such as an 
ultrathin film. A very thin crystal of a cubic metal such as nickel is no longer truly cubic, and this departure 
from cubic symmetry is reflected in the nature of the electronic states. One therefore can anticipate the 
appearance of terms of lower than cubic in the MAE. Owing to the reduced symmetry at a surface an 
additional anisotropy effect is expected there. This is the “Surface magnetic anisotropy”, and it defines a 
preferred direction of the surface magnetization with respect to the surface plane. Bennett and Cooper53 have 
considered the interface anisotropy by using an itinerant-electron picture. By making use of perturbation 
theory they have shown that at the surface an anisotropy of uniaxial symmetry arises by the second-order 
SOC contribution. Inside the bulk there are only the fourth-order contributions, which lead to the well-
known bulk anisotropy. 
The SOC is responsible for the MCA and orbital moment of ferromagnets, and it has been discussed.54,55 
Especially, Van Vleck56 proposed that electron states with different orbital character which are split due to 
the hybridization with neighboring atoms in a lattice and having different population interact with the spin. 
This interaction gives rise to the anisotropy of its ground-state energy. 
One can deduce spin-orbit Hamiltonian from the relativistic theory of the electron, which relies on the 
Dirac equation. In the limit of low velocities (order of 𝑣! 𝑐!), the Dirac equation reduces to the Pauli 
equation, which is essentially a Schrödinger equation with relativistic corrections; the Pauli Hamiltonian 
writes 	   ℋ!"#$% = 𝐩!2𝑚 − 𝑒Φ − 𝐩!8𝑚!𝑐! + 𝑒ℏ!8𝑚!𝑐! div𝐄 + 𝑒ℏ4𝑚!𝑐! 𝝈 ∙ 𝐄×𝐩  (1.55)  
The interpretation of the various terms is as follows: The first two terms are respectively the non-relativistic 
kinetic energy and the electrostatic potential energy; they form the non-relativistic Hamiltonian. The third 
term is the relativistic mass-velocity correction. The fourth term is the Darwin correction, which accounts for 
the fact that, within the relativistic theory, the electron is sensitive to the electric field E over a lengthscale of 
the order of the Compton wavelength 𝜆! = ℏ 𝑚𝑐 . The third and fourth terms are independent of the spin 𝐒 = 𝝈 2; they are often combined with the non-relativistic terms to form the so-called scalar-relativistic 
Hamiltonian. The last term is the spin-orbit coupling (ℋ!.!.). It can be interpreted as the coupling between 
the spin of the electron and the magnetic field created by its own orbital motion around the nucleus. As the 
orbital motion itself is directly coupled to the lattice via the electric potential of the ions, this term provides a 
contribution to the magnetocrystalline anisotropy. The spin-orbit term is large essentially in the 
neighborhood of the nucleus, where, to a fairly good approximation, the potential is spherically symmetric; 
then the electric field writes 	   𝐄 = − 𝐫𝑟 𝑑𝚽𝑑𝑟  (1.56)  
so that the spin-orbit Hamiltonian, ℋ!.!., can be expressed as 	   ℋ!.!. = −𝑒ℏ4𝑚!𝑐!𝑟 𝑑𝚽𝑑𝑟 𝝈 ∙ 𝐄×𝐩 = −𝑒ℏ2𝑚!𝑐!𝑟 𝑑𝚽𝑑𝑟 𝑳 ∙ 𝑺 = 𝜉 𝑟 𝑳 ∙ 𝑺	   (1.57)  
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As the magnetism of transition metals is due to the d electrons, it is sufficient to consider only the spin-orbit 
interaction for d electrons. Thus, the SOC finally writes 	   ℋ!.!. = 𝜉𝑳 ∙ 𝑺	   (1.58)  
where ξ, the spin-orbit constant, is the radial average of ξ(r) over d-orbitals. 
As mentioned above, it is commonly accepted view that SOC is responsible for the MCA in 
ferromagnetic systems. Furthermore, under the certain assumptions, Bruno57 has shown that SOC is able to 
induce very large anisotropy energies in ultrathin films (as compared to bulk materials), and anisotropic 
effects can also be reasonably expected for the orbital magnetic moment. In other words, the anisotropy of 
the spin-orbit energy is directly related to the anisotropy of the orbital moment according to 	   ∆𝐸!.!. = C 𝒎!∥ −𝒎!! 	   (1.59)  
where C > 0 is a proportionality constant, and 𝒎!∥ ,𝒎!! are in-plane and out-of-plane orbital moments, 
respectively. 
More specifically, Bruno’s relationship can be traced through the calculation of matrix elements of the 
anisotropic spin-orbit interaction (SOI) and the orbital moment using perturbation theory. 
The SOI within the d shell 	   ℋ!.!. = 𝜉𝑳 ∙ 𝑺 = 𝜉 𝐿!𝑆! + 𝐿!𝑆! + 𝐿!𝑆! 	   (1.60)  
has the effect of mixing different d orbitals and the spin-up ↑  and spin-down ↓  states. If one choose the 
spin quantization axis 𝑧 along the magnetization direction then the components 𝑆! , 𝑆! , 𝑆!  of the spin S in 
the crystal frame can be expressed in terms of the components 𝑆! , 𝑆! , 𝑆!  in the rotated spin frame 𝑥, 𝑦, 𝑧  
by 𝑆! = 𝑆!cos𝜙cos𝜃 − 𝑆!sin𝜙 + 𝑆!cos𝜙sin𝜃 , 𝑆! = 𝑆!sin𝜙cos𝜃 + 𝑆!cos𝜙 + 𝑆!sin𝜙sin𝜃 , and 𝑆! =−𝑆!sin𝜃 + 𝑆!sin𝜙sin𝜃. This gives the following expressions for 𝑯!"#, 𝑧 ∥ 𝑥, 𝑦  or  𝑧 
 	   𝑯!"# ∥ 𝑥:          ℋ!.!.! = 𝜉 𝐿!𝑆! + 𝐿!𝑆! − 𝐿!𝑆! 	   (1.61)  	   𝑯!"# ∥ 𝑦:          ℋ!.!.! = 𝜉 −𝐿!𝑆! + 𝐿!𝑆! − 𝐿!𝑆! 	   (1.62)  	   𝑯!"# ∥ 𝑧:          ℋ!.!.! = 𝜉 𝐿!𝑆! + 𝐿!𝑆! + 𝐿!𝑆! 	   (1.63)  
 
The angle-dependent orbital moment 𝑚!! = − 𝐿! 𝜇!/ℏ  is calculated by use of the second-order 
perturbation theory expression57 
	   𝐿! = 2𝜉ℏ! 𝜙!! 𝒌 𝐿! 𝜙!! 𝒌
!
∆!"!,!,!,! 𝜒! 𝑆! 𝜒! = 𝐿!! − 𝐿!! 	   (1.64)  
where the sum extends over filled states n and empty states m within the spin-up and spin-down manifolds 
(index j) and 𝜙!! 𝒌  denotes a zeroth-order band state associated with spin function 𝜒!, where 𝜒! 𝑆! 𝜒! =±1/2. Note that the coupling between filled pairs of states or empty pairs of states does not need to be 
considered since the spin-orbit induced terms cancel each other for any pair. Also, to first-order 𝑚!! does not 
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depend on the mixing of spin-up and spin-down states by the SOI, since the relevant matrix elements 𝑑!𝜒! 𝐿! 𝑑!𝜒! = 0.  
Thus there are no spin-flip contributions to the orbital moment. 
	   ℋ!.!.! =
𝜉!4ℏ! 𝜙!! 𝒌 𝐿! 𝜙!! 𝒌
!
∆!"!,!,!,!
+ 𝜙!! 𝒌 ℋ!.!.! 𝜙!!! 𝒌 !∆!"!,!,!,!,!! = 𝐸!!! + 𝐸!!!! 	  
(1.65)  
 
where the terms 𝐸!!!  and 𝐸!!!!  represent the contributions from states of the same and opposite spin, 
respectively, and the sums extend over filled states (n,j) and empty states 𝑚, 𝑗  and 𝑚, 𝑗! . 
In the case of 𝐸!!!! = 0, 	   ℋ!.!.! = 𝐸!!! = 𝐿!! − 𝐿!! 	   (1.66)  
showing the direct correlation between the orbital moments of the spin-up and spin-down manifolds and the 
spin-orbit energy. In general, a direct proportionality between the orbital moment and the spin-orbit energy 
can be obtained only if 𝐿!! = 0, i.e. if the spin-up (majority) band is full. In the limit of a vanishing 
exchange splitting the orbital moment vanishes 𝐿!! = 𝐿!! , and so does the spin-orbit energy 𝐸!!! =𝐸!!!! . 
With the sign convention used by Bruno57, the magnetocrystalline anisotropy energy is given by 	   ∆𝐸!.!. = ℋ!.!.! − ℋ!.!.! = ℋ!.!.! − ℋ!.!.∥ 	   (1.67)  
More compactly, 	   ∆𝐸!.!. ≈ 𝜉𝑺 ∙𝒎!↓ 	   (1.68)  
Where 𝒎!↓  denotes the orbital magnetic moment in the spin-down (minority) band. Therefore, the 
magnetocryaslline anisotropy energy can be expressed as: 	   𝐸!"# ≈ 𝜉 𝒎!! −𝒎!∥ ↓	   (1.69)  
However, in general, the coupling between spin-up and spin-down states cannot be ignored, neither 
assumes that the majority spin band is filled. (Taking into account holes in the spin-up (majority) band) 	   𝐸!"# ≈ 𝜉 𝒎!! −𝒎!∥ ↓ − 𝒎!! −𝒎!∥ ↑ 	   (1.70)  
It states that the MCA is no longer proportional to the anisotropy of the orbital magnetic moment but to the 
difference between orbital magnetic moment of the spin-up and spin-down contributions. 
By using simple arguments as mentioned above, the relationship between the crystalline anisotropy of 
the system and the magnitude of its magnetic anisotropy can be explained. Therefore, one can have 
quantitative explanations for the fact that lowered symmetry systems exhibit much larger anisotropies than 
bulk cubic materials. 
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However, the anisotropy resulted from SOC depends in a complicated manner on the band structure of 
the material.54 In that context, first-principles calculations have been done by various authors58,59 to 
demonstrate the relationship between the band structure of the material and MAE. Most actively researched 
systems were the Co based multilayer systems, which shows a good agreement between calculations and 
experimental results.  
In order to understand such multilayer systems, the electronic band structure of the simplest case, e.g. 
the Co monolayer, need to be considered, then MAE can be calculated based on that electronic band 
structure. When both exchange interaction and SOC terms are included in the Hamiltonian, the total energy 
depends on the direction cosines of the magnetization vector. One can define the MAE as the difference in 
the total energy when the magnetization is oriented along a direction 𝐧 = 𝐧 𝜃,𝜙 , and when it is oriented 
perpendicular to the Co plane. 𝜃 and 𝜙 are polar coordinates with respect to a rectangular coordinate system 
which is defined with respect to the crystal structure. The z axis of the coordinate system can be chosen 
normal to the plane of the Co monolayer, and the y axis can be chosen along a nearest-neighbor direction. 
The MAE is conveniently approximated by the difference in the sums of the Kohn-Sham eigenvalues:52 	   ∆𝐸 𝐧 = 𝐸 𝐧 − 𝐸 𝐳 = 𝜀𝐷 𝜀,𝐧!! 𝐧. 𝑑𝜀 − 𝜀𝐷 𝜀, 𝐳!! 𝐳. 𝑑𝜀	   (1.71)  
where 𝐷 𝜀,𝐧  is the DOS when the magnetization is directed along 𝐧. (Neglect the dependence on the 
azimuthal angle 𝜙, since it is expected to be very small because of the high in-plane symmetry). 
Using the band structure of the Co monolayer, the Fermi energy 𝜀! 𝐧 , can be calculated as a function 
of the band filling q of this band structure.52 An anisotropy energy curve ∆𝐸 𝑞  can then be obtained from 
Eq. (1.71) with 𝐧 = 𝐱. 
The band structure 𝜀!𝒌! along the high-symmetry lines Γ-Κ-Μ-Γ in the two-dimensional Brillouin zone 
(BZ) is shown in Figure 1.15 for the majority-spin (dashed curves) and minority-spin bands (solid curves). 
Here n is the band index and k is the two-dimensional Bloch wave vector. Only the energy range of the d 
bands is shown and the Fermi energy (corresponding to nine valance electrons) is denoted by the horizontal 
solid line.58 The d band which is singly degenerated at Γ, which disperses upwards in the directions of Κ and 
Μ and which is essentially flat between Κ and Μ, has mainly 𝑑!!!!!! character (l = 2, ml = 0). The small 
dispersion is caused by the small overlap of 𝑑!!!!!! orbital on neighboring Co atoms. In contrast, the bands 
with mainly 𝑑!!!!! and 𝑑!" character (l = 2, |ml| = 2) show the largest dispersion. The dispersion of the 
bands with 𝑑!" and 𝑑!" character (l = 2, |ml| = 1) is intermediate. Because the plane of a monolayer is a 
mirror plane, the eigenstates of the bands are either odd in z (with 𝑑!", 𝑑!" character, |ml| = 1) or even in z 
(|ml| = 0, 2). The orbital (|ml|) projected densities of states corresponding to the band structure shown in 
Figure 1.15 are shown in Figure 1.16 for the majority-spin (dashed-curves) and minority-spin (solid-curves) 
states. The bandwidths for the three types of orbitals differ considerably as a consequence of the 
directionality of the orbitals. The m = 0 density of states is extremely narrow and exhibits a peak originating 
in the nearly dispersionless portion of the band around Κ-Μ. The |ml| = 1 density of states consists of two 
peaks; the bonding states are located in a region of the BZ away from Γ but including Κ and Μ; The 
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antibonding states in a region containing Γ and Μ but not Κ. The |ml| = 2 density of states is very broad, 
without any pronounced structure. The m = 0 and |ml| = 1 majority-spin states are completely filled. The 
large dispersion of the |ml| = 2 states combined with the hybridization with the free electronlike states leads 
to a tail in the majority-spin density of states with |ml| = 2 character above the Fermi energy; all the holes in 
the majority-spin bands have |ml| = 2 character so that ∆𝑛!"#. = 0.13 where ∆𝑛! is the electron density in the 
spin subbands. For the minority-spin states, the situation is reversed. There are peaks in the minority-spin 
densities of states for both m = 0 and |ml| = 1 above the Fermi energy whereas the broad peaks in the |ml| = 2 
density of states are below 𝜀!. Thus ∆𝑛!"#. = −0.19. 
In Figure 1.17 the band structure including SOC is shown along the along the high-symmetry lines Γ-Κ-
Μ2-Γ- Μ1, where 𝐧 = 𝐱 (dashed curves) and 𝐧 = 𝐳 (solid curves). Here 𝑴! = !!𝑮! and 𝑴! = !!𝑮!, where 
G1,2 are the reciprocal lattice vectors and G2 || x. These M points are equivalent in the absence of SOC. The 
most obvious, visible effect upon rotating 𝐧 is the changed splitting of energy bands, which were degenerate 
in the absence of spin-orbit interactions (SOI). However, all energy bands change on a scale of 1-10 meV 
and this could result in an significant anisotropy energy. 
 
 
 
 
 
 
Figure 1.15 Majority-spin (dashed) and minority-spin (solid) band structure of Co monolayer along the high-
symmetry lines of the two-dimensional Brillouin zone in the energy range of the d bands. The Fermi energy 
is denoted by the horizontal line. The predominant character of the minority-spin eigenstates at the high-
symmetry points is indicated. [59] 
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Figure 1.16 Majority- (dashed) and minority-spin (solid) orbital projected d density of states with ml = 0 
(top), |ml| = 1 (middle), and |ml| = 2 (bottom), corresponding to the band structure shown in Figure 1.15. The 
Fermi energy corresponding to an occupancy of nine electrons is indicated by the vertical lines. 
	  
	  
 
Figure 1.17 Band structure of Co monolayer along high-symmetry lines of the two-dimensional Brillouin 
zone, where SOC has been included. Solid curve, magnetization parallel to z; dashed curve, parallel to x. M1 
and M2 are the M points along the reciprocal lattice vectors G1 and G2, respectively, where G2||x. [59] 
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Figure 1.18 Top three panels: anisotropy energy contributed by Γ, Κ, and Μ1 (solid curve) Μ2 (dashed curve), 
as a function of the energy corresponding to variable band filling of the fixed band structure. The arrows 
indicate the position of the energy levels; a double arrow is used to denote doubly degenerate eigenstates. 
Upward (downward) pointing arrows denote minority- (majority-) spin eigenstates. The actual Fermi energy 
is indicated by the vertical lines.[59] 
 
As pointed out by Daalderop et al.,58 the anisotropy energy curve of a monolayer can be understood by 
analyzing the eigenstates and energies at the high symmetry points Γ, Κ, and Μ only. The contributions to 
the anisotropy energy from these k points are shown in the top three panels of Figure 1.18. The total 
anisotropy energy curve, shown in the bottom panel, is obtained by summing the weighted contributions 
from each k point. The eigenstates have mainly d character, and the predominant magnetic quantum number 
character, |ml|, of the d partial wave is also indicated. The contributions from M1 and M2 are indicated by the 
solid and the dashed curves, respectively. Since the anisotropy energy curve is very similar to that obtained 
from a full calculation, it can be understood in essence by analyzing Γ, K, and M only.58  
At a single k point, two types of contributions to the anisotropy energy can be distinguished. One type is 
caused by the existence of degenerate energy levels at high symmetry points. Degenerate energy levels at the 
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Fermi energy are split by the SOI into energy levels lying above and below the Fermi energy. The total 
energy of the system is thereby reduced by an amount, which depends on the direction of the magnetization 
since the spin-orbit splitting depends on the direction. Spin-orbit splitting of degenerate levels at the Fermi 
energy thus contributes to the anisotropy energy. “True” twofold degeneracies only exist at the high-
symmetry points Γ and K. For the “true” degeneracies, the corresponding eigenstates will involve partial 
waves with (l,ml) and (l,−ml) character, where l = 2 and ml = 2 or ml = 1. The SOC splits the degenerate 
energy bands by 𝑚𝜉 cos𝜃 . If perturbative coupling to other bands is neglected, the degeneracy is not lifted 
when 𝐧 = 𝐱 𝜃 = !! . True degeneracies at the Fermi energy therefore give a contribution to the anisotropy 
energy which favors the perpendicular orientation 𝜃 = 0 . 
The second type of contribution is due to the SOI coupling eigenstates 𝜓! and 𝜓! with energies 𝜀! above 
the Fermi energy. If the level splitting ∆!"= 𝜀! − 𝜀! is much larger than the SOC parameter ξ one can use 
perturbation theory to deduce the contribution to the anisotropy energy. The contribution from each pair of 
states is given by 𝑤𝒌∆𝐸!", where (the sign convention is opposite to Eq. (1.67)) 	   ∆𝐸!" = 1∆!" ℋ!"!" 𝐱 ! − ℋ!"!" 𝐳 ! 	   (1.72)  
and ℋ!"!" 𝐧 ≡ 𝜓! ℋ!" 𝐧 𝜓! . This contribution to the anisotropy energy can favor either a perpendicular 
orientation, or an in-plane orientation of the magnetization, depending on the spins and symmetry of the 
states i and j. A large contribution from the perturbative coupling between states on either side of the Fermi 
energy to the anisotropy energy can be calculated. For example, for the |𝑚𝜎 = |0 ↓  and |±1 ↑  eigenstates 
at Γ, the relevant matrix elements for the anisotropy energy are 
	   0 ↓ 𝓗𝑺𝑶 ±1 ↑ = 𝜉2 0 −sin𝜃𝑙! + cos𝜃𝑙! + 𝑖𝑙! ±1 = 𝜉2 cos𝜃 ∓ 1 32	   (1.73)  
Therefore, 	   ∆𝐸!↓,!!↑ + ∆𝐸!↓,!!↑ = 𝑝 ! 𝜉!4∆!↓,±!↑	   (1.74)  
where 𝑝 ! = 2× !!,   ∆!↓,±!↑  = −2.81  eV, and ξ = 72 meV. Despite the fact that ∆!" is larger than the d-band 
width, the contributed anisotropy energy is large, of the order of 𝑤𝚪×1.4meV = 0.23  meV and favors a 
perpendicular magnetization. 
For example, the same strategy also can be applied to interpret the MAE in the multilayer systems, such 
as Co/Ni multilayer. Figure 1.1960 shows the band structure of the superlattice Co(2 MLs)/Ni(4 MLs), MLs : 
monolayers, when the magnetization is in-plane and out of plane. The energy and wave vectors at which 
degeneracy lifting can be observed depend on the magnetization direction. The degeneracy lifting mostly 
happens between bands, which would simply cross each other if SOC were ignored. The most important 
lifting can be observed for magnetization perpendicular to the interfaces.  
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Figure 1.19 Band structure of the Co(2 MLs)/Ni(4 MLs) superlattice for magnetization (a) parallel and (b) 
perpendicular to the interfaces. The circles and squares show the most important degeneracy lifting induced 
by spin-orbit coupling.[61] 
 
In this case, the degeneracy between flat d bands is lifted along the whole Γ-Α direction. One of these 
lifting occurs exactly at the Fermi energy when the magnetization is out of plane, lowering the energy of one 
band while the other band becomes unoccupied. The corresponding two bands (which are linear 
combinations of Ni dxz and dyz atomic orbitals) are degenerated with a very low negative energy for in-plane 
magnetization. As described earlier, like Co monolayer case, even for this superlattice, which shows a clear 
band lifting at the Fermi energy, the sign of the MCA energy cannot be predicted only from the analysis of 
the band degeneracy lifting induced by SOC. 
As explained above, to better understand the sign of the MCA energy, one must calculate the ground-
state energy correction induced by SOC in the second-order perturbation theory and identify the electron 
states which make the most important contribution to this correction. The ground-state energy correction is 
given by57 (same expression as Eg. (1.72) but with different notations) 
	   ∆𝐸 = 𝜓!𝒌 ℋ!.!. 𝜓!𝒌 !∆𝐸!"!!𝒌!!!!!𝒌!!! 	   (1.75)  
The matrix elements of the SOC Hamiltonian, which appear above equation couple occupied and unoccupied 
Bloch states with the same Block vector k.  
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FIG. 5. (Color online) Band structure of the Co(2 MLs)/Ni
(4 MLs) superlattice for magnetization (a) parallel and (b) perpen-
dicular to the interfaces. The (red) circles and squares show the most
important degeneracy lifting induced by spin-orbit coupling.
are degenerated with a very low negative energy for in-plane
magnetization. Even for this superlattice, which shows a clear
band lifting at EF , the sign of the MCAE cannot, however, be
predicted only from the analysis of the band degeneracy lifting
induced by spin-orbit coupling.
To better understand the sign of the MCAE, we must calcu-
late the ground-state energy correction induced by spin-orbit
coupling in the second-order perturbation theory and identify
the electron states which make the most important contribution
to this correction. The ground-state energy correction is given
by
!E =
∑
Enk<EF
∑
En′k>EF
|⟨ψnk| ˆHSO|ψn′k⟩|2
Enk − En′k . (3)
The matrix elements of the spin-orbit-coupling Hamiltonian
which appe r in Eq. (3) couple occupied and un ccupied Bl ch
states with the same Bloch vector k. The value of!E depends
on the magnetization direction, and the virtual transitions
which appear in this equation strongly contribute when they
couple occupied and unoccupied states close to the Fermi
level. The Bloch states coupled by these virtual transitions
can be linear combinations of the same or of different d
atomic orbitals. They can have the same (majority or minority)
or different spin states. Each of these Bloch states can be
characteriz d by the value of its magnetic quantum number ml
(|ml| being equal to 0 for dz2 , 1 for dxz and dyz, and 2 for dxy
and dx2−y2 orbitals) and spin quantum number ms = ±1/2;
a virtual transition can be described by the variations !ml
and !ms of these quantum numbers. The virtual transitions
which actually contribute to !E are those with nonvanishing
⟨ψnk| ˆHSO|ψn′k⟩ and with particular values of !ms and !ml .
The sign and the amplitude of the contribution of a virtual
transition depend on the magnetization direction, parallel or
perpendicular to the atomic layers. Daalderop50 proposed
simple rules which can be used to understand which virtual
transitions favor in-plane or out-of-plane magnetization (see
also the Appendix). The virtual transitions which favor in-
plane anisotropy are those between states with !|ml| = 0
and different spin or between states with !|ml| = ±1 and the
same spin. The virtual transitions which favor perpendicular
anisotropy are those between states with !|ml| = 0 and same
spin or between states with !|ml| = ±1 and opposite spin.
Previous studies used these simple rules to identify the
electron states responsible for the magnetic anisotropy of thin
Co layers from the peaks in the ml-resolved majority- and
minority-spin DOS curves.50,51 Such an analysis turns out to
be difficult in our case because we can, at the same time,
identify DOS peaks involved in virtual transitions favoring
in-plane anisotropy, and DOS peaks favoring out-of-plane
anisotropy. To obtain unambiguous information on the most
important electron states which are responsible for the actual
anisotropy, we must focus on the most important of the virtual
transitions mentioned above. The transitions which give the
highest contribution have been identified in the article by
Kyuno et al.25 (see also the Appendix). Among all the virtual
transitions favoring in-plane anisotropy, the most important
are those between states with ml = 0 and |ml| = 1 with the
same spin and those between states with |ml| = 2 and different
spin. Conversely, the most important transitions favoring
perpendicular anisotropy are those between states withml = 0
and states with |ml| = 1 and different spin and those between
states with |ml| = 2 and the same spin. These restricted rules
can, for instance, be used to understand, from partial DOS
curves, why the magnetic anisotropy is perpendicular for
Co(1 ML)/Ni(2 MLs) and in-plane for Co(2 MLs)/Ni(1 ML).
The ml-resolved DOS curves for a Co atom of these two
superlattices are shown in Figs. 6 and 7, respectively. For
Co(1 ML)/Ni(2 MLs), we can identify important {ml = 0 →
|ml| = 1} and {|ml| = 1 → ml = 0} virtual transitions from
majority-spin states at −0.7 eV to minority-spin states near
0.55 eV; these transitions promote perpendicular anisotropy.
Similar virtual transitions can also be observed for Co(2
MLs)/Ni(1 ML), but they will give a lower contribution since
the density of unoccupied minority-spin states is lower and at a
slightly higher energy (near 0.9 eV). Similarly, we can identify
important virtual transitions between occupied majority-spin
(near −0.7 eV) and unoccupied minority-spin (near 1.0 eV)
states with |ml| = 2. These virtual transitions promote in-plane
anisotropy for the superlattice Co(2 MLs)/Ni(1 ML). Figure 6
shows that similar virtual transitions would have a lower
contribution in Co(1 ML)/Ni(2 MLs) because the unoccupied
minority-spin DOS peak is lower for this superlattice. Similar
conclusions could be drawn from the partial DOS curves
calculated for Ni atoms, which emphasize the importance of
atomic orbitals with quantum numbers |ml| = 1 and |ml| = 2
for explaining the magnetic anisotropy of the Co/Ni(111)
superlattices. We have checked, in the band structure of these
two superlattices, shown in Figs. 8 and 9, respectively, that
184407-5
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Table 2 Nonvanishing 𝑑! ,𝑚! ℋ!.!. 𝑑!! ,𝑚!!  matrix elements. [60] 
 | 𝑧!,+ !!   | 𝑧!,− !!   | 𝑦𝑧,+ !!   | 𝑦𝑧,− !!   | 𝑥𝑧,+ !!   | 𝑥𝑧,− !!   | 𝑥𝑦,+ !!   | 𝑥𝑦,− !!   | 𝑥! − 𝑦!,+ !!   | 𝑥! − 𝑦!,− !!   𝑧!,+ !! |     𝑖 32 𝜉ℏ!  − 32 𝜉ℏ!     𝑧!,− !! |    𝑖 32 𝜉ℏ!  32 𝜉ℏ!      𝑦𝑧,+ !! |   −𝑖 32 𝜉ℏ!   𝑖 12 𝜉ℏ!   − 12 𝜉ℏ!  −𝑖 12 𝜉ℏ! 𝑦𝑧,− !! |  −𝑖 32 𝜉ℏ!     −𝑖 12 𝜉ℏ! 12 𝜉ℏ!  −𝑖 12 𝜉ℏ!  𝑥𝑧,+ !! |   𝑖 32 𝜉ℏ! −𝑖 12 𝜉ℏ!     𝑖 12 𝜉ℏ!  − 12 𝜉ℏ! 𝑥𝑧,− !! |  −𝑖 32 𝜉ℏ!   𝑖 12 𝜉ℏ!   𝑖 12 𝜉ℏ!  12 𝜉ℏ!  𝑥𝑦,+ !! |     − 12 𝜉ℏ!  −𝑖 12 𝜉ℏ!   𝑖𝜉ℏ!  𝑥𝑦,− !! |    − 12 𝜉ℏ!  −𝑖 12 𝜉ℏ!     −𝑖𝜉ℏ! 𝑥! − 𝑦!,+ !! |     𝑖 12 𝜉ℏ!  12 𝜉ℏ! −𝑖𝜉ℏ!    𝑥! − 𝑦!,− !! |    𝑖 12 𝜉ℏ!  − 12 𝜉ℏ!   𝑖𝜉ℏ!   
 
 
 
Table 3 Nonvanishing values ℋ!.!. 𝑴//𝒆!! − ℋ!.!. 𝑴//𝒆!! . [60] 
 |𝑧! ↑   |𝑧! ↓   |𝑦𝑧 ↑   |𝑦𝑧 ↓   |𝑥𝑧 ↑   |𝑥𝑧 ↓   |𝑥𝑦 ↑   |𝑥𝑦 ↓   |𝑥! − 𝑦! ↑   |𝑥! − 𝑦! ↓   𝑧! ↑|     3 𝜉ℏ!2   −3 𝜉ℏ!2      𝑧! ↓|     −3 𝜉ℏ!2   3 𝜉ℏ!2      𝑦𝑧 ↑|     − 𝜉ℏ!2   𝜉ℏ!2  𝜉ℏ!2   − 𝜉ℏ!2   𝑦𝑧 ↓|  3 𝜉ℏ!2  −3 𝜉ℏ!2  − 𝜉ℏ!2   𝜉ℏ!2    𝜉ℏ!2   − 𝜉ℏ!2  𝑥𝑧 ↑|     𝜉ℏ!2   − 𝜉ℏ!2  − 𝜉ℏ!2   𝜉ℏ!2   𝑥𝑧 ↓|  −3 𝜉ℏ!2  3 𝜉ℏ!2  𝜉ℏ!2   − 𝜉ℏ!2    − 𝜉ℏ!2   𝜉ℏ!2  𝑥𝑦 ↑|    𝜉ℏ!2   − 𝜉ℏ!2    −4 𝜉ℏ!2   4 𝜉ℏ!2  𝑥𝑦 ↓|     𝜉ℏ!2   − 𝜉ℏ!2  −4 𝜉ℏ!2   4 𝜉ℏ!2   𝑥! − 𝑦! ↑|    − 𝜉ℏ!2   𝜉ℏ!2    4 𝜉ℏ!2   −4 𝜉ℏ!2  𝑥! − 𝑦! ↓|     − 𝜉ℏ!2   𝜉ℏ!2  4 𝜉ℏ!2   −4 𝜉ℏ!2   
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The value of ΔE depends on the magnetization direction, and the virtual transitions which appear in this 
equation strongly contribute when they couple occupied and unoccupied states close to the Fermi level. The 
Bloch states coupled by these virtual transitions can be linear combinations of the same or of different d 
atomic orbitals. They can have the same (majority and minority) or different spin states. A virtual transition 
can be described by the variations of magnetic and spin quantum number, Δml and Δms, respectively. The 
virtual transitions which actually contribute to ΔE are those with nonvanishing 𝜓!𝒌 ℋ!.!. 𝜓!𝒌  and with 
particular values of Δml and Δms, see Table 2. The sign and the amplitude of the contribution of a virtual 
transition depend on the magnetization direction, parallel or perpendicular to the atomic layers. The virtual 
transitions which favor in-plane anisotropy are those between states with Δ|ml| = 0 and different spin or 
between states with Δ|ml| = ±1 and the same spin. The virtual transitions which favor perpendicular 
anisotropy are those between states with Δ|ml| = 0 and same spin or between states with Δ|ml| = ±1 and 
opposite spin. The transitions which give the highest contribution have been identified by Kyuno et al.60, see 
Table 3. Among all the virtual transitions favoring in-plne anisotropy, the most important are those between 
states with ml = 0 and |ml| = 1 with the same spin and those between states with |ml| = 2 and different spin. 
Conversely, the most important transitions favoring perpendicular anisotropy are those between states with 
ml = 0 and states with |ml| = 1 and different spin and those between states with |ml| = 2 and the same spin. For 
example, one can understand why the magnetic anisotropy is perpendicular for Co(1 ML)/Ni(2 MLs) and in-
plane for Co(2 MLs)/Ni(1 ML) by interpreting partial density of states curves of each structure, see Figure 
1.20. For Co(1 ML)/Ni(2 MLs), one can identify important 𝑚! = 0 → 𝑚! = 1  and 𝑚! = 1 → 𝑚! = 0  
virtual transitions from majority-spin states at −0.7 eV to minority-spin states near 0.55 eV; these transitions 
promote perpendicular anisotropy. Similar virtual transitions can also be observed for Co(2 MLs)/Ni(1 ML), 
but they will give a lower contribution since the density of unoccupied minority-spin states is lower and at a 
slightly higher energy (near 0.9 eV).  
 
    
Figure 1.20 ml-resolved density of states for a Co atom of (a) the superlattice Co(1 ML)/Ni(2 MLs),  
(b) Co(2 ML)/Ni(1 MLs), for majority spin (black curves) and minority spin (red curves).[60] 
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Figure 1.21 Majority spin (lower panel) and minority spin (upper panel) band structure of the superlattices 
(a) Co(1 ML)/Ni(2 MLs), (b) Co(2 MLs)/Ni(1 ML).[60] 
 
Similarly, there are important virtual transitions between occupied majority-spin (near −0.7 eV) and 
unoccupied minority-spin (near 1.0 eV) states with |ml| = 2. These virtual transitions promote in-plane 
anisotropy for the superlattice Co(2 MLs)/Ni(1 ML). Figure 1.20(a) shows that similar virtual transitions 
would have a lower contribution in Co(1 ML)/Ni (2 MLs) because the unoccupied minority-spin density of 
states peak is lower for this supperlattice. All the DOS peaks mentioned above correspond to virtual 
transitions with the same Bloch vector. The most important Bloch vectors contributing to the virtual 
transitions are near M and between K and Γ, see Figure 1.21. 
Over the past decade, Perpendicular magnetic anisotropy (PMA) has been actively researched in a field 
of a magnetic recording media, i.e. HDD. Although the steady increase in HDD recording density has been 
remarkable, further improvement using longitudinal magnetic recording is becoming difficult due to issues 
regarding the thermal stability and recording field strength. Because of these issues, perpendicular magnetic 
recording has become indispensable for further improvements in magnetic recording. As shown in Figure 
1.22, to achieve an areal density as high as 200 Gbit/in2, the recording media must have a strong PMA to 
compete with the thermal agitation of magnetization. 
Furthermore, recently, It is of great interest to achieve a PMA in FM/oxide layered structures, since it is 
potentially useful for the high-density magnetoresistive random access memory (MRAM) with perpendicular 
magnetic tunnel junctions, because of its limitation of an in-plane magnetized MTJs which makes 
magnetization of storage layer unstable with decreasing cell size. 
In these contexts, the PMA in FM/oxide layered structures are promising for industrial applications and 
interesting for fundamental physics. This thesis summarizes all the efforts done during the last three years, 
from the fabrication of bilayer structure consisting an ultrathin Fe layer covered with various capping layers 
(Not only with MgO, but also with crystalline−Al2OX, −MgAl2OX, and −C60) to demonstration of p-MTJ 
structure with a large PMA energy density.  
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Figure 1.22 Areal density trends in HDD magnetic recording. [Fujitsu] 
 
In this thesis, the different interface conditions at Fe/MgO interfaces has been fabricated in order to 
experimentally examine the effect of the interface condition on PMA in Fe (tFe)/MgO (2 nm) structures. We have 
achieved perpendicularly magnetized Fe/MgO bilayers with PMA energy density of up to ~1.4 MJ/m3 and the interface 
PMA energy density of ~2 mJ/m2. Furthermore, we achieved a relatively large TMR ratio of 95%, which appeared with 
SDRT peaks in the dI/dV curve, in an ultrathin Fe (0.7 nm)/MgO (1.8 nm)/CoFeB (1.4 nm) p-MTJ structure exhibiting 
a large interface PMA for the bottom Fe layer with a Ki value of 1.5 mJ/m2. The results clearly showed the 
compatibility between the resonant tunneling of the Δ1 symmetry electrons through the spin-dependent QW and the 
strong interface PMA. In addition, the PMA arising from the interface between bcc-Fe and metallic oxides (Al2O3, and 
MgAl2OX) or carbon molecule (C60) was investigated. Regardless of the type of capping layer, the ultrathin Fe layers 
exhibited a large interface PMA, in all the systems. The interface PMA for those structures is strongly dependent on the 
post-annealing temperature. 
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forth problem, we developed a granular recording
film and a double recording film to improve the
BER and writing performance.  We also examined
the partial response (PR) targets for PMR from a
signal processing perspective.  In this paper, we
describe these med a and head technologies and
an investigation of signal processing for PMR
channels that compares PR targets containing a
DC response.
2. Media
2.1 Structure of PMR media
Figure 2 shows the structure of PMR
media.  They consist of a SUL, interlayer, record-
ing layer, and carbon protective layer.  In the
following sections, we describe the properties of
the SUL and recording layer.
2.2 Soft magnetic underlayer
To improve the byte error rate of PMR me-
dia, it is necessary to control the spike noise
generated from the SUL.  The SUL works
partially to assist the write head.  In the SUL,
magnetization is in the plane of the film and the
SUL has a magnetic domain structure.  The read
head detects the magnetic flux that leaks from
the magnetic domain wall in the perpendicular
direction.  The noise detected by the read head
from the SUL is known as the spike noise,2) and
to control the spike noise, it is necessary to
control the magnetic domain of the SUL.
 We have developed two structures for reduc-
ing the spike noise: the APS-SUL and the
AFM-SUL. The APS-SUL divides the SUL into
several parts with very thin non-magnetic layers.3)
In this structure, magnetic flux from the domain
wall does not leak outside the APS-SUL but
circulates into the adjacent soft magnetic layer
through an anti-parallel magnetic configuration.
Th AFM-SUL consists of a soft magnetic layer
adjacent to an anti-ferromagnetic material layer.4)
The magnetization of the SUL is oriented in one
direction (usually the radial direction of the
recording disk) by a bias magnetic field in the
anti-ferromagnetic layer.  Therefore, there is no
magnetic domain wall in the AFM-SUL and mag-
netic flux leakage from the magnetic domain wall
is controlled.  Figure 3 shows the output noise
from PMR media with APS, AFM, and convention-
al SULs.  As can be seen, the APS-SUL and
AFM-SUL media control the spike noise.  The
strong spike noise from the conventional SUL
media occurs because the conventional SUL does
not control the magnetic domain.
The Wide Area Track ERasure (WATER)
phenomenon occurs when the bits in a recording
track are repeatedly recorded and erased. It
increases the BER over an area that is much wid-
er than the track pitch.5),6)  It is thought that
WATER is caused by magnetic flux leakage from
1970 1980 1990 2000 2010
Year
Sputtered metal diskCoating disk
Inductive thin film head
Ferrite head
Demonstrations
TMR head/CPP-GMR head
MR head
103 
102 
101 
100 
10–1 
10–2 
10–3 
10–4 
10–5
Perpendicular recording
Ar
ea
l d
en
sit
y (
Gb
it/i
n2
)
Spin-valve
GMR head
Figure 1
Areal density trends in HDD magnetic recording.
Carbon protective layer 
Recording layer 
Ru interlayer 
Soft magnetic underlayer 
Glass substrate
Figure 2
Structure of over-200 Gbit/in2 PMR medium.
	   39 
1 W. Gerlach and O. Stern, Zeitschrift Für Phys. 9, 353 (1922). 
2 M.N. Baibich, J.M. Broto, A. Fert, F.N. Van Dau, and F. Petroff, Phys. Rev. Lett. 61, 2472 (1988). 
3 G. Binasch, P. Grünberg, F. Saurenbach, and W. Zinn, Phys. Rev. B 39, 4828 (1989). 
4 N.F. Mott, Proc. Phys. Soc. 47, 571 (1935). 
5 N.F. Mott, Proc. R. Soc. London. Ser. A - Math. Phys. Sci. 153, 699 (1936). 
6 A. Fert and I.A. Campbell, J. Phys. F Met. Phys. 6, 849 (1976). 
7 M. Salamon, S. Sinha, J. Rhyne, J. Cunningham, R. Erwin, J. Borchers, and C. Flynn, Phys. Rev. Lett. 56, 
259 (1986). 
8 C. Majkrzak, J. Cable, J. Kwo, M. Hong, D. McWhan, Y. Yafet, J. Waszczak, and C. Vettier, Phys. Rev. 
Lett. 56, 2700 (1986). 
9 P. Grünberg, R. Schreiber, and Y. Pang, Phys. Rev. Lett. 57, 2442 (1986). 
10 B. Dieny, J. Magn. Magn. Mater. 136, 335 (1994). 
11 B. Dieny, V.S. Speriosu, S. Metin, S.S.P. Parkin, B. a. Gurney, P. Baumgart, and D.R. Wilhoit, J. Appl. 
Phys. 69, 4774 (1991). 
12 B. Dieny, V. Speriosu, S. Parkin, B. Gurney, D. Wilhoit, and D. Mauri, Phys. Rev. B 43, 1297 (1991). 
13 B. Dieny, V.S. Speriosu, B. a. Gurney, S.S.P. Parkin, D.R. Wilhoit, K.P. Roche, S. Metin, D.T. Peterson, 
and S. Nadimi, J. Magn. Magn. Mater. 93, 101 (1991). 
14 C. Tsang, R.E. Fontana, D.E. Heim, V.S. Speriosu, B.A. Gurney, and M.L. Williams, IEEE Trans. Magn. 
30, 3801 (1994). 
15 D.E. Heim, R.E. Fontana, C. Tsang, V.S. Speriosu, B.A. Gurney, and M.L. Williams, IEEE Trans. Magn. 
30, 316 (1994). 
16 S. Parkin, Phys. Rev. Lett. 71, 1641 (1993). 
17 M. Julliere, Phys. Lett. A 54, 225 (1975). 
18 P. Tedrow and R. Meservey, Phys. Rev. Lett. 27, 919 (1971). 
19 T. Kim and J. Moodera, Phys. Rev. B 69, 020403 (2004). 
20 C. Kant, J. Kohlhepp, H. Swagten, B. Koopmans, and W. de Jonge, Phys. Rev. B 69, 172408 (2004). 
21 R. Coehoorn, in Magn. Multilayers Giant Magnetoresistance, edited by U. Hartmann (Springer Berlin 
Heidelberg, Berlin, Heidelberg, 2000), pp. 65–127. 
22 M. Beth Stearns, J. Magn. Magn. Mater. 5, 167 (1977). 
23 J. Slonczewski, Phys. Rev. B 39, 6995 (1989). 
	   40 
24 W.F. Brinkman, J. Appl. Phys. 41, 1915 (1970). 
25 T. Miyazaki and N. Tezuka, J. Magn. Magn. Mater. 139, L231 (1995). 
26 J.S. Moodera, L.R. Kinder, T.M. Wong, and R. Meservey, Phys. Rev. Lett. 74, 3273 (1995). 
27 D. Wang, C. Nordman, J.M. Daughton, Z. Qian, and J. Fink, IEEE Trans. Magn. 40, 2269 (2004). 
28 S. Yuasa and D.D. Djayaprawira, J. Phys. D. Appl. Phys. 40, R337 (2007). 
29 S. Yuasa, T. Nagahama, and Y. Suzuki, Science 297, 234 (2002). 
30 T. Nagahama, S. Yuasa, E. Tamura, and Y. Suzuki, Phys. Rev. Lett. 95, 086602 (2005). 
31 J. Mathon and a. Umerski, Phys. Rev. B 63, 1 (2001). 
32 W. Butler, X.-G. Zhang, T. Schulthess, and J. MacLaren, Phys. Rev. B 63, 054416 (2001). 
33 S.S.P. Parkin, C. Kaiser, A. Panchula, P.M. Rice, B. Hughes, M. Samant, and S.-H. Yang, Nat. Mater. 3, 
862 (2004). 
34 S. Yuasa, T. Nagahama, A. Fukushima, Y. Suzuki, and K. Ando, Nat. Mater. 3, 868 (2004). 
35 H. Yoda, S. Fujita, N. Shimomura, E. Kitagawa, K. Abe, K. Nomura, H. Noguchi, and J. Ito, 2012 Int. 
Electron Devices Meet. 11.3.1 (2012). 
36 J.C. Slonczewski, J. Magn. Magn. Mater. 159, L1 (1996). 
37 L. Berger, Phys. Rev. B 54, 9353 (1996). 
38 Y. Huai, F. Albert, P. Nguyen, M. Pakala, and T. Valet, Appl. Phys. Lett. 84, 3118 (2004). 
39 H. Kubota, A. Fukushima, Y. Ootani, S. Yuasa, K. Ando, H. Maehara, K. Tsunekawa, D.D. Djayaprawira, 
N. Watanabe, and Y. Suzuki, Jpn. J. Appl. Phys. 44, L1237 (2005). 
40 B.D. Cullity and C.D. Graham, Introduction to Magnetic Materials (John Wiley & Sons, Inc., Hoboken, 
NJ, USA, 2008). 
41 P. Escudier, Ann. Phys 9, 125 (1975). 
42 J.-P. Rebouillat, IEEE Trans. Magn. 8, 630 (1972). 
43 D.M. Paige, B. Szpunar, and B.K. Tanner, J. Magn. Magn. Mater. 44, 239 (1984). 
44 L. Néel, J. Phys. Rad 15, 225 (1954). 
45 C. Chappert and P. Bruno, J. Appl. Phys. 64, 5736 (1988). 
46 F. Denbroeder, W. Hoving, and P. Bloemen, J. Magn. Magn. Mater. 93, 562 (1991). 
47 R. Jungblut, M.T. Johnson, J. aan de Stegge, a. Reinders, and F.J. a. den Broeder, J. Appl. Phys. 75, 6424 
(1994). 
	   41 
48 H. Jansen, Phys. Rev. B. Condens. Matter 38, 8022 (1988). 
49 S. Ohnishi, M. Weinert, and A. Freeman, Phys. Rev. B 30, 36 (1984). 
50 J. Tersoff and L. Falicov, Phys. Rev. B 26, 6186 (1982). 
51 F. Bloch and G. Gentile, Zeitschrift Für Phys. 70, 395 (1931). 
52 G. Daalderop, P. Kelly, and M. Schuurmans, Phys. Rev. B 41, 11919 (1990). 
53 A. Bennett and B. Cooper, Phys. Rev. B 3, 1642 (1971). 
54 G.C. Fletcher, Proc. Phys. Soc. Sect. A 67, 505 (1954). 
55 J. Friedel, P. Lenglart, and G. Leman, J. Phys. Chem. Solids 25, 781 (1964). 
56 J. van Vleck, Phys. Rev. 52, 1178 (1937). 
57 P. Bruno, Phys. Rev. B. Condens. Matter 39, 865 (1989). 
58 G. Daalderop, P. Kelly, and M. Schuurmans, Phys. Rev. B 50, 9989 (1994). 
59 K. Kyuno, J.-G. Ha, R. Yamamoto, and S. Asano, Phys. Rev. B 54, 1092 (1996). 
60 F. Gimbert and L. Calmels, Phys. Rev. B 86, 184407 (2012).  
 
	   	  
	   42 
 
 
 
 
 
 
Chapter 2. Experimental Methods 
 
This chapter describes the experimental methods and setups used for preparing and characterizing the 
ultrathin Fe layer covered with various capping layers. These include thin film deposition with electron beam 
evaporation and magnetron sputtering, crystallographic characterization with reflection high-energy electron 
diffraction (RHEED), magnetization measurement using vibrating sample magnetometer (VSM) and 
superconducting quantum interference device (SQUID), measuring magnetoresistance and resistance area 
product of unpatterned magnetic tunnel junctions by current-in-plane tunneling (CIPT) technique, sample 
patterning through conventional UV lithography, and electrical property measurement through the direct 
current (DC) four point probe. 
 
2.1. Thin film preparation 
 
All the thin films in this study were prepared through an ultra-high vacuum (UHV) electron beam 
evaporation, and magnetron sputtering systems. The pressure of the evaporator and sputtering chambers are 
achieved to be about 1×10−8 Pa and 6×10−7 Pa, respectively. During the evaporation, film thickness is 
monitored through the quartz crystal microbalance. All the samples in this study are deposited on the single 
crystal MgO(100) substrate. In order to obtain flat and clean surface of MgO substrate, it was annealed at 
high temperatures, above 800 °C. Surface morphologies of the bare single crystal MgO(100) substrates after 
the heat treatment are shown in Figure 2.1. Each image has a dimension of 5×5 µm2 and annealing 
temperature and duration, as well as surface roughness (Ra) are shown. The substrate which is annealed at 
1000 °C for 2 hours shows the most flat surface, Ra = 1.1 Å. One more thing that we need to consider about 
a MgO(100) substrate is the carbon atom segregation. It has been known that a MgO homoepitaxial layer 
with the thickness of a few nanometers is needed as a blocking layer that prevent the C segregation from the 
MgO(100) substrate.1 Sometimes, sample stacks are annealed at various temperatures. All the annealing 
processes are carried out in the UHV evaporator chamber. 
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Figure 2.1 AFM images for the bare MgO (100) substrate.  
 
2.2. Microfabrication 
 
Microfabrication in this study, especially for MTJ structures, was performed using conventional UV 
lithography combined with a lift-off technique and Ar ion etching. Figure 2.2 shows general explanation of 
the microfabrication technique through etching and lift-off methods. At first, a resist for UV lithography is 
spin-coated on the thin film to prepare a desired pattern, and then, the thin film is etched by ions with the 
resist as an etching mask. The etching process is monitored by using a secondary ion mass spectroscopy 
(SIMS) which enables us to detect the end point. After successive etching, insulator deposition, liftoff, and 
patterning processes, the MTJ pillars with an active area of 10 × 5 µm2 was obtained, shown in Figure 2.3. 
 
2.3. Measurement Techniques 
 
2.3.1. Crystallographic characterization 
 
Reflection high-energy electron diffraction (RHEED) is a powerful technique for in situ observation of 
crystalline structure of thin film. Figure 2.4 shows the scattering geometry of RHEED, in which the incident 
electron beam strikes the sample surface at a grazing angle 1~3°. The electron energy can be as low as a few 
kilo-electron-volts. The electron gun and RHEED detector are located far from the film. The small incidence 
angle makes RHEED a surface-sensitive technique. The diffraction of the incident electrons by the surface 
lattice is used to define the surface crystallographic structures. The technique reveals almost instantaneous 
changes in either the coverage of the specimen surface by adsorbates or the surface structure of thin films. In 
general, it is possible to rotate the growth stage, on which film is attached; it is thus possible to determine the 
surface structure from different crystallographic directions within the growth chamber. Figure 2.5 shows a 
RHEED pattern of a MgO(001) substrate along [100] and [010] azimuthal directions. 
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Figure 2.2 Schematic illustrations of microfabrication techniques. 
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Figure 2.3 Snapshot image of MTJ pillar and its electrodes. 
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Figure 2.4 A schematic diagram of reflection high-energy electron diffraction from a bulk crystal surface. 
The incidence angle θ is usually constrained within a few degrees in order to limit the penetration depth of 
the electrons into the bulk. 
	  
	  
	  
	  
	  
Figure 2.5 RHEED patterns from a MgO (100) substrate. a) along the [100] and b) [010] azimuthal 
directions, respectively. 
	  
	  
	  
	  
2.3.2. Magnetic properties 
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(a) Vibrating Sample Magnetometer (VSM) 
 
A vibrating sample magnetometer (VSM) operates on Faraday's Law of Induction, which tells us that a 
changing magnetic field will produce an electric field. This electric field can be measured and can tell us 
information about the changing magnetic field. A VSM is used to measure the magnetic behavior of 
magnetic materials. The basic principle of operation for a vibrating sample magnetometer is that a changing 
magnetic flux will induce a voltage in a pickup coil. The time-dependent induced voltage is given by the 
following equation: 	   𝑉!"#$ = 𝑑𝜙𝑑𝑡 = 𝑑𝜙𝑑𝑧 𝑑𝑧𝑑𝑡  (2.1)  
where, Φ is the magnetic flux enclosed by the pickup coil, z is the vertical position of the sample with respect 
to the coil, and t is time. The oscillating magnetic field of the moving sample induces an alternating 
electromotive force (emf) in the detection (pickup) coils, whose magnitude is proportional to the magnetic 
moment of the sample. The (small) alternating emf is amplified, usually with a lock-in amplifier which is 
sensitive only to signals at the vibration frequency. The pickup coil arrangement shown in Figure 2.6 
involves balanced pairs of coils that cancel signals due to variation in the applied field. This apparatus is 
calibrated with a specimen of known magnetic moment, which must be of the same size and shape as the 
sample to be measured, and should also be of similar permeability.  
 
 
Figure 2.6 A schematic illustration of vibrating sample magnetometer. 
	   48 
 
Figure 2.7 Magnetization curves for the standard Ni plate when external magnetic field is parallel (red curve) 
and perpendicular (black) to the sample plane. 
 
Since a usual thickness of ferromagnetic layer, in this study, is as thin as 1 nm, thus the calibration 
procedure should be done carefully. As a standard sample, thin Ni plate (~5 × 9 × 1 mm3) was used, and its 
magnetization curves were obtained to determine the saturation fields in two directions at which external 
magnetic field (H) is parallel and perpendicular to the sample plane, i.e. in-plane and out of plane, as shown 
in Figure 2.7. Based on the magnetization curves from the Ni standard sample, we can precisely calibrate 
magnetization value from ultrathin magnetic layers. 
The VSM is very versatile and sensitive. It may be used for both weakly and strongly magnetic 
substances, and standard version can detect a magnetic moment of about 10−5 emu, whose sensitivity is 
enough to detect magnetization of ultrathin ferromagnetic sample with relatively large bulk magnetization, 
e.g. Fe, Co, or Ni. However, the maximum field that we can apply is less than 2 T in our equipment. Thus, 
we are not able to find the saturation field if the anisotropy of sample is strong where the saturation field is 
above 2 T. Therefore, a magnetometer which can apply higher enough magnetic field to determine the 
saturation field of a sample having large magnetic anisotropy is needed. 
 
(b) Superconducting Quantum Interference Device (SQUID) magnetometer 
 
 A SQUID is one of sensitive magnetometers used to measure extremely subtle magnetic fields, based 
on superconducting loops containing Josephson junctions. Magnetic property measurement systems (MPMS) 
with SQUID magnetometer is an analytical equipment configured specifically for measuring magnetic 
properties of small experimental samples over a broad range temperature and magnetic fields. There are two 
main types of SQUID: direct current (DC) and radio frequency (RF) SQUID. Generally, RF-SQUID using 
RF current shows a high tolerance to disturbance but a low sensitivity. On the other hand, a DC-SQUID 
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shows a high sensitivity but a low tolerance to disturbance. In this study, a RF-SQUID was used. Current 
passing through the Josephson junction (iC) depends the magnetic field across the superconducting ring as 
follows: 
	   𝑖! = 𝜙!" − 𝜙𝐿! sin 2𝜋𝜙𝜙!  (2.2)  
where, 𝜙 is the magnetic flux through the superconducting ring, 𝜙!" is the external magnetic flux, 𝜙! is 
fluxoid of 2.0 × 10−7 emu cm-1, and 𝐿! is the self-inductance of the superconducting ring. Measuring the 
change of iC enable us to detect a small signal from the magnetic material. 
 
 
 
 
Figure 2.8 (a) a schematic illustration of the MPMS probe and magnet, (b) the configuration of the second-
order gradiometer superconducting detection coil. [QuantumDesign] 
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In order to obtain accurate magnetization properties from an ultrathin film using RF-SQUID, the sample 
shape effects and vibration amplitude dependent error signal should be considered. The signal induced in the 
gradiometer of a sample magnetometer must be converted into an estimated magnetic dipole moment (in 
emu or Am2) in order to be useful. The conversion constant represents the coupling between the sample and 
the detection coils and is dependent on the sample geometry (shape and size), as well as vibration amplitude. 
Since the moment artifact increases when the sample dimension departs from square, in the case of thin film, 
sample size for RF-SQUID measurement was fix to be ~ 4 × 4 mm2. However, it is not easy to cut the 
sample with the exact same dimension. The measured magnetization values showed deviation from its 
original values. As shown in Figure 2.9, data from RF-SQUID measurements show deviation from the data 
which obtained by VSM. (In the case of VSM, we used much larger sample in dimension, so we can safely 
consider that the data from VSM as a reference.). Furthermore, even if we can keep the sample dimension as 
accurate as we can, another artifact can come in to play a part. That is vibration amplitude. As shown in 
Figure 2.10, saturation magnetization and error in magnetization are strongly dependent on vibration 
amplitude. Based on these data, we fixed a sample dimension and vibration amplitude as ~ 4 × 4 mm2 and 7 
mm, respectively. 
 
 
 
Figure 2.9 The moment artifact of RF-SQUID measurement for a Fe thinfilm (dimension : ~ 4 × 4 mm2). 
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Figure 2.10 (a) Magnetizatoin loops, and (b) error in magnetization values of a Ni standard sample with 
respect to vibration amplitude. 
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2.3.3. Transport properties 
 
(a) Current-in-plane tunneling 
 
The transport property, especially TMR, is the most fundamental property in a magnetic tunnel junction. 
Conventionally, fabrication of submicron sized tunnel junctions with wires connected to the top and bottom 
of the junction was indispensable for measuring TMR and the resistance area product (RA). This requires 
considerable efforts in lithography, etching and metal and dielectric deposition. However, D. C. Worledge et 
al.,2 developed a method for measuring MR and RA from unpatterned and unprocessed wafer. It is called as 
currnt-in-plane tunneling (CIPT) method. It uses resistance measurements on the surface of the wafer, at 
various probe spacings. The data are then fit to theory, using MR, RA, RT, and RB as fit parameters. (RT is the 
sheet resistance of the layer above the barrier, and RB is the sheet resistance of the bottom layer.). By using 
this technique, one can obtain TMR ratio and RA product from unpatterned samples, easily. Typical CIPT 
data is shown in  
 
 
 
Figure 2.11 Typical data from CIPT measurement. 
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(b) dc current measurement (4-probe method) 
 
The advantage of the four-probe method is that a contact resistance of the probes can be ignored. The 
equivalent circuit of four-probe method is shown in Figure 2.12. Therefore, this method enables us to 
measure accurate electrical properties of magnetic junctions while applying external magnetic field. 
 
Figure 2.12 Circuitary for four-terminal measurement. 
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Chapter 3. A large perpendicular magnetic anisotropy 
at the interface between Fe and MgO layers. 
 
A large perpendicular magnetic anisotropy (PMA) of 1.4 MJ/m3 was observed from ultrathin 
Fe/MgO(001) bilayers grown on Cr-buffered MgO(001). The PMA strongly depends on the surface state of 
Fe prior to the MgO deposition. A large PMA energy density of 1.4 MJ/m3 was achieved for a 0.7 nm thick 
Fe layer having adsorbate-induced surface reconstruction, which is likely to originate from oxygen atoms 
floating up from the Cr buffer layer. This large magnitude of PMA satisfies the criterion that is required for 
thermal stability of magnetization in a few tens nanometer-sized magnetic memory elements. Furthermore, 
We found that the anisotropic orbital magnetic moments determined from the analysis of XMCD contribute 
to the large PMA energy, whose values depend on the annealing temperature. The large PMA energies 
deduced from the magnetization measurements are almost consistent with those estimated from the 
anisotropic orbital magnetic moments through the spin-orbit interaction. The enhancement of orbital 
magnetic moments can be explained by the hybridization between the Fe 3dz2 and O 2pz states at the Fe/MgO 
interface. 
 
3.1. Introduction 
 
Achieving a large PMA is the most challenging issue in the spintronics research field. As mentioned in 
Chap. 1, a large PMA is one of the most crucial factors to realize the giga-bit scale STT-MRAMs. Since an 
inherent component of the MTJ, as a unit cell for MRAM, is a thin oxide barrier, typically MgO or AlOX, 
recently, researching on PMA in MTJ structure is focused on the interface PMA originated from the 
interface between ferromagnetic (FM) electrodes and oxide barriers. Traditionally, interface PMA mainly 
obtained from the interfaces between 3d ferromagnetic layers and noble metals, e.g. Co/Pt,1 Co/Pd,2 Co/Au,3 
etc. It turned out that the onset of PMA at these interfaces is related to an increase of the orbital momentum 
of Co owing to the strong hybridization between the 3d orbitals of FM metals and 5d orbitals of heavy 
metal.1 Furthermore, theoretical calculations suggested that this hybridization enhances the energy splitting 
between the Co 3dz2 and 3dx2−y2 orbitals and induces a charge transfer between the two layers.4–6 In 
FM/Heavy metal systems, the combination of spin orbit interaction (SOI) with hybridization-induced charge 
transfer leads to the PMA. Thus, the presence of a heavy metal layer was considered as a prerequisite for 
obtaining a large PMA. On the other hand, recently, PMA was also observed at Co(Fe) or CoFeB/MOX 
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interfaces (M=Ta, Mg, Al, Ru etc.) in spite of the weak SOI at the interface.7,8 Interestingly, large interface 
PMA values of up to 2 erg/cm2 have been reported. This interface PMA has been observed in various 
systems, such as Fe(Co)/AlOX,7 Co/AlOX,8 CoFeB/MgO,9 etc. It turned out that the most important factor to 
obtain the interface PMA in 3d FM/Oxide systems is not a crystalline quality but the presence of oxygen 
atoms at the interface. This was experimentally proven by X-Ray Photoemission Spectroscopy (XPS) 
analysis.8 Now, it is considered that this interface PMA is a quite general phenomenon which results from 
the interface between 3d FM metals and oxygen terminated oxides. These observations could infer that there 
is a strong correlation between the interface PMA and the interface oxidation condition, in FM/oxide system. 
Not only experimental observations, but also theoretical calculation suggested the important role of interface 
oxidation condition in the onset of the interface PMA in Fe/Oxide system. According to the theoretical 
calculation, for Fe/MgO system, the bonding between the Fe-3d and O-2p orbitals gives rise to strong PMA, 
despite the weak SOI.10 Here, we briefly introduce the results from theoretical calculation, because 
experimental results in this thesis are well coincided with it. Yang et al. calculated from first principles that 
the values for PMA at the interface between Fe and MgO at which three different configurations could be 
considered, i.e. O-terminated, over-oxidized, and under-oxidized (Mg-terminated) interfaces, as illustrated in 
Figure 3.1. They showed changes in band energy around the Fermi energy at Γ-point with respect to the 
magnetization direction in either case where the SOI is included or not. It is interesting to compare the two 
different interface configurations to see the significant effect of excess oxygen at the interface on the PMA, 
from the band structure perspective. In Figure 3.2, the electron band structure for O-terminated configuration 
(Figure 3.1 (a)) around the Fermi level at Γ-point with orbital and interfacial atoms projected wave function 
character for out-of-plane and in-plane magnetization orientation.10 It is easy to understand, intuitively, the 
change in total energy of system by considering the energy level shift of band levels adjacent to the Fermi 
level.  
 
Figure 3.1Three different interface configuration. (a) O-terminated (pure), (b) over-oxidized, and (c) Mg-
terminated (under-oxidized). 
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When SOI is not taken into account, several double degenerated band levels with dxz and dyz characters 
which represent the minority Bloch state with Δ5 symmetry are existed, as well as a band level resulting from 
hybridization between Fe-dz2 and O-pz orbitals. These band level characteristics are severely altered when 
SOI is considered. 
First of all, it is clearly seen that the degeneracy is lifted for energy levels with dxz,yz character, as shown 
in Error! Reference source not found. Moreover, these levels are hybridized with Fe dz2 then it results in 
additional levels of both dz2 and dxz,yz orbital characters represented by numbers showing percentage of the 
corresponding orbital character components within Wigner-Seitz sphere. In addition, when the magnetization 
direction is out-of-plane, the hybridized bands are placed at lower energy level with larger splitting than 
those of in-plane magnetization case. Therefore, the origin of PMA for the O-terminated Fe/MgO interface is 
the SOI induced lifting of degeneracy of dxz and dyz orbitals, combined with hybridization between dxz,yz and 
dz2, Fe-dz2 and O-pz orbitals.10 However, excess oxygen atoms are placed at the interface, interface band 
structure of Fe/MgO shows different aspect of energy level shifting and hybridization. As shown in Figure 
3.3, SOI lifts the degeneracy for states with dxz,yz character, and energy splitting of the state is stronger for the 
out-of-plane magnetization direction. One most vivid difference in band structure is reduced number of 
mixed states with both Fe-dz2 and O-pz orbitals, which could result from the local charge redistribution due to 
the excess oxygen atoms at the interface.11 As mentioned above, hybridization between Fe-dz2 and O-pz 
orbitals is a crucial factor for the onset of strong interface PMA in Fe/MgO system. Thus, excess oxygen 
atoms placed at the interface between Fe and MgO make interface PMA weaker in comparison with the O-
terminated interface.  
 
Figure 3.2 Spin-orbit coupling effect on wave function character at Γ point of interfacial Fe d and O pz 
orbitals for O-terminated interface. Band levels for out-of-plane and in-plane orientation of magnetization 
are shown in left and right side of each column. Middle of each column shows the band levels when SOI 
does not included in calculation. Numbers are the percentage of the orbital character components within 
Wigner-Seitz spheres around interfacial atoms. [10] 
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Fig. 3.4 : Spin-orbit coupling eﬀects on wave function char cter at Γ¯ point of
interfacial Fe d and neighbor oxygen pz orbitals for pure Fe|MgO interface shown in
Figure 3.2a. Three subcolumns in each column show the band levels for out-of-plane(left) and
in-plane(right) orientation of magnetization as well as for the case with no spin-orbit interaction
included(middle), respectively. Numbers are the percentage of the orbital character components
within Wigner-Seitz spheres around interfacial atoms.
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Figure 3.3 The same as Figure 3.2 for over-oxidized Fe/MgO interface. [10] 
	  
According to the theoretical calculation,10 large interface PMA having the interface PMA energy density 
(Ki) of ~ 1.4 mJ/m2 can be achieved from the O-terminated interface. However, the easy-axis is changed 
from out-of-plane to in-plane due to the presence of excess oxygen atoms at the interface between Fe and 
MgO. Interestingly, they obtained the larger interface PMA for Fe/MgO than Co/MgO. It is in agreement 
with the experimental results, which showed larger PMA from Fe-rich CoFeB/MgO interface than Co-rich 
counterparts.12 
In this section, we report an effect of the interface condition on PMA in ultrathin Fe/MgO structures. An 
enormously large value for Keff, approximately 1.4 MJ/m3, was achieved by controlling the interface between 
Fe and MgO. The magnitude of Keff obtained is large enough to achieve the thermal stability of free layer 
magnetization in gigabit scale MRAM. 
 
3.2. PMA at Fe/MgO interface 
 
3.2.1.  Experimental procedures 
 
Stacking structures of MgO(001) substrate/MgO (5 nm)/Cr (30 nm) buffer/Fe (tFe = 0.42, 0.70, and 0.98 
nm)/MgO (2 nm) were fabricated by using ultrahigh vacuum (UHV) electron beam evaporation with the 
base pressure below 1 × 10−8 Pa. MgO(001) monocrystalline substrates were heat-treated at 1000°C for 
cleaning. A 5 nm thick MgO homoepitaxial layer was deposited at 450°C. After a 30 nm thick Cr buffer 
layer was deposited at 150°C, an annealing process was carried out at two different temperatures, TCr = 800 
Chapter 3. Spin-orbit coupling induced phenomena at FM|MgO interfaces37
Fig. 3.5 : The same as Figure 3.4 for over-oxidized Fe|MgO interface.
giving the calculated value of 3.15 erg/cm2[Table 3.1], which provides a good agreement
with recent experiment [YKI+11]. The PMA for relaxed Fe|MgO structures weakens in
case of interfacial disorder and becomes equal to 2.27 and 0.93 erg/cm2 for under- and
overoxidized cases, respectively (see Table 3.1), indicating that the oxidation condition
plays a critical role i PMA as it does in both TMR [ZBB03] a d IEC [YCK+10]. I
replacing Fe by Co, the PMA value decreases down to 0.38 erg/cm2 [Table 3.1], which
agrees with Yakata’s report that Fe-rich FeCoB top free layers in Co60Fe20B20|MgO|
(CoxFe1−x)80B20 MTJs exhibit larger PMA than their Co-rich counterparts [YKS+09].
Furthermore, the tendency of PMA to decrease with oxygen excess or deficit along
the metal/oxide interface is consistent with the experimental observations of PMA
dependence on annealing temperature and oxydation conditions [NRAD09, NRD+10]. It
was reported that with higher annealing temperatures, PMA increases due to interfacial
quality improvement [NRAD09]. Furthermore, when varying the oxidation or annealing
conditions, it was observed that the PMA reaches a maximum value for the same
conditions at which the TMR ratio also gets maximized indicating that ideal interf ce
are crucial also for PMA observation [NRD+10].
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and 1000°C, respectively, in order to control the surface condition of Cr. (The effect of two different 
annealing temperatures on the surface condition of Cr layer will be discussed later.) Fe layer was deposited 
at 150°C on the Cr buffer layer, and post-annealing at 250°C was carried out to make the Fe layer flat. An 
MgO capping layer was also deposited at 150°C and post-annealing process was performed at various 
temperatures, Tann = 250-500°C, for 30 min in the same UHV chamber. The structure of each layer before 
post-annealing was observed by reflection high-energy electron diffraction (RHEED). The magnetization 
(M)-magnetic field (H) loops were measured at room temperature using a vibrating sample magnetometer 
and a superconducting quantum interference device (SQUID) magnetometer. Structural characterization was 
performed by transmission electron microscope (TEM), Titan G2 80-200 TEM. Thin foil specimen for the 
TEM observations was prepared by the lift-out technique using a focused ion beam (FIB), FEI Helios 
Nanolab 650. 
 
3.2.2.  Results and Discussion 
 
We first investigated the structural properties of Fe and Cr layers. Figure 3.4 shows RHEED patterns for 
the Cr(001) and Fe(001) surfaces along the MgO[100] azimuth for tFe = 0.70 nm. The epitaxial relationship 
among the Cr(001), Fe(001), and MgO(001) layers was determined from the RHEED patterns 
(MgO[100]//Cr[110] and Fe[110]). Interestingly, the annealing processes at different TCr, i.e. 800 and 
1000°C, of the Cr layers lead to different surface structures. When TCr = 800°C, superstructure streaks are 
observed, as shown in Figure 3.4 (a). These additional streaks are considered to be a sign of an adsorbate-
induced c(2x2) reconstruction surface since there is no reconstructed structure for clean Cr(001) surfaces 
(also for Fe(001)). The RHEED pattern [Figure 3.4 (c)] also shows that the surface of Fe layer grown on the 
Cr buffer layer is reconstructed. No superstructure streaks are observed in the RHEED patterns along the 
MgO[110] direction (not shown here), indicating that the superstructure modulation is formed only along the 
MgO [100]. In the case of Cr(001) surfaces, it was reported that only oxygen adsorption can form a c(2×2) 
reconstruction surface, whereas carbon on Cr(001) forms a different surface structure rather than c(2×2).13 
However, in the Fe/MgO(001) system, either C or O adsorbate14,15 can form a c(2×2) reconstruction surface 
by surface segregation from the substrate. Thus, in the Fe/MgO(001) system, the MgO homoepitaxial layer 
with the thickness of a few nanometer is needed as a blocking layer that prevents the C segregation from the 
MgO(001) substrate.14 On the other hand, the RHEED intensity of the superstructure streaks does not depend 
on the existence of the MgO homoepitaxial layer. Therefore, the adsorbate that induces the c(2×2) 
reconstruction surface on Cr and Fe surfaces can be inferred to be oxygen. Our experimental results suggest 
that the superstructure due to adsorbate on Cr(001) surfaces presumably results from the segregation of 
oxygen, during an annealing process at TCr = 800°C, which is contained as a small amount of impurity in the 
Cr deposition source. The superstructure streaks of the RHEED patterns for the 0.70 nm thick Fe surface 
[Figure 3.4 (c)] indicates that the oxygen adsorbate floats up to the Fe surface during the deposition at the 
substrate temperature of 150°C. The intensity of the superstructure streaks and bcc-Fe streaks are increased 
after annealing at 250°C for 30 min [Figure 3.4 (e)]. In addition, the superstructure streaks are also observed 
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for the Fe layers with the different thicknesses, i.e. 0.42 and 0.98 nm. In contrast, no superstructure streaks 
are found for TCr = 1000°C, while curved streaks appear along MgO[100] azimuth [Figure 3.4 (b)]. The 
appearance of curved streaks can be attributed to the formation of one-dimensional (1D) disorder boundaries 
at Cr surface.16 It appears that the oxygen is desorbed from the Cr surface at a relatively high annealing 
temperature, i.e. 1000°C, and it leads to the formation of 1D disorder boundaries at the Cr surface. On the 
Cr(001) surface, RHEED patterns of Fe(001) indicate the typical (1×1) surface both before [Figure 3.4 (d)] 
and after annealing at 250°C [Figure 3.4 (f)]. The MgO layer with the thickness of 2 nm, as a capping layer, 
was deposited at the substrate temperature of 150°C and annealed at 250°C. Although two different Fe 
surfaces were formed depending on the presence of adsorbate, no distinct difference in the crystalline quality 
of MgO capping layers was recognized from the RHEED patterns. By using this way, Fe/MgO bilayer 
structures with different surface conditions of Fe were obtained. 
 
 
Figure 3.4 RHEED patterns along MgO[100] azimuth. (a) and (b) Cr(001) after annealed at 800°C and 
1000°C, respectively. (c) and (d) Fe(001) before annealing. (e) and (f) Fe(001) after annealing at 250°C, 
when tFe = 0.70 nm. Arrows in (a), (c), and (e) indicate superstructure streaks. 
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Figure 3.5 (a) Bright field TEM image, along [110] direction of Fe layers, of the sample with an adsorbate-
induced reconstructed surface after annealing at 400°C. (b) HAADF-STEM image taken from a region 
surrounded by a solid line in Fig. 2 (a). 
In addition to the examination of crystalline property of each layer by RHEED, TEM observation was 
carried out to inspect a crystalline structure of the entire film stack. Figure 3.5 (a) shows the bright field (BF) 
TEM image of the sample with an adsorbate-induced reconstructed surface after annealing at 400°C. The 
image shows that each layer, i.e. Cr, Fe and MgO, has a smooth surface and uniform thickness. The high 
angle annular dark field-scanning transmission electron microscope (HAADF-STEM) image taken from the 
region surrounded by the solid box in Figure 3.5 (a) shows the epitaxially grown Cr/Fe/MgO structure as 
shown in Figure 3.5 (b). Four or five (002) Fe layers are observed with a slightly brighter contrast with 
respect to those for Cr and MgO. Assuming that (011)Cr is 2.036 Å, the in-plane lattice spacing of Fe, i.e. 
(011)Fe, is estimated as 2.034±0.042 Å from, Figure 3.5 (b), which is close to that in bulk (= 2.027 Å). Thus, 
it indicates that the Fe layer is not distorted with a detectable level after annealing. 
 We next turn to the effect of the surface condition of Fe surface on the magnetic anisotropy. Figure 
3.6 (a) and (b) show the M-H loops for Cr (30 nm)/Fe (0.70 nm)/MgO (2 nm) stacks with the different 
surface conditions of Fe, in which adsorbate-induced surface reconstruction do or do not appear. A 
significant difference in the magnetic anisotropy of Fe is found between the two samples after post-annealing 
at 400°C. When there is no adsorbate on Fe surface, the shape anisotropy of Fe cannot be completely 
overcome by induced out-of-plane anisotropy as shown in Figure 3.6 (a). However, in the case of the sample 
prepared with the adsorbate-induced reconstructed surface [Figure 3.6 (b)], a large PMA is observed with an 
almost zero in-plane remanence and the in-plane saturation field HK ~ 2 T. These two samples show quite 
different PMA characteristics through a wide range of post-annealing temperature. The change in the value 
of Keff as a function of Tann is plotted in Figure 3.7. The Keff is determined from the area enclosed by the in-
plane, out of plane magnetization curves and the y-axis. In the case of the sample prepared with the 
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adsorbate-induced reconstructed surface, shape anisotropy is completely overcome by PMA after annealing 
at 300°C. In addition, the Keff is monotonically increased up to 0.5 MJ/m3, after annealing at 350°C. This Keff 
value is comparable to or somewhat larger than those obtained from CoFeB/MgO, Fe/MgO and CFA/MgO 
structures.17–19 It has been known that PMA in the CoFeB/MgO structure decreases after post-annealing at 
temperature over ~350°C.20 In our case, however, Keff value dramatically increased up to 1.4 MJ/m3, even 
after annealing at 400°C. In the case of the sample prepared with the non-reconstructed Fe surface, the easy 
magnetization axis is not perpendicular to the film plane, even after annealing at 400°C. A plausible cause 
for this difference in the PMA characteristic is a difference in interface state, suggesting that interface state 
condition is one of the most important factors to obtain a large interface PMA in Fe/MgO structures. This 
idea coincides with the results from a theoretical calculation of the interface PMA in Fe/MgO structures, 
which shows that the oxygen content at the interface between Fe and MgO brings the most decisive 
influence on the magnitude of the interface PMA.10 Although the strain-induced PMA could be considered, it 
seems that the strain-induced effect has less contribution to the observed PMA, since the change in lattice 
parameter of Fe evaluated from the HAADF image was negligible.  
 
 
 
 
 
Figure 3.6 M-H loops of the magnetization for Cr (30 nm)/Fe (0.70 nm)/MgO (2 nm) stacks with (a) a clean 
Fe surface, inset: a magnified M-H loop, and (b) an Fe(001) with  adsorbate-induced reconstructed surface, 
after annealing at 400 °C. 
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Figure 3.7 Difference in the value of Keff between the sample with a clean Fe surface (TCr = 1000°C, 
open circle) and adsorbate-induced reconstructed surface (TCr = 800°C open square) as a function of 
Tann. 
Because the PMA in Fe/MgO is considered to result from the interface anisotropy, it is worth estimating 
the magnitude of interface contribution to the PMA. Figure 3.8 shows the Keff for the films with the 
adsorbate-induced reconstructed surface as a function of Tann with respect to each thickness of Fe layer (tFe = 
0.42, 0.70, and 0.98 nm). 
 
Figure 3.8 Keff of the sample with adsorbate-induced reconstructed surface (TCr = 800°C) as a function of Tann 
with respect to each thickness of Fe layer, tFe = 0.42 (open circle), 0.70 (open square), and 0.98 nm (open 
lozenge). 
 
All the samples have almost the same crystallographic characteristics from Cr buffer to MgO capping 
layer. In general, Keff can be simply expressed by the equation of Keff = KV + Ki/t, where KV is the volume 
anisotropy energy density which can be treated as a shape anisotropy energy density (−µ0MS2/2), where MS is 
the saturation magnetization) for simplicity, Ki is the interface anisotropy energy density, and t is the 
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thickness of ferromagnetic layer. In the case of the sample with an Fe layer of 0.42 nm in thickness, 
perpendicular magnetization owing to PMA is achieved after post-annealing at 300-400°C. Keff and Ki have 
the highest values of 0.88 ± 0.01 MJ/m3 and 1.19 ± 0.02 mJ/m2, respectively, after annealing at 400°C. The 
sample with an Fe layer of 0.98 nm in thickness also shows PMA clearly after annealing at 500°C. The 
values of Keff and Ki are 0.18 ± 0.03 MJ/m3 and 1.90 ± 0.10 mJ/m2, respectively. Most importantly, an 
enormously large Keff of 1.43 ± 0.18 MJ/m3 is achieved for the sample with an Fe layer of 0.70 nm in 
thickness. A quite large value estimated for Ki (= 2.01 ± 0.11 mJ/m2) is also obtained, and it has the same 
order of magnitude as the theoretical calculation.10  
 Finally, the result in this study is discussed from the perspective of the requirement of PMA for 
MRAM application. The thermal stability of free layer magnetization in magnetoresistive devices such as 
MTJ is expressed by KeffV/kBT, where V is the volume of free layer, kB is the Boltzmann constant and T is the 
absolute temperature. KeffV/kBT = 60 is required for the retention time over several years. When we put 1.4 
MJ/m3 and 0.7 nm into the equation, as Keff and the free layer thickness, respectively, the area of the free 
layer is ~255 nm2, which corresponds to a diameter of 18 nm for a circular shaped free layer. The free layer 
of 18 nm in diameter is sufficiently small for achieving gigabit scale MRAM. Thus, the high PMA ultrathin 
Fe/MgO film found in this work may fit FM electrode for p-MTJ for high density MRAM. 
 
3.3. PMA at the interface between ultrathin Fe film and 
MgO studied by angular-dependent X-ray magnetic 
circular dichroism (XMCD) 
 
In order to investigate the PMA energy, it is necessary to evaluate microscopically the orbital magnetic 
moments along parallel and perpendicular directions to the surface. The SOC is an essential factor 
concerning the origin of the interface PMA. The model proposed by Bruno for the quantitative estimation of 
the PMA energies through the second-order perturbation for the spin-orbit interaction is related to the 
anisotropic orbital magnetic moments in parallel and perpendicular to the surface.4,21 Detailed investigations 
of the interface PMA in Fe/MgO systems from the viewpoint of the orbital magnetic moments are required 
for the understanding of the fundamental physics of the interface PMA. 
X-ray magnetic circular dichroism (XMCD), associated with spectral analysis using magneto-optical sum 
rules,22–24 constitutes a powerful technique for investigating the orbital magnetic moments. XMCD studies 
for Fe/MgO systems have been performed in the past.25,26 However, the origin of the large PMA in Fe/MgO 
has not yet been established because of the necessity of a large saturation magnetic field along the hard 
magnetization axis. Angular-dependent XMCD enables us to deduce the anisotropic orbital magnetic 
moments and investigate the large PMA at the Fe/MgO interface. In particular, Fe/MgO systems with 
different annealing conditions, which give rise to different PMA values, can provide the interpretation of the 
relationship between anisotropic orbital magnetic moments and PMA energies.  
In this section, we report the anisotropic interface orbital magnetic moments of ultrathin Fe facing a 
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MgO layer by using angular-dependent XMCD. Additionally, we discuss the PMA energies deduced from 
the orbital magnetic moments and the interfacial electronic and magnetic structures from the viewpoint of 
orbital magnetic moments.   
 
3.3.1. XMCD spectroscopy in 3d transition metals 
 
X-ray magnetic circular dichroism (XMCD) is a powerful tool for measuring the element-specific spin 
and orbital magnetic moments, and its anisotropies, mainly in 3d transition metals. The magnetic properties 
of the 3d transition metals are mainly determined by their d valence electrons. In the ferromagnets Fe, Co 
and Ni the d shell becomes increasingly filled, resulting in decreasing number of d holes, N. The spin 
magnetic moment due to the exchange interaction is simply the difference between the number of spin-up 
and spin-down holes, i.e. 𝑚! = − 2 𝑆! 𝜇! ℏ = 𝑁↑ − 𝑁↓ 𝜇! . The orbital moment 𝑚!"# = − 𝐿! 𝜇! ℏ 
arises from the SOI which is significantly smaller (~ 50 meV) than the exchange interaction (~ 1 eV) and the 
3d bandwidth (a few eV). Therefore, the orbital moment is much smaller than the spin moment. The 
properties of 3d-electrons can easily be probed in an X-ray absorption experiment by excitation of 2p core 
electrons to unoccupied 3d states, as shown in Figure 3.9. 
 
Figure 3.9 (a) Electronic transitions in conventional L-edge X-ray absorption, (b) and (c) X-Ray magnetic 
circular dichroism. The transition occur from the spin-orbit split 2p core shell to empty conduction band 
states above the Fermi level. In conventional X-ray absorption the transition intensity measured as the white 
line intensity IL3 + IL2 is proportional to the number of d holes N. By use of circularly polarized X-rays the 
spin moment (b), and orbital moment (c), can be determined from the dirchroic difference intensities A and B. 
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In principle, L-edge X-ray absorption spectra consist of contributions from both p → d and p → s 
transitions. However, since the transition from p → d excitation dominates the spectra, the p → s transitions 
can be safely ignored.27 The sum of the white line intensities, denoted 𝐼!!, and 𝐼!!, respectively, is directly 
proportional to the number of d holes. The underlying physics of the XMCD spectroscopy is easily 
understood by considering the following arguments, as known as the two-step model.28 
Assuming that magnetization direction is fixed so that the XMCD intensity is the difference intensity 
obtained for two X-ray helicities, the right or left circularly polarized photons transfer their angular 
momentum, ħ and – ħ, respectively, to the exited photoelectron. If the photoelectron originates from a spin-
orbit split level, e.g. the p3/2 level (L3 edge), the angular momentum of the photon can be transferred in part 
to the spin through the SOC. Right circularly polarized photons transfer the momentum ħ to the 
photoelectron, then the left circularly polarized photons transfer the opposite momentum to the photoelectron. 
Therefore the photoelectrons with opposite spins are created in the two cases. Since the p3/2 (L3) and p1/2 (L2) 
levels have opposite SOC, i.e. l + s and l – s, respectively, the spin polarization will be opposite at the two 
edges. The ‘spin-up’ and ‘spin-down’ are defined relative to the photon helicity or photon spin, which is 
parallel (right) or antiparallel (left) to the X-ray propagation direction. In addition, the spin-split valence 
shell acts as a detector for the spin of the excited photoelectron. The quantization naxis of the detector is 
given by the magnetization direction which needs to be aligned with the photon spin direction for maximum 
dichroism effect. Note that the XMCD intensities for L3 edge (A), and L2 edge (B) have opposite sign, 
reflecting the opposite SOC of the p3/2 and p1/2 levels. The spin moment can be quantitatively calculated as A 
– 2B through the sum rule.22 
For bulk fcc-transition metals d-orbitals can be derived from the e! 𝑑!!!!!   and  𝑑!!!!!!  and t!" 𝑑!" ,𝑑!"  and  𝑑!"  manifolds. The eg and t2g manifolds have a nearly isotropic charge density, i.e. have 
no quadrupole moment, so that the total charge density in the atomic cell is also nearly isotropic. Similarly, 
the spin density and the orbital moment will be rather isotropic. For ultra thin films or surfaces with uniaxial 
symmetry about the surface normal, d-orbitals can be classified into the in-plane 𝑑!!!!!   and  𝑑!"  and the 
out-of-plane 𝑑!" ,𝑑!" , and  𝑑!!!!!!  manifolds, and the averaged in-plane and out-of-plane DOSs can be 
defined, as shown as Figure 3.10 (a). For a free-standing Co monolayer the out-of-plane DOS is narrower 
than the in-plane DOS because of smaller overlap of the out-of-plane (π bonding) relative to the in-plane (σ 
bonding) orbitals. The out-of-plane DOS exhibits more holes 𝑁! = 𝑁!" = 𝑁!" = 𝑁!!!!!!  per orbital 
than the in-plane DOS 𝑁∥ = 𝑁!" = 𝑁!!!!! . The DOSs lead to a slightly anisotropic charge (hole) 
distribution which is largest along the surface normal as shown in Figure 3.10 (a). The total number of d 
holes is given by 𝑁 = 2𝑁∥ + 3𝑁!, and is isotropic by definition. 
According to the definition, the spin moment is the difference between the number of electrons in the 
majority band and the minority band. Furthermore, neglecting the hybridization effects between d electrons 
with the s and p electrons,29 the spin moment can be defined as the difference between the number of holes in 
the minority band and the majority band, 𝑚!! = 𝑁↑! − 𝑁↓! 𝜇! for each di orbital. As shown in Figure 3.10 (b), 
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the out-of-plane 𝑚!! = 𝑚!!" = 𝑚!!" = 𝑚!!!!!!!  spin moment is found to be larger than the in-plane 𝑚!∥ = 𝑚!!" = 𝑚!!!!!!  one. The total isotropic spin moment is given by 𝑚! = 2𝑚!∥ + 3𝑚!! . In the 
transition metals Fe, Co, and Ni there is a close correspondence between the anisotropy of charge and spin 
because the majority band is nearly full, as shown in Figure 3.10 (a) and (b). 
While the anisotropy of the charge and the spin is determined by the filling of the in-plane and out-of-
plane sub-bands, i.e. the number of holes, the orbital moment anisotropy greatly depends on the difference in 
the bandwidth between in-plane and out-of-plane. The orbital moment arises mainly from the minority band 
since a filled band has no net orbital moment. Its value is determined by the average bandwidth W which 
determines the average separation of the filled and empty minority band states that are mixed by the small 
SOI. A perturbation treatment gives 𝑚!"# ∝ 𝜉 𝑊, where ξ ~ 70 meV is the SOC constant. Because the 
orbital moment direction is perpendicular to the plane of the orbiting h ole or electron the in-plane moment 𝑚!"#∥  is determined by the out-of-plane orbitals and their bandwidth. The smaller out-of-plane bandwidth 
therefore leads to a larger in-plane orbital moment as shown in Figure 3.10 (c). 
 
Figure 3.10 Illustration of the relationship between the bonding states and (a) charge, (b) spin, and (c) orbital 
sum rules for the free-standing Co monolayer, in anisotropic case. 
 
Three sum rules relate the measured intensities IL3, IL2, A and B, to the electronic and magnetic 
properties of the sample. For linearly polarized X-rays the electric field vector E defines a direction (axis) in 
space and right- and left-handed circularly polarized photons are characterized by a helicity vector which 
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points either into the X-ray propagation direction k or along – k. This anisotropy of polarized X-rays leads to 
a search light effect and allows the detection of anisotropic charge and moment distributions in magnetic thin 
films. The first sum rule is related to the charge distribution and is given by,30 	   𝐼!! + 𝐼!! ! = 𝐶 𝑁 + 𝑁!!  (3.1)  
The anisotropy can be characterized by an index α that specifies the orientation of E (linear polarization) or k 
(circular polarization). Eq. (3.1) correlates the polarization dependent white line intensity with the total 
number of d holes 𝑁 = 2𝑁∥ + 3𝑁! and a quadrupole term 𝑁!! which expresses the anisotropy of the charge 
density in the unit cell.30 The sum rule expression 𝑁 + 𝑁!! = 𝑁!"" can be written as a linear combination of 𝑁∥ and 𝑁!.28 For linear polarization α specifies the E direction and α = 0° corresponds to 𝑬 ⊥ 𝑧 and α = 90° 
corresponds to 𝑬 ∥ 𝑧, as shown in Figure 3.10 (a), and  	   𝑬 ⊥ 𝑧:𝑁!"" = 2𝑁! + 3𝑁∥ 𝑬 ∥ 𝑧:𝑁!"" = 5𝑁! (3.2)  
For circular or plane polarization α specifies the k direction and α = 0° corresponds 𝒌 ∥ 𝑧 and α = 90° 
corresponds to 𝒌 ∥ 𝑧, as shown in Figure 3.10 (a), and 	   𝒌 ⊥ 𝑧:𝑁!"" = 2𝑁! + 3𝑁∥ 𝒌 ∥ 𝑧:𝑁!"" = 3.5𝑁! + 1.5𝑁∥ (3.3)  
The term 𝑁!! vanishes when an angular average is performed, !! 𝑁!!! = 𝑁!! + 𝑁!! + 𝑁!! 3 = 0. In 
this case the isotropic sum rule 𝐼!! + 𝐼!! = 𝐶𝑁 is obtained. 
Since the SOC for 3d transition metals is small and the charge distribution is not significantly altered if 
the spin is rotated by an external magnetic field, the anisotropy of the spin density is related to that of the 
anisotropy of the charge density. Under the assumption that the external magnetic field is strong enough to 
align all the magnetization in the sample along the X-ray propagation direction, the spin sum rule is then 
given by22 	   A − 2B ! = 𝐶−𝜇! 𝑚! +𝑚!!  (3.4)  
The sum rule term 𝑚! +𝑚!!  is given by contributions of the various d orbitals.  
For circular polarization α = 0° corresponds to the X-ray wave vector 𝒌 ∥ 𝑧 and α = 90° corresponds to 𝒌 ⊥ 𝑧, as shown in Figure 3.10 (b), and 
	   𝒌 ⊥ 𝑧:𝑚!∥ = 𝑚!! = 𝑚!! = 2 𝑚!! −𝑚!∥  𝒌 ∥ 𝑧:𝑚!! = 𝑚!! = 4 𝑚!∥ −𝑚!!  (3.5)  
or equivalently, 
	   𝒌 ⊥ 𝑧:𝑚! +𝑚!∥ = 5𝑚!! 𝒌 ∥ 𝑧:𝑚! +𝑚!! = 6𝑚!∥ −𝑚!! (3.6)  
Polarized X-rays therefore offer the capability of probing the angular distribution of the spins in the atomic 
cell. The term 𝑚!!  vanishes when an angular average is performed, !! 𝑚!!! = 0, and the isotropic sum rule 
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A − 2B = − 𝐶𝑚! 𝜇! is obtained. The angular average requires that in all measurements the sample is 
magnetically saturated by a strong external magnetic field along the X-ray propagation direction. 
If the bonding is anisotropic, the d electron charge will be anisotropic. When the sample is magnetized 
in different directions, i.e. by rotating the spin moment by a sufficiently strong external magnetic field, an 
orbital moment arises from the clockwise/counterclockwise imbalance of orbital motion in the plane 
perpendicular to the spin quantization axis as a consequence of the SOC. Because of the anisotropic charge 
cloud, the orbital amplitudes will differ for different magnetization (spin moment) directions, and the orbital 
moment will be anisotropic. The direction of the orbital moment relative to the spin moment is given by 
Hund’s third rule. For Fe, Co and Ni morb and mS are parallel because the d shell is more than half full. In the 
presence of an external magnetic field which is sufficiently large to magnetically saturate the sample, the 
orbital moment 𝑚!"#!  along the field direction α can be directly determined by use of the sum rule23 	   A + B ! = 3𝐶−2𝜇!𝑚!"#!  (3.7)  
The quantities 𝑁!! ,𝑚!! , and  𝑚!"#!  all depend on the measurement geometry, characterized by α. For 
multilayers with uniaxial geometry about the surface normal, ‘magic’ geometry is particularly useful. Stöhr 
and König30 suggested that the specific geometry at which allows one to determine the angle averaged 
quantities N, mS, and 𝑚!"#! = 𝑚! + 2𝑚∥ 3 in a single measurement. Assuming circularly polarized light, 
it consists of a measurement with the photon spin and the external magnetic field, oriented at magic angle α 
= 54.7° from the surface normal (equal projections onto x-, y-, and z-axis).  
 
3.3.2. Experimental procedures 
 
Samples were grown by using an UHV electron-beam evaporation on MgO (001) substrates. The 
sample structures are shown in Fig. 1 (a). After cleaning the MgO (001) substrate at 1000°C, a 5-nm-thick 
MgO layer was deposited on the substrate at 450°C and a 30-nm-thick Cr buffer layer at 150°C. 
Subsequently, the annealing process was performed at 800°C in order to prepare the flat surface. A 0.7-nm-
thick Fe layer, which corresponds to 5 monolayers (MLs), was deposited on the Cr buffer layer at 150°C and 
a MgO layer was also grown on the Fe layer at 150°C. After the deposition of the MgO capping layer, 
samples were annealed at two different temperature, i.e., 300 and 450°C, in order to make a difference in the 
interface PMA between samples. Magnetization curves were measured as functions of the magnetic fields 
(M-H) using superconducting quantum interference devices with a vibrating sample magnetometer (SQUID-
VSM) at room temperature. Details of the surface and interface conditions and the fabrication procedures are 
reported in the previous section (see page 58).  
X-ray absorption spectroscopy (XAS) and XMCD measurements for Fe L-edges were performed at the 
UVSOR BL-4B beamline, Institute of Molecular Science, Japan, under conditions of 5 K.31 The circular 
polarization of the incident X-rays was evaluated as 71%. Magnetic fields (Hext) of ±5 T were applied using 
a superconducting magnet along the incident polarized soft X-rays in order to sufficiently saturate the 
	   70 
magnetization along the direction of the magnetically hard axis. The total electron yield mode was adopted 
by detecting the drain currents from the samples. We changed the magnetic field directions in order to obtain 
right- and left-hand-side polarized X-rays while fixing the polarization direction of the incident X-ray. The 
XAS and XMCD measurements were carried out by Prof. J. Okabayashi at The university of Tokyo.32 
 
 
Figure 3.11 Illustration of two different geometries for XMCD measurement. (a) grazing incidence (GI) and 
(b) normal incidence (NI) geometries. 
 
Angular-dependent XMCD was performed by rotating the angle between the incident beam and the 
direction of the sample’s surface normal from the surface normal to 60°; these geometries are defined as 
normal incidence (NI) and grazing incidence (GI), respectively, as shown in Figure 3.11. In the case of the 
NI configuration, where both the photon helicity and the magnetic field directions are normal to the surface, 
the X-ray absorption processes involve the normal direction components of the orbital angular momentum 𝑚!"#! . The GI configuration mainly allows the detection of only the in-plane orbital momentum 
components 𝑚!"#∥ . 
 
3.3.3. Results and Discussion 
 
Figure 3.12(a) shows the XAS of a 0.7-nm-thick Fe/MgO interface after the annealing at 450°C. The 
XMCD taken at the NI and GI geometries and the integrals of the Fe L2,3 absorption edges XMCD spectra 
are also shown in Figure 3.12(b) and (c). Distinct metallic peaks are evident in the XAS of the Fe L2,3 edges, 
which indicates that no atomically mixed layer formation with oxygen atoms occurred at the interface, even 
after the 450 °C annealing process. There are clear differences in the XAS spectra between right- and left-
hand-side polarized X-rays and they reveal the XMCD signals. Since the XAS spectra obtained from the NI 
and GI setups were almost identical, only the XAS spectra in the NI configuration are shown. In Figure 
3.12(b), the XMCD spectra in the NI and GI setups display a distinct difference in the intensity between the 
L3 edges while the L2 edges show almost similar intensity. The measured XMCD signal for the Fe L3 edge 
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from the NI geometry was larger than that from the GI geometry, which indicates that the large orbital 
magnetic moments are induced when the Hext perpendicular to the film plane. The magneto-optical sum rule 
indicates that the integrated areas of both negative L3 and positive L2 peak are proportional to the orbital 
magnetic moments.24  
 
Figure 3.12 (a) X-ray absorption spectra of 0.7-nm-thick Fe/MgO structures for an annealing temperature of 
450 °C, measured in the NI geometry. (b) XMCD spectra of the NI and GI setups. (c) Integrated XMCD 
spectra of the NI and GI setups.  
 
The integrated XMCD signal of both L3 and L2 edges are larger in the NI configuration than in the GI 
one. Figure 3.12(c) shows the integrated XMCD signals of the Fe L-edges for both NI and GI setups. A 
difference can be clearly observed in the residuals of the integrals for both L3 and L2 peaks. These integrated 
XMCD spectra indicate that the large orbital magnetic moments are enhanced in the NI geometry where the 
Hext perpendicular to the film plane, in the comparison with the orbital magnetic moments in the GI 
geometry. This is reasonable for a Fe/MgO interface with a PMA related to the orbital magnetic moments. 
On the other hand, the effective spin magnetic moments 𝑚!!""  are deduced from the summation of each 
area of L3 and twice that of the L2 edge in the GI setup without the dipole transition terms.33 
 Using the magneto-optical sum rules for the estimation of orbital and spin magnetic moments, we list 
the results for both the 300 and 450°C annealing cases with the NI and GI geometries in Table 3.1. The 𝑚!!"" 
values were determined only from the GI geometry because the magic angle geometry of 57.3° from the 
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surface normal can theoretically neglect the magnetic dipole terms.33 For the application of the sum rules, we 
assumed the hole numbers of the Fe 3d states to be 3.4 as a standard value of Fe bulk.34 For the 450°C 
annealing case, the results listed in Table 3.1 show that the orbital magnetic moments with 𝑚!"#!  of 0.30 µB 
and 𝑚!"#∥  of 0.21 µB were calculated. In contrast, for the 300°C annealing case, the difference in the orbital 
magnetic moments ∆𝑚!"# = 𝑚!"#! −𝑚!"#∥  is reduced compared to that in the case of 450°C. Next, 
considering the Bruno relationship: 𝐾 ≃ 𝜉 4 𝛼∆𝑚!"#, where ξ is the SOC constant, and α is the band-
structure parameter, the PMA energies are proportional to Δmorb. For the 450°C case, we obtained K = 130 
µeV/atom, which corresponds to a PMA value of 1.48 mJ/m2, assuming a Fe lattice constant of 0.287 nm 
with a bcc structure facing the MgO at the interface. For the 300°C annealing case, the difference in orbital 
magnetic moments is smaller than that in the case of 450°C annealing. In the former case, a K of 77 
µeV/atom was estimated, which is smaller than that calculated in the latter case. 
These values are comparable to the results obtained by SQUID-VSM, while the magnetization 
measurements were performed at room temperature. It must be noted that magnetization measurements at 
low temperatures are difficult owing to the strong diamagnetic contribution from the large volume of the 
MgO substrates, which interrupts the intrinsic magnetic contribution from the thin Fe layers. Therefore, the 
element-specific XMCD measurements in the Fe L-edges constitute a unique technique for probing the 
magnetism of ultrathin Fe layers on MgO. The SQUID-VSM results suggesting that the 450°C annealing 
process enhances the PMA at the 0.7-nm-thick Fe/MgO interface are consistent with those obtained by 
XMCD and the subsequent analysis, which indicates that the contribution of the anisotropic orbital magnetic 
moments is essential for the appearance of PMA at the Fe/MgO interface. 
 
Table 3.1 Spin and orbital magnetic moments estimated from the XMCD sum rules for Fe at Fe/MgO 
interface with annealing at 300 and 450°C. The in-plane and out-of-plane components are listed. The PMA 
energy densities obtained from XMCD are also shown with those from SQUID-VSM. [32] 
Annealing 
Temperature 
300°C 450°C 
Configuration NI GI NI GI 
mS [µB] − 2.07 − 2.08 
morb [µB] 0.24 0.19 0.30 0.21 𝐾!!"#$ [mJ/m2] 0.86 (77 µeV/Fe atom) 1.48 (132 µeV/Fe atom) 𝐾!!"# [mJ/m2] 1.19 2.01 
 
Here, we discuss the origin of the PMA at the interface of Fe/MgO. Since the excitation processes in 
XMCD are regarded to be the atomic excitations from the core to unoccupied states, one can estimate the 
magnetic anisotropy energy per atom through the Bruno’s relation with using the element-specific orbital 
magnetic moments. Since the diamagnetic and shape-anisotropic components of the magnetic anisotropy 
energy do not depend on the anisotropic orbital magnetic moments, the interface PMA values in units of J/m2 
were directly estimated.  
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Next, we discuss the PMA values obtained by XMCD and the comparison with other experimental and 
theoretical works reported in the literature. The DFT calculations determine a magneto-crystalline anisotropy 
energy of 0.2 meV/atom in a free-standing Fe with 1 ML in thickness, a value of 0.9 meV/atom at the Fe (1 
ML)/MgO interface, and 1.5 meV/atom at the MgO/Fe (1ML)/MgO sandwiched structures.35 These results 
suggest that the PMA of the Fe/MgO interface is enhanced with a double-facing interface. Considering that 
the obtained PMA value of 0.13 meV/(Fe atom) through the XMCD measurement for Fe (5MLs)/MgO 
stracture after annealing at 450°C, the result is somewhat smaller than the estimated value from the DFT 
calculation (0.2 meV/Fe atom).35 It is noted that the value for 𝑚!"#∥  can be underestimated, because the angle 
for the X-ray incident in the NI configuration was not exactly parallel to the film plane i.e. 57.3°. Therefore, 
the PMA values can be estimated to be small relative to those from DFT calculations. Nevertheless, the 
estimated value of PMA through XMCD for Fe (5 MLs)/MgO (001) structure, without an applied external 
electric field, was turned out to be comparable to that from the literature on the modulation of PMA by an 
electric field.21,35–39 
Considering the above results, the origin of PMA at the Fe/MgO interface can be described by the 
anisotropic orbital magnetic moments induced by the spin-orbit interaction at the interface. The anisotropic 
orbital magnetic moments, resulting from the modulation of the occupancies of the Fe 3d states at the 
interface, were obtained through the sum-rule analysis of the XMCD spectra. Figure 3.13 displays the 
schematic energy diagram of the Fe 3d states at the Fe/MgO interface. First, the Fe 3d levels split into eg and 
t2g states due to the crystal field.  
 
 
 
Figure 3.13 Schematic diagram of the Fe 3d states with the crystal field, surface field, and spin-orbit 
interaction. [32] 
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At the surface or the interface accompanied with the symmetry breaking, the degenerated eg states of the 
dx2-y2 and dz2 orbitals split further because of the surface field and the hybridization with the O 2pz orbital. 
The spin-orbit interaction induces further splitting depending on the direction of the Hext and the magnetic 
quantum number m (0, ±1, ±2). The dyz and dzx orbitals corresponding to m = 1 consist of the complex 
orbitals denoted as the dyz+izx and dyz-izx states.24 The anisotropy of charge occupancy between these complex 
states results in the anisotropic orbital magnetic moments. As was also indicated in the DFT calculations, the 
Fe 3dz2 states are pushed up above the Fermi level through the hybridization with the O 2pz orbital and the 
charge occupancies are modulated.10 In addition, only when the Hext perpendicular to the film plane, the 
modulation in the electron occupancies results in the enhanced morb⊥. Therefore, due to the enhancement of 
morb⊥ resulted from the spin orbit interaction and the hybridization between Fe 3dz2 and O 2pz orbitals, the 
large PMA can be expected for the Fe/MgO interface. It is well coincide with our XMCD results for the NI 
configuration, which showed enhanced 𝑚!"#! . 
The relationship between anisotropic orbital magnetic moments and PMA has been discussed since the 
model was proposed by Bruno in 1989.4 According to the Bruno’s model, the PMA energy can be estimated 
by calculating the ground-state energy correction induced by spin-orbit interaction in the second-order 
perturbation theory, and it is directly related to the anisotropy of the orbital magnetic moment. In the above 
discussion, the PMA energy deduced from XMCD and its analysis is of the same order as those estimated 
from DFT calculations and SQUID-VSM results; this suggests that the anisotropic orbital magnetic moments 
can be essential to the PMA as Bruno predicted.  
Finally, we compare the PMA values of Fe at the Fe/MgO interface with those at a CoFe alloy/MgO 
interface. Recently, it has been reported that the Heusler alloy Co2FeAl facing MgO exhibits PMA,18 where 
Co2FeAl consists of alternating atomically stacked structures of Co and FeAl layers. The XMCD analysis 
revealed that the anisotropic orbital magnetic moments of Fe become essential for the PMA.40 At the 
interface, the FeAl layer facing MgO contributes to the PMA with the interface PMA energy of 0.37 mJ/m2, 
which is comparable to the case of Fe/MgO. 
 
3.4. Summary 
 
In summary, different interface conditions at Fe/MgO interfaces has been fabricated in order to 
experimentally examine the effect of the interface condition on PMA in Fe (tFe)/MgO (2 nm) structures. We 
have achieved perpendicularly magnetized Fe/MgO bilayers with PMA energy density of up to ~1.4 MJ/m3 
and the interface PMA energy density of ~2 mJ/m2. Furthermore, we have studied the interface PMA in 
ultrathin Fe/MgO (001) using angular-dependent XMCD. We found that the anisotropic orbital magnetic 
moments determined from the analysis of XMCD contribute to the large PMA energy, whose values depend 
on the annealing temperature. The large PMA energies deduced from the magnetization measurements are 
almost consistent with those estimated from the anisotropic orbital magnetic moments through the spin-orbit 
	   75 
interaction. The enhancement of orbital magnetic moments can be explained by the hybridization between 
the Fe 3dz2 and O 2pz states at the Fe/MgO interface. 
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Chapter 4. Magnetotransport properties in 
perpendicularly magnetized tunnel junctions using an 
ultrathin Fe electrode 
 
The tunnel magnetoresistance (TMR) effect was investigated in perpendicularly magnetized magnetic 
tunnel junctions (p-MTJs) consisting of the stacked layer structure of ultrathin Fe (0.7)/MgO (1.8)/CoFeB 
(1.2–1.4) (in nm). A relatively large TMR ratio of 95 % was obtained with an interface perpendicular 
magnetic anisotropy energy density of 1.5 mJ/m2 at the Fe/MgO interface. Moreover, we found that the p-
MTJ exhibits spin-dependent resonant tunneling characteristics in the bias voltage dependence of differential 
conductance, corresponding to a quantum well confined in five monolayers of Fe(001) atomic plane. The 
results showed that the resonant tunneling of Δ1 symmetry electrons through the spin-dependent quantum 
well can be realized even in the p-MTJ structure with strong perpendicular magnetic anisotropy. 
 
4.1. Introduction 
 
A large tunnel magnetoresistance (TMR) ratio of magnetic tunnel junctions (MTJs) is essential for 
developing spin-transfer torque (STT) magnetoresistive random-access memory (MRAM)1. However, since 
the smaller MTJ dimensions are required for the next-generation high-density STT-MRAMs, not only a large 
TMR ratio but also a large perpendicular magnetic anisotropy (PMA) are necessary for MTJs to obtain a 
high thermal stability of the magnetization in a free layer, which insures a long data retention time and a low 
current density for STT switching. In other words, a perpendicularly magnetized tunnel junction (p-MTJ) 
with a sufficiently large PMA and a large TMR ratio is a crucial element for satisfying the criteria of 
memory cells in the gigabit-scale STT-MRAM. In this context, various alloys with a large bulk magnetic 
anisotropy such as L10-CoPt 2 FePt 3 and DO22-Mn3-δGa 4 and ferromagnetic ultrathin layer/MgO stacking 
structures with a large interface PMA such as CoFeB/MgO 5 and B2-Co2FeAl/MgO 6 have been investigated 
for their applicability to potential ferromagnetic electrode materials of p-MTJs.  
On the other hand, fundamental understanding of the large TMR ratios in MgO-based MTJs and the 
PMA at ferromagnetic metal/MgO interfaces has been developed mainly from inspecting the Fe-MgO 
system. In the case of the epitaxially (001)-grown Fe/MgO-MTJ, it is well known that a significantly large 
TMR ratio results from the coherent tunneling of the highly spin-polarized Δ1 state of Fe through the MgO 
barrier 7,8. As demonstrated in the theoretical calculations 9 and the experimental results 10, a large interface 
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PMA can also be obtained at the interface between the ultrathin Fe(001) electrode and MgO(001) barrier, 
which originates from the hybridization between Fe dZ2 and O-pz orbitals. Thus, the Fe/MgO-MTJ and its 
interface can be considered as useful model systems for tracking the physical origin of magnetotransport 
characteristics as well as interface magnetic anisotropy. From a practical standpoint, the Fe/MgO-MTJ is 
also an intriguing system in which fundamental transport properties under a large interface PMA can be 
experimentally examined for comprehensive understanding. In fact, however, due to the extreme sensitivity 
of TMR and interface PMA to the crystalline structure of ultrathin Fe(001) electrodes, it is of particular 
difficulty to demonstrate the characteristic transport properties through the Fe/MgO interface exhibiting a 
large interface PMA. As we demonstrated in a previous study10, a subtle change in surface crystalline quality 
of a buffer layer resulted in the large difference in PMA at the interface between Fe and MgO, suggesting 
that the detailed interface conditions could be a crucial factor for PMA. Since the buffer layer was used as a 
template layer for the growth of an ultrathin Fe layer, thus, a small change in crystalline quality of the buffer 
layer affects to that of the ultrathin Fe layer as well. Additionally, those changes in the surface crystalline 
quality of the ultrathin Fe layer may affect the TMR ratio of the Fe/MgO-MTJ: in fact,  the structure of one 
atomic layer at the Fe/MgO interface is also known to be a factor that diminishes its TMR ratio11. Although 
Rajanikanth et al. first reported TMR in ultrathin Fe-based MTJs with interface PMA 12, a magnetic 
anisotropy modification by applying an electric field was achieved rather than a perpendicular TMR ratio. 
Nistor et al.13 demonstrated the correlation between the PMA energy density and the TMR ratio; however, 
only the in-plane magnetized CoFeB-based MTJs were examined. It is also noted that while Ikeda et al.5 
have achieved both large TMR ratios and interface PMA for CoFeB/MgO/CoFeB p-MTJs, the role of B 
atoms in those systems brings some difficulty in the understanding of the fundamental transport properties 
under a large interface PMA. 
In this section, we first report a relatively large TMR ratio of 95% associated with spin-dependent 
resonant tunneling (SDRT) at room temperature (RT) for an ultrathin Fe/MgO/CoFeB p-MTJ exhibiting a 
large interface PMA at the interface between the Fe electrode and the MgO(001) barrier. By measuring the 
TMR effect in the Fe/MgO/CoFeB p-MTJ structures having different magnitude of the interface PMA 
energy density (Ki) at the bottom interface (Fe/MgO), which can be manipulated by annealing a Cr buffer 
layer at different post-annealing temperatures, it is also shown that the p-MTJs with a higher Ki value 
exhibited larger TMR ratios than those with a smaller Ki value. These results show that the SDRT process 
with a large TMR ratio, where the resonant tunneling of the Δ1 symmetry electrons through the spin-
dependent quantum well (QW) governs the magnetotransport process, can be achieved even for the p-MTJ 
structure having a large interface PMA. 
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4.1.1.  TMR effects in the epitaxially grown MTJs 
 
Epitaxial Fe/MgO(001) system is a one of the most typical structure in spintronics research field. Owing 
to the theoretical prediction of over 1000% TMR ratio in Fe/MgO/Fe magnetic tunnel juctions (MTJs),7,8 a 
tremendous amount of experimental effort has been done to achieve a large TMR ratio at room temperature 
using this structure. In Parkin et al.14 and Yuasa et al.15 reported a giant room-temperature (RT) TMR, ~ 
150%, in epitaxial Fe/MgO/Fe magnetic tunnel junction. Instantly, it attracted much attention because such 
MTJs with a large TMR ratio is applicable to memory cells of the gigabit-scale spin-transfer torque (STT)-
MRAMs. As theoretical calculations predicted, a large TMR ratio could be achieved owing to the coherent 
tunneling of the spin-polarized Δ1 states of through the MgO(001) barrier. Furthermore, Ikeda et al.16 
achieved a large TMR ratio of over 600% at RT from an in-plane magnetized CoFeB/MgO/CoFeB pseudo 
spin valve type MTJ. However, to satisfy the criteria for memory cells of the gigabit-scale STT-MRAM, 
perpendicularly magnetized tunnel junctions (p-MTJs) with a sufficiently large perpendicular magnetic 
anisotropy (PMA) is crucially needed. Up to now, CoFeB,5 DO22-Mn3-δGa,4 L10-CoPt,2 FePt,3 and B2-
Co2FeAl6 have been investigated for their applicability as potential ferromagnetic electrode materials that 
can achieve a large PMA as well as a large TMR ratio.  
Although, some simple physical models for TMR effect and PMA were introduced in the Chapter 1, 
here, we will introduce more detailed physical explanations for TMR effect, spin-dependent resonant 
tunneling (SDRT) effect, and interface PMA at the interface between ferromagnetic metal and oxide layer. 
In chapter 1, we briefly explained the tunnel transport process of four Bloch states through vacuum 
barrier, in the case of Fe/Vacuum/Fe junction. As shown in Figure 4.1 and explained in chapter 1, the 
attenuation rate of different Bloch waves is different. However, such simple models are not adequate for 
describing spin dependent tunneling. In realistic case, each band couples to the barrier evanescent states 
differently, hence their contributions to tunneling current differ by orders of magnitude. In addition, the free 
electron model fails to account for the difference in the lateral symmetry of the Bloch wavefunctions at the 
same k|| which can lead to different decay rates in the barrier. Some aspects that are missed in simple models 
are the complex bands in the barrier layer, the interface resonance states, and a strong chemical bond effect. 
In order to describe the spin dependent tunneling in the realistic systems, calculating the tunneling 
conductance based on the calculation of the proper self-consistent DOS of the metal-insulator-metal must be 
performed. 
 
 
	   81 
 
Figure 4.1 Tunneling DOS for k|| = 0 for Fe(100)/Vacuum/Fe(100) calculated using scattering boundary 
conditions with Bloch waves incident from the left. The moments of the two iron electrodes are assumed to 
be aligned.[11] 
 
Figure 4.2 Density of states each atomic layer of Fe(100) near an interface with MgO. (1 hartree equals 27.2 
eV)[11] 
R1618 Topical Review
Figure 10. Density of states each atomic layer of Fe(100) near an int rface with MgO 1 hartree
equals 27.2 eV.
Fermi level is probably due to the interface resonance states which will be discussed in later
sections.
The small DOS in the gap of MgO on the interfacial MgO layer is due to the evanescent
Fe states which decay exponentially into the MgO. The bandgap in ZnSe is much smaller than
MgO. Using the potentials calculated for the central Zn and Se atomic layers to calculate the
electronic structure of bulk ZnSe, it was found that it has a direct gap at the zone centre of
1.34 eV. This contrasts with the corresponding calculation for MgO, yielding a gap of 5.5 eV
in [14], which agrees with previous DFT–LDA calculations [38] but is somewhat less than the
experimental value of 7.8 eV [39]. The large difference in the bandgap will lead to orders of
magnitude difference in the tunnelling conductance at the same layer thickness.
3.2. Electronic structure of Fe|FeO|MgO|Fe junctions
Because of the order of deposition, the two interfaces in a spin tunnel junction are usually
asymmetric. This is typified by the Fe|MgO|Fe system, which was shown to actually contain
an atomic layer of FeO on the bottom interface [40, 41]. Calculations of symmetric junctions
tend to give very large TMR ratios. This contrasts sharply with the moderate TMR ratios
measured experimentally. We have found [42] that part of this discrepancy may be due to the
presence of the FeO layer on one of the interfaces.
The only difference in the structure of the Fe|FeO|MgO|Fe junction from that of the
Fe|MgO|Fe junction is in the bottom interface which contains a single atomic layer of FeO.
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Figure 4.3 Density of states each atomic layer of MgO near an interface with Fe(100).[11] 
The electronic DOS for Fe/MgO/Fe is shown in figures Figure 4.2 and 3.3.17 Near the interface, the 
majority DOS is strongly reduced in the vicinity of the Fermi energy, whereas for the minority spin channel 
the Fermi energy falls near a sharp peak in the DOS. The large peak in the minority DOS near the Fermi 
energy is localized on the atoms close to the interface and corresponds to an interface resonance which 
couples only weakly to the bulk Bloch states in the Fe electrode. 
Based on these electron structures, one can calculate the tunneling conductance by using the Landauer 
formalism,18 which relates the conductance of a sample to the probabilities of electron transmission and 
reflection. Landauer proposed that the conductance of the elastic scatterer is determined by the quantum 
mechanical transmission T (reflection R = 1 – T) coefficient. The scattering region in Figure 4.4 would 
consist of the tunneling barrier surrounded by the two electrodes. If the left-hand reservoir, with chemical 
potential µ1 and distribution function f(µ1), is an emitter of right going electrons, the current density of 
electrons that leave the reservoir on the left and enter the reservoir on the right can be written in terms of the 
transmission probability T++(k,k’) as 	   𝐽! = 𝑒2π ! d!𝑘𝑣!! 𝐤 𝑓 𝜇! 𝑇!! 𝐤,𝐤!!!  (3.8)  
where +z is the direction from left reservoir to right reservoir, and the superscripts + indicates that the 
electrons are travelling in the +z direction. The parallel and perpendicular components of k are k|| and kz, 
respectively. Performing the integral over kz yields 
Topical Review R1619
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Figure 11. DOS for each of the atomic layers of MgO near an interface with Fe(100).
The Fe atom of this layer sits at the bcc site of the substrate Fe lattice. There is experimental
evidence [41] that the oxygen sites are only about 60% occupied. The detail of the structure used
in the calculation is explained in [42]. The self-consistent calculation is carried out in the same
manner as in [14]. We limited our calculations within magnetic configuration space in the sense
that all electron spins are assumed to be collinear. We also assumed that the magnetic order
has the same periodicity as the two-dimensional lattice, thus disallowing antiferromagnetic
ord ring within the same atomic layer. Antiferromagnetic coupling between layers is allowed,
however. In this section we show the electronic structure with 100% oxygen occupation on
the FeO layer. In section 6.5 we will discuss the effect of partial oxygen occupancy in the FeO
layer which is treated by the coherent potential appr ximation (CPA) [43]. We find, despite
the large charge transfer between the Fe atom and the oxygen atom within the FeO layer, that
the charge rearrangement necessary to correctly offset the bands of the MgO relative to those
of Fe leads to very little charge transfer between layers, similar to the result we obtained for
the Fe|MgO interface.
Th calculated lectronic DOS near the interface is very different from that of an Fe|MgO
interface. Figure 12 shows the DOS for the Fe ASA spheres near the interface in the presence
of the FeO layer. The most significant change is the almost complete disappearance of the
d-band peak ju t below the F rmi energy for the Fe spheres on the FeO layer. Th same peak
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   𝐽! = 𝑒A 12π𝐤||,!;𝐤! d𝑘! 1ℏ 𝜕𝜀∂𝑘! 𝑓 𝜇! 𝑇!! 𝐤,𝐤!  (3.9)  
which yields an expression for the current, 
	   𝐼! = 𝑒ℎ d𝜀!!. 𝑇!!𝐤||,!;𝐤!,! 𝐤||, 𝑗;𝐤||! , 𝑖  (3.10)  
here, the scattering in the scattering region is elastic or nearly so in order that k and k’ are at approximately 
the same energy ε, 𝐤|| 𝐤||!  are the components of k (k’) in the xy plane, and i,j are needed because there is 
generally more than one Bloch state for a given value of k||.  
 
 
Figure 4.4 A scattering region is connected to the reservoirs through quantum leads.  
Similarly, the current of electrons emitted in the –z direction by the reservoir on the right which enter the 
reservoir on the left, 
	   𝐼! = 𝑒ℎ d𝜀!!. 𝑇!!𝐤||,!;𝐤!,! 𝐤||, 𝑗;𝐤||! , 𝑖  (3.11)  
In equilibrium state, there should be no net current at each energy level summed over all bands, thus, 	   𝑇!!𝐤||,!;𝐤!,! 𝐤||, 𝑗;𝐤||! , 𝑖 = 𝑇!!𝐤||,!;𝐤!,! 𝐤||, 𝑗;𝐤||! , 𝑖  (3.12)  
This condition leads to the equation for the net current at a sufficiently small voltage, 
	   𝐼 = 𝐼! − 𝐼! = 𝑒!ℎ 𝑇!!𝐤||,!;𝐤!,! 𝐤||, 𝑗;𝐤||! , 𝑖 𝜇! − 𝜇!𝑒  (3.13)  
which yields the Landauer conductance formula, 
	   𝐺 = 𝑒!ℎ 𝑇𝐤||,!;𝐤!,! 𝐤||, 𝑗;𝐤||! , 𝑖 . (3.14)  
This expression can be further simplified if the electrode and tunneling barrier system has translational 
symmetry in the plane parallel to the interface so that the transmission conserves k||. In this case, the 
transmission probability has the form 𝑇 𝐤||, 𝑗;𝐤||! , 𝑖 = 𝑇 𝐤||, 𝑗, 𝑖 𝛿𝐤||,𝐤||!  
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and the conductance is given by 
	   𝐺 = 𝑒!ℎ 𝑇𝐤||,!,! 𝐤||, 𝑗, 𝑖 . (3.15)  
Above equation for the conductance is applicable to only single-channel geometry as depicted in Figure 
4.4. However, TMR effect is attributed to transmission and reflection of each Bloch states at the Fermi level. 
Therefore, in order to calculate the tunneling current in MTJ structure, the multi-channel Landauer formula19, 
i.e. the Landauer-Büttiker formalism, should be considered. In this formalism, Bloch states at the Fermi 
energy travelling towards the barrier correspond to incident channels while those travelling away from the 
barrier correspond to the scattered (transmitted or reflected) channels. Those two subspaces will be used to 
define the scattering matrix S. 
Between each layer i the Bloch wave is expanded in terms of plane waves. 	   𝜙! = 𝑐𝐠!!exp i𝐊𝐠! ∙ 𝐫𝐠 + 𝑐𝐠!!exp i𝐊𝐠! ∙ 𝐫𝐠  (3.16)  
The wave vectors 𝐊𝐠±, in the plane waves i𝐊𝐠± ∙ 𝐫 , are given by 
	   𝐊𝐠± = 𝐤∥ + 𝐠,± 2𝑚ℏ! 𝐸 − 𝐤∥ + 𝐠 !  (3.17)  
where the vectors g are two-dimensional reciprocal lattice vectors and k|| is a wave vector in the first two-
dimensional Brillouin zone. 
Expanded total wave function, in terms of Bloch waves, on the left-hand side of the barrier due to an 
incident wave plane wave with wavevector 𝐊𝐠! is as follow:20 	   𝜓𝐠!! = 𝐴𝐠!!𝒛!! 𝜙!𝒛!! 𝐫!𝒛! + 𝐴𝐠!!𝒛!! 𝜙!𝒛!! 𝐫!𝒛! = 𝑒!𝐊𝐠!∙𝐫 + 𝑡𝐠𝐠!!!𝑒!𝐊𝐠!∙𝐫𝐠!  (3.18)  
where 	   𝐴𝐠!!𝒛±! = 𝜇𝐠!!±!! + 𝑡𝐠𝐠!!!𝜇𝐠!!!±!!𝐠!  (3.19)  
To the right of the sample 	   𝜓𝐠!! = 𝐴𝐠!!𝒛!! 𝜙!𝒛!! 𝐫!𝒛! + 𝐴𝐠!!𝒛!! 𝜙!𝒛!! 𝐫!𝒛! = 𝑡𝐠𝐠!!!𝑒!𝐊𝐠!∙𝐫𝐠!  (3.20)  
with 	   𝐴𝐠!!𝒛±! = 𝑡𝐠𝐠!!!𝜇𝐠!!!±!!𝐠!  (3.21)  
Similarly, the expressions for an incident plane wave from the right can be obtained with its coefficients 𝐴𝐠!!𝒛±!   𝐴𝐠!!𝒛±! , 	   𝐴𝐠!!𝒛±! = 𝑡𝐠𝐠!!!𝜇𝐠!!!±!!𝐠!  (3.22)  
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   𝐴𝐠!!𝒛±! = 𝜇𝐠!!±!! + 𝑡𝐠𝐠!!!𝜇𝐠!!!±!!𝐠!  (3.23)  
Here, 𝑡𝐠𝐠!!! and 𝑡𝐠𝐠!!! are the transmission and reflection amplitudes of plane waves onto the slab of interface 
layers. The superscripts ± refer to the direction of travel of incident and outgoing plane waves respectively.21 
If the whole process is scattering of the Bloch waves, then the amplitude of the outgoing Bloch wave on 
the left-hand side of the barrier,  𝐴!𝒛!! , will be the sum of the transmitted Bloch waves from the right,  𝐴!𝒛!! 𝑇!!, 
and the reflected part of Bloch waves incident from the left,  𝐴!𝒛!! 𝑇!!. Thus 𝐴𝐠±!𝒛!!  is given by 	   𝐴𝐠±!𝒛!! = 𝐴𝐠±!!!!! 𝑇!!!! !𝒛!!!!!!! + 𝐴𝐠±!!!!! 𝑇!!!! !𝒛!!!!!!!  (3.24)  
where 𝑇!!!! !𝒛!!!  and 𝑇!!!! !𝒛!!!  are the reflection coefficients for Bloch waves incident from the left, and the 
transmission coefficients for Bloch waves incident from the right respectively, as shown in Figure 4.5. The 
right travelling Bloch waves on the right side of the barrier are also a sum of reflected and transmitted Bloch 
waves: 	   𝐴𝐠±!𝒛!! = 𝐴𝐠±!!!!! 𝑇!!!! !𝒛!!!!!!! + 𝐴𝐠±!!!!! 𝑇!!!! !𝒛!!!!!!!  (3.25)  𝑇!!!! !𝒛!!!  and 𝑇!!!! !𝒛!!!  are the transmission coefficients for Bloch waves incident from the left-hand side of the 
barrier, and reflection coefficients for Bloch waves incident from the right-hand side of the barrier, as shown 
in Figure 4.5. 
 
 
 
Figure 4.5 Schematic representation of transmission and reflection coefficients and its amplitudes for Bloch 
waves from both electrodes. 
 
The four equations above can be combined into a matrix form, 
	   𝐴𝐠!!𝒛!! 𝐴𝐠!!𝒛!!𝐴𝐠!!𝒛!! 𝐴𝐠!!𝒛!! 𝑺 = 𝐴𝐠!!𝒛!! 𝐴𝐠!!𝒛!!𝐴𝐠!!𝒛!! 𝐴𝐠!!𝒛!!  (3.26)  
where the S matrix is defined as 
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   𝑺 = 𝑇!! 𝑇!!𝑇!! 𝑇!!  (3.27)  
As expressed in Eq. (3.19), the scattering matrix S relate the amplitudes of the outgoing waves to the 
amplitudes of incoming waves. Therefore, the Landauer-Büttiker conductance can be calculated by using S 
matrix. In the Landauer-Büttiker formalism, the transmission coefficient is a function of voltage. Therefore, 
it is convenient to consider the tunneling current at zero bias.  
For parallel alignment of the magnetic moments, the tunneling conductance is typically dominated by 
the majority spin channel contribution which in turn is dominated by the contribution from k||; the minority 
spin channel conductance is dominated by tunneling through interface resonance states, especially at small 
barrier thicknesses. The transmission probability as a function of k|| for the majority spin channel is shown in 
Figure 4.6. Because of the two-dimensional periodicity, the crystal momentum parallel to the layers is 
conserved. For all thicknesses the majority spin current is peaked near the center of the two-dimensional 
zone, as shown in Figure 4.6, while for thin barrier layers the minority spin current has peaks that seem to 
form part of a circle centered at the origin of the zone, as shown in Figure 4.7. This structure corresponds 
precisely to the localized resonance states seen at the interface in the minority spin channel. As the barrier 
layer becomes thicker, the currents at larger values of k|| are suppressed and the current near k|| = 0 becomes 
relatively larger, but the point k|| = 0 remains a local minimum. The current for the anti-aligned case has 
features of both the majority and minority currents for the aligned case. 
 
 
Figure 4.6 Majority conductance for four, eight, and 12 layers of MgO. Units for kx and ky are inverse bohr 
radii.[11] 
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Figure 15. Majority conductance for four, eight, and 12 layers of MgO. Units for kx and ky ar
inverse bohr radii.
right travelling Bloch waves on the right side of the barrier are also a sum of reflected and
transmitted Bloch waves:
ARg±k+z =
∑
k′+z
ALg±k′+z T
++
k′+z k+z
+
∑
k′−z
AR
g±k′−z
T−+
k′−z k+z
. (34)
T ++k′+z k+z and T
−+
k′−z k+z
are the transmission coefficients for Bloch waves incident from the left-hand
side of the barrier, and reflection coefficients for Bloch waves incident from the right-hand
side of the barrier.
The four equations represented by (equations (33) and (34)) can be combined into a matrix
form, (
ALg+k+z A
R
g+k−z
ALg−k+z A
R
g−k−z
)
S =
(
ARg+k+z A
L
g+k−z
ARg−k+z A
L
g−k−z
)
, (35)
where the S matrix is defined as
S =
(
T ++ T +−
T−+ T−−
)
, (36)
which can then be solved for T ++, T +−, T−+, and T−− in terms of the coefficients AL,Rg±k±z . An
S matrix formed in the subspace of travelling Bloch waves, i.e. those that have a real value of
kz , is needed to evaluate the Landauer–Bu¨ttiker conductance. This formalism is not equivalent
to a simple unitary transformation of the S matrix in a plane wave basis since each Bloch state
contains waves travelling in both senses, or, equivalently a single plane wave is composed of
Bloch states travelling in both senses.
The S matrix of equation (35) has dimensions 2Ng × 2Ng . The submatrix of S formed on
the subspace of travelling Bloch states is unitary provided those Bloch states carry unit flux,
i.e.
Stravelling S†travelling = I. (37)
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Figure 4.7 Minority conductance for four, eight, and 12 layers of MgO.[11] 
 
Figure 4.8 Conductance for anti-parallel alignment of the moments in the electrodes.[11] 
 
Topical Review R1625
Figure 16. Minority conductance for four, eight, and 12 layers of MgO.
In computing the flux of each Bloch state, the plane wave basis set is used, and care must
be taken to count correctly the contribution from both travelling and evanescent plane waves,
since the expansion coefficients of the Bloch states are in general complex.
5. Tunnelling conductance at zero bias
The tunnelling conductances at zero bias have been calculated for a number of spin tunnelling
junctions [13–18]. Although the absolute conductance depends on a number of factors,
including the thickness of the barrier layer, the width of the barrier layer bandgap, and the
geometry of the interfaces, the qualitative features of these systems are very similar. These
features are that, for parallel alignment of the moments, the tunnelling conductance is typically
dominated by the majority spin channel contribution which in turn is dominated by the
contribution from k∥ = 0; the minority spin channel conductance is dominated by tunnelling
through interface resonance states, especially at small barrier thicknesses; TMR increases with
the barrier layer thickness due to the diminishing influence of interface resonance states; and
the decay rate of the tunnelling current in the barrier region is determined by the symmetry
of the incident Bloch state and the complex bands (evanescent states) in the barrier. In this
section we summarize these results using Fe|MgO|Fe and Fe|FeO|MgO|Fe as examples.
5.1. k∥-resolved tunnelling current
The calculated transmission probability as a function of k∥ for the majority spin channel is
shown in figure 15 for four, eight, and 12 layers of MgO. Because of the two-dimensional
periodicity, the crystal momentum parallel to the layers is conserved. For the majority
channel, the conductance has a rather broad peak centred at k∥ = 0. A somewhat similar
peak is predicted for the tunnelling of free electrons through a simple square barrier [3]. The
conductance observed here, however, differs significantly as is shown in figure 24 which shows
Topical Review R1627
Figure 17. Conductance for anti-parallel alignment of the moments in the electrodes.
which is consist nt with the estimate from the free electron model using the effective mass
at the bottom of the conduction band of ZnSe. The thickness dependences of the majority
channel conductance, of the minority channel conductance, and of the tunnelling conductance
for either spin channel for the case of anti-parallel alignment are significantly different. The
decay rates of the parallel alignment minority spin channel and the anti-parallel alignment are
not uniform, and they are much closer to each other at thin barrier thicknesses. This is due to
the conductance from the interfacial resonance states which is particularly important for very
thin barriers. The more rapid decrease in the minority and anti-parallel conductance compared
to the majority leads to a tunnelling conductance at large thicknesses that is dominated by
the majority electrons. This yields a magnetoresistance ratio that approaches unity as shown
in figure 19. This behaviour is quite different from that observed in calculations that were
performed in which the barrier was a constant potential [24].
A similar plot of conductance as a function of thickness for the Fe|MgO|Fe sandwich is
shown in figure 20. In this case, for all thicknesses, the majority conductance overwhelms
the minority or the anti-parallel. Again, the magnetoconductance (not plotted here) should
increase with thickness, with the conductance becoming dominated by the majority channel.
6. Role of electronic structure in tunnelling
First-principles calculations allow one to analyse in detail the effects of the electronic structure
on tunnelling conductance and TMR. Although it is widely believed that the effective barrier
height determines the decay rate of the tunnelling electrons, actual calculations show that this
picture misses a large part of the physics. In particular, the lateral symmetry of the Bloch
wavefunction plays a critical role in determining which complex band in the barrier matches to
an incident Bloch wave. These complex bands in turn determine the decay rate in the barrier.
Other factors that are important in determining tunnelling probability include the interface
resonance states and the chemical bond effect. In this section we summarize these results.
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Figure 4.9 Tunneling DOS for k|| = 0 for Fe(100)/8MgO/Fe(100). TDOS for (a) majority, (b) minority, (c) 
and (d) anti-parallel alignment of the moments in the two electrodes.[11] 
 
 
Figure 4.10 (a) The complex band structure of MgO, and (b) Dispersion k2(E) for MgO in the vicinity of the 
gap along Δ (100).[11,16] 
 
 
	   89 
Figure 4.9 shows decay rates for each Bloch state with respect to the magnetic moments alignment in 
the two electrodes. Although, it is similar to the decay rates for Bloch states in the vacuum barrier, one needs 
to consider the complex bands within the bandgap of the barrier material to understand the relationship 
between the decay rates in the barrier layer and the electronic structure of the barrier. The complex band 
structure of MgO, for k|| = 0, and dispersion k2(E) for MgO in the vicinity of the gap along Δ (100) are 
plotted in Figure 4.10.17,22 In this figure, negative values of k2 determine the exponential decay rates for 
various Bloch states. The nearest complex band with symmetry Δ2 would cross the Fermi energy with a 
value of –(kΔz)2 of approximately 31.5. The energy range for which all values of k2 are less than zero is the 
energy gap. The slowest decay rate is for states with Δ1 symmetry which are predicted to decay at the rate exp −2𝜅Δ𝑧  where 𝜅Δ𝑧 = − 𝑘∆!∆𝑧 ! ≈ 1.47. Band states in MgO with Δ1 symmetry occur at both the 
bottom and the top of the energy gap, as shown in Figure 4.10 (a). The next slowest decay rate is for states 
with Δ5 symmetry. Majority Bloch states with Δ1 symmetry in the Fe electrods decay as evanescent states 
with Δ1 symmetry in MgO. Similarly, Δ5 Bloch states which occur for both majority and minority Fe(100) 
decay as evanescent states with the same symmetry in the MgO. The Δ2’ Bloch states which have xy 
symmetry and which occur in both the majority and minority Fe(100) channels, however, decay as Δ2 states 
in the MgO. Such tunneling process is called as “coherent tunneling”, because the electrons conserve the 
parallel component of their wave vector and propagate according to the symmetry of their wave functions.  
 
4.1.2. Resonant tunneling – Two barriers in series 
 
Consider two barriers in series separated by a distance L, with transmission/reflection amplitudes t1, r1 
and t2, r2 as shown in Figure 4.11. These amplitudes are complex: 	   𝑡! = 𝑡! 𝑒!!!";   𝑟! = 𝑟! 𝑒!!!" (3.28)  
To calculate the transmission probability ℑ  through the entire double barrier structure, we need the 
corresponding transmission amplitude. For an incident wave from the left whose amplitude as 1, the 
amplitudes defined in Figure 4.11 are given by 	   𝑎 = 𝑡! + 𝑟!𝑏  ; 𝑏 = 𝑎𝑟!𝑒!"  ; 𝑐 = 𝑎𝑡!𝑒!"/! (3.29)  
where φ = 2kL is the phase that an electron with kinetic energy h2k2/2m accumulates propagating the distance 
2L on a round trip between the barriers. Combining these to solve for the transmitted amplitude yields: 	   𝑐 = 𝑡!𝑡!𝑒!"/!1 − 𝑟!𝑟!𝑒!" (3.30)  
The transmission probability through the double barrier is then 	   ℑ = 𝑐 ! = 𝑡!𝑡!𝑒!"/!1 + 𝑟! ! 𝑟! ! − 2 𝑟! 𝑟! cos 𝜑∗  (3.31)  
where φ* = 2kL + φr1 + φr2. 
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Figure 4.11 Tunneling process through two identical barriers in series separated by a length L. 
 
The transmission probability (ℑ) is greatly enhanced when cos(φ*) approaches unity, because the 
denominator becomes small. This occurs for the resonance condition 	   𝜑∗ = 2𝑘𝐿 + 𝜑!! + 𝜑!! = 2𝜋𝑛 (3.32)  
where n is an integer. This is a general property of waves, and is due to the constructive interference of many 
pathways through the sample. This can be easily seen by rewriting Eq. (4.25) using the series expansion 1/ 1 − 𝑥 = 𝑥!!!!! :  	   𝑐 = 𝑡!𝑡!𝑒!"/!/ 1 − 𝑟!𝑟!𝑒!" =    𝑡!𝑡!𝑒!"/! 1 + 𝑟!𝑟!𝑒!" + 𝑟!𝑟!𝑒!" ! +⋯  (3.33)  
The mth order in the expansion corresponds to a path with m round trips between the barriers. On resonance, 
these paths add in phase to yield a strongly enhanced transmission. 
Consider the special case where the barriers are the same: t1 = t2, then 	   ℑ 𝜑∗ = 2𝜋𝑛 = 𝑡! ! 1 − 𝑟! ! !! = 1 (3.34)  
The transmission on resonance through a symmetric double-barrier structure is 1, even if the transmission 
through each of the individual barriers is small. This is called resonant tunneling. Off resonance, the 
denominator of Eq. (4.24) is of order unity for opaque barriers, and the transmission is roughly the product 
of the transmission coefficients of each of the two barriers in series: ℑ  ~ 𝑡! ! 𝑡! !. 
The resonance condition φ* = 2πn corresponds to the energies of the quasibound electronic states 
confined between the two barriers. For very opaque walls, this is just the particle-in-a-box quantization 
condition: kL + πn. 
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4.1.3.  Quantum well (QW) states in a metallic system 
 
Quantum well (QW) states are well known in such systems containing semiconductors and insulators. 
These states are quantized electronic states confined within a thin slab, and can be roughly described in terms 
of the usual one-dimensional potential well problem. In the semiconductor systems, QW states are formed 
near the edges of the fundamental gap where the band-gap mismatch leads to electron confinement. However, 
because of lake of an absolute gap, an electron in a metal can usually propagate through a metal-metal 
interface, therefore, such interface cannot lead to electron confinement. The electron dynamics (transmission 
and reflection) at an interface depends on the mismatch of material properties. If two materials are very 
similar, the interface between them will be less likely to reflect electrons. For example, in Au and Ag system, 
it seems that electron confinement can hardly be observed because their lattices are almost perfectly matched. 
However, QW states in epitaxially grown Ag film on Au(111) observed with an energy window of about 1 
eV.23 On the other hand, Au on Ag(111) system revealed no QW states. Although the mismatch between Ag 
and Au(111) is small, electron confinement in QW states can be possible because of the band-structure 
mismatch. Electron dynamics at an interface is determined by both energy and crystal momentum 
conservation, therefore, even without an absolute gap, electron confinement is still possible near the edge of 
a “relative” gap. As shown in Figure 4.12 (a), below the Fermi level, EF, Au and Ag have a nearly-free-
electron-like “sp” band with its maximum (𝐿!! critical point) at the L point in the Brillouin zone. There is a 
gap between the 𝐿!! point of Au and 𝐿!! of Ag.   
 
 
Figure 4.12 (a) Valence-band dispersion curves for Ag(111) and Au(111) along the [111] direction. For each 
system, a surface state is indicated. The energy window δE for the quantum-well states is indicated. (b) 
Photoemission spectra for, from bottom to top, Au(111), Ag(111) covered by 20 ML of Au, Ag(111), and 
Au(111) covered by 20 ML of Ag. [18] 
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This gap is a relative gap, because there exist bands within this energy range for k along other directions 
in the Brillouin zone. The sp band disperses downward for increasing k toward the Γ point, and crosses many 
“d” bands. QW states in the relative gap are clearly seen in the photoemission spectrum for 20 ML of Ag on 
Au(111) system, the upper most spectrum in Figure 4.12 (b). It shows two extra peaks at binding energies of 
0.5, 0.8 eV, and much weaker peak at a binding energy of 1.1 eV, which were not observed in the spectrum 
for Ag(111). Especially, the peak at binding energy of 1.1 eV is the apparent onset for emergence of the 
peaks as the overlayer thickness is increased.23 This onset coincides with 𝐿!! critical point of Au (see Figure 
4.12 (a)), thus, the QW states for Ag on Au exist only within the energy window δE between the Ag and Au 𝐿!! critical points. For Ag sp electrons within the energy window δE, energy conservation disallows the 
coupling into the Au substrate; therefore, QW states are formed when the phase-shift condition, 	   2𝑘𝑑 + 𝛿! + 𝛿! = 2𝑛𝜋 (3.35)  
(n is any positive number, k is the wave vector, d is the Ag film thickness, and δ1,2 are the phase shifts at the 
two boundaries upon reflection), is satisfied. For Ag states outside the δE window, the conservation laws can 
always be satisfied with Au states having the same energies, since the spectrum for kint, i.e. the crystal 
momentum provided by the interface, is continuous; therefore, no QW states are expected. Based on this 
analysis, we can understand why no QW states are observed in the Au on Ag.  
 
4.1.4.  The spin-dependent resonant tunneling through the QW states 
confined within the 3d ferromagnetic layers. 
 
In MTJs system, QW states is normally expected in the double MTJs, which have a very thin middle 
layer. In the ferromagnetic middle layer, the energy level of the QW states will be spin split by the exchange 
interaction. This splitting of QW states leads to spin dependent resonant condition, which is tunable by 
applying bias voltage. Since the resonant tunneling through these states is perfectly spin-polarized, one can 
realize very large TMR at a specific bias voltage. However, it is not easy to fabricate double magnetic tunnel 
junctions, e.g. Fe/MgO/Fe/MgO, due to a larger surface energy of Fe than MgO, which leads island growth 
of Fe onto the MgO barrier. Alternatively, a nonmagnetic layer, e.g. bcc Cr, can be used as a barrier for 
creating QW states in Fe layer, because in MgO/Fe/Cr structure has a spin dependent relative gap. The 
minority-spin band structure of bcc Fe is very similar to bcc Cr, while the majority spin band structure shows 
different features, as shown in Figure 4.13 (a). Along the symmetry axis ΓΗ, the Fe majority-spin Δ1 band 
crosses the Fermi energy, but there is no Δ1 band near the Fermi energy for either the Fe minority spin or the 
Cr band structure. Therefore, the relative gap exists in between majority spin Γ12 point of Fe and Γ12 point of 
Cr, as depicted in Figure 4.13 (a). Within this gap, electrons having majority spin and Δ1 symmetry can be 
confined, and it devotes to the SDRT process. In Figure 4.13 (b), the s partial DOS within the Fe film 
sandwiched between the MgO barrier layer and the Cr layer in bcc (100)Fe/MgO/FeO/8Fe/Cr, with an 8 ML 
thickness of the Fe film is shown.24 There is a relative gap around the Fermi energy with the bottom of the 
conduction band coming from the Δ1 band in the Cr electrode. Within this relative gap, there are several QW 
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states as indicated by the sharp spikes in the DOS. According to the calculation, at small biases at which the 
QW states are outside the bias window producing the negative TMR. Since the electrodes, i.e. Cr, does not 
have the Δ1 state near the Fermi energy, therefore, the majority-spin current is suppressed at small biases 
when the QW states are outside the bias window producing the negative TMR. The TMR reaches peaks at 
the voltages when each additional QW state starts to contribute to the current. The effect is particularly large 
for positive biases. For Fe/MgO/FeO/8Fe/Cr, the maximum TMR of 1200% at the first QW resonance at 
positive biases is an order of magnitude larger than the TMR obtained at this voltage for a similar junction 
but with Fe electrodes on both sides, whereby the WQ states were absent.24 This resonance effect can be 
easily switched on and off by external magnetic fields. Therefore, it can provide not only the large TMR 
ratio, but also an additional control in designing spintronics devices. 
 
 
Figure 4.13 (a) Energy bands in Fe(100) and Cr(100) along the Γ–H symmetry line. (b) s-resolved partial 
density of states in the eight Fe layers in the QW film of Fe/MgO/FeO/8Fe/Cr at the Γ point. Solid line, minority 
spin; Dashed line, majority spin. [19] 
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4.2. The Magnetotransport properties in perpendicularly 
magnetized tunnel junctions using an ultrathin Fe 
electrode 
 
4.2.1.  Experimental procedures 
 
Stacked MgO(001) substrate/MgO (5)/Cr (30)/Fe (0.7)/MgO barrier (1.8) (unit in nm) structures were 
fabricated using an ultra-high vacuum electron beam evaporation system with a base pressure below 1×10−8 
Pa. The surface structure of each layer was observed using reflection high-energy electron diffraction 
(RHEED). The epitaxial growth from the substrate to the MgO barrier was determined as 
MgO(001)[100]//Cr(001)[110]//Fe(001)[110]//MgO(001)[100] from the RHEED patterns. The Cr buffer 
layers were deposited at RT and post-annealed at TCr = 800 and 700°C in order to obtain different interface 
PMA at the Fe/MgO interface. According to our previous work, the interface PMA at the Fe/MgO interface 
was strongly dependent on the post-annealing temperature of the Cr buffer layer, which resulted in different 
surface crystalline quality of the Cr buffer, as well as Fe layer.10 The 0.7 nm thick Fe layer was deposited at 
150°C on the Cr buffer layer, and subsequently post-annealing at 250°C was carried out to make the Fe layer 
flat. It was confirmed by transmission electron microscopy observation10 that an Fe layer of mostly 5 
monolayers (MLs) in thickness was obtained in this process. After the MgO-barrier layer deposition, the 
samples were post-annealed at 400°C in the same chamber. The samples were then transferred to an rf 
magnetron sputtering system with a base pressure below 3×10−7 Pa and structures of Co20Fe60B20 (tCoFeB = 
1.2–1.4)/Ta (4.5)/Ru (15) were deposited on the MgO barrier using a linear motion shutter, as depicted in 
figure 1. In each sample, we also prepared the area where no CoFeB top electrode is deposited, see Figure 
4.14, to investigate the interface PMA characteristic at the Fe/MgO interface. 
Magnetization (M)–magnetic field (H) loops were measured at RT using a vibrating sample 
magnetometer, and the magnetotransport properties of the unpatterned MTJs were characterized at RT 
through current-in-plane tunneling (CIPT) measurement after ex-situ annealing for 30 min at temperatures 
(Tann) ranging from 250 to 450°C. After annealing at 450°C, the samples were patterned into the MTJ pillars 
with an active area of 10 × 5 µm2 through conventional UV lithography combined with a lift-off technique 
and Ar ion etching. The patterned MTJs were characterized through a dc four-probe method at RT.25 
 
4.2.2.  Results and Discussion 
 
First of all, we measured magnetic anisotropy characteristics for the Cr/Fe/MgO/Ta/Ru structures, 
whose Cr buffer layers were annealed at different temperatures, TCr = 800 (Series-I) and 700°C (Series-II). In 
Figure 4.15 (a) and (b), in-plane and out-of-plane M–H loops for the films of Series-I and Series-II are 
shown, respectively.  
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Figure 4.14 Schematic illustration of the MTJ stacked structure. [25] 
 
 
Figure 4.15 M–H loops for two Cr(30)/Fe(0.7)/MgO(1.8)/Ta(4.5)/Ru(15) (in nm) stacks with annealing 
temperatures for Cr layers, TCr, (a) TCr = 800°C (Series-I) and (b) TCr = 700°C (Series-II). The whole stacks 
were post-annealed at Tann = 400°C. [25] 
 
The Ki was determined using the simple relationship Ki = (Keff − KV) × tFe, where Keff is the effective 
PMA energy density and KV is the volume anisotropy energy density, which can be simply treated as a shape 
anisotropy energy density (−µ0MS2/2, where MS is the saturation magnetization), and tFe is the thickness of 
the Fe layer. Here, the Keff is calculated from the area enclosed by the in-plane and out-of-plane 
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magnetization curves and the y-axis. Although the two samples have almost the same MS, they exhibit 
significantly different magnetic anisotropy characteristics. (The Fe dead layer was estimated to be less than 
0.04 nm in thickness.) In the case of Series-I, it is clearly seen that the easy-axis is perpendicular to the film 
plane with a Ki of ~ 1.5 mJ/m2. On the other hand, the Ki of Series-II was estimated to be smaller than 1.0 
mJ/m2. The contribution of the interface magnetic anisotropy at Cr/Fe interfaces on this interface PMA was 
negligibly small which was confirmed by using a Cr/Fe(0.7 nm)/Cr structure. This large difference in 
interface PMA of the two samples is consistent with our previous study, which showed the large difference 
in interface PMA of Fe/MgO bilayers resulted from different annealing temperatures of Cr buffers10. 
 
 
Figure 4.16 (a) TMR vs. out-of-plane H curves for the MTJs in Series-I and Series-II. The inset is the M–H 
loop for the unpatterned Series-I after annealing at 450°C, and (b) TMR ratios as a function of the Tann with 
respect to each tCoFeB of the two series (Series-I : solid lines, Series-II: dashed lines). [25] 
 
Figure 4.16 (a) shows the TMR–perpendicular H curves for the Series–I and –II MTJs with tCoFeB = 1.4 
nm and Tann = 450°C, characterized using CIPT for unpatterned films. The curves for both samples clearly 
show high and low resistance states. This shows that both the bottom Fe and the top CoFeB electrodes are 
perpendicularly magnetized and stable parallel (P) and antiparallel (AP) configurations were achieved. 
However, the switching field of the bottom electrode (Fe) for each sample is quite different, owing to the 
difference in the coercivity, i.e., difference in the PMA characteristics. The maximum TMR ratio of up to 
95% was achieved for Series-I, whereas that of 30% was obtained for Series-II. Here, the TMR ratio is 
defined as (RAP – RP)/RP, where RP and RAP denote the tunneling resistances for P and AP configurations, 
respectively. Figure 4.16 (b) shows the TMR ratios of the p-MTJs as a function of Tann with tCoFeB = 1.3 and 
1.4 nm. (In the case of tCoFeB = 1.2 nm, stable P and AP states were not obtained for both samples.) 
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Independent of the CoFeB electrode thickness, the TMR ratio of Series-I exhibiting a larger PMA for the 
bottom Fe electrode was always larger than that of Series-II for Tann ranging from 250 to 450°C. This 
difference in the TMR ratios between Series–I and –II is considered to be the consequence of two different 
annealing temperatures of the Cr buffer layers, same as the differences in the Ki values for the bottom Fe 
layer, because the top CoFeB layers have identical structures. In other words, despite the different physical 
origin between the interface PMA and the TMR effect, both phenomena are extremely sensitive to a small 
change in the surface crystalline quality of the Cr buffer layer, in this system. It is also to be noted that the 
shape and amplitude of the TMR curve for the patterned MTJ was almost identical to that for the unpatterned 
film. 
From a more technical point of view, a large Ki for the bottom Fe electrode is favorable for achieving 
stable P and AP magnetization states. It is also worth noting that the large TMR ratio showed no severe 
decrease even at the higher annealing temperature of Tann = 450°C. This implies that the interface PMA of 
the Fe/MgO/CoFeB p-MTJ structure exhibits a better endurance under such a high annealing temperature 
compared to the other systems. It was reported that the TMR ratio in the p-MTJs with the 
CoFeB/MgO/CoFeB structure is likely to steeply decrease after annealing at over ~350°C mainly due to a 
deterioration in the PMA characteristics of the CoFeB layers26,27. This is in contrast to our case exhibiting a 
high thermal endurance of the PMA, as shown in the TMR–H loops (inset of Figure 4.16 (a)). 
 
 
Figure 4.17 dI/dV curve measured at RT for the MTJ in Series-I with tCoFeB = 1.4 nm after annealing at Tann = 
450°C. [25] 
 
In order to investigate the magnetotransport characteristic in more detail, we evaluated the differential 
conductance (dI/dV) of the patterned p-MTJ. In Figure 4.17, the dI/dV curve for the p-MTJ with tCoFeB = 1.4 
nm and Tann = 450°C for the P configuration at RT is shown. The negative bias voltage indicates that the 
electrons flow from the top CoFeB to the bottom Fe. A dI/dV curve generally reflects the density of states of 
the electrodes. Interestingly, it was found that, besides an asymmetric feature, a clear peak was observed at 
around V = 0 V in the dI/dV curve. From the previous studies on SDRT in Fe/MgO-based MTJs28,29, the 
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peaks at around 0 V and  −0.6 V in the curve are attributed to the SDRT process through the QW states in the 
ultrathin Fe(001). These QW states are limited to Δ1 symmetry because the ultrathin Fe(001) is sandwiched 
between the MgO(001) insulating barrier and the Cr(001) metallic barrier24,28,29. The tunneling process in this 
p-MTJ occurs in the asymptotic regime of the MgO barrier, i.e. the Bloch states having non-zero in-plane 
momentum (k|| ≠ 0) and having Δ2, Δ2’, or Δ5 symmetries are attenuated by the filtering effect, so that Δ1 
symmetry electrons governs the tunneling process. Furthermore, the SDRT effect through the QW states 
confined in the ultrathin Fe(001) layer indicates that the spin, symmetry, and wave vector of electrons are 
conserved through the coherent tunneling process. It is noted that the appearance of a strong peak at 0 V 
shows that the dominant Fe thickness of the MTJ is five MLs, ~0.7 nm, while a relatively weak peak at 
around −0.6 V indicates that the local existence of four or six MLs in the MTJ area.28,29 Here, we can 
conclude that the PMA at the Fe/MgO interface is likely to little influence the Δ1 electrons’ transport. The 
present results may give an insight into the understanding of the coherent and the resonant tunneling under a 
perpendicular magnetization configuration. For further understanding, characterization of the SDRT effect 
for the MTJ structures comprising the Fe layers with various and more precisely controlled thicknesses is 
needed. 
 
4.3. Summary 
 
In summary, we achieved a relatively large TMR ratio of 95%, which appeared with SDRT peaks in the 
dI/dV curve, in an ultrathin Fe (0.7 nm)/MgO (1.8 nm)/CoFeB (1.4 nm) p-MTJ structure exhibiting a large 
interface PMA for the bottom Fe layer with a Ki value of 1.5 mJ/m2. The results clearly showed the 
compatibility between the resonant tunneling of the Δ1 symmetry electrons through the spin-dependent QW 
and the strong interface PMA. 
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Chapter 5. Interface perpendicular magnetic 
anisotropy in the Fe/MgAl2O4, Al2O3, and C60 bilayers 
 
In this section, the strong perpendicular magnetic anisotropy arising from the interfaces of 
Fe(001)/MgAl2O4, Al2O3 is demonstrated. In the case of Fe/MgAl2O4 bilayer, a PMA energy density of 0.4 
MJ/m3 was achieved for an epitaxially grown 0.7nm-thick Fe/MgAl2O4(001). Interestingly, the results also 
imply that the crystallographic structure of MgAl2O4 layer has little influence on the appearance of PMA, in 
contrast to the expectation from theoretical studies. In addition, the epitaxially grown crystalline Al2O3 layer 
on the ultrathin Fe(001) layer, and the large PMA of 0.42 MJ/m3, which are comparable to those for the 
CoFeB/MgO structure, between the Fe and Al2O3 layers were reported. In the case of Fe/C60 bilayer, the 
interface PMA between the C60 and Fe(001) layers, and an unconventional crystalline growth of C60 on 
Fe(001) layer. 
 
5.1. Introduction 
 
Developing perpendicularly magnetized tunnel junctions, taking advantage of the perpendicular 
magnetic anisotropy (PMA) at the interfaces between ferromagnetic materials and oxide layers, is one of the 
most important issues in spintronic device applications, particularly in high-density spin-transfer torque 
(STT) magnetoresistive random-access memory (MRAM). For this purpose, various oxide materials, such as 
AlOX, TiOX, and TaOX, have been examined intensively.1–3 
In general, the crystalline MgO barrier is considered as an indispensable element in the magnetic tunnel 
junctions (MTJs) for obtaining a large tunnel magnetoresistance (TMR) ratio due to coherent tunneling 
effect,4,5 as well as a large interface PMA.6 Recently, a spinel MgAl2O4 was reported as an alternative barrier 
material, which showed a comparably large TMR ratio of 308% at 300K for the FeCo/spinel 
MgAl2O4(001)/FeCo MTJ structure, due to the coherent tunnelling though the evanescent Δ1 state in the 
spinel MgAl2O4 barrier.7–10 Furthermore, the spinel MgAl2O4 has the smaller lattice mismatch than MgO 
barrier with typical ferromagnetic materials, e.g. MgAl2O4(001)/bcc-Fe : ~ −0.2%, and MgO(001)/bcc-Fe : ~ 
3.7%, which resulted in the better bias voltage characteristic of TMR than the MgO-based MTJs.7,11 These 
properties suggest that the spinel MgAl2O4 could be considered as an alternative barrier material to the 
crystalline MgO. Nevertheless, in order to examine the potential of the MgAl2O4 as a new barrier material 
for the ultrahigh-density MRAM, the investigation on the interface PMA in ferromagnetic thin films/the 
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spinel MgAl2O4 structures is inevitably required to perform. Furthermore, the TMR ratio of 231% at RT for 
the Fe/Al2O3/Fe MTJ, which is larger than that expected in amorphous Al2OX-based MTJs, was 
demonstrated.12 This also suggested that an epitaxial Al2O3 enhances TMR ratio due to spin-dependent 
coherent tunneling as well as in the case of MgO and MgAl2O4.  
In this section, we report the large PMA at the interface of the ultrathin Fe(001)/MgAl2O4 and Fe(001)/ 
Al2O3 layers that is the primary property of MTJs for developing the ultrahigh-density MRAM. The ultrathin 
bcc-Fe(001) layer was chosen as a ferromagnetic layer rather than the well-known thin CoFeB layer, because 
a simple bcc-Fe is suitable for investigating the effect of the crystallographic characteristics of MgAl2O4 and 
Al2O3 on the interface PMA. A large effective PMA energy density (Keff) of ~0.42 MJ/m3 is obtained for the 
epitaxial Fe (0.7 nm)/crystalline Al2O3 layer, which is comparable to those for the CoFeB/MgO structures. In 
the case of Fe(001)/polycrystalline MgAl2O4 structure, we achieved a large interface PMA energy density 
(Ki) of ~1.6 mJ/m2, which is much larger than that of CoFeB/MgO, or Co2FeAl/MgO structures.6,13 In 
addition, it is revealed that the crystallographic characteristics of the MgAl2O4 is not likely to influence the 
appearance of PMA in Fe/ MgAl2O4, which is very interestingly in contrast to the expectation from 
theoretical studies. Moreover, we also report the interface PMA between the C60 and Fe(001) layers, and an 
unconventional crystalline growth of C60 on Fe(001) layer. 
 
5.2. Interface PMA in the structures of ultrathin 
Fe/MgAl2O4 structures 
 
5.2.1.  Experimental procedures 
 
The Fe (0.7 nm)/monocrystalline MgAl2O4 (mono-MgAl2O4), polycrystalline MgAl2O4 (poly-MgAl2O4), 
and amorphous MgAl2O4 (a-MgAl2O4) bilayer structures were fabricated on the Cr buffered MgO(001) 
substrates. The Cr buffer and Fe layers were deposited by using ultrahigh vacuum (UHV) electron beam 
evaporation with the base pressure below 1 × 10−7 Pa. After the deposition of Mg33Al67 layers of 1 nm in 
thickness by using an rf magnetron sputtering system, the plasma oxidation processes were carried out to 
oxidize the Mg33Al67 layers. It is to be noted that three different crystallographic structures, i.e. 
monocrystalline, polycrystalline, and amorphous, were obtained under the almost identical plasma oxidation 
condition. In this study, the three typical samples were chosen from samples prepared. It seems that its 
crystallographic structures of MgAl2O4 layer is closely related to the ambient conditions inside the chamber, 
e.g. the base pressure, substrate temperature, and small amount of impurity on Fe layer, etc., in a complicated 
manner. The subtle effect of the ambient conditions on the crystallization kinetics will be reported elsewhere. 
In order to investigate the dependence of interface PMA on the annealing temperature, each sample was 
annealed at various temperature ranging from 300 to 450°C, in the UHV chamber. The crystallographic 
structure of each layer was observed by reflection high-energy electron diffraction (RHEED).  
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Figure 5.1 RHEED patterns for (a) mono-MgAl2O4 along MgO[100] azimuth, (b) poly-MgAl2O4, and (c) a-
MgAl2O4 on the Fe(001) layers. [14] 
 
The magnetization (M)−magnetic field (H) loops were measured at room temperature through a vibrating 
sample magnetometer. 
Although the oxygen contents of the samples are likely to be deviated from the stoichiometric 
composition, it is quite difficult to determine the chemical composition for the very thin MgAl2O4 layers. 
Thus, in this section, the stoichiometric composition is nominally assumed for simplicity.14 
 
5.2.2.  Results and Discussion 
 
Figure 5.1 (a), (b) and (c) show the RHEED patterns for the mono-MgAl2O4 (along the MgO[100] 
azimuth), the poly-MgAl2O4, and a-MgAl2O4. Epitaxial growth is confirmed for mono-MgAl2O4, and in the 
case of a-MgAl2O4, no specific RHEED patterns were observed. The M−H loops for the 0.7-nm-thick 
Fe(001) layers covered with the mono-MgAl2O4, poly-MgAl2O4, and a-MgAl2O4 layers are shown in Figure 
5.2 (a), (b) and (c), respectively. The Keff was determined from the area enclosed by the in-plane, out of plane 
magnetization curves and the y-axis. In general, Keff can be simply expressed by the equation of Keff = KV + 
Ki/t where KV is the volume anisotropy energy density. Since in Fe the shape anisotropy energy density 
(−µ0MS2/2, where µ0MS is the saturation magnetization) is much larger than the other volume anisotropy such 
as magnetocrystalline anisotropy, for simplicity, Ki is estimated by using Ki = (Keff + µ0MS2) × t, the t is the 
thickness of Fe layers. In the case of the 0.7nm Fe layer covered with the mono-MgAl2O4, shown in Figure 
5.2 (a), a strong PMA was obtained with Keff of ~0.4 MJ/m3 and Ki of ~0.9 mJ/m2, which are comparable to 
those for CoFeB/MgO structures.6 In addition, a larger Ki of ~1.6 mJ/m2 was obtained for the Fe/poly-
MgAl2O4 structure, shown in Figure 5.2 (b), while the Keff was slightly decreased (~0.33 MJ/m3). As shown 
in Figure 5.2 (c), the Fe/a-MgAl2O4 structure exhibited a large the interface PMA, Ki ~ 1.4 mJ/m2, while it 
showed the almost isotropic magnetization characteristic, due to the shape anisotropy. 
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Figure 5.2 M−H loops for the Fe (0.7 nm) covered with (a) mono-MgAl2O4, (b) poly-MgAl2O4, and (c) a-
MgAl2O4. [14] 
 
In order to investigate the dependence of the magnetization and PMA characteristics on the annealing 
temperature, the samples were annealed at various temperatures ranging from 300 to 450°C. The changes in 
the magnetization (µ0M), Keff, and Ki for the Fe (0.7 nm) covered with the three different MgAl2O4 layers are 
plotted in the Figure 5.3 (a), (b), and (c), respectively. When the samples are annealed at 300°C, the 
magnetization for each sample was turned out to be smaller than that of the bulk Fe (here, it was assumed to 
be 2.1 T). It was considered that the Fe layer was slightly oxidized during the plasma oxidation process. 
However, as shown in Figure 5.3 (a), the magnetization for each sample was monotonically increased as the 
annealing temperature increased. 
Considering the difference in the standard enthalpy of formation for MgO (−601), Al2O3 (−1675), and 
FeO (−272) (unit in kJ/mol),15 it is likely that abundant oxygen atoms in the Fe layer were absorbed to the 
MgAl2O4 layers. On the other hand, it was observed through RHEED that the crystalline quality of each 
oxide layer remained almost the same after annealing processes. 
In the case of the Fe/mono-MgAl2O4 structure, it appears that the Fe layer was significantly oxidized. 
After annealing at 300°C, the magnetization was 40% smaller than that of the bulk magnetization which 
corresponds to the deadlayer thickness of ≈ 0.3 nm. In accordance with increasing annealing temperature, the 
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estimated deadlayer thickness was decreased, while the PMA was enhanced. After annealing at 370°C, the 
PMA of the Fe layer with the Keff of ~0.4 MJ/m3 and the Ki of ~0.9 mJ/m2 was obtained. Although, after 
annealing at 430°C, the magnetization increased further, the easy magnetization axis was abruptly changed 
to the direction parallel to the film plane. 
In the case of the Fe/poly-MgAl2O4 structure, the magnetization was almost the same as that of the bulk 
Fe through the whole range of the annealing temperature. 
Although it indicates the large shape anisotropy in comparison with the Fe/mono-MgAl2O4 structure, 
the interface PMA was strong enough to exhibit a positive Keff values through the whole annealing 
temperature range, as shown in Figure 5.3 (b) and (c). Most importantly, after annealing at 450°C, a large Ki 
of ~1.6 mJ/m2 was obtained, which is much larger than that of CoFeB/MgO, or Co2FeAl/MgO structures.6,16 
 
 
 
 
Figure 5.3 Annealing temperature dependence of (a) magnetization, (b) Keff, and (c) Ki for the Fe/mono-
MgAl2O4, poly-MgAl2O4, and a-MgAl2O4 structures. [14] 
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Although the magnetization of the Fe/a-MgAl2O4 structure exhibited a similar value to that of the 
Fe/poly- MgAl2O4 structure after annealing at 350°C, the direction of easy magnetization was along the film 
plane before annealing at 450°C. It was suggested that the interface PMA was not enough to overcome the 
shape anisotropy which is proportional to the magnetization. 
According to the theoretical calculations,17,18 oxidation conditions at the interface between the 
ferromagnetic materials and the oxide layers play an essential role in determining the magnitude of interface 
PMA. In Fe/ MgAl2O4 systems, the increased magnetization can indicate the fact that an interface condition 
was improved. In that context, the enhancement of interface PMA in accordance with increasing 
magnetization can result from the improved interface condition. 
More importantly, the experimental results are not likely to show that crystallographic characteristics 
have the critical influence on the interface PMA. Since the electronic structures at the interfaces of the 
Fe/MgAl2O4 structures should be sensitive to the crystallographic characteristics of the MgAl2O4, it is 
implied that the explanation based on the first principles calculations is not sufficient in understanding the 
interface PMA. 
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5.3. Interface PMA in the structures of ultrathin 
Fe/Al2O3 structures 
 
Conventionally, the amorphous Al2OX layer is a well-known material for the tunnel barrier in MTJ 
structures, and a capping layer which enables one to achieve a large interface PMA when it is deposited on 
the ultrathin ferromagnetic (FM) layers, e.g. Co. However, the amorphous Al2OX-based MTJs have never 
been exhibited the sufficiently large TMR ratios for the practical application, owing to the amorphous nature 
of the barrier material. In that sense, the Al-O tunnel barrier needs to have a well-ordered crystalline 
structure, so that the large TMR can be obtained through the symmetry-selective transport mechanism. In 
addition, the crystalline structures of Al-O are different from those of MgO (bcc), which implies the 
possibility of using the nonconventional FM layers having the other crystalline structures rather than the bcc 
structure. Furthermore, it can be expected that one can achieve a large interface PMA which is an 
indispensible property from the practical point of view. 
 
5.3.1. Experimental procedures 
 
Stacking structures of MgO(001) substrate/MgO (5)/Cr (30) buffer/Fe (0.70)/Al (1) (unit in nm) were 
fabricated by using ultrahigh vacuum (UHV) electron beam evaporation with the base pressure below 1 × 
10−7 Pa. A 5 nm thick MgO homoepitaxial layer was deposited at 450°C. After a 30 nm thick Cr buffer layer 
was deposited at 200°C, an annealing process was carried out at 450°C. Fe layer was deposited at 150°C on 
the Cr buffer layer. After the deposition of Al layers with 1 nm in thickness by using rf magnetron sputtering 
system with the base pressure below 5 × 10−5 Pa, the plasma oxidation processes were carried out to oxidize 
the Al layers, see Figure 5.4. The crystallographic structure of each layer was observed by reflection high-
energy electron diffraction (RHEED). The magnetization (M)−magnetic field (H) loops were measured at 
room temperature through a vibrating sample magnetometer (VSM).  
 
 
Figure 5.4 Schematic illustration of the Fe/Al2O3 bilayer. 
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5.3.2. Results and discussion 
 
Figure 5.5 shows RHEED patterns for the Cr(001), Fe(001), Al, and Al2O3(001) surfaces along the 
MgO[100] and [110] azimuth. The epitaxial relationship among the Cr(001), Fe(001), and Al2O3 (001) layers 
was determined from the RHEED patterns (MgO[100]//Cr[110] and Fe[110]). Interestingly, after annealing 
at 450°C, superstructure streaks are observed from the Cr[110] surface, as shown in the left side of Figure 
5.5 (a). These additional streaks are considered to be a sign of an adsorbate-induced c(2x2) reconstruction 
surface since there is no reconstructed structure for clean Cr(001) surfaces (also for Fe(001)), see Section 3. 
The RHEED pattern [Figure 5.5 (b)] also shows that the surface of Fe layer grown on the Cr buffer layer is 
reconstructed. No superstructure streaks are observed in the RHEED patterns along the MgO[110] direction, 
indicating that the superstructure modulation is formed only along the MgO [100].  In addition, as shown in 
Figure 5.5 (c), the Al surface was transformed into γ-Al2O3. It was considered that the deposited Al was 
reacted with the residual oxygen inside the chamber, before the plasma oxidation process. After the plasma 
oxidation, the sample was annealed at 300°C for 30 min in order to obtain a flat surface. It is clearly seen 
that sharp and vivid streaks for γ-Al2O3 surface in Figure 5.5 (e). This is the first experimental demonstration 
in fabrication of γ-Al2O3 through the plasma oxidation process. 
The M−H loops for the 0.7-nm-thick Fe(001) layer covered with the Al2O3 layers are plotted in Figure 
5.6 (a) and (b), after annealing at 300 and 350°C for 30 min, respectively. In general, Keff can be simply 
expressed by the equation of Keff = KV + Ki/t, where KV is the volume anisotropy energy density which can 
be treated as a shape anisotropy energy density (−µ0MS2/2), where MS is the saturation magnetization) for 
simplicity, Ki is the interface anisotropy energy density, and t is the thickness of ferromagnetic layer. It is 
obviously seen that the easy magnetization axis of the ultrathin Fe layer is along perpendicular to the film 
plane, even after the annealing at 300°C. The Keff is determined from the area enclosed by the in-plane, out 
of plane magnetization curves and the y-axis. A large PMA is observed with an almost zero in-plane 
remanence and the in-plane saturation field HK ~ 1.2 T, with a large Keff of ~0.3 MJ/m3, and a large Ki of 
~0.523 mJ/m2 which are comparable to those for the CoFeB/MgO system. However, the magnetization for 
each sample was turned out to be smaller than that of the bulk Fe (here, it was assumed to be 2.1 T). It was 
considered that the Fe layer was slightly oxidized during the plasma oxidation process. After annealing at 
300°C, the magnetization was 50% smaller than that of the bulk magnetization which corresponds to the 
deadlayer thickness of ≈ 0.35 nm. In accordance with increasing annealing temperature, the estimated 
deadlayer thickness was decreased, while the PMA was enhanced. After annealing at 370°C, the PMA of the 
Fe layer with the Keff of ~0.42 MJ/m3 and the Ki of ~0.89 mJ/m2 was obtained. However, the magnetization 
was still smaller than that of the bulk magnetization. The magnetization was estimated to be µ0M = 1.5 T 
which is 30% of the bulk magnetization, and the deadlayer thickness was turned out to be 0.2 nm. 
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Figure 5.5 RHEED patterns along MgO[100] and [110] azimuth. (a) Cr (b) Fe(001) (c) Al (d) Al layer after 
plasma oxidation (e) Al2O3(001) after annealing at 300°C for 30 min. 
	  
 
Figure 5.6 M-H loops of the magnetization for Cr (30 nm)/Fe (0.70 nm)/Al2O3 stacks after annealing at (a) 
300°C, and (b) 450 °C. 
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5.4. Interface anisotropy and electronic structure in the 
Fe/C60 bilayers 
 
The hybrid interface which is composed of organic and inorganic materials is emerging as a new 
research field in spintronics, because this new interface could bring spintronic effects to the field, such as 
organic light-emitting diodes, and organic field-effect transistor etc. Due to the weak spin-orbit coupling and 
hyperfine interaction in organic semiconductor, the spin polarized carriers can be maintained its spin 
information for long times.19 The spin-dependent transport in devices comprising organic, carbon-based 
materials have been obtained for graphene20 and carbon nanotubes.21 Especially, C60 molecules are 
intriguing for organic spintronics research because of the absence of hydrogen nuclei and the associated 
spin-dephasing mechanism by hyperfine coupling, the 12C isotopes have zero nuclear spin).22 In order to 
improve the spintronic effect for the organic material based systems, the understanding on the electronic 
structure and magnetic properties of well-defined interfaces between ferromagnetic electrodes and organic 
materials is indispensible. 
 
5.4.1. Experimental procedures 
 
Stacking structures of MgO(001) substrate/ Cr (30 nm) buffer/Fe (0.70 nm)/C60 (3 or 1 ML) were 
fabricated by using ultrahigh vacuum (UHV) electron beam evaporation and a Knudsen cell with the base 
pressure below 5 × 10−7 Pa. MgO(001) monocrystalline substrates were heat-treated at 1000°C for cleaning. 
After a 30 nm thick Cr buffer layer was deposited at 150°C, an annealing process was carried out at 800°C. 
Fe layer was deposited at 150°C on the Cr buffer layer, and post-annealing at 250°C was carried out to make 
the Fe layer flat. A C60 capping layer with 3 nm in thickness was also deposited at 150°C and post-annealing 
process was performed at 200°C in order to desorb weakly bound overlayers and obtain the C60 layer with 1 
ML in thickness. The structure of each layer before post-annealing was observed by reflection high-energy 
electron diffraction (RHEED). The magnetization (M)-magnetic field (H) loops were measured at room 
temperature using a vibrating sample magnetometer (VSM).  
The XAS and XMCD measurements were performed at the soft X-ray beam line BL-7A at the Photon 
Factory, KEK (Tsukuba, Japan). The XMCD chamber is equipped with an electromagnet and an imaging 
type detector, which is composed of a phosphor screen, a micro-channel plate and a retarding grid for 
collecting Auger electrons selectively, for the depth-resolved measurements. The chamber was maintained at 
a pressure of 7 × 10−7 Pa during the measurements. The samples prepared in the MBE chamber were 
transferred into the XMCD chamber without breaking the vacuum. The C K-edge and Fe L2,3-edge 
measurements with the linearly and circularly polarized X-ray beams (the circular polarization factor, Pc, 
was 0.8) were performed at room temperature in the partial-electron-yield (PEY) mode by collecting Auger 
electrons at retarding voltages of 150 V and 500 V, respectively. 
 
	   111 
5.4.2. Results and discussion 
 
I) Magnetization characteristics 
 
The typical sample structure is shown in the Figure 5.7 (a). Although the ordered thick C60 layers 
(thicker than 10 nm) have been reported,23 we observed the polycrystalline nature of the C60 layer on the 
bottom layer having the crystalline orientation of (100), as shown in Figure 5.7 (b). In order to investigate 
the dependence of the magnetization and PMA characteristics on the annealing temperature, the samples 
were annealed at various temperatures ranging from 250 to 450°C. When the samples are annealed at 250°C, 
the magnetization for each sample was turned out to be smaller than that of the bulk Fe (here, it was assumed 
to be 2.1 T). After annealing at 250°C, the magnetization was 40% smaller than that of the bulk 
magnetization which corresponds to the deadlayer thickness of ≈ 0.3 nm. However, the magnetization was 
not recovered even after the annealing at 450°C, c.f. Fe/MgAl2O4 and Fe/Al2O3 structures, see previous 
Section. It was considered as two cases where the Fe layer was slightly oxidized owing to the Al2OX capping 
layer, or the decreased magnetization owing to the charge transfer from Fe to C60. Through the annealing 
processes, although the magnetization was smaller than that of bulk, indicating smaller shape anisotropy, the 
perpendicularly magnetized Fe layer was not achieved. The samples whose annealing temperature below 
450°C, showed the isotropic characteristic with the almost constant Ki of 0.3 mJ/m2. The Ki was determined 
using the simple relationship Ki = (Keff − KV) × tFe, where Keff is the effective PMA energy density and KV is 
the volume anisotropy energy density, which can be simply treated as a shape anisotropy energy density 
(−µ0MS2/2, where MS is the saturation magnetization), and tFe is the thickness of the Fe layer. Here, the Keff is 
calculated from the area enclosed by the in-plane and out-of-plane magnetization curves and the y-axis. After 
the annealing at 450°C, the easy magnetization axis was determined as along the film plane. It was 
considered that the intermixing between Cr and Fe at the bottom interface causes this change in the easy 
magnetization direction, in consistent with the other systems, i.e. Fe/MgO, Fe/MgAl2O4, Fe/Al2O3. 
 
        
Figure 5.7 Schematic illustration of the Fe/C60 bilayer. 
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Figure 5.8 Annealing temperature dependence of the magnetic anisotropy characteristic. 
 
 
 
 
II) Electronic and magnetic structures at the Fe/C60 interfaces 
 
Figure 5.9 show the geometrical representation of the set-up for the depth-resolved XAS and XMCD 
measurements. When the photon incident angles are 0 and 60°, we can observe the XAS and XMCD 
contributions from the bulk region, and interface region, respectively. Figure 5.10 shows the depth-resolved 
XAS, XMCD, and integrated XMCD spectra of a 0.7-nm-thick Fe/C60 structure at Fe K edges. The XAS and 
XMCD measurements were carried out by Dr. Y. Matsumoto at Japan Atomic Energy Angency.24 Distinct 
metallic peaks are evident in the XAS of the Fe L2,3 edges, which indicates that no atomically mixed layer 
formation with oxygen atoms occurred at the interface. Based on this XAS data, it seems that the reason for 
the decreased magnetization was not the oxidized Fe surface. According to the simplified optical sum rule, 
we can estimate the orbital magnetic moment by using the simple relationship of 𝑚!"# = − !! 𝑞𝑁!, where the 
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q is the difference in intensity between XMCD and integrated XMCD spectra, as shown in Figure 5.10 (a), 
and the Nh is the number of holes in Fe valence band. Therefore, the difference in the orbital magnetic 
moment between two spectra indicates the fact that approximately 1.8 ~ 2.0 electrons transferred from Fe 
surface to C60 layer. The enhanced orbital magnetic moment at the interface can be explained by the 
weakening of the orbital magnetic moment quenching effect, due to the charge transfer from Fe surface to 
C60 layer. For the application of the sum rules, we assumed the hole numbers of the Fe 3d states to be 3.4 as 
a standard value of Fe bulk.25 The integrated XMCD signal of both L3 and L2 edges are larger at the interface 
than in the bulk region. At the bottom of Figure 5.10 shows the integrated XMCD signals of the Fe L-edges 
for both NI and GI setups. A difference can be clearly observed in the residuals of the integrals for both L3 
and L2 peaks. These integrated XMCD spectra indicate that the large orbital magnetic moments are enhanced 
at the interface, in the comparison with the orbital magnetic moments in the bulk region. At the interface 
region, the orbital magnetic moments with morb of 0.16 µB and 𝑚!!"" of 1.97 µB were calculated. In contrast, in 
the bulk region, the orbital magnetic moments with morb of 0.10 µB and 𝑚!!"" of 1.94 µB were calculated.  
 
 
Figure 5.9 The schematic representation of the set-up for the depth-resolved XAS and XMCD measurements. 
Next, we measured XAS and XMCD spectra in order to investigate the changes in electronic and 
magnetic structures in the C60 layer having 1 ML in thickness. As shown in Figure 5.11, the XAS spectra for 
the both circularly polarized photon have no difference, which means the C60 monolayer contains no 
magnetic moment. This is easily seen from the XMCD spectrum that shows no distinct shape. In contrast to 
our results, according to the other report on the XMCD measurement of the interface of Fe/C60 (1 ML),26 a 
certain magnetic moment is induced in the C60 layer. In their case, the XMCD spectra was measured with the 
total electron yield configuration which indicates the redundant XMCD signal can be detected, so that they 
could not identify the true contribution of interface C atoms to induced magnetization. However, in our case, 
we measured XMCD spectra through the depth-resolved configuration, which enable us to specify the 
contribution of the interface C atoms to the magnetization. Moreover, we considered that the absence of the 
induced magnetization at the interface resulted from the small number of C atoms that make contact with the 
Fe atoms. Among ~60 C atoms, less than 10 atoms are involved with making contact to Fe atoms at the 
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interface. Although the 1.8 ~ 2.0 electrons were transferred from Fe atom to C atom, it is quite a small 
amount when the entire interface is considered.  
 
Figure 5.10 Depth-resolved X-ray absorption, XMCD, and Integrated XMCD spectra for 0.7-nm-thick 
Fe/C60 (1ML) structures, measured for the interface and bulk contributions.  
 
 
 
 
Figure 5.11 C K edger and Fe L edge (inset) XAS and XMCD spectra of the Fe(001)/C60 (1 ML) structure. 
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Therefore, it is possible that the induced magnetic moment in C atom due to the charge transfer from the 
Fe atom can be overwhelmed by the C atoms which have no net magnetic moment. Practically, it can be also 
possible that the weak SOI of C atoms is the one of reasons for this absence of induced magnetic moment in 
the C60 layer. 
Nevertheless, it is interesting to observe the change in electronic structures of C60 at the interface 
between C60 and Fe, as a function of thickness of C60. Figure 5.12 (a) shows the PEY C K-edge XAS spectra 
of the Fe(001)/C60 (3 ML) structure as a function of the incidence angle α. The spectra were obtained with 
the linearly polarized beam. Four prominent peaks indicated as LUMO, +1, +2 and +3 are observed. It is 
clearly seen that the C K-edge spectra for C60 with 3 ML in thickness are almost consistent with changing the 
α. It reflects that the influence of Fe electronic structure on those of C60 is negligible. 
However, the C K-edge spectra of the Fe(001)/C60 (1 ML) structure showed the strong dependency the α. 
Moreover, as increasing α, i.e. the larger α the more information from the interface can be obtained, a peak is 
observed near 285 eV which could not observed from the bulk region or thicker C60 layer. This peak is 
happened to be placed 0.4 ~ 0.5 eV higher from the +1 peak, in energy. According to the partial DOS 
(PDOS) calculation, the one more local maximum in PDOS in valence level is located at 0.4 ~ 0.5 eV lower 
level in energy adjacent to the easily distinguished local maximum near the ~0.8 eV above the Fermi level, 
as shown in Figure 5.12 (c). It is considered that this new unoccupied state can only be detected at the 
interface due to the hybridization between Fe and C60. Furthermore, the +3 peaks in Figure 5.12 (b) showed 
broadened feature than 3 ML of C60 case. In general, this peak is attributed to the σ orbital in C60. Since it 
showed no the α dependence, it can be considered that the distorted interface atomic structure results in this 
broadening. 
 
 
Figure 5.12 XAS spectra for C K-edge as a function of the photon incidence angle, α, (a) Fe(001)/C60 (3 ML), 
(b) Fe(001)/C60 (1 ML). (c) partial density of state of C60 at the interface and in the bulk region. 
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5.5. Summary 
	  
1. The magnetic anisotropy property of ultrathin Fe(0.7 nm) layers covered with the MgAl2O4 layers 
having three different crystallographic structures, i.e., monocrystalline, polycrystalline, and amorphous, were 
demonstrated. Regardless of the crystalline structure of the MgAl2O4 layer, we obtained the perpendicularly 
magnetized Fe layers (Keff > 0), after annealing process ranging from 300 to 450°C. The enhanced interface 
PMA and increased magnetization with respect to the annealing temperature suggested that abundant oxygen 
atoms in Fe layer were absorbed to the MgAl2O4 layers. A large Keff of ~0.4 MJ/m3 was obtained for the 
Fe/mono-MgAl2O4 structure which is comparable to that of CoFeB/MgO structures. The Fe/poly- and a-
MgAl2O4 structures exhibited Ki twice as large as that for the Fe/mono-MgAl2O4 structure, after annealing at 
450°C. These values for Ki are much larger than that of CoFeB/MgO, or Co2FeAl/MgO structures. The 
results may suggest that the most important factor to enhance the interface PMA is neither the crystalline 
quality of a barrier nor the local atomic configuration at the interface, in contrast to the expectation from 
theoretical studies. Furthermore, a large interface PMA in the Fe/MgAl2O4 layered structure indicates that 
the MgAl2O4 layer is the suitable barrier material for the perpendicularly magnetized MTJs for the future 
spintronics devices. 
 
2. The magnetic anisotropy property of ultrathin Fe(0.7 nm) layers covered with the Al2O3 layers were 
demonstrated. In addition, the epitaxial growth of γ-Al2O3 on the ultrathin bcc-Fe(001) layer through the 
plasma oxidation process was demonstrated. Moreover, we obtained the perpendicularly magnetized Fe 
layers (Keff > 0) covered with the plasma oxidized γ-Al2O3 layer, after annealing process ranging from 300 to 
350°C. The enhanced interface PMA and increased magnetization with respect to the annealing temperature 
suggested that abundant oxygen atoms in Fe layer were absorbed to the Al2O3 layers. A large Keff of ~0.42 
MJ/m3 and Ki of ~0.89 mJ/m2 were obtained for the Fe/Al2O3 structure which is comparable to that of 
CoFeB/MgO structures. The results may suggest that a large interface PMA in the Fe/Al2O3 layered structure 
indicates that the Al2O3 layer is the suitable barrier material for the perpendicularly magnetized MTJs. 
 
3. The magnetic anisotropy property, electronic, and magnetic structures of ultrathin Fe(0.7 nm) layers 
covered with the C60 layers were demonstrated. When the samples are annealed at 250°C, the magnetization 
for each sample was turned out to be smaller than that of the bulk Fe. The magnetization was 40% smaller 
than that of the bulk magnetization which corresponds to the deadlayer thickness of ≈ 0.3 nm. However, the 
magnetization was not recovered even after the annealing at 450°C. It was considered that the Fe layer was 
slightly oxidized owing to the Al2OX capping layer, or the decreased magnetization owing to the charge 
transfer from Fe to C60The samples whose annealing temperature below 450°C, showed the isotropic 
characteristic with the almost constant Ki of 0.3 mJ/m2. 
Furthermore, the depth-resolved The XAS and XMCD measurements were performed to investigate the 
electronic and magnetic structures of Fe(0.7 nm)/C60 structures. It was estimated that 1.8 ~ 2.0 electrons 
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transferred from Fe surface to C60 layer based on the difference in the orbital magnetic moment between two 
spectra.  XMCD spectra of Fe(0.7 nm)/C60 structures indicated that the large orbital magnetic moments are 
enhanced at the interface, in the comparison with the orbital magnetic moments in the bulk region. In the 
case of C K-edge XAS spectra, we found a peak that was located near 285 eV which could not observed 
from the bulk region or thicker C60 layer. It indicated that an extra local maximum of DOS in the valence 
band, due to the hybridization between Fe and C60 layer.  
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Chapter 6. Summary 
 
A large tunnel magnetoresistance (TMR) ratio of magnetic tunnel junctions (MTJs) is essential for 
developing spin-transfer torque (STT) magnetoresistive random-access memory (MRAM). However, since 
the smaller MTJ dimensions are required for the next-generation high-density STT-MRAMs, not only a large 
TMR ratio but also a large perpendicular magnetic anisotropy (PMA) are necessary for MTJs to obtain a 
high thermal stability of the magnetization in a free layer, which insures a long data retention time and a low 
current density for STT switching. In other words, a perpendicularly magnetized tunnel junction (p-MTJ) 
with a sufficiently large PMA and a large TMR ratio is a crucial element for satisfying the criteria of 
memory cells in the gigabit-scale STT-MRAM. 
This thesis work was conducted to clarify the mechanism that responsible for the large interface PMA in 
the bilayer comprising the ultrathin Fe and Oxide layers, and its applicability to an electrode material for the 
p-MTJ structure. The results are summarized as follow: 
 
1) In summary, different interface conditions at Fe/MgO interfaces has been fabricated in order to 
experimentally examine the effect of the interface condition on PMA in Fe (tFe)/MgO (2 nm) structures. 
We have achieved perpendicularly magnetized Fe/MgO bilayers with PMA energy density of up to ~1.4 
MJ/m3 and the interface PMA energy density of ~2 mJ/m2. Furthermore, we have studied the interface 
PMA in ultrathin Fe/MgO (001) using angular-dependent XMCD. We found that the anisotropic orbital 
magnetic moments determined from the analysis of XMCD contribute to the large PMA energy, whose 
values depend on the annealing temperature. The large PMA energies deduced from the magnetization 
measurements are almost consistent with those estimated from the anisotropic orbital magnetic moments 
through the spin-orbit interaction. The enhancement of orbital magnetic moments can be explained by 
the hybridization between the Fe 3dz2 and O 2pz states at the Fe/MgO interface. 
 
2) A relatively large TMR ratio of 95%, which appeared with SDRT peaks in the dI/dV curve were 
achieved, in an ultrathin Fe (0.7 nm)/MgO (1.8 nm)/CoFeB (1.4 nm) p-MTJ structure exhibiting a large 
interface PMA for the bottom Fe layer with a Ki value of 1.5 mJ/m2. The results clearly showed the 
compatibility between the resonant tunneling of the Δ1 symmetry electrons through the spin-dependent 
QW and the strong interface PMA. The tunneling process in this p-MTJ occurs in the asymptotic regime 
of the MgO barrier, i.e. the Bloch states having non-zero in-plane momentum (k|| ≠ 0) and having Δ2, Δ2’, 
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or Δ5 symmetries are attenuated by the filtering effect, so that Δ1 symmetry electrons governs the 
tunneling process. Furthermore, the SDRT effect through the QW states confined in the ultrathin Fe(001) 
layer indicates that the spin, symmetry, and wave vector of electrons are conserved through the coherent 
tunneling process. It is noted that the appearance of a strong peak at 0 V shows that the dominant Fe 
thickness of the MTJ is five MLs, ~0.7 nm, while a relatively weak peak at around −0.6 V indicates that 
the local existence of four or six MLs in the MTJ area. It was concluded that the PMA at the Fe/MgO 
interface is likely to little influence the Δ1 electrons’ transport. The present results may give an insight 
into the understanding of the coherent and the resonant tunneling under a perpendicular magnetization 
configuration. 
 
3) The magnetic anisotropy property of ultrathin Fe(0.7 nm) layers covered with the MgAl2O4 layers 
having three different crystallographic structures, i.e., monocrystalline, polycrystalline, and amorphous, 
were demonstrated. Regardless of the crystalline structure of the MgAl2O4 layer, we obtained the 
perpendicularly magnetized Fe layers (Keff > 0), after annealing process ranging from 300 to 450°C. The 
enhanced interface PMA and increased magnetization with respect to the annealing temperature 
suggested that abundant oxygen atoms in Fe layer were absorbed to the MgAl2O4 layers.  
A large Keff of ~0.4 MJ/m3 was obtained for the Fe/mono-MgAl2O4 structure which is comparable to that 
of CoFeB/MgO structures. The Fe/poly- and a-MgAl2O4 structures exhibited Ki twice as large as that for 
the Fe/mono-MgAl2O4 structure, after annealing at 450°C.  
These values for Ki are much larger than that of CoFeB/MgO, or Co2FeAl/MgO structures.  
 
The magnetic anisotropy property of ultrathin Fe(0.7 nm) layers covered with the Al2O3 layers were 
demonstrated. In addition, the epitaxial growth of γ-Al2O3 on the ultrathin bcc-Fe(001) layer through the 
plasma oxidation process was demonstrated. Moreover, we obtained the perpendicularly magnetized Fe 
layers (Keff > 0) covered with the plasma oxidized γ-Al2O3 layer, after annealing process ranging from 
300 to 350°C. The enhanced interface PMA and increased magnetization with respect to the annealing 
temperature suggested that abundant oxygen atoms in Fe layer were absorbed to the Al2O3 layers. A 
large Keff of ~0.42 MJ/m3 and Ki of ~0.89 mJ/m2 were obtained for the Fe/Al2O3 structure which is 
comparable to that of CoFeB/MgO structures.  
 
The magnetic anisotropy property, electronic, and magnetic structures of ultrathin Fe(0.7 nm) layers 
covered with the C60 layers were demonstrated. When the samples are annealed at 250°C, the 
magnetization for each sample was turned out to be smaller than that of the bulk Fe. The magnetization 
was 40% smaller than that of the bulk magnetization which corresponds to the deadlayer thickness of ≈ 
0.3 nm. However, the magnetization was not recovered even after the annealing at 450°C.  
Furthermore, the depth-resolved The XAS and XMCD measurements were performed to investigate the 
electronic and magnetic structures of Fe(0.7 nm)/C60 structures. It was estimated that 1.8 ~ 2.0 electrons 
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transferred from Fe surface to C60 layer. XMCD spectra of Fe(0.7 nm)/C60 structures indicated that the 
large orbital magnetic moments are enhanced at the interface, in the comparison with the orbital 
magnetic moments in the bulk region. In the case of C K-edge XAS spectra, we found a peak that was 
located near 285 eV which could not observed from the bulk region or thicker C60 layer. It indicated that 
an extra local maximum of DOS in the valence band, due to the hybridization between Fe and C60 layer.  
 
This work showed the possibility of the ultrathin Fe layer to be an electrode material in the p-MTJ 
structures for realizing the ultrahigh density MRAM. Moreover, it showed the superiority of ultrathin Fe 
layers over other complex compound electrode materials from the perspective of easiness of understanding 
the fundamental physics underlying the ultrathin magnetic bilayer systems, such as 1) effect of the interface 
oxidation condition on the interface PMA, 2) the correlation between the interface PMA and the 
perpendicular TMR effect, 3) the spin-dependent resonant tunneling in the perpendicular magnetized system, 
4) the experimental evidence of the direct relationship between the interface PMA and the anisotropic orbital 
magnetic moment, and 5) the interface electronic and magnetic structure at the interface between Fe and 
organic molecule, etc.  
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