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Abstract: We study the asymptotic law of a network of interacting neurons when the number of
neurons becomes inﬁnite. Given a completely connected network of neurons in which the synaptic
weights are Gaussian correlated random variables, we describe the asymptotic law of the network
when the number of neurons goes to inﬁnity. All previous works assumed that the weights were
i.i.d. random variables, thereby making the analysis much simpler. This hypothesis is not realistic
from the biological viewpoint. In order to cope with this extra complexity we introduce the process-
level empirical measure of the trajectories of the solutions to the equations of the ﬁnite network
of neurons and the averaged law (with respect to the synaptic weights) of the trajectories of the
solutions to the equations of the network of neurons. The main result of this article is that the image
law through the empirical measure satisﬁes a large deviation principle with a good rate function
which is shown to have a unique global minimum. Finally, our analysis of the rate function allows
us also to describe this minimum as a stationary Gaussian measure which completely characterizes
the activity of the inﬁnite size network.
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Description asymptotique de réseaux de neurones avec
poids synaptiques corrélés
Résumé : Nous étudions la loi asymptotique décrivant un réseau de neurones interconnectés
lorsque le nombre de neurones tend vers l’inﬁni. Étant donné un réseau complètement connecté
de neurones dans lequel les poids synaptiques sont des variables aléatoires gaussiennes corrélées,
nous caractérisons la loi asymptotique de ce réseau lorsque le nombre de neurones tend vers
l’inﬁni. Tous les travaux précédents faisaient l’hypothèse de poids indépendants. Cette hypothèse
n’est pas réaliste d’un point de vue biologique mais elle simpliﬁe considérablement l’analyse
mathématique du problème. Pour faire face à cette diﬃculté supplémentaire nous introduisons
la mesure empirique sur l’espace des trajectoires solutions des équations du réseau de neurones
de taille ﬁnie et la loi moyennée (par rapport aux poids synaptiques) des trajectoires de ces
solutions. Notre résultat principal est que la loi image de cette loi par la mesure empirique
satisfait un principe de grandes déviations dont nous montrons que la bonne fonction de taux
admet un minimum global unique. Notre analyse de la fonction de taux nous permet enﬁn
de décrire ce minimum comme une mesure gaussienne stationnaire nous permettant ainsi de
caractériser complètement l’activité du réseau de taille inﬁnie.
Mots-clés : Grandes Déviations, Bonne Fonction de Taux, Processus Gaussiens Stationnaires,
Mesures Stationnaires, Représentations Spectrales, Rśeaux de Neurones, Neurones à Taux de
Décharge, Poids Synaptiques Corrélés.
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1 Introduction
The goal of this paper is to study the asymptotic behaviour and large deviations of a network
of interacting neurons when the number of neurons becomes inﬁnite. Our network may be
thought of as a network of weakly-interacting diﬀusions: thus before we begin we brieﬂy overview
other asymptotic analyses of such systems. In particular, a lot of work has been done on spin
glass dynamics, including Ben Arous and Guionnet on the mathematical side [33, 3, 4, 34] and
Sompolinsky and his co-workers on the theoretical physics side [44, 45, 13, 14]. Furthermore
the large deviations of weakly interacting diﬀusions has been extensively studied by Dawson and
Gartner [17, 18], and more recently Budhiraja, Dupuis and Fischer [6, 28] . More references to
previous work on this particular subject can be found in these references.
Because the dynamics of spin glasses is not too far from that of networks of interacting
neurons, Sompolinsky also succesfully explored this particular topic [43] for fully connected
networks of rate neurons, i.e. neurons represented by the time variation of their ﬁring rates
(the number of spikes they emit per unit of time), as opposed to spiking neurons, i.e. neurons
represented by the time variation of their membrane potential (including the individual spikes).
For an introduction to these notions, the interested reader is referred to such textbooks as [30,
35, 26]. In his study of the continuous time dynamics of networks of rate neurons, Sompolinsky
and his colleagues assumed, as in the work on spin glasses, that the coupling coeﬃcients, called
the synaptic weights in neuroscience, were random variables i.i.d. with zero mean Gaussian laws.
The main result obtained by Ben Arous and Guionnet for spin glass networks using a large
deviations approach (resp. by Sompolinsky and his colleagues for networks of rate neurons using
the local chaos hypothesis) under the previous hypotheses is that the averaged law of Langevin
spin glass (resp. rate neurons) dynamics is chaotic in the sense that the averaged law of a ﬁnite
number of spins (resp. of neurons) converges to a product measure as the system gets very large.
The next theoretical eﬀorts in the direction of understanding the averaged law of rate neurons
are those of Cessac, Moynot and Samuelides [10, 39, 40, 11, 42]. From the technical viewpoint,
the study of the collective dynamics is done in discrete time, assuming no leak (this term is
explained below) in the individual dynamics of each of the rate neurons. Moynot and Samuelides
obtained a large deviation principle and were able to describe in detail the limit averaged law
that had been obtained by Cessac using the local chaos hypothesis and to prove rigorously the
propagation of chaos property. Moynot extended these results to the more general case where
the neurons can belong to two populations, the synaptic weights are non-Gaussian (with some
restrictions) but still i.i.d., and the network is not fully connected (with some restrictions) [39].
One of the next challenges is to incorporate in the network model the fact that the synaptic
weights are not independent and in eﬀect often highly correlated. One of the reasons for this
is the plasticity processes at work at the levels of the synaptic connections between neurons;
see for example [36] for a biological viewpoint, and [19, 30, 26] for a more computational and
mathematical account of these phenomena.
The problem we solve in this paper is the following. Given a completely connected network
of ﬁring rate neurons in which the synaptic weights are Gaussian correlated random variables,
we describe the asymptotic law of the network when the number of neurons goes to inﬁnity.
Like in [39, 40] we study a discrete time dynamics but unlike these authors we cope with more
complex intrinsic dynamics of the neurons, in particular we allow for a leak (to be explained in
more detail below).
To be complete, let us mention the fact that this problem has already partially been explored
in Physics by Sompolinsky and Zippelius [44, 45] and in Mathematics by Alice Guionnet [34] who
analysed symmetric spin glass dynamics, i.e. the case where the matrix of the coupling coeﬃcients
(the synaptic weights in our case) is symmetric. This is a very special case of correlation. The
Inria
Asymptotic description of neural networks 5
work in [15] is also an important step forward in the direction of understanding the spin glass
dynamics when more general correlations are present.
Let us also mention very brieﬂy another class of approaches toward the description of very
large populations of neurons where the individual spikes generated by the neurons are considered.
The model for individual neurons is usually of the class of Integrate and Fire (IF) neurons [37]
and the underlying mathematical tools are those of the theory of point-processes [16]. Important
results have been obtained in this framework by Gerstner and his collaborators, e.g. [31, 29] in the
case of deterministic synaptic weights. Related to this approach but from a more mathematical
viewpoint, important results on the solutions of the mean-ﬁeld equations have been obtained in
[9]. In the case of spiking neurons but with a continuous dynamics (unlike that of IF neurons),
the ﬁrst author and collaborators have recently obtained some limit equations that describe
the asymptotic dynamics of fully connected networks of neurons [1] with independent synaptic
weights.
Because of the correlation of the synaptic weights, the natural space to work in is the inﬁnite
dimensional space of the trajectories, noted T Z, of a countably-inﬁnite set of neurons and the
set of stationary probability measures deﬁned on this set, noted M+1,S(T Z).
We introduce the process-level empirical measure, noted µˆN , of the N trajectories of the
solutions to the equations of the network of N neurons and the averaged (with respect to the
synaptic weights) law QN of the N trajectories of the solutions to the equations of the network of
N neurons. The ﬁrst result of this article (theorem 3.8) is that the image law ΠN of QN through
µˆN satisﬁes a large deviation principle (LDP) with a good rate function H which is shown to
have a unique global minimum, µe. Thus, with respect to the measure ΠN on M+1,S(T Z), if the
set X contains the measure δµe , then Π
N (X)→ 1 as N →∞, whereas if δµe is not in the closure
of X , ΠN (X) → 0 as N → ∞ exponentially fast and the constant in the exponential rate is
determined by the rate function. Our analysis of the rate function allows us also, and this is our
second result (theorem 6.4), to characterize the limit measure µe as the image of a stationary
Gaussian measure µe deﬁned on a transformed set of trajectories T Z. This is potentially very
useful for applications since µe can be completely characterized by its mean and spectral density.
Furthermore the rate function allows us to quantify the probability of ﬁnite-size eﬀects. Theorems
3.8 and 6.4 allows us to characterize the average (over the synaptic weights) behaviour of the
network. We also derive, and this is our third result, some properties of the inﬁnite-size network
that are true for almost all realizations of the synaptic weights (theorems 7.1 and 7.4).
The paper is organized as follows. In section 2 we provide a glossary of some frequently used
notations, in section 3 we describe the equations of our network of neurons, the type of corre-
lation between the synaptic weights, deﬁne the proper state spaces and introduce the diﬀerent
probability measures that are necessary for establishing our results, in particular the process-level
empirical measure, µˆN , ΠN and the image RN through µˆN of the law of the uncoupled neurons.
We state the principle result of this paper in Theorem 3.8.
In section 4 we introduce a certain Gaussian process attached to a given measure inM+1,S(T Z)
andM+1,S(T N) and motivate this introduction by showing that the Radon-Nikodym derivative of
QN with respect to the law of the uncoupled neurons can be expressed by the Gaussian process
corresponding to the empirical measure µˆN . This allows us to compute the Radon-Nikodym
derivative of ΠN with respect to RN for any measure in M+1,S(T Z). Using these results, section
5 is dedicated to the proof of the existence of a strong LDP for the measure ΠN . In section 6 we
show that the good rate function obtained in the previous section has a unique global minimum
and we characterize it as the image of a stationary Gaussian measure. Section 7 is dedicated to
drawing some important consequences of our ﬁrst main theorem, in particular some quenched
results. Section 8 explores some possible extensions of our work and we conclude with section 9.
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2 Frequently used notations
〈 〉, ‖ ‖ The usual Euclidean inner product and corresponding norm in RT ,
in eﬀect T1,T .
∗ Complex conjugation.
1M The M -dimensional vector (M positive integer) with coordinates
equal to 1.
1X The indicator function of the set X .
Aµ[N ] The NT ×NT symmetric block-circulant matrix equal to
Kµ[N ](σ
2IdNT +K
µ
[N ])
−1 (page 16).
Aµ,k[N ] The kth T × T block of Aµ[N ], k = −n · · ·n (page 16).
A˜µ,l[N ] The Discrete Fourier transform of the sequence A
µ,k
[N ],
k, l = −n · · ·n (equation (4.12)).
A˜µ(θ) Deﬁned by equation (4.13) from K˜µ(θ).
A˜µ[N ](θ) Deﬁned right after equation (4.14).
Aµ,k The kth Fourier coeﬃcient of the periodic matrix-valued function
A˜µ(θ), see equation (4.14).
A˜µ,N,l The lth Fourier coeﬃcient of the sequence (Aµ,k), k = −n · · ·n,
beginning of section 5.3.2.
†B The transpose of the matrix or vector B.
B(X ) The set of Borelian sets of the topological set X .
cµ The T -dimensional mean vector of Gµ, k, k ∈ Z,
for µ ∈ M+1,S(T Z) (equation (4.1)).
DFT Discrete Fourier Transform (page 10).
E2 subset of M+1,S(T Z), such that π1(π1,T (v)) is square-integrable,
see deﬁnition 4.
f Monotonically increasing bijection R→]0, 1[, page 9.
F Short notation for B(T Z), see page 11.
Fs,t πs,t(F)
Gµ The T -dimensional spatially stationary Gaussian process
taking its values in T Z1,T and deﬁned by the measure
µ ∈ M+1,S(T Z) (section 4.1).
Gµ[N ] The T -dimensional spatially shift-invariant (modulo N) Gaussian
process taking its values in T N1,T and deﬁned by the measure
µN ∈ M+1,S(T N ) (section 4.1).
Inria
Asymptotic description of neural networks 7
Γ[N ],1, Γ1 Section 4.3.1.
Γ[N ],2, Γ2 Section 4.3.2.
Γν , Γν2 Linear approximations of Γ and Γ2, section 5.3.1.
Γν[N ], Γ
N
1 , Γ
ν
[N ],2 Section 5.3.1.
I(2)(µN , νN ) Relative entropy of µN with respect to νN , µN , νN ∈ M+1 (T N )
(equation (5.1)).
i mod N lies between −n and n, N = 2n+ 1, see page 9
I(3)(µ, νZ) Process-level entropy of µ with respect to ν ∈M+1 (T ), µ ∈ M+1,S(T Z),
(equation (5.3)).
Jij The (random) synaptic weight from neuron j to neuron i.
JN The N ×N matrix of the synaptic weights (page 9).
J¯ Determines the mean of the random synaptic weights (page 9).
Γ Mapping from T Z or T N to R ∪ {+∞} (section 4.3).
One has Γ = Γ1 + Γ2.
kf Lipschitz constant of f , page 9 and equation (3.11).
Kµ,k The T × T covariance matrix of Gµ,i and Gµ,i+k, i, k ∈ Z and
µ ∈ M+1,S(T Z) (equation (4.6)).
Kµ,k[N ] The T × T covariance matrix of Gµ,i[N ] and Gµ,i+k[N ] ,
i, k = −n · · ·n, i + k modulo N and µ ∈ M+1,S(T Z) (equation (4.11)).
Kµ[N ] The (NT ×NT ) covariance matrix of the sequence
of Gaussian random variables
(Gµ,−n[N ] , · · · , Gµ,n[N ]) (page 16).
Kµ,N The (NT ×NT ) covariance matrix of the sequence
of Gaussian random variables, see Section 5.3.1.
(Gµ,0, Gµ,1, · · · , Gµ,n, Gµ,−n, Gµ,−n+1, · · · , Gµ,−1) (equation (5.13)).
K˜µ(θ), (Kµ[N ](θ)) The Fourier transform of the sequence K
µ,k, k ∈ Z,
Kµ,k[N ] , k = −n · · ·n, (proposition 4.1 (page 16 and Section 4.2)
K˜µ,l[N ] The Discrete Fourier transform of the sequence K
µ,k
[N ] ,
k, l = −n · · ·n (page 15).
Λ(k, l) Describes the covariance matrix of the synaptic weights, see (3.2).
Λ˜(θ1, θ2) The Fourier transform of (Λ(k, l))k,l∈Z, (proposition 3.2).
Λmin The sum of the absolutely convergent series (Λ(k, l))k, l∈Z (page 10).
Λsum The sum of the convergent series (|Λ(k, l)|)k, l∈Z (equation (3.4)).
LDP Large Deviation Principle (theorem 3.8).
Mµ, k The T × T matrix measuring the correlation between the vectors
f(π0,T−1(u0)) and f(π0,T−1(uk)), k ∈ Z for µ ∈ M+1,S(T Z) (equation 4.2).
M+1 (T N ), M+1 (T Z) Sets of probability measures on T N , T Z (equation (4.2)).
M+1,S(T Z) Set of stationary probability measures on T Z, see section 3.2.1
M+1,S(T N ) Set of stationary probability measures on T N , see section 3.2.2
µN The N -dimensional spatial marginal µ ◦ (πN )−1of µ ∈ M+1,S(T Z) (page 11).
RR n° 8495
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µs,t The t− s+ 1-dimensional (0 ≤ s ≤ t ≤ T ) temporal marginal µ ◦ π−1s,t
of µ ∈ M+1,S(T Z) (page 11).
µ For each measure µ ∈M+1 (T N ) or M+1,S(T Z), µ ◦Ψ−1 (deﬁnition 1).
µˆN (u
−n, · · · , un) The process level empirical measure of the element (u−n, · · · , un) of T N :
an element of M+1,S(T Z), see (3.10).
µI The law of the initial condition of each neuron, an element of M+1 (R),
see section 3.2.2.
µu0 The conditional probability distribution of µ,
given the initial conditions uj0, j ∈ Z, see page 11.
N The number of neurons in the ﬁnite network,
assumed to be odd, N = 2n+ 1, n ≥ 0.
The neurons are indexed from −n to n.
Np(m,Σ) The law of the p-dimensional Gaussian variable with mean m
and covariance matrix Σ, page 9.
P The law of the solution to (3.13) (in M+1 (T ) ).
πs,t The temporal projection from T to Ts,t (section 3.2.1).
πN The spatial projection from T Z to T N , page 9.
φN Mapping from M+1,S(T Z)× T N1,T to R used in the deﬁnition of Γ[N ],2,
see equation (4.26).
φN∞ Mapping from M+1,S(T Z)× T N1,T to R used in the deﬁnition of Γν[N ],2,
see equation (5.12).
πN The spatial projection from T Z onto T N such that πN (u) = (u−n, · · · , un)
(page 10)
ΠN The image law of QN through µˆN (deﬁnition 2).
Ψ A bijection from T to T (and by extension from T N to T N
and from T Z to T Z), see equation (3.14).
Ψ1,T A mapping from T to T1,T , page 13.
QN (JN ) The law of the solution to (3.1) (in M+1 (T N ))
QN The averaged law of QN (JN ) w.r.t. to the synaptic weights JN :
an element of M+1,S(T N ).
RN The image law of P⊗N through µˆN (deﬁnition 2).
S The shift operator on T Z, see (3.6).
T The maximum time in the study of the dynamics described by (3.1).
T Set of trajectories from time 0 to time T , elements of R[0···T ]
(section 3.2.1).
Ts,t Set of trajectories from time s to time 0 ≤ s ≤ t ≤ T , elements of R[s···t]
(section 3.2.1).
T Z, T Zs,t Set of doubly inﬁnite sequences of elements of T , (section 3.2.1),
of elements of Ts,t.
3 The neural network model
We consider a fully connected network of N neurons. Not all sets of neurons are fully connected
but many are, e.g. within the same cortical column. One of the major aims of this article is to
quantify how quickly the system converges to its limit, so the rate function gives us a means of
assessing whether the number of neurons in a cortical column is suﬃciently high for the mean
Inria
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ﬁeld equations to be accurate. For simplicity but without loss of generality, we assume N odd1
and write N = 2n + 1, n ≥ 0. The state of the neurons is described by the variables (U jt ),
j = −n · · ·n, t = 0 · · ·T which represent the values of the neurons membrane potentials.
3.1 The model equations
The equation describing the time variation of the membrane potential U j of the jth neuron
writes
U jt = γU
j
t−1 +
n∑
i=−n
JNji f(U
i
t−1) +B
j
t−1, j = −n, . . . , n t = 1, . . . , T. (3.1)
f : R→]0, 1[ is a monotonically increasing bijection which we assume to be Lipschitz continuous.
Its Lipschitz constant is noted kf . We could for example employ f(x) = (1+tanh(gx))/2, where
the parameter g can be used to control the slope of the “sigmoid” f at the origin x = 0.
This equation involves the parameters γ, JNij , and the time processes B
j
t , i, j = −n, . . . , n,
t = 0, . . . , T − 1. The initial conditions are discussed at the beginning of section 3.2.2.
γ is in [0, 1) and determines the time scale of the intrinsic dynamics, i.e. without interactions,
of the neurons. If γ = 0 the dynamics is said to have no leak.
The Bjt s represent random ﬂuctuations of the membrane potential of neuron j. They are
independent random processes with the same law. We assume that at each time instant t, the
Bjt s are i.i.d. random variables distributed as N1(0, σ2)2.
The JNij s are the synaptic weights. J
N
ij represents the strength with which the ‘presynaptic’
neuron j inﬂuences the ‘postsynaptic’ neuron i. They are Gaussian random variables, indepen-
dent of the membrane ﬂuctuations, whose mean is given by
E[JNij ] =
J¯
N
,
where J¯ is some number independent of N .
We note JN theN×N matrix of the synaptic weights, JN = (JNij )i,j=−n,··· ,n. Their covariance
is assumed to satisfy the following shift invariance property,
cov(JNij J
N
kl ) = cov(J
N
i+m,j+nJ
N
k+m,l+n)
for all indexes i, j, k, l = −n, · · · , n and all integers m and n, the indexes being taken modulo
N . Here, and throughout this paper, i mod N is taken to lie between −n and n .
Remark 3.1. This shift invariance property is technically useful since it allows us to use the
tools of Fourier analysis. In terms of the neural population it means that the neurons "live" on a
circle. Therefore, unlike in the uncorrelated case studied in the papers cited in the introduction,
we have to indirectly introduce a notion of space.
We stipulate the covariances through a covariance function Λ : Z2 → R and assume that
they scale as 1/N . We write
cov(JNij J
N
kl ) =
1
N
Λ ((k − i) mod N, (l − j) mod N) . (3.2)
The function Λ is even:
Λ(−k,−l) = Λ(k, l), (3.3)
1When N is even the formulae are slightly more complicated but all the results we prove below in the case N
odd are still valid.
2We note Np(m,Σ) the law of the p-dimensional Gaussian variable with mean m and covariance matrix Σ.
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corresponding to the simultaneous exchange of the two presynaptic and postsynaptic neurons
(cov(JNij J
N
kl ) = cov(J
N
kl J
N
ij )!).
We must make further assumptions on Λ to ensure that the system is well-behaved as the
number of neurons N asymptotes to inﬁnity. We assume that the series (Λ(k, l))k, l∈Z) is abso-
lutely convergent, i.e.
Λsum =
∞∑
k,l=−∞
|Λ(k, l)| <∞, (3.4)
and furthermore that
Λmin =
∞∑
k,l=−∞
Λ(k, l) > 0
We let ΛN be the restriction of Λ to [−n, n]2, i.e. ΛN (i, j) = Λ(i, j) for −n ≤ i, j ≤ n.
We next introduce the spectral properties of Λ that are crucial for the results in this paper.
We use throughout the paper the notation that if x is some quantity, x˜ represents its Fourier
transform in a sense that depends on the particular space where x is deﬁned. For example Λ˜ is
the 2π doubly periodic Fourier transform of the function Λ whose properties are described in the
next proposition. Similarly, Λ˜N is the two-dimensional Discrete Fourier Transform (DFT) of the
doubly periodic sequence ΛN . The proof of the following proposition is obvious.
Proposition 3.2. The sum Λ˜(θ1, θ2) of the absolutely convergent series
(Λ(k, l)e−i(kθ1+lθ2))k, l∈Z is continuous on [−π, π[2 and positive. The covariance function Λ is
recovered from the inverse Fourier transform of Λ˜:
Λ(k, l) =
1
(2π)2
∫ π
−π
∫ π
−π
Λ˜(θ1, θ2)e
i(kθ1+lθ2) dθ1dθ2
Moreover there exists Λ˜min > 0 such that
Λ˜N (0, 0) ≥ Λ˜min > 0, (3.5)
for N large enough.
3.2 The laws of the uncoupled and coupled processes
3.2.1 Preliminaries
Sets of trajectories, temporal and spatial projections
The time evolution of one membrane potential is represented by the set R[0···T ] := T of ﬁnite
sequences (ut)t=0,··· ,T of length T +1 of real numbers. T N is the set of sequences (u−n, · · · , un)
(N = 2n+ 1) of elements of T that we use to describe the solutions to (3.1). Similarly we note
T Z the set of doubly inﬁnite sequences of elements of T . If u is in T Z we note ui, i ∈ Z, its ith
coordinate, an element of T . Hence u = (ui)i=−∞···∞.
Given the integers s and t, 0 ≤ s ≤ t ≤ T , we deﬁne the temporal projection πs,t : T →
R
[s···t] := Ts,t as the set of ﬁnite sequences of length t− s+1 of real numbers such that πs,t(u) =
(ur)r=s···t := us,t. When s = t we note πt and Tt rather than πt,t and Tt,t. The temporal
projection πs,t extends in a natural way to T N and T Z: for example πs,t maps T N to T Ns,t .
We deﬁne the spatial projection πN : T Z → T N (N = 2n + 1) to be πN (u) = (u−n, . . . , un).
Temporal and spatial projections commute, i.e. πN ◦ πs,t = πs,t ◦ πN .
The shift operator S : T Z→ T Z is deﬁned by
(Su)i = ui+1, i ∈ Z. (3.6)
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Given the element u = (u−n, . . . , un) of T N we form the doubly inﬁnite periodic sequence
pN(u) = (. . . , u
n−1, un, u−n, . . . , un, u−n, u−n+1, . . .) (3.7)
which is an element of T Z. We have (pN (u))i = u(i mod N). pN is a mapping T N → T Z. With
a slight abuse of notation we also note S the shift operator induced by S on T N through the
function pN :
Su = πN (SpN (u)) u ∈ T N (3.8)
Topologies on the sets of trajectories
We equip T Z with the projective topology, i.e. the topology generated by the following metric.
For u, v ∈ T N , we deﬁne their distance dN (u, v) to be
dN (u, v) = sup
|j|≤n,0≤s≤T
∣∣ujs − vjs∣∣ .
This allows us to deﬁne the following metric over T Z, whereby if u, v ∈ T Z, then
d(u, v) =
∞∑
N=1
2−N(dN (πNu, πNv) ∧ 1). (3.9)
Equiped with this topology, T Z is Polish (a complete, separable metric space).
The metric d generates the Borelian σ-algebra B(T Z) := F . It is generated by the coordinate
functions (uit)i∈Z,t=0···T . The spatial and temporal projections deﬁned above can be used to
deﬁne the corresponding σ-algebras on the sets T Ns,t , e.g. FNs,t = πN (πs,t(F)), 0 ≤ s ≤ t ≤ T .
Probability measures on the sets of trajectories
We noteM+1 (T Z) (resp. M+1 (T N )) the set of probability measures on (T Z,F) (resp. (T N ,FN )).
For µ ∈ M+1 (T Z), we denote its marginal distribution at time t by µt = µ ◦ π−1t . Similarly,
µNs,t is its N -dimensional spatial, t− s+ 1-dimensional time marginal µ ◦ (πN )−1 ◦ π−1s,t .
We denote the conditional probability distribution of µ, given U j0 = u
j
0 (for all j), by µu0 .
This is understood to be a probability measure over B(T Z1,T ) = F1,T .
We note M+1,S(T Z) the set of stationary probability measures on T Z. Given a random
variable u with values in T Z governed by µ in M+1,S(T Z), so is the random variable Su, with S
the shift operator deﬁned by (3.6) (equivalently µ ◦ S−1 = µ). With a slight abuse of notation,
we deﬁne M+1,S(T N ) to be the set of all µ ∈ M1(T N ) satisfying the following property. If
(u−n, . . . , un) are random variables governed by µN , then for all |m| ≤ n, (um−n, . . . , um+n) has
the same law as (u−n, . . . , un) (recall that the indexing is taken modulo N), or equivalently that
µN ◦ S−1 = µN (remember (3.8)).
Remark 3.3. Note that the stationarity discussed here is a spatial stationarity.
Process-level empirical measure
We next introduce the following process-level empirical measure. Given an element u = (u−n, . . . , un)
in T N we associate with it the measure, noted µˆN (u−n, . . . , un), in M+1,S(T Z) deﬁned by
µˆN : T N →M+1,S(T Z) such that dµˆN (u−n, · · · , un)(y) =
1
N
n∑
i=−n
δSipN (u)(y). (3.10)
S is the shift operator deﬁned in (3.6).
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Remark 3.4. This is a significant difference with previous work dealing with uncorrelated
weights (e.g. [40]) where the N processes are coupled through the "usual" empirical measure
dµˆN (u
−n, · · · , un)(y) = 1
N
∑n
i=−n δui(y) which is a measure on T . In our case, because of the
correlations and as shown in section 4.4 the processes are coupled through the process-level em-
pirical measure (3.10) which is a probability measure on T Z. This makes our analysis more
biologically realistic, since we know that correlations between the synaptic weights do exist, but
technically more involved.
Topology on sets of measures
We next equip M+1 (T Z) with the topology of weak convergence, as follows. For µN , νN ∈
M+1 (T N ), we note the Wasserstein distance induced by the metric kfdN (u, v) ∧ 1,
DN(µ
N , νN ) = inf
L∈J
{
E
L(kfdN (u, v) ∧ 1)
}
, (3.11)
where kf is a positive constant deﬁned at the start of section 3.1 and J is the set of all measures
in M+1 (T N × T N ) with N -dimensional marginals µN and νN .
Remark 3.5. The use of kf in (3.11) is technical and used to simplify the proof of proposition
4.5.
For µ, ν ∈M+1 (T Z), we deﬁne
D(µ, ν) = 2
∞∑
n=0
κnDN (µ
N , νN ), (3.12)
where N = 2n + 1. Here κn = max(λn, 2−N) and λn =
∑∞
k=−∞ |Λ(k, n)|. We note that this
metric is well-deﬁned because DN (µN , νN ) ≤ 1 and
∑∞
n=0 κn < ∞. It can be shown that
M+1 (T Z) equiped with this metric is Polish.
3.2.2 Coupled and uncoupled processes
We specify the initial conditions for (3.1) as N i.i.d. random variables
(U j0 )j=−n,··· ,n. Let µI be the individual law on R of U
j
0 ; it follows that the joint law of the
variables is µ⊗NI on R
N . We note P the law of the solution to one of the uncoupled equations
(3.1) where we take JNij = 0, i, j = −n, · · · , n. P is the law of the solution to the following
stochastic diﬀerence equation:
Ut = γUt−1 +Bt−1, t = 1, · · · , T (3.13)
the law of the initial condition being µ I . This process can be characterized exactly, as follows.
Let Ψ : T → T be the following bicontinuous bijection. Writing v = Ψ(u), we deﬁne{
v0 = Ψ0(u) = u0
vs = Ψs(u) = us − γus−1 s = 1, · · · , T. (3.14)
The following proposition is evident from equations (3.13) and (3.14).
Proposition 3.6. The law P of the solution to (3.13) writes
P = (NT (0T , σ2IdT )⊗ µI) ◦Ψ,
where 0T is the T -dimensional vector of coordinates equal to 0 and IdT is the T -dimensional
identity matrix.
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We later employ the convention that if u = (u−n, . . . , un) ∈ T N thenΨ(u) = (Ψ(u−n), . . . ,Ψ(un)).
A similar convention applies if u ∈ T Z. We also use the notation Ψ1,T for the mapping T → T1,T
such that Ψ1,T = π1,T ◦Ψ.
Reintroducing the coupling between the neurons, we note QN(JN ) the element of M+1 (T N )
which is the law of the solution to (3.1) conditioned on JN . We let QN = EJ [QN(JN )] be the
law averaged with respect to the weights. The reason for this is as follows. We want to study the
empirical measure µˆN on path space. There is no reason for this to be a simple problem since for
a ﬁxed interaction JN , the variables (U−n, · · · , Un) are not exchangeable. So we ﬁrst study the
law of µˆN averaged over the interaction before we prove in section 7 some almost sure properties
of this law. QN is a common construction in the physics of interacting particle systems and is
known as the annealed law [38].
We may thus infer that
Lemma 3.7. P⊗N , QN and µˆNN (the N -dimensional marginal of µˆN ) are in M+1,S(T N ).
Since the application Ψ deﬁned in (3.14) plays a central role in the sequel we introduce the
following deﬁnition.
Definition 1. For each measure µ ∈M+1 (T N ) or M+1,S(T Z) we deﬁne µ to be µ ◦Ψ−1.
In particular, note that
P = NT (0T , σ2IdT )⊗ µI . (3.15)
Finally we introduce the image laws in terms of which the principal results of this paper are
formulated.
Definition 2. Let ΠN (respectively RN ) be the image law of QN (respectively P⊗N) through
the function µˆN : T N →M+1,S(T Z) deﬁned by (3.10).
The central result of this paper is in the next theorem.
Theorem 3.8. ΠN is governed by a large deviation principle (LDP) with a good rate function
H (to be found in definition 5). That is, if F is a closed set in M+1,S(T Z), then
lim
N→∞
N−1 logΠN (F ) ≤ − inf
µ∈F
H(µ). (3.16)
Conversely, for all open sets O in M+1,S(T Z),
lim
N→∞
N−1 logΠN (O) ≥ − inf
µ∈O
H(µ). (3.17)
Remark 3.9. We recall that the above LDP is also called a strong LDP.
Our proof of theorem 3.8 will occur in several steps. We prove in sections 5.1 and 5.3 that
ΠN satisﬁes a weak LDP i.e. that it satisﬁes (3.16) when F is compact and (3.17) for all open O.
We also prove in section 5.2 that {ΠN} is exponentially tight, and we prove in section 5.4 that
H is a good rate function. It directly follows from these results that ΠN satisﬁes a strong LDP
with good rate function H [20]. Finally, in section 6 we prove that H has a unique minimum µe
which µˆN converges to weakly as N → ∞. This minimum is a (stationary) Gaussian measure
which we describe in detail in theorem 6.4.
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4 The good rate function
In the sections to follow we will obtain an LDP for the process with correlations (ΠN ) via the
(simpler) process without correlations (RN ). However to do this we require an expression for the
Radon-Nikodym derivative of ΠN with respect to RN , which is the main result of this section.
The derivative will be expressed in terms of a function Γ[N ] : M+1,S(T N ) → R. We will ﬁrstly
deﬁne Γ[N ](µ), demonstrating that it may be expressed in terms of a Gaussian process G
µ
[N ] (to
be deﬁned below), and then use this to determine the Radon-Nikodym derivative of ΠN with
respect to RN .
4.1 Gaussian processes
Given µ in M+1,S(T Z) we deﬁne a stationary Gaussian process Gµ. with values in T Z1,T .
For all i the mean of Gµ,it is given by c
µ
t , where
cµt = J¯
∫
T Z
f(uit−1)dµ(u), t = 1, · · · , T , i ∈ Z, (4.1)
the above integral being well-deﬁned because of the deﬁnition of f and independent of i due to
the stationarity of µ.
We now deﬁne the covariance of Gµ. We ﬁrst deﬁne the following matrix-valued process.
Definition 3. Let Mµ,k, k ∈ Z be the T × T matrix deﬁned by (for s, t ∈ [1, T ]),
Mµ,kst =
∫
T Z
f(u0s−1)f(u
k
t−1)dµ(u), (4.2)
the above integral being well-deﬁned because of the deﬁnition of f .
These matrixes satisfy
†Mµ,k =Mµ,−k, (4.3)
because of the stationarity of µ. Furthermore, they feature a spectral representation, i.e. there
exists a T × T matrix-valued measure M˜µ = (M˜µ)s, t=1,··· ,T with the following properties. Each
M˜µst is a complex measure on [−π, π[ of ﬁnite total variation and such that
Mµ,k =
1
2π
∫ π
−π
eikθM˜µ(dθ). (4.4)
Relations (4.3) and (4.4) imply the following relations, for all Borelian sets A ⊂ [−π, π[,
M˜µ(−A) = †M˜µ(A) = M˜µ(A)∗, (4.5)
where ∗ indicates complex conjugation. We may infer from this that M˜µ is Hermitian-valued.
The spectral representation means that for all vectors W ∈ RT , †WM˜µ(dθ)W is a positive
measure on [−π, π[.
The covariance between the Gaussian vectors Gµ,i and Gµ,i+k is deﬁned to be
Kµ,k =
∞∑
l=−∞
Λ(k, l)Mµ,l. (4.6)
We note that the above summation converges for all k ∈ Z since the series (Λ(k, l))k, l∈Z is
absolutely convergent and the elements of Mµ,l are bounded by 1 for all l ∈ Z.
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It follows immediately from the deﬁnition that for µ ∈M+1,S(T Z) and k ∈ Z we have
†Kµ,k = Kµ,−k. (4.7)
This is necessary for the covariance function to be well-deﬁned. The following proposition may
be easily proved from the above deﬁnitions.
Proposition 4.1. The sequence (Kµ,k)k∈Z has spectral density K˜µ given by
K˜µ(θ) =
1
2π
∫ π
−π
Λ˜(θ,−ϕ)M˜µ(dϕ).
That is, K˜µ is Hermitian positive and satisfies K˜µ(−θ) = †K˜µ(θ) and
Kµ,k = 12π
∫ π
−π e
ikθK˜µ(θ)dθ.
Proof. The proof essentially consists of demonstrating that the matrix function
K˜µ(θ) =
∞∑
k=−∞
Kµ,ke−ikθ (4.8)
is well-deﬁned on [−π, π[ and is equal to the expression in the statement of the proposition.
Afterwards, we will prove that K˜µ is positive.
From (4.6) we obtain that, for all s, t ∈ [1 · · ·T ],
|Kµ,kst | ≤
∞∑
l=−∞
|Λ(k, l)|. (4.9)
This shows that, because by (3.4) the series (Λ(k, l))k, l∈Z is absolutely convergent, K˜µ(θ) is
well-deﬁned on [−π, π[. The fact that K˜µ(θ) is Hermitian follows from (4.8) and (4.7).
Combining (4.4), (4.6) and (4.8) we write
K˜µ(θ) =
1
2π
∫ π
−π
( ∞∑
m=−∞
∞∑
k=−∞
Λ(k,m)e−i(kθ−mϕ)
)
M˜µ(dϕ).
This can be rewritten in terms of the spectral density Λ˜ of Λ
K˜µ(θ) =
1
2π
∫ π
−π
Λ˜(θ,−ϕ)M˜µ(dϕ).
We note that K˜µ(θ) is positive, because for all vectors W of RT ,
†WK˜µ(θ)W =
1
2π
∫ π
−π
Λ˜(θ,−ϕ)
(
†WM˜µ(dϕ)W
)
, (4.10)
the spectral density Λ˜ is positive and the measure †WM˜µ(dϕ)W is positive. The identity
K˜µ(−θ) = †K˜µ(θ) follows from (4.7).
We may also deﬁne the N -dimensional Gaussian process Gµ[N ] with values in T N1,T as follows .
The mean of Gµ,i[N ], i = −n, · · · , n is given by (4.1) (or rather its ﬁnite dimensional analog) and
the covariance between Gµ,i[N ] and G
µ,i+k
[N ] is given by
Kµ,k[N ] =
n∑
m=−n
Λ(k,m)Mµ,m, (4.11)
for k = −n, · · · , n. Equation (4.7) holds for Kµ,k[N ] , k = −n · · ·n. This ﬁnite sequence has a
Hermitian positive Discrete Fourier Transform denoted by K˜µ,l[N ], for l = −n · · ·n.
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4.2 Convergence of Gaussian Processes
The ﬁnite-dimensional system ‘converges’ to the inﬁnite-dimensional system in the following
sense. In what follows, and throughout the paper, we use the Frobenius norm on the T × T
matrices. We write K˜µ[N ](θ) =
∑n
k=−nK
µ,k
[N ] exp(−ikθ) . Note that for |j| ≤ n, K˜µ[N ](2πj/N) =
K˜µ,j[N ]. The lemma below follows directly from the absolute convergence of
∑
j,k |Λ(j, k)|.
Lemma 4.2. Fix µ ∈ M+1,S(T Z). For all ε, there exists an N such that for all M > N and all
j such that 2|j|+ 1 ≤M , ‖Kµ,j[M ] −Kµ,j‖ < ε and for all θ ∈ [−π, π[, ‖K˜µ[M ](θ)− K˜µ(θ)‖ ≤ ε.
Lemma 4.3. The eigenvalues of K˜µ,l[N ] and K˜
µ(θ) are upperbounded by ρK
def≡ TΛsum, where
Λsum is defined in (3.4).
Proof. Let W ∈ RT . We ﬁnd from proposition 4.1, and (3.4) that
†WK˜µ(θ)W ≤ Λ
sum
2π
∫ π
−π
†WM˜µ(dϕ)W = Λsum †WMµ,0W.
The eigenvalues of Mµ,0 are all positive (since it is a correlation matrix), which means that each
eigenvalue is upperbounded by the trace, which in turn is upperbounded by T . The proof in the
ﬁnite dimensional case follows similarly.
We noteKµ[N ] the (NT×NT ) covariance matrix of the sequence of Gaussian random variables
(Gµ,−n[N ] , . . . , G
µ,n
[N ]). Because of the properties of the matrixes K
µ,k
[N ] , k = −n · · ·n, this is a
symmetric block circulant matrix. It is also positive, being a covariance matrix.
We let Aµ[N ] = K
µ
[N ](σ
2IdNT +K
µ
[N ])
−1. This is well-deﬁned because Kµ[N ] is diagonalizable
(being symmetric and real) and has positive eigenvalues (being a covariance matrix). It follows
from lemma A.2 in appendix A that this is a symmetric block circulant matrix, with blocks Aµ,k[N ]
(k = −n, · · · , n) such that
Aµ,−k[N ] =
†Aµ,k[N ]
and that the matrixes
A˜µ,l[N ] =
n∑
k=−n
Aµ,k[N ]e
− 2πikl
N = K˜µ,l[N ](σ
2IdT + K˜
µ,l
[N ])
−1. (4.12)
are Hermitian positive.
In the limit N →∞ we may deﬁne
A˜µ(θ) = K˜µ(θ)(σ2IdT + K˜
µ(θ))−1. (4.13)
The Fourier series of A˜µ is absolutely convergent as a consequence of Wiener’s Theorem. We
thus ﬁnd that, for l ∈ Z,
Aµ,l =
1
2π
∫ π
−π
A˜µ(θ)eilθdθ = lim
N→∞
Aµ,l[N ], (4.14)
and A˜µ(θ) =
∑∞
l=−∞ A
µ,le−ilθ. Let A˜µ[N ](θ) =
∑n
k=−n A
µ,k
[N ] exp(−ikθ) and note that for |j| ≤ n,
A˜µ[N ](2πj/N) = A˜
µ,j
[N ].
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Lemma 4.4. The map B → B(σ2IdT+B)−1 is Lipschitz continuous over the set ∆ = {K˜µ[N ](θ), K˜µ(θ) :
µ ∈ M+1,S(T Z), N > 0, θ ∈ [−π, π[}.
Proof. The proof is straightforward using the boundedness of the eigenvalues of the matrixes in
∆.
The following lemma is a consequence of lemmas 4.2 and 4.4.
Lemma 4.5. Fix µ ∈ M+1,S(T Z). For all ε, there exists an N such that for all M > N and all
θ ∈ [−π, π[, ‖A˜µ[M ](θ) − A˜µ(θ)‖ ≤ ε.
The above-deﬁned matrices have the following ‘uniform convergence’ properties.
Proposition 4.6. Fix ν ∈ M+1,S(T Z). For all ε > 0, there exists an open neighbourhood Vε(ν)
such that for all µ ∈ Vε(ν), all s, t ∈ [1, T ] and all θ ∈ [−π, π[,∣∣∣K˜νst(θ)− K˜µst(θ)∣∣∣ ≤ ε, (4.15)
∣∣∣A˜νst(θ)− A˜µst(θ)∣∣∣ ≤ ε, (4.16)
|cνs − cµs | ≤ ε, (4.17)
and for all N > 0, and for all k such that |k| ≤ n,∣∣∣K˜ν,k[N ],st − K˜µ,k[N ],st∣∣∣ ≤ ε, (4.18)
and ∣∣∣A˜ν,k[N ],st − A˜µ,k[N ],st∣∣∣ ≤ ε. (4.19)
Proof. The proof is found in appendix B.
Before we close this section we deﬁne a subset ofM+1,S(T Z) which appears naturally, i.e. it is
the subset of M+1,S(T Z) where the rate function (to be deﬁned) is not inﬁnite, see section 4.3.2
and lemma 5.2.
Definition 4. Let E2 be the subset of M+1,S(T Z) deﬁned by
E2 = {µ ∈M+1,S(T Z) |Eµ1,T [‖v0‖2] <∞},
where v ∈ T Z1,T and
E
µ
1,T [‖v0‖2] =
∫
T Z1,T
‖π1(v)‖2 dµ
1,T
(v) =
∫
T1,T
‖v0‖2 µ1
1,T
(dv0).
For this set of measures, we may deﬁne the stationary process (vk)k∈Z in T Z1,T , where vks =
Ψs(u
k), s = 1, · · · , T . This has a ﬁnite mean Eµ1,T [v0], noted v¯µ. It admits the following spectral
density measure, noted v˜µ, such that
E
µ
1,T [v0†vk] =
1
2π
∫ π
−π
eikθ v˜µ(dθ). (4.20)
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4.3 Definition of the functional Γ
In this section we deﬁne and study a functional Γ[N ] = Γ[N ],1 + Γ[N ],2, which will be used to
characterise the Radon-Nikodym derivative of ΠN with respect to RN . Let µ ∈M+1,S(T Z), and
let (µN )N≥1 be the N -dimensional marginals of µ (for N = 2n+ 1 odd).
4.3.1 Γ1
We deﬁne
Γ[N ],1(µ) = − 1
2N
log
(
det
(
IdNT +
1
σ2
Kµ[N ]
))
. (4.21)
Because of the remarks after lemma 4.3 the spectrum of Kµ[N ] is positive, that of IdNT +
1
σ2
Kµ[N ]
is strictly positive (in eﬀect larger than 1) and the above expression has a sense. Moreover,
Γ[N ],1(µ) ≤ 0.
We now deﬁne Γ1(µ) = limN→∞ Γ[N ],1(µ). The following lemma indicates that this is well-
deﬁned.
Lemma 4.7. When N goes to infinity the limit of (4.21) is given by
Γ1(µ) = − 1
4π
∫ π
−π
log
(
det
(
IdT +
1
σ2
K˜µ(θ)
))
dθ (4.22)
for all µ ∈ M+1,S(T Z).
Proof. Through lemma A.2 in appendix A, we have that
Γ[N ],1(µ) = − 1
2N
n∑
l=−n
log
(
det
(
IdT +
1
σ2
K˜µ[N ]
(
2πl
N
)))
, (4.23)
where we recall that K˜µ[N ]
(
2πl
N
)
= K˜µ,l[N ]. Since, by lemma 4.2, K˜
µ
[N ](θ) converges uniformly to
K˜µ(θ), it is evident that the above expression converges to the desired result.
Proposition 4.8. Γ[N ],1 and Γ1 are bounded below and continuous on M+1,S(T Z).
Proof. Applying lemma A.1 in the case of Z = (Gµ,−n[N ] − cµ, · · · , Gµ,n[N ] − cµ), a = 0, b = σ−2, we
write
Γ[N ],1(µ) =
1
N
logE
[
exp
(
− 1
2σ2
n∑
k=−n
‖Gµ,k[N ] − cµ‖2
)]
.
Using Jensen’s inequality we have
Γ[N ],1(µ) ≥ − 12Nσ2E
[
n∑
k=−n
‖Gµ,k[N ] − cµ‖2
]
= − 1
2σ2
E
[
‖Gµ,0[N ] − cµ‖2
]
.
By deﬁnition of Kµ,0[N ], the right-hand side is equal to − 12σ2Trace(Kµ,0[N ]). From (4.11), we ﬁnd
that
Trace(Kµ,0[N ]) =
n∑
m=−n
Λ(0,m)Trace(Mµ,m).
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It follows from equation (4.2) that 0 ≤ Trace(Mµ,m) ≤ T. Hence Γ[N ],1(µ) ≥ −β1, where
β1 =
TΛsum
2σ2
. (4.24)
It follows from lemma 4.7 that −β1 is a lower bound for Γ1(µ) as well.
The continuity of both Γ[N ],1 and Γ1 follows from the expressions (4.21) and (4.22), conti-
nuity of the applications µ → K˜µ[N ] and µ → K˜µ (proposition 4.6) and the continuity of the
determinant.
4.3.2 Γ2
For µ ∈ M+1,S(T Z) we deﬁne
Γ[N ],2(µ) =
∫
T N1,T
φN (µ, v)µN
1,T
(dv) (4.25)
where φN :M+1,S(T Z)× T N1,T → R is deﬁned by
φN (µ, v) =
1
2σ2
(
1
N
n∑
j,k=−n
†(vj − cµ)Aµ, k[N ] (vk+j − cµ) +
2
N
n∑
j=−n
〈cµ, vj〉 − ‖cµ‖2
)
. (4.26)
Γ[N ],2(µ) is ﬁnite in the subset E2 of M+1,S(T Z) deﬁned in deﬁnition 4. If µ /∈ E2, then we set
Γ[N ],2(µ) =∞.
We deﬁne Γ2(µ) = limN→∞ Γ[N ],2(µ). The following proposition indicates that Γ2(µ) is
well-deﬁned.
Proposition 4.9. If the measure µ is in E2, i.e. if Eµ1,T [‖v0‖2] < ∞, then Γ2(µ) is finite and
writes
Γ2(µ) =
1
2σ2
(
1
2π
∫ π
−π
A˜µ(−θ) : v˜µ(dθ) +†cµ(A˜µ(0)− IdT )cµ + 2Eµ1,T
[
tv0(IdT − A˜µ(0))cµ
])
.
The “:” symbol indicates the double contraction on the indexes. One also has
Γ2(µ) =
1
2σ2
(
lim
n→∞
n∑
k=−n
∫
T Z1,T
†(v0 − cµ)Aµ, k(vk − cµ) dµ
1,T
(v) +2E
µ
1,T [〈cµ, v0〉]− ‖cµ‖2) .
Proof. Using (4.20), (4.25) the stationarity of µ and the fact that
∑n
k=−n A
µ,k
[N ] = A˜
µ
[N ](0), we
have
Γ[N ],2(µ) =
1
4πσ2
∫ π
−π
n∑
k=−n
exp(ikθ)Aµ,k[N ] : v˜
µ(dθ)
+
1
σ2
∫
T N1,T
〈cµ, v0〉 − †cµA˜µ[N ](0)v0dµN1,T (v) +
1
2σ2
†cµ
(
IdT − A˜µ[N ](0)
)
cµ. (4.27)
From the spectral representation of Aµ[N ] we ﬁnd that
Γ[N ],2(µ) =
1
4πσ2
∫ π
−π
A˜µ[N ](−θ) : v˜µ(dθ)
+
1
σ2
E
µ
1,T
[
†v0(IdT − A˜µ[N ](0))cµ
]
+
1
2σ2
†cµ
(
IdT − A˜µ[N ](0)
)
cµ. (4.28)
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Since (according to proposition 4.5) A˜µ[N ](θ) converges uniformly to A˜
µ(θ) as N →∞, it follows
by dominated convergence that Γ[N ],2(µ) converges to the expression in the proposition.
The second expression for Γ2(µ) follows analogously, although this time we make use of the
fact that the partial sums of the Fourier Series of A˜µ converge uniformly to A˜µ (because the
Fourier Series is absolutely convergent).
We next obtain more information about the eigenvalues of the matrices A˜µ,k[N ] = A˜
µ
[N ](
2kπ
N
)
(where k = −n, . . . , n) and A˜µ(θ).
Lemma 4.10. There exists 0 <α < 1, such that for all N and µ, the eigenvalues of A˜µ,k[N ], A˜
µ(θ)
and Aµ[N ] are less than or equal to α.
Proof. By lemma 4.3, the eigenvalues of K˜µ(θ) are positive and upperbounded by ρK . Since
K˜µ(θ) and
(
σ2IdT + K˜
µ(θ)
)−1
are coaxial (because K˜µ is Hermitian and therefore diagonalis-
able), we may take
α =
ρK
σ2 + ρK
.
This upperbound also holds for A˜µ,k[N ], and for the eigenvalues of A
µ
[N ], because of lemma A.2.
We wish to prove that Γ[N ],2(µ) is lower semicontinuous. A consequence of this will be that
Γ[N ],2(µ) is measureable with respect to B(M+1,S(T Z)). In eﬀect, we prove in appendix C that
φN (µ, v) deﬁned by (4.26) satisﬁes
φN (µ, v) ≥ −β2
for some positive constant β2 deﬁned in equation (C.5) in appendix C.
We then have the following proposition.
Proposition 4.11. Γ[N ],2(µ) is lower-semicontinuous.
Proof. We deﬁne φN,M (µ, v) = 1BM (v)
(
φN (µ, v) + β2
)
, where 1BM is the indicator of BM and
v ∈ BM if N−1
∑n
j=−n ‖vj‖2 ≤M . We have just seen that φN,M ≥ 0. We also deﬁne
ΓM[N ],2(µ) =
∫
T N1,T
φN,M (µ, v)µN
1,T
(dv)− β2.
Suppose that νn → µ with respect to the weak topology in M+1,S(T Z). Observe that
∣∣∣ΓM[N ],2(µ)− ΓM[N ],2(νn)∣∣∣ ≤
∣∣∣∣∣
∫
T N1,T
φN,M (µ, v)µN
1,T
(dv)−
∫
T N1,T
φN,M (µ, v)νNn 1,T (dv)
∣∣∣∣∣
+
∣∣∣∣∣
∫
T N1,T
φN,M (µ, v)νNn 1,T (dv)−
∫
T N1,T
φN,M (νn, v)ν
N
n 1,T (dv)
∣∣∣∣∣ .
We may infer from the above expression that ΓM2,[N ](µ) is continuous (with respect to µ) for
the following reasons. The ﬁrst term on the right hand side converges to zero because φN,M
is continuous and bounded (with respect to v). The second term converges to zero because
φN,M (µ, v) is a continuous function of µ, see proposition 4.6.
Since ΓM[N ],2(µ) grows to Γ[N ],2(µ) as M → ∞, we may conclude that Γ[N ],2(µ) is lower
semicontinuous with respect to µ.
We deﬁne Γ[N ](µ) = Γ[N ],1(µ) + Γ[N ],2(µ). We may conclude from propositions 4.8 and 4.11
that Γ[N ] is measurable.
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4.4 The Radon-Nikodym derivative
In this section we determine the Radon-Nikodym derivative of ΠN with respect to RN . However
in order for us to do this, we must ﬁrst compute the Radon-Nikodym derivative of QN with
respect to P⊗N . We do this in the next proposition.
Proposition 4.12. The Radon-Nikodym derivative of QN with respect to P⊗N is given by the
following expression.
dQN
dP⊗N
(u−n, · · · , un) = E

exp

 1
σ2

 n∑
j=−n
〈Ψ1,T (uj), Gj〉 − 1
2
‖Gj‖2





 , (4.29)
the expectation being taken against the N T -dimensional Gaussian processes (Gi), i = −n, · · · , n
given by
Git =
n∑
j=−n
JNij f(u
j
t−1), t = 1, · · · , T, (4.30)
and the function Ψ being defined by (3.14).
Proof. For ﬁxed JN , we letRJN : RN(T+1) → RN(T+1) be the mapping u→ y, i.e. RJN (u−n, · · · , un) =
(y−n, · · · , yn), where for j = −n, · · · , n,
{
yj0 = u
j
0
yjt = u
j
t − γujt−1 −Gjt t = 1, · · · , T.
The determinant of the Jacobian of RJN is 1 for the following reasons. Since
dyjs
dukt
= 0 if t > s,
the determinant is
∏T
s=0Ds, where Ds is the Jacobian of the map (u
−n
s , . . . , u
n
s )→ (y−ns , . . . , yns )
induced by RJN . However Ds is evidently 1. Similar reasoning implies that RJN is a bijection.
It may be seen that the random vector Y = RJN (U), U solution of (3.1), is such that Y
j
0 = U
j
0
and Y jt = B
j
t−1 where |j| ≤ n and t = 1, · · · , T. Therefore
Y j ≃ NT (0, σ2IdT )⊗ µI , j = −n, · · · , n.
Since the determinant of the Jacobian of RJN is one, we obtain the law of QN (JN ) by applying
the inverse of RJN to the above distribution, i.e.
QN (JN )(du) =
(
2πσ2
)−NT2 exp(− 1
2σ2
‖RJN (u)‖2
) n∏
j=−n
µI(du
j
0)
T∏
t=1
dujt .
Note that, exceptionally, ‖ ‖ is the Euclidean norm in RN(T+1) or T N .
Recalling that P⊗N = QN(0), we therefore ﬁnd that
dQN (JN )
dP⊗N
(u) = exp
(
− 1
2σ2
(‖RJN (u)‖2 − ‖R0(u)‖2)
)
.
Taking the expectation of this with respect to JN yields the result.
In fact, as stated in the proposition below, the Gaussian system (Gis)i=−n,...,n,s=1,...,T has the
same law as the system GµˆN[N ], as deﬁned in (4.11) and afterwards.
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Proposition 4.13. Fix u ∈ T N . The covariance of the Gaussian system (Gis), where i =
−n, . . . , n and s = 1, . . . , T writes K µˆN (u)[N ] . For each i, the mean of Gi is cµˆN (u).
The proof of this proposition is an easy veriﬁcation left to the reader. We obtain an alternative
expression for the Radon-Nikodym derivative in (4.29) by applying lemma A.1 in appendix A.
That is, we substitute Z = (G−n, · · · , Gn), a = 1
σ2
(v−n, · · · , vn), and b = 1
σ2
into the formula in
lemma A.1. After noting proposition 4.13 we thus ﬁnd that
Proposition 4.14. The Radon-Nikodym derivatives write as
dQN
dP⊗N
(u−n, · · · , un) = exp(NΓ[N ](µˆN (u−n, · · · , un)),
dΠN
dRN
(µ) = exp(NΓ[N ](µ)).
Here µ ∈ M+1,S(T Z), Γ[N ](µ) = Γ[N ],1(µ) + Γ[N ],2(µ) and the expressions for Γ[N ],1 and Γ[N ],2
have been defined in equations (4.21) and (4.25).
The second expression in the above proposition follows from the ﬁrst one because Γ[N ] is
measureable.
Remark 4.15. Proposition 4.14 shows that the process solutions of (3.1) are coupled through
the process-level empirical measure unlike in the case of independent weights where they are
coupled through the usual empirical measure. As mentioned in the remark 3.4 this complicates
significantly the mathematical analysis.
5 The large deviation principle
In this section we prove the principal result of this paper (Theorem 3.8), that the image laws
ΠN satisfy an LDP with good rate function H (to be deﬁned below). We do this by ﬁrstly
establishing an LDP for the image law with uncoupled weights (RN ), see deﬁnition 2, and then
use the Radon-Nikodym derivative of corollary 4.14 to establish the full LDP for ΠN . Therefore
our ﬁrst task is to write the LDP governing RN .
Let µ, ν be probability measures over a Polish Space Ω equipped with its Borelian σ-algebra.
The Küllback-Leibler divergence of µ relative to ν (also called the relative entropy) is
I(2)(µ, ν) =
∫
Ω
log
(
dµ
dν
)
dµ (5.1)
if µ is absolutely continuous with respect to ν, and I(2)(µ, ν) = ∞ otherwise. It is a standard
result that
I(2)(µ, ν) = sup
f∈Cb(Ω)
{Eµ[f ]− logEν [exp(f)]} , (5.2)
the supremum being taken over all bounded continuous functions.
For µ ∈ M+1,S(ΩZ) and ν ∈ M+1 (Ω), the process-level entropy of µ with respect to νZ is
deﬁned to be
I(3)(µ, νZ) = lim
N→∞
1
N
I(2)(µN ).ν⊗N ). (5.3)
See [25, Lemma IX.2.4] for a proof that this (possibly inﬁnite) limit always exists (the superad-
ditivity of the sequence N−1I(2)(µN ) follows from (5.2)).
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Theorem 5.1. RN is governed by a large deviation principle with good rate function [23, 2]
I(3)
(
µ, PZ
)
= I(3)
(
µ0, µ
Z
I
)
+
∫
R
∞
I(3)
(
µu0 , P
Z
u0
)
dµ0(u0), (5.4)
where µ0 = µ ◦ π−10 is the time marginal of µ at time 0 and µu0 ∈ M+1,S(T Z1,T ) is the condi-
tional probability distribution of µ given u0 in R
Z. In addition, the set of measures {RN} is
exponentially tight.
Proof. RN satisﬁes an LDP with good rate function I(3)(µ, PZ) [25]. In turn, a sequence of
probability measures (such as {RN}) over a Polish Space satisfying a large deviations upper
bound with a good rate function is exponentially tight [20].
It is an identity in [22] that
I(2)(µN , P⊗N ) = I(2)
(
µN0 , µ
⊗N
I
)
+
∫
R
N
I(2)
(
µNu0 , P
⊗N
u0
)
dµN0 (u0). (5.5)
It follows directly from the variational expression (5.2) that
I(2)(µ2Nu0 , P
⊗2N
u0
) ≥ 2I(2)(µNu0 , P⊗Nu0 ). (5.6)
Note that although our convention throughout this paper is for N to be odd, the limit in (5.3)
exists for any sequence of integers going to∞. We divide (5.5) by N and consider the subsequence
of all N of the form N = 2k for k ∈ Z+. It follows from (5.6) that N−1I(2)(µNu0 , P⊗Nu0 ) is strictly
nondecreasing as N = 2k → ∞ (for all u0), so that (5.4) follows by the monotone convergence
theorem.
Because Ψ is bijective and bicontinuous, it may be easily shown that
I(2)
(
µN , P⊗N
)
= I(2)
(
µN , P⊗N
)
(5.7)
I(3)
(
µ, PZ
)
= I(3)
(
µ, PZ
)
. (5.8)
Before we move to a statement of the LDP governing ΠN , we prove the following relationship
between the set E2 (see deﬁnition 4) and the set of stationary measures which have a ﬁnite
Küllback-Leibler divergence or process-level entropy with respect to PZ.
Lemma 5.2.
{µ ∈M+1,S(T Z), I(3)(µ, PZ) <∞} ⊂ E2.
See [27, Lemma 10] for a proof. We are now in a position to deﬁne what will be the rate
function of the LDP governing ΠN .
Definition 5. Let H be the function M+1,S(T Z)→ R ∪ {+∞} deﬁned by
H(µ) =
{
+∞ if I(3)(µ, PZ) =∞
I(3)(µ, PZ)− Γ(µ) otherwise.
Here Γ(µ) = Γ1(µ)+Γ2(µ) and the expressions for Γ1 and Γ2 have been deﬁned in lemma 4.7
and proposition 4.9. Note that because of proposition 4.9 and lemma 5.2, whenever I(3)(µ, PZ)
is ﬁnite, so is Γ(µ).
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5.1 Lower bound on the open sets
We prove the second half of proposition 3.8.
Lemma 5.3. For all open sets O, equation (3.17)
lim
N→∞
N−1 logΠN (O) ≥ − inf
µ∈O
H(µ),
holds.
Proof. From the expression for the Radon-Nikodym derivative in proposition 4.14 we have
ΠN (O) =
∫
O
exp
(
NΓ[N ](µ)
)
dRN (µ).
If µ ∈ O is such that I(3)(µ, PZ) = ∞, then H(µ) = ∞ and evidently (3.17) holds. We now
prove (3.17) for all µ ∈ O such that I(3)(µ, PZ) < ∞. Let ε > 0 and ZNε (µ) ⊂ O be an open
neighbourhood containing µ such that
infν∈ZNε (µ) Γ[N ](ν) ≥ Γ[N ](µ) − ε. Such {ZNε (µ)} exist for all N because of the lower semi-
continuity of Γ[N ](µ) (see propositions 4.8 and 4.11). Then
lim
N→∞
N−1 logΠN (O) = lim
N→∞
N−1 log
∫
O
exp(NΓ[N ](ν))dR
N (ν)
≥ lim
N→∞
N−1 log
(
RN (ZNε (µ))× inf
ν∈ZNε (µ)
exp(NΓ[N ](ν))
)
≥ −I(3)(µ, PZ) + lim
N→∞
inf
ν∈ZNε (µ)
Γ[N ](ν) because of theorem 5.1
≥ −I(3)(µ, PZ) + lim
N→∞
Γ[N ](µ) − ε
= −I(3)(µ, PZ) + Γ(µ)− ε.
The last equality follows from lemma 4.7 and proposition 4.9. Since ε is arbitrary, we may take
the limit as ε→ 0 to obtain (3.17). Since (3.17) is true for all µ ∈ O the lemma is proved.
5.2 Exponential Tightness of ΠN
We begin with the following technical lemma, the proof of which can be found in appendix D.
Lemma 5.4. There exist positive constants c > 0 and a > 1 such that, for all N ,∫
T N
exp
(
aNφN (µˆN (u),Ψ1,T (u))
)
P⊗N (du) ≤ exp(Nc),
where φN is defined in (4.26).
This lemma allows us to prove the exponential tightness:
Proposition 5.5. The family {ΠN} is exponentially tight.
Proof. Let B ∈ B(M+1,S(T Z)). We have from proposition 4.14
ΠN (B) =
∫
(µˆN )−1(B)
expNΓ[N ](µˆN (u))P
⊗N (du).
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Through Hölder’s Inequality, we ﬁnd that for any a > 1:
ΠN (B) ≤ RN(B)(1− 1a )
(∫
(µˆN )−1(B)
exp
(
aNΓ[N ](µˆN (u))
)
P⊗N (du)
) 1
a
.
Now it may be observed that
∫
T N
exp
(
aNΓ[N ](µˆN (u))
)
P⊗N (du)
=
∫
T N
exp
(
aNφN (µˆN (u),Ψ1,T (u)) + aNΓ[N ],1(µˆN (u))
)
P⊗N (du). (5.9)
Since Γ1 ≤ 0, it follows from lemma 5.4 that
ΠN (B) ≤ RN (B)(1− 1a ) exp
(
Nc
a
)
. (5.10)
By the exponential tightness of {RN} (as stated in theorem 5.1), for each L > 0, there exists a
compact set KL such that lim
N→∞
N−1 log(RN (KcL)) ≤ −L. Thus if we choose compact KΠ such
that KΠ,L = K a
a−1 (L+
c
a
), then for all L > 0, lim
N→∞
N−1 log(ΠN (KcΠ,L)) ≤ −L.
5.3 Upper Bound on the Compact Sets
In this section we obtain an upper bound on the compact sets, i.e. the ﬁrst half of theorem 3.8
for F compact. Our method is to obtain an LDP for a simpliﬁed Gaussian system (with ﬁxed
Aν and cν), and then prove that this converges to the required bound as ν → µ.
5.3.1 An LDP for a Gaussian measure
We linearise Γ in the following manner. Fix ν ∈ M+1,S(T Z) and assume for the moment that
µ ∈ E2. Let
Γν[N ],2(µ) =
∫
T N1,T
φN∞(ν, v)dµ
N
1,T
(v), where (5.11)
φN∞ :M+1,S(T Z)× T N1,T → R is deﬁned by
φN∞(ν, v) =
1
2σ2
(
1
N
n∑
j,k=−n
†(vj − cν)Aν, k(vk+j − cν) + 2
N
n∑
j=−n
〈cν , vj〉 − ‖cν‖2
)
. (5.12)
Remark 5.6. Note the subtle difference with the definition of ΦN in (4.26): we use Aν, k instead
of Aν,k[N ]. When turning to spectral representations of Φ
N
∞ this will bring in the matrixes A˜
ν,N, l,
l = −n · · ·n defined at the beginning of section 5.3.2.
Let us also deﬁne
ΓN1 (ν) = −
1
2N
log det
(
IdNT +
1
σ2
Kν,N
)
, (5.13)
where Kν,N is the NT ×NT matrix with T × T blocks noted Kν, N, l. We deﬁne
Γν[N ](µ) = Γ
N
1 (ν) + Γ
ν
[N ],2(µ), and (5.14)
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Γν2(µ) = limN→∞ Γ
ν
[N ],2(µ). We ﬁnd, using the ﬁrst identity in proposition 4.9, that
Γν2(µ) =
1
2σ2
(
1
2π
∫ π
−π
A˜ν(−θ) : v˜µ(dθ) −2 †cνA˜ν(0)v¯µ + †cνA˜ν(0)cν + 2〈cν , v¯µ〉 − ‖cν‖2
)
,
(5.15)
where v¯µ = E
µ
1,T [v0], and v˜µ is the spectral measure deﬁned in (4.20). We recall that : denotes
double contraction on the indices.
Similarly to lemma 4.7, we ﬁnd that
lim
N→∞
ΓN1 (ν) = −
1
4π
∫ π
−π
(
log det
(
IdT +
1
σ2
K˜ν(θ)
))
dθ = Γ1(ν). (5.16)
For µ ∈ E2, we deﬁne Hν(µ) = I(3)(µ, PZ) − Γν(µ); for µ /∈ E2, we deﬁne Γν2(µ) = Γν(µ) = ∞
and Hν(µ) =∞.
Definition 6. Let Qν ∈ M+1,S
(T Z) with N -dimensional marginals Qν,N given by
Qν,N (B) =
∫
B
exp
(
NΓν[N ](µˆN (v))
)
P⊗N (dv), (5.17)
where B ∈ B(T N ). This deﬁnes a law Qν ∈ M+1,S
(T Z) according to the correspondence in
deﬁnition 1.
We have the following lemma.
Lemma 5.7. Qν
1,T
is a stationary Gaussian process of mean cν . Its N -dimensional spatial, T -
dimensional temporal, marginals Qν,N
1,T
are in M+1,S(T N1,T ) and have covariance σ2IdNT +Kν,N .
The spectral density of Qν
1,T
is σ2IdT + K˜
ν(θ) and in addition,
Qν
0
= µZI . (5.18)
Proof. In eﬀect we ﬁnd that
Qν,N
1,T
(BN ) =
(
det
(
IdNT +
1
σ2
Kν,N
))− 12
×
∫
BN
exp
1
2σ2

 n∑
j,k=−n
t(vj − cν)Aν, k(vk+j − cν)+
2
n∑
j=−n
〈cν , vj〉 −N‖cν‖2
)
P⊗N1,T (dv), (5.19)
for each Borelian BN ∈ B(T N1,T ). We note cν,N the NT -dimensional vector obtained by concate-
nating N times the vector cν . We also have that
1
σ2
(IdNT −Aν,N ) = (σ2IdNT +Kν,N )−1.
Thus, through proposition 3.6, we ﬁnd that
Qν,N
1,T
(BN ) = (2π)
−NT2
(
det
(
1
σ2
(IdNT −Aν,N )
)−1)− 12
∫
BN
exp− 1
2σ2
† (v − cν,N ) (IdNT −Aν,N ) (v − cν,N ) n∏
j=−n
T∏
t=1
dvjt . (5.20)
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It is seen that Qν,N
1,T
is an NT -dimensional Gaussian measure with mean cν,N , inverse covariance
matrix 1
σ2
(IdNT −Aν,N ), and covariance matrix σ2IdNT +Kν,N . Hence Qν,N1,T is in M+1,S(T N1,T ),
and
Qν,N = Qν,N
1,T
⊗ µNI (5.21)
is in M+1,S(T N ). It follows also that the spectral density of Qν1,T is σ2IdT + K˜ν(θ).
We may thus deﬁne the measureQν of a stationary process over the variables {vjs}j∈Z,s=0,···,T ,
with N -dimensional marginals given by (5.20) and (5.21).
Definition 7. Let Πν,N be the image law of Qν,N under µˆ
N
, i.e. for B ∈ B(M+1,S(T Z)),
Πν,N (B) = Qν,N
(
µˆ
N
∈ B
)
.
The point is that it can be shown that the image Πν,N of the measure Qν,N satisﬁes a strong
LDP (see next lemma) and that this LDP can be transferred to ΠN , see proposition 5.12. We
begin with the following lemma which is a generalization of the result in [23].
Lemma 5.8. The image law Πν,N satisfies a strong LDP (in the manner of Theorem 3.8) with
good rate function
Hν(µ) = I(3)
(
µ, PZ
)− Γν(µ). (5.22)
Proof. We have found an LDP for a Gaussian process in [27]. Since Qν may be separated in the
manner of (5.21), we may use the expression in Theorem 5.1 to obtain the result.
For B ∈ B(M+1,S(T Z)), we deﬁne the image law
Πν,N (B) = Qν,N (µˆN ∈ B) = Qν,N (µˆN ∈ B).
It follows from the contraction principle that if we write Hν(µ) := Hν(µ), then
Corollary 5.9. The image law Πν,N satisfies a strong LDP with good rate function
Hν(µ) = I(3)(µ, PZ)− Γν(µ). (5.23)
5.3.2 An upper bound for ΠN over compact sets
In this section we derive an upper bound for ΠN over compact sets using the LDP of the previous
section. Before we do this, we require two lemmas governing the ‘distance’ between Γν and Γ.
Let K˜µ,N be the DFT of
(
Kµ,j
)n
j=−n, and similarly A˜
µ,N is the DFT of (Aµ,j)nj=−n. We deﬁne
CνN = sup
M≥N,(2|l|+1)≤M
{‖A˜ν,l[M ] − A˜ν,M,l‖, ‖K˜ν,l[M ] − K˜ν,M,l‖}. (5.24)
Lemma 5.10. For all ν ∈M+1,S(T Z), CνN is finite and
CνN → 0 as N →∞.
Proof. We recall from proposition 4.6 that K˜ν[M ],st(θ) converges uniformly (in θ) to K˜
ν
st(θ). The
same holds for K˜ν,M,lst , because this represents the partial summation of an absolutely converging
Fourier Series. That is, for ﬁxed θ = 2πlM/M , K˜
ν,M,lM
st → K˜νst(θ) as M → ∞. The result then
follows from the equivalence of matrix norms. The proof for A˜ν is analogous.
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The second lemma, the proof of which can be found in appendix E, goes as follows.
Lemma 5.11. There exists a constant C0 such that for all ν in M+1,S(T Z), all ε > 0 and all
µ ∈ Vε(ν) ∩ E2, ∣∣∣Γ[N ](µ)− Γν[N ](µ)∣∣∣ ≤ C0(CνN + ε)(1 + Eµ1,T [‖v0‖2]).
Here Vε(ν) is the open neighbourhood defined in proposition 4.6, and µ is given in definition 1.
We are now ready to begin the proof of the upper bound on compact sets for which we follow
the ideas in [34]
Proposition 5.12. Let K be a compact subset of M1,S(T Z). Then
lim
N→∞
N−1 log(ΠN (K)) ≤ − infKH.
Proof. Fix ε > 0. Let Vε(ν) be the open neighbourhood of ν deﬁned in proposition 4.6, and let
V¯ε(ν) be its closure. Since K is compact and {Vε(ν)}ν∈K is an open cover, there exists an r and
{νi}ri=1 such that K ⊂
⋃r
i=1 Vε(νi). We ﬁnd that
lim
N→∞
N−1 log
(
ΠN
(
r⋃
i=1
Vε(νi) ∩ K
))
≤ sup
1≤i≤r
lim
N→∞
N−1 log
(
ΠN
(
V¯ε(νi) ∩ K
))
.
It follows from the fact that µˆN ∈ E2, proposition 4.14 and lemma 5.11 that
ΠN (V¯ε(νi) ∩ K) ≤
∫
µˆN (u)∈V¯ε(νi)∩K
exp
(
NΓνi(N)(µˆN (u))+
NC0(ε+ C
νi
N )

1 + 1
N
n∑
j=−n
‖Ψ1,T (uj)‖2



P⊗N1,T (du). (5.25)
From the deﬁnition of Qν,N in (5.17) and Hölder’s Inequality, for p, q such that 1
p
+ 1
q
= 1, we
have
ΠN (V¯ε(νi) ∩ K) ≤
(
Qνi,N (µˆN (u) ∈ V¯ε(νi) ∩ K)
) 1
p D
1
q , (5.26)
where
D =
∫
µˆN (u)∈V¯ε(νi)∩K
exp

qNC0(ε+ CνiN )

1 + 1
N
n∑
j=−n
‖Ψ1,T (uj)‖2



Qνi,N1,T (du)
= exp qNC0(ε+ C
νi
N )×
∫
µˆN (v)∈Ψ(V¯ε(νi)∩K)
exp

qC0(ε+ CνiN )

 n∑
j=−n
‖vj‖2



Qνi,N
1,T
(dv).
We note from lemma 4.3 that the eigenvalues of the covariance of Qνi,N
1,T
are upperbounded by
σ2 + ρK . Thus for this integral to converge it is suﬃcient that
qC0(ε+ C
νi
N ) ≤
1
2(σ2 + ρK)
. (5.27)
This condition will always be satisﬁed for suﬃciently small ε and suﬃciently large N (since
CνiN → 0 as N →∞ by lemma 5.10). Considering (5.26), by corollary 5.9,
lim
N→∞
N−1 log
(
Qνi,N(µˆN (u) ∈ V¯ε(νi) ∩ K)
) ≤ − inf
µ∈V¯ε(νi)∩K
Hνi(µ), (5.28)
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We next ﬁnd an upper bound for the integral appearing in the deﬁnition of the quantity D. We
apply lemma A.1 in appendix A to ﬁnd
∫
µˆN (v)∈Ψ(V¯ε(νi)∩K)
exp qC0(ε+ C
νi
N )

 n∑
j=−n
‖vj‖2

Qνi,N
1,T
(dv) ≤
(
det
(
(1 − 2qC0(ε+ CνiN )σ2)IdNT − 2qC0(ε+ CνiN )Kνi,N
))− 12 ×
exp
(
2C20q
2((ε+ CνiN )
2)†(1NT cνi)B((IdT ⊗ 1N )cνi) +NqC0(ε+ CνiN )‖cνi‖2
)
where IdT ⊗ 1N is the NT × T block matrix with each block IdT and
B = (σ2IdNT +K
νi,N )((1 − 2C0q(ε+ CνiN )σ2)IdNT − 2C0q(ε+ CνiN )Kνi,N )−1
is a symmetric block circulant matrix. We note Bk, k = −n, · · · , n its T × T blocks. We have
†((IdT ⊗ 1N)cνi)B((IdT ⊗ 1N)cνi) = N †cνi
(
n∑
k=−n
Bk
)
cνi = N †cνiB˜0cνi ,
where B˜0 is the 0th component of the spectral representation of the sequence (Bk)k=−n,··· ,n. Let
vm be the largest eigenvalue of B. Since (by lemma A.2) the eigenvalues of B˜0 are a subset of
the eigenvalues of B, we have
†((IdT ⊗ 1N )cνi)B((IdT ⊗ 1N )cνi) ≤ Nvm‖cνi‖2.
From the deﬁnition of B and through lemma 4.3 we have vm ≤ σ
2+ρK
1−2C0q(ε+CνiN )(σ2+ρK)
. Hence we
have, since ‖cνi‖2 ≤ T J¯2
exp
(
2C20 (q
2(ε+ CνiN )
2†((IdT ⊗ 1N)cνi)B((IdT ⊗ 1N)cνi)
) ≤
exp
(
NT × 2C
2
0q
2(ε+ CνiN )
2(σ2 + ρK)J¯
2
1− 2C0q(ε+ CνiN )(σ2 + ρK)
)
.
Since the determinant is the product of the eigenvalues, we similarly ﬁnd that
(
det
(
(1 − 2C0q(ε+ CνiN )σ2)IdNT − 2C0q(ε+ CνiN )Kνi,N
))− 12 ≤(
1− 2C0q(ε+ CνiN )(σ2 + ρK)
)−NT2 .
Upon collecting the above inequalities, and noting that ‖cν‖2 ≤ T J¯2, we ﬁnd that
D ≤ exp(NsνiN (q, ε)) (5.29)
where
sνiN (q, ε) = T
(
−1
2
log
(
1− 2C0q(ε+ CνiN )(σ2 + ρK)
)
+
2C20q
2(ε+ CνiN )
2(σ2 + ρK)J¯
2
1− 2C0q(ε+ CνiN )(σ2 + ρK)
+ qC0(ε+ C
νi
N )
(
1
T
+ J¯2
))
.
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We let s(q, ε) = lim
N→∞
sνiN (q, ε), and ﬁnd through lemma 5.10 that
s(q, ε) = T
(
−1
2
log
(
1− 2C0qε(σ2 + ρK)
)
+
2C20q
2ε2(σ2 + ρK)J¯
2
1− 2C0qε(σ2 + ρK) + qC0ε
(
1
T
+ J¯2
))
.
Notice that s(q, ε) is independent of νi and that s(q, ε) → 0 as ε → 0. Using (5.26), (5.28) and
(5.29) we thus ﬁnd that
lim
N→∞
N−1 log(ΠN (K)) ≤ sup
1≤i≤r
−1
p
inf
µ∈K∩V¯ε(νi)
Hνi(µ) − 1
q
s(q, ε).
Recall thatHν(µ) =∞ for all µ /∈ E2. Thus ifK∩E2 = ∅, we may infer that lim
N→∞
N−1 log(ΠN (K)) =
−∞ and the proposition is evident. Thus we may assume without loss of generality that
infµ∈KHνi(µ) = infµ∈K∩E2 H
νi(µ). Furthermore it follows from proposition 5.13 (below) that
there exists a constant CI such that for all µ ∈ V¯ε(νi) ∩ E2,
Hνi(µ) ≥ I(3)(µ, PZ)− Γ(µ)− CIε(1 + I(3)(µ, PZ)).
We thus ﬁnd that
lim
N→∞
N−1 log(ΠN (K)) ≤ −1
p
inf
K∩E2
(
I(3)(µ, PZ)(1− CIε)− Γ(µ)
)
− s(q, ε)
q
+
ε
p
CI .
We take ε→ 0 and ﬁnd, through the use of lemma 5.14, that
lim
N→∞
N−1 log(ΠN (K)) ≤ −1
p
inf
K
(
I(3)(µ, PZ)− Γ(µ)
)
.
The proof may thus be completed by taking p→ 1.
Proposition 5.13. There exists a positive constant CI such that, for all ν in M+1,S(T Z) ∩ E2,
all ε > 0 and all µ ∈ V¯ε(ν) ∩ E2 (where V¯ε(ν) is the neighbourhood defined in proposition 4.6),
|Γν(µ)− Γµ(µ)| ≤ CIε
(
1 + I(3)(µ, PZ)
)
. (5.30)
The proof is very similar to that of lemma 5.11 and we leave it to the reader. We end this
section with lemma 5.14 whose proof can be found in appendix D
Lemma 5.14. There exist constants a > 1 and c > 0 such that for all µ ∈M+1,S(T Z) ∩ E2,
Γ(µ) ≤
(
I(3)(µ, PZ) + c
)
a
.
5.4 End of the proof of theorem 3.8
Lemma 5.15. H(µ) is lower-semi-continuous.
The proof is very similar to that in [27]. Because {ΠN} is exponentially tight and satisﬁes
the weak LDP with rate function H(µ), the following corollary is immediate [21, Lemma 2.1.5].
Corollary 5.16. H(µ) is a good rate function, i.e. the sets {µ : H(µ) ≤ δ} are compact for all
δ ∈ R+, and it satisfies the first condition of theorem 3.8.
This allows us to complete the proof of theorem 3.8:
Proof. By combining lemmas 5.15 and 5.3, proposition 5.5, and corollary 5.16, we complete the
proof of theorem 3.8.
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6 Characterization of the unique minimum of the rate func-
tion
We prove that there exists a unique minimum µe of the rate function. and provide explicit
equations for µe which would facilitate its numerical simulation. We start with the following
lemma.
Lemma 6.1. For µ, ν ∈M+1,S(T Z), Hν(µ) = 0 if and only if µ = Qν .
Proof. This is a straightforward consequence of [27, Theorem 1] and Theorem 5.1.
Proposition 6.2. There is a unique distribution µe ∈ M+1,S(T Z) which minimises H. This
distribution satisfies H(µe) = 0.
Proof. By the previous lemma, it suﬃces to prove that there is a unique µe such that
Qµe = µe. (6.1)
We deﬁne the mapping L :M+1,S(T Z)→M+1,S(T Z) by
µ→ L(µ) = Qµ.
It follows from (5.18) that
Qµ0 = µ
Z
I , (6.2)
which is independent of µ.
It may be inferred from the deﬁnitions in Section 4.1 that the marginal of L(µ) = Qµ over
F0,t only depends upon the marginal of µ over F0,t−1, t ≥ 1. This follows from the fact that Qµ1,t
(which determines Qµ0,t) is completely determined by the means {cµs ; s = 1, . . . , t} and covariances
{Kµ,juv ; j ∈ Z, u, v ∈ [1, t]}. In turn, it may be observed from (4.1) and (4.6) that these variables
are determined by µ0,t−1. Thus for any µ, ν ∈ M+1,S(T Z) and t ∈ [1, T ], if
µ0,t−1 = ν0,t−1,
then
L(µ)0,t = L(ν)0,t.
It follows from repeated application of the above identity that for any ν satisfying ν0 = µZI ,
LT (ν)0,T = L(L
T (ν))0,T . (6.3)
Deﬁning
µe = L
T (ν), (6.4)
it follows from (6.3) that µe satisﬁes (6.1).
Conversely if µ = L(µ) for some µ, then we have that µ = L2(ν) for any ν such that
ν0,T−2 = µ0,T−2. Continuing this reasoning, we ﬁnd that µ = LT (ν) for any ν such that ν0 = µ0.
But by (6.2), since Qµ = µ, we have µ0 = µZI . But we have just seen that any µ satisfying
µ = LT (ν), where ν0 = µZI , is uniquely deﬁned by (6.4), which means that µ = µe.
We may use the proof of proposition 6.2 to characterize the unique measure µe such that
µe = Q
µe in terms of its image µe. This characterization allows one to directly numerically
calculate µe. We characterize µe recursively (in time), by providing a method of determining
µe0,t in terms of µe0,t−1. However we must ﬁrstly outline explicitly the bijective correspondence
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between µe0.t and µe0,t, as follows. For v ∈ T , we write Ψ−1(v) = (Ψ−1(v)0, . . . ,Ψ−1(v)T ).
We recall from (3.14) that Ψ−1(v)0 = v0. The coordinate Ψ−1(v)t is the aﬃne function of vs,
s = 0 · · · t obtained from equations (3.14)
Ψ−1(v)t =
t∑
i=0
γivt−i, t = 0, · · · , T.
Let Kµe,l(t−1,s−1) be the (t− 1)× (s− 1) submatrix of Kµe,l composed of the rows from times 1 to
(t− 1) and the columns from times 1 to (s− 1), and
cµe(t−1) =
†(cµe1 , . . . , c
µe
t−1).
Let the measures µe10,t and µe
(0,l)
t,s
be given by
µe
1
0,t
(dv) = µI(dv0)⊗Nt
(
cµe(t), σ
2Idt +K
µe,0
(t,t)
)
dv1 · · · dvt−1.
µe
(0,l)
(t,s)(dv
0dvl) = µI(dv
0
0)⊗ µI(dvl0)⊗Nt+s((cµe(t), cµe(s)), σ2Idt+s +Kµe,(0,l)(t,s) )dv01 · · · dv0t dvl1 · · · dvls,
where
K
µe,(0,l)
(t,s) =
[
Kµe,0(t,t) K
µe,l
(t,s)
†Kµe,l(t,s) K
µe,0
(s,s)
]
.
The lemma below is evident from the deﬁnitions above.
Lemma 6.3. For any t ∈ [1, T ], the variables {cµes ,Kµe,jrs : 1 ≤ r, s ≤ t, j ∈ Z ≤} are necessary
and sufficient to completely characterise the measures {µe10,t, µe
(0,l)
(0,t) : l ∈ Z}. In turn, the
measures {µe10,t, µe
(0,l)
(0,t) : l ∈ Z} are necessary and sufficient to characterise µe 0,t.
The inductive method for calculating µe is outlined in the theorem below.
Theorem 6.4. We may characterise µe inductively as follows. Initially µe 0 = µ
Z
I . Given that
we have a complete characterisation of{
µe
(0,l)
(0,t−1), µe
1
0,t−1 : l ∈ Z
}
,
we may characterise {
µe
(0,l)
(0,t), µe
1
0,t
: l ∈ Z
}
according to the following identities. For s ∈ [1, t],
cµes = J¯
∫
R
t
(
f
(
Ψ−1(v)s−1
))
µe
1
0,s−1(dv).
For 1 ≤ r, s ≤ t, Kµe,krs =
∑∞
l=−∞ Λ(k, l)M
µ,l
rs . Here, for p = max(r − 1, s− 1),
Mµe,0rs =
∫
R
p+1
(
f(Ψ−1(v)r−1)
)× (f(Ψ−1(v)s−1)) µe10,p(dv),
and for l 6= 0
Mµe,lrs =
∫
R
r×Rs
(
f(Ψ−1(v0)r−1)
)× (f(Ψ−1(vl)s−1)) µe(0,l)(r−1,s−1)(dv0dvl).
Of course the measure µe may be determined from µe since µe = µe ◦Ψ.
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7 Some important consequences of theorem 3.8
We state some important consequences of our results including some which are valid J almost
surely (quenched results). We recall that QN (JN ) is the conditional law of N neurons for given
JN .
Theorem 7.1. ΠN converges weakly to δµe , i.e., for all Φ ∈ Cb(M+1,S(T Z)),
lim
N→∞
∫
T N
Φ(µˆN (u))Q
N (du) = Φ(µe).
Similarly,
lim
N→∞
∫
T N
Φ(µˆN (u))Q
N(JN )(du) = Φ(µe) J almost surely
Proof. The proof of the ﬁrst result follows directly from the existence of an LDP for the measure
ΠN , see theorem 3.8, and is a straightforward adaptation of the one in [39, Theorem 2.5.1]. The
proof of the second result uses the same method, making use of theorem 7.2 below.
We can in fact obtain the following quenched convergence analogue of (3.16).
Theorem 7.2. For each closed set F of M+1,S(T Z) and for almost all J
lim
N→∞
1
N
log
[
QN (JN )(µˆN ∈ F )
] ≤ − inf
µ∈F
H(µ).
Proof. The proof is a combination of Tchebyshev’s inequality and the Borel-Cantelli lemma and
is a straightforward adaptation of the one in [39, Theorem 2.5.4, Corollary 2.5.6].
We deﬁne QˇN (JN ) = 1
N
∑n
j=−nQ
N (JN ) ◦ S−j, where we recall the shift operator S deﬁned
by (3.8). Clearly QˇN(JN ) is in M+1,S(T N ).
Corollary 7.3. Fix M and let N > M . For almost every J and all h ∈ Cb(T M ),
lim
N→∞
∫
TM
h(u) QˇN,M(JN )(du) =
∫
TM
h(u)µMe (du).
lim
N→∞
∫
TM
h(u)QN,M(du) =
∫
TM
h(u)µMe (du).
That is, the M th marginals QˇN,M (JN ) and QN,M converge weakly to µMe as N →∞.
Proof. It is suﬃcient to apply theorem 7.1 in the case where Φ in Cb(M+1,S(T Z)) is deﬁned by
Φ(µ) =
∫
TM
h dµM
and to use the fact that QN , QˇN(J) ∈M+1,S(T N ) (lemma 3.7 and above remark).
We now prove the following ergodic-type theorem. We may represent the ambient probability
space by W, where ω ∈W is such that ω = (Jij , Bjt , uj0), where i, j ∈ Z and 0 ≤ t ≤ T − 1, recall
(3.1). We denote the probability measure governing ω by P. Let u(N)(ω) ∈ T N be deﬁned by
(3.1). As an aside, we may then understand QN(JN ) to be the conditional law of P on u(N)(ω),
for given JN .
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Theorem 7.4. Fix M > 0 and let h ∈ Cb(T M ). For u(N)(ω) ∈ T N (where N > M) and
|j| ≤ n.Then P almost surely,
lim
N→∞
1
N
n∑
j=−n
h
(
πM (Sju(N)(ω))
)
=
∫
TM
h(u)dµMe (u), (7.1)
where Sju(N)(ω) is defined in (3.8). Hence µˆN (u(N)(ω)) converges P-almost-surely to µe.
Proof. Our proof is an adaptation of [39]. We may suppose without loss of generality that∫
TM h(u)dµ
M
e (u) = 0. For p > 1 let
Fp =
{
µ ∈M+1,S(T Z)|
∣∣∣∣
∫
TM
h(u)µM (du)
∣∣∣∣ ≥ 1p
}
.
Since µe /∈ Fp, but it is the unique zero of H , it follows that infFp H = m > 0. Thus by theorem
3.8 there exists an N0, such that for all N > N0,
QN (µˆN ∈ Fp) ≤ exp (−mN) .
However
P
(
ω|µˆN(u(N)(ω)) ∈ Fp
)
= QN (u|µˆN(u) ∈ Fp) .
Thus ∞∑
N=1
P
(
ω|µˆN (u(N)(ω)) ∈ Fp
)
<∞.
We may thus conclude from the Borel-Cantelli Lemma that P almost surely, for every ω ∈ W,
there exists Np such that for all N ≥ Np,∣∣∣∣∣∣
1
N
n∑
j=−n
h
(
πMSju(N)(ω)
)∣∣∣∣∣∣ ≤
1
p
.
This yields (7.1) because p is arbitrary. The convergence of µˆN (u(N)(ω)) is a direct consequence
of (7.1), since this means that each of the M th marginals converge.
8 Possible extensions
Our results hold true if we assume that equation (3.1) is replaced by the more general equation
U jt =
l∑
k=1
γkU
j
t−k +
n∑
i=−n
JNji f(U
i
t−1) + θj +B
j
t−1, j = −n, . . . , n t = l, . . . , T,
where l is a positive integer strictly less than T (in practice much smaller) and the θjs are i.i.d.
random variables independent of the synaptic weights J and the random processes Bj . They can
be thought of as external stimuli imposed on the neurons. This equation accounts for a more
complicated "intrinsic" dynamics of the neurons, i.e. when they are uncoupled. The parameters
γk, k = 1 · · · l must satisfy some conditions to ensure stability of the uncoupled dynamics.
This result can be straightforwardly extended to the case when the noise is correlated but
stationary Gaussian, that is cov(Bjs , B
k
t ) is some function of s, t and (k − j). It can also be
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easily extended to the case that the initial distribution is correlated but mixing, using the Large
Deviation Principle in [12].
The hypothesis that the synaptic weights are Gaussian is somewhat unrealistic from the
biological viewpoint. In his PhD thesis [39], Moynot has obtained some preliminary results in
the case of uncorrelated weights. We think that this is also a promising avenue.
Moynot again, in his thesis, has extended the uncorrelated weights case, to include two
populations with diﬀerent (Gaussian) statistics for each population. This is also an important
practical problem in neuroscience. Extending Moynot’s result to the correlated case is probably
a low hanging fruit.
Last but not least, the solutions of the equations for the mean and covariance operator of
the measure minimizing the rate function derived in section 6 and their numerical simulation are
very much worth investigating and their predictions confronted to biological measurements.
9 Conclusion
In recent years there has been a lot of eﬀort to mathematically justify neural-ﬁeld models, through
some sort of asymptotic analysis of ﬁnite-size neural networks. Many, if not most, of these models
assume / prove some sort of thermodynamic limit, whereby if one isolates a particular population
of neurons in a localised area of space, they are found to ﬁre increasingly asynchronously as
the number in the population asymptotes to inﬁnity.3 Indeed this was the result of Moynot
and Samuelides. However our results imply that there are system-wide correlations between
the neurons, even in the asymptotic limit. The key reason why we do not have propagation
of chaos is that the Radon-Nikodym derivative dQ
N
dPN
of the average laws in proposition 4.12
cannot be tensored into N i.i.d. processes; whereas the simpler assumptions on the weight
function Λ in Moynot and Samuelides allow the Radon-Nikodym derivative to be tensored. A very
important implication of our result is that the mean-ﬁeld behaviour is insuﬃcient to characterise
the behaviour of a population. Our limit process µe is system-wide and ergodic. Our work
challenges the assumption held by some that one cannot have a ‘concise’ macroscopic description
of a neural network without an assumption of asynchronicity at the local population level.
It would be of interest to compare our LDP with other analyses of the rate of convergence
of neural networks to their limits as the size asymptotes to inﬁnity. This includes the system-
size expansion of Bressloﬀ [5], the path-integral formulation of Buice and Cowan [7] and the
systematic expansion of the moments by (amongst others) [32, 24, 8].
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A Two useful lemmas
The following lemma from Gaussian calculus [39, 41] which we recall for completeness is used
several times throughout the paper.
3We noted in the introduction that this is termed propagation of chaos by some.
RR n° 8495
36 Faugeras & Maclaurin
Lemma A.1. Let Z be a Gaussian vector of Rp with mean c and covariance matrix K. If
a ∈ Rp and b ∈ R is such that for all eigenvalues α of K the relation αb > −1 holds, we have
E
[
exp
(
taZ − b
2
‖Z‖2
)]
=
1√
det (Idp + bK)
× exp
(
tac− b
2
‖c‖2 + 1
2
t(a− bc)K (Idp + bK)−1 (a− bc)
)
Block-circulant matrices may be diagonalised using DFT’s as follows.
Lemma A.2. Let B be a symmetric block-circulant matrix with the (j, k) T × T block given
by (B(j−k) mod N ), j, k = −n, · · · , n. Let W (N) be the N × N Unitary matrix with elements
W
(N)
jk =
1√
N
exp(2πijk
N
), j, k = −n, · · · , n. Then B may be ‘block’-diagonalised in the follow
manner (where ⊗ is the Kronecker Product and ∗ the complex conjugate),
B = (W (N) ⊗ IdT )diag
(
B˜−n, . . . , B˜n
)
(W (N) ⊗ IdT )∗.
Here B˜j is a T × T Hermitian matrix and is the DFT defined in (D.1). We observe also that λ
is an eigenvalue of B if and only if λ is an eigenvalue of B˜k for some k.
B Proof of proposition 4.6
We ﬁrst recall proposition 4.6:
Proposition
Fix ν ∈ M+1,S(T Z). For all ε > 0, there exists an open neighbourhood Vε(ν) such that for all
µ ∈ Vε(ν), all s, t ∈ [1, T ] and all θ ∈ [−π, π[,∣∣∣K˜νst(θ) − K˜µst(θ)∣∣∣ ≤ ε,∣∣∣A˜νst(θ) − A˜µst(θ)∣∣∣ ≤ ε,
|cνs − cµs | ≤ ε,
and for all N > 0, and for all k such that |k| ≤ n,∣∣∣K˜ν,k[N ],st − K˜µ,k[N ],st∣∣∣ ≤ ε,
and ∣∣∣A˜ν,k[N ],st − A˜µ,k[N ],st∣∣∣ ≤ ε.
Proof. Let µ be in M+1,S(T Z) and θ ∈ [−π, π[. We have
K˜µst(θ)− K˜νst(θ) =
∞∑
k=−∞
(Kµ,kst −Kν,kst )e−ikθ .
Using (4.6) we have
K˜µst(θ)− K˜νst(θ) =
∞∑
k,l=−∞
Λ(k, l)(Mµ,lst −Mν,lst )e−ikθ ,
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hence∣∣∣K˜µst(θ)− K˜νst(θ)∣∣∣ ≤
∞∑
k,l=−∞
|Λ(k, l)| inf
L2L
∫
T L×T L
∣∣f(u0s−1)f(ult−1)− f(v0s−1)f(vlt−1)∣∣L2L(du, dv),
where L = 2|l|+1 and L2L has marginals µL and νL. Since |f(u0s−1)f(ult−1)−f(v0s−1)f(vlt−1)| ≤
2(kfdL(πLu, πLv) ∧ 1), where kf is the Lipschitz constant of the function f , we ﬁnd (through
(3.12)) that ∣∣∣K˜µst(θ)− K˜νst(θ)∣∣∣ ≤ 2D(µ, ν).
Thus for (4.15) to be satisﬁed, it suﬃces for us to stipulate that Vε(ν) is a ball of radius less
than ε2 (with respect to the distance metric in (3.12)). Similar reasoning dictates that (4.18) is
satisﬁed too.
However in light of lemma 4.4, it is evident that we may take the radius of Vε(ν) to be
suﬃciently small that (4.15), (4.18) and (4.19) are satisﬁed. In fact (4.16) is also satisﬁed, as
it may be obtained by taking the limit as N → ∞ of (4.19). Since cµ is determined by the
one-dimensional spatial marginal of µ, it follows from the deﬁnition of the metric in (3.12) that
we may take the radius of Vε(ν) to be suﬃciently small that (4.17) is satisﬁed too.
C Existence of a lower bound for ΦN(µ, v)
In order to prove that φN (µ, v) deﬁned in (4.25) possesses a lower bound, we use a spectral
representation and let w˜j = v˜j for all j, except that w˜0 = v˜0 −Ncµ. We may then write
φN (µ, v) =
1
2N2σ2
n∑
l=−n
†w˜l,∗A˜µ,−l[N ] w˜
l +
1
Nσ2
〈cµ, w˜0〉+ 1
2σ2
‖cµ‖2. (C.1)
Thus in order that the integrand possesses a lower bound, it suﬃces to prove, since the
matrixes A˜µ,l[N ] are Hermitian positive, that there exists a lower bound for
1
N2
†w˜0A˜µ,0[N ]w˜
0 +
2
N
〈w˜0, cµ〉, (C.2)
We have made use of the fact that w˜0 and A˜µ,0[N ] are real (since they are each a sum of real
variables). Let K˜µ,0[N ] = O
µ
[N ]D
µ
[N ]
†Oµ[N ], where D
µ
[N ] is diagonal and O
µ
[N ] is orthonormal. We
deﬁne X =† Oµ[N ]w˜
0, so that (C.2) is equal to
1
N2
†XDµ[N ](σ
2IdT +D
µ
[N ])
−1X +
2
N
T∑
t=1
〈†Oµ[N ],t, cµ〉Xt, (C.3)
where Oµ[N ],t is the t-th column vector of O
µ
[N ]. In order that (C.3) is bounded below, we require
that the coeﬃcient of X converges to zero when Dµ[N ] does. The following lemma is suﬃcient.
Lemma C.1. For each 1 ≤ t ≤ T ,
〈cµ, Oµ[N ],t〉2 ≤
J¯2
Λ˜min
Dµ[N ],tt,
where Λ˜min is given in proposition 3.2.
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Proof. If J¯ = 0 the conclusion is evident, thus we assume throughout this proof that J¯ 6= 0.
Since Dµ[N ],tt =
†O¯µ[N ],tK˜
µ,0
[N ]O
µ
[N ],t, we ﬁnd from the deﬁnition that
Dµ[N ],tt =
n∑
k,m=−n
ΛN (k,m)†Oµ[N ],tM
µ,mOµ[N ],t.
We introduce the matrixes (Lµ,k), k ∈ Z, where for 1 ≤ s, t ≤ T ,
Lµ,kst =M
µ,k
st − c¯µs c¯µt =
∫
T N
(f(u0s−1)− c¯µs−1)(f(ukt−1)− c¯µt−1)µ(du)
where c¯µ = 1
J¯
cµ.
These matrices have the same properties as the matrixes Mµ,k, in particular the discrete
Fourier Transform (L˜µ
N ,l)l=−n,··· ,n is Hermitian positive. Using this spectral representation we
write
Dµ[N ],tt = Λ˜
N(0, 0)〈c¯µ, Oµ[N ],t〉2 +
1
N
n∑
l=−n
Λ˜N(0,−l)†Oµ[N ],tL˜µ,lOµ[N ],t,
and since Λ˜N (0,−l) is positive for all l = −n, · · · , n and †Oµ[N ],tL˜µ
N ,lOµ
N
t is positive for all
t = 1, · · · , T , we have
Dµ[N ],tt ≥
Λ˜N (0, 0)
J¯2
〈cµ, Oµ[N ],t〉2,
and the conclusion follows from assumption (3.5).
We may use the previous lemma to obtain a lower-bound for the quadratic form (C.3). We
recall the easily-proved identity from the calculus of quadratics that, for all x ∈ R,
ax2 + 2bx ≥ −b
2
a
.
We therefore ﬁnd, through lemma C.1, that (C.3) is greater than or equal to
− J¯
2
Λ˜min
(
Tσ2 +
T∑
t=1
Dµ[N ],tt
)
= − J¯
2
Λ˜min
(
Tσ2 +Trace(K˜µ,0[N ])
)
. (C.4)
We have already noted in the proof of proposition 4.8 that Trace(K˜µ
N ,0) ≤ TΛsum. Thus, pulling
these results together, we ﬁnd that φN (µ, v) is greater than −β2, where
β2 =
T J¯2
2σ2Λ˜min
(
σ2 + Λsum
)
. (C.5)
D Proof of lemmas 5.4 and 5.14
For technical reasons, we need the following deﬁnition which is also used in appendix E. The
motivation is that when we analyse the function ΦN (µ, v) deﬁned in (4.26) we are led to use
spectral representations and to introduce the Fourier transform v˜ of v. Since v˜ ∈ (CT )N the
correspondence v → v˜ from T N1,T to (CT )N is not one to one. We need to take into account the
symmetries of v˜, hence the following deﬁnition.
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Definition 8. For v = (vj)j=−n···n ∈ T N1,T , we note HN (v) = v⋄ = (v−n⋄ , . . . , vn⋄ ) ∈ T N1,T , where
v⋄ is deﬁned from the Discrete Fourier Transform v˜ = (v˜−n, · · · , v˜n) of v as follows
v˜k =
n∑
j=−n
vj exp
(
−2πijk
N
)
. (D.1)
The inverse transform is given by vj = 1
N
∑n
k=−n v˜
k exp
(
2πijk
N
)
.
Because v is in T N1,T the real part of its DFT is even (Re(v˜−k) = Re(v˜k), k = −n, · · · , n) and
similarly its imaginary part is odd. As a consequence we deﬁne
vk⋄ =


v˜0 k = 0√
2Im(v˜k) k = −n, · · · ,−1√
2Re(v˜k) k = 1, · · · , n
(D.2)
It is easily veriﬁed that the mapping v → v⋄ = HN (v) is a bijection from T N1,T to itself the inverse
being given by
vj =
1
N
[
v0⋄ +
√
2Re
(
n∑
k=1
(vk⋄ + iv
−k
⋄ )e
2πijk
N
)]
and that
n∑
k=−n
‖vk⋄‖2 =
n∑
k=−n
†v˜k ∗v˜k = N
n∑
k=−n
‖vk‖2,
For a probability measure µN ∈ M+1 (T N ), we deﬁne µN⋄ = µN1,T ◦ (HN )−1 to be the image
law.
We also note µN⋄ the measure µ
N
1,T
◦ (HN )−1 (where µN is given in deﬁnition 1). We note
that
P ⋄ ≃ NT
(
0T , Nσ
2IdT
)
. (D.3)
We notice that Γ[N ],2(µ) =
∫
T N1,T φ
N
⋄ (µ, v⋄)µ
N
⋄ (dv⋄), where
φN⋄ (mu, v⋄) =
1
2N2σ2
n∑
l=−n
†v˜l ∗A˜µ,−l[N ] v˜
l
+
1
Nσ2
†v˜0
(
IdT − A˜µ[N ](0)
)
cµ− 1
2σ2
†cµ
(
IdT − A˜µ[N ](0)
)
cµ, (D.4)
and v˜ is implicitly given by (D.2) as a function of v⋄. We have used deﬁnition 8 and the DFT
diagonalisation of Lemma A.2. We note that, since A˜µ,l[N ] is Hermitian positive,
†v˜l,∗A˜µ,l[N ]v˜
l is real
and positive. We recall lemma 5.4 and give a proof.
Lemma
There exist positive constants c > 0 and a > 1 such that, for all N ,∫
T N
exp
(
aNφN (µˆN (u),Ψ1,T (u))
)
P⊗N (du) ≤ exp(Nc),
where φN is defined in (4.26).
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Proof. We have from (C.1) that φN (µ, v) = φN⋄ (µ,w⋄), where w
j
⋄ = v
j
⋄ for all j, except that w0⋄ =
v0⋄−Ncµ. Since (by (D.3)) the distribution of the variables v⋄ under P ⋄⊗N isNT
(
0T , Nσ
2IdT
)⊗N
,
the distribution of w⋄ under P⊗N⋄ is NT
(
Ncµ, Nσ2IdT
)⊗N
. By lemma 4.10, the eigenvalues of
A˜µ,j[N ] are upperbounded by 0 < α < 1, for all j. Thus
Nφ⋄
N (µ,w⋄) ≤ α
2Nσ2
n∑
l=−n
‖wl⋄‖2 +
1
σ2
〈cµ, w0⋄〉+
N
2σ2
‖cµ‖2. (D.5)
Hence we ﬁnd that∫
T N
exp
(
aNφN (µˆN (u),Ψ(u))
)
P⊗N (du) ≤
(√
2πNσ2
)−NT
×
∫
T N−11,T
G1 exp

 1
2Nσ2

 n∑
|j|=1
aα‖yj‖2 − ‖yj‖2



 n∏
|j|=1
T∏
t=1
dyjt ,
where
G1 =
∫
T1,T
exp
[
1
2Nσ2
× [aα‖y0‖2 + 2aN〈cµˆN , y0〉+ aN2‖cµˆN‖2 − ‖y0 +NcµˆN ‖2]
]
T∏
t=1
dy0t .
We note the dependency of G1 on (yj) (for all |j| 6= n) via cµˆN . After diagonalisation, we ﬁnd
that
G1 =
∫
T1,T
exp
[
N‖cµˆN‖2a(a− 1)(1− α)
2(1− aα)σ2 −
(1 − aα)
2Nσ2
T∑
s=1
(
y0s −
NcµˆNs (a− 1)
1− aα
)2] T∏
s=1
dy0s .
We assume that a > 1 is such that 1 − aα>0. To bound this expression, we note the identity
that if A : R→ R satisﬁes |A| ≤ B > 0 and γc > 0, then∫
R
exp
(
− 1
2γc
(t−A(t))2
)
dt ≤ 2B +
√
2πγc.
Since |cµˆNs | ≤ |J¯ |, s = 1, · · · , T , and hence ‖cµˆN‖2 ≤ T J¯2, we therefore ﬁnd that G1 ≤ Gc1, where
Gc1 = exp
[
NT J¯2a(a− 1)(1− α)
2σ2(1− aα)
](
2N |J¯ |(a− 1)
1− aα +
√
2πNσ2
1− aα
)T
.
Thus ∫
T N
exp
(
aNφN (µˆN (u),Ψ1,T (u))
)
P⊗N (du) ≤ Gc1(1− aα)−
T(N−1)
2
(
2πNσ2
)−T2 ,
which yields the lemma.
We include the proof of lemma 5.14 which is used in the proof of the upper bound on compact
sets in section 5.3.2.
Lemma
There exist constants a > 1 and c > 0 such that for all µ ∈ M+1,S(T Z) ∩ E2,
Γ(µ) ≤
(
I(3)(µ, PZ) + c
)
a
.
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Proof. a > 1 is chosen as in the proof of lemma 5.4. We have (from (5.3) that
I(3)(µ, PZ) = lim
N→∞
N−1I(2)
(
µN , P⊗N
)
.
We recall that I(2) may be expressed using the variational expression (5.2) as
I(2)
(
µN , P⊗N
)
= sup
ςN∈Cb(T N )
(∫
T N
ςN(u)µN (du)− log
∫
T N
exp(ςN (u))P⊗N (du)
)
, (D.6)
where ςN is a continuous, bounded function on T N . We let ςNM = a1BM ςN∗ , where ςN∗ (u) =
N(φN (µN ,Ψ1,T (u))+Γ[N ],1(µ)), and u ∈ BM only if either ‖Ψ(u)‖ ≤ NM or (φN (µN ,Ψ1,T (u))+
Γ[N ],1(µ)) ≤ 0. We proved in section 4.3.2 that φN (µN ,Ψ1,T (u)) possesses a lower bound, which
means that ςNM is continuous and bounded. Furthermore ς
N
M grows to ς
N
∗ , so that after substi-
tuting ςNM into (D.6) and taking M → ∞ (i.e. applying the dominated convergence theorem),
we obtain
a
∫
T N
ςN∗ (u)µ
N (du) ≤ log
∫
T N
exp
(
aςN∗ (u)
)
P⊗N (du) + I(2)(µN , P⊗N). (D.7)
It can be easily shown, similarly to lemma 5.4, that
log
∫
T N exp
(
aςN∗ (u)
)
P⊗N (du) ≤ Nc. We may thus divide both sides by aN and let N →∞ to
obtain the required result.
E Proof of lemma 5.11
We prove lemma 5.11.
Lemma
There exists a constant C0 such that for all ν in M+1,S(T Z), all ε > 0 and all µ ∈ Vε(ν) ∩ E2,∣∣∣Γ[N ](µ)− Γν[N ](µ)∣∣∣ ≤ C0(CνN + ε)(1 + Eµ1,T [‖v0‖2]).
Here Vε(ν) is the open neighbourhood defined in proposition 4.6, and µ is given in definition 1.
Proof. We ﬁrstly bound Γ1. From (5.13) and (5.14) and lemma A.2 we have
∣∣∣Γ[N ],1(µ)− Γν[N ],1(µ)∣∣∣ ≤ 12N
n∑
l=−n
∣∣∣log det(IdT + σ−2K˜µ,l[N ])− log det(IdT + σ−2K˜ν,l[N ])∣∣∣
+
1
2N
n∑
l=−n
∣∣∣log det(IdT + σ−2K˜ν,l[N ])− log det(IdT + σ−2K˜ν,N,l)∣∣∣ .
It thus follows from proposition 4.6 and lemma 5.10 that∣∣∣Γ[N ],1(µ)− Γν[N ],1(µ)∣∣∣ ≤ C∗0 (CνN + ε),
for some constant C∗0 which is independent of ν and N .
We deﬁne φN∞,⋄(ν, v⋄) = φ
N
∞(ν, (HN )−1(v)), where HN is given in deﬁnition 8 and φN∞ is given
in (5.12), and ﬁnd that
φN∞,⋄(µ, v⋄) =
1
2N2σ2
n∑
l=−n
†v˜l,∗A˜ν,−lv˜l
+
1
Nσ2
†v˜0
(
IdT − A˜ν(0)
)
cν +
1
2σ2
†cν
(
IdT − A˜ν(0)
)
cν . (E.1)
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This means that
Γν[N ],2(µ)− Γ[N ],2(µ) =
∫
T N1,T
φN∞,⋄(ν, v⋄)− φN⋄ (µN , v⋄)µN⋄ (dv⋄). (E.2)
Upon expansion of the above expression, we ﬁnd that
∣∣φN∞,⋄(ν, v⋄)− φN⋄ (µN , v⋄)∣∣ ≤ 12σ2
(
1
N2
n∑
l=−n
‖A˜µ,−l[N ] − A˜ν,N,−l‖‖v˜l‖2 +
2
N
‖dν,µ‖‖v˜0‖+ |eν,µ|
)
,
where dν,µ = cµ − cν + A˜ν,N,0cν − A˜µ,0[N ]cµand eν,µ = †cµA˜µ,0[N ]cµ −‖cµ‖2 − †cνA˜ν,N,0cν + ‖cν‖2. It
follows from proposition 4.5 and lemma 5.10 that the (Euclidean) norm each of the above terms
is bounded by C∗(CνN + ε) for some constant C
∗.
The lemma now follows after consideration of the fact that
∫
TZ
T
‖vk‖2µ
1.T
(dv) = E
µ
1,T [‖v0‖2],
‖v˜0‖2 ≤ N∑nk=−n ‖vk‖2 (Cauchy-Schwarz) and, because of the properties of the DFT,∑nl=−n ‖vl‖2 =
N
∑n
k=−n ‖v˜k‖2.
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