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1 Introduction
T_he study of cosmological perturbations is a very powerful tool to get informa-
tion about the origin of the Universe. In fact, the seeds of the present observable
structures have all been produced in the very early phases of the Universe, from
quantum fluctuations during inflation. T_hey have been stretched by the accel-
erated expansion of the space-time during this phase, exiting the cosmological
horizon and remaining constant until they could re-enter it during the successive
radiation- or matter-dominated phases of the Universe. T_hen, once re-entered
the horizon and having been affected by the causal physics, some of those per-
turbations (e.g. the density perturbations) undergo gravitational instability and
grow, at a pace which depends on the phase in which the Universe is, i.e. on the
component dominating its energy density at that time. So, eventually those per-
turbations generate the structures that we observe.
Studying the generation of those perturbations in the early Universe and their
evolution up to now, we may compare the predictions of our models with the
observations (from the Cosmic Microwave Background or the Large Scale Struc-
ture). T_his way, one could give constraints on different models of the early Uni-
verse, proving or ruling out inflation.
T_he study of cosmological perturbations is usually performedwith a perturbative
approach -as exact solutions of the Einstein equations are very difficult to obtain-
and in regimes where those perturbations are not so relevant with respect to the
background. In fact, while on the smallest scales, non-linear processes have pre-
vailed in the structure formation, so it is not possible to describe them with a
perturbative approach, it is still possible to do that on the largest scales, where
the Universe appears to be a homogeneous and isotropic background with small
perturbations superimposed. So, the line element of the Friedmann-Robertson-
Walkermetric is expanded adding to it three kinds of perturbations: scalars, vec-
tors and tensors. Also, a general relativistic approach is considered, to account
for perturbations scales bigger than the cosmological horizon at some time.
At linear order, the scalar, vector and tensor perturbations of the metric are sep-
arated: a source for each perturbation can be only of the same type. So, for ex-
ample, scalar linear metric perturbations are generated by scalar perturbations
of the stress-energy tensor (like density perturbations of a fluid), while the ten-
sor perturbations predicted from a single field inflationary model would have
no source at first-order, being just vacuum fluctuations of the gravitational field
itself. From second-order on, there is a mixing between the different kind of
modes: we can obtain density perturbations generated by combinations of first-
1
order tensor modes, as well as gravitational waves from first-order density per-
turbations.
T_he study of those second-order perturbations is becoming more and more im-
portant inCosmology, in the perspective of reaching higher observational resolu-
tionsand tomakemoreaccuratepredictionsaboutobservables, likenon-Gaussianity,
which could give important information to discriminate between different infla-
tionarymodels. In fact, theypredict small (butdifferent) levels ofnon-Gaussianity,
so a three-point correlation function (or its Fourier transform, the bispectrum)
of the fluctuations from inflation which is different from zero. But also the non-
linear, post-inflationary evolution of those fluctuations generates a substantial
level of non-Gaussianity, more relevant than the small amount predicted by in-
flation itself [9]. T_hus, the second-order contribution to the bispectrum has to be
considered if we want to constrain the primordial one from the observations.
Another fundamental informationcoming fromcosmological perturbationswould
be the amplitude of the stochastic background of primordial gravitational waves,
that would set the energy scale of inflation. T_his way, it represents an important
knowledge forT_heoretical andParticle Physics, too. Unfortunately, the amplitude
of those linear gravitational waves seems to be very small, such that we have not
observed them yet (for example, from the polarization of the CMB).
Also scalar perturbations couldbea sourceof gravitationalwaves at second-order,
once they re-enter the horizon after inflation. In particular, scalar perturbations
re-entering the horizon duringmatter domination could lead to a non-negligible
contribution to the spectrum of gravitational waves: there can be an enhance-
ment mechanism to this spectrum during an early matter dominated era after
inflation (such as reheating) depending on the duration of this era, and the am-
plitude of those GW could possibly reach future observational limits (advanced
LIGO or LISA). Furthermore, second-order GW generated by first-order pertur-
bations could affect the CMB polarization and limit the possibility of estimating
the first-order tensor modes, reducing the constraints on the energy scale of in-
flation [8, 10].
All of these (andmany other) reasons justify the effort of going beyond the linear
approach to cosmological perturbations, that anyway helped us somuch in defin-
ing our picture of theUniverse. In thisworkwewill focusmainly on second-order
scalar and tensor perturbations, with an original contribution on the first ones.
In fact, in the literature it has been extensively studied the contribution of first-
order scalars (which are the most relevant linear perturbation) to the second-
2
orderperturbations, neglecting linear vectors (which shouldnotbeproduceddur-
ing inflation, and would anyway decay) and linear gravitational waves (for their
very small amplitude). To our knowledge, only few works (like [20, 21, 24]) have
taken into account tensors in the source terms. So, it can be asked whether the
contribution to second-order scalar perturbations coming from linear gravita-
tional waves would really be totally negligible, or not. In other words, whether or
not those perturbations could undergo gravitational instability and grow in time,
such that, even if starting from very small amplitudes, they could have some fea-
ture making them non-negligible.
T_his work is structured as follows: in the first part (sections 2), there is an intro-
duction about the production of perturbations during inflation and their evolu-
tion in the Newtonian theory; in sections 3-6 there is all the relativistic deriva-
tion of second-order density and metric perturbations in two gauges and in an
Einstein-de Sitter Universe, following the procedure described in [1]. T_hen, in
section7, apossible enhancementmechanismfor second-ordergravitationalwaves
during an early matter-dominated era [8] is mentioned. In section 8, there is the
derivation of the time evolution of second-order perturbations in EdS (using the
results obtained in the first part), followed by the conclusions, in section 9. At the
end, the Appendices present all the (sometimes lengthy) expressions which have
been useful for the derivations of our results.
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2 Generationandevolutionofcosmologicalperturba-
tions
2.1 Perturbations from inflation
T_he inflation is a phase at the very beginning of our Universe that has beenmod-
eledmainly to answer the questions about its homogeneity and isotropy on large
scales, its flatness and the absence of "strange" relics (like magnetic monopoles,
topological defects...) that one would expect from the possible phase transitions
in its primordial phases.
Defining the cosmological horizon as the Hubble radius:
rH =
1
aH
,
(with a(t) the scale factor, H = da/dta =
a˙
a the Hubble parameter), all those prob-
lems are solved requiring that rH is decresing during this phase. It is easy to see
that this requirement is equivalent to having anaccelerated expansionof the scale
factor:
r˙H < 0↔ − a¨(a˙)2 < 0↔ a¨ > 0,
which, for the third Friedmann equation, is equivalent to having a species with
equation of state ρ + 3p < 0 ↔ w = p
ρ
< −13 . T_he simplest model of inflation
assumes that the species driving this phase is a scalar field ϕ, with w ' −1, so a
quasi de-Sitter Universe. We cannot have exactly w = −1 as this would be equiv-
alent to a constant H, so to an eternal inflation.
To achieve this accelerated expansion, the inflaton field ϕ should satisfy the slow-
roll condition: it should have a very flat (but not constant) potential V(ϕ), such
that it would reach the minimum of its potential very slowly (so, the kinetic term
should satisfy 12 ϕ˙
2  V). T_his requirement is connected to the constraint on the
equation of state: in fact, explicitating the pressure and the energy density for a
scalar field,
wϕ =
pϕ
ρϕ
=
1
2 ϕ˙
2 − V
1
2 ϕ˙
2 + V
' −1.
It is also useful to define the slow-roll parameters  and η, which quantify respec-
tively how flat the potential is and for how long it will remain sufficiently flat.
T_heir expressions with respect to the scalar field and the potential are, respec-
4
tively:
 = − H˙
H2
=
4pi
M2Pl
ϕ˙2
H2
; η = − ϕ¨
3Hϕ˙
; V =
1
16piG
(
V ′
V
)2
; ηV =
1
8piG
(
V ′′
V
)
.
(2.1)
T_he slow-roll conditions are fulfilled as long as the slow-roll parameters are  
1, η  1. As soon as they get close to 1, it means that the inflaton is approaching
the minimum of its potential, where it will start oscillating getting the inflation
to an end. During these oscillations, it will decay in relativistic particles that will
constitute the radiationfluiddominating the successive phase of the classicalHot
Big Bang Universe. T_his last phase at the end of inflation is called reheating.
Figure 1: Representation of a possible inflationary potential, with the inflaton field
slowly-rolling during inflation and reaching the end of this phase once theminimumhas
been approached. On its path down the potential, the scalar field has perturbations de-
pending on the position which kick it a little bit up or down, so a little further or closer
to the end of inflation. T_his way, at different positions we would have slightly different
durations of inflation. Figure from [13].
2.1.1 Density perturbations from inflation
T_he inflationary models do not just explain the homogeneity, isotropy and flat-
ness of the Universe, they also predict the formation of density perturbations
which are adiabatic, almost scale-invariant and almost Gaussian; this is found to
be in perfect agreement with the current observations. T_hose perturbations are
generated as quantumfluctuations of the inflatonfieldduring inflation: ϕ(x, τ) =
ϕ0(τ) + δϕ(x, τ), where τ is the conformal time (given by dτ = dt/a(t)) and ϕ0(τ) is
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the background contribution, which does not depend on space but just on times
(as it has to evolve, to let the inflation end). T_he perturbation δϕ(x, τ) can be also
redefined as δϕ˜(x, τ) = a δϕ(x, τ), which can be promoted to a quantumoperator:
δϕ˜(x, τ) =
∫
dk3
(2pi)3
[uk(τ) aˆk eik·x + u∗k(τ) aˆ
+
k e
−ik·x], (2.2)
where uk(τ), u∗k(τ) satisfy the commutation relation u
∗
k(τ)u
′
k(τ) − uk(τ)u′∗k (τ) = −i
(the prime indicates ′ = ddτ ). T_he creation and annihilation operators aˆk, aˆ
+
k sat-
isfy:
aˆk|0〉 = 0, 〈0|aˆ+k = 0, [aˆk, aˆk] = 0, [aˆk, aˆ+k′] = (2pi)3δ(3)(k − k′),
where |0〉 is the vacuum state. T_he action of the inflaton field, minimally coupled
to gravity, would be:
S =
∫
d4x
√−g
[
1
2
M2PlR −
1
2
gµν∂µϕ ∂νϕ − V(ϕ)
]
, (2.3)
withR the Ricci scalar, g = det(gµν). T_he equation ofmotion (Klein-Gordon equa-
tion) for δϕ is obtained from the variation of the action S , perturbed up to first-
order in the scalar field (weneglect the perturbations of themetric for simplicity).
For the eigenfunctions uk(τ) the equation of motion reads:
u′′k +
(
k2 − a
′′
a
+ m2ϕa
2
)
uk = 0, (2.4)
wherem2ϕ =
∂2V
∂ϕ2
is the effective mass. T_his equation can be recast in this form:
u′′k +
(
k2 − ν
2
ϕ − 14
τ2
)
uk = 0, (2.5)
where ν2ϕ =
(
9
4 −
m2ϕ
H2
)
' 94 + 3 − 3ηV . For constantm2ϕ and real νϕ this is a Bessel
equation, whose solution can be expressed in terms of the Hankel functions of
first and second kind:
uk(τ) =
√−τ [c1(k)H(1)νϕ (−kτ) + c2(k)H(2)νϕ (−kτ)]. (2.6)
T_he constants c1(k), c2(k) can be fixed with the requirement that on sub-horizon
scales (i.e. k  aH, corresponding in quasi de-Sitter to−kτ  1, as τ ' − 1aH(1−) )
the solutionmatches the onewewould expect in aflat space-time, so planewaves:
uk(τ) = e
−ikτ√
2k
. Applying this limit to the Hankel functions:
H(1)νϕ (x  1) '
√
− 2
pix
e−i
(
kτ+ pi4 +
pi
2 νϕ
)
; H(2)νϕ (x  1) '
√
− 2
pix
e−i
(
−kτ+ pi4 + pi2 νϕ
)
,
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so we need to impose c2(k) = 0, c1(k) =
√
pi
2 e
i
(
pi
4 +
pi
2 νϕ
)
. T_his way, the exact solution
becomes:
uk(τ) =
√
pi
2
ei
(
pi
4 +
pi
2 νϕ
)√−τH(1)νϕ (−kτ).
To obtain the super-horizon limit of this solution, we can also consider the limit
k  aH ↔ −kτ  1, that for the Hankel function of first kind corresponds to:
H(1)νϕ (x  1) '
√
2
pi
e−i
pi
2 2νϕ−
3
2
Γ(νϕ)
Γ(3/2)
(x)−νϕ ,
such that uk(τ) becomes:
uk(τ) = ei
(
νϕ− 12
)
pi
2 2νϕ−
3
2
Γ(νϕ)
Γ(3/2)
1√
2k
(−kτ) 12−νϕ . (2.7)
So, the super-horizon limit of the inflaton perturbation δϕ = uka would be:
|δϕ|(−kτ  1) ' H√
2k3
(
k
aH
) 3
2−νϕ
, (2.8)
to lowest order in the slow-roll parameters.
If we would consider also the perturbations of themetric (as we are not in an un-
perturbed FRW background), the term with the effective mass in equation (2.4)
would become Ma2 ' MH2τ2 ' 3ηV−6τ2 , so ν2ϕ = 94 + 9 − 3ηV , and the wavefunction
uk would be associated not simply with δϕ, but with the gauge-invariant Sasaki-
Mukhanov variable Qϕ:
Qϕ ≡ δϕ + ϕ
′
H
φ, (2.9)
whereH = a
′
a is the conformal Hubble parameter and φ is the spatial curvature
perturbation (defined in (4.1)). So, at the end onewould obtain, on super-horizon
scales:
|Qϕ(k)|(−kτ  1) ' H√
2k3
(
k
aH
) 3
2−νϕ ' ηV−3
. (2.10)
It is useful to define other quantities to connect Qϕ with the observations. First
of all, the curvature perturbation, which is not gauge-invariant:
Φˆ ≡ φ + 1
6
∇2χ||, (2.11)
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where φ and χ|| are scalar perturbations of the space-space part of themetric (de-
fined in (4.1)). T_his is strictly related to the linear intrinsic spatial curvature on
hypersurfaces of constant conformal time:
(3)R =
4
a2
∇2Φˆ. (2.12)
T_hecorrespondinggauge-invariantquantity is the curvatureperturbationonuni-
form density hypersurfaces:
−ζ ≡ Φˆ + δρ
ρ′
H, (2.13)
which reduces to the curvature perturbation in the uniform density gauge (δρ =
0). T_he advantage of using ζ is not only its gauge invariance, but mostly the fact
that it remains constantonsuper-horizonscales and in theabsenceofnon-adiabatic
perturbations (whose pressure perturbations have a δpnadwhich does not depend
on ρ). T_his means that, once having been produced, the inflationary expansion
stretches ζ out of the horizon, where it does not evolve: it encodes all the infor-
mations from the primordial Universe until its horizon re-entry.
To connect ζ with Qϕ, it can also be defined the gauge-invariant curvature per-
turbation on comoving hypersurfaces:
R ≡ Φˆ + δϕ
ϕ′
H, (2.14)
which is directly connected to the Sasaki-Mukhanov variable: R = H
ϕ′Qϕ. It is also
related to ζ through:
−ζ = R + 2ρ
9(ρ + p)
(
k
aH
)2
ψ, (2.15)
where ψ is the scalar perturbation of the time-time part of the metric (defined
in (4.1)). So, on super-horizon scales −ζ ' R and its amplitude would become:
|ζ(k)|(−kτ  1) ' H
2
√
2k3ϕ˙
(
k
aH
) 3
2−νϕ ' ηV−3
. (2.16)
Depending on the gauge choice, ζ at linear order is connected eitherwith the cur-
vature perturbation (in a uniform density gauge) or with the linear density con-
trast δ = δρ
ρ
(in the uniform curvature gauge). At the first horizon crossing (in-
stant t(1)H (k)), the density perturbations of the inflaton are frozen out, so they re-
main constant until they re-enter the horizon (instant t(2)H (k)), when they generate
8
density perturbations in the fluid dominating the Universe. T_his can be shown,
using the slow-roll equation 3Hϕ˙ ' −∂V
∂ϕ
and the third Friedmann equation:
ζ
∣∣∣
t(1)H (k)
= −H δϕ
ϕ˙
' −H δρϕ
ρ˙ϕ
=
1
3H(1 + w)
δρ
ρ
= ζ
∣∣∣
t(2)H (k)
. (2.17)
So, in principle, on the largest scales we would have access to the information
coming directly from the primordial phases of the Universe.
Figure 2: T_his figure shows the development of the Hubble radius during and after in-
flation, which leads to the exit and re-entering of a mode with a certain k. It is also em-
phasized how the quantumfluctuations from the inflaton field on sub-horizon scales are
translated into classical fluctuations in the curvatureperturbationR, which stay constant
on super-horizon scales. Once they re-enter thehorizon, they affect the post-inflationary
Universe, evolving in the temperature perturbations that we can observe from the CMB.
Figure from [13].
T_he quantum to classical transition of the perturbations passing from sub- to
super-horizonscales canbeexplainedevaluating thenumberofparticlesnkwhich
are produced on super-horizon scales. As it would bemuch bigger than unity, the
perturbations canbe considered classical, such that their energy canbe estimated
"classically": Hk = ωk(nk + 12 ) ' ωknk [14].
To evaluate the amplitude and the statistical properties of the fluctuationswe can
compute their correlation functions, or, classically, their ensamble average.
9
For quantum fluctuations, like δϕ, in Fourier space it is defined as:
〈0| δϕ(k1) δϕ∗(k2) |0〉 = 2pi
2
k31
δ3(k2 − k2)Pϕ(k1), (2.18)
such that:
〈0| δϕ(x, t) δϕ∗(x+r, t) |0〉 =
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
eik1·xe−ik2·(x+r)〈0| δϕ(k1) δϕ(k2) |0〉 =
=
∫
d3k1
(2pi)3
e−ik1·r
2pi2
k31
Pϕ(k1).
(2.19)
So, the variance will be:
〈0| δϕ(x, t) δϕ∗(x, t) |0〉 = 〈0| δϕ(x, t)2 |0〉 =
∫
dk
k
Pϕ(k). (2.20)
For classical perturbations, their evaluation on the vacuum state is replaced by
their ensembleaverage 〈·〉, and thecomplexperturbationsbecomeδϕ∗(k) = δϕ(−k).
Comparing with the amplitudes which has beed found for the curvature pertur-
bation ζ, its power spectrumwould be:
Pζ(k) =
k3
2pi2
|ζ(k)|2 =
(
H2
2piϕ˙
)2( k
aH
)3−2νϕ ' 2ηV−6
, (2.21)
where the spectral index is defined as ns − 1 = 3 − 2νϕ.
At the horizon crossing: Pζ(k) =
( H2
2piϕ˙
)2
∗.
2.1.2 Gravitational waves from inflation
T_he generation of linear gravitational waves during inflation can be explained
with amechanism completely analogous to the one for scalar perturbations. Per-
turbing the action (2.3) with respect to tensors at first-order, one obtains the evo-
lution equation:
h¨i j + 3
a˙
a
h˙i j − ∇
2hi j
a2
= 0 , (2.22)
which is a wave equation, solved by
hi j(x, t) =
∑
λ=+,×
h(λ)(t) e(λ)i j (x) , (2.23)
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where the polarization tensor ei j is symmetric, transverse and traceless (ei j =
e ji, kiei j = 0, eii = 0) and λ = +,× are the two polarization states.
T_he following transformation can be performed:
vi j (x, t) =
aMPl√
2
hi j(x, t) , (2.24)
where this new variable can be expanded in Fourier space this way:
vi j (x, t) =
∫
d3(k)
2pi3
∑
λ=+,×
eik·x v(λ)k (t) e
(λ)
i j (x) , (2.25)
quantizing the field vk as in (2.2). T_he evolution equation for the linear tensor
modes becomes:
v′′ (λ)k +
(
k2 − a
′′
a
)
v(λ)k = 0 , (2.26)
which can be recasted in the same form as equation (2.5), with a parameter νT '
3
2 + . So, the solution for this equation is completely analogous to the one for the
scalar perturbations (2.6). T_he amplitude of the variable vk is:
|vk|2 = H
2
2k3
(
k
aH
)3−2νT
; (2.27)
this way, the power spectrum for linear gravitational waves (defined as the one of
scalar perturbations, in (2.18)), becomes:
PT =
k3
2pi2
∑
λ=+,×
|h(λ)k |2 =
8
M2pl
(
H
2pi
)2( k
aH
)3−2νT
, (2.28)
where the spectral index for tensors is: nT = 3 − 2νT = −2.
T_he power spectra for scalars and tensors present the form: P(k) = ∆(k0)
( k
k0
)n, so
the ratio between their amplitudes can be evaluated:
r =
∆T
∆ζ
=
8
M2pl
(
ϕ˙
H
)2
= 16 . (2.29)
T_he amplitude of the spectrum of scalar perturbations from inflation has been
evaluated from the measurements of the temperature fluctuations of the CMB:
∆ζ ' 2 × 10−9 [18]. Measuring also the amplitude of the stochastic background
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of primordial gravitational waves ∆T would set the energy scale of the parameter
, so it would allow to distinguish between different scenarios of inflation (for ex-
ample, between large-field or small-field models).
Furthermore, as the spectral index for tensors is nT = −2 in single field inflation,
the consistency relation r = −8nT would allow to put constraints on the possibil-
ity of having single- or multi-field models.
Up to now, only the spectral index of scalar perturbations has been probed: ns '
0.96 (fromCMBmeasurements [18]), whose deviations from 1 are due to the small
contribution from the slow-roll parameters , η. So, we have an almost scale-
invariant scalar power spectrum.
2.2 Evolution of perturbations in amatter dominated Universe
After inflation, the perturbations re-enter the horizon and are affected by the
causal physics. To study the evolution of perturbations of non-relativistic mat-
ter well inside the cosmological horizon, a very classical approach is the Newto-
nian one. Even though this work is focused on the complete, general relativistic
treatment, a parenthesis can be opened on the Newtonian procedure, which eas-
ily gives insights on the physical processes in action. T_hen, in the next sections,
the relativistic treatment is followed again, but some comparisons with theNew-
tonian one can still be drawn (section 6.3).
On large scales, we can make the assumption that matter behaves like a perfect
fluid, with energy density ρ(x, t), 3-velocity v(x, t), pressure p  ρ and entropy
s(x, t). A perfect fluid element satisfies the following equations:
Continuity equation:
∂ρ
∂t
+ ∇ · (vρ) = 0 ; (2.30)
Euler equation:
∂v
∂t
+ (v · ∇)v + 1
ρ
∇p + ∇φ = 0 ; (2.31)
Poisson equation:
∇2φ − 4piGρ = 0 ; (2.32)
Entropy conservation:
∂s
∂t
+ v · ∇s = 0 , (2.33)
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where φ is the gravitational potential.
T_he easiest possible solution is the static one: ρ = ρ0, v = 0, s = s0, p = p0
and ∇φ = 0, where this last constraint requires ρ0 = 0. So, a dinamical Universe
is a natural consequence of having an average energy density, naturally arising
also in Newtonian theory. Its expansion can be described by the scale factor a(t),
relating the physical, Eulerian coordinate r to the Lagrangian one x, comoving
with the fluid element, through:
r = a(t)x .
If we assume as a dinamical background a homogeneous and isotropic Universe,
the background energy density will be a function of time only: ρ0 = ρ0(t). Plug-
ging it into the continuity equation, it evolves like:
ρ˙0 + 3Hρ0 = 0 ,
where the dot indicates a derivative with respect to time. T_he velocity of the fluid
element is:
v = r˙ =
a˙
a
r + a x˙ = v0 + δv .
It is convenient to consider derivatives with respect to the comoving coordinate
x. T_he derivative in space simply becomes:
∇r = ∇xa ; (2.34)
the time derivative is derived comparing the partial derivative at constant x to the
one at constant r:(
∂
∂t
)
r
=
(
∂
∂t
)
x
+
(
∂x
∂t
)
r
· ∇x =
(
∂
∂t
)
x
+
(
∂a−1(t)r
∂t
)
r
· ∇x
=
(
∂
∂t
)
x
− Hx · ∇x =
(
∂
∂t
)
x
− a˙x · ∇r =
(
∂
∂t
)
x
− v0 · ∇r .
(2.35)
We can consider small perturbations with respect to the background (stopping at
linear order):
ρ = ρ0 + δρ; v = v0 + δv; φ = φ0 + ϕ; s = s0; p = p0 + δp = p0 + c2sδρ;
where the pressure perturbation δp = c2sδρ+
∂p
∂s δs = c
2
sδρ reduces just to the first
term, aswe neglect entropy perturbations. Inserting the perturbed variables into
the equations (2.30) - (2.32), we obtain a set of linearized equations:
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Continuity equation: (
∂δρ
∂t
)
r
+ ρ0 ∇r · δv + ∇r(δρ · v0) = 0 ; (2.36)
Euler equation:(
∂δv
∂t
)
r
+ (v0 · ∇r) δv + (δv · ∇r)v0 + c
2
s
ρ0
∇r δρ + ∇r ϕ = 0 ; (2.37)
Poisson equation:
∇2r ϕ − 4piGδρ = 0 . (2.38)
T_hen, inserting the definitions (2.34) and (2.35) to have spatial derivatives with
respect to x and time derivatives at constant x, after few passages [13, 22] one
gets:
Continuity equation: (
∂δ
∂t
)
x
+
1
a
∇x · δv = 0 ; (2.39)
Euler equation: (
∂δv
∂t
)
x
+ Hδv +
c2s
a
∇x δ + ∇xa ϕ = 0 ; (2.40)
Poisson equation:
∇2x ϕ − 4piGa2ρ0δ = 0 ; (2.41)
where δ is the density contrast, defined as δ = δρ
ρ0
.
Taking the divergence of the Euler equation and combining it with the continu-
ity and the Poisson equation, we get an evolution equation for the linear density
contrast:
δ¨ + 2Hδ˙ − c
2
s
a2
∇2x δ − 4piGρ0δ = 0 , (2.42)
that, considering a pressureless fluid p = 0→ c2s = 0, becomes:
δ¨ + 2Hδ˙ − 4piGρ0δ = 0 . (2.43)
Expressing equation (2.42) in the Fourier space:
δ¨k + 2Hδ˙k +
(
c2s
a2
k2 − 4piGρ0
)
δk = 0 , (2.44)
14
we can define as a critical lengthscale the Jeans length:
λJ =
2pi
kJ
=
cs
a
√
pi
Gρ0
,
where the physical wavelength would be λphysJ = aλJ. As in a flat, matter domi-
nated Universe ρ0 = (6piGt2)−1, the physical Jeans length would be:
λ
phys
J ' cst ,
approximately the soundhorizon. If the lengthscale of theperturbation is smaller
than the Jeans scale: λ  λphysJ → k  kJ, the gravitational term can be neglected
and the solutions are oscillating functions: the pressure opposes to the gravita-
tional instability process.
If the lengthscale is larger λ  λphysJ → k  kJ, the pressure term is the one to be
neglected. Considering the case of a flat,matter-dominatedUniverse (ourmodel
for the following sections), where a ∝ t2/3 and H = 23t , equation (2.43) becomes:
δ¨ +
4
3t
δ˙ − 2
3t2
δ = 0 . (2.45)
T_he solution of this differential equation is a power-law δ ∝ tα, that, plugged
into (2.45), gives the straightforward result:
δ = c1t2/3 + c2t−1 . (2.46)
T_he growing mode δ ∝ t2/3 gives the rate of growth of density perturbations. It
is not the most efficient growth rate: in the case of a static Universe, this rate
would be exponential [13, 22, 23]. It is easy to understand that this weaker rate of
perturbation growth is due to the expansion of the Universe, which reduces the
accretion mechanism.
T_he fact that vector perturbations are negligible can be understood by looking at
the Euler equation (2.40): in the absence of gravitational and pressure perturba-
tions, their evolution becomes:
δ˙v + Hδv ' 0 ,
from which δv ∝ a−1. So, linear vector perturbations are decreasing with time
and can be neglected.
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3 Gauge choice and gauge transformations
Ina complete relativistic setup, dealingwith spacetimeperturbationsmeans con-
sidering small deviations with respect to an unperturbed background, which in
our case is the flat FRW Universe. Any perturbation ∆T of the quantity T (e.g.
a tensor field) is defined as the difference between the background quantity T0
and the value T assumed on the perturbed, physical spacetime. Since T and T0
are defined in twodifferent spacetimes, for differential geometrywe cannot com-
pare them: the difference between the two quantities has to be evaluated at the
samepoint. Soweneed a one-to-onemap between the background and the phys-
ical spacetime, to "transport" the physical value T to the unperturbed spacetime
and compare it with T0. T_he choice of a particular map is the "gauge choice". T_he
problem about the gauge choice is that the value of T at any spacetime point in
general changes with the change of gauge: thus, also the perturbation ∆T is not
(in general) a gauge invariant quantity. So, it can sometimes be useful to define
a particular gauge simplifying our problem, or otherwise to define some gauge
invariant quantities. For our purposes, it is certainly convenient to deepen the
discussion about the gauge issue and gauge transformations.
We can see the background and the physical, perturbed spacetime as distinct
manifoldsM0 andMλ (a one-parameter family of manifolds), where λ is the or-
der of the perturbation.
T_he choice of a one-to-one correspondence (a one-parameter function of λ) be-
tweenpoints ofM0 andpoints ofMλ is a gauge choice. For example, assigning the
coordinates x µ to the backgroundM0, those can be transported overMλ through
a map ψλ, defining the gauge. T_his map connects e.g. the point p onM0, with
coordinates x µ(p), to the point O = ψλ(p) onMλ; however, there could be a dif-
ferentmap ϕλ connecting the pointO to another point q on the background, with
coordinates x˜ µ(q): O = ψλ(p) = ϕλ(q). T_he gauge transformation is this change
of correspondence, where a point onMλ is associated to different points onM0
(keeping the point onMλ fixed): so we can see it as a one-to-one correspondence be-
tween different points in the background. In fact, as q = ϕ−1λ (O) and O = ψλ(p), we
end up with q = ϕ−1λ (ψλ(p)) := Φλ(p). T_hus, we have that the coordinates of q are
a one-parameter function of those of p: x˜ µ(q) = Φ µλ (x
α(p)).
T_his transformationcanbe seenasan "active coordinate transformation", inwhich
a coordinate systemmoves onepoint to another, or as a "passive coordinate trans-
formation", a simple relabeling of coordinates to each point.
Suppose a coordinate system x µ on a manifoldM and a vector field ξ such that
ξ µ = dx µ/dλ. ξ generates a congruence of curves x µ(λ), where λ is the parameter
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along the congruence. It can be defined a point p lying on one of these curves,
associated to λ = 0, and a point q at a distance λ from p. So, the coordinate of the
point q is (eliminating the dependence on the specific points):
x˜ µ(λ) = x µ + λ ξ µ + ... (3.1)
T_his is the "active" approach. T_he "passive" approach consists in defining a new
coordinate system yµ onM such that:
y µ(q) := x µ(p) = x µ(q) − λ ξ µ(x(p)) + ... ' x µ(q) − λ ξ µ(x(q)) + ... (3.2)
at first-order in λ.
We now consider a vector field Z onM with components Z µ in the x-coordinate
system. Once the relation (3.1) between points has been established, a new vector
field with components Z˜ µ in the x-coordinates can be defined, such that, at the
point x µ(p), they are equal to the componentsZ′ µ thatZ has in the y-coordinates,
at the point y µ(q):
Z˜ µ(x(p)) := Z′ µ(y(q)) =
(
∂y µ
∂x ν
)
x(q)
Z ν(x(q)). (3.3)
Substituting the equation (3.2) into (3.3) and then expanding the RHS at first-
order in λ about x(p) one obtains:
Z˜ µ(λ) = Z µ + λLξZ µ + ...
LξZ µ := Z µ,ν ξ
ν − ξ µ,ν Z ν
(3.4)
where ”, ν” = ∂
∂xν , the dependence on the point p has been omitted and Lξ can
be defined as the Lie derivative1 with respect to the vector field ξ µ, in the limit
λ → 0. So the vector Z˜ µ(λ) (the pullback of Z from q to p) is defined at the same
point as the original vector Z µ and they can be compared.
T_his can also be extended to higher order, as (3.1) is the first-order solution of the
differential equation ξ µ = dx µ/dλ. Its exact solution at second-order would be
(eliminating the dependence on the points):
x˜ µ(λ) = x µ + λ ξ µ +
λ2
2
ξ µ,ν ξ
ν + ... = exp[λLξ]x µ, (3.5)
1T_heLiederivativeof a scalar is:Lξ f = f,µ ξ µ, for a contravariant vector:LξZ µ = Z
µ
,ν ξ
ν−ξ µ,ν Z ν,
for a covariant tensor: LξTµν = Tµν,σ ξ σ + ξ σ,µ Tσν + ξ σ,ν Tµσ.
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whered2x µ/dλ2 = ξ µ,ν ξ ν. Fromthe "passive" approach, using thedefinitiony µ(q) =
x µ(p), the equation (3.5), expanding all terms about x(q) and omitting the x(q)
dependence, one obtains:
y µ(λ) = x µ − λ ξ µ + λ
2
2
ξ µ,ν ξ
ν + ... . (3.6)
Using equation (3.6) into equation (3.3), expanding all terms about x(p) andomit-
ting the dependence on the point, we get the pullback Z˜ µ(λ) at second-order :
Z˜ µ(λ) = exp[λLξ]Z µ = Z µ + λLξZ µ +
λ2
2
L2ξZ
µ + ... . (3.7)
Finally, one can generalize the equation (3.3) to a generic tensor of type (p, q) us-
ing the right number of transformationmatrices, to obtain the pullback T˜ :
T˜ µ1...µpν1...νq (x(p)) := T
′ µ1...µp
ν1...νq (y(q)) =
[
∂y µ1
∂x ρ1
...
∂y µp
∂x ρp
∂xσ1
∂y ν1
...
∂xσq
∂y νq
]
x(q)
T ρ1...ρpσ1...σq(x(q)).
(3.8)
Using equation (3.5) like before:
T˜ (λ) = T + λLξT +
λ2
2
L2ξT + ... . (3.9)
T_his represents the expression for the pullback T˜ (λ) for a one-parameter group
of transformations. T_hrough this, it is possible to generalize the definition of Lie
derivative:
LξT :=
[
d
dλ
]
λ=0
T˜ (λ) = lim
λ→0
1
λ
[T˜ (λ) − T ]. (3.10)
Gauge transformationsdonot formaone-parameter group, but a one-parameter
family of transformations. T_he action of a one-parameter family of transforma-
tions can be given by the successive action of one-parameter groups, becoming
evident at non-linear order. T_his means that a vector field ξ(k) has to be intro-
duced, with parameter λ(k), associated to the kth one-parameter group of trans-
formations. At a given order n of the expansion, a number k = 1, .., n of such
vector fields has to be introduced. At second order the tranformation becomes:
x˜ µ(λ) = x µ + λ ξ µ(1) +
λ2
2
(ξ µ(1) ,ν ξ
ν
(1) + ξ
µ
(2))... (3.11)
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whereλ(1) = λ,λ(2) = λ2/2. Given this transformation, equation (3.11) can beused
to define the y coordinates:
y µ(q) := x µ(p) = x µ(q) − λ ξ µ(1)(x(p)) −
λ2
2
[ξ µ(1) ,ν(x(p)) ξ
ν
(1)(x(p)) + ξ
µ
(2)(x(p))] + ... .
(3.12)
Expanding as usual the RHS about q and neglecting the specific point p, we get:
y µ(λ) = x µ − λ ξ µ(1) +
λ2
2
(ξ µ(1) ,ν ξ
ν
(1) + ξ
µ
(2))... . (3.13)
Finally, thepullback forageneric tensorT canbederivedsubstitutingequation (3.13)
into equation (3.8):
T˜ (λ) = T + λLξ(1)T +
λ2
2
(L2ξ(1) + Lξ(2))T + ... . (3.14)
Coming back to the gauge problem for perturbations: consider the tensor fieldTλ
on eachMλ (where T0 is the unperturbed tensor field, Tλ is the perturbed one, at
order λ). We can choose two different gauges ψλ and ϕλ to represent Tλ onM0:
they can be called T (λ) and T˜ (λ) respectively. T_hey are defined in such a way to
have the same components of Tλ in their particular gauge. On the other hand,
we have a relation between T (λ) and T˜ (λ) given byΦλ, relating their components
through the transformation (3.8). Now, in each gauge we have a field represent-
ing Tλ onM0, so those fields can be compared to the unperturbed one T0 in order
to define the perturbation. We would have ∆Tλ = Tλ − T0 in the first gauge and
∆T˜λ = T˜λ − T0 in the second one: in general, they are not equal.
Since we can expand the fields in the new gauges as:
T (λ) = T0 + λ δT +
λ2
2
δ2T + O(λ3), (3.15)
T˜ (λ) = T0 + λ δT˜ +
λ2
2
δ2T˜ + O(λ3), (3.16)
substituting those expansions in equation (3.14), one finally obtains the gauge
transformations for the perturbations at first and second-order:
δT˜ = δT + Lξ(1)T0, (3.17)
δ2T˜ = δ2T + 2Lξ(1)δT + L
2
ξ(1)
T0 + Lξ(2)T0. (3.18)
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Equation (3.18) shows that there canbe special second-order transformationsonly
due to the second-order generator ξ2, in the case ξ1 = 0. On the other hand, a
non-vanishing ξ1 always affects both first-order and second-order transforma-
tions, inducing an effect of δT on δ2T˜ .
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4 Perturbed flat FRWUniverse
We consider perturbations with respect to a homogeneous and isotropic back-
ground, inaflat,matterdominatedUniverse, describedby theFRWmetric: ds2 =
a2(τ)(−dτ2+dx2), wherea(τ) is the scale factor and τ is the conformal time. T_hose
metric perturbations can be defined separating them in scalars, vectors and ten-
sors (STV-decomposition [12]):
g00 = −a2(τ)
(
1 + 2
+∞∑
r=1
1
r!
ψ(r)
)
g0i = a2(τ)
+∞∑
r=1
1
r!
ω(r)i
gi j = a2(τ)
{[
1 − 2
( +∞∑
r=1
1
r!
φ(r)
)]
δi j +
+∞∑
r=1
1
r!
χ(r)i j
}
,
(4.1)
where χ(r) ii = 0, so χ
(r)
i j is the traceless part of the spatial metric perturbation. T_he
index (r) represents the rth-order of the perturbation.
T_he scalar (or longitudinal) parts are related to a scalar potential, the vector parts
to transverse (divergence-free or solenoidal) vector fields and the tensor parts to
transverse, trace-free tensors. T_he shiftω(r)i can be decomposed, as any vector, in
the sum of an irrotational and a divergence-free vector:
ω(r)i = ∂i ω
(r) || + ω(r)⊥i
where ∂i ω(r)⊥i = 0. Similarly, the traceless part of the spatial metric can be de-
composed in the following way:
χ(r)i j = Di j χ
(r) || + ∂i χ
(r)⊥
j + ∂ j χ
(r)⊥
i + χ
(r) T
i j ,
where χ(r) || is a scalar, χ(r)⊥i is a solenoidal vector field, ∂
iχ(r) Ti j = 0, and Di j =
∂i∂ j − 13 δi j∇2.
Also the energy density ρ and the four velocity u µ can be expanded:
ρ = ρ(0) +
+∞∑
r=1
1
r!
δrρ
u µ =
1
a
(
δ
µ
0 +
+∞∑
r=1
1
r!
v µ(r)
)
,
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where u µ is subjected to the normalization u µu νgµν = −1. From this normaliza-
tion condition, at any order the time component v0(r) is related to the lapse pertur-
bationψ(r). Also the velocityperturbationcanbe split intoa scalar anda solenoidal
vector part:
vi(r) = ∂
iv||(r) + v
µ
(r)⊥.
T_he generators of the gauge transformations are the vectors ξ(r), which can be
split into a time and a space part:
ξ 0(r) = α
(r)
ξ i(r) = ∂
iβ(r) + d(r) i,
with ∂i d(r) i = 0.
As this generator is determined by two scalars and one vector, a gauge is defined
by the constraints on e.g. two scalars and one vector metric perturbations, or on
the density, on the velocity...
We know that General Relativity is invariant under coordinate transformations,
but not under gauge transformations. To solve the Einstein equation one can
choose a particular gauge: two very useful gauges inCosmology are the comoving
synchronous gauge and the Poisson gauge.
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5 Evolution in the synchronous gauge
T_he synchronous gauge is defined by the conditions g00 = −a2(τ), g0i = 0 (cor-
responding to the two scalars and one vector constraints: ψ(r) = 0, ω(r) || = 0 and
ω(r)⊥i = 0). It is called this way as the proper time of an observer at fixed spatial
coordinates is equal to the cosmic time in FRW: −ds2 = a2(τ) dτ2 = dt2. We con-
sider an Einstein-de Sitter Universe dominated by a perfect fluid of irrotational
dust, in synchronous and comoving coordinates. T_he line element can be written
as:
ds2 = a2(τ)[−dτ2 + γi j(x, τ) dxidx j],
where x are the Lagrangian coordinates of the fluid elements. We indicate space-
time indices with greek letters, spatial indices with latin letters, and ′ = ∂
∂τ
. T_he
scale factor in this case evolves like a(τ) ∝ τ2.
It is useful to introduce the concept of extrinsic curvature. While the Riemann
tensormeasures the intrinsic curvature of space, the extrinsic curvature depends
on how the space is embedded in a larger one. In our case, we consider a spatial
hypersurface Σ, its normal vector n µ and define the projection tensor Pµν = gµν +
nµnν, projecting any vector of the space cotangent to Σ onto its tangent space. It
also acts like the "spatial metric" for vectors tangent to the hypersurface [2].
If we think to extend the normal vector field n µ, the extrinsic curvature is defined
as the Lie derivative of the projection tensor (the spatial metric if Σ is spacelike)
along the normal vector field, expressing the rate of change of the hypersurface
metric as wemove orthogonally away from Σ: θµν = 12Ln Pµν.
In our case, the normal vector field would be timelike n µ = δ µ0 , and the spatial
metric is γi j, so the extrinsic curvature is
θi j =
1
2
Ln γi j =
1
2
(γi j,σ nσ + 2nσ,iγσ j) =
1
2
(γi j,σ nσ) =
1
2
γ′i j,
and
θ ij =
1
2
γik γ′k j,
as the spatial metric γi j would raise and lower the indices in the spatial hypersur-
face.
An advantage of this gauge is that the Einstien equations can be expressed in
terms of geometric quantities only. Expressing the Christoffel symbols and the
conformal Ricci tensor of the spatial hypersurface Rij with respect to the spatial
metric γi j (appendix B in [1]), one can express the Einstein equationswith respect
23
to the extrinsic curvature, after having subtracted the background contribution.
T_he energy constraint is:
θ 2 − θ ij θ ji +
8
τ
θ + R =
24
τ2
δ (5.1)
whereR = Rii is the conformal Ricci scalar and δ ≡ ρ−ρ(0)ρ(0) is the density contrast,
with ρ(x, τ) the mass density of the fluid and ρ(0)(τ) = 32piGa2(τ)τ2 its background
mean value.
T_hemomentum constraints is:
θ ij;i = θ, j, (5.2)
where ”; i” represents the covariant derivative with respect to i.
Replacing thedensity fromtheenergy constraints andsubtracting thebackground
contribution, the evolution equation becomes:
θ i ′j +
4
τ
θ ij + θ
i
j θ +
1
4
(θ kl θ
l
k − θ2) δij + R ij −
1
4
Rδij = 0 (5.3)
Considering the vector n µ normal to the spatial hypersurfaces as the tangent to a
timelike geodesic, the extrinsic curvature θµν would be also equal to the covariant
derivative with respect to n µ: θµν = Dµnν, describing the extent to which neigh-
bouring geodesics deviate from remaning parallel [2]. So, the scalar θ expresses
the peculiar volume expansion, whose evolution is described through Raychaud-
huri equation:
θ ′ + θ ij θ
j
i +
2
τ
θ +
6
τ2
δ = 0. (5.4)
Also the density contrast can be expressed in terms of the extrinsic curvature by
solving the continuity equation ρ˙ = −θ ρ, which is equivalent to δ′ + (1 + δ) θ =
0 [19]. T_he result is:
δ(x, τ) = (1 + δ0(x))[γ(x, τ)/γ0(x)]−1/2 − 1, (5.5)
where γ = detγi j and the subscript 0 represents the quantity at the initial condi-
tion.
5.1 First-order perturbations
From the previous equations we can get the evolution of the first-order pertur-
bations. Expanding the conformal spatial metric tensor we get at linear order
γi j = δi j + γ
(1)
Si j, where, according to the general definition
γ(1)Si j = −2φ(1)S δi j + Di j χ(1) ||S + ∂i χ(1)⊥S j + ∂ j χ(1)⊥Si + χ(1) Ti j ,
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with ∂i χ(1)⊥Si = χ
(1) T i
i = ∂
i χ(1) Ti j = 0 and the subscrit S indicates the gauge (not
present for the first-order tensor mode, which is gauge invariant).
Linearizing the traceless part of the evolution equation (5.3), we get the equation
of motion for the first-order tensor mode:
χ(1) Ti j
′′ +
4
τ
χ(1) Ti j
′ − ∇2χ(1) Ti j = 0, (5.6)
that is the equation for the propagation of gravitational waves in the Einstein-de
Sitter Universe (where 2H = 4/τ,H being the Hubble parameter in conformal
time). T_he general solution, expanded in Fourier space, is
χ(1) Ti j (x, τ) =
1
(2pi)3
∫
d3k exp(ik · x) χ(1)σ (k, τ) σi j(kˆ), (5.7)
where σi j(kˆ) is the polarization tensor (σ = +,×) and χ(1)σ (k, τ) is the amplitude of
the polarization states, which is an oscillating function:
χ(1)σ (k, τ) = A(k)aσ(k)
(
3 j1(kτ)
kτ
)
, (5.8)
with j1 spherical Bessel function of order 1 and aσ(k) a random variable with au-
tocorrelation function 〈aσ(k)aσ′(k′)〉 = (2pi)3 k−3δ3(k + k′)δσσ′. T_he spectrum of
gravitational waves background A(k) depends on themodel for its production: in
most inflationarymodels, it is a nearly scale invariant spectrum, depending onH
during inflation. It would also give an important information about the energy
scale of inflation, allowing to discriminate among different models.
As we are dealing with an irrotational fluid, at linear order the gauge modes for
vector perturbations can be set to zero: χ(1)⊥i = 0.
T_he remaining two scalar modes are related by the momentum constraint (5.2),
giving:
φ(1)S +
1
6
∇2χ(1) ||S = φ(1)S0 +
1
6
∇2χ(1) ||S0 . (5.9)
From the energy constraint (5.1):
∇2
[
2
τ
χ(1) ||S
′ +
6
τ2
(χ(1) ||S − χ(1) ||S0 ) + 2φ(1)S0 +
1
3
∇2χ(1) ||S0
]
=
12
τ2
δ0, (5.10)
25
and from the trace part of the evolution equation:
χ(1) ||S
′′ +
4
τ
χ(1) ||S
′ +
1
3
∇2χ(1) ||S = −2φ(1)S . (5.11)
Combining theequations (5.10) and (5.11),weobtainanequationonly for the scalar
mode χ(1) ||S :
∇2
[
χ(1) ||S
′′ +
2
τ
χ(1) ||S
′ − 6
τ2
(χ(1) ||S − χ(1) ||S0 )
]
= −12
τ2
δ0. (5.12)
To obtain an equation for the density contrast, one linearizes the solution of the
continuity equation:
δ(1)S = δ0 −
1
2
∇2(χ(1) ||S − χ(1) ||S0 ); (5.13)
deriving this expression and inserting it in equation (5.12) we obtain:
δ(1)S
′′ +
2
τ
δ(1)S
′ − 6
τ2
δ(1)S = 0. (5.14)
T_he solution to this equation is a simple power-law. T_he residual gauge ambiguity
of the synchronous gauge can be used to simplify the previous equations: fixing
∇2 χ(1) ||S0 = −2δ0, the equation (5.12) for χ(1) ||S assumes the same form of (5.14), and
its solution would be:
χ(1) ||S (x, τ) = χ+(x) τ
2 + χ−(x) τ−3,
whereχ± are the growing/decayingmodes. From∇2 χ(1) ||S0 = −2δ0 and the Poisson
equation ∇2ϕ(x) = 4piGa2ρ0δ0 = 6τ20 δ0 (where ϕ(x) is the peculiar gravitational
potential), considering only the growing mode: ∇2 χ(1) ||S0 = (∇2χ+) τ20 = −2δ0 =−13 τ20 ∇2ϕ → χ+ = −13ϕ. T_herefore,
Di j χ(1) ||S = −
τ2
3
(
ϕ,i j − 13δi j∇
2ϕ
)
, (5.15)
and using equation (5.11) we obtain the remaining scalar mode:
φ(1)S (x, τ) =
5
3
ϕ(x) +
τ2
18
∇2ϕ(x). (5.16)
Collecting those results, the linear metric perturbation becomes:
γ(1)Si j = −
10
3
ϕ δi j − τ
2
3
ϕ, i j + χ
(1) T
i j ; (5.17)
with growingmode only, the linear density contrast is
δ(1)S =
τ2
6
∇2ϕ. (5.18)
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5.2 Second-order perturbations
T_he results obtained at first-order are used to solve the second-order case. T_he
conformal spatial metric tensor up to second-order is:
γi j = δi j + γ
(1)
Si j +
1
2
γ(2)Si j,
with
γ(2)Si j = −2φ(2)S δi j + χ(2)Si j
and χ(2) iSi = 0, traceless part. T_his expansion of the metric tensor is inserted in
equations (5.1) - (5.4), to obtain expressions for φ(2)S and χ
(2)
Si j in terms of the ini-
tial peculiar gravitational potential ϕ and the linear tensor modes χ(1) Ti j . T_hese
equations are reported in the Appendix A.T_hey can be solved using for the initial
conditions the simplifying assumption τ0 = 0, implying δ0 = 0. T_he trace part
of the second-order metric tensor can be obtained from the Raychaudhuri equa-
tion, using also the energy constraint to obtain the subleading mode. T_he result
is:
φ(2)S =
τ4
252
(
− 10
3
ϕ,kiϕ,k j + (∇2ϕ)2
)
+
5τ2
18
(
ϕ,kϕ,k +
4
3
ϕ∇2ϕ
)
+ φ(2)S(t), (5.19)
where φ(2)S(t) is the part of φ
(2)
S generated by combinations of linear tensor modes.
It satisfies equation (B.1) and it can be solved through the method of variation
of arbitrary constants: given the two solutions of the homogeneous part of the
equation (B.1), y1 = τ−3 and y2 = τ2, and the Wronskian, defined as W(τ) =
y1y′2 − y2y′1 = 5τ−2, the general solution of the inhomogeneous equation is given
by y(τ) = c1y1(τ) + c2y2(τ) + yP(τ), where yP(τ) is:
yP(τ) = y2(τ)
∫ τ y1(s)Q(s) ds
W(s)
− y1(τ)
∫ τ y2(s)Q(s) ds
W(s)
.
Q(x, τ) is the source term of the inhomogeneous differential equation (explicitly
written in Appendix B).T_he solution of the differential equation, in our case, be-
comes:
φ(2)S(t) =
τ2
5
∫ τ
0
dτ′
τ′
Q(τ′) − 1
5τ3
∫ τ
0
dτ′τ′ 4 Q(τ′), (5.20)
(where the constants c1 and c2 have been set to zero).
T_heresult forχ(2)Si j is obtained replacing theexpression forφ
(2)
S in theequations (A.2)
- (A.4) and solving them in the order: energy constraint→momentum constraint
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→ traceless part of the evolution equation. We get:
χ(2)Si j =
τ4
126
(
19ϕ,k,iϕ,k j − 12ϕ,i j ∇2ϕ + 4 (∇2ϕ)2 δi j −
19
3
ϕ,klϕ,kl δi j
)
+
5τ2
9
(
− 6ϕ,iϕ, j − 4ϕϕ,i j + 2ϕ,kϕ,k δi j + 43 ϕ∇
2ϕ δi j
)
+ piSi j + χ
(2)
S(t)i j,
(5.21)
where χ(2)S(t)i j is the part of χ
(2)
Si j generated by combinations of linear tensor modes
(it can be obtained solving the equations in Appendix B); piSi j is the second-order
transverse and traceless part, generated by scalar perturbations. It is determined
by the wave equation:
pi′′Si j +
4
τ
pi′Si j − ∇2 piSi j = −
τ4
21
∇2 Si j, (5.22)
whose source term is:
Si j = ∇2 Ψ0 δi j + Ψ0,i j + 2(ϕ,i j∇2 ϕ − ϕ,k,iϕ,k j), (5.23)
with
∇2 Ψ0 = −12[(∇
2ϕ)2 − ϕ,klϕ,kl]. (5.24)
T_he solution for piSi j can be found through the Greenmethod:
piSi j(x, τ) =
τ4
21
Si j(x) +
4τ2
3
Ti j + p˜ii j(x, τ), (5.25)
where∇2Ti j = Si j and p˜ii j satisfies the evolution equation (6.8). Its solution can be
found with the method of variation of arbitrary constants described before, and
its expression is:
p˜ii j(x, τ) =
1
(2pi)3
∫
d3k exp(ik · x)40
k4
Si j(k)
(
1
3
− j1(kτ)
kτ
)
, (5.26)
with S i j(k) =
∫
d3x exp(−ik · x) Si j(x).
It represents the real gravitational wave contribution generated by linear scalar
modes, with a term constant in time and another one oscillating with decreasing
amplitude (like in the first order tensor mode (5.8)).
T_he synchronous gauge tensor mode (5.25) contains four terms: the first one,
∝ τ4, represents a Newtonian contribution, describing the dynamical tidal in-
duction acting from the environment on the fluid element; the term ∝ τ2 is a
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post-Newtonian term; then there is a constant post-post-Newtonian term, re-
quired by the vanishing initial conditions and having no obvious observational
effects, and, finally, a wave-like piece, which has the usual form as free cosmo-
logical gravitational waves [3].
T_he second-order density contrast in synchronous and comoving gauge is found
from equation (5.5), expanding up to second-order the determinant of themetric
(Appendix B in [1]). T_he result is 2:
δ(2)S =
τ4
252
[4ϕ , i jϕ , i j + 10 (∇2ϕ)2] + τ
2
18
(15ϕ , kϕ , k + 40ϕ∇2ϕ − 6ϕ , i jχ(1)Ti j )
+
1
2
(χ(1)T i jχ(1)Ti j − χ(1)T i j0 χ(1)T0i j ) + 3 φ(2)S(t).
(5.27)
From equations (5.26) and (5.27) the consequence of the mixing between scalars
and tensors (here we are neglecting vectors) at non-linear order is evident: we
have a second-order wave-like tensor generated by combinations of scalars built
up from the peculiar gravitational potential and a second-order density contrast
which would be generated by combinations of linear tensor modes even in the
absence of initial density fluctuations.
2T_his density contrast is twice the one found in equation (4.39) in [1], where a factor 12 has been
forgotten in the derivation (from δ = δ(1) + 12δ
(2), the whole 12δ
(2) has been extracted, without
removing the factor).
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6 Evolution in the Poisson gauge
T_he Poisson gauge is defined by the two scalar conditions ω(r) || = 0 and χ(r) || = 0
and the vector conditionχ(r)⊥i = 0 (equivalent to the conditionsω
(r) , i
i = χ
(r) , j
i j = 0).
T_his generalizes the longitudinal gauge (ω(r)i = χ
(r)
i j = 0), where only scalarmodes
are present. As vector and tensor fields are put to zero by hand, the longitudinal
gauge is not useful to describe second-order evolution.
T_he Poisson gauge has an important physical interpretation, as the scalar pertur-
bationsof themetric are equivalent, in thisgauge, to thegauge-invariantBardeen
potentials [4]. So, it is useful to transfer all the first- and second-order perturba-
tions that have been solved in the synchronous and comoving gauge to this one,
using the general gauge transformations (3.17) and (3.18). All the equations for the
gauge transformation are presented in Appendix C.
6.1 First-order perturbations
First of all, one can obtain the parameters of the transformation at first-order,
replacing the definition of χ(1) ||S (equation (5.15)) in (C.6), to obtain β
(1); then us-
ing (C.3) to get α(1):
α(1) =
τ
3
ϕ,
β(1) =
τ2
6
ϕ;
(6.1)
we also have d(1) i = 0 in the absence of initial vector modes.
T_hemetric perturbations are obtained fromequations (C.2), (C.4), (C.5) and (C.8):
ψ(1)P = φ
(1)
P = ϕ,
χ(1)P i j = χ
(1) T
i j .
(6.2)
T_his result shows the well-known equivalence of the scalar perturbations in the
longitudinal gaugewith the peculiar gravitational potential and the gauge invari-
ance of the first-order tensor mode.
For the linear density contrast, from equation (C.10):
δ(1)P = −2ϕ +
τ2
6
∇2 ϕ. (6.3)
T_he linear four-velocity is given by equations (C.12), (C.13):
v(1) 0P = −ϕ, (6.4)
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v(1) iP = −
τ
3
ϕ,i. (6.5)
6.2 Second-order perturbations
Fromthe results just obtainedat linearorderandreplacing the second-ordermet-
ric perturbations in synchronous gauge (equations (5.19), (5.21)) in the expres-
sions for the second-order gauge parameters (equations (C.25) - (C.27)), we can
solve those equations to get these parameters:
α(2) = − 2
21
τ3Ψ0 + τ
(
10
9
ϕ2 + 4 Θ0
)
+ α(2)(t) ,
β(2) =
τ4
6
(
1
12
ϕ ,i ϕ,i − 17 Ψ0
)
+
τ2
3
(
7
2
ϕ2 + 6 Θ0
)
+ β(2)(t) ,
∇2 d(2)j =
4 τ2
3
(−ϕ, j ∇2ϕ + ϕ ,i ϕ,i j − 2 Ψ0, j) + ∇2 d(2)(t) j,
(6.6)
where∇2 Θ0 = Ψ0 − 13 ϕ ,i ϕ,i, and the subscript (t) represents the piece generated
by combinations of linear tensor modes (Appendix D).
From equations (C.15) - (C.18) we obtain the second-order metric perturbations
in the Poisson gauge:
ψ(2)P = τ
2
(
1
6
ϕ ,i ϕ,i − 1021 Ψ0
)
+
16
3
ϕ2 + 12 Θ0 + ψ
(2)
P(t),
φ(2)P = τ
2
(
1
6
ϕ ,i ϕ,i − 1021 Ψ0
)
+
4
3
ϕ2 − 8 Θ0 + φ(2)P(t),
∇2 ω(2) iP = −
8 τ
3
(ϕ,i ∇2ϕ − ϕ ,i j ϕ, j + 2 Ψ,i0) + ∇2 ω(2) iP(t) ,
χ(2)P i j = p˜ii j + χ
(2)
P(t) i j.
(6.7)
In the Poisson gauge, the second-order tensor mode contains only the scalar-
generated, gravitational wave-like tensor mode p˜ii j and the piece generated by
first-order tensormodesχ(2)P(t) i j,withoutanyotherNewtonianandpost-Newtonian
scalar-generated term (present in the synchronous gauge, eq. (5.21)). T_his makes
its interpretationmuch easier than in the synchronous and comoving gauge. T_he
tensor mode has an evolution equation (from (5.22)):
p˜i′′i j +
4
τ
p˜i′i j − ∇2 p˜ii j = −
40
3
Ti j, (6.8)
and its solution is given in (5.26), containing a constant and a wave-like piece.
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T_hen,we can obtain the second-order density contrast in the Poisson gauge, from
the gauge transformation (C.21) and the synchronous gauge analogous (5.27):
δ(2)P =
τ4
252
[10 (∇2ϕ)2 + 4ϕ,i j ϕ,i j + 14ϕ,i∇2ϕ,i] + τ
2
18
(
9ϕ,iϕ,i + 32ϕ∇2ϕ − 6ϕ,i jχ(1)Ti j
)
+
4 τ2
7
Ψ0 +
1
2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
)
− 8
3
ϕ2 − 24 Θ0 + 3φ(2)S(t) −
6
τ
α(2)(t) ;
(6.9)
also in this gauge there are terms generated by a combination of linear tensor
modes. Note that this result is different from the one found in [1] (equation (6.10))
because of the previous error in the synchronous gauge expression; it is instead in
agreement (in the scalar sector) with two independent and more general results
found for a ΛCDM Universe -with no tensor and vector modes- (equation (5.54)
in [5], equation (29) in [6]), in the limit of vanishing cosmological constant and
vanishing primordial non-Gaussianity (what is defined as aNL in these references
is set to zero).
T_he second-order terms generated by linear tensor modes (those with the sub-
script (t)) are presented in Appendices B and D.
T_he second-order velocity perturbation is obtained from the equations (C.23) -
(C.24):
v(2) 0P =
τ2
3
(
− 1
6
ϕ,iϕ
,i +
10
7
Ψ0
)
− 7
3
ϕ2 − 12 Θ0 − ψ(2)P(t); (6.10)
v(2) iP =
τ3
9
(
− ϕ, j ϕ,i j + 67Ψ
,i
0
)
− 2τ
(
16
9
ϕϕ,i + 2 Θ,i0
)
− d(2) i ′ − β(2) ′ ,i(t) . (6.11)
6.3 Relation betweenNewtonian and relativistic treatment
To compare the Newtonian treatment of the problem of cosmological perturba-
tions to the relativistic one developed so far, one can re-express the fluid equa-
tions (2.39) - (2.41) using comoving time [19] and considering always a pressure-
less, perfect irrotational fluid. Redefining theNewtonian density perturbation as
δN and the velocity perturbation as v, the continuity equation becomes:
∂δN
∂τ
+ ∇ · [(1 + δN)v] = 0 ; (6.12)
the Euler equation is:
∂ v
∂τ
+Hv + (v · ∇) v + ∇ϕ = 0 ; (6.13)
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and the Poisson equation is always:
∇2 ϕ − 4piGa2ρ(0)δN = 0 . (6.14)
Combining the divergence of the Euler equation with the Poisson equation, one
gets:
∂(∇ · v)
∂τ
+H∇ · v + ∇ · (v · ∇) v + 4piGa2ρ(0)δN = 0 . (6.15)
We can define an analogous of the relativistic deformation tensor in the Newto-
nian case θ i jN = ∂
iv j and, using the fact that for an irrotational fluid vi = ∂iv, we
can rewrite:
∇ · (v · ∇) v = ∂i(v j ∂ j)vi = ∂i(∂ jv ∂ j) ∂iv =
= θ iN jθ
j
N i + ∂
jv ∂ jθN .
Defining a Lagrangian time derivative:
d
dτ
=
∂
∂τ
+ v · ∇ ,
we can rewrite the continuity equation and equation (6.15):
dδN
dτ
+ (1 + δN) θN = 0 ; (6.16)
dθN
dτ
+HθN + θ
i
N jθ
j
N i + 4piGa
2ρ(0)δN = 0 , (6.17)
obtaining, respectively, an analogous of the relativistic continuity equation and
the Raychaudhuri equation (5.4) in Lagrangian coordinates (i.e. the comoving
sinchronous gauge). T_he equivalence is evident, if one considers derivatives with
respect to τ in the synchronous comoving gauge for the relativistic case and the
convective Lagrangian time derivative in the Newtonian case.
T_he difference remains between the energy and momentum constraint (equa-
tions (5.1), (5.2)) versus thePoisson equation (6.14): the relativistic equations com-
bine in a Poisson equation analogous to the Newtonian one at first-order only.
T_his equivalence can be summarized this way:
Newtonian Lagrangian↔ relativistic comoving
d
dτ
↔ ∂
∂τ
∂iv j ↔ θ ij
δN ↔ δS ,
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where the equivalencebetween thedensity constrast and thedeformation tensors
in the two gauges is exact, while the gravitational potential ϕ would correspond
to the gravitational potentials φ(1)P , ψ
(1)
P in the Poisson gauge at first order. It has
to be noted that the definition of the deformation tensor is gauge dependent, so
in gauges other that the comoving synchronous one there would also be terms
depending on v (so, it would be different from the extrinsic curvature).
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7 Second-ordergravitationalwavesgeneratedduring
an earlymatter era
In the context of the studyof second-orderperturbations, it is interesting tomen-
tion in this section the results of reference [8], which studies the production of
gravitationalwaves generatedby linear scalars duringanearlymatter-dominated
era after inflation. In most inflationary models, the end of inflation is provided
by a period in which the energy density of the Universe is dominated by an oscil-
lating scalar field, behaving like amassive field. During the oscillations, the field
decays into radiation, that will dominate the successive epoch of the Universe.
Using the previous notation, the second-order tensor perturbation in the Poisson
gauge generated by scalars at linear order is given by the evolution equation:
p˜i′′i j +
4
τ
p˜i′i j − ∇2p˜ii j = S TTi j (7.1)
whereS TTi j is the tranverse and traceless source term. Passing to theFourier space,
we have:
p˜i′′k +
4
τ
p˜i′k + k
2 p˜ik = S k (7.2)
with
S k =
40
3
∫
d3k′
(2pi)3
e(k, k′)ψ(1)P (k − k′)ψ(1)P (k′), (7.3)
where e(k, k′) = + i j(k)k′ik′j (for a definition of the polarization modes, (8.5)). As
in the Poisson gauge at first order ψ(1)P = φ
(1)
P = ϕ, we can also substitute those
perturbations with the peculiar gravitational potential.
In a matter dominated epoch, the solution for the tensor mode in (7.2) is:
p˜ik =
S k
k2
+ Ak
(
sin(kτ) − kτ cos(kτ)
k3τ3
)
− Bk
(
cos(kτ) + kτ sin(kτ)
k3τ3
)
=
S k
k2
+ Ak
j1(kτ)
kτ
+ Bk
y1(kτ)
kτ
,
(7.4)
where the last two terms are the solutions for the first-order gravitational waves
(considering also the second mode, singular for τ → 0), while the first term is
the one generated by first-order scalars. T_his solution is analogous to the one
already found in (5.26). As ϕ is constant in an EdS Universe, the source term S k
is constant, supporting a part of the tensor perturbation at late times, while j1(kτ)kτ
oscillates with an amplitude decaying like a−1 and y1(kτ)kτ rapidly decays. Choosing
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the initial conditions p˜i = p˜i′ = 0 for τ = 0, so Bk = 0 (to remove the singularity at
early times) and Ak = −3 S kk2 , we got:
p˜ik =
S k
k2
[
1 + 3
kτ cos(kτ) − sin(kτ)
k3τ3
]
, (7.5)
which, for large scales, in the super-Hubble limit k  H, gives a growing tensor
perturbation
p˜ik =
S k
10
τ2; (7.6)
and on sub-Hubble scales (k  H), the amplitude is constant in time
p˜ik =
S k
k2
. (7.7)
So a growth function can be defined:
g(kτ) = 1 + 3
kτ cos(kτ) − sin(kτ)
k3τ3
, (7.8)
such to rewrite the solution for the tensor mode:
p˜ik =
40 g(kτ)
3 k2
∫ kdom
0
d3k′
(2pi)3
e(k, k′)ϕ(k − k′)ϕ(k′), (7.9)
wherekdom is the comovingHubble scale at thebeginningof thismatter-dominated
era.
T_he two-point correlation functionof this second-order tensormodes canbe con-
sidered :
〈p˜ik(τ)p˜ik˜(τ)〉 =
(
40 g(kτ)
3 k2
)2 ∫ kdom
0
d3k′
(2pi)3
d3k˜′
(2pi)3
e(k, k′) e(k˜, k˜′) 〈ϕ(k−k′)ϕ(k′)ϕ(k˜−k˜′)ϕ(k˜′)〉,
(7.10)
where
〈ϕ(k − k′)ϕ(k′)ϕ(k˜ − k˜′)ϕ(k˜′)〉 = 〈ϕ(k − k′)ϕ(k˜ − k˜′)〉〈ϕ(k′)ϕ(k˜′)〉+
+ 〈ϕ(k − k′)ϕ(k˜′)〉〈ϕ(k˜ − k˜′)ϕ(k′)〉.
T_he two point function for tensor and scalar modes are defined here as:
〈p˜ik(τ)p˜ik˜(τ)〉 =
1
2
2pi2
k3
δ3(k + k˜)Pp˜i(k, τ)
〈ϕk(τ)ϕk˜(τ)〉 =
2pi2
k3
δ3(k + k˜)P(k)
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where Pp˜i(k, τ),P(k) are the respective power spectra. On very large scales, for
primordial scalar perturbations3P(k) = 925 ∆
2
R
( k
k∗
)ns−1, where thenumerical factor
is given by the relation between scalar curvature perturbation in the Poisson and
comoving gauges on large scales in a matter dominated era. From observations
of the CMB, for density perturbations on scales ≈ 100 Mpc today, the amplitude
is∆2
R
≈ 2.4×10−9, while the spectral index is ns ≈ 0.96 (those values, anyway, can
be different for perturbations on much smaller scales, relevant for the detection
of gravitational waves).
Substituting the definition of the two-point function into (7.10):
〈p˜ik(τ)p˜ik˜(τ)〉 =
=
(
40 g(kτ)
3 k2
)2
pi δ3(k + k˜)
2 k4
∫ kdom
0
d3k′e(k, k′)[e(k˜, k′) + e(k˜, k − k′)]P(k − k′)P(k′).
(7.11)
Assuming for simplicity that the power spectrum of primordial scalar perturba-
tions is scale invariant (ns = 1), one obtains:
Pp˜i(k, τ) = 2
(
24 g(kτ)
5
)2
∆4R
(
kdom
k
)
I1(k/kdom), (7.12)
where the integral
I1(k/kdom) =
1
2pikdom
∫
d3k′
[e(k, k′)]2
k′3|k − k′|3 Θ(kdom − k
′) Θ(kdom − |k − k′|) (7.13)
can be approximated as
I1(x) ≈ 1615 −
4
3
x +
16
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x2.
T_he step functions in (7.13) have been introduced to cut off the smallest scales k >
kdom, which could enter a non-linear regime if the matter era lasts long enough
(kdom > kNL, where kNL is the scalewherenon-linear effects becomerelevant). T_hat
is why a cut-off on the power spectrum of density perturbations is imposed, such
that P(k) = 0 for k > kcut, where kcut = min[kNL(τ), kdom]. T_his provides a lower
bound on the amplitude of second-order gravitational waves.
3T_he relation between the scalar metric perturbation in Poisson gauge φP = ϕ = φˆ (where φˆ
is the curvature perturbation) and the primordial, inflationary scalar perturbation δϕ is given by
the gauge invariant curvature perturbation on uniform density hypersurfaces ζ = −φˆ−H δρ
ρ˙
, plus
the relation δϕ = ϕ˙
δρ
ρ˙
(where˙= ddt ).
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T_he end of the early matter-dominated era corresponds to k = kdec = τ−1dec; the
power spectrum for this scale is given by substituting g(k/kdec) in equation (7.12).
T_he behavior of the power spectrum on all scales corresponding to the dimension
of the Hubble size before, during and after the early matter dominated epoch is
shown in Figure (3):
Figure 3:T_his is the power spectrum of second-order gravitational waves generated dur-
ing the early matter-dominated era Pp˜i(k, τ), with respect to the wavenumber k. T_he co-
moving Hubble scale at the beginnig of this epoch is kdom, at its end is kdec (signing the
start of the classic radiation-dominated era). T_he thick line shows thepower spectrumfor
kdom = 103 kdec; the dotted line shows the result for thematter power spectrum truncated
at kcut = 200 kdec. Figure from [8].
In the super-Hubble limit, the growth function becomes g(kτ) = k
2
10τ
2, such that
on scales larger than the Hubble size at the end of the matter-dominated era k <
kdec = τ−1dec, we obtain:
Pp˜i(k, τdec) ' 0.5 ∆4R
(
k3kdom
k4dec
)
, (7.14)
using I1(k/kdom) ≈ 16/15 and g(k/kdec) = k210 k2dec . T_his way, as we can also see in
Figure (3), on large scales we have a steep blue spectrum Pp˜i ∝ k3, whose ampli-
tude decreases for increasing scales (and decreasing k).
For scales entering the horizon between the start and the end of the matter era
kdec < k < kdom, the growth function has reached the constant value g(kτdec) ' 1
(corresponding to smaller scales, see equation (7.7)) by the end of the matter era,
so we have:
Pp˜i(k, τdec) ' 46 ∆4R
(
kdom
k
)
I1(k/kdom). (7.15)
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Assuming I1(k/kdom) to be constant, we have Pp˜i ∝ k−1, a power spectrum de-
creasing on the smallest scales (actually, I1(x) decreases for x → 1, so it would
suppress even more the spectrum for increasing k). T_his way, the highest ampli-
tude it can be reached corresponds to scales entering the Hubble size at the end
of the matter-dominated era (as it can be seen in Figure (3)):
Pmaxp˜i = Pp˜i(kdec, τdec) ' 50 ∆4R
(
kdom
kdec
)
, (7.16)
where I1(kdec/kdom) ' 16/15 for kdom  kdec. T_his results shows that for sub-
Hubble scales, for which the gravitational wave amplitude is supported by the
constant scalar source term S k (equation (7.7)), the power spectrum has an ad-
ditional factor kdomkdec with respect to the predictable square of the amplitude of the
first-order scalar power spectrum, ∆4
R
. T_his factor increases the amplitude of
second-order tensor perturbations, depending on the duration of the matter-
dominated era (howmuch kdom  kdec).
Actually, this estimation has to take into account the (already mentioned) non-
linear cutoff. For a very long matter-dominated era, the Hubble scale becomes
much larger than the scale corresponding to kdom. On sub-Hubble scales the con-
stant gravitational potential, for gravitational instability, leads to the increase of
the density contrast δρ/ρ, giving a breakdown of the results valid in linear theory.
Below thenon-linear scale k > kNL(τ), a perturbative analysis shows that the grav-
itational potential ϕ decreases and thus the source term S k. For simplicity, one
can assume a cutoff such that the power spectrum for the scalar perturbations
vanishes on scales smaller than the non-linear one k > kNL(τ) > kdom, providing
a lower bound for the gravitational waves power spectrum. As the extreme of in-
tegration becomes the time dependent kNL(τ) in the place of kdom, also the source
term becomes time dependent. Anyway, as its rate of change is slowwith respect
to the decay time of the most relevant part of the solution (7.4) in sub-Hubble
limit, one can take the quasi-static generalization of equation (7.7):
p˜ik ≈ S k(kNL(τ))k2 . (7.17)
T_his way, the generalization of the power spectrum for tensor perturbations on
sub-Hubble scales at the end of the matter-dominated era (kcut(τ) > k > kdec,
with kcut = min[kNL(τ), kdom] and kNL(τ) ' 200 kdec) is:
Pp˜i(k, τdec) ' 46 ∆4R
(
kcut
k
)
I1(k/kcut). (7.18)
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For very small scales k  kNL, as already said, the potential decays and the source
termS k tends tozero. T_hesolution to the second-order tensormode (equation (7.4))
thus propagates as a free gravitational wave, oscillating and with an amplitude
decaying as p˜i ∝ a−1 on sub-Hubble scales. T_he power spectrum in this case be-
comes:
Pp˜i(k, τdec) ' 46 ∆4R
(
kNL(τ)
k
)4
, (7.19)
which, being ∝ k−4, is suppressed on the scales smaller than the non-linear ones
k  kNL. T_he fact that scalar perturbations, on the smallest scales, decay be-
cause of non-linear effects is due to the velocity of matter, which becomes non-
negligible.
7.1 Present density of gravitational waves
T_he energy density of gravitational waves on sub-Hubble scales is given by [11]:
ρGW =
1
32piG
〈h˙i j h˙i j〉 = k
2
32piGa2
∫
d(lnk)Pp˜i(k, τ). (7.20)
T_his gives the density parameter:
ΩGW(k, τ) =
dρGW/dlnk
ρcritical
=
1
12
(
k
H
)2
Pp˜i(k, τ), (7.21)
scaling like non-interacting relativistic particles during and after the radiation-
dominated era. So, the present density of gravitational waves is:
ΩGW,0(k) ' Ωγ,012
(
k
kdec
)2
Pp˜i(k, τdec) (7.22)
where Ωγ,0 ' 1.2 × 10−5 is the present energy density of radiation.
Considering the amplitude of the power spectrum of tensor perturbations at the
beginning of the radiation-dominated era k < kdec (equation (7.15)), their density
is:
ΩGW(k, τ) ' 2312 ∆
4
R
(
kdomk
k2dec
)
I1(k/kdom), (7.23)
remaining constant in time during the radiation era, if there is no further pro-
duction of gravitational waves. Substituting in (7.22), the present density is:
ΩGW,0(k) ' 2312 Ωγ,0∆
4
R
(
kdomk
k2dec
)
I1(k/kdom), (7.24)
40
which is shown in Figure (4) as a function of k.
T_he power spectrum has amaximum at the end of the early matter era, as shown
in equation (7.16); in the case of the density of gravitational waves, themaximum
is provided for the scale corresponding to the beginning of the matter era kdom:
ΩGW,0(k) ' 2312 Ωγ,0∆
4
R
(
kdom
kdec
)2
I1(k/kdom). (7.25)
Just as the case of the power spectrum, there is an enhancement factor with re-
spect to the simple expectation for the present density ΩGW,0(k) ' Ωγ,0∆4R '
3 × 10−22, which is
F2 =
(
kdom
kdec
)2
. (7.26)
T_his represents theduration of the earlymatter-dominated era, as k ∝ H ∝ aH ∝
t−1/3 ∝ H1/3. So, F2 =
(
Hdom
Hdec
)2/3
.
Figure 4: T_his is the present energy density of gravitational waves generated during the
early matter-dominated era ΩGW,0(k), with respect to the wavenumber k. In this case,
F2 = (kdom/kdec)2 = 106 has been taken. T_he solid line refers to the linear matter power
spectrum in the case k < kdom, the dotted line is for the spectrum truncated at k > kcut =
200 kdec. Figure from [8].
If we assume that the early matter-dominated era is due to the oscillation of a
scalar field around theminimumof its potential, leading to its decay in radiation,
it has to be required thatHdom < m, so that the expansion rate at the beginning to
be smaller than themass of thefield (the oscillation rate). T_heendwill be provided
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byHdec ' Γ, sobyanexpansion rate comparablewith thedecay rate of the species.
T_his way:
F2 <
(
m
Γ
)2/3
.
An extended matter era occurs for F  1, so in the case of scalar fields weakly
coupled with radiation (Γ  m).
Also in this case we have to consider the effects of non-linearity, due to the fact
that for k > kNL the gravitational potential decays, and so does the amplitude of
the power spectrum for these smallest scales. T_his way, there is an upper bound
also for the enhancement factor F2, whose estimation using linear scalar pertur-
bations is valid up to kdom = kNL(τdec):
F2 =
(
kNL(τdec)
kdec
)2
' P−1/2 ' 3 × 104. (7.27)
Considering the scales under the Hubble size during matter-domination kdec <
k < kNL (with kdom > kNL), using equations (7.18) and (7.22) (plus the fact that(
kNL(τdec)
kdec
)
' P−1/4 ∝ ∆−1/2
R
), we obtain:
ΩGW,0(k) ' Ωγ,0∆4R
(
kNLk
k2dec
)
' ∆3.5R Ωγ,0
(
k
kdec
)
. (7.28)
So, the maximum value for the present density of gravitational waves is reached
for k ' kNL:
ΩGW,0(kNL) ' Ωγ,0∆4R
(
kNL
kdec
)2
' ∆3R Ωγ,0. (7.29)
If we consider that the amplitude of the power spectrum of primordial density
perturbations is the same as the one seen on CMB scales today, ∆2
R
' 2 × 10−9,
we obtain ΩGW,0(kNL) ' 10−17, which would be detectable only by future experi-
ment (like the Big Bang Observer). T_his is a lower bound for the density of gravi-
tational waves from an early matter era, as we neglected all effects coming from
non-linear scales.
During radiation-dominated era, the Hubble scale is k = aH, where the Hubble
parameter is
H2 =
8piG
3
(
g∗
pi2
30
T 4
)
, (7.30)
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with g∗ number of degrees of freedom of the relativistic species at the tempera-
ture T . T_he wavelenght that, today, corresponds to the wavenumber k is:
λ0 =
2pia0
k
' 2 × 1016g−1/6∗
(
GeV
T
)
m, (7.31)
and the corresponding frequency is:
ν =
c
λ0
' 1.2 × 10−8g1/6∗
(
T
GeV
)
Hz. (7.32)
From that, we have that the enhancement factor can be expressed also with re-
spect to the frequencies:
F =
νdom
νdec
, (7.33)
so, a longmatter-dominated era corresponds to gravitational waves produced on
a large range of frequencies.
From the primordial nucleosynthesis, we have a constraint on the temperature at
the end of the early matter-dominated era (Tdec > 1 MeV), which is reflected on a
constraint on the frequency at the end of matter-dominated era:
νdec > 10−11 Hz.
Comparingwith the sensitivityofpresent and futuredetectors, gravitationalwaves
generatedduringanearlymatter era couldbedetectedonLIGOfrequenciesνLIGO '
100 Hz, if Tdec < 1010 GeV and on LISA frequencies νLISA ' 10−3 Hz, if Tdec < 105
GeV. From the current limits from LIGO, the density of these gravitational waves
has the bound ΩGW,0 < 6 × 10−5 in LIGO frequencies range, but in the future Ad-
vanced LIGO will be sensitive down to ΩGW,0 ' 10−9. Instead, LISA could detect
a background with densities ΩGW,0 ' 10−11 at νLISA frequencies, while future ex-
periments like Big Bang Observer could detect a background with ΩGW,0 ' 10−17
at the frequencies νBBO ' 1 Hz.
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8 Evolutionof secondorder scalarperturbationsgen-
erated by tensormodes
We know that themost relevant perturbations at linear order are the scalar ones,
and that is why the studies of second-order perturbations has mostly considered
the contribution fromthe linear scalars, neglecting the linear tensors andvectors.
It can be asked whether the second-order perturbations coming from first-order
gravitational waves are really negligible, so, whether they are subjected to a rele-
vant time evolution, or not. T_his way, it can be studied whether the second-order
density perturbation generated only by linear tensormodes can grow in time, i.e.
undergo gravitational collapse. We would also like to see the growth rate for this
δ(2)(t) , as well as for the other two gravitational potentials.
In the previous sections, by solving the Einstein equations in EdS Universe up
to second-order, the expressions for the second-order scalar perturbations and
gravitational potentials have been derived. Now, we are interested in getting the
evolution in time of those quantities generated by tensor modes. To do that, we
can arbitrarily set to zero the scalar modes in the source to consider just the con-
tributions fromtensor-tensor terms, andwecan substitute thedefinitionof these
linear tensors in the source terms. Recalling the properties of the first-order ten-
sor (equations (5.6)- (5.8)), its general solution is
χ(1) Ti j (x, τ) =
1
(2pi)3
∑
σ=+,×
∫
d3k exp(i k · x) χ(1)σ (k, τ) σi j(kˆ),
where the amplitude of the polarization states χ(1)σ has, in full generality, this
form:
χ(1)σ (k, τ) = Aσ(k)
(
3 j1(kτ)
kτ
)
+ Bσ(k)
(
y1(kτ)
kτ
)
. (8.1)
with j1, y1 that are the spherical Bessel functions of the first and second kind.
Fromnow onwe set Bσ(k) = 0 to neglect the decreasingmode in y1, as it is diver-
gent for our initial condition τ = 0. So the tensor mode in Fourier space is:
χ(1)σ (k, τ) = Aσ(k)
(
3 j1(kτ)
kτ
)
. (8.2)
To make χσ real, χ∗σ(k, τ) = χσ(−k, τ), and σi j(k, τ) = σi j(−k, τ). T_he polarization
tensor obeys also symmetry, transverse and traceless conditions:
σi j(kˆ) = σji(kˆ) kˆ
i
σi j(kˆ) = 0 σ ii (kˆ) = 0
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and there are the orthonormal and completeness relations [7]:
σi j(kˆ) σ
′ i j(kˆ) = 2δσσ′ (8.3)∑
σ=+,×
σi j(kˆ) σlm(kˆ) = PilP jm + PimP jl − Pi jPlm (8.4)
with theprojection tensorPi j = δi j− kˆikˆ jk2 . T_hepolarization tensor canbe expressed
with respect to the two unit vectors normal to kˆ, in each polarization:
+i j(kˆ) = mˆimˆ j − nˆinˆ j
×i j(kˆ) = mˆinˆ j + nˆimˆ j;
(8.5)
while the projection tensor is Pi j = mˆimˆ j + nˆinˆ j.
T_his study is performed both in the comoving synchronous and in the Poisson
gauge: in the Poisson gauge the two linear scalar perturbations of the metric can
be connected to the gauge invariant Bardeen potentials ϕ = ΦA = ΨA, while
the linear density perturbation in the comoving synchronous gauge satisfies the
generalized Poisson equation at first-order:4
∇2ΨA = 4piGa2ρ0δ(1)S .
8.1 Derivation of the second-order scalar perturbations starting
from the comoving synchronous gauge
In the previous sections we have already derived the second-order density con-
trast in the comoving synchronous gauge (5.27), but just as a solution of the con-
tinuity equation, not as a solution of an evolution equation, which would give a
better physical insight.
In the comoving synchronousgaugea very simple and immediate evolutionequa-
tion for the second-order density perturbation δ(2)S can be derived. To do that, the
second-order continuity equation [19]:
δ′ (2)S + θ
(2) = −2δ(1)S θ(1) (8.6)
4δ(1)S is the sameas the gauge invariant density perturbation in the comoving orthogonal gauge
(actually entering the Poisson equation) [15]:
δ(1)com = δ
(1) +
ρ′ (0)
ρ(0)
(v|| (1) + ω|| (1)) ,
as in the comoving synchronous gauge v|| (1) + ω|| (1) = 0.
45
can be combined to the Raychaudhuri equation at second-order:
θ′ (2) +
2
τ
θ(2) + θ(1) ij θ
(1) j
i +
6
τ2
δ(2)S = 0, (8.7)
where θ ij is the deformation tensor. T_he evolution equation obtained is:
δ′′ (2)S +
2
τ
δ′ (2)S −
6
τ2
δ(2)S = − 2δ′ (1)θ(1) − 2δ(1)θ′ (1) −
4
τ
δ(1)θ(1) + 2θ(1) ij θ
(1) j
i =
=
2
9
τ2ϕi jϕi j +
5
9
τ2(∇2ϕ)2 − 2τ
3
ϕi jχ(1)Ti j +
1
2
χ′ (1)T i jχ′ (1)Ti j ,
(8.8)
and it can be verified that this expression for δ(2)S :
δ(2)S =
τ4
252
[4ϕ , i jϕ , i j + 10 (∇2ϕ)2] + τ
2
18
(15ϕ , kϕ , k + 40ϕ∇2ϕ − 6ϕ , i jχ(1)Ti j )
+
1
2
(χ(1)T i jχ(1)Ti j − χ(1)T i j0 χ(1)T0i j ) + 3 φ(2)S(t),
already obtained simply from the second-order continuity equation, satisfies our
evolution equation. φ(2)S(t) is the second-order scalar perturbation of the metric
generated by linear tensors, whose evolution equation and solution are recalled
in the following (equations (8.11), (8.12)).
We are interested in evaluating the second-order density perturbation generated
only by first-order gravitational waves, sowe can neglect the first-order scalars to
isolate this contribution. T_his way, the evolution equation (8.8) becomes:
δ′′ (2)S(t) +
2
τ
δ′ (2)S(t) −
6
τ2
δ(2)S(t) =
1
2
χ′ (1)T i jχ′ (1)Ti j . (8.9)
T_he structure of the homogeneous equation is the same as the evolution equation
for the linear density contrast; of course in the second-order case we have also
a source term different from zero. It can also be checked that this homogeneous
equationexpressedwith respect to the conformal timematches theoneexpressed
with respect to the physical time t (2.43):
δ¨ + 2Hδ˙ − 4piGρ(0)δ = 0 .
Solving the inhomogeneous differential equation, the second-order density per-
turbation in the comoving synchronous gauge generated only by tensors is:
δ(2)S(t)(x, τ) =
τ2
10
∫ τ
0
dτ˜
χ′ (1)T i jχ′ (1)Ti j
τ˜
− 1
10τ3
∫ τ
0
dτ˜ τ˜4χ′ (1)T i jχ′ (1)Ti j +c
δ
1(x)τ
2+cδ2(x)τ
−3 ,
(8.10)
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where the last two termsare the solutionof thehomogeneouspart of equation (8.9)
and they can be set by choosing the initial conditions for δ(2)S(t). T_his result agrees
with the analogous expression found in [20].
T_he expression of δ(2)S(t) previously derived in the comoving synchronous gauge:
δ(2)S =
1
2
(χ(1)T i jχ(1)Ti j − χ(1)T i j0 χ(1)T0i j ) + 3 φ(2)S(t) ,
can be recasted in the form of the solution (8.10). To do that, it is necessary to
substitute the expression for φ(2)S(t), which satisfies the evolution equation:
φ(2)
′′
S(t) +
2
τ
φ(2)
′
S(t) −
6
τ2
φ(2)S(t) = −
1
6
χ(1)T
′
i j χ
(1)T i j ′ +
2
3τ
χ(1)Ti j χ
(1)T i j ′
− 1
3
χ(1)T i j ∇2 χ(1)Ti j +
1
τ2
(χ(1)Ti j χ
(1)T i j − χ(1)T0 i j χ(1)T i j0 ) ≡ Q(x, τ),
(8.11)
whose solution is:
φ(2)S(t)(x, τ) = c1(x)τ
2 + c2(x)τ−3 +
τ2
5
∫ τ
0
dτ˜
τ˜
Q(x, τ˜) − 1
5τ3
∫ τ
0
dτ˜ τ˜ 4 Q(x, τ˜) =
= c1(x)τ2 + c2(x)τ−3 +
τ2
5
∫ τ
0
1
6τ˜
χ(1)T
′
i j χ
(1)T i j ′dτ˜ − 1
5τ3
∫ τ
0
τ˜4
6
χ(1)T
′
i j χ
(1)T i j ′dτ˜+
+
τ2
5
[
− 1
2τ2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
) − χ(1)T ′i j χ(1)Ti j
3τ
∣∣∣∣∣∣τ
0
− 1
5τ3
[
τ3
3
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
) − τ4
3
χ(1)T
′
i j χ
(1)Ti j
∣∣∣∣∣∣τ
0
,
(8.12)
where, as before, we leave also the terms of the homogeneous solution.
So, the expression for δ(2)S(t) becomes:
δ(2)S(t) = 3φ
(2)
S(t) +
1
2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
)
=
=
τ2
10
∫ τ
0
1
τ˜
χ(1)T
′
i j χ
(1)T i j ′dτ˜ − 1
10τ3
∫ τ
0
τ˜4 χ(1)T
′
i j χ
(1)T i j ′dτ˜
− 3τ
2
5
[
− 1
2τ2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
) − 5c1 − χ(1)T ′i j χ(1)Ti j3τ
∣∣∣∣∣∣
τ=0
+
3
5τ3
[
τ3
3
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
) − τ4
3
χ(1)T
′
i j χ
(1)Ti j + 5c2
∣∣∣∣∣∣
τ=0
,
(8.13)
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where the terms in parenthesis are evaluated at the initial condition τ = 0, for
which they are constant5 and not divergent. If we choose to set the constants
in (8.10) to zero cδ1(x) = 0, c
δ
2(x) = 0 (as, for τ = 0, the decreasing mode would
become divergent and the growingmodewould anyway be sent to zero), the con-
stants in (8.13) can be set to give the same result:
cδ1 =
[
3
10τ2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
)
+ 3c1 +
χ(1)T
′
i j χ
(1)Ti j
5τ
∣∣∣∣∣∣
τ=0
= 0→
→ c1 = −
[
1
10τ2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
)
+
χ(1)T
′
i j χ
(1)Ti j
15τ
∣∣∣∣∣∣
τ=0
;
cδ2 =
[
τ3
5
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
)
+
τ4
5
χ(1)T
′
i j χ
(1)Ti j + 3c2
∣∣∣∣∣∣
τ=0
= 0 + 3c2 = 0→ c2 = 0 .
T_he final expressions for δ(2)S(t) and φ
(2)
S(t) become:
δ(2)S(t)(x, τ) =
τ2
10
∫ τ
0
dτ˜
χ′ (1)T i jχ′ (1)Ti j
τ˜
− 1
10τ3
∫ τ
0
dτ˜ τ˜4χ′ (1)T i jχ′ (1)Ti j , (8.14)
φ(2)S(t)(x, τ) =
τ2
5
∫ τ
0
1
6τ˜
χ(1)T
′
i j χ
(1)T i j ′dτ˜ − 1
5τ3
∫ τ
0
τ˜4
6
χ(1)T
′
i j χ
(1)T i j ′dτ˜
− 1
6
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
)
,
(8.15)
which are both null6 for τ = 0: δ(2)S(t)(0) = 0, φ
(2)
S(t)(0) = 0.
5For this estimation, we have simply considered a limit for τ → 0 of the Fourier transform of
the terms in parenthesis, leaving the other variables constant (the wavemode k and the variable k′
coming fromthe convolution appearing inFourier space, see (8.30)). A complete treatment should
take into account also the integration over k′.
6Also the term − 110τ3
∫ τ
0 τ˜
4 χ(1)T
′
i j χ
(1)T i j ′dτ˜ is null for τ → 0: in fact, as we would have an inde-
terminate form 00 , we can use the de l’Hoˆpital theorem, for which
lim
τ→0
∫ τ
0 τ˜
4 χ(1)T
′
i j χ
(1)T i j ′dτ˜
τ3
' lim
τ→0
τ4 χ(1)T
′
i j χ
(1)T i j ′
τ2
→ 0.
T_his estimation relies only on limits in τ, keeping the other variables fixed. Also here, a com-
plete procedure should take into account the integration over the variable k′ of the convolution in
Fourier space.
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T_he second-order density contrast in the Poisson gauge has been derived by a
gauge transformation from the result obtained in the synchronous gauge (6.9):
δ(2)P(t) = δ
(2)
S(t) −
6
τ
α(2)(t) =
1
2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
)
+ 3φ(2)S(t) −
6
τ
α(2)(t) =
=
τ2
10
∫ τ
0
dτ˜
χ′ (1)T i jχ′ (1)Ti j
τ˜
− 1
10τ3
∫ τ
0
dτ˜ τ˜4χ′ (1)T i jχ′ (1)Ti j −
6
τ
α(2)(t) ,
(8.16)
where the term coming from the gauge transformation is:
−6
τ
α(2)(t) =
9
2τ
∇−2∇−2χ′ (2) i, jS(t) j,i .
An expression for χ′ (2) i jS(t) ,i j can be obtained deriving in space the momentum con-
straint found in the synchronous gauge (considering only tensors in the source
term):
2∇2φ′ (2)S(t) +
1
2
χ
′ (2) i, j
S(t) j,i = χ
(1)T ik, jχ′ (1)Tk j,i −
3
2
χ(1)T ik, jχ′ (1)Tik, j − χ(1)T ik∇2χ′ (1)Tik −
1
2
χ′ (1)T ik∇2χ(1)Tik ≡
≡W(x, τ),
(8.17)
fromwhich we obtain:
−6
τ
α(2)(t) = −
18
τ
∇−2φ′ (2)S(t) +
9
τ
∇−2∇−2W(x, τ) =
= −18
τ
∇−2
(
2τ
5
∫ τ
0
1
6τ˜
χ(1)T
′
i j χ
(1)T i j ′dτ˜ +
3
5τ4
∫ τ
0
τ˜4
6
χ(1)T
′
i j χ
(1)T i j ′dτ˜ − 1
3
χ(1)Ti j χ
′ (1)Ti j
)
+
9
τ
∇−2∇−2
(
χ(1)T ik, jχ′ (1)Tk j,i −
3
2
χ(1)T ik, jχ′ (1)Tik, j − χ(1)T ik∇2χ′ (1)Tik −
1
2
χ′ (1)T ik∇2χ(1)Tik
)
.
(8.18)
For completeness, we recall also the second order gravitational potentials in the
Poisson gauge derived by gauge transformation from the comoving synchronous
gauge (where we have already neglected all the scalar terms):
∇2∇2ψ(2)P(t) =
18
τ2
∇2φ(2)S(t) +
5
8
∇2(χ(1)T ′i j χ(1)T i j
′
) − 1
τ
χ(1)Ti j ∇2χ(1)T i j
′ − 3
2
∇2χ(1)Tk j,i χ(1)T i j,k
+
1
2τ
χ(1)T i j
′∇2χ(1)Ti j −
1
2τ
χ(1)T i j,k
′
χ(1)Ti j,k +
3
τ
χ(1)T
′
i j,k χ
(1)T k j,i − 1
4
∇2χ(1)Ti j ∇2χ(1)T i j
+
1
4
∇2χ(1)Ti j,k χ(1)T i j,k −
3
2
χ(1)T
′
i j,k χ
(1)T k j,i ′ +
1
2
χ(1)Ti j ∇2∇2χ(1)T i j
+
3
τ2
∇2
(
χ(1)T i jχ(1)Ti j − χ(1)T i j0 χ(1)T0 i j
)
;
(8.19)
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∇2∇2φ(2)P(t) =
18
τ2
∇2φ(2)S(t) +
1
8
∇2(χ(1)T ′i j χ(1)T i j
′
) − 1
τ
χ(1)Ti j ∇2χ(1)T i j
′
+
1
2
∇2χ(1)Tk j,i χ(1)T i j,k
+
1
2τ
χ(1)T i j
′∇2χ(1)Ti j −
1
2τ
χ(1)T
′
i j,k χ
(1)T i j,k +
3
τ
χ(1)T
′
k j,i χ
(1)T i j,k − 1
2
∇2(χ(1)Ti j ∇2χ(1)T i j)
− 3
4
∇2χ(1)Ti j,k χ(1)T i j,k −
3
4
χ(1)Ti j,kl χ
(1)T i j,kl +
1
2
χ(1)Ti j,kl χ
(1)T k j,il
+
3
τ2
∇2
(
χ(1)T i jχ(1)Ti j − χ(1)T i j0 χ(1)T0 i j
)
,
(8.20)
in which one simply needs to substitute the expression (8.15) for φ(2)S(t).
8.2 Derivation of the second-order scalar perturbations starting
from the Poisson gauge
In this section we are going to obtain an evolution equation for δ(2)P(t) directly in
the Poisson gauge and to compare the results obtained with the ones previously
found.
To do that, one has to solve the Einstein equations in the chosen gauge. We recall
the line element in the Poisson gauge:
ds2 = a2(τ)
{
−( 1+ψ(2)) dτ2+
(
1
2
ω(2)i
)
dτdxi+
[
(1−φ(2)) δi j+χ(1)Ti j +
1
2
χ(2)Ti j
]
dxidx j
}
,
where we used the gauge conditions ω(r) || = 0, χ(r) || = 0 and χ(r)⊥i = 0, plus the
conditions coming from the fact we are dealing with a perfect, irrotational fluid:
v(1)⊥P i = ω
(1)
P i = χ
(1)⊥
P i = 0. To simplify this derivation and making it as concise
as possible, we have already put ourselves in the situation in which no first order
scalar exists: ψ(1) = φ(1) = ϕ = 0, v(1) ||P = − τ3 ϕ = 0.
Using the results for the Einstein tensors listed in the Appendix E, the equations
needed to solve our variables are:
Energy constraint (00 Einstein equation):
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τ2
ψ(2)P(t) +
6
τ
φ′ (2)P(t) − ∇2φ (2)P(t) =
= − 6
τ2
δ(2)P(t) −
1
8
χ(1)T
′
i j χ
(1)T i j ′ +
1
2
χ(1)Ti j ∇2χ(1)T i j −
2
τ
χ(1)Ti j χ
(1)T i j ′ +
3
8
χ(1)Ti j,k χ
(1)T i j,k
− 1
4
χ(1)Ti j,k χ
(1)T ik, j;
(8.21)
Spatial derivative ofmomentum constraint (0i Einstein equation):
− 2
τ
∇2ψ(2)P(t) − ∇2φ′ (2)P(t) =
=
6
τ2
v(2) ,iP(t) i −
1
2
χ(1)Ti j,k χ
(1)T ik, j ′ +
1
4
χ(1)T
′
i j ∇2χ(1)T i j +
3
4
χ(1)T
′
i j,k χ
(1)T i j,k +
1
2
χ(1)Ti j ∇2χ(1)T i j
′
;
(8.22)
Trace of the ij Einstein equation:
6
τ
ψ′ (2)P(t) + ∇2ψ(2)P(t) + 3φ′′ (2)P(t) +
12
τ
φ′ (2)P(t) − ∇2φ (2)P(t) =
= −1
2
χ(1)Ti j ∇2χ(1)T i j +
3
8
χ(1)Ti j,k χ
(1)T i j,k − 1
4
χ(1)Ti j,k χ
(1)T ik, j − 5
8
χ(1)T
′
i j χ
(1)T i j ′;
(8.23)
Traceless part of the ij Einstein equation:
∇2∇2φ(2)P(t) − ∇2∇2ψ (2)P(t) =
= −∇2
[
1
2
χ(1)T
′
i j χ
(1)T i j ′ + χ(1)Ti j ∇2χ(1)T i j +
3
8
χ(1)Ti j,k χ
(1)T i j,k − 1
4
χ(1)Ti j,k χ
(1)T jk,i
]
+
3
4
χ(1)Ti j,k ∇2χ(1)T i j,k +
3
4
∇2χ(1)Ti j ∇2χ(1)T i j +
3
2
χ(1)T
′
i j,k χ
(1)T jk,i ′ +
3
2
χ(1)Ti j,k ∇2χ(1)T k j,i .
(8.24)
with this last equation deriving from the traceless construction of the ij Einstein
equation: δG(2) i, jj,i − ∇
2
3 δG
(2) i
i .
Two other useful relations come from the conservation of the stress-energy ten-
sor DµT µν = 0 [15], which, adapted to our case, become:
DµT
µ
0 = 0 :
δ′ (2)P(t) = 3φ
′ (2)
P(t) +
1
2
( χ(1)Ti j χ
(1)T i j)′ − v(2) ,iP(t) i ; (8.25)
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DµT
µ
i = 0:
v′ (2) ,iP(t) i = −
2
τ
v(2) ,iP(t) i − ∇2ψ (2)P(t) . (8.26)
Combining the definition of the second-order velocity perturbation in the Pois-
son gauge (equation (6.10), considering only terms generated by tensors) and the
expressions of the gauge parameters (D.1), we can find that:
v(2) ,iP(t) i = −∇2α(2)(t) , (8.27)
holding when we consider linear tensor modes only, neglecting all linear scalars.
T_hisway,wecanfindagain theexpression for thegauge transformationofψ (2)P(t) (D.2):
∇2ψ(2)P(t) = ∇2α′ (2)(t) +
2
τ
∇2α(2)(t) ,
fromwhich (8.19) is obtained.
To simplify our derivation and the comparison with what already found from the
comoving synchronous gauge, we can verify that the expressions for ψ (2)P(t), φ
(2)
P(t) al-
readyobtained (equations (8.19), (8.20)) satisfy the trace and tracelesspart of the ij
Einstein equations in the Poisson gauge (equations (8.23), (8.24)). T_hey are clearly
the solutionsweneed to obtain the expressions of v(2) ,iP(t) i and δ
(2)
P(t) (and to check they
agree with what already found by gauge transformation).
So, it can be verified that the relation (8.27) holds by deriving the expression for
6
τ
∇−2v(2) ,iP(t) i through themomentumconstraint in thePoissongauge (8.22) andequa-
tions (8.19), (8.20): we would obtain exactly 6
τ
∇−2v(2) ,iP(t) i= (8.18) = −6τ α(2)(t) , which is
the term coming from gauge transformation in the expression of δ(2)P(t).
T_hemost interestingexpression toobtain is theevolutionequation for the second-
order density contrast in this gauge. It can be obtained deriving in time the con-
tinuity equation (8.25) and replacing in it the equation (8.26) and the difference
between the 00 and the traced ij Einstein equations ( (8.21) - (8.23)):
δ′′ (2)P(t) +
2
τ
δ′ (2)P(t) −
6
τ2
δ(2)P(t) =
1
2
χ(1)T
′
i j χ
(1)T i j ′ − 6
τ
ψ′ (2)P(t) +
12
τ2
ψ(2)P(t) . (8.28)
It is straightforward to see that the first term in the source of the inhomoge-
neous equation (8.28) is the same as the source of the evolution equation found
in the synchronous gauge (8.9), while the other two terms depend on the choice
52
of gauge. In fact, it can be verified that they come from the gauge transformation
term −6
τ
α(2)(t) =
6
τ
∇−2v(2) ,iP(t) i :(
− 6
τ
α(2)(t)
)′′
+
2
τ
(
− 6
τ
α(2)(t)
)′
− 6
τ2
(
− 6
τ
α(2)(t)
)
= −6
τ
ψ′ (2)P(t) +
12
τ2
ψ(2)P(t) ,
where we have used also (8.26) to check that. Because of these additional gauge
terms, the evolution equation in the Poisson gauge appears to be less transparent
than the one found in the comoving synchronous gauge.
So, the expression (8.16) for δ(2)P(t) found by gauge transformation is the solution for
the evolution equation (8.28), as it could also be checked by actually solving it and
setting the right initial conditions (as already done before for the solution in the
comoving synchronous gauge):
δ(2)P(t) = c˜
δ
1(x)τ
2 + c˜δ2(x)τ
−3 +
τ2
5
∫ τ
0
1
2τ˜
χ(1)T
′
i j χ
(1)T i j ′dτ˜ +
τ2
5
(
− 6
τ2
ψ(2)P(t)
∣∣∣∣∣∣τ
0
+
1
5τ3
(
6τ3 ψ(2)P(t)
∣∣∣τ
0
− 1
5τ3
∫ τ
0
τ˜4
2
χ(1)T
′
i j χ
(1)T i j ′dτ˜ +
6
τ3
(
τ2∇−2v(2) ,iP(t) i
∣∣∣τ
0
=
=
τ2
10
∫ τ
0
1
τ˜
χ(1)T
′
i j χ
(1)T i j ′dτ˜ − 1
10τ3
∫ τ
0
τ˜4 χ(1)T
′
i j χ
(1)T i j ′dτ˜ +
6
τ
∇−2v(2) ,iP(t) i
− 3τ
2
5
(
− 5
3
c˜δ1 −
2
τ2
ψ(2)P(t)
∣∣∣∣∣∣
τ=0
− 1
5τ3
( − 5c˜δ2 + 6τ3 ψ(2)P(t) + 30∇−2v(2) ,iP(t) i ∣∣∣τ=0 =
=
τ2
10
∫ τ
0
1
τ˜
χ(1)T
′
i j χ
(1)T i j ′dτ˜ − 1
10τ3
∫ τ
0
τ˜4 χ(1)T
′
i j χ
(1)T i j ′dτ˜ +
6
τ
∇−2v(2) ,iP(t) i .
(8.29)
8.3 Time evolution of the second-order density contrast gener-
ated by tensors
Our final goal is to study the behaviour in time time of the second-order density
contrast, considering only the contribution from linear gravitational waves. We
want to see in particular whether it can grow in time and its possible growth rate.
It ismore useful to pass to the Fourier space (8.1) in this case, wherewe can isolate
the amplitudes χ(1)σ (k, τ) (8.2) from the polarization tensors and inside χ(1)σ (k, τ)
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we can work with the functions governing the time evolution of the linear gravi-
tational waves in the Einstein-de Sitter Universe:
χσ(k, τ) = Aσ(k)
(
3
j1(kτ)
kτ
)
, χ′σ(k, τ) = Aσ(k) 3
(
sin(kτ)
kτ2
− 3 j1(kτ)
kτ2
)
.
When passing to the Fourier space, we have to deal with the Fourier transform of
productsof functions. T_heprocedure canbe shownfora single term, likeχ(1)Ti j χ
(1)T i j:
χ(1)Ti j (x, τ)χ
(1)T i j(x, τ) =
=
∑
σ,σ′=+,×
∫
d3k1
(2pi)3
ei k1·x χ(1)σ (k1, τ) σi j(kˆ1)
∫
d3k2
(2pi)3
ei k2·x χ(1)σ′ (k2, τ) 
σ′ i j(kˆ2) =
=
∑
σ,σ′=+,×
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
ei k1·x χ(1)σ (k1, τ) σi j (kˆ1) ei k2·x χ
(1)
σ′ (k2, τ) 
σ′ i j(kˆ2) =
=
∑
σ,σ′=+,×
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
ei (k1+k2)·x χ(1)σ (k1, τ) σi j (kˆ1) χ
(1)
σ′ (k2, τ) 
σ′ i j(kˆ2)
and redefining the variables k = k1 + k2, k′ = k2, k1 = k − k′, we can rewrite it:
χ(1)Ti j χ
(1)T i j =
=
∫
d3k
(2pi)3
ei k·x
∑
σ,σ′=+,×
∫
d3k′
(2pi)3
χ(1)σ (k − k′, τ) χ(1)σ′ (k′, τ) σi j ( ˆk − k′) σ
′ i j(kˆ
′
) =
=
∫
d3k
(2pi)3
ei k·x
∑
σ,σ′=+,×
∫
d3k′
(2pi)3
σi j ( ˆk − k′) σ
′ i j(kˆ
′
)×
×
[
Aσ(k − k′) Aσ′(k′)
(
3 j1[|k − k′|τ]
|k − k′|τ
) (
3 j1(k′τ)
k′τ
)]
.
(8.30)
T_he Fourier transform of products of functions like χ(1)Ti j χ
(1)T i j gives the convolu-
tion of their Fourier transforms. A complete estimation of those products should
pass from the integral in the mute variable of the convolution k′, that in full gen-
erality should span from 0 to an arbitrarily big wavemode. In general, diver-
gencies corresponding to particular values of k′ (depending also on the choice
of the physical scale k) could appear, such that this integration should be per-
formed with infrared or ultraviolet cutoffs. Also, the expressions for the contrac-
tions of the polarization tensors should be found: they are functions of the angles
between the vectors ˆk − k′ and kˆ′, which would be integrated through ∫ d3k′ =
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∫ 2pi
0
dϕ
∫ pi
0
dθ
∫ k′max
k′min
dk′(k′)2sin θ.
To evaluate the evolution in time of the second-order density contrast we can re-
strict ourselves to the easiest expression (the one in the comoving synchronous
gauge, where we have no additional gauge term) and we can perform the com-
plete procedure described before. Passing to the Fourier space, δ(2)S(t) becomes:
δ(2)S(t)(k, τ) =
∑
σ,σ′=+,×
∫
d3k′
(2pi)3
σi j ( ˆk − k′) σ
′ i j(kˆ
′
) Aσ(k − k′) Aσ′(k′)×
×
[
τ2
10
∫ τ
0
dτ˜
τ˜
(
3
j1[|k − k′|τ]
|k − k′|τ
)′(
3
j1(k′τ)
k′τ
)′
− 1
10τ3
∫ τ
0
dτ˜ τ˜4
(
3
j1[|k − k′|τ]
|k − k′|τ
)′(
3
j1(k′τ)
k′τ
)′]
.
(8.31)
Afirst thing tonotice is that a validperturbation, also at second-order, should sat-
isfy 〈δ(2)S(t)(k, τ)〉 = 0, so we should consider δ(2)S(t)(k, τ)−〈δ(2)S(t)(k, τ)〉 instead of (8.31).
In the Fourier space, the mean value corresponds to 〈δ(2)S(t)(k, τ)〉 = δ(2)S(t)(k = 0, τ):
the problem can be simplified considering only the modes with k , 0, such that
the previous expression can already represent a perturbation.
We can assume that the amplitudes of linear gravitational waves have a power-
law dependence on k, as predicted by inflation: Aσ(k) = Aσ(k∗)
( k
k∗
)nT, where k∗
would be a particular scale. As a further, simplifying assumption, we can take
this amplitude to be exactly scale-invariant (as nT would be very small) and equal
for the two polarizations, such that Aσ(k − k′) = Aσ′(k′) = A(k∗). Of course,
we have not measured this amplitude yet, so, we are going to factor that out and
consider eventually
δ(2)S(t)
A2(k∗)
.
Before performing the integration in k′, one has to obtain the expression for∑
σ,σ′=+,×
σi j ( ˆk − k′) σ
′ i j(kˆ
′
).
To do that, we recall the definitions of those polarization tensors (8.5), that de-
pend on combinations of unit vectors orthogonal to the wavevector in their argu-
ment. So, we assume k oriented along the z-axis and kˆ
′
with generic angles with
respect to it:
kˆ
′
= cosϕ sin θ xˆ + sinϕ sin θ yˆ + cos θ zˆ ,
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such that ˆk − k′ has components:
ˆk − k′ = −k
′cosϕ sin θ xˆ − k′sinϕ sin θ yˆ + (k − k′cos θ) zˆ√
k2 + (k′)2 − 2kk′cos θ
.
T_he unit vectors orthogonal to ˆk − k′ are:
uˆ = (sinϕ,−cosϕ, 0) ;
vˆ =
(
cosϕ cos θ, sinϕ cos θ,
k′cos θ sin θ
k − k′cos θ
)
;
(8.32)
while the ones orthogonal to kˆ
′
are:
mˆ = (sinϕ,−cosϕ, 0) ;
nˆ = (cosϕ cos θ, sinϕ cos θ,−sin θ) . (8.33)
From that, one can compute the polarization tensors for both ˆk − k′ and kˆ′:
×i j ( ˆk − k′) = uˆivˆ j + uˆ jvˆi =
=

2 cos θ cosϕ sinϕ cos θ (sin2ϕ − cos2ϕ) k′cos θ sin θ sinϕk−k′cos θ
cos θ (sin2ϕ − cos2ϕ) −2 cos θ cosϕ sinϕ − k′cos θ sin θ cosϕk−k′cos θ
k′cos θ sin θ sinϕ
k−k′cos θ − k
′cos θ sin θ cosϕ
k−k′cos θ 0
 ;
+i j ( ˆk − k′) = uˆiuˆ j − vˆivˆ j =
=

−cos2θ cos2ϕ + sin2ϕ −cosϕ sinϕ (1 + cos2θ) − k′cos2θ sin θ cosϕk−k′cos θ
−cosϕ sinϕ (1 + cos2θ) cos2ϕ − cos2θ sin2ϕ − k′cos2θ sin θ sinϕk−k′cos θ
− k′cos2θ sin θ cosϕk−k′cos θ − k
′cos2θ sin θ sinϕ
k−k′cos θ − (k
′)2cos2θ sin2θ
(k−k′cos θ)2
 ;
×i j (kˆ
′
) = mˆinˆ j + mˆ jnˆi =
=
 2 cos θ cosϕ sinϕ cos θ (sin
2ϕ − cos2ϕ) −sin θ sinϕ
cos θ (sin2ϕ − cos2ϕ) −2 cos θ cosϕ sinϕ sin θ cosϕ
−sin θ sinϕ sin θ cosϕ 0
 ;
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+i j (kˆ
′
) = mˆimˆ j − nˆinˆ j =
=
 −cos
2θ cos2ϕ + sin2ϕ −cosϕ sinϕ (1 + cos2θ) cos θ sin θ cosϕ
−cosϕ sinϕ (1 + cos2θ) cos2ϕ − cos2θ sin2ϕ cos θ sin θ sinϕ
cos θ sin θ cosϕ cos θ sin θ sinϕ −sin2θ
 ,
from which the sum
∑
σ,σ′=+,× σi j (
ˆk − k′) σ′ i j(kˆ′) = [2k′ cos θ− 12 k(3+cos (2θ))]2(k−k′cos θ)2 can be
evaluated .
Plugging everything into (8.31):
δ(2)S(t)(k, τ) = A
2(k∗)
∫ 2pi
0
dϕ
∫ pi
0
dθ
∫ k′max
k′min
dk′
(2pi)3
(k′)2sin θ
[2k′ cos θ − 12 k(3 + cos (2θ))]2
(k − k′cos θ)2 ×
×
[
τ2
10
∫ τ
0
dτ˜
τ˜
(
3
j1[|k − k′|τ]
|k − k′|τ
)′(
3
j1(k′τ)
k′τ
)′
− 1
10τ3
∫ τ
0
dτ˜ τ˜4
(
3
j1[|k − k′|τ]
|k − k′|τ
)′(
3
j1(k′τ)
k′τ
)′]
,
(8.34)
which is now complicated by the cos θ dependence in themodulus |k−k′|, present
in our functions of time.
To avoid this dependence and have a first estimate of this effect, we can make a
further, simplifying assumption: we can assume a toy model in which gravita-
tional waves propagate in just one direction. T_his way, k and k′ would propagate
along the same line, such that |k − k′| = |k − k′|, the 3-dim integral in k′ would
collapse in a 1-dim one: ∫
d3k′
(2pi)3
−→
∫ k¯′
−k¯′
dk′
(2pi)
,
and the contraction of the polarization tensors, according to (8.3), would become:∑
σ,σ′=+,×
σi j ( ˆk − k′) σ
′ i j(kˆ
′
) =
[2k′ cos θ − 12 k(3 + cos (2θ))]2
(k − k′cos θ)2 −→θ→0 4.
T_he new, simplified version of δ(2)S(t)(k, τ) reads:
δ(2)S(t)(k, τ) = 4 A
2(k∗)
∫ k¯′
−k¯′
dk′
(2pi)
×
×
[
τ2
10
∫ τ
0
dτ˜
τ˜
(
3
j1[(k − k′)τ]
(k − k′)τ
)′(
3
j1(k′τ)
k′τ
)′
− 1
10τ3
∫ τ
0
dτ˜ τ˜4
(
3
j1[(k − k′)τ]
(k − k′)τ
)′(
3
j1(k′τ)
k′τ
)′]
.
(8.35)
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T_his can be integrated numerically in Python (Appendix F), choosing an integra-
tionwindowfor k′ (which, inprinciple, shouldbe from-∞ to∞), a particular scale
k and evaluating the whole expression up to a certain τ. We set k¯′ not too big, not
to make the program computationally heavy. T_he same also for τ: we consider
only the interval τ = [0 − 2], which should anyway be enough to present the evo-
lution of δ(2)S(t).
T_heresults of this integrationprocedureare shown in the followingFigures: Fig. (5)
and Fig. (6) show the trend for the integrals in the first and second term, respec-
tively, and thewhole terms themselves; Fig. (7) shows δ(2)S(t), compared in particular
with a generic function ∝ τ2.
Figure 5: T_his Figure shows on the left the plot of the integral in the first term of
δ(2)S(t): int1 =
∫ k¯′
−k¯′
dk′
(2pi) 4
dτ˜
τ˜
(
3 j1[(k−k
′)τ]
(k−k′)τ
)′(3 j1(k′τ)k′τ )′, on the right, the complete first term
τ2
∫ k¯′
−k¯′
dk′
(2pi) 4
∫ τ
0
dτ˜
τ˜
(
3 j1[(k−k
′)τ]
(k−k′)τ
)′(3 j1(k′τ)k′τ )′. In the integration procedure, we have chosen
k¯′ = 10 and k = 10; also the time window is quite small, but enough to appreciate the
behaviour of our expressions. If we consider a dimensional scale factor, we can assume
dimensionless comoving coordinates and conformal time.
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Figure 6:T_his Figure shows on the left the plot of the integral in the second term of δ(2)S(t):
int2 =
∫ k¯′
−k¯′
dk′
(2pi) 4
∫ τ
0 dτ˜ τ˜
4 (3 j1[(k−k′)τ](k−k′)τ )′(3 j1(k′τ)k′τ )′, on the right, the (module of the) complete
second term 1
τ3
∫ k¯′
−k¯′
dk′
(2pi) 4
∫ τ
0 dτ˜ τ˜
4 (3 j1[(k−k′)τ](k−k′)τ )′(3 j1(k′τ)k′τ )′. We have the same choice of pa-
rameters as before: k¯′ = 10, k = 10 and τ from 0 to 2.
Figure 7:T_hisFigure shows the behaviour of δ(2)S(t) (in green), comparedwith a simple func-
tion∝ τ2 (in red). For this particular choice of k and of integration window for k′, our re-
sult appears to have a growth higher than τ2, provided by the contribution of the integral
1 (Fig. (6)). In particular, as we have not measured the amplitude of linear gravitational
waves yet, we have estimated the fractional quantity
δ(2)S(t)
A2(k∗)
. We have the same choice of
parameters as before: k¯′ = 10, k = 10 and τ from 0 to 2.
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It is not straightforward to always have a density contrast growing with a rate
higher than τ2: this will depend on the integration in k′ (so, on the extremes of
integration chosen) and on the choice of k, as well. For some scales k, the integral
in thefirst termappears to benegative, representing anunderdensity. T_his canbe
explained by the presence of k in oscillating functions, resulting in an oscillating
dependence not only on time, but also on the scale itself. T_his eventually results
in perturbations highly suppressed for those particular scales.
Of course, the simplifying assumption of gravitational waves propagating in just
one direction could have oversimplified our estimation andmade the growth rate
too strong. In any case, there should anyway be a growth in time.
We can also quickly discuss the evolution of the second-order gravitational po-
tentials in the Poisson gauge ψ(2)P(t), φ
(2)
P(t). T_heir most relevant term is:
ψ(2)P(t), φ
(2)
P(t) ∝
6
τ2
∇−2
(
3φ(2)S(t) +
1
2
(
χ(1)Ti j χ
(1)Ti j − χ(1)T0i j χ(1)Ti j0
))
=
6
τ2
∇−2δ(2)S(t)
which means that, even though they are affected by a factor τ−2, they could still
grow in time if the integral in the first term of δ(2)S(t) is increasing in time. T_he other
terms in the expressions ofψ(2)P(t), φ
(2)
P(t) are all decreasing functions of τ and they are
not integrated, so they would give no relevant contribution at late times.
T_he presence of the inverse laplacian ∇−2 provides a factor k−2, making the con-
tribution of the smallest scales (highest k) the most negligible.
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9 Conclusions
In this work the second-order cosmological perturbations have been studied in
the context of a matter dominated Universe, with perfect irrotational fluid and
in two gauges. In general, one or more of these approximations can be dropped,
considering theeffect of a cosmological constant (like in [5,6,19]), ofnon-irrotational
fluids or more than one fluid (e.g. [15]). Of course, the same procedure can be re-
peated also for different phases, like a radiation-dominated phase: this would be
necessary to extrapolate results about observable quantities, that would have to
experience this phase before entering the matter-dominated one.
Also, we have arbitrarily neglected the first-order scalars in the source terms of
our second-order expressions, to simplifyourderivationand tohighlight thepure
tensor contribution. Of course, this way we have neglected also themixed scalar-
tensor terms in the source of the second-order quantities, which could provide
other modes.
Considering only tensor modes is interesting also in the perspective of a differ-
entmodel of the earlyUniverse, where there is no substantial production of scalar
perturbations. T_hose could be subdominant with respect to the tensor ones and
more relevant scalars would be produced at second-order. T_hose second-order
scalar perturbations sourced by tensors could in principle undergo gravitational
instability, for what we have seen; of course, they would not be the main seeds
of the structures that we observe. In fact, second-order perturbations provide
a source of non-Gaussianity that would not agree with the observed statistics of
density perturbations, which is almost Gaussian.
Models where the inflaton field does not provide the scalar perturbations that we
observe already exist: for example, in the curvaton scenario [9, 14] the curvature
perturbations are not produced by the inflaton field, but by another light scalar
field, whose energy density is subdominant during inflation. T_he perturbations
from the curvaton become then adiabatic when it decays into radiationmuch af-
ter the end of inflation.
Sticking to the classic scenario described in section 2, the approximations we
have assumed could allow a description of an early matter-dominated era after
inflation, like reheating, where the effects of a cosmological constant would not
be that important. T_he perturbations produced from inflation would then enter
the horizon after its end, which would be indicated by our initial condition τ = 0
(while the inflation would conventionally start from τ = −∞). Also the approxi-
mation of negligible linear vector perturbations is fine, as they are not produced
during an inflation driven by scalar fields (and anyway, they would decay in time
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once produced).
If one would consider the production during the "classical" matter-dominated
phase, onehas toaccount for thepassage through thepreceding radiation-dominated
one, so the initial conditions should be adjusted to have a smooth passage from
one phase to another.
Our choice of the initial conditions for the expressions of the second-order den-
sity contrast has been dictated more by the necessity of having a "clean", simple
expression, which would highlight more the dependence on the first two terms
than on other constants coming from the initial time. Of course, it is straightfor-
ward to set these constants different from zero (in (8.10)), to set the initial condi-
tions e.g. also for the derivatives of our expressions.
Of course, studying the propagation of second-order perturbations produced by
tensor modes could be important only in the case in which they can effectively
grow in time and become non-negligible in the passage from one era to another.
As we have seen in the last section, it can be possible to have a growth rate for the
second-order density contrast which is even higher than a trend∝ τ2. T_his is due
to the fact that the growing mode ∝ τ2 is multiplied by an integral which is an
increasing function of τ. So, the growth rate would be higher that the one of the
classical, linear scalar perturbations, which is ∝ τ2 ∝ t2/3 in a matter-dominated
Universe. Actually, from Figure (7), it seems to be even higher than the time de-
pendence of the part of δ(2) generated by linear scalars, which grows like ∝ τ4.
T_his is true at least for the very small time window that we have considered, for
our particular choice of parameters and of integration in k′ (the mute variable of
the convolution in Fourier space). We expect this to change, even only for the de-
pendence on k of the oscillating functions that are integrated: for some different
choice of k (we have verified that for k = 100) the integral in that growing mode
is negative, so δ(2)S(t) stays negative and becomes smaller and smaller. T_his would
indicate that, for this particular scale, the density perturbations would represent
underdensities.
Some changes are expected also by the choice of a different UV cutoff for the in-
tegration in k′.
What we have actually plotted in the previous section is
δ(2)S(t)
A2(k∗)
, to reabsorb the still
unknown amplitudes of the first-order gravitational waves. To factor them out,
we have made the simplifying assumption of a perfectly scale-invariant power
spectrum of gravitational waves (which would anyway be not so far from what
predicted by inflation) and of equal amplitudes for the two polarization modes.
T_he amplitude squared would provide a very small factor to the expression of
δ(2)S(t): not only because we are considering small perturbations at second-order,
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but mostly because even at linear order the amplitude of tensor modes would be
much smaller than the one of scalars. In fact, assuming that the consistency re-
lation holds, the tensor-to-scalar ratio is estimated to be r < 0.06 [18], providing
an amplitude for the tensor power spectrum ∆T ' A2(k∗) < 1.2 × 10−10.
Only futureobservations couldhave the sensitivity toprobe thecosmological back-
ground of gravitational waves, maybe also through the second-order effects they
can induce.
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Appendix A
Evolution equations for second-order perturbations
T_he second-order Raychaudhuri equation:
φ(2)S
′′ +
2
τ
φ(2)S
′ − 6
τ2
φ(2)S =
= −1
6
γ
(1) i j
S
′
(
γ(1)S i j
′ − 4
τ
γ(1)S i j
)
+
1
6
[2γ(1) i jS (2γ
(1) k
S i, jk − ∇2γ(1)S i j − γ(1) kS k,i j) − γ(1) kS k (γ(1) i jS ,i j − ∇2γ(1) iS i )]
− 2
τ2
[
− 1
4
(γ(1) iS i − γ(1) iS0 i )2 −
1
2
(γ(1) i jS γ
(1)
S i j − γ(1) i jS0 γ(1)S0 i j) + δ0(γ(1) iS i − γ(1) iS0 i )
]
;
(A.1)
Energy constraint:
2
τ
φ(2)
′
S −
1
3
∇2φ(2)S +
6
τ2
φ(2)S −
1
12
χ
(2) i j
S ,i j =
= − 2
3τ
γ
(1) i j
S γ
(1) ′
S i j −
1
24
(γ(1) i j
′
S γ
(1) ′
S i j − γ(1) i
′
S i γ
(1) j ′
S j ) +
1
6
[
γ
(1) i j
S (−2γ(1) kS i, jk + ∇2γ(1)S i j + γ(1) kS k,i j)
+ γ(1) kiS ,k (γ
(1) i
S j,i − γ(1) iS i, j) +
3
4
γ
(1) i j
S ,k γ
(1) ,k
S i j −
1
2
γ
(1) i j
S ,k γ
(1) k
S i, j −
1
4
γ(1) i,kS i γ
(1) j
S j,k
]
+
2
τ2
[
− 1
4
(γ(1) iS i − γ(1) iS0 i )2 −
1
2
(γ(1) i jS γ
(1)
S i j − γ(1) i jS0 γ(1)S0 i j) + δ0(γ(1) iS i − γ(1) iS0 i )
]
;
(A.2)
Momentum constraint:
2φ(2)
′
S, j +
1
2
χ(2) i
′
S j,i = γ
(1) ik
S (γ
(1) ′
S k j,i−γ(1)
′
S ik, j)+γ
(1) ik
S,i γ
(1) ′
S k j −
1
2
γ(1) ikS, j γ
(1) ′
S ki −
1
2
γ(1) iS i,kγ
(1)k ′
S j ; (A.3)
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Evolution equation:
−
(
φ(2)
′′
S +
4
τ
φ(2)
′
S
)
δij +
1
2
(
χ(2) i
′′
S j +
4
τ
χ(2) i
′
S j
)
+ φ(2) ,iS, j −
1
4
χ(2) ,klS kl δ
i
j +
1
2
χ(2) kiS ,k j +
1
2
χ(2) k,iS j,k
− 1
2
∇2χ(2) iS j =
= γ(1) ik
′
S γ
(1) ′
S k j −
1
2
γ(1) k
′
S k γ
(1) i ′
S j +
1
8
[(γ(1) k
′
S k )
2 − γ(1) k ′S l γ(1) l
′
S k ]δ
i
j −
1
2
[
− γ(1) iS j (γ(1) k,lS l,k − ∇2γ(1) kS k )
+ 2γ(1) klS (γ
(1) i
S j,kl + γ
(1) ,i
S kl, j − γ(1) iS l, jk − γ(1) ,iS l j,k) + 2γ(1) klS,k (γ(1) iS j,l − γ(1) iS l, j − γ(1) ,iS jl ) + 2γ(1) kiS ,l γ(1) ,lS k j
− 2γ(1) kiS ,l γ(1) lS j,k + γ(1) klS , j γ(1) ,iS kl + γ(1) lS l,k(γ(1) kiS , j + γ(1) k,iS j − γ(1) i,kS j )
− γ(1) klS (∇2γ(1)S kl + γ(1)mSm,kl − 2γ(1)mS k,ml)δij − γ(1) klS,l (γ(1)mSm,k − 2γ(1)mS k,m)δij −
3
4
γ(1) klS ,m γ
(1) ,m
S kl δ
i
j
+
1
2
γ(1) klS ,m γ
(1)m
S k,l δ
i
j +
1
4
γ(1) k,mS k γ
(1) l
S l,mδ
i
j
]
.
(A.4)
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Appendix B
Equations for second-orderperturbationsarising from linear ten-
sormodes
T_hose equations present the part of the equations in Appendix A involving com-
binations of first-order tensor modes. T_hey can be used to derive the parts of
second-order metric perturbations generated by linear tensor modes. T_he calcu-
lations are still performed in synchronous and comoving gauge, in anEinstein-de
Sitter Universe.
Raychaudhuri equation:
φ(2)
′′
S(t) +
2
τ
φ(2)
′
S(t) −
6
τ2
φ(2)S(t) =
τ2
9
ϕ ,i j ∇2 χ(1)Ti j −
1
6
χ(1)T
′
i j χ
(1)T i j ′ +
2
3τ
χ(1)Ti j χ
(1)T i j ′
− 1
3
χ(1)T i j ∇2 χ(1)Ti j +
1
τ2
(χ(1)Ti j χ
(1)T i j − χ(1)T0 i j χ(1)T i j0 ) ≡ Q(x, τ).
(B.1)
Energy constraint:
2
τ
φ(2)
′
S(t) −
1
3
∇2φ(2)S(t) +
6
τ2
φ(2)S(t) −
1
12
χ
(2) i j
S(t) ,i j =
=
5τ
18
χ(1)T i j
′
ϕ ,i j +
5
9
χ(1)T i j ϕ ,i j − τ
2
18
∇2 χ(1)T i j ϕ ,i j − τ
2
36
χ(1)T i j,k ϕ ,i jk − 124χ
(1)T ′
i j χ
(1)T i j ′
− 2
3τ
χ(1)Ti j χ
(1)T i j ′ +
1
6
χ(1)T i j ∇2 χ(1)Ti j +
1
8
χ(1)T i j,k χ(1)Ti j,k −
1
12
χ(1)T i j,k χ(1)Tk j,i
− 1
τ2
(χ(1)Ti j χ
(1)T i j − χ(1)T0 i j χ(1)T i j0 ).
(B.2)
Momentum constraint:
2φ(2)
′
S(t), j +
1
2
χ(2) i
′
S(t) j,i =
τ2
3
[
(χ(1)T ik
′
, j − χ(1)T k,i
′
j )ϕ,ik +
1
2
χ(1)T ik
′
ϕ,i jk − 12 χ
(1)T k ′
j ∇2ϕ,k
]
+
τ
3
χ(1)T ik, j ϕ,ik +
5
3
χ(1)T i
′
j ϕ,i + χ
(1)T ik(χ(1)T
′
k j,i − χ(1)T
′
ki, j ) −
1
2
χ(1)T ik
′
χ(1)Tik, j .
(B.3)
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Evolution equation:
−
(
φ(2)
′′
S(t) +
4
τ
φ(2)
′
S(t)
)
δij +
1
2
(
χ(2) i
′′
S(t) j +
4
τ
χ(2) i
′
S(t) j
)
+ φ(2) ,iS(t), j −
1
4
χ(2) ,klS(t) klδ
i
j +
1
2
χ(2) kiS(t) ,k j
+
1
2
χ(2) k,iS(t) j,k −
1
2
∇2χ(2) iS(t) j =
= − 2τ
3
χ(1)T
′
k j ϕ
,ik − 2τ
3
χ(1)T ik
′
ϕ ,k j +
τ
3
χ(1)T ij ∇2ϕ +
τ
6
χ(1)T kl
′
ϕ ,kl δ
i
j +
10
3
χ(1)T ij ∇2ϕ
+
25
3
χ(1)T kl ϕ ,kl δ
i
j −
10
3
χ(1)T ik ϕ ,k j − 103 χ
(1)T
k j ϕ
,ik +
10
3
∇2 χ(1)T ij ϕ
+
τ2
3
(χ(1)T i,klj + χ
(1)T kl,i
, j − χ(1)T k,ilj − χ(1)T ki,l, j )ϕ,lk + (χ(1)T i,kj + χ(1)T ki, j − χ(1)T k,ij )
(
5
3
ϕ,k +
τ2
6
∇2 ϕ,k
)
+
τ2
6
(χ(1)T kl,i ϕ,lk j + χ
(1)T kl
, j ϕ
,i
,lk − ∇2 χ(1)T kl ϕ ,kl δij) −
τ2
12
χ(1)T kl,m ϕ ,klmδ
i
j + χ
(1)T ′
k j χ
(1)T ik ′
− 1
8
χ(1)T
′
kl χ
(1)T lk ′ δij + χ
(1)T ik
,l (χ
(1)T l
j,k − χ(1)T ,lk j ) −
1
2
χ(1)T kl, j χ
(1)T ,i
kl −
1
4
χ(1)T km,l χ
(1)T l
m,k δ
i
j
+
1
2
χ(1)T kl∇2 χ(1)Tlk δij +
3
8
χ(1)T km,l χ
(1)T ,l
km δ
i
j + χ
(1)T kl(χ(1)T ik, jl + χ
(1)T ,i
k j,l − χ(1)T ij,kl − χ(1)T ,ikl, j ).
(B.4)
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Appendix C
From the synchronous to the Poisson gauge
We express themost general equations (3.17) and (3.18) for gauge transformation
referring to the particular case of themetric, the density perturbation and the ve-
locity perturbation, in both first- and second-order case.
C.1 First-order transformations
T_he first-order transformation for the metric is:
δg˜µν = δgµν + Lξ(1)g
(0)
µν , (C.1)
from which we obtain, in each perturbation and from synchronous to Poisson
gauge:
Lapse perturbation:
ψ(1)P = α
(1) ′ +
a′
a
α(1), (C.2)
Shift perturbation, scalar:
α(1) = β(1)
′
, (C.3)
Shift perturbation, vector:
ω(1)P i = d
(1) ′
i , (C.4)
Spatial metric, trace:
φ(1)P = φ
(1)
S −
1
3
∇2β(1) − a
′
a
α(1), (C.5)
Spatial metric, traceless:
Di j ( χ(1) ||S + 2 β
(1)) = 0, (C.6)
χ(1)⊥S (i, j) + d
(1)
(i, j) = 0, (C.7)
χ(1) TP i j = χ
(1) T
S i j . (C.8)
For a scalar like the energy density, we would have:
δρ˜ = δρ + Lξ(1)ρ(0) −→ δρ˜ = δρ + ρ′(0) α(1). (C.9)
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T_he density perturbation is defined as δ = ρ−ρ(0)
ρ(0)
=
δ(1)ρ+ 12 δ
(2)ρ+...
ρ(0)
= δ(1) + 12δ
(2) + ... ,
so the first-order term is δ(1) = δ
(1)ρ
ρ(0)
and its gauge transformation becomes:
δ(1)P = δ
(1)
S +
ρ′(0)
ρ(0)
α(1). (C.10)
For the four-velocity we have:
δu˜ µ = δu µ + Lξ(1)u
µ
(0), (C.11)
and dividing between time and space components:
v˜(1) 0P = −α(1)
′ − a
′
a
α(1), (C.12)
v˜(1) iP = −β
′ ,i
(1) − d i
′
(1). (C.13)
As we are in the irrotational case, χ(1)⊥S i = v
(1)⊥
i = 0, so d
(1)
i = ω
(1)
P i = χ
(1)⊥
P i = 0.
C.2 Second-order transformartions
T_he second-order transformation for the metric is:
δ2g˜µν = δ2gµν + 2Lξ(1)δgµν + L
2
ξ(1)
g(0)µν + Lξ(2)g
(0)
µν . (C.14)
Using the results of the first-order case, like equation (C.3) and d (1)i = 0, we ob-
tain for each perturbation:
Lapse perturbation:
ψ(2)P = β
′
(1)
[
β′′′(1)+5
a′
a
β′′(1)+
(
a′′
a
+
a
′ 2
a2
)
β′(1)
]
+β,i(1)
(
β(1)
′′
, i +
a′
a
β(1)
′
, i
)
+2 β
′′2
(1)+α
(2) ′+
a′
a
α(2),
(C.15)
Shift perturbation, vector:
ω(2)P i = −2
(
2φ(1)S +β
′′
(1)−
2
3
∇2 β(1)
)
β(1)
′
, i −2 β(1)
′
, j β
(1) , j
, i +2 χ
(1) T
i j β
′ , i
(1)−α(2), i +β(2)
′
, i +d
(2) ′
i ,
(C.16)
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Spatial metric, trace:
φ(2)P = φ
(2)
S + β
′
(1)
[
2
(
φ(1)
′
S + 2
a′
a
φ(1)S
)
−
(
a′′
a
+
a
′ 2
a2
)
β′(1) −
a′
a
β′′(1)
]
− 1
3
(
− 4 φ(1)S + β′(1)∂0 + β, i(1)∂i + 4
a′
a
β′(1) +
4
3
∇2β(1)
)
∇2β(1)
+ β , i(1)
(
2 φ(1)S ,i −
a′
a
β(1)
′
,i
)
+
2
3
β
, i j
(1) β
(1)
, i j −
2
3
χ(1) Ti j β
,i j
(1) −
1
3
∇2β(2) − a
′
a
α(2),
(C.17)
Spatial metric, traceless:
χ(2)P i j = χ
(2)
S i j + 2
(
− 4 φ(1)S − β′(1)∂0 − β , k(1)∂k +
4
3
∇2β(1)
)
Di j β(1) − 4
(
β(1), ik β
,k
(1) , j −
1
3
δi j β
,lk
(1) β
(1)
,lk
)
+ 2
(
χ(1) T
′
i j + 2
a′
a
χ(1) Ti j
)
β′(1) + 2 χ
(1) T
i j,k β
,k
(1) + 2 χ
(1) T
ik β
,k
(1) , j + 2 χ
(1) T
jk β
,k
(1) ,i −
4
3
χ(1) Tlk β
,lk
(1) δi j
+ 2 (d(2)(i, j) + Di j β
(2)).
(C.18)
T_hen, the general second-order gauge transformation for the energy density is:
δ(2)ρ˜ = δ(2)ρ + 2Lξ(1)δρ + (L
2
ξ(1)
+ Lξ(2))ρ
(0). (C.19)
fromwhich we derive:
δ(2)ρ˜ = δ(2)ρ + ρ′(0)α(2) + ρ
′′
(0)α
2
(1) + ρ
′
(0)α(1)α
′
(1) + 2δρ
′α(1) + β,i(1)ρ
′
(0)α(1) ,i + 2β
,i
(1)δρ,i,
(C.20)
and substituting the expression for δ(2)ρwith respect to the second-order density
contrast δ(2)ρ = ρ(0) · δ(2), we obtain:
δ(2)P = δ
(2)
S +
ρ′(0)
ρ(0)
α(2)+
ρ′′(0)
ρ(0)
α2(1)+
ρ′(0)
ρ(0)
α(1)α
′
(1)+2δ
(1) ′α(1)+2
ρ′(0)
ρ(0)
δ(1)α(1)+β
,i
(1)
ρ′(0)
ρ(0)
α(1) ,i+2β ,i(1)δ
(1)
,i .
(C.21)
T_he general transformation for the four-velocity at second-order is:
δ2u˜µ = δ2uµ + 2Lξ(1)δu
µ + (L2ξ(1) + Lξ(2))u
µ
(0). (C.22)
and dividing between time and space components, from comoving synchronous
to Poisson gauge:
v0P(2) = −
a′
a
α(2)−α′(2)+β′(1)
[ (
2
a
′2
a
−a
′′
a
)
β′(1)+
a′
a
β′′(1)−β′′′(1)
]
−β,i(1)
(
a′
a
β′(1) ,i+β
′′
(1) ,i
)
+β
′′2
(1)+β
′
(1) ,i β
′ ,i
(1),
(C.23)
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viP(2) = −β
′ ,i
(2) − d
′ i
(2) + β
′
(1)
[
2
a
a
β
′ ,i
(1) − β
′′ ,i
(1)
]
+ β
′ ,i
(1) β
′′
(1). (C.24)
Equations (C.15) - (C.18) couple the second-ordermetricperturbations in thePois-
son gauge and the second-order parameters of the gauge transformationα(2), β(2)
andd(2)i . We canobtain expressions for those parameters using the following con-
ditions:
the conditions ∂i χ(2)P i j = 0, ∂
i ∂ j χ(2)P i j = 0 and ∂
i d(1)i = 0 with equation (C.18), to
get:
∇2∇2β(2) = −3
4
χ
(2) ,i j
S i j + 6 φ
(1) ,i j
S β
(1)
,i j − 2∇2 φ(1)S ∇2 β(1) + 8φ(1) ,iS ∇2 β(1),i + 4 φ(1)S ∇2∇2 β(1)
+ 4∇2 β(1), i j β ,i j(1) −
1
6
∇2 β(1), i ∇2 β,i(1) +
5
2
β
,i jk
(1) β
(1)
,i jk −
2
3
∇2 β(1)∇2∇2 β(1) + 3
2
β(1)
′
, i j β
,i j ′
(1)
− 1
2
∇2 β′(1)∇2 β′(1) + 2 β,i
′
(1)∇2 β(1)
′
, i + β
(1) ′∇2∇2 β(1) ′ + β(1),i ∇2∇2 β ,i(1)
− 3
2
(
χ(1) T
′
i j + 2
a′
a
χ(1) Ti j
)
β
′,i j
(1) −
5
2
χ(1) Ti j,k β
,i jk
(1) − 2 χ(1) Ti j ∇2 β ,i j(1) + ∇2 χ(1) Ti j β ,i j(1);
(C.25)
the condition ∂i χ(2)P i j = 0 and the expression found for β(2), to get:
∇2 d(2)i = −
4
3
∇2β(2),i − χ(2) , jS i j + 8 φ(1) , jS Di j β(1) +
16
3
φ(1)S ∇2 β(1),i +
2
3
β(1),i j ∇2 β(1) , j +
10
3
β(1), i jk β
, jk
(1)
− 8
9
∇2 β(1), i ∇2 β(1) + 2 β, j
′
(1) Di j β
(1) ′ +
4
3
β(1)
′∇2 β(1) ′,i +
4
3
β(1) , j∇2 β(1),i j − 4 χ(1) Ti j,k β , jk(1)
− 2
(
χ(1) T
′
i j + 2
a′
a
χ(1) Ti j
)
β
′, j
(1) −
2
3
χ(1) Tik β
, jk
(1) ,i − 2 χ(1) Ti j ∇2 β , j(1) +
4
3
χ(1) Tjk,i β
, jk
(1) ;
(C.26)
the condition ∂i ω(2)P i = 0 and the expression for β(2), to get:
∇2 α(2) = ∇2β(2) ′ − 2
(
2 φ(1) ,iS + β
′′ ,i
(1) +
1
3
∇2 β,i(1)
)
β(1)
′
,i − 2 β(1)
′
,i j β
(1) ,i j
− 2
(
2 φ(1)S + β
′′
(1) −
2
3
∇2 β(1)
)
∇2 β(1) ′ + 2 χ(1) Ti j β
′,i j
(1) .
(C.27)
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Appendix D
Second-order parameters and perturbations generated by tensor
modes
First, we consider the second-order gauge parameters generated by first-order
tensor modes. T_hey can be obtained from equations (C.25) - (C.27), replacing the
first-order gauge parameters:
∇2∇2β(2)(t) = −
3
4
χ
(2) ,i j
S(t) i j −
τ
2
(
χ(1) T
′
i j +
4
τ
χ(1) Ti j
)
ϕ ,i j − 5τ
2
12
χ(1) Ti j,k ϕ
,i jk − τ
2
3
χ(1) Ti j ∇2 ϕ ,i j
+
τ2
6
∇2 χ(1) Ti j ϕ ,i j,
∇2 d(2)(t) i = −
4
3
∇2β(2)(t),i − χ(2) jS(t) i, j −
2τ
3
(
χ(1) T
′
i j +
4
τ
χ(1) Ti j
)
ϕ , j +
2τ2
3
χ(1) Ti j,k ϕ
, jk
− τ
2
3
χ(1) Ti j ∇2 ϕ , j −
τ2
9
χ(1) Tjk ϕ
, jk
,i +
2τ2
9
χ(1) Tjk,i ϕ
, jk,
∇2 α(2)(t) = ∇2β(2)
′
(t) +
2τ
3
χ(1) Ti j ϕ
,i j.
(D.1)
From equations (C.15) - (C.18) we obtain the expressions for the second-order
metric perturbations:
ψ(2)P(t) = α
(2) ′
(t) +
2
τ
α(2)(t) , (D.2)
ω(2)P(t) i =
2τ
3
χ(1) Ti j ϕ
, j + β(2)
′
(t),i − α(2)(t),i + d(2)
′
(t) i , (D.3)
φ(2)P(t) = φ
(2)
S(t) −
τ2
9
χ(1) Ti j ϕ
, i j − 1
3
∇2 β(2)(t) −
2
τ
α(2)(t) , (D.4)
χ(2)P(t) i j = χ
(2)
S(t) i j +
2τ
3
ϕ
(
χ(1) T
′
i j +
4
τ
χ(1) Ti j
)
+
τ2
3
(χ(1) Ti j,k ϕ
,k + χ(1) Tik ϕ
,k
, j + χ
(1) T
jk ϕ
,k
,i )
− 2τ
2
9
δi j χ
(1) T
lk ϕ
,lk + 2( d (2)(t) (i, j) + Di j β
(2)
(t) ).
(D.5)
We express the second-order metric perturbations in the Poisson gauge with re-
spect to the synchronous gauge ones and to combinations of first-order scalar-
tensor terms and tensor-tensor terms, substituting the second-order gauge pa-
rameters in equation (D.1).
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Lapse perturbation:
T_his is found from the gauge transformation (D.2), using the momentum con-
straint (B.3) and the Raychaudhuri equation (B.1)7:
∇2∇2ψ(2)P(t) =
18
τ2
∇2φ(2)S(t) +
6
τ
χ(1)T
′
i j ϕ
,i j − 3∇2 χ(1)Ti j ϕ ,i j +
5
8
∇2(χ(1)T ′i j χ(1)T i j
′
) − 1
τ
χ(1)Ti j ∇2χ(1)T i j
′
+
1
2τ
χ(1)T i j
′∇2χ(1)Ti j −
1
2τ
χ(1)T i j,k
′
χ(1)Ti j,k +
3
τ
χ(1)T
′
i j,k χ
(1)T k j,i − 1
4
∇2χ(1)Ti j ∇2χ(1)T i j
+
1
4
∇2χ(1)Ti j,k χ(1)T i j,k −
3
2
χ(1)T
′
i j,k χ
(1)T k j,i ′ +
1
2
χ(1)Ti j ∇2∇2χ(1)T i j −
3
2
∇2χ(1)Tk j,i χ(1)T i j,k
+
3
τ2
∇2
(
χ(1)T i jχ(1)Ti j − χ(1)T i j0 χ(1)T0 i j
)
;
(D.6)
Shift perturbation:
Fromequation (D.3), using themomentumconstraint (B.3) and theRaychaudhuri
equation (B.1):
∇2∇2ω(2)P(t) ,i = (−4 χ(1)T
′
i j ϕ
, j − 2 χ(1)T ′ik, j χ(1)T jk + 2 χ(1)T
′
jk,i χ
(1)T jk + χ
(1)T jk
,i χ
(1)T ′
jk )
+ ( 4χ(1)T
′
jk ϕ
,k j − χ(1)T ′k j ∇2χ(1)T k j − 2 χ(1)Tk j ∇2χ(1)T k j
′ − 3 χ(1)T k j,l ′χ(1)Tk j,l
+ 2 χ(1)T k j,l
′
χ(1)Tl j,k ) ,i ;
(D.7)
Spatialmetric, trace:
It is found from the gauge transformation (D.4), momentum constraint (B.3) and
the Raychaudhuri equation (B.1):
∇2∇2φ(2)P(t) =
18
τ2
∇2φ(2)S(t) − ∇2 (χ(1)Ti j ϕ ,i j) +
1
8
∇2(χ(1)T ′i j χ(1)T i j
′
) − 1
τ
χ(1)Ti j ∇2χ(1)T i j
′
+
1
2τ
∇2χ(1)Ti j χ(1)T i j
′ − 1
2τ
χ(1)T
′
i j,k χ
(1)T i j,k +
3
τ
χ(1)T
′
k j,i χ
(1)T i j,k − 1
2
∇2(χ(1)Ti j ∇2χ(1)T i j)
− 3
4
∇2χ(1)Ti j,k χ(1)T i j,k −
3
4
χ(1)Ti j,kl χ
(1)T i j,kl +
1
2
χ(1)Ti j,kl χ
(1)T k j,il +
1
2
∇2χ(1)Tk j,i χ(1)T i j,k
+
6
τ
χ(1)T
′
i j ϕ
,i j +
3
τ2
∇2
(
χ(1)T i jχ(1)Ti j − χ(1)T i j0 χ(1)T0 i j
)
;
(D.8)
7Note that the following expressions for the Lapse perturbation, the trace and the traceless
part of the spatial metric are slightly different from the ones found in [1]: for the Lapse perturba-
tion, only the factors of two terms (the first and the tenth ones in the RHS) are different; for the
trace part, there are less terms with respect to [1] (for a possible error of sign during the compu-
tation); for the traceless part, there are twomore terms.
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Spatialmetric, traceless part:
It comes from the gauge transformation (D.5) and from equations (D.1):
∇2∇2χ(2)P(t) i j = ∇2∇2χ(2)S(t) i j − 2∇2χ(2) ,kS(t) k(i, j) +
1
2
χ(2) ,klS(t) ,kli j +
1
2
δi j ∇2χ(2) klS(t) ,kl − ∇2
{
4τ
3
[
ϕ ,k
(
χ(1)T
′
k(i
+
4
τ
χ(1)Tk(i
)]
, j)
+
4τ2
3
ϕ ,klχ(1)Tk(i, j)l +
2τ2
3
∇2 ϕ ,kχ(1)Tk(i, j) −
4τ2
9
(
ϕ ,kl χ(1)Tlk,i j −
1
2
ϕ ,kl,i j χ
(1)T
lk
+
1
2
χ(1)Tlk,(i ϕ
,kl
, j)
)
− 2τ
2
3
∇2 χ(1)Tl(i ϕ ,l, j) − ∇2
[
2τ
3
ϕ
(
χ(1)T
′
i j +
4
τ
χ(1)Ti j
)
+
τ2
3
ϕ ,kχ(1)Ti j,k
]
− 1
2
δi j
[
2τ
3
ϕ ,kl
(
χ(1)T
′
kl +
4
τ
χ(1)Tkl
)
− τ
2
3
ϕ ,klmχ(1)Tkl,m −
2τ2
3
ϕ ,kl∇2χ(1)Tkl
]}
+
1
2
[
2τ
3
ϕ ,kl
(
χ(1)T
′
kl +
4
τ
χ(1)Tkl
)
+
5τ2
9
ϕ ,klmχ(1)Tkl,m +
4τ2
9
χ(1)Tkl ∇2ϕ ,kl
− 2τ
2
9
ϕ ,kl∇2χ(1)Tkl
]
,i j
− 4τ
2
3
∇2
(
χ(1)Tk(i,(l) ϕ
,l
, j)
)
− 2τ
2
3
∇2
(
χ(1)Tk(i ∇2ϕ ,k, j)
)
.
(D.9)
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Appendix E
Einsteinequationsperturbedatsecond-order inthePoissongauge
In this Appendix we show the Ricci tensors, the Einstein tensors and the stress-
energy tensors obtained in the Poisson gauge and in an Einstein-de Sitter Uni-
verse. Contrary towhat can be found in the literature [1–3,8], herewe have elimi-
nated thefirst-order scalars (that canbeobtained in those references) andwehave
preserved the first-order tensors, while it is usually done the other way around.
T_heir terms are ordered from the background contribution to the second-order
one. T_he inverse metric tensor and the Christoffel symbols are also presented in
this gauge, already neglecting first-order scalars and vectors in the source.
Inversemetric tensor up to second order:
g00 = −a−2(1 − ψ(2)P(t)) ;
g0i = a−2
1
2
ω(2) iP(t) ;
gi j = a−2(δi j − χ(1)T i j − 1
2
χ
(2)T i j
P(t) − χ(1)T ikχ(1)T jk + φ(2)P(t) δi j) .
Christoffel symbols up to second order:
Γ000 =
2
τ
+
1
2
ψ′ (2)P(t) ;
Γ00i =
1
τ
ω(2)P(t) i +
1
2
ψ(2)P(t) ,i ;
Γi00 =
1
τ
ω(2) iP(t) +
1
2
ω′ (2) iP(t) +
1
2
ψ(2) ,iP(t) ;
Γi0 j =
2
τ
δij +
1
2
χ′ (1)T ij +
1
4
χ′ (2)T iP(t) j −
1
2
φ′ (2)P(t) δ
i
j −
1
2
χ(1)T ikχ′ (1)Tk j +
1
4
(ω(2) iP(t) , j − ω(2) ,iP(t) j) ;
Γ0i j =
(
2
τ
− 2
τ
ψ(2)P(t)
)
δi j +
1
2
χ′ (1)Ti j +
1
4
χ′ (2)TP(t) i j −
1
2
φ′ (2)P(t) δi j +
2
τ
χ (1)Ti j −
2
τ
φ(2)P(t)δi j +
1
τ
χ(2)TP(t) i j
− 1
4
(ω(2)P(t) i, j − ω(2)P(t) j,i) ;
Γijk =
1
2
(
χ (1)T ik, j + χ
(1)T i
j,k − χ (1)T ,ijk
)
+
1
4
(
χ (2)T iP(t) k, j + χ
(2)T i
P(t) j,k − χ (2)T ,iP(t) jk
)
− 1
τ
δ jkω
(2) i
P(t)
− 1
2
(
φ(2)P(t) , j δ
i
k + φ
(2)
P(t) ,k δ
i
j − φ(2) ,iP(t) δ jk
)
− 1
2
χ (1)T il
(
χ (1)Tkl, j + χ
(1)T
jl,k − χ (1)Tjk,l
)
.
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Ricci tensors up to second order:
R00 =
6
τ2
+
3
τ
ψ′ (2)P(t) +
1
2
∇2ψ (2)P(t) +
3
2
φ′′ (2)P(t) +
3
τ
φ′ (2)P(t) +
1
4
χ(1)T
′
i j χ
(1)T i j ′ +
1
2
χ(1)Ti j ∇2χ(1)T i j
− 1
τ
χ(1)Ti j χ
(1)T i j ′;
(E.1)
R0i = φ
′ (2)
P(t) ,i+
2
τ
ψ (2)P(t) ,i−
1
4
∇2ω(2)P(t) i+
3
τ2
ω(2)P(t) i−
1
2
χ(1)T jkχ(1)T
′
ik, j +
1
4
χ(1)T jk
′
χ(1)Tjk,i +
1
2
χ(1)T jkχ(1)T
′
jk,i ;
(E.2)
Ri j =
6
τ2
δij +
6
τ2
χ(1)Ti j −
1
2
ψ (2)P(t) ,i j +
1
2
φ (2)P(t) ,i j +
1
4
χ′′ (2)P(t) i j +
1
τ
χ′ (2)P(t) i j +
3
τ2
χ(2)P(t) i j
+ δij
(
− 1
τ
ψ′ (2)P(t) −
6
τ2
ψ (2)P(t) −
1
2
φ′′ (2)P(t) −
5
τ
φ′ (2)P(t) −
6
τ2
φ (2)P(t) +
1
2
∇2φ (2)P(t) −
1
τ
χ(1)T klχ(1)T
′
kl
)
− 1
2
χ(1)T klχ(1)Tjl,ki +
1
2
χ(1)T klχ(1)Ti j,kl +
1
2
χ(1)T klχ(1)Tkl,i j +
1
4
χ(1)T kl,i χ
(1)T
kl, j −
1
2
χ(1)T
′
ik χ
(1)T k ′
j
+
1
2
χ(1)T li,k χ
(1)T ,k
l j −
1
2
χ(1)T klχ(1)Til,k j −
1
4
∇2χ(2)P(t) i j −
1
2
ω′ (2)P(t) (i, j) −
2
τ
ω (2)P(t) (i, j) −
1
2
χ(1)T li,k χ
(1)T i
j,l .
(E.3)
Second-order Einstein tensors:
1
2
δG(2) 00 =
1
a2
(
12
τ2
ψ(2)P(t) +
6
τ
φ′ (2)P(t) − ∇2φ (2)P(t) +
1
8
χ(1)T
′
i j χ
(1)T i j ′ − 1
2
χ(1)Ti j ∇2χ(1)T i j
+
2
τ
χ(1)Ti j χ
(1)T i j ′ − 3
8
χ(1)Ti j,k χ
(1)T i j,k +
1
4
χ(1)Ti j,k χ
(1)T ik, j
)
;
(E.4)
1
2
δG(2) 0i =
=
1
a2
(
− 2
τ
ψ(2)P(t),i − φ′ (2)P(t),i +
1
4
∇2ω(2)P(t) i +
1
2
χ(1)T jkχ(1)T
′
ik, j −
1
4
χ(1)T jk
′
χ(1)Tjk,i −
1
2
χ(1)T jkχ(1)T
′
jk,i
)
;
(E.5)
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1
2
δG(2) ij =
=
δij
a2
(
2
τ
ψ′ (2)P(t) +
∇2ψ(2)P(t)
2
+ φ′′ (2)P(t) +
4
τ
φ′ (2)P(t) −
∇2φ (2)P(t)
2
+
3
8
χ(1)T
′
kl χ
(1)T kl ′ − 3
8
χ(1)Tkl,mχ
(1)T kl,m
+
1
4
χ(1)Tkl,mχ
(1)Tmk,l
)
+
1
a2
(
− 1
2
ψ(2),iP(t) , j +
1
2
φ(2) ,iP(t) , j +
1
4
χ′′ (2)iP(t) j +
1
τ
χ′ (2) iP(t) j −
1
4
∇2χ(2)iP(t) j
− 1
2
ω′ (2) (iP(t) , j) −
2
τ
ω (2) (iP(t) , j) −
1
2
χ(1)T klχ(1)T il,k j −
1
2
χ(1)T klχ(1)T ,ijl,k +
1
2
χ(1)T klχ(1)T ij,kl
+
1
2
χ(1)T klχ(1)T ,ikl, j +
1
4
χ(1)T kl,iχ(1)Tkl, j −
1
2
χ(1)T ik
′
χ(1)T
′
k j −
1
2
χ(1)T il,kχ(1)Tjk,l +
1
2
χ(1)T il,kχ(1)Tjl,k
)
.
(E.6)
Second-order stress-energy tensors:
1
2
δT (2) 00 = −
6
a2τ2
δ(2)P(t); (E.7)
1
2
δT (2) 0i =
6
a2τ2
(v(2)P(t) i + ω
(2)
P(t) i); (E.8)
1
2
δT (2) ij = 0 . (E.9)
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Appendix F
Python program to plot δ(2)S(t)
import scipy.integrate as integrate
import scipy.special as special
import numpy as np
import matplotlib.pyplot as plt
plt.rcParams[’text.usetex’] = True
k=10.
ttopvalues = np.linspace(0., 2, 201)
inttvalues1 = []
intvalues1 = []
inttvalues2 = []
intvalues2 = []
deltavalues = []
for i in range(0, 201):
ttopvalue = ttopvalues[i]
Area1 = integrate.dblquad(lambda t, k1:
(4./(2.*np.pi))*(9./t)*((np.sin((k-k1)*t)
- 3.*special.jn(1,(k-k1)*t))/((k-k1)*t**2.))*((np.sin(k1*t)
-3.*special.jn(1,k1*t))/(k1*t**2.)), 0, ttopvalue, -10, 10)
Area2 = integrate.dblquad(lambda t, k1:
(4./(2.*np.pi))*(9.*t**4.)*((np.sin((k-k1)*t)
- 3.*special.jn(1,(k-k1)*t))/ ((k-k1)*t**2.))*((np.sin(k1*t)
-3.*special.jn(1,k1*t))/(k1*t**2.)), 0, ttopvalue, -10, 10)
delta =((ttopvalue**2)/10.)*Area1[0]-(1/(10.*ttopvalue**3))*Area2[0]
intvalues1.append(Area1[0])
intvalues2.append(Area2[0])
inttvalues1.append((ttopvalue**2)*Area1[0])
inttvalues2.append((1/(ttopvalue**3))*Area2[0])
deltavalues.append(delta)
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print "ciclo ", i, "int1 ", Area1[0], "int2 ", Area2[0], "delta",
delta
i+=1
G = plt.figure(1)
st = G.suptitle("Time evolution of the first integral", fontsize=
"x-large")
axes1 = G.add_subplot(121)
axes1.plot(ttopvalues, intvalues1)
axes1.set_ylabel(’int1’)
axes1.set_xlabel(’conformal time’)
axes2 = G.add_subplot(122)
axes2.plot(ttopvalues, inttvalues1)
axes2.set_ylabel(r’τ2 int1’)
axes2.set_xlabel(’conformal time’)
plt.show()
G = plt.figure(1)
st = G.suptitle("Time evolution of the second integral", fontsize=
"x-large")
axes2 = G.add_subplot(121)
axes2.plot(ttopvalues, intvalues2)
axes2.set_ylabel(’int2’)
axes2.set_xlabel(’conformal time’)
axes4 = G.add_subplot(122)
axes4.plot(ttopvalues, inttvalues2)
axes4.set_ylabel(r’ 1
τ3
int2’)
axes4.set_xlabel(’conformal time’)
plt.show()
b = ttopvalues**2.
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plt.plot(ttopvalues, deltavalues,’g’, ttopvalues, b,’r’)
plt.ylabel(r’δ(2)(t) /A
2(k∗)’)
plt.xlabel(’conformal time’)
plt.title(r’Time evolution of δ(2)(t) ’)
plt.show()
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