Abstract-There are many methods for finding simultaneously all zeros of polynomials, However, a complex arithmetic or Jacobian matrix is needed in these methods even if the polynomial is real and only has real zeros.
In 
INTRODUCTION
Let P,(Z) be a real coefficient polynomial having only real zeros of degree m, P,(x) = xm + a12 m-1 + u2xm-2 +. . . + urn-15 + a,.
In computing practice, such polynomials usually appear as the characteristic polynomials of Hermitian or real symmetric matrices, which also include the class of orthogonal polynomials, etc. There have been some methods to deal with this problem (see [l-12] ). However, a complex arithmetic or Jacobian matrix is needed in most of them even if the polynomial is real and only has real zeros. For a good review, some recent papers are available (see [1, 13] real zeros. Given the coefficients of an mth-degree polynomial P,(Z) having only real zeros X7,X;
,..., XL, from the Vieta theorem, we can form a nonlinear system F(x) = 0 that has the unique solution x* = (Xi, x& . . . ,x&) T. Although we can use the Newton iteration method for this nonlinear system, now Newton's method suffers from a series of disadvantages from the point of view of practical calculation, that is, the amount of calculation associated with one iteration. A Jacobian matrix DF(x,) must be computed and an m x m linear system must be solved that involves this matrix. Therefore, we consider Broyden's method (see x,+1 = 5% -K3'(x:n), n=O,l,..., for the solution of F(x) = 0, where F : R" + R" is a mapping of Euclidean m-space R" into itself. Each nonsingular matrix H,, is,,intended to approximate (DF(x,,))-l, the inverse matrix of DF(x) at x,. The method requires only m scalar function evaluations per iteration and reduces the number of arithmetic calculations to O(m2) while Newton's method requires O(m3).
THE NONLINEAR
Consider the following real coefficient polynomial of degree m: 1) which has only real zeros. It is well known that zj* (j = 1,2,. . . , m) satisfy the following simultaneous nonlinear system: For the Jacobian matrix DF(x), we have the following theorem.
THEOREM 2.1. Suppose that xf # x;, i # j, i, j = 1,2, . . , m. Then
PROOF. In fact, by applying a sequence of elementary operations, we have 1
Thus, it follows immediately that det(DF(x*)) # 0 f rom the assumption of x: # XT, i # j, i,j = 1,2 ,..., m. I COROLLARY 2.1. If polynomial (2.1) h as multiple zeros, then det(DF(x*)) = 0 of DF(x) associated with polynomial P,(T) :
It is easy to see that DF(x) is Lipschitz continuous at x* from (2.5) and (2.6). In fact, D2F(x) is continuous and ]]DF(x) -DF(x*)]] 5 su p ()<t<1 lp2F(x* + t(x -x*)) 11 [lx -x* 11 I qx -x*/1.
From Corollary 2.1, we can see that Newtonitkation is not suitable for nonlinear system (2.2) associated with polynomial P,(z) in (2.1) if P,(z) h as multiple zeros and/or clusters of zeros. However, superlinear convergence of Broyden's method is obtained without requiring that the sequence {H,} converge to the inverse of Jacobian matrix DF(x*) of F(x) at the zero x* (see [17] ). That is one of the main reasons we use Broyden's method for nonlinear system (2.2) associated with polynomial P,(x) defined in (2.1).
RECURSION
Although from Vieta's theorem we may express F(x) as (2.3), in practice it is very difficult to calculate F(x) directly by (2.3) as m is large. This motivates a recursion algorithm, by which F(x) can be generated automatically by computer. We formulate the recursion algorithm as follows. The motivation of employing Broyden's method for nonlinear system (2.2) is that the matrices generated by (4.2) are good approximations to the inverse of Jacobian matrix DF(z), and thus, (4.1) resembles Newton's method, but with the difference that (4.2) only requires one function evaluation and O(m2) arithmetic operations, while the Jacobian matrix requires the evaluation of O(m2) partial derivatives. Moreover, (4.1) can be carried out in O(m2) operation, while Newton's method requires 0( m3). As for convergence of Broyden's method for system (2.2), we have the following theorem. To be more precise, the conclusion of this theorem means that there is an E > 0 and a 6 > 0 such that if ((xe -z*(( < E and l\Ho -(DF(x*))-'(1 < 6, then Broyden's method is well defined, and if (2,) is the sequence produced by (4.1)-(4.3), th en either x, = x* for some n at which place the iteration stops, or {xcn} converges Q-superlinearly to x*, the unique solution of system (2.2).
THE ALGORITHM
AND SOME REMARKS 5.1. Algorithm NOW Broyden's method for system (2.2) may be summarized as follows. 5.2. Remarks REMARK 1. Newton iteration can be costly in these circumstances of a polynomial having only real zeros, since partial derivatives must be computed and the linear system DF(zj)pj = -F(zj) must be solved at every iteration; nevertheless, Newton's method has some very attractive properties in either theory or practice. In Newton's method, if 2' is a solution of (2.2) at which DF(z*) is nonsingular and ze is close enough to z*, then z, converges superlinearly to x*; moreover, if DF(z) satisfies the Lipschitz condition IIDF(x) -DF(x*)(l 5 ,511~ -x*11 for all x close enough to x*, the convergence is quadratic. Therefore, it is especially suitable for finding simultaneously all zeros of a polynomial having complex zeros. Here we do not intend to discuss this further.
REMARK 2. On the global convergence of Broyden's method, see [19, 20] . We do not intend to discuss this further in this paper.
NUMERICAL EXAMPLES
The new method has been tested on the following problems. h(x) = x5 -15z4 + 85z3 -225x2 + 274x -120 x18 = (0.9999998147,1.999999877,3.000000400,4.000000582, 4.999999326)T Table 3 . Example 3.
P4 (1) = (x -1)4 , with zeros I* = (1, 1, 1, l')T 1 x0 = (0.999,0.999,0.999,0.Q9Q)T 1 zfj = (1.000000000,1.000000000,1.000000000,1.000000000)T 1 Plo(x) = (x -l)(z -2)(2 -3)(z -4)(z -5)(2 -S)(P -7)(z -8)(z -9)(z -10) with zeros z* = (1,2,3,4,5,6,7,8,9, 10)T 10 = (0.5,1.5,2.5,3.5,4.5,5.5,6.5,7.5,8.5, 9 .5)T xqg = (1. 000000000,1.999999999,3.000000000,4.000000001,4.999999999, 6.000000000,7.000000001,7.999999999,9 .000000000, 10.OOOOOOOO)T I' 42(z) = n (x -0.1 x i) i=l with zeros z* = (O.1,O.2,O.3,O.4,O.5,O.6,O.7,O.8,O.9,1.O,l.l,l. 2)T X,J = (0. 05,0.15,0.25,0.35,0.45,0.55,0.65,0.75,0.85,0.95,1.05,1.i5)T 257 =(0.09999999746,0.2000000083,0.2999999884,0.4000000163, 0.4999999976,0.5999999760,0.7000000227,0.7999999771, O.9OOOOOO464,O.9999999513,l.lOOOOOOO6,1.2OOOOOOl3 )T Table 7 . Example 7. O,2.5,3.O,3.5,4.O,4.5,5.O,5.5,6.O,6.5,7.O,7.5,8 .O)T 10 = (O.6,1.1, 1.6,2.1,2.6,3.1,3.6,4.1,4.6,5.1,5.6,6.l,6.6,7.l,7.6,8.l = (x -l)(z -1.005)(2 -l.Ol)(z -1.015)(2: -1.02) with zeros z* = (1,1.005,1.01,1.015,1.02)T E,J = (l.0005,1.0055,1.0105,1.0155,1.0205)T ) ~16 = (1.OOOOOO128,1.OO499948l,l.O1OOOO789,1.Ol499Q468,l.O2OOOOl35)T 1 Table 9 . Example 9.
with zeros x; = 2.2 -0.1 x (i -l), i = 1,2,...,40
x; =2.18-0.1x (i-l), i = 1,2,...,40,11~ = (&&..,z~")' All computations were done in double precision.
'7. CONCLUSION
As stated above, a new iteration method for finding simultaneously all zeros of a real polynomial with only real zeros is proposed in this paper, and the asymptotic convergence of this new method is superline& under some reasonable assumptions. A recursion algorithm by which Vieta equations can be produced automatically by computer is proposed. Some numerical experiments are presented for finding simultaneously all zeros of polynomials having only real zeros, simple zeros, multiple zeros, and/or clusters zeros. 97-121, (2000) .
