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7第1章 序論
近年の計測技術の進歩により，脳の視覚機能について様々な知見が得られてい
る．しかしながら，非線型で確率的に応答するニューロンの特性を適切に記述し，
実験データからそのパラメータを推定することは未だ困難な課題である．また，そ
の特性が脳内の神経回路において計算論的にどのような役割を持つかについても，
様々なモデルが提案されているが，未だ未解決な問題も存在する．以上のような
背景の下で，本研究は大きく分けて二つの課題に取り組んでいる．
一つは初期視覚野の応答特性を記述するモデルと，それに基づく電気生理的な
実験手法の提案である．ニューロン応答は多入力の非線型関数と，ポアソン的な
スパイク生成過程でモデル化することができる [1]．強い非線型性を持つ多入力関
数を表現し，分析することは困難である．本研究では，非線型関数を区分関数と
して表現し，各領域について基底関数の線型和として推定する手法を提案する．
もう一つは初期視覚野の計算モデルに関する研究である．初期視覚領野におけ
る受容野の自己組織的獲得や，領野間の双方向性結合の役割は，生成モデルの枠
組みで説明されることが多い．特に第一次視覚野が表現している線型基底の自己
組織的獲得については，生成モデルでよく再現することができる．一方で，視覚
野のニューロンは expansiveな非線型性を持つことが知られている [2]．従ってこ
の非線型性の役割についても理解する必要がある．本研究では非負制約のある生
成モデルにカーネル法を導入し，ニューロン応答の非線型性が応答特性や受容野
獲得に及ぼす影響について検証する．
本章では，まず本研究の背景となる脳機能に関する知見と数理モデルについて
概説する．次にこの背景を踏まえた本研究の位置づけと，各章における具体的な
アプローチについて述べる．
1.1 脳機能の生理学的知見
1.1.1 ニューロンの応答特性
脳を含む神経系は，多数の神経細胞からなる複雑なネットワークを形成するこ
とで，その高度な機能を実現している．この神経細胞は，神経系の機能単位とい
8 第 1章 序論
う意味でニューロン（neuron）と呼ばれている．ニューロンは細胞体の他に樹状
突起と軸索という特異な構造を持ち，他のニューロンとシナプス結合を作ること
で情報の伝達を行っている．機能的には，樹状突起が入力を，軸索が出力を担っ
ている．多くの場合，細胞体から伸びる数本の樹状突起が枝分かれし，数百から
数千のシナプスを形成しており，軸索は一本である．このことから，ニューロン
は機能的に多入力一出力の系であるといえる．
ニューロンの細胞膜上には，イオンチャネルと呼ばれる特定のイオンを透過さ
せるタンパク質が分布しており，これらが条件に応じて開閉することで細胞内外
の電位差（膜電位）を変化させている．入力が無い状況では，カリウム漏洩チャネ
ルによるカリウムイオンの流出が支配的であり，これによって膜電位は，細胞外
を基準とすると約 70mVに保たれている．これは静止電位と呼ばれる．シナプ
スからの興奮性の入力によって脱分極が起こると，電位依存性のナトリウムチャ
ネルが開き，ナトリウムイオンが流入してさらに膜電位が上昇する．この正帰還
による脱分極がカリウム漏洩による電流を上回ると，活動電位と呼ばれるスパイ
ク状の電位が発生する．電位がピークの+30mV程度に達すると，ナトリウムチャ
ネルが閉じるとともに電位依存性のカリウムチャネルが開き，カリウムイオンの
流出によって再分極が起こる．その後ナトリウムチャネルが不活性状態となるた
め，活動電位を発生させることができない不応期と呼ばれる数msの期間を経て通
常の状態に戻る．一方で，シナプスからの興奮性入力による脱分極がカリウム漏
洩による電流を上回るほどではない場合，活動電位は発生せず，入力が弱まれば
静止電位に戻る．活動電位が軸索に伝わると，上記の反応が連鎖的に起こり，電
気信号は軸索の先端まで減衰することなく伝わる．また，不応期があるため活動
電位の逆行は起こらない．
シナプスには化学シナプスと電気シナプスがある．化学シナプスは軸索終末な
どのシナプス前要素，樹状突起などのシナプス後要素と，それらの間のシナプス
間隙からなる構造である．前要素に到達した電気信号によってカルシウムチャネ
ルからカルシウムイオンが流入すると，前要素に配置されたシナプス小胞から神
経伝達物質がシナプス間隙に分泌される．後要素には受容体が存在し，これに神
経伝達物質が結合することで，情報は再び電気信号に変換される．化学シナプス
はさらに，後要素を脱分極させる興奮性シナプスと，過分極させる抑制性シナプ
スに分けられ，これは軸索終末が属するニューロンの種類に依存する．一方，電
気シナプスは，膜電位を直接次のニューロンへ伝える構造で，系統学的には化学
シナプスより古いものであるといわれている．
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1.1.2 シナプスの可塑性
脳の非常に重要な機能の一つに学習がある．学習とは，ある知覚または行動な
どを一度または複数回経験することによって，知覚の感度が向上したり，より効
率的な運動を行えるようになることを指す．これを実現するためには，脳の構造
に何らかの可塑性が必要である．
視覚野における可塑性に関する知見は，HubelとWieselの仔ネコを用いた実験
に始まる [3]．彼らは，仔ネコの片目を一定期間閉じると，皮質ニューロンがその
遮蔽した目からの刺激に反応しなくなることを見いだした．また，この可塑性は
臨界期と呼ばれる生後発達の一時期によくみられ，視覚野の眼優位コラムと呼ば
れる回路構造の変化がみられた [4]．
脳に可塑性を与えるメカニズムの最も大きな要素は，シナプス可塑性にあると
考えられている．これは，ニューロン間の結合強度が変化することで神経回路の
構造が変化し，それによって脳で行われる情報処理も変化すると考えられるため
である．Hebb[5]は，シナプス可塑性と脳の学習とを結びつける，次の重要な仮説
を提唱している:
細胞Aの軸索が細胞Bを発火させるのに十分近くにあり，繰り返しあ
るいは絶え間なくその発火に参加するとき，いくつかの成長過程ある
いは代謝変化が一方あるいは両方の細胞に起こり，細胞Bを発火させ
る細胞の 1つとして細胞Aの効率が増加する．
この仮説はHebb則と呼ばれている．
シナプスの伝達効率は，その前後のニューロンの活動強度に応じて時々刻々と変
化するが，特に長期増強（long-term potentiation; LTP）と長期抑圧（long-term
depression; LTD）が，学習という側面において重要であると考えられる．LTPは，
Blissと Lomo[6]により海馬で発見された．彼らはウサギの海馬歯状回のニューロ
ンに 100Hzの高頻度刺激を短時間与え，その後シナプスの伝達効率が持続的に増
強することを発見した．LTPはその後，大脳皮質を含む様々な領域においても報
告されている [7, 8, 9]．一方Dudekと Bear[10]は海馬において，2Hzの低頻度刺
激を長時間与えることで，対象のシナプスに LTDが生じることを発見した．
LTPと LTDは，スライス標本を用いた in vitroの実験では容易に誘発されるこ
とから，様々な研究が行われた．Bienenstock，MunroとCooperは，刺激の強度に
応じて生じる増強と抑圧の二つの現象を統一的に説明するモデルを提唱した [11]．
このモデルは提唱者の頭文字をとってBMCモデルと呼ばれている．彼らは時刻 t
におけるシナプスの結合加重m(t)が一時遅れ
_m(t) = (c(t))d(t)  m(t) (1.1)
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図 1.1: スパイクタイミング依存性シナプス可塑性（STDP）．[12]より転載．
に従うと仮定した．ここで，d(t); c(t)はそれぞれシナプス前細胞とシナプス後細
胞の応答を表す．(c)は cによって増減するmの増加率を示している．(c)は c
がある閾値 を超えればmが増加し，下回ればmが減少するような曲線を描く．
これはあるニューロンの活動が複数のニューロンを活動させたとき，一部の結合
が増強される一方で，別の一部の結合は抑圧され得ることを意味している．また
彼らは，自体がより長期的な活動の履歴に応じて変化するとしている．
シナプス可塑性は刺激の強度だけでなく，タイミングにも依存することが報告
されている [13]．この現象はニューロンの種類によって異なるが，興奮性ニューロ
ン間の結合では図 1.1のような結果が得られている [14, 15, 12]．横軸は長期刺激
中にシナプス前細胞によって生じた EPSPとシナプス後細胞の活動電位の時間差
で，左は前者が先行した場合，右は後者が先行した場合に相当する．縦軸は長期
刺激後にシナプスが増強または抑圧された割合を表している．このグラフより興
奮性{興奮性の場合，前細胞からの入力が後細胞の活動電位にわずかに先行した場
合にシナプスが増強され，逆の場合には抑圧されることがわかる．
Hebbの仮説は，細胞 Aと細胞 Bの活動の因果関係について言及している．す
なわち，両者がただ同時に発火すればシナプスが増強されるのではなく，細胞 A
の活動が細胞Bの活動の要因の一つでなければならないことを明確に述べている．
STDPという現象は，シナプス前細胞からの入力がシナプス後細胞の発火に先行
しているときのみ結合加重が増強されるという点において，この因果関係を支持
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しているといえる [16]．このことから，後細胞の発火にそれほど寄与しなかかった
シナプスが減衰するという特性を除けば，Hebbの仮説は正しいといえる．一方で，
Hebb則に従わないシナプス可塑性の法則も知られており，特に反Hebb則は重要
な研究対象となっている．Hebb則は統計学習と深い関わりがあり，後述するよう
に様々な学習モデルの基礎となっている．
1.2 視覚系
1.2.1 網膜と視床
視覚情報の媒体は光であるが，神経情報のそれは前述の通り，基本的に電気信号
である．このため視覚系が最初に行うのは，光から電気信号への変換である．光源
から放射された光は，直接または物体で反射することによって眼球へ入射し，水晶
体で屈折した後，網膜へ達する．網膜には錐体（cone），杆体（rod）と呼ばれる
視細胞が多数存在する．これらは視物質と呼ばれるタンパク質を持っており，これ
に光が当たることで緩やかなイオン電流を発生する．錐体は視物質の分光特性の
違いにより，ヒトの場合さらに三種類（L，M，S）に分けられる．これら三種の錐
体の応答を組み合わせることで，色が三次元的に表現される．一方，杆体の視物質
は一種類であるため色を区別できないが，感度が高く暗所で機能する．これら視
細胞が網膜上の随所に配置され，光刺激に応じて活動することで，外界の三次元
世界の投影像を表現する．網膜の各所で電気信号に変換された視覚情報は，網膜
の局所回路を経て神経節細胞でまとめられ，視床の外側膝状体（lateral geniculate
nucleus; LGN）へ送られる．網膜の多くの細胞は光刺激に対して緩やかな電位変
化を呈するが，神経節細胞の段階で，活動電位が視覚情報の媒体となる．
あるニューロンの入力となり得る視野上の範囲を，そのニューロンの受容野（re-
ceptive eld; RF）という．受容野は円形とは限らず，特殊な形状を持つ場合があ
る．また，光刺激がそのニューロンを興奮させる点だけでなく，抑制する点が存
在することもある．このため受容野という用語は，単に範囲だけでなく，ニュー
ロンの機能的な，特に線型フィルタとしての側面を指して用いられる．
網膜神経節とLGNでは，図 1.2(a)のような中心周辺拮抗型の受容野がみられる．
同心円で区切られた領域の+と は，光刺激が興奮的に働くオン領域と抑制的に
働くオフ領域を示している．このような受容野は，オン領域のみに光刺激を呈示
したときに最も強く応答し，受容野全体に一様な光刺激を呈示すると，スパイク
の頻度が低下する．このことから，網膜神経節と LGNでは主に，コントラストや
エッジの検出を行っていると考えられる．中心周辺拮抗型の受容野を線型フィル
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図 1.2: (a)網膜神経節や外側膝状体でみられる on-center型受容野と o-center型
受容野．(b)第一次視覚野でみられるGabor型受容野．正弦波の方位や周波数，位
相によって様々な形状を持つ．
タとしてみるならば，これはラプラス作用素とローパスフィルタを組み合わせた
バンドパスフィルタに相当する．
1.2.2 視覚皮質
LGNから大脳皮質への遠心性経路は，まず後頭葉の第一次視覚野（V1）に到達
する．その後の視覚経路は，V2，V4を経由して下側頭葉（IT）皮質へ向かう腹側
経路と，V2，V3，MT（middle temporal）野，MST（medial superior temporal）
野を通って頭頂葉へ至る背側経路の二つに大きく分かれる [17]．前者は網膜像から
物体の形状や色を抽出し，いま何を見ているのかを認識する機能に関与している
と考えられている．一方，後者は物体の位置や動きの把握に関係していると言わ
れている．しかし，それらが具体的にどのように実現されているのか，二つの経
路の計算結果はどのように統合されるのか，また計算過程でこれらが分離される
意義についてはよくわかっていない．
以上のように，大脳皮質はLGN以前の部位よりも高度な視覚情報処理を行って
いる．その実現のため，皮質ニューロンの受容野はより大きく複雑な形状を持っ
ている．これを最初に明らかにしたのはHubelとWiesel[18, 19]である．彼らはネ
コやサルに棒状の光刺激を呈示し，微小電極によりV1ニューロンの電気的活動を
調べることにより，これらが特定の線分方位に選択的に応答することを発見した．
この方位選択性を持つV1ニューロンの受容野は図 1.2(b)，正弦波をGauss窓で局
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図 1.3: 単純型細胞の LNモデル (a)と複雑型細胞のエネルギーモデル (b)．
在化させたGabor関数
G(p) = exp

 1
2
(p  )T 1(p  )

cos
 
2fTp+ 

(1.2)
で近似することができる． 2 R2は受容野の中心を表す．受容野の中心を原点と
すれば = 0である． 2 R22は正定値対称行列で，ガウス窓の幅を表す．の
固有値は，対応する固有ベクトル方向の幅の二乗となっている．f = (fx; fy)Tは
正弦波の x; y方向の空間周波数を表し，は空間位相を表す．V1ニューロンは特
定の方向への運動に選択性を持つものも発見されており（例えば [20]），その受容
野は上式に時間軸を追加した三次元のGabor関数でモデル化される．
V1ニューロンは単純型細胞と複雑型細胞の二種類に大別される．単純型細胞は，
大まかには図 1.3(a)のように，上記のGabor型受容野による線型フィルタリング
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と時空間軸に対して staticな非線型性からなる linear-nonlinear（LN）モデルで説
明することができ，定性的には線分の位置に依存する線型フィルタとして振る舞
う．一方，複雑型細胞は方位選択性を持ちながら空間位相には依存しない，非線形
な特性を持つ．このため受容野の各点にオン，オフを対応付けることはできない．
この非線型性を再現するモデルは図 1.3(b)のエネルギーモデル [21]が有名である．
このモデルでは，複雑型細胞は四つの機能的サブユニットで構成される．各サブ
ユニットは位相のずれた単純型細胞のLNモデルと等価である．入力の線分方位が
最適方位に近ければ，様々な線分位置に対して常に一つ以上のサブユニットが応
答し，その和を取ることで全体として一定の強度で応答することができる．
このような特性から，単純型細胞の集団による網膜像の表現はフーリエ変換（ま
たはウェーブレット変換）に相当するといえる．また，この対応に従うならば，複
雑型細胞による表現はパワースペクトルに相当する．V1には色や両眼視差に選択
性を持つニューロンも存在するが，基本的には網膜像の時空間的な周波数分析を
行っているといえる．
V2では二つの線分の組み合わせに選択性を持つニューロンが発見されている
[22]．これらはV1ニューロンの組み合わせで再現できることが示唆されるが [23]，
より複雑なパターンに選択性を持つニューロンも発見されており [24]，統一的な
説明は得られていない．さらにV4では閉曲線の曲率 [25, 26] に選択的なニューロ
ンが報告されており，腹側経路の終着となる ITでは，図形の特徴的な組み合わせ
[27, 28]や顔 [29, 30]など，物体の記述に直接関わる重要な情報を符号化している
可能性が示唆される．
1.3 視覚皮質の計算理論
1.3.1 計算論的神経科学
これまでは主にニューロンレベルの生理学的知見について述べてきたが，ヒト
の脳は百億個のニューロンとその千から一万倍のシナプス結合で構成される複雑
な系であり，ニューロンレベルの知見をいくら集めても脳を完全に理解したことに
はならない．そのためより細かい分子生物学的なよりミクロなメカニズムや，逆
にモジュール単位や個体レベルの行動，さらには社会的行動といったマクロな知
見も必要であり，実際様々なレベルで脳機能の研究が行われている．
脳科学の階層として考えられるのは，このようなシステムの構成要素としての
階層だけではない．Marrは，脳を完全に理解したと言うためには，以下の三つの
水準での理解が必要であると主張した [31]．
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表 1.1: 脳の理解に必要な三つの水準 [31]．本文では上から順に第一，第二，第三
の水準と呼んでいる．
計 算 理 論（computational
theory）
計算の目的は何か，なぜそれが適切なのか，そしてそ
の実行可能な方略の理論は何か．
表現とアルゴリズム（repre-
sentation and algorithm）
この計算理論はどのようにして実現することができる
か．特に入力と出力の表現は何か，そしてその変換の
ためのアルゴリズムは何か．
ハードウェアによる実現
（hardware implementation）
表現とアルゴリズムがどのようにして物理的に実現さ
れるか．
第一の水準は最も抽象的な計算理論である．この水準では，情報処理系が何を
計算するのかを示すために，その動作をある情報から別の情報への写像として特
徴付ける．そして，なぜその計算目標が課題の遂行に対して適切なのかを説明す
る．例えば商店の勘定台にあるキャッシュレジスタは，実質的には商品の価格の加
算を実行しているのであり，これは購入された個々の商品の価格から最終的な勘
定を得るために必要であると思われる手続きの制約条件が，整数における加算の
代数的規則と一致するからである．
第二の水準では，この計算理論をどのように実現するのかを示すために，入力
と出力の表現と，入力を出力に変換するために実行されるアルゴリズムを記述す
る．キャッシュレジスタの例では，入出力の表現は自然数であり，桁の繰り上がり
を含む加法の具体的手順がアルゴリズムに相当する．
第三の水準は表現とアルゴリズムが物理的にどうやって実現されるかを記述す
る．機械式のキャッシュレジスタは，歯車の角度などで数値を表現し，これを回転
させることによって演算を行う．また電気式の場合は，コンデンサや半導体内部
のキャリアの状態によって数値を表現し，各素子の電圧の上げ下げによって演算
を行う．
これら三つの水準は，互いに依存し合いながらも，ある程度の独立性を保って
存在する概念である．近年では，コンピュータのプロセッサをトランジスタの密結
合によって高速化することは，量子論的な制約により限界に達してきている．こ
のため，プロセッサの進歩はクロック数の増加からコア数の増加という形に変わっ
てきており，従来の逐次的なアルゴリズムではプロセッサの性能を十分に生かす
ことができなくなってきた．これは，ハードウェアの構造の変化がアルゴリズム
の善し悪しに影響を与える例である．しかしこの変化によって，あるソフトウェ
アが何を何のために計算するのかという，第一水準の問いに対する答えが変わる
ことはない．
16 第 1章 序論
w1
wi
wn
x1
xi
xn
.
.
.
.
.
.
θ y
図 1.4: McCulloch-Pittsの閾値モデル．
川人は計算論的神経科学を以下のように定義している [32]：
脳の機能を，その機能を脳と同じ方法で実現できる計算機のプログラ
ムあるいは人工的な機械を作れる程度に，深く本質的に理解すること
を目指すアプローチを計算論的神経科学と呼ぶ．
ただし彼は，これはあくまで，「脳の理解」のレベルを客観的に定義するための制
限であって，計算論的神経科学の真の目的は人工物をつくる工学ではなく脳を理
解する理学であると断っている．脳の計算をアルゴリズムのレベルではわかって
いても，それが何を計算しているのかを理解しなければ，その計算を全く異なる
ハードウェア基盤を持つコンピュータで実現することはできない．こういった意
味で上の定義は，Marrの第一水準の理解が計算論的神経科学において非常に重要
であることをよく表している．
1.3.2 ニューロン応答のモデル
神経回路の機能を計算論的に理解するためには，まずニューロンの電気的な活
動を何らかの方法で記述する必要がある．しかし以下に示すように，ニューロン
は電気的にみれば多数の電流源からなる複雑な系である．ニューロン自体の活動
のメカニズムを探るためには，その構成要素であるイオンチャネルや受容体の特
性を忠実に再現するモデル（例えばHodgkin-Huxleyモデル [33]，コンパートメン
トモデル [34]など）を構築して，それらの相互作用について分析する必要がある．
一方，多数のニューロンからなる神経回路の機能を探るためには，個々のニュー
ロン特性については本質を失わない程度に簡略化し，それらの相互作用に焦点を
置かなければ本質に迫る結果は得られない．
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McCullochと Pitts[35]は，上で述べたイオンチャネルの競合を，シナプス入力
の合計に対する閾値処理とみて，以下の閾値モデルを提案した（図 1.4）．
y(t) = s
 X
i
wixi(t)  
!
; s(u) =
(
0 (u < 0)
1 (otherwise)
(1.3)
ここで xiとwiはそれぞれシナプス iに対するシナプス前細胞の応答と結合加重，
は閾値を表す．彼らは，w = (w1;    ; wm)T（右上付きのTは行列の転置を表す）
と を適切に設定することによってANDやORなどの論理演算が実現できること
を示し，その後の計算機科学，人工知能などの研究に大きな影響を与えた．しか
し閾値モデルは微分ができないという問題がある．ニューロンモデルの微分可能
性は，勾配に基づいた学習に必要となるため重要である．そこで，ニューロンの
発火頻度を出力と考える，以下の発火頻度モデルが提案されている．
y(t) = f
 X
i
wixi(t)
!
; f(u) =
1
1 + e u+
(1.4)
ここで は，発火頻度が最小値と最大値の中間になる uの値を定める定数である．
この発火頻度モデルは，以下で参照する学習モデルを含む，多くのモデルの基礎
となっている．
1.3.3 大脳皮質の教師なし学習
これまで，LTP，LTDなどのシナプス可塑性について，主に生理学的知見から
述べてきた．最近ではシナプス可塑性の分子生物学的機構については詳しく研究
されているが，その計算論的役割についても理解する必要がある．シナプス可塑
性によって実現されていると考えられている学習について計算論的説明を与える
枠組みは，大きく分けて三つある [36]．一つは，各入力信号に対して出力すべき正
しい信号（教師信号）が与えられ，実際に出力した信号と教師信号との誤差が小
さくなるように学習する，教師あり学習である．これは例えば，楽器の演奏の仕
方を教わってできるようになることや，手本に従って漢字の書き順を覚えること
に相当する．次に，教師信号は与えられないが，出力に対する評価（報酬）が与え
られ，これを最大化するように出力を選択して行く強化学習がある．例えば，将
棋や囲碁などのゲームにおいては，繰り返し対局を行って勝ち負けを経験するこ
とで，特に教えられなくても良い手を打つことができるようになる．これら二つ
の学習はそれぞれ主に小脳，大脳基底核で行われていると考えられている [37, 38]．
これに対して，視覚野を含む感覚系の皮質領野で行われていると考えられてい
る学習の枠組みは，教師なし学習と呼ばれる．教師なし学習では，望ましい出力
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も，出力の善し悪しも与えられないため，なんらかの基準に従って入力を出力へ変
換する処理過程を学習しなければならない．その基準として考えられる原理に情
報量最大化がある [39, 40, 41]．脳には多数のニューロンが存在するとはいえ，そ
の数は有限であり，またニューロンの電気的活動にはエネルギーを要する．たとえ
脳が食餌の確保や危険の回避のために優れた情報処理を行っていたとしても，そ
れが膨大なエネルギーを浪費してしまっては本末転倒である．従って，脳は限ら
れた資源を利用して効率的に情報処理を行う必要がある．そのためには，出力の
冗長性を少なくすることが重要である [42, 43]．
いま多入力多出力の情報処理系を考え，入力をx 2 Rm，出力を y 2 Rnとおく．
効率のよい情報処理を行うためには，限られたnにおいてyができるだけ多様な情
報を表現できることが望ましい．これは，統計においては yのエントロピーH(y)
を最大化することに相当する．ニューロン応答は確率的であるため，同一の入力
に対しても揺らぎがある．これは xが与えられた条件下においても yがなおエン
トロピーH(yjx)を持つことに相当する．ただ，もしこの系が xを用いて何らか
の情報処理を行っているとすれば，この揺らぎは xが変化したことによる変化よ
りは小さいと考えられる．xと yの相互情報量は，
I(x;y) = H(y) H(yjx) (1.5)
で与えられる．これは xが与えられたことによる yのエントロピーの減少量を表
している．I(x;y) = 0であれば，xが与えられても yのエントロピーは全く減少
しない，つまりxの情報は yに全く反映されていないことになる．逆に I(x;y)が
大きければ，多くの情報が伝達され，yのエントロピーが大きく減少したことにな
る．条件付きエントロピーH(yjx)（出力のノイズ）を減らすことができないとす
ると，入出力間の相互情報量 I(x;y)の最大化とH(y)の最大化は等価になる．よ
り直感的にいえば，入力に関わりのないノイズを増やすことなく出力を多様にす
ることは，入出力の情報伝達効率を上げることに等しい．
出力全体のエントロピーと個々の成分のエントロピーの間には，次の関係が成
り立つ．
H(y) 
nX
i=1
H(yi) (1.6)
等号が成り立つのはyの各成分が独立のときに限られる．右辺の各項は，各出力の
多様性を表しているが，これらを大きくするのには限界がある．例えば yiをニュー
ロンの発火頻度とすると，最大発火頻度を大きくすることで，yiのとり得る範囲
を広げることになる．しかしこれは，ニューロンのエネルギー消費を増大するこ
とにつながる．従って，個々の出力の多様性を固定するのであれば，全体の多様
性を最大化するためには，各出力が独立であることが望ましい．
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図 1.5: 情報量最大化原理による教師なし学習の例．(a)入力分布が正規分布の場
合．(b)入力分布が非正規性を持つ場合．黒の矢印は主成分分析（PCA）で抽出で
きる直交基底．灰色の矢印は PCAでは抽出できない真の独立成分．
このような，限られた資源の下で表現する情報を最大化するという原理は，大脳
皮質が教師なしでどのように学習すればよいかという問題への手掛かりを与える．
McCulloch-Pittsのモデルや発火頻度モデルのように，シナプス結合による複数の入
力の伝達を大まかに線型演算と捉えると，外側膝状体からの入力xに対する視覚野
ニューロン集団の応答 y = (y1; y2; : : : ; yn)Tは行列W = (w1;w2; : : : ;wn) 2 Rmn
を用いて
y =WTx (1.7)
と書ける．xが網膜像をほぼ再現しているとすると，W の各列ベクトルwiは yiで
表される視覚ニューロンの受容野に相当する．この定式化の下で出力のエントロ
ピーH(y)を最大化することを考える．ただし，WTを単に大きくすればH(y)を
大きくすることができてしまうので，kwik = 1などのW への制約を加えること
とする．図 1.5(a)のように xが多変量正規分布に従っている場合，分散が大きい
方向から順にW の列としていくことで，H(y)を最大にできる．これは xの分散
共分散行列の固有値問題に帰着し，数学や統計学において主成分分析（principal
component analysis; PCA），または分野によってはKarhunen-Loeve展開と呼ば
れる手法と等価である．
一方，図 1.5(b)は正規分布より裾の重い分布から独立に生成した sをある行列
V で変換したものであるが，この場合 yは無相関であっても独立にならないから，
H(y)をより大きくするWTが存在する．これは，H(y)を最大にするという目的
においては，PCAは必ずしも十分な手法ではないことを表している．これを解決
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図 1.6: スパースネスの制約を与える関数 h(y)．
する手法として独立成分分析（independent component analysis; ICA）[44]があ
り，後述するようにPCAとともに脳の教師なし学習のモデルとしても重要である．
ICAは，出力 yの各成分のうち正規分布に従うものが高々一つである場合（二つ
以上の場合，上で述べた理由によりそれらの無相関性までしか保証できない）に，
これらが独立になるような線型変換WTを見いだす手法である．
ICAと深い関わりを持つV1の学習モデルに，Olshausenらのスパースコーディ
ングがある [45, 46, 47]．通常の視覚経験の下で，視覚皮質のニューロンは常に活
動しているわけではない．多くのニューロンは自発発火頻度に近い，低い発火頻
度を保っており，視覚刺激に応じて少数のニューロンが発火している．つまり，視
覚刺激に対する視覚野のニューロン集団の応答は「スパース」であるといえる．彼
らはこの特性を再現するため，以下の目的関数を最小化するというモデルを提案
した．
E =
1
2
kx  Ayk2 + h(y) (1.8)
第一項は，入力xと出力から再構成された入力の推定値Ayの差を表す． > 0で
重み付けされた第二項 h(y)は，yのスパースネスに関する制約項，すなわち，y
がスパースでなければ大きくなるような関数である．このような関数の一つとし
て，Olshausenらは
h(y) =
X
j
log(1 + y2j ) (1.9)
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(a) (b)
図 1.7: 自然画像の主成分分析 (a)とスパースコーディング (b)．[45]より転載．
を用いている．図 1.6は yが二成分の場合の h(y)を示している．このグラフから，
h(y)が軸付近，すなわち y1; y2のうち一方が 0に近い領域で特に小さくなってい
ることがわかる．従って，h(y)を最小化することで，yがスパースに分布するよ
うに制約することができる．これに対して，kyk2のような yのノルムの関数は，
超球面 fy j kyk = rg上で一定の値をとるため，h(y) = kyk2とした場合，yはス
パースにはならない．
モデルのパラメータであるAと yは，Eの勾配に基づいて修正される．出力の
変化量yは
y /  @E
@y
= ATx  ATAy + @E
@y
h(y) (1.10)
となる．第一項は入力xがシナプス結合ATを介して皮質ニューロンに線型に伝わ
ることを表しており，第二項はニューロン間の側方抑制を表している．またAの
変化量Aは
A /  @E
@A
= xyT   AyyT (1.11)
のように与えられ，入出力間のHebb則や側方結合における anti-Hebb則が導き出
されていることがわかる．
このような学習則の下で自然画像の学習を行うことで，図 1.7(b)のような，方
位選択性とバンドパス特性を併せ持つ表現が線型変換Aの基底として獲得される．
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これはV1でみられる受容野に類似している．図 1.7(a)のように，同じ自然画像に
主成分分析を適用した結果では，画素間の相関に基づく直交基底が抽出されるが，
これらは局在化しておらず，V1でみられる受容野とは大きく異なっている．この
ことからスパースコーディングは，V1の自己組織的な受容野の獲得を説明するモ
デルであるといえる．
1.3.4 生成モデル
スパースコーディングをベイズ的な観点でみることもできる [48]．式 (1.8)の第
一項は，誤差x Ayの成分毎の二乗和なので，誤差の各成分が独立に正規分布に
従っているとして，対数尤度の符号を反転させたものに等しい．また式 (1.9)の各
項は，標準コーシー分布の確率密度関数
p(yj) =
1
(1 + y2j )
(1.12)
の対数から定数項を除き，符号を反転させたものに一致する．従って，式 (1.8)の
最小化は，誤差の分布 p(xjA;y)の正規性を仮定し，yの事前分布 p(y)として独立
なコーシー分布を仮定した上でA;yの事後確率
p(A;yjx) = p(xjA;y)p(A)p(y) (1.13)
の最大化，すなわちMAP（Maximum a posteriori）推定を行っていることに相当
する．コーシー分布は正規分布に比べて非常に裾の重い分布である．このため，標
準コーシー分布に従う yjは，ほとんどの場合 0付近をとり，まれに外れ値のよう
な大きな値をとる．このことからも，式 (1.8)が yjのスパース性を仮定していると
いえる．
p(xj)のように，入力xを生成する過程をパラメータ で記述するモデルは 生
成モデルと呼ばれる．スパースコーディングの場合，Ayに正規分布に従うノイズ
が重畳されたものとして，入力 xの生成過程を記述していることになる．ニュー
ロン集団の応答に相当する yは，Aの各列で表される受容野形状の組み合わせで
画像を表現し，その表現がスパースになるようにシナプス結合Aを変化させる．
スパースコーディングと ICAが深い関わりを持つのは，両者が共に出力 yの非
正規性を仮定しているためである．yが正規分布に従うと仮定すれば，スパース
コーディングと ICAは PCAと等価になる（ただし，入出力の次元の違いなどは
除く）．yの各成分の分布が左右対称であるとすると，正規分布と尖度の異なる分
布を仮定することが重要である．ICAでは各 yiが正規分布より尖度が大きい分布
（このような分布を super-Gaussianと呼ぶ）と小さい分布（同じく sub-Gaussian）
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のどちらかに従うとして，原信号を推定する線型変換を計算する．スパースコー
ディングは，全ての成分が super-Gaussianに従うと仮定している点において，ICA
の特殊な場合であるといえる．
1.3.5 階層モデル
前述の通り，視覚系の処理は大まかに二つの経路に分かれて階層的に行われる．
各経路に沿って初期の領野から高次領野に進むと，ニューロンの受容野は徐々に
大きくなり，その選択性は複雑になって行く．一方，皮質領野間，またV1{LGN
間には遠心性の結合も存在する [49]．
川人ら [32, 50]は，視覚系が直面している逆問題が，この双方向結合によって高
速に計算されているとする，視覚皮質の計算理論を提案している．視覚系は二次
元の網膜像から外界の三次元構造を推定しなければならない．外界の状態 yが網
膜像xとして投影される過程を光学Aとすると，視覚系は，その逆変換である逆
光学A 1を高速に計算する必要がある．彼らのモデルでは，yからAによって生
成された xを初期視覚野が受け取り，高次視覚野が yの推定値 y^を表現する．こ
こで求心性結合は近似逆光学A#に相当し，y^を計算する．y^は最初，yに一致し
ないので，Aに相当する遠心性結合で y^から元の画像の推定値 Ix^を計算し，誤差
x^  xを再び求心性結合で伝搬することで，y^を yに近づけて行く．
スパースコーディングは，川人らの計算理論の一部を成していると解釈するこ
とができる．光学をA = A1 A2  : : : のように複数の段階に分けられるとすると，
V1のスパースコーディングは，最終段階である線分の表現から二次元画像への変
換A1の推定に対応する．Raoら [51, 52]はこれに非線型性を加え，上位の層を追加
した予測符号化モデルを提案した．このモデルでは以下の目的関数を最小化する．
E =
LX
l=1
1
22l
y(l 1)   f(A(l)y(l)) ; y(0) = x (1.14)
ここで添字 (l)は階層を表し，2l は各階層での誤差分散を表す．彼らはL = 2のモ
デルに自然画像を学習させ，獲得されたA(2)の基底が線分の組み合わせを表現す
ることや，トップダウンの信号による応答の文脈修飾などのV1でみられる特性が
再現できることを示した．また，著者ら [53, 54]は予測符号化モデルをさらに多層
化し，高次視覚野における複雑なパターンの表現が，類似の枠組みを積み重ねる
ことで実現できる可能性を示唆した．以上のように生成モデルは，受容野を自己
組織的に獲得するメカニズムや文脈依存型の応答特性など，V1の特性の多くを説
明するモデルであるといえる．
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また，階層ベイズに基づく様々なモデルも提案されている．特にHyvarinenら
[55, 56, 57, 58]のTopographic ICA（TICA）が有名である．このモデルは二つの
階層からなる．第一層ではスパースコーディングと同様に入力画像から線型基底
を抽出する．第二層では，第一層の出力の分散を表現する．彼らは第二層からの
トップダウンの信号により，第一層で位置が近いニューロンが相関を持つように
拘束条件を与え，複雑型細胞の応答特性が自然画像から学習できることを示した．
また，第一層においてV1でみられる retinotopyが保存された．同じく階層ベイズ
に基づくモデルにKarklin[59, 60]のモデルがある．彼らもまた第二層において第
一層の分散を表現するモデルを構築したが，彼らは第二層の基底を第一層と同様
に学習させ，より複雑で大域的な特徴が獲得されることを示している．
1.4 初期視覚ニューロン応答の測定手法
測定技術の進歩によって，近年では様々な手法を用いてニューロンの活動を測
定することができる．ニューロンが電気的な活動をしていることは古くから知ら
れていたので，これを微小電極を用いて直接計測するというアプローチは，初期
の研究から行われてきた．また，電場やそれによって誘導された磁場が生体の組
織をある程度透過することを利用し，脳波（electroencelphalography; EEG）や脳
磁図（magnetoencelphalography; MEG）といった非侵襲な手法も用いられる．さ
らに，ニューロンの活動により生じる代謝を利用してニューロンの活動を間接的
に計測する核磁気共鳴画像法（magnetic resonance imaging; MRI）やポジトロン
断層法（positron emission tomography; PET）などの手法も，近年では用いられ
るようになった．
頭蓋骨の内部に微小電極を挿入する方法は，極めて侵襲的である．そのためヒ
トに関する電気生理的な知見は，医療目的で頭蓋内電極が装着されているてんか
ん患者などの特別な場合に限って得られ，てんかん発作など疾患そのものに関す
るものを除けば非常に限られている（例えば [61]）．非侵襲な手法は間接的な計測
であるために，微小電極を用いる手法に比べて時空間解像度が著しく劣る．特に，
EEGやMEGは測定された電磁場から信号源を特定することが容易でないため空
間解像度が，MRIやPETは代謝が起こるまでに時間がかかるために時間解像度が
落ちるというトレードオフの関係がある．このためニューロンや局所回路のレベ
ルでは，動物を用いた電気生理実験が重要である．
微小電極を用いる手法は，細胞外電極による計測と細胞内電極による計測の二つ
に大別される．前者は，主に生体内の計測対象のニューロン付近に微小電極を挿入
し，その先端における電位を計測するものである．また，後者は対象となるニュー
ロンを標本として取り出し，その細胞膜内に挿入した微小電極によってニューロン
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内部の電位を直接計測するものである．細胞内電極を用いた手法によって，シナプ
スやイオンチャネルの働きなど，単一ニューロンの詳細な特性が明らかになった．
細胞外電極による計測では，電極の先端は細胞間の空間に挿入されるので，測
定される電位は計測対象のニューロンだけでなく，近傍の複数のニューロンの電気
的な活動の影響を含むことになる．このため，分析の前処理として，スパイク信号
の波形や細胞間を占める空間の電気的特性などの事前知識をもとに，対象ニュー
ロンのスパイク信号を抽出するスパイクソーティングが行われることが多い．こ
の場合，細胞外電極で計測される信号は，時刻を tとすると
S(t) =
NX
i=1
(t  i) (1.15)
のように，スパイクの発生した時刻 1; 2; : : : という形に縮約されることになる．
光刺激が一定であったとしても，個々のスパイクの間隔は一定にはならない．こ
の一見するとランダムなスパイク列が何を表現しているのかについては，現在で
も大きな問題である．Adrianと Zotterman[62]が，刺激の強度に応じてスパイク
の頻度が増加するという現象を発見して以来，ニューロンがスパイクの頻度によっ
て情報を表現，または他のニューロンへ伝達しているという rate codingモデルが
実験，理論を問わず多くの研究の基礎となっている．一方でスパイク列の時間的
構造が情報を表現しているという temporal codingも提案されており，脳の部位に
よっては実際に確認されている（例えば [63]）．どちらの場合においても，このよ
うにランダム性を持つデータから有用な情報を抽出するためには，何らかの統計
的な処理を用いることが不可欠である．
1.4.1 逆相関法
逆相関法は，ランダムパターンを次々と呈示することでニューロンを刺激し，パ
ターン列とスパイク列との相関を取ることで，非線形な応答特性に隠された受容
野を測定する手法である [64, 65]．また，高次の相関を用いて非線形なカーネルを
推定することも可能である [66]．
後述するように，呈示刺激x 2 Rmに対するニューロンの発火頻度R(x)が線型
フィルタw 2 Rmと非線型関数N : R! R+を用いてR(x) = N(w  x)で近似で
きるとき，スパイクを生起させた刺激の総和をとることでwを推定することがで
きる．ここで，関数N は測定対象のニューロンにおけるスパイク生成過程，N へ
の入力 g = w  xはシナプス入力の総和と考えられる．一方，gの生成過程は一般
には非線型である．そこで gの生成過程を g = F (x)とし，この関数の多項式展開
F (x) = F0 +
X
i
F1;ixi +
X
i;j
F2;ijxixj +    (1.16)
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図 1.8: 逆相関法によるニューロンの時空間受容野の測定．RF: receptive eld.
を考える．Fn;ijを n次カーネルと呼ぶ．上で述べた線型逆相関法は一次カーネル
の推定に相当する．また近年では，二次以上の非線形特性を分析するための様々
な手法が提案されている．たとえば，スパイクを生成させた刺激の共分散 (STC;
spike-triggered covariance)を用いた分析手法 [66]などがある．
逆相関法は視覚系の電気生理実験以外でも用いられている．例えば聴覚系にお
ける生理実験 [67]や心理実験 [68, 69]における応用例もある．
初期の逆相関法では呈示刺激としてホワイトノイズが用いられていた．しかし
高次のニューロンではホワイトノイズで十分に頻度の高い応答が得られないとい
う問題がある．そこで近年では，呈示刺激に自然画像を用いた分析も提案されて
いる [70, 71]．また，自然画像から抽出した基底を利用して呈示刺激を生成する方
法も提案されている [72]．
1.4.2 逆相関法の理論
逆相関法では得られたデータに対して以下の計算を行う [66]．
x^ =
1
K
KX
k=1
xk (1.17)
この手順を図 1.8に示す．灰色の破線で示すように，ベクトルxkは k番目のスパイ
クに先行する一定期間に呈示された刺激を表す．xkの要素は各フレーム，各ピクセ
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ルの輝度値など，視覚刺激の成分を表している．x^をSTA(spike-triggered average)
と呼ぶ．十分なスパイク数Kが得られたとき，STAの計算結果として時空間受容
野が得られる．
Chichilnisky[65]は，逆相関法により受容野が測定できる原理と，その条件を示
している．以下ではその概要を示す．まず，刺激xは球対称（8x;x; jxj = jxj )
P (x) = P (x)）に分布する必要がある．ホワイトガウスノイズはこの条件を満た
している．また，ニューロンの応答特性R(x)を刺激xに対する発火頻度で定義す
ると，R(x)は次の式で表せるという仮定を必要とする．
R(x) = N(w  x) (1.18)
ここで，wはxと同じ次元のベクトルである．式 (1.18)は，ニューロンがxの各要
素の線形和 g = w  x（gを generator signalと呼ぶ）と一変数関数N(g)によって
応答を決定していることを仮定している．wの各要素は，過去のある時刻にある
位置に呈示された光の刺激が，現在の発火頻度にどのように影響するかを表して
いる．このwを時空間受容野と呼ぶ．N(g)は任意の関数で，一般には非線形であ
る．このN(g)を static nonlinearityと呼ぶ．このように，入力値の線形和と非線
形関数の組み合わせで構成されるニューロン応答のモデルを LN(linear-nonlinear)
モデルと呼ぶ．以上の条件を満たす場合，十分に長い期間の計測を行うと，STAは
x^ / w (1.19)
となり，N(g)の形状によらず時空間受容野wに相似なベクトルが得られる．
また，既存の実験データを用いて static nonlinearityの推定ができる [73]．刺激
xに対する generator signalは，得られた受容野wと xの内積をとることで得ら
れる．応答N(g)は既に得られているので，gを求めることによってN(g)が推定
できたことになる．
1.5 カーネル法
多変量解析では，データが属する空間における内積や距離によって計算手法が
与えられることが多い．例えば 1.3.4節で述べたスパースコーディングのように，
推定誤差を最小化するモデルでは，入力ベクトルが属する空間で定義された距離
に基づいて目的関数が定義される．カーネル法は，データを内積や距離が定義さ
れた高次元空間に写像することで，より複雑な解析を同様の計算手法で行うこと
を可能にする枠組みである [74]．
図1.9にカーネル法の概念を示す．データの空間をXとすると，Xの元x1;x2; : : :
をいくつかのクラスタに分離，またはこれらを代表する点を求める場合，解の善
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図 1.9: カーネル法の概念図．(a)データ空間X の計量に基づく手法．(b)カーネル
法．写像 によって特徴空間に移されたデータの集合に対して (a)を適用する．
し悪しを決める基準として，二点間の距離が重要である．代表点の例では，代表
点 p 2 X とx1;x2; : : : との距離が平均して小さくなるように pが決定される．通
常の距離空間Dでは，距離 d(x;y)は
dD(x;y) = kx  ykD = hx;yiD (1.20)
のようにノルムと内積で表される．従って，データの空間に内積が定義されてい
れば，任意の二点間の距離を定義することができる，もし既存のアルゴリズムが
距離やノルム，内積の概念のみを用いて構成されていれば，全く同等の手法を別
の距離空間に属するデータに適用することができる（図 1.9(a)）．
カーネル法では，この内積 h; iの代わりにカーネル関数と呼ばれる二変数の関
数 k(; )を用いる [75, 76]．後述するが，k(; ) : X X ! R が一定の条件を満た
せば，k(; )に対してX とは別の空間F と写像  : X ! F が存在して
k(x;y) = h(x); (y)iF (1.21)
とできる．右辺はxと yを によってF に写像し，F において内積を計算したこ
とに等しい（図 1.9(b)）．このF を特徴空間と呼ぶ．
カーネル法が有用であるのは，特徴空間の次元が元の空間よりも大きくなるこ
とにより，データの表現能力が向上するためである．例えばサポートベクターマ
シン（SVM）[77]は，図 1.10のようにデータを二つのクラスに線型分離する学習
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図 1.10: サポートベクターマシンにおけるカーネル法の適用．
機械であるが，データが線型分離不可能である場合は，そのままでは用いること
ができない．しかし，データを十分大きい次元を持つ特徴空間F に写像すること
で，複雑な境界を持ったデータをF上で分離する超平面を見つけることができる．
特徴空間Fの次元が大きい場合，Fへの写像とF上での内積の計算は長い計算
時間を要する．カーネル法では，これらの合成と等価なカーネル関数を短時間で
計算することで，表現力の高い特徴空間における演算を効率的に行うことができ
る．これはカーネルトリックと呼ばれている．
1.5.1 カーネル関数の条件
カーネル関数が以上のような性質を持つためには，次のような条件がある．ま
ず，内積の対称性より明らかに
k(x;y) = k(y;x) (1.22)
でなければならない．有限個のベクトルの集合 fxkgnk=1から任意の二つのベクトル
を選び，xi;xjとする．全ての i; jの組み合わせについて k(xk;xj)を求め，Kij =
k(xi;xj)のように配置した行列はグラム行列と呼ばれる．カーネル関数を特徴ベ
クトルの内積としてみると，Kij = h(xi); (xj)iHと書ける．ここで任意の n次
元ベクトル cに対する二次形式
Pn
i;j Kijcicjを考えると，内積の双線形性と正定値
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性より
nX
i;j
Kijcicj =
*
nX
i=1
ci(xi);
nX
j=1
cj(xj)
+
H
=

nX
i=1
ci(xi)

H
 0 (1.23)
が常に成り立たなければならない．逆に，式 (1.22)と式 (1.23)を満たすX 上の二
変数関数 k : X  X ! R は，対応する特徴空間が存在する．
1.5.2 カーネル関数の構成
式 (1.23)は，任意の n 2 Nに対して n個のベクトルをどのように選んでも，そ
のグラム行列が半正定値対称行列となることを意味している．これは，同じ二変
数関数である内積の正定値性 hx;xi  0よりも厳しい条件となっている．
そこで，既存のカーネル関数を組み合わせて新たなカーネル関数を構成するこ
とが行われる．いま，二つの正定値カーネル k(1); k(2)（導関数ではない）があり，
対応する特徴空間への写像が (1); (2)であるとして，これら二つのカーネル関数
から新たなカーネル関数を構成する方法をいくつか述べる．
二つのカーネル関数の和
k(x;y) = k(1)(x;y) + k(2)(x;y) (1.24)
は正定値カーネルとなり，対応する特徴空間への写像は
(x) =
 
(1)(x)
(2)(x)
!
(1.25)
と表せる．(1); (2)が有限次元ベクトルの場合，の次元はこれらの次元の和とな
る．また，積
k(x;y) = k(1)(x;y)k(2)(x;y) (1.26)
もまた正定値カーネルとなり，特徴空間は (1)と (2)のテンソル積になる．
1.5.3 カーネル関数の例
カーネル関数の簡単な例として，多項式カーネル
kpoly(x;y) = (c+ xTy)d (1.27)
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を考える．ここで c  0; d 2 Nである．カーネル関数として意味を持つ最も単純
な例を考えるために，d = 2とする．X = R2とすると，kpoly(x;y)は
kpoly(x;y) = c2 + 2cx1y1 + 2cx2y2 + x
2
1y
2
1 + 2x1x2y1y2 + x
2
2y
2
2 (1.28)
のように展開できる．式 (1.28)の各項を polyi (x)
poly
i (y)の形に分解すると，
poly(x) = (c;
p
2cx1;
p
2cy1; x
2
1;
p
2x1x2; x
2
2)
T (1.29)
が得られる．このとき poly(x); poly(y) 2 R6の通常の内積 poly(x)Tpoly(y)が式
(1.28)に一致することが確かめられる．従って，kpoly(x;y)の場合，2次元のデー
タに対して 6次元の特徴ベクトルが対応することになる．また，特徴ベクトルに
は xの一次の成分だけでなく二次の成分も含まれており，一次の成分と二次の成
分の相対的な重みが cによって制御されることがわかる．dをより大きな整数にす
ることで，特徴ベクトルはより高い次数の成分を持つ高次元のベクトルになる．
特徴ベクトル poly(x)の各成分を xの関数とみると，
(Lpolyei)(x) = hei; (x)iR6 = polyi (x) (1.30)
より，これらがLpolyの像空間を張る基底となる．従って，多項式カーネルkpoly(x;y)
によって定義される再生核ヒルベルト空間は，R2上の d次の多項式関数全体の集
合となる．
1.6 本研究の目的
1.2.2節で述べた通り，眼球から入力された視覚情報に対して，腹側経路では物
体の形状や色などの処理が，背側経路では主に物体の位置や動きに関する処理が
行われる．各経路はさらに複数の領野に分けられ，これらが双方向的に連絡し合っ
て階層処理を行っている．各領野のニューロンがどのような特徴に応答するかは，
IT（例えば顔ニューロン [29]）に至るまで部分的にはわかってきている．一方，こ
のような特徴選択性がどのように実現されているかについての理解は限定的であ
る．例えばV1の単純型細胞の方位選択性は on-center，o-center型受容野の組み
合わせによるGabor型受容野によって説明できるが，V4における曲率の表現 [25]
や ITにおける顔に対する選択性の実現に関するはっきりとした理解は得られてい
ない．
初期視覚野のニューロン応答特性は，比較的低次の非線型性を仮定することで，
逆相関法を用いて推定することができる．しかし，より高次の非線型応答特性を分
析するための統一的な手法は存在しない．そこで第二章では，本手法では逆相関法
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を用いて区分線形関数の局所的な線形カーネルを推定する手法を提案する．また，
初期視覚野ニューロンのモデルを用いた数値実験を行い，得られた結果がニュー
ロン応答特性のどのような側面を反映しているのか検証する．
V1の方位選択性を持つニューロンは，空間位相に選択性を持つ単純型細胞と，
これを持たない複雑型細胞の二種類に分けることができる．これまでの様々な生
理学的実験によって，これらのニューロンの詳細な応答特性に関する知見が得ら
れている．しかし，この機能がどのように獲得されているのかという疑問を解決
することも必要である．特に本研究では，複雑型細胞{単純型細胞間の偶対称な結
合がどのように獲得されているのかに直目する．第三章では，階層ベイズモデル
の第一層に非負性を導入することにより，単純型細胞応答を模したモデルを構築
し，このような結合を自然画像の統計的性質から獲得できる可能性について検討
する．
初期視覚領野における受容野の自己組織的獲得や，領野間の双方向性結合の役
割は，生成モデルの枠組みで説明されることが多い．特に第一次視覚野が表現し
ている線型基底の自己組織的獲得については，生成モデルでよく再現することが
できる．一方で，視覚野のニューロンは expansiveな非線型性を持つことが知られ
ている [2]．従ってこの非線型性の役割についても理解する必要がある．第四章で
は非負制約のある生成モデルにカーネル法を導入し，ニューロン応答の非線型性
が応答特性や受容野獲得に及ぼす影響について検証する．
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2.1 目的
1.4節で述べた通り，初期視覚野における電気生理実験では，対象の感覚器に刺
激を与え，微小電極を挿入してニューロンの活動電位（スパイク）を測定するこ
とが行われる．このとき，ニューロンは入力刺激に応じて応答を変化させるので，
その入出力の関係を調べることが実験の目的となる．
初期視覚野のニューロン応答特性は，線形フィルタまたは二次の非線形フィル
タとして説明される．例えば複雑型細胞は，二次の非線形性を持ったエネルギー
モデルで説明される．しかし，実際の複雑型細胞では，エネルギーモデルでは説
明できない結果も得られる [78]．したがって，初期視覚野の応答特性は，より複雑
なニューロン間の相互作用によって実現されていると考えられる．そこで，ニュー
ロンの応答特性をより詳細に分析することで，その応答特性がどのように実現さ
れているのかが調べられると期待できる．しかし，高次の非線形カーネルを逆相
関法によって推定するには，多くの実験データと計算が必要になる．さらに，高
次のカーネルが推定できても，それらの持つ意味を解釈することは難しい．
本章では，ニューロンの応答特性が区分線形で近似できると仮定し，高い非線
形性を持つニューロン応答特性を分析する手法について検討する [79]．区分線形
関数による関数の近似に関しては，Gauss-Newton法を利用した手法も提案されて
いる [80]．しかし，ニューロンを対象にする場合，入力の次元が非常に大きいこと
と，得られる応答が確率的であることから，このような手法を直ちに適用するこ
とは難しい．そこで，本手法では逆相関法を用いて区分線形関数の局所的な線形
カーネルを推定する手法を提案する．また，本手法では初期視覚野ニューロンの
モデルを用いた数値実験を行い，得られた結果がニューロン応答特性のどのよう
な側面を反映しているのか検証する．
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2.2 ニューロン応答の区分線形近似
ニューロンの非線形性の例として，初期視覚野でみられる単純型細胞について考
える．単純型細胞は特定の方位と空間周波数に選択的に応答する細胞である．最適
刺激が呈示されたとき，単純型細胞の発火頻度はそのコントラストに応じて高く
なる．また，無刺激の状態での自発発火率は低く，最適刺激を反転させた刺激には
応答しない．この特性は，特定の方向に延びた受容野形状wと static nonlinearity
N(g)からなる LNモデルで説明される．Anzaiら [2]は STAによって推定したw
から各入力に対する g = w  xを求めて単純型細胞の static nonlinearityの形状を
測定し，得られた結果を次式のような half-power関数を用いて説明している．
N(g) = [g]n+ (2.1)
= max(0; gn) (2.2)
実際は，発火頻度の上昇が始まる gの閾値や全体の発火頻度の大きさを表すため，
さらに二つのパラメータが用いられているが，ここでは簡単のため省略する．
単純型細胞の受容野をwとすると，応答特性は
R(x) = [w  x]n+ (2.3)
と表せる．この単一ニューロンは LNモデルで表せるため，逆相関法を適用する
と，nの値に関わらずwに相似な STAが得られる．しかし，複数のニューロンを
組み合わせたネットワークを考えると，generator signalの生成過程 F (x)に他の
ニューロンの static nonlinearityが内在していることが確認できる．最も単純な例
として，3個のニューロンからなるフィードフォワードのネットワークを考える．
上位ニューロンの特性を次式のように表す．
F (x) = a1[w1  x]n1+ + a2[w2  x]n2+ (2.4)
添字は下位の二つのニューロンに対応する．このように，非線形な項が複数含ま
れる場合，LNモデルで表すことは不可能であり，各項の非線形性が STAの形状
に影響することになる．[g]n+は原点に対して非対称な関数であるため，その多項
式展開には様々な次数の項が現れることになる．しかし，刺激 xの空間を適切に
区分すると，F (x)は簡単な局所関数の組として表すことができる．
n  1の場合，単純型細胞の特性は以下のように多変量区分線形関数で近似で
きる．
f1(x) = [w  x]+ (2.5)
この関数 f1(x)は図 2.1左上に示すように，(M 1)次元超平面w1 x = 0で分けら
れた二つの領域でそれぞれ線形である．また，w1と異なる受容野w2を持つ別の単
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w1 · s = 0
w1
f1(s) = 0
f1(s) = w1 · s
s1
s2
sM
.
.
.
w2 · s = 0
w2
f2(s) = 0
f2(s) = w2 · s
s1
s2
sM
.
.
.
w1 · s = 0
f3(s) = 0
f3(s) = (a1w1 + a2w2) · s
w2 · s = 0
f3(s) = a1w1 · s
f3(s) = a2w2 · s
図 2.1: 多変量区分線形関数の例．上図は二つの単純型細胞の特性 f1(x); f2(x)を
表す．下図はこれらの線形和 f3(x) = a1f1(x) + a2f2(x)を表す．下図では軸を省
略している．
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純型細胞を考えると，その特性f2(x)は異なる境界w2 x = 0をもつ区分線形関数で
表せる．これを図2.1右上に示す．ここで，これら二つの単純型細胞から興奮性の入
力を受けるニューロンを考える．このニューロンの特性 f3(x) = a1f1(x)+a2f2(x)
は，図 2.1右のように 4つの領域に分けられる．f3(x)は各領域内では線形で，そ
のカーネルは単純型細胞の受容野w1;w2の線形和になっている．また，n 6= 1の
場合も，より細かく領域を区分することで区分線形近似することができ，各領域
のカーネルはw1;w2の線形和で表せる．
以上の議論から，局所線形カーネルを求めることで，ニューロン応答特性を構
成する線形フィルタ特性に関する情報が得られることが期待できる．次節ではこ
の局所線形カーネルを推定する方法について考察する．
2.3 逆相関法による局所線形カーネルの推定
ニューロンの応答特性R(x)を，区分線形関数 F (x)を用いて
R(x) = N(F (x)) (2.6)
と近似することを考える．また，x 2 D  RM とする．区分線形関数F (x)の例を
図 2.2に示す．定義域Dを複数の領域Q1; Q2;    に区分すると，F (x)は各領域に
おける局所線形関数の組み合わせで表すことができる．領域Qpにおける局所線形
関数を
Fp(x) = wp  x+ vp (2.7)
とする．ここで，vpは定数項である．wpはQpにおけるxの各要素の重みを表し
ている．このwpを局所線形カーネルと呼ぶ．また，wpはQpにおけるF (x)の勾
配rF (x)を表している．
いま，図2.2のように，領域Qp内に分布するパターンをランダムに生成し，ニュー
ロンを刺激することを考える．刺激xの分布は，平均mを中心に球対称な分布と
する．x 2 Qpのとき，F (x) = Fp(x)となる．このとき，Np(g) = N(g + vp)とお
くと，
R(x) = N(wp  x+ vp) = Np(wp  x) (2.8)
となる．この式は，式 (1.18)と同様に LNモデルを表している．したがって，m
に重畳した球対称なノイズの STAを求めることで局所線形カーネルwpを推定す
ることができる．スパイク kに先行する刺激をxkとすると，局所線形カーネルの
推定値は次式のように求められる．
x^ =
1
K
KX
k=1
(xk  m) = 1
K
KX
k=1
xk  m (2.9)
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w1
w2
wp
QpQ1
Q2
m
...
sˆ
図 2.2: 局所線形カーネルの推定．
M 次元正規分布は球対称の条件を満たす確率分布の一つである．そこで，xの
分布に平均m，分散共分散行列 2I のM 次元正規分布を用いる．I はM 次の単
位行列である．2が十分小さければ，ほぼ全ての刺激は一つの領域に分布するこ
とになる．
ニューロンの応答特性が滑らかな関数 f(x)である場合，小さな領域に区分され
た F (x)によって f(x)を近似することになる．あるxpを中心に領域Qpを小さく
していくと，wpはxpにおける f(x)の勾配rf(xp)に近づいていく．したがって，
mに重畳するノイズの分散 2を小さく設定することで，mの周りの勾配を正確
に推定できる．ただし，2が極端に小さいとき，呈示刺激はmからほとんど変化
しないため，実用的な測定時間では推定値が収束しない．
対象のニューロンに関して事前知識がある場合は，mや 2の値を決定すること
ができる．しかし，一般に実験者は対象のニューロンの応答特性についての情報
を持たない．そこで，以降の数値実験ではmにホワイトノイズを用い，複数の局
所線形カーネルを求めることで，ニューロン応答特性の分析を行う．また，2は
mの分散より十分小さい値を選択する．
2.4 数値実験
この節では，これまで述べてきた方法によって，実際に局所線形カーネルが推
定できることを示すために数値実験を行う．実験対象には単純型細胞や複雑型細
胞の応答特性を模したモデルを用いる．また，得られた局所線形カーネルがモデ
ルの応答特性のどのような側面を反映しているかについて考察する．
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θs
図 2.3: 複雑型細胞のモデル．
2.4.1 複雑型細胞モデル
複雑型細胞は単純型細胞と同様に，特定の時空間周波数に選択性を持つ細胞で
ある．しかし単純型細胞と異なり，位相には選択性を持たない．この特性（ここ
では空間特性のみを考える）は，以下のように二つの線形フィルタの組み合わせ
で説明される．
R(x) =
q
(w!;0  x)2 + (w!;
2
 x)2 (2.10)
このモデルはエネルギーモデルと呼ばれる．w!;は空間周波数! = (!x; !y)と空
間位相 に選択性を持つ線形フィルタを表し，各要素には二次元の正弦波パター
ンにガウス窓をかけたガボール関数が用いられる．式 (2.10)は局所フーリエ変換
における空間周波数 !のパワーに対応する．そのため，複雑型細胞の位相に対し
て頑健な特性をよく再現する．しかし，実際の初期視覚野においてこの計算がど
のように実現されているかについては，より詳しい研究が必要である．2.2節で述
べた単純型細胞の応答特性を考慮すると，より現実的には次のようなモデルを考
えることができる．
R(x) =
"X
i
ai[w!;i  x]ni+
#n
+
(2.11)
ここで，aiは各フィルタの重みである．i 2 f0; 1; 2; 3g; i = i2 ; ai = 1; ni = 2; n = 12
の場合，式 (2.11)はエネルギーモデルと等価になる．各フィルタが単一の単純型
細胞で実現されていると考えると，複雑型細胞の応答特性は 90間隔で位相が異
なる 4つの単純型細胞で実現できることになる．Anzaiらが 39個の単純型細胞に
ついて niを求めた結果，平均 2.17，標準偏差 0.53で分布した．したがって，実際
の単純型細胞も，平均的には二次の非線形性を持つといえる．しかし，この指数
の推定結果には，ばらつきもみられる．このことから，複雑型細胞の応答特性は，
機能的にはエネルギーモデルと同等になるように，より多くの単純型細胞を適度
に組み合わせることによって実現されていると考えられる．
ここでは，本研究で提案している手法を上記のモデルに適用し，局所線形カー
ネルが得られることを確認するとともに，ni の値による結果の違いについて議
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図 2.4: 複雑型細胞モデルの応答特性．(a) ni = 1の場合．(b) ni = 2の場合．同心
円は応答の等高線を模式的に示し，円周から延びた矢印は，その位置での応答の
勾配を示す．
論する．実験に用いたモデルを図 2.3に示す．その他のパラメータについては，
i 2 f0; 1; 2; 3g; i = i2 ; ai = 1; n = 1とする．
ni = 1の場合，R(x)は図 2.4のように二つの超平面で区切られた区分線形関数
である．ここで，w!;0 =  w!;;w!;
2
=  w!; 3
2
は局所フーリエ変換の基底に相
当する．したがって，これら 4つのベクトルに張られる二次元平面は，入力画像
のフーリエ係数F [x](!x; !y)を表すガウス平面と見ることができる．w!;iとの内
積によって，xはこの平面に投影されることになるので，このモデルの応答特性
についてはこの平面上で議論することができる．各領域に示したベクトルは，そ
の領域の局所線形カーネルを表す．また，これらの方向は位相を表している．例
えば，図 2.4の右上の領域は，空間周波数 !の位相が 0～
2
となる入力画像の集合
を表しており，この領域における局所線形カーネルw!;0 +w!;
2
の位相は 
4
であ
る．以上の議論から，前節で述べた方法を用いて局所線形カーネルを推定すると，
単純型細胞の受容野形状から位相が 45ずれた，4種類の画像が得られると予想で
きる．
図 2.5は，本手法で求めたmの周りの局所線形カーネル x^の例である．mは分
散 0:3のホワイトガウスノイズである．また，mに重畳したノイズは分散 0:1のホ
ワイトガウスノイズである．mの値によって平均発火率が異なるため，収束の度
合いが異なっているが，方位と空間周波数が共通で位相が異なる 4種類のガボー
ルパッチ状のパターンが得られた．mに含まれる!成分の位相と x^の位相の関係
を図 2.6(a)に示す．横軸の 0～90の範囲は，図 2.4の右上の領域に相当する．m
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図 2.5: 局所線形カーネルの推定結果．
がこの領域にあるとき，wiの位相は 45付近で一定である．また他の領域につい
ても同様である．したがって，図 2.4のような局所線形カーネルが正しく推定でき
ていることが確認できる．
ni = 2の場合も同様に，モデルの応答特性を図 2.4の平面上で考えることがで
きる．この場合，R(x)の値は原点からの距離の二乗に比例して大きくなる．した
がって，図 2.4(b)の矢印のように，mの周りの局所線形カーネルは，mが持つ空
間周波数!の成分に等しい位相を持つことが予想される．実際に，ni = 1の場合
と同様の方法で局所線形カーネル x^を求めると，図 2.6(b)のように，mと x^の位
相が等しいことが確認できる．
以上より，本手法を用いて，線形逆相関法では得られない複雑型細胞の特性が，
複数の線形フィルタ特性として得られることが確認された．また，二つの実験結
果から，機能的構成要素の非線形性 niの違いが，得られる局所線形カーネルの形
状に反映されることが示された．実際の複雑型細胞では，個々の構成要素毎に ni
が異なる場合や，より多くの構成要素を持つ場合が考えられる．
これまでにも様々な研究で，複雑型細胞の応答特性を分析する手法が提案されて
いる．たとえば，スパイクを生じさせた刺激xの要素間の二次の関係を調べる手法
がある [81, 78]．図 1.8のように，スパイク kに先行する刺激を xk(k = 1;    ; K)
とすると，この手法では以下の計算を行う．
ui =
1
K
KX
k=1
xkixk (2.12)
これを subunitと呼ぶ．ここで，skiはxkの i番目の要素を表す．uiは，ニューロ
ンに興奮的に作用する siと他の画素との関係を表している．siが表す画素の位置
を参照位置と呼ぶ．複雑型細胞の subunitは，参照位置を中心とするガボールパッ
チ状の形状であることが知られている．Packら [81]は，参照位置による subunit
の形状の違いはないとして，subunitの平均を求めて議論している．一方 Sasakiら
[78]は，参照位置による違いなどについてより詳しい考察を行っている．
subunitは参照位置を中心とするガボールパッチ状の形状であるため，受容野の
中心を基準とした位相は参照位置の座標によって決まる．ni = 1; ni = 2の二つの
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図 2.6: mとその周りの局所線形カーネル x^の位相の関係．(a) ni = 1の場合．(b)
ni = 2の場合．
場合について，参照位置と subunitの位相の関係をグラフにしたものを図 2.7に示
す．このグラフからわかるように，subunitの位相は niの違いを反映していない．
これは，niの値に関わらず，モデルニューロンの偶対称な応答特性が二次の非線
形性として検出されるためと考えられる．多項式近似において，jgjと g2の違いを
調べるためには，4次以上のカーネルを求める必要がある．
2.4.2 方位交差抑制モデル
前節の数値実験で用いたモデルは，興奮性のフィルタ特性のみで構成されてい
る．しかし，実際の視覚皮質では，刺激に含まれる最適刺激とは異なる成分が抑
制的に作用するニューロンが存在する．Heegerら [82]は，このような抑制的な作
用を考慮した単純型細胞と複雑型細胞のモデルを提案している．彼らの単純型細
胞モデルの応答特性を次式に示す．
R(x) = k
[wi;  x]2+
2 +
P
j
P
 2f0;90;180;270g[wj;  x]2+
= k
[wi;  x]2+
2 +
P
j
P
 2f0;90g(wj;  x)2
(2.13)
ここで，i; jは方位と空間周波数の組み合わせを表し，;  は空間位相を表す．ま
た，kは応答の範囲を決定する正の定数である．このモデルは，単純型細胞に類似
する単一の興奮性要素と，エネルギーモデルに類似する複数の抑制性要素で構成
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図 2.7: 参照位置の y座標と得られた subunitの空間位相の関係．
されている．しかし，線形逆相関法を用いると，興奮性要素の持つ線形カーネル
のみが得られる．図 2.8はこのモデルの応答特性を模式的に示している．左右の曲
線は，抑制信号により+で示される発火頻度の高い領域が狭くなっていることを
表す．抑制性要素がエネルギーモデルのように偶対称のとき，様々な方向から一
様に抑制されるため，STAは+の領域の中央に収束する．これは，抑制性要素が
存在しない場合の結果と同様である．したがって，線形逆相関法で求めたフィル
タ特性には，以上のモデルのような抑制的な側面は現れない．
このモデルの応答特性R(x)の勾配は以下のように求められる．
rR(x) = 2kA(wi;   A
X
j
X
 
(wj;  x)wj; ); (2.14)
A =
wi;  x
2 +
P
j
P
 [wj;  x]2+
(wi;  x > 0)
ただし，wi; x  0のときrR(x) = 0である．k;Aは非負のスカラーであるため，
この式はモデルを構成する線形フィルタの重み付き和を表している．したがって，
局所線形カーネルを求めることで，R(x)を構成する線形フィルタ特性が得られる
ことが期待できる．また，xがwj;  に類似している場合（wj; x > 0），wj; の
係数が負になることがわかる．よって，除算的な抑制を線形カーネルの減算的な
重ね合わせとして取り出すことができると考えられる．
以上を確認するため，一つの抑制性要素を持つ単純なモデルを用いて数値実験
を行った．図 2.9に示すように，このモデルは縦の方位に選択的な興奮性要素wv;0
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図 2.8: 抑制モデルの応答特性．w+;w はそれぞれ興奮性と抑制性の線形フィル
タを表す．発火頻度の高い領域を+，低い領域を で示す．また斜めの矢印はそ
の位置の勾配を表す．
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図 2.9: 数値実験に用いた抑制モデル．
と，横の方位に選択的な抑制性要素wh;0;wh;
2
からなる．抑制性要素は位相に選
択性を持たない．得られた局所線形カーネルの例を図 2.10(a)に示す．これらは縦
と横の縞模様を重ね合わせたパターンと見ることができる．よって上で述べた通
り，wv;0;wh;0;wh;
2
を重ね合わせたフィルタ特性が局所線形カーネルとして得ら
れた．これらが直交する場合，次式で局所線形カーネル x^からwv;0の成分を取り
除くことができる．
x^0 = x^  wv;0  x^jwv;0j2 wv;0 (2.15)
wv;0には線形逆相関法の結果を用いることができる．この処理を行った結果を図
2.10(b)に示す．この結果より，抑制性要素が位相に選択性を持たないことを確認
できる．
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(a)
(b)
図 2.10: 抑制モデルの局所線形カーネルの推定結果．(a)局所線形カーネル．(b)(a)
から従来の逆相関法の結果として得られる線形カーネルの成分を取り除いたもの．
以上より，本手法を用いて除算的な抑制性要素を持つニューロンの特性を分析
することができる．ここで用いたモデルが持つ抑制性要素は一つであるため，式
(2.15)を用いて興奮性要素の特性を取り除くことで，横線分が抑制的に作用するこ
とを確認することができた．しかし，Heegerらのモデルのように，より多くの抑
制性要素を持つニューロンに本手法を用いた場合，得られる局所線形カーネルに
は，様々な空間周波数選択性を持つ線形フィルタ特性が混在することになる．こ
れらが直交する場合，主成分分析を用いることが考えられるが，少なくともここ
で線形フィルタとして用いたガボール関数は互いに直交しない．このため，得ら
れた複数の局所線形カーネルから単一の線形フィルタの形状を引き出すためには，
さらなる検討が必要である．
2.5 まとめ
本章では，逆相関法に区分線形近似を導入し，非線型なニューロン応答の局所
的な特性を分析する手法を提案した．この手法の利点として，まず結果の表現が
簡便であることが挙げられる．後述するように，ニューロン応答特性を多項式で
近似する方法が考えられる [83]．しかしニューロンの非線型性が強い場合，完全な
同定のためには高次の項までの分析が必要である．これは収束性の観点から困難
である．また，入力が多変量であるため，組み合わせ爆発により，推定すべきカー
ネルが非常に多くなるという問題がある．本手法ではこの問題に対し，入力空間
における局所領域を対象に測定し線型近似することによる解決を試みている．
局所線型カーネルは，ニューロンの入出力特性 F (x)の微分に近似的に等しい．
これを適応的な分析に応用することが考えられる．例えば，F (x)の勾配を推定し
ながら測定する領域を移動させて行き，ニューロンの最適刺激を探索することが
できる．また，最適刺激付近を測定することで，視覚刺激に含まれる複数の特徴
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がどのように相互作用するのかを調べられることが期待できる．
ニューロン応答特性は，呈示刺激の空間 X 上の関数として表すことができる．
この X 全体における応答特性を推定することが，常に必要であるとは限らない．
例えば，二つの線分の位置関係に対してニューロン応答がどのような特性を持っ
ているのかを調べることが目的であれば，各線分の位置や方位を表す数個のパラ
メータ で表現される画像を呈示し，入力と の関係を分析すればよい．このよ
うな状況を記述するため，X を
X = X1 X2 (2.16)
のように，関心のあるパラメータで表現される部分空間X1とそれに直交する部分
空間X2の直積で表し，x = (x1;x2) 2 X1X2とおく．subspace-RC[84]では，選
択された基底が張る空間がX1に相当し，x2 2 X2は 0に固定されるので，呈示刺
激の分布は p(x) = p(x1)(x2)となる．ニューロン応答特性を F (x) = F (x1;x2)
とおくと，subspace-RCで推定される特性は F (x1;0)となる．
一方，本手法では測定する領域をX の部分空間ではなく，より一般の部分集合
として選択することになる:
X = X1 [ X2: (2.17)
また，推定される特性は F (x)jX1となる．従って，subspace-RCよりも柔軟であ
るが，どの領域を測定するかを決定するためにより多くの仮定を要する．
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第3章 階層ベイズモデルによる組み
合わせ表現の獲得
3.1 目的
V1の方位選択性を持つニューロンは，空間位相に選択性を持つ単純型細胞と，こ
れを持たない複雑型細胞の二種類に分けることができる [18, 19]．これまでの様々
な生理学的実験によって，これらのニューロンの詳細な応答特性に関する知見が
得られており（例えば [2]），機能的に等価なモデル（複雑型細胞のエネルギーモ
デルなど）も提案されている．
しかし，この機能がどのように獲得されているのかという疑問を解決すること
も必要である．1.3.4節で述べた通り，V1における受容野の自己組織的獲得を生成
モデルの観点から説明する，スパースコーディング (SC)仮説が提案されている．
SCは単純なベイズモデルで記述できる．いま，各時刻の入力パターン xtを行列
X = (x1;x2;    ) にまとめて表し，基底のセットを行列A，応答 ytを入力パター
ンと同様に行列 U で表す．このとき上記の問題は
X = AU +N (3.1)
と定式化される．ここでNは平均 0のホワイトガウスノイズを表す．またA;Uの
事後分布は
p(A;U jX) / p(XjA;U)p(U) (3.2)
となる．ここで U の事前分布 p(U)としてコーシー分布やラプラス分布などのス
パースな分布を導入したもの（Aについては何らかの行列ノルムに制約を課すこ
とが多い）が SCであると考えられる．
尤度 p(XjA;U)がA;U をパラメータとする確率分布であるのと同様に，U の事
前分布 p(U)もまたパラメータを持つ確率分布である．例えばコーシー分布やラプ
ラス分布は尺度母数を持っている．この事前分布のパラメータを確率変数と考え，
その生成モデルを導入したものが階層ベイズモデルである．
Karklinら [59, 60]のモデルでは，この階層ベイズに基づいて，自然画像からよ
り高次の統計的構造を抽出することに成功している．彼らのモデルでは，p(U)の
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尺度母数が非負の非線形関数 と行列B; V で (BV )と表される．このとき，式
(3.2)の右辺は p(XjA;U)p(U jB; V )p(V )となる．同様に階層ベイズに基づくモデ
ルにTopographic ICA (TICA)がある [56, 57]．このモデルでは，Bはニューロン
の近傍関数を定義する固定値として定義される．これにより，近傍のニューロン
は応答の絶対値に正の相関を持ち，学習後に類似する基底を獲得することになる．
TICAはこのような学習機構によってV1のハイパーコラム内の方位選択性マップ
を再現することに成功している．加えて，このモデルの V は複雑型細胞の応答を
示すことになるため，TICAは複雑型細胞の応答特性の獲得について統計的な説明
を与えるものと考えることができる．
しかしながら，これらの階層ベイズモデルには，複雑型細胞が単純型細胞から
偶対称な入力を受けるという，強い仮定に基づいているという問題がある．これ
は，単純型細胞の応答を負値を取りうる行列 U で表し，その絶対値を上位層で表
現しているためである．時刻 tにおけるニューロン jの応答 ujtが負値を取ること
は，皮質上では aj（Aの j番目の列ベクトルを表す）を反転させた受容野を持つ
ニューロンが強度 ujtで応答していることに相当する．従って，この ujtの絶対
値を取ることにより，逆位相の受容野を持つ二つのニューロンからの等しい結合
を暗に仮定していることになる．
以上より，複雑型細胞{単純型細胞間の偶対称な結合がどのように獲得されてい
るのかが問題となる．本章では，階層ベイズモデルの第一層に非負性を導入する
ことにより，単純型細胞応答を模したモデルを構築し，このような結合を自然画
像の統計的性質から獲得できる可能性について検討する [85, 86]．
3.2 モデル
本節では，ニューロンの非対称な応答特性を反映した階層ベイズモデルを構築
し，視覚野ニューロンとの対応について議論する．ここでは，網膜からV1に至る
経路を，双方向結合を持つ二階層のネットワークとしてモデル化する．外界から
の入力を列ベクトル x，V1のニューロン集団の応答を二つの列ベクトル u，vで
表す．uは単純型細胞，vは複雑型細胞に対応する．以下，特定の入力パターンや
それに対する応答を指す場合は xt;utのように添字をつけて表現する．また，入
力や応答の全体は，列ベクトルを横に並べた行列としてU のように大文字で表す．
網膜とV1の単純型細胞との入出力関係は，線形フィルタとその応答の非線形関数
で近似することができる [2]．そこで，この線形受容野を行列Aで表す．Aの各列
は単純型細胞の受容野に対応する．
まず，第一層は下式のように，Aの基底ベクトルの線形和により入力パターン
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の線形予測を行っていると仮定する．
x = Au+ n (3.3)
ここでn  N(0; 2x)はホワイトガウスノイズを表す．uは発火頻度を表している
ので，非負の確率変数とする．
また SCが示す通り，空間的に局在する基底を獲得するためには，uの活動はス
パースである必要がある．そこで，uの事前分布を指数分布とする．指数分布の
確率密度関数は以下の式で表される．
p(x) =
1

exp

 x


(3.4)
は指数分布の尺度母数であり，期待値と分散に等しい．この尺度母数が vによっ
て生成されるという以下のモデルを導入する．
p(ujB;v) =
Y
i
1
i
exp

 ui
i

; (3.5)
 = 0 exp (Bv)
式 (3.5)は第一層からみるとuの事前分布である．vの活動により iが大きくな
れば，uiの値が平均的に増大する．また iが小さくなれば，uiの値が小さくなり，
相対的にスパースに分布することになる．ただし，iは指数関数によって抑えら
れているため，0になることはない．
逆に第二層からみると，式 (3.5)は vの尤度関数となっている．式 (3.5)の対数
をとって vjで偏微分すると
@
@vj
log p(ujB;v) =  
X
i
Bij

ui
i
  1

(3.6)
が得られる．この式より，uiの値とその予測である iの比が 1になるように vが
変化することが分かる．
最後に，vの事前分布として次式のコーシー分布を用いた．
p(vj) =



1 +
v2j
2
 1
(3.7)
はコーシー分布の尺度母数である．v = 0のとき，の各要素は 0となる．従っ
て，この事前分布は の各要素が 0を中心に変化するような制約条件を課してい
ることになる．以上をまとめると，本モデルは図 3.1のような生成モデルとなる．
以下では，偶対象な非線形性を仮定せずに複雑型細胞の応答特性を獲得するこ
とが困難であることを示し，これを本モデルがどのように解決し得るかについて
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Input Layer 1 Layer 2
vBAx u
Gaussian noise Exponential noise
図 3.1: 本研究で考える二階層生成モデル．
議論する．同じ空間周波数選択性を持つ単純型細胞のうち，空間位相が近いもの
の応答は正の相関を持つと考えられる．一方，互いに逆位相のものでは負の相関
を持つ．このような相反する統計的性質を持つ特徴を，単一のモデルでどのよう
に統一的に表現するのかが問題となる．
期待値 の指数乱数は，期待値 1の指数乱数に をかけたものに等しい．従っ
て，第二層のモデルは y =  
 ne （ここでneは期待値 1の指数乱数，また
は
ベクトルの要素毎の積を表す）となるように yの近似を行っているとみることが
できる．これは予測誤差として指数乱数が乗法的に重畳されることを意味してい
る．このため，指数分布の形状を考慮すると，このモデルは uiの実際の値が予測
値 iよりも小さい場合は，その逆の場合と比較して許容しやすいことがわかる．
このことは，式 (3.6)の第 i項と i，uiの関係をみることでも分かる．すなわち，
uiに対して iが小さいときにこの項は uiの変化に応じて大きく変動するのに対し
て，uiが 0の時には iの値に関わらず，この項の値は高々Bijである．
以上より，vが uに対して論理和のように応答するということができる．つま
り，vjとの結合を持つ複数の uk（k 2 fi j Bij  0g）のうち，一部が 0に近い値を
取っていても，vj の値が大きく減少することはないと考えられる．これは，vが
複雑型細胞に対応する空間位相不変性を獲得する上で重要な要素であるといえる．
さらに，第一層と第二層の相互作用について，以下のように考えることで，位
相不変性の獲得の可能性を示唆することができる．元々類似する基底を持つ ui; ui0
は，共通の vjに対して大きい結合を持つ可能性が高い．このとき，uiの基底にほ
ぼ相似なパターンが入力され，uiの活動が大きくなると，vjを介して ui0の活動も
大きくなる．従って，一時的に uiの周辺のみスパースネスが緩和された状態にな
ると考えられる．ここで uiとは大きく異なるが ui0には近い基底を持つ ui00の活動
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が予測よりも大きくなることで，結合Bi00jが強化され，ui00と uiとの関係性が ui0
を介して vjの基底に符号化されることになる．このように，第一層と第二層が互
いの活動を強化し合う機構によって，第一層の活動には反映されない複数の特徴
の関係性が第二層によって記述されることが期待できる．
第一層のモデルを行列形式で表すと，X  AU のように非負制約付きの行列の
分解とみなせる．これは行列分解の手法であるNMF (non-negative matrix factor-
ization) [87, 88]に類似している．NMFは，入力と混合行列を含めて全ての行列に
非負性を仮定した手法であり，XとAに非負性を仮定していない点では異なって
いる．以下では，このNMFと本モデルとの関係について議論しておく．
負値を含むデータにNMFを適用する際，入力の各次元に対して高さが二倍の非負
行列X 0を入力として用いることが多い [89]．この場合，基本ベクトルe1; e2    eM
とそれらを反転したベクトルで構成される行列Rで元の入力X = RX 0を表現す
ることができる．このX 0にNMFを適用することは，X 0 = SUのように定式化さ
れる．ここでSはNMFの出力となる非負の混合行列を表す．第一層のモデルの学
習は，この正負の分離と非負行列による線形変換を合成したA = RS を学習する
ことに相当する．また学習で得られたAに対してXと同様の操作を行うことで S
が得られる．
以上より，入力に負値を含む本モデルの場合は，U のみに非負制約を課すこと
でNMFと同等の機能を実現できると考えられる．ただし，ここでの議論は第一層
のみを考えた場合に成り立つ．上で述べた通り，実際は U は上位層からの信号に
よって修飾されるため，結果として得られる応答や基底は異なると考えられる．
次節では上記のモデルに基づいて自然画像の学習を行い，獲得された特性につ
いて議論する．
3.3 勾配法によるMAP推定
ここでは，勾配法を用いてモデルパラメータの最大事後確率 (MAP)推定を行う．
モデルパラメータの最適化は，以下の目的関数の最小化問題に帰着する．
E =   log p(xjA;u)p(ujB;v)p(v) (3.8)
これを実行するため，各パラメータを乱数で初期化し，目的関数Eの各パラメー
タに関する勾配を求め，適当なステップ幅で各パラメータの更新を行った．入力
画像には自然画像から抽出した 16 16ピクセルのパッチを用いた．各パッチは平
均と分散がそれぞれ 0，1になるように正規化した．前述の通り，uには非負制約
が課されている．これを実現するため，u = exp(u0)となる u0を導入し，uの代
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(a)
(b)
図 3.2: 自然画像の学習によって獲得された基底．明るいピクセルと暗いピクセル
はそれぞれ正と負の結合を表す．(a)第一層．(b)第二層．各ピクセルの配置は (a)
での基底の配置と対応している．
わりに u0を更新した．uと vの次元はそれぞれ 128, 32とした．また，モデルの
ハイパーパラメータである 2x，0と はそれぞれ 0.005，0.01，0.1に設定した．
学習で獲得された基底を図 3.2に示す．(a)と (b)はそれぞれAとBの基底を並
べたものであり，各基底の明るい点と暗い点はそれぞれ下位層との正と負の結合
を表す．(a)を見ると，第一層では従来の SCと同様の基底が得られていることが
分かる．ただし，uに非負制約があるため，従来の SCのように一つの基底でその
逆位相のパターンをも表現することはできない．この制約条件下で予測誤差を最
小にするには，各受容野位置，空間周波数と方位に対して，逆位相，もしくはい
くつかの位相に対応する基底を個別に獲得しなければならない．実際にこのよう
な組み合わせがいくつか存在している．例えば，図 3.3右のa64とa105は互いに逆
位相のガボールパッチを表現している．
図 3.3は第二層のニューロン v18と uとの結合をより詳細に示したものである．
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図 3.3: 第二層のモデルニューロン v18と第一層のモデルニューロンの結合加重．対
応する基底を図 3.2(b)に枠で示す．(a)，(b)ではそれぞれ結合加重が大きい順，小
さい順にその値を棒グラフで示し，右に対応する第一層の基底を示す（これらは
図 3.2(a)において枠で示されている）．
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(a)と (b)ではそれぞれ正と負の結合が強い順に並べられており，v18 > 0のとき，
これらの結合は対応する uiにそれぞれ興奮的，抑制的に作用する．また，v18 < 0
のときはその逆が成り立つ．v18に対して同符号の結合を持つ第一層ニューロンの
基底を見ると，v18が縦方向に偏った特徴選択性を持っていることがわかる．特に
方位選択性に関して，この様な特性が第二層全体で見られた．この結果より第二
層は，第一層では表現できない特徴のカテゴリを表現することができると考えら
れる．
前節で述べた通り，vが複雑型細胞の応答特性を獲得するためには，逆位相を
含め，様々な空間位相特性を持つニューロンとの同符号の結合を獲得する必要が
ある．しかし，今回はこのような結合は見られなかった．この理由として，Aの
基底が少なかったことが挙げられる．上で述べた位置，空間周波数と方位が共通
するガボールパッチの組み合わせは，互いに逆位相のものか，単独で存在するも
のがほとんどである．これは，少ない基底で全ての画像を表現しようとしたとき，
空間位相のバリエーションを増やすよりも，空間周波数や方位のバリエーション
を増やした方が効率的であったことを意味している．従って，同じモデルのもと
で空間位相のバリエーションを増やすためには，実際の皮質と同様に，入力の次
元よりはるかに多い基底数を設定する必要があると考えられる．
また，uがスパース過ぎたことが，基底の獲得に影響していることも考えられ
る．本モデルでは U の行方向と列方向のスパースネスを区別していない．すなわ
ち，各パターンに応答するニューロンの個数 (population sparseness)と，各ニュー
ロンが全パターンを通して応答する回数 (lifetime sparseness)を個別に制御するよ
うな制約は設けていない．式 (3.8)から導出されるAの更新式にはHebb則が成り
立っているが，これはパターンに対して全く応答しなかったニューロンはそのパ
ターンを学習しないことを意味する．このため，スパースネスが強すぎることで，
全体を通してほとんど学習していないニューロンが存在し，一部の基底に無視で
きないノイズが重畳されたものと考えられる．
以上の通り，そもそも第二層が獲得すべき特徴の組み合わせが存在しないこと
によって，期待される結果が得られなかったと考えられる．ただし，もし第一層
がそのような基底を獲得した場合に，第二層が複雑型細胞の特性を獲得できる可
能性を示唆する結果も得られた．ガボール関数の特性を考えると，空間周波数や
方位よりも，空間位相の方が複数の基底の和で表現しやすい．従って，第一層が
適切な基底を獲得していれば，前節で述べたような機構により，様々な空間位相
が集約されることで複雑型細胞の特性が獲得されると期待できる．
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3.4 改良モデル
前節で示した通り，第二層が複雑型細胞の特性を獲得するためには，第一層の
基底を大幅に増やす必要がある．またスパースネスが強すぎるという問題も存在
し，これは単に 0の値を変更するだけでは解決できないと思われる．そこで，こ
の節ではこれらの問題を解決するため，新たなモデルを検討する．また，第二層
の変数に非負の制約を課し，非線形性についても見直すことで，生理学的により
妥当なモデルを構築する．
第一層は前節のモデルと同様，加法性のホワイトガウスノイズを誤差とする線
形予測で，尤度関数は以下の通りである．
p(xjA;u) = 1
(22x)
M
2
exp

  1
22x
jjx  Aujj2

(3.9)
また，第二層のモデルとして，指数分布を x = unで変数変換した次のような分布
を考える．
p(ujB;v) =
Y
i
n
i
u(n 1) exp

 u
n
i
i

(3.10)
u  0;  = 0(+Bv)
ここで  > 0は定数とし，ベクトルへの加算は要素毎の演算とする．n > 1のとき，
この分布関数の減衰は指数分布よりも速くなるので，分布の裾は軽くなる．これ
によってスパースネスを緩和することができる．
後述するが，nは単純型細胞の static nonlinearityに相当する．このことから，
前節のモデルよりも自然な非線形性を第一層{第二層間に導入することができる．
ネコのV1では，このnの値が平均的には 2:17付近（この実験では標準偏差は 0.53
だった）であることが分かっている [2]．従って，計算上の都合から最も近い整数
を選ぶとすれば，n = 2が望ましいといえる．
式 (3.10)は，n乗すれば期待値 iの指数分布に従う確率変数の分布である．こ
のため，第二層は次のような近似を行っているといえる．
U :n  BV (3.11)
ここで，:nは各成分をn乗する演算を表している．従って，式 (3.10)をB，vの尤
度関数とみれば，非負行列 U の各成分を n乗したものに対するNMFと同等であ
る．ただし推定誤差として，指数乱数が乗法的に重畳されることを仮定している．
従って，やはり前節で述べたような特性を持つと考えられる．また，式 (3.10)はu
の事前分布でもあるため，実際は二層間の相互作用によって各変数の値が定まる．
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このモデルでは vもuと同様に非負の確率変数とする．
p(v) =
1
v
exp

  v
v

(v  0) (3.12)
さらに，結合荷重Bも同様に指数分布する非負の変数とする．
3.5 変分ベイズの適用
3.3節の数値実験の結果では，獲得された基底にかなりのノイズが重畳されてお
り，解が不安定であることがわかる．これは学習の各ステップでモデルパラメー
タの点推定を行っているためであると考えられる．従って，学習結果は初期値や
学習中の各ステップでの値に大きく依存することになり，収束が遅いうえに局所
解に陥りやすい．
特に第一層の応答は入力層と第二層の両方に依存している．このため，式 (3.8)
の勾配に基づく更新式では初期値や前ステップでの各変数の値に大きく依存し，収
束性や局所解に関して問題がある．従って，各変数の更新には周辺尤度関数を用
いるのが理想的である．しかし，モデルを構成する多くの変数に関する周辺化や，
EMアルゴリズムを適用するために必要である対数尤度関数の期待値を計算する
ことは困難である．この問題は，視覚皮質が多様な入力に内在する統計的構造を
どのように安定的に推定しているのかという，実装の問題にも関わっている．
そこで，学習後のネットワーク特性のより詳細な分析を可能とするため，ここ
では上で構築したモデルに変分ベイズ法 [90, 91]を適用することを検討する．変分
ベイズ法を用いることで，モデルパラメータのより安定的な求解が望める．また，
同じくベイズ推定における計算手法であるマルコフ連鎖モンテカルロ (MCMC)法
とは異なり，変分ベイズでは各変数の事後分布が解析的な表現で得られる．これ
を利用して，実際の皮質での実装も考慮に入れながらパラメータ推定のアルゴリ
ズムを構築し，これが生理学的に妥当であるかどうかを検証する．
変分ベイズでは，モデルパラメータに関する推定事後分布 q(u;v; A;B)を導入
し，汎関数
F [q] =
ZZZZ
q(u;v; A;B) log
p(x;u;v; A;B)
q(u;v; A;B)
dudvdAdB (3.13)
を qについて最大化することにより，qと真の事後分布とのKLダイバージェンス
を間接的に最小化する．ここでは
q(u;v; A;B) =
Y
j
q(uj)
Y
k
q(vk)
Y
i;j
q(Aij)
Y
j;k
q(Bjk) (3.14)
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図 3.4: 変分ベイズ法により導出された (a) u，(b) vの入出力関数．
のように，全ての変数が独立である事後分布によって真の事後分布の近似を試みる．
あるモデルパラメータ zの推定事後分布 q(z)に関するF [q]の停留点を求めるた
めに F [q]
q(z)
= 0とおくと，
q(z) / exp hlog p(x;u;v; A;B)iq(fu;v;A;Bgnz) (3.15)
が得られる．ここで hiq(fu;v;A;Bgnz)は z以外の変数に関する期待値を表す．q(z)
を求めるために他の変数の事後分布が必要であるため，この変分問題を閉形式で
解くことはできない．そこで各変数の事後分布のパラメータを適当な初期値で初
期化し，全ての変数について式 (3.15)による更新を交互に繰り返すことで最適な
事後分布を推定する．以下ではモデルの各変数の推定事後分布を導出し，ネット
ワーク特性について解析的に議論する．
まず，ujの事後分布の更新式は以下のようになる．
q(ui)
(t+1) / exp
 
 (ui   
(t)
1i )
2
2(
(t)
1i )
2
!
un 1i exp
 
  u
n
i
hii(t)
!
(ui  0) (3.16)

(t)
1i =

ai  x 
P
i0 6=i ai  ai0ui0
jjaijj2
(t)
(3.17)
(
(t)
1i )
2 =

2x
jjaijj2
(t)
(3.18)
tは学習のステップを表す．最初の指数関数が尤度，残りの部分が事前分布に対応
する．式 (3.16)では hx 1i  hxi 1のような近似を用いている．(t)1j は受容野ajか
らの入力と他のニューロンからの抑制性の入力で構成されている．また，抑制性
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の入力は基底の内積 aj  aj0で重み付けされている．従って，全く異なる基底を持
つニューロン間には相互作用がないことがわかる．V1で見られる網膜部位再現性
(retinotopy)を考慮すると，これは受容野位置が離れた細胞間の水平結合がほとん
ど存在しない [92]ことに対応する．また，n = 2の場合，指数関数をまとめると
q(ui)
(t+1) / ui exp
 
 (ui   
(t)
2i )
2
2(
(t)
2i )
2
!
(3.19)

(t)
2i =
hii(t)
hii(t) + 2((t)1i )2

(t)
1i (3.20)
(
(t)
2i )
2 =
hii(t)
hii(t) + 2((t)1i )2
(
(t)
1i )
2 (3.21)
と書ける．式 (3.20)と式 (3.21)の分数の部分は，hiiに対して 0から 1の値を取る
単調増加の関数になっている．よって，第二層からの予測信号が uのゲインをコ
ントロールするという構造になっていることがわかる．
vの事後分布も同様にして求めることができる．ただし，式 (3.16)と同様の近似
を用いる．vの事後分布を求めるためには，hu2i i(t)が必要になる．よって，uiの事
後分布 q(ui)の二次モーメント hu2i iが vに出力されると考える．この二次モーメ
ントは，不完全ガンマ関数を用いて (t)2j ; (
(t)
2j )
2の関数として記述できる．この関
数を (t)2j についてプロットしたものが図 3.4(a)である．これを見ると，ujが入力
信号 (t)2j に対して，Anzaiら [2]が測定したネコの V1における単純型細胞の非線
形性に類似する入出力特性を持つことがわかる．また，hu2iの入力に対する vjの
入出力関数は，第一層{第二層間の結合荷重Bの分布によって異なるが，図 3.4(b)
のような形状になる．
以上をまとめると，本モデルに変分ベイズを適用することで，図 3.5のような
アルゴリズムが導出される．第一層は各ニューロン毎に受容野からの入力と水平
結合による抑制信号を受け，これが第二層からの乗法的な興奮性信号によってゲ
インコントロールされた後，非線形な入出力関数を経て第二層に出力する．第二
層ではuとその予測信号 の比が入力され，入出力関数を経て第一層にフィード
バックする．
これまでに述べた機構によって vが複雑型細胞の応答特性を獲得したと仮定す
ると，一つの vk はほぼ同じ位置の受容野を共有する uj との結合が大きくなると
考えられる．これは上で述べた第一層での抑制性の水平結合よりも局所的である．
従って，モデル全体を考えると，学習の収束後は第一層のニューロン間にメキシ
カンハット状の相互作用が見られると考えられる．
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図 3.5: 事後分布の推定アルゴリズム．
3.6 まとめ
複雑型細胞は，様々な空間位相に応答する単純型細胞から興奮性の入力を受け
ることによって，位相不変な応答を実現していると考えられる．この中には，互
いにほぼ逆位相の関係にある受容野の組み合わせも含まれている．このような単
純型細胞の応答は明らかに負の相関を持つため，単純型細胞{複雑型細胞間の結合
荷重の学習は SCのような線型な生成モデルによる学習則では説明できない．
本モデルは階層ベイズの枠組みによって，この複雑型細胞特性の獲得を統計的
に説明することを目的としている．本章前半では，二階層の階層ベイズモデルを
構築し，自然画像による学習を行った．学習後，第一層はGabor型の基底を獲得
した．また第二層は，線型モデルでは獲得できない，複数のGabor型基底の組み
合わせを獲得した．ただし，それは複雑型応答を構成するような，空間位相の組
み合わせとはならなかった．この原因としては，第一層においてスパースネスが
強すぎることにより，空間周波数と方位が等しく空間位相のみが異なる複数の基
底が獲得されていないことが原因と考えられる．
後半では，非負制約を加えることによって，より生理学的に妥当なモデルを構
築した．また，変分ベイズ法によってアルゴリズムを構築することで，単純型細
胞の static nonlinearityに類似する非線型性など，V1でみられる特性が導出され
ることが示された．
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4.1 目的
前章では生成モデルに求心性経路の非線型性を導出した．しかし，第一層のモ
デルは，応答特性は非線型であるが，本質的には基底ベクトルの線型和で入力を
表現するという線型のモデルである．モデル全体の非線型性は，第二層によるス
ケールの表現に依っている．また，第一層では加法的な表現，第二層では乗法的
な表現となっていることから，各階層における表現の様式が大きく異なっている
という問題がある．そこで本章では，生成モデルにより自然な形で非線形を導入
する方法を検討する [86]．
Raoら [51]の予測符号化モデルでは，下位の領野からの入力 xを応答 yの非線
形変換 f(Ay)で予測する．これは遠心性結合を介した上位領野から下位領野への
信号伝達を表している．このとき，最小化すべき目的関数は，以下のようになる：
E =
1
2
kx  f(Ay)k2 + h(y): (4.1)
ここで h(y)は，yが小さく，またはスパースになるための制約項である．視覚系
はこのEを勾配に基づいて最小化しているとすると，応答 yの時間変化は
y /  @E
@y
= AT
df
dy
T
(x  f(Ay))  dh
dy
(4.2)
で与えられる．Raoらは誤差信号 x   f(y)を符号化するニューロン集団を考え，
その応答が求心性結合ATを介して伝搬すると考えた．また式 (4.2)の第一項を展
開すれば，xの求心性入力と f(y)による側方抑制を考えることもできる．どちら
の場合も，この求心性入力は，少なくとも短期的にみればxに対して線型である．
一方，V1ニューロンは expansiveな非線型性を持つことが報告されている [2]．
従って求心性入力は，expansiveな関数 g(u)を用いて g(ATx)と表現される方がよ
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り妥当である．式 (4.2)を直接変更することで，構成論的にこの非線型性の役割を
調べることは可能である．しかし，この非線型性の役割を本質的に理解するため
には，式 (4.2)が生成モデルから導出されたように，g(ATx)が自然に導出される
ような枠組みを考える必要がある．
いま f(y) = Ayとなる線型生成モデルを考える．このとき求心性の入力はATx
となる．ここでATxの各成分をみると，
[ATx]i = a
T
i x = hai;xi (4.3)
より，これらは入力xとAの基底ベクトルaiとのユークリッド空間における内積
と解釈できる．そこで本章では，生成モデルの枠組みにカーネル法の概念を導入
し，非線型性の計算論的役割について議論する．
4.2 モデル
前節で述べた通り，入力 x 2 Rmの求心性結合による線型な伝搬 ATxは，Rm
上の内積と考えることができる．ここから，xと各基底 ajをある非線型写像 で
特徴空間F に写し，それらの内積が
h(aj); (x)iF = f(aTj x) (4.4)
となるように，カーネル法に基づくモデルを構築すればいいことがわかる．この
節では，まず本モデルの構造を示し，具体的なパラメータに依存しない一般的な
性質について述べる．
4.2.1 非負性
本モデルでは生理学的妥当性のため，モデルパラメータを非負とする．以下，m
次元の非負実数ベクトルの空間をRm+ と表す．いま，平均が 0となるように中心化
された入力画像をxとする．LGNでは，on-center型の受容野と o-center型の受
容野と rectierによって，周囲より明るい点と暗い点がそれぞれ別のニューロンに
よって符号化される．そこで視床からの入力 x+ 2 Rm+ を
x+ =
1
2
 
jxj+ x
j   xj   x
!
(4.5)
とする．ここで jxjはxの各成分について絶対値をとる演算を表す．この変換Rm 3
x 7! x+ 2 R2m+ によって，ベクトルの次元は二倍になるが，i = 1; : : : ;mについて
xiと xm+iは以下のような冗長性を持っている．
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図 4.1: モデルの構造．(a)特徴空間における予測符号化．(b)求心性結合と側抑制．
1. x+i 6= 0ならば x+i+m = 0．
2. x+i+m 6= 0ならば x+i = 0．
xi = 0のとき x+i = x
+
i+m = 0なので，これらの逆は成り立たない．x
+は逆変換
x =

Im  Im

x+ (4.6)
によって画像として再構成できる．ここで Imはm次の単位行列である．式 (4.6)
より，この変換が xの基底 feigmi=1 [ f eigmi=1（ei は Rm 上の標準基底）による
overcompleteな表現であるといえる．
V1におけるニューロン集団の応答をy 2 Rn+で表す．yの各成分はV1ニューロン
の発火頻度をモデル化する．また，LGNからV1ニューロン jへの結合をaj 2 R2m+
とし，A = (a1;a2; : : : ;an) 2 R2mn+ とする．これはLGNからV1への結合が全て
興奮結合であることを表している．
以上のような定式化により，全てのパラメータを非負ベクトルで表現した．皮
質モデルの計算としては，on-center型と o-center型の応答を区別する必要はな
く，単にLGNからの入力と考えてよい．そこで，以下ではmを偶数とし，上で述
べた x+を改めて入力 xとして表す．
4.2.2 構造
カーネル法の原理に従い，入力 xと Aの基底ベクトル aj(j = 1; 2;    ; n)を
 : Rm ! F によって特徴空間F に写像する．(x)は各成分 i(x)を縦に並べた
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ベクトルとする．また，(x)T(y) = h(x); (y)iF とする．
E(A;y) =
1
2
(x) 
nX
j=1
(aj)yj

2
F
(4.7)
=
1
2
k(x)  (A)yk2F (4.8)
ここで，(A) = ((a1); (a2); : : : (an))とおいた．
E(A,y)は yに関して二次式なので，これを yで偏微分すると
@E
@y
= (A)T ((x)  (A)y) (4.9)
= (A)T(x)  (A)T(A)y (4.10)
が得られる．
@E
@y の各成分は，
@E
@yj
= haj;xiF  
X
i
hai;ajiF (4.11)
と表せる．第一項はxと ajの関数なので，ニューロン jへの入力と考えることが
できる．
4.3 カーネル関数
1.5.1で述べたように，画像のベクトル空間 Rmから特徴空間 F への写像 (x)
が定まるためには，カーネル関数は正定値でなければならない．しかし，一般の
対称性をもつ関数 k : Rm Rm ! Rは必ずしも正定値ではない．一方で後述する
ように，ニューロン応答特性をカーネル法と関連付けて考察するためには，不定
値カーネルの振る舞いについても考える必要がある．この節では，ニューロン応
答をモデル化するためにどのようなカーネル関数が適切であるかを考察する．ま
たカーネル関数による特徴空間の性質と，特に不定値カーネルについてはその計
算論的意義について議論する．
4.3.1 カーネル関数の条件
前節で述べたように，カーネル関数はニューロンへの求心性の入力を表してい
る．式 (1.3)や式 (1.4)に示したように，神経回路の構成要素としてニューロンを
みるとき，計算論的に重要である性質は，シナプス結合による重み付き和と，そ
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れに対する非線型変換である．特に単純型細胞については，視野上の各点の輝度
と発火頻度の入出力関係 [93]は式 (1.4)のような LN（linear-nonlinear）型のモデ
ルで説明できる．また，発火頻度は非負であり，線型フィルタ応答に対して単調
増加する．
以上より，カーネル関数を
k(x;y) = f(xTy) (4.12)
の形に制限することは妥当であると考えられる．ここで f(u)は，u  0で定義さ
れるC1級の非負関数である．また，f 0(u) > 0とする．
4.3.2 カーネル関数と特徴空間の関係
このように表されるカーネル関数は，X 上の内積を含むことから，f()の形状
によらず対称である．しかし，正定値性については f()の形状に依存する．簡単
のため，f(u)がC1級関数で，冪級数展開
f(u) =
1X
k=0
fku
k (4.13)
が存在すると仮定する．このとき u = xTyを代入すると，
f(xTy) =
1X
k=0
fk
 
mX
i=1
xiyi
!k
(4.14)
となる．これを多項定理を用いて展開するために，指数ベクトル p 2 Nm（ここで
0 2 N）を
xp =
mY
i=1
xpii ; jpj =
mX
i=1
pi (4.15)
と定義する．また jpj = kとなる pの集合を Pkで表す．カーネル関数は多項定理
により
f(xTy) =
1X
k=0
fk
X
p2Pk

k
p

xpyp
=
X
p2Nm
fjpj
jpj
p

xpyp (4.16)
と展開される．ここで 
k
p

=
k!Qm
i=1 pi!
(4.17)
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は多項係数を表す．従って，m個の非負整数の組 pに対応して一つの基底関数
p(x) =
s
fjpj
jpj
p

xp (4.18)
が与えられ，その値を特徴ベクトル (x)の成分と考えることができる．p 6= qに
対してxpとxqはxの関数として一次独立であるため，fk 6= 0となる全ての kに
対するPkの位数の総和が特徴空間の次元となる．これは高々加算無限である．そ
こで，以下では特徴ベクトルの成分の添字として自然数の代わりに係数ベクトル
を用いる．
多項係数は常に正であるため，fk > 0ならば対応する成分（Pkに含まれる全て
の pに対して p）は実数となる．また fkが大きいほど対応する次元の広がりが
大きくなる．一方 fk < 0の場合，対応する pは純虚数であり，実数では表せな
い．そこで，特徴ベクトルを実ベクトルとして表現するために，特徴空間の計量
（つまり内積の定義）を変更する．
K+ = fk j fk > 0g; K  = fk j fk < 0g (4.19)
とおくと，
f(u) =
X
k2K+
jfkjuk  
X
k2K 
jfkjuk (4.20)
と表せるので，p; q 2 Nmに対応する基底ベクトルの内積を


ep; eq

H =
8><>:
1 (p = q ^ jpj 2 K+)
 1 (p = q ^ jpj 2 K )
0 (p 6= q)
(4.21)
と定義すると，特徴空間を
p(x) =
s
jfjpjj
jpj
p

xp (4.22)
のように実数の成分を持つ空間として表現できる．
4.3.3 不定値カーネル
以上の定義により，f(u)の多項式展開が正の係数のみを持つとき特徴空間Hは
通常のヒルベルト空間となり，負の係数を含むときHの計量は不定値となる．例
えば，シグモイドカーネルは式 (4.12)の形式を持つが，シグモイド関数の多項式
4.3. カーネル関数 67
R
iRR
+
+
R
+
−
−
(a) (b)
x x
図 4.2: ユークリッド空間R2(a)と擬ユークリッド空間R(1;1)(b)における計量．点
xと空間上の各点との距離の二乗 d2を等高線（破線）で模式的に示す．+; は実
線で区切られた各領域において d2がそれぞれ正，負になることを表す．Rと iRは
それぞれ計量が正定値，負定値となる部分空間を表す．
展開は負の係数を持つので，対応する特徴空間は不定値となる．これはカーネル
関数の条件として正定値性を採用すると，f(u)として変曲点を持つような複雑な
関数を用いることができないことを示す．
このように，カーネル関数に正定値性の条件を加えることは，ニューロン応答を
モデル化する上で，強い制約となる．一方で，4.3.1節で述べたように，カーネル
関数の非負性は妥当な条件であると考えられる．非負性と不定値性は異なる条件
であるが，後述するように最適化問題の収束性に関して類似した働きを持つ．ま
た SVMにおいては，不定値カーネルの有用性が様々な研究によって示されている
[94, 95, 96, 97, 98]．
そこで，本モデルではカーネル関数として不定値カーネルも考慮する．不定値
カーネルはヒルベルト空間上の内積として解釈することはできないが，後述する
ように空間の定義を拡張することで，ある程度の幾何学的な解釈が可能となる．例
えば，SVMによる分類問題においてはHaasdonk[99]が幾何学的な考察を行ってい
る．ここでは不定値カーネルに対応する特徴空間の特性について議論する．
簡単のため特徴空間Hを有限次元とする．この場合，Hは擬ユークリッド空間
として表せる [100, 101, 102]．
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4.3.4 カーネル関数の微分
本モデルでは，目的関数の勾配の導出や微分幾何学的な考察において，カーネ
ル関数の偏微分を扱う．特に，偏微分によって対称性を失う場合や，特徴空間で
の二乗ノルムに相当する k(x;x)の xiによる偏微分などを扱うことになる．そこ
でまず，カーネル関数 kを C1級の関数と仮定し，偏微分の記法を定義するとと
もに，kの偏導関数の再生性について議論する．
k(x;y)は，再生核ヒルベルト空間 [103]Hk上における，実数値関数k(x; ); k(y; )
の内積として特徴付けられる．k(x; )自体がxの関数であるため， @
@xi
k(x; )など
の偏微分を考えることができるが，これらは実数値関数であるので，やはりHkの
元となる．そこで， @
@xi
k(x; )と，xに独立な別の関数 f()の内積を取ると，内積
の双線形性と微分の線形性より
@
@xi
k(x; ); f()

=
@
@xi
hk(x; ); f()i (4.23)
となり，カーネル関数の再生性より
@
@xi
k(x; ); f()

=
@
@xi
f(x) (4.24)
が成り立つ．これは偏微分が再生性を保つことを示している．ここで f() = k(y; )
を考えると， 
@
@xi
k(x; ); k(y; )

Hk
=
@
@xi
k(x;y) (4.25)
と書けるが，x = yの場合に，右辺において @
@xi
が左右どちらの引数に対する偏微
分であるかが区別ができなくなる．k(x;x)は k(x; )の二乗ノルムを表し，k(x; )
について非線形なので，f() = k(x; )について式 (4.23)のような等式は成り立た
ない．従って，k(x; )の偏微分同士で内積を取る場合， @
@xi
がどちらか一方の引数
に関する偏微分であることを明記する必要がある．この場合
@
@xi
k(x; ); k(x; )

Hk
=
@
@xi
k(x;y)

y=x
(4.26)
のように表現できるが，表記が煩雑になるので，次のように表現する．
k(i1:::ir)(j1:::js)(x;y) =
@r+s
@i1 : : : @ir@j1 : : : @js
k(; )

=x;=y
(4.27)
すなわち，kの添字のうち，左の括弧は kの左の．ここで，k()() = kとする．また，
カーネル関数の対称性より
k(i1:::ir)(j1:::js)(x;y) = k(j1:::js)(i1:::ir)(y;x) (4.28)
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である．従って式 (4.26)の場合，k(i)()(x;x)または k()(i)(x;x)と書ける．
一方，内積を求めた後の偏微分についても考える必要がある．内積の左右のオ
ペランドが独立であれば
@
@xl
k(i1;:::;ir)(j1;:::;js)(x;y) = k(i1;:::;ir;l)(j1;:::;js)(x;y) (4.29)
と書けるので，そうでない場合について考える．この場合，左右のオペランドは
偏微分の仕方によって異なる関数となるが，どちらも xの関数である．また，あ
る iに対して xiに関する偏微分を考えるので，他の変数を固定して一変数の関数
とみなせる．そこで，一般の双線形で対称な内積 h; iX について ddx hf(x); g(x)iX
を考える．微分の定義より
d
dx
hf(x); g(x)iX = lim
h!0
hf(x+ h); g(x+ h)iX   hf(x); g(x)iX
h
: (4.30)
ここで f(x+ h); g(x+ h)を xの周りでテイラー展開すると，
d
dx
hf(x); g(x)iX = lim
h!0
hf(x) + f 0(x)h; g(x) + g0(x)hiX   hf(x); g(x)iX + o(h2)
h
= lim
h!0
h hf(x); g0(x)iX + h hf 0(x); g(x)iX + o(h2)
h
= lim
h!0
hf(x); g0(x)iX + lim
h!0
hf 0(x); g(x)iX + lim
h!0
o(h)
= hf(x); g0(x)iX + hf 0(x); g(x)iX (4.31)
が得られるので，xに依存する二変数の内積は，微分に関して関数の積のように振
る舞うことがわかる．これを用いて
@
@xl
k(i1;:::;ir)(j1;:::;js)(x;x) = (k(i1;:::;ir;l)(j1;:::;js) + k(i1;:::;ir)(j1;:::;js;l))(x;x) (4.32)
と表せる．
4.4 最適化問題の収束性
目的関数 E(A;y)は yに関して二次式であり，最適化問題の凸性はグラム行列
GA = fk(ai;aj)gijの正定値性と同値である．従ってカーネル関数が正定値であれ
ば，E(A;y)が yに関して凸関数となり，yの最適解が常に存在する．一方カーネ
ル関数が不定値のとき，グラム行列は必ずしも正定値にはならない．この場合，最
適化問題の収束性は自明ではない．これが収束しない場合，A;yについて何らか
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の制約条件を設ける必要がある．そこで，この節では最適化問題の収束性につい
て議論する．
まず yについては，不定値行列Q  0を用いて以下の問題に置き換えられる．
min
y
F1(y) = y
TQy + bTy (4.33)
s:t: y  0 (4.34)
ここでQは零行列Oではないとする．もしy  0の範囲で常にF (y)  0であるな
らば，F (y)の最小値が存在するので，最適解も存在する．そこで，S = fy j y 
0; F (y) < 0gが空集合でない場合を考える．このとき最適解は Sに含まれるので，
Sが有界であれば解は収束する．F (0) = 0なので 0 62 Sである．ここで，F (y)は
bと yの方向余弦 cos byを用いて
F1(y) = y
TQy + kyk kbk cos by (4.35)
と書ける．y > 0の場合，第一項は常に正値で，その絶対値は kyk2に比例する．
一方，第二項の符号は yの方向によって異なるが，その絶対値は kykに比例する．
従って，kykを十分大きくすることで，第一項の絶対値を第二項の絶対値よりも
大きくすれば，F1(y)  0，つまり y 62 Sとすることができる．よって Sは有界で
あり，F1(y)を最小にする yが存在する．
次に，行列Aについて述べる．非線型写像 のため，E(A;y)はAの各成分に
ついて二次式とはならない．そこでまず (A) = ((a1); : : : ; (an))について考え
ると，E(A;y)は (A)の各成分について二次式となる．いま，特徴空間が有限次
元であるとして，式 (4.21)を対角成分とする対角行列をM で表す．このとき，目
的関数は
E(A;y) = ((x)  (yT 
 I)vec((A)))TM((x)  (yT 
 I)vec((A))) (4.36)
と書ける．ここで vecは行列の列ベクトルを縦に列挙して列ベクトルを作る演算
子である．つまり vec((A))は，(ai)を列ベクトルとして表して縦に並べた列ベ
クトルである．また
はクロネッカー積を表す．式 (4.36)を展開して定数項を除
くと
F2(A) = vec((A))
T(yyT 
M)vec((A))  2(y 
M(x))Tvec((A)) (4.37)
となり，F1(y)と同様にF2(A)の最小値の存在を示すことができる．すなわち，第一
項はyの二次形式yTGAyをvec((A))の二次形式に書き換えたものなので，y 6= 0
ならば常に正値をとる．また，第一項と第二項の絶対値はそれぞれ kvec((A))k2
4.5. 数値実験 71
と kvec((A))kに比例する．従って F1(y)と同様に，kvec((A))k < 1について
F2(A)の最小値が存在する．以上より，
kvec((A))k2 =
nX
i=1
(ai)
T(ai) =
nX
i=1
k(ai;ai) <1 (4.38)
であるので，任意の iに対して k(ai;ai)が発散しないことが示せた．これは aiが
発散しないことと同値ではない．例えば，k(x;x)が最大値を持たないがある実数
r > 0を上限に持ち，kxk ! 1に対して rに漸近するような場合，k(x;x)を r以
上の任意の実数に近づけるために，kxkを任意に大きくすることができる．この
とき
Pn
i=1 k(ai;ai) < nrなので，F2(A)を最小にする vec((A))が nrを超える場
合にAは常にFrobeniusノルムの意味で発散することになる．逆に，kxk ! 1の
とき発散するようなカーネル関数の場合，任意の r > 0について k(ai;ai) = rを
満たす aiが存在するので，Aは収束する．例えば，シグモイドカーネルは前者，
f(u) = xa; a 2 Nの場合は後者に当たる．
以上の結果をまとめると，正定値性の代わりに非負性を条件とするカーネル関
数について，次のことがいえる．Aを固定したとき，E(A;y)の最小化問題は収束
する．一方，yを固定したAに関する E(A;y)の最小化問題は，カーネル関数の
形状によっては収束しない．従って，最小化問題の収束性は 4.2節で述べた条件に
より保証される．
4.5 数値実験
以上で述べた通り，入力xと基底ベクトルajを特徴空間に写像することで，求
心性経路に非線型性を導入することができる．また，カーネル関数は正定値であ
ることが幾何学的な解釈としては望ましいが，基底ベクトルの制約条件を加える
ことで収束性を保証できた．ただし，最も単純で生理学的妥当性が高いと思われ
るカーネル関数は，expansiveな非線型性を持つLN型のものであると考えられる．
そこでこの節では，本モデルの特性を確認するために自然画像の学習を行い．学
習後のモデル特性について考察する．
4.5.1 方法
カーネル関数には f(u) = uの LN型のものを用いた． > 1のとき，このカー
ネルは expansiveな非線型性を持つ．入力画像には，自然画像から抽出した 1616
ピクセルのパッチを用いた．これらは 4.2.1節で述べたように，中心化された後正
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負の信号に分けられた．従って入力ベクトルは 512次元である．基底画像の数は
400とした．以上の条件の下で yとAを目的関数の勾配に基づいて更新した．
4.5.2 基底
まず，学習後に Aの基底ベクトルとして獲得された画像を図 4.3に示す．これ
らは 4.2.1節で述べた逆変換により画像として再構成されている．が小さいとき，
点状の基底画像が獲得された．また，が大きくなるに従って基底画像は方位選択
性を持つようになった．
4.5.3 スパースネス
次にニューロン応答 yの分布について述べる．yがV1のポピュレーションを再
現するならば，その分布はスパースになると考えられる．これを確かめるため，ス
パースネスを以下のように定義する．
まず，
a =
 
1
n
P
i yi
2
1
n
P
i y
2
i
(4.39)
とおく．これは yと 1 = (1; : : : ; 1)Tの方向余弦の二乗であるため，yの全ての成
分が同じ値を取れば a = 1となる．また，yの非負性より yと 1が直交すること
はないので a > 0であり，aが 0に近づくためには yの多くの成分が 0に近くなけ
ればならない．従って，
sparseness = 1  a (4.40)
と定義すると，これは非負ベクトルのスパースネスをよく表しているといえる．
このスパースネスを図 4.4に示す．横軸は，縦軸はスパースネスを表す．この図
より，応答のスパースネスは の増加に伴って単調に増加していることがわかる．
4.5.4 方位選択性
上で述べた通り，の増加に伴って基底画像がGabor型に近づいていることが
わかる．そこで，実際にニューロンの方位選択性が増加することを定量的に確か
めるため，以下のように生理実験で用いられている運動方向選択性の指標を用い
て検証した．
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(a) α = 1.1 (b) α = 1.5
(c) α = 2.0 (d)  α = 2.5
図 4.3: 学習後に獲得された基底画像．(a)  = 1:1．(b)  = 1:5．(c)  = 2:0．(d)
 = 2:5．
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図 4.5: OSIの平均．
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方向の運動に対する応答をR()とすると，R()は周期 T = 2の周期関数と
みることができる．そこで，R()のフーリエ級数展開
R() =
a0
2
+
1X
k=1
(ak cos k + bk sin k) (4.41)
を考える．また，各成分のパワーを
Ak =
q
a2k + b
2
k (k = 1; : : : ;1); A0 = ja0j (4.42)
とする．もし対象のニューロンが特定の運動方向に選択性を持つならば，R()は
少なくとも周期 T の成分A1が比較的大きいと考えられる．逆に，このニューロン
が運動方向の選択性を全く持たないのであれば，R()はほぼ直流成分 A0のみを
含んでいるといえる．一方，運動方向には選択性を持たず，縞模様の方位に選択
性を持つ場合，方向の運動と + 方向の運動に対する応答がほぼ等しく，R()
は周期 T=2の成分A2を含んでいると考えられる．そこで，方位選択性の指標とし
てOSI (Orientation Selectivity Index)を次のように定義する [104]．
OSI =
A2
A0 + A2
; (4.43)
A0 =
1

Z 2
0
R()d
 ; (4.44)
A2 =
1

sZ 2
0
R() cos 2d
2
+
Z 2
0
R() sin 2d
2
(4.45)
OSIは 0から 1の値を取る．対象のニューロンが方位選択性を全く持たない場合は
OSIが 0の値を取り，方位選択性が強くなるに従ってOSIは 1に近づく．本モデル
ではR()  0を考えているので，R()はA0  2A2の直流成分を常に含む．従っ
てOSIは 1=3以下となる．
全てのニューロンのOSIを平均したものを図 4.5に示す．この図より，方位選択
性が に伴って増加していることがわかる．
4.6 考察
Expansiveな非線型性を持つLN型のカーネル関数を用いることで，応答 yはス
パースに分布した．これは，求心性の入力がこのような非線型変換を受けること
で，小さな入力信号はほぼ 0付近に抑えられ，大きな入力信号だけが強調された
ためと考えられる．
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また，同様のカーネル関数のもとでの自然画像の学習後，本モデルはGabor型
の基底画像を獲得した．これについては，上記の理由によりポピュレーションの
活動がスパースになっているため，結果として少ない基底で入力画像を表現しな
ければならず，スパースコーディングに類似する結果が得られたと考えられる．
4.6.1 ニューロン間の相互作用
カーネル関数による非線型性は，ニューロンへの求心性入力だけでなく，ニュー
ロン間の側方結合にも影響する．この側方結合は，周辺抑制や方位交差抑制に関
わっていると考えられる．そして，それはカーネル関数の形状に依存する．そこ
で，ここでは 2ニューロンの場合について，側方結合を介したニューロン間の相
互作用がカーネル関数の形状によってどのように変わるかを解析的に考察する．
いま，2ニューロンについて考えるので，y = (y1; y2)Tとする．これらの受容野
はそれぞれ a1;a2である．多くの生理実験では，ニューロンの最適刺激を呈示し
ながら，それ以外の刺激を重畳することで周辺抑制や方位交差抑制の分析を行っ
ている．そこで，入力を x = 1a1 + 2a2のように，ニューロン 1の最適刺激で
ある a1とニューロン 2の最適刺激である a2との線型和とする．また，カーネル
関数は k(x;y) = f(xTy)とし，
ATA =
 
1 c
c 1
!
; (4.46)
つまり a1;a2は正規ベクトルで方向余弦を cとする．基底ベクトルの非負性から
0  c  1である．
以上のように定義すると，目的関数は
E1 = k(x)  (a1)y1   (a2)y2kH
= f(1)y21 + 2f(c)y1y2 + f(1)y
2
2 (4.47)
 2f(1 + 2c)y1  2f(1c+ 2) + f(1) (4.48)
となる．これを平方完成して yに依らない項を除いたものを
E2 = (y   )TA(y   ) (4.49)
とする．ここで
A =
 
f(1) f(c)
f(c) f(1)
!
(4.50)
 =
 
f(1)f(1 + 2c)  f(c)f(1c+ 2)
f(1)f(1c+ 2)  f(c)f(1 + 2c)
!,
(f(1)2   f(c)2) (4.51)
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である．E2を最小にする y1; y2  0が応答となる．ここで  = (1; 2)の成分の
符号によって以下の背反な 4通りの場合を考える．
1. 1  0 ^ 2  0
2. 1 < 0 ^ 2  0
3. 1 < 0 ^ 2 < 0
4. 1  0 ^ 2 < 0
1.の場合，極値 が非負条件を満たしているので，y = mu となる．3.は，0 
f(c)
f(1)
 1より f(1 + 2c) < f(1c+ 2)かつ f(1c+ 2) < f(1 + 2c)が必要条
件となるが，これは成り立たない．2.の場合は，解の非負条件より y1 = 0となり，
E2 = f(1)y
2
2   2f(1c+ 2)y2 = f(1)

y2   f(1c+ 2)
f(1)
2
+ const: (4.52)
より，y = (0; f(1c + 2))Tが解となる．4.の場合も 2.と同様に，y = (f(1 +
2); 0)
Tとなる．以上をまとめると，
y =
8>>>>>>>>><>>>>>>>>>:
 
1
2
!
(1  0 ^ 2  0) 
f(1 + 2c)=f(1)
0
!
(1  0 ^ 2 < 0) 
0
f(1c+ 2)=f(1)
!
(1 < 0 ^ 2  0)
(4.53)
と表せる．これは 1; 2; cの区分関数である．以下では 1 = 0:5を固定し，y1を
2と cの関数とみて y1の最適刺激であるa1に y2の最適刺激であるa2を重畳する
ときの y1の応答について考察する．
線型モデル（f(t) = t）の場合，cに依らず y1 = 1となることから，a2の重畳は
y1の最終的な値に影響しない．f(t)が expansiveな非線型性を持つ場合，図 4.6(a)
のように，a2の重畳によって y1の応答は増強されることになる．これは，側方抑
制の増加を求心性の入力の増加が上回っているためである．逆に次第に緩やかに
なっていくような非線型性の場合，図 4.6(b)のように，a2の重畳は抑制的に働く．
以上の結果は，expansiveな非線型性が側方抑制の効果を相対的に弱めることを
示している．V1でみられる方位交差抑制は LGNにおける応答の飽和によって説
明できることが報告されている [105, 106]が，皮質における expansiveな非線型性
がこの効果に拮抗していることが示唆される．
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4.6.2 基底ベクトルの正規化
これまでの議論では，基底ベクトルajのノルムを 1に固定してきた．1.3.3節で
述べた通り，線型の生成モデルでは線型変換Aに制約を課す必要がある．このよ
うなモデルでは，
xt  Ayt; t = 1; : : : ; T (4.54)
を満たすようなAと yttのうち，各 ytがある尺度において小さくなるようなもの
が選択される．ここで任意の正則な対角行列DについてA0 = AD 1;y0t = Dytと
おけばAyt = A0y0t となるので，Aの各列を定数倍することで yの各成分は任意に
小さくできる．従って， yの各成分を小さくするためには対応するAの列を大き
くすればよく，正則化はほとんど意味を成さない．このためAに対しても何らか
の制約が設けられる．その一つとして考えられるものがAの列ベクトルajの正規
化である．
逆に言えば，aj を正規化する代わりに yj を kajk倍することで同様の表現が得
られるため，yjの事前分布が特異な形状でない限り，一般性を失うことなくajを
正規化することができると考えられる．このように最適化問題がajの大きさにつ
いて冗長であるのは，目的関数が ajについて線型であることによる．一方，本モ
デルでは，ajは非線型関数 によって特徴空間に写像されるため，ajを正規化す
ることによって一般性を失う可能性があることに注意しなければならない．ajを
どのように制約すればよいかはxの分布に依存すると考えられる．LN型のカーネ
ル関数を用いる場合，xやajのユークリッド内積が意味を持つ．本章では，xTaj
が 1以下になるように，kajk = 1とした．
4.6.3 多層化
Raoらの予測符号化モデルと同様に，本モデルも多層化が可能である．ここで
は二階層のモデルについて考える．
いま第一層の入力を x 2 X，基底のセットを faj 2 XgJj=1とする．同様に第二
層の基底のセットを fbk 2 YgKk=1で表す．また，第一層と第二層の出力をそれぞれ
y 2 Y ;z 2 Z とする．X は任意の空間だが Y ;Z はそれぞれ J 次元，K次元のベ
クトル空間でなければならない．第一層では入力と基底が写像  : X ! F によっ
て特徴空間F に写される．同様に第二層では  : Y ! Gによって写像される．第
一層の出力 y 2 Yは第二層の入力となり，第二層では yが写像  によって特徴空
間 Gに写される．
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このモデルの目的関数は
E =
1
2
(x) 
JX
j=1
yj(aj)

2
F
+
1
2
 (y) 
KX
k=1
zk (bk)

2
G
(4.55)
となる．一階層のモデルと大きく異なる点は，第二層から第一層へのトップダウ
ンの信号が導出されることである．Eの第二項をE2とすると，第二層から第一層
のニューロン jへのフィードバックは．
 @E2
@yj
=  	(j)()(y;y) +
X
k
zk	(j)()(y; bk) (4.56)
となる．ここで	は  に対応するカーネル関数である．さらに，LN型のカーネ
ル関数	(y1;y2) = g(yT1 y2)の場合は
 @E2
@y
=  g0(yTy)y +
X
k
zkg
0(yTbk)bk (4.57)
となる．第一項は  (y)を G上のノルムの意味で小さくする効果を持つ．従って，
第二層の追加によって yの正則化項が自然に導入されたことになる．また第二項
は，第二層の応答 zが遠心性結合BT = (b1; : : : ; bK)Tを介して伝搬することを示
している．
ここでは二階層のモデルについて述べたが，三階層以上のモデルについても同
様に構築することができる．次節で述べるが，特徴空間へ写像することによって，
ニューロンが表現する画像の位相構造を変化させることができる．多層化するこ
とにより，さらに複雑な特徴を表現するような特徴空間の構成が可能になると期
待できる．
4.7 幾何学的考察
カーネル関数によって決定される特徴空間F は一般に無限次元であるため，F
上でのモデルの振る舞いを分析することは難しい．そこで，ここでは本モデルの
直感的な解釈を与えるため，幾何学的な考察を行う．
まず図 4.7のような低次元の特徴空間の例を与える．一次元のベクトル xを特
徴ベクトル (x) = (x; x2)Tに写像することを考える．カーネル関数は k(x; y) =
xy + x2y2である．この場合，特徴ベクトルは二次元となる．しかし，2 = 21の
関係が常に成り立つので，xがどのような値をとっても，(x)は一つのパラメー
タで表せる曲線 c(t) = (t; t2)（つまり放物線）上に常に存在することになる．これ
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は一次元多様体Mとみなせる．一方，(x)と (y)の距離は，M上の測地線では
なく，特徴空間F 上で定義される．しかしこれはカーネルトリックを適用するこ
とにより，データの空間X 上の二変数関数として表すことができる．
以上の考察より，ほとんどの議論はX と同じ有限次元の空間上で行うことがで
きる．以下では一般的なカーネル関数について，本モデルを幾何学的に考察する．
4.7.1 テンソルの表記法
この節では，双線形写像を表現する行列の一般化であるテンソル [107]を扱う．
そこで，以下のように他の節とは異なる表記法を用いる．あるベクトル空間 V に
ついて，
1. V の基底を表すときには下付きの添字を用い，成分（基底にかかる係数）に
は上付きの添字を用いる．
2. このとき，V の双対空間として定義されるベクトル空間には 1と逆の添字
を用いる．
3. アインシュタインの規約に従って，上下の同じ添字による総和については
P
を省略する．
4. 添字には i; j; k; l;mを用い，上付き文字が数字の場合は冪乗を表す．
例えば，ベクトル空間 V とその双対空間 V の元をそれぞれ x; yとすると，基底
feigiと双対基底 ejj（ej(ei) = ji，はクロネッカーのデルタ）による成分表示を
x = xiei; y = yje
jと書き，y(x) 2 Rを (yjej)(xiei) = xiyjej(ei) = xiyjji = xiyiと
書く．この場合，i; jが上下の添字として出現する式でそれぞれ
Pdim(V )
i=1 と
Pdim(V )
j=1
が省略されている．
4.7.2 入力画像と基底画像の空間
前述のように F は高次元空間である．しかし，の像の空間 (Rm+ ) = f(x) j
x 2 Rm+gに限ると，これはm次元の空間であるといえる．実際，(Rm+ )の元は
x1; : : : ; xmのm個の非負実数で記述することができる．ただし，(x) + (y)や
a(x)(a 2 R+)が (Rm+ )に含まれる，つまり別の z 2 Rm+ で (z)と表されるとは
限らないので，通常のベクトル空間のような扱いはできない．ここでは (R+)に
相当する空間をm次元リーマン多様体 [108, 109]として考えることで，カーネル
関数が与える画像間の位相構造の変化を幾何学的に考察する．
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)‖φ(x)− φ(y)‖
図 4.7: 二次元の特徴空間の例．
k : R+ R+ ! R+を関数値が常に非負をとる正定値カーネルとする．kを再生
核とする再生核ヒルベルト空間Hk = ff : Rm+ ! Rgにノルムから導かれる通常の
位相を入れる．適当な関数系 fvig1i=1を基底として f 2 Hkを f = f iviと表せると
すると， : f 7! ff ig1i=1を局所座標として，Hkは無限次元の多様体とみなせる．
入力画像と基底画像が占める特徴空間を
M = fk(x; ) j x 2 Rm+g (4.58)
としてHkと同様の位相を入れる．再生核ヒルベルト空間の性質より，MはHkに
含まれる [110]．LN型のカーネル関数の場合，f(t)が単調増加ならば，任意の x
と関数 k(x; ) が一対一で対応する．この対応 k(x; ) 7! xを局所座標とするとM
はm次元多様体となる．
滑らかな曲面の各点において接平面を考えられるように，可微分多様体の各点
pに接空間 TpMを対応させることができる．Mの接ベクトルを定義するために，
M上の関数について考える．Mの開集合N 上で微分可能な実数値関数の集合を
F(M)で表す．同様に p 2Mの近傍で微分可能な関数の集合を F(p)で表す．pに
おける接ベクトルは h 2 F(p)の方向微分によって定義される．すなわち，c(0) = p
となるM上の曲線 c : R!Mを用いて接ベクトル T 2 TpMを
Th =
d
dt

t=0
h(c(t)) (4.59)
とする．この場合の「方向」は，xが微小に変化したときの関数 k(x; )の変化を
表している．それ以外の変化ではMを逸脱するためである．従って接ベクトルは
T = ti

@
@xi

p
のようにm次元ベクトルとして成分表示できる．ここで基底ベクト
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ル
 
@
@x i

p
を 
@
@xi

p
h =
@
@xi
h(p) (4.60)
と定義する．「方向微分」と「方向」を同一視するならば，p = k(x0; )上の接ベク
トル ( @
@xi
)pに関数 @@xik(x0; )が対応する．
M上の全ての接ベクトルの集合 TM = Sp TpMをMの接束と呼ぶ．また，
M上の点からその点での接ベクトルへの対応M ! TMをベクトル場と呼び，
M上のベクトル場の集合を X(M)とする．例えば U(p) =

@
@xi

p
はベクトル場
である．この U(p)を @
@xi
または @iで表す．一般のベクトル場は H(p) = hi(p)@i
（hi 2 F(M)）のように関数による重み付き和で表すことができるので，X(M)は
F(M)上の加群である．
接ベクトルと同様に，ベクトル場 @
@xi
と，xを固定しない関数 @
@xi
k(x; )を同一
視することができる．この同一視により，次のようにベクトル場の基底に内積を
与える．
@
@xi
;
@
@xj

X(M)
=

@
@xi
k(x; ); @
@xj
k(x; )

Hk
= k(i)(j)(x;x) (4.61)
@
@xi
k(x; ); @
@xj
k(x; )は再生核ヒルベルト空間Hkに属しており，その内積を用いて
定義していることから，h; iX(M)は内積の公理（双線形性，対称性と正定値性）を
満たす．
以上より，計量テンソル場 gij = h@i; @jiX(M)が得られ，これによってMにリー
マン計量が入る．計量が入ることによって，カーネル関数 kから導かれる特徴空
間の局所的な構造を考えられる．画像の微小な変化を dx = dxi@iとおくと，画像
の特徴の変化はM上の接ベクトルの二乗ノルム ds2 = dxidxjgijで与えられる．
ここでは再生核ヒルベルト空間Hkの部分集合として定義しているが，冒頭で述
べた の像空間 (Rm+ )上の線素を考えても同様の計量が定義できる．xをRmの
標準基底 feigiを用いてx = xieiと成分表示する．同様に，特徴ベクトル = (x)
を，hfi; fjiF = ijとなるF の基底 ffigiを用いて  = ifiと成分表示できるとす
ると，各成分 iはそれぞれ xの関数である．このとき iの全微分は
di =
@i
@xj
dxj (4.62)
となる．
ds2 = dkdk =
@k
@xi
dxi
@k
@xj
dxj (4.63)
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dkdkを d = difiの二乗ノルム hd; diF と考えると，
ds2 =


dkfk; d
lfl

F =

@k
@xi
dxifk;
@l
@xj
dxjfl

F
= dxidxj
@
@xi
@
@xj


kfk; 
lfl

F = dx
idxj
@
@xi
@
@xj
h; iF
= dxidxjk(i)(j)(x;x) (4.64)
となるので，k(i)(j)(x;x)は確かに (Rm+ )  F の計量を与える．式 (4.64)におい
て，第三の等号では内積と微分の線型性を用いた．
特徴空間のより大域的な構造を考えるため，Mの曲率を求める．曲率は計量テ
ンソル場の微分から求められるから，カーネル関数のより高い次数の偏微分が含
まれる．特に，式 (4.32)を用いると，クリストッフェル記号は
 kij = g
klK(ij)(l)(x;x) (4.65)
のように求められる．ここで gijは gijの逆行列で，lについてアインシュタインの
規約が適用されている．具体的な曲率テンソル場については後述する．
4.7.3 予測画像の空間
特徴空間上の予測画像は(ai)(i = 1; : : : ; n)の線形和で与えられる．前節で述べ
た通り (Rm+ )は加群の構造を持たないので，新たに予測画像の空間を定義する必
要がある．
基底画像のセットA = (a1; : : : ;an)に対する予測画像の特徴空間を
N =
(
nX
i=1
yik(ai; )
 yi 2 R+
)
(4.66)
で定義する．Aを固定すると，R+（半群）上の加群となり，y1; : : : ; ynが局所座標
を与えるので n次元多様体とみなせる．
N の計量は，Mの場合と同様に f の方向微分
Xf =
d
dt

t=0
f
 X
i
k(ai; )yi(t)
!
(4.67)
を考え， d
dyi
を k(ai; )と同一視することで
gij = hk(ai; ); k(aj; )iHk = k(ai;aj) (4.68)
とする．N の計量は座標に対して定数となるので，N は平坦である．
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図 4.8: 罰則項．(a) t  0で 0をとり，C1となる関数 a(t)．(b) 罰則項 h(t)．
4.7.4 応答特性
ここでMからN への写像を考えることで，入力画像 xに対するニューロン応
答 yの特性を考える．カーネル関数が正定値で yの非負制約がなければ，xに対
する yの値を求める問題は，凸二次計画として解析的に解ける．すなわち，目的
関数 Eを yの関数としてみたときの極値を取ればよい．一方，y 2 Rn+の制約条
件では，Eの極値が負の成分を持つときに（Rn+を開集合と考えているため），E
の最小値が存在しないことになる．
そこで，任意の  > 0について t > のとき 0で，t ! 0のとき正の無限大に発
散するような罰則項を考える．まず，罰則項を t = 付近で滑らかに適応するため
に，以下の関数を考える．
a(t) =
(
0 (t  0)
e 
1
t (t > 0)
: (4.69)
この関数は図 4.8(a)のような形状を持ち，C1級になることが知られている．ま
た，t > 0について
a0(t) =
1
t2
e 
1
t (4.70)
a00(t) =
1  2t
t4
e 
1
t (4.71)
より，t  1
2
について a00(t)  0の凸関数である．ところで，
(f(t)g(t))00 = f 00(t)g(t) + 2f 0(t)g0(t) + f(t)g00(t) (4.72)
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図 4.9: 罰則項による目的関数の変化．(a)と (b)はそれぞれ元の目的関数が x > 0
で最小となる場合と x < 0で最小となる場合の例．
より，2階微分までが非負である関数の積は凸である．関数 1
t
はこのような性質を
持っているので，a(t)の t  1
2
の部分を反転して 1
t
を重み付けした関数
h(t) = a

1
2

1  t


1
t
(4.73)
は図 4.8(b)に示すように t > 0について凸で，t ! 0のとき h(t) ! 1である．
従って，目的関数Eに
P
i h(yi)を罰則項として加えることで，最適化問題の凸性
を保ったまま yi > 0の制約を課すことができる．この制約により，Eの極値がRn+
の外部にあるとき，yはRn+の境界付近に存在することになる．図 4.9は 1変数の
場合の目的関数を示している．この境界付近に対応するN の部分集合を
N =
(
nX
i=1
k(ai; )yi
 8i; 0 < yi < 
)
(4.74)
とする．
写像	 :M!N を
	(p) = argmin
q
d2Hk(p; q) + h(q) (4.75)
とする．これはM上の点，つまりある画像の特徴ベクトルに対して特徴空間上の
予測画像を対応させる写像である．ここで，
d2Hk(p; q) = hp; piHk   2 hp; qiHk + hq; qiHk ; (4.76)
h(q) =
X
i
c(yi)
yi
(4.77)
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図 4.10: 写像 : Q ! Rの微分．
である．	 1(N nN)においては式 (4.75)は凸二次計画なので，yをN の局所座
標と考えると
yi = ( i 	  ' 1)(x) = Lijk(aj;x) (4.78)
と表せる．ここでLijはAのグラム行列Lij = fk(ai;aj)gijの逆行列である．また
'はMの局所座標を与える写像， iはN の局所座標の第 i成分を与える写像で
ある．Nの範囲では	 :M!N を解析的に表現することが困難であるため，以
降では	 1(N nN)の範囲に限定して議論する．
一般に多様体から多様体への写像 : Q ! R の q 2 Qにおける微分D(q)は，
(D(q)(X))h = X(h  ); X 2 TqQ; h 2 F((q)) (4.79)
と定義される [108]．直感的には図 4.10のように，R上の関数 hを，を介して間
接的に方向微分する作用 Y を考えることで，Q上の接ベクトルX をR上の接ベ
クトル Y = D(q)Xに写す写像がの微分である．従って写像	の微分D	は
D	

d
dxi

=
X
j
d
dxi
( j 	  ' 1)(x) d
dyj
= Ljkk()(i)(ak;x)
d
dyj
(4.80)
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となる．また，この微分をもとにMの計量として新たにN からの誘導計量
gij =

@
@xi
;
@
@xj

X(M)
=

Lstk()(i)(as;x)
@
@yt
; Luvk()(j)(au;x)
@
@yv

X(N )
= Lstk()(i)(as;x)L
uvk()(j)(au;x)

@
@yt
;
@
@yv

X(N )
(4.81)
が得られる．式 (4.68)を代入すると，LikLjk = ijより
gij = L
stLuvLtvk()(i)(as;x)k()(j)(au;x)
= Lstk()(i)(as;x)k()(j)(at;x) (4.82)
となる．
以上でMに対して二つの計量が定義された．式 (4.61)の計量テンソル場をG1M，
式 (4.81)の計量テンソル場をG2Mとおく．G1Mは，カーネル関数を選択した時点
で決まる，入力画像の計量である．これによってカーネル関数自体の性質を知る
ことができる．一方G2Mは，M上の線素をN に投影して測った計量といえる．つ
まりG2Mによって，画像の微小な変化に対して予測画像がどの程度変化するかを，
特徴空間上で測ることができる．これは基底Aに依存する．このため，モデルが
学習によって獲得した画像の位相（どの画像がどの画像に近いか）をG2Mによっ
て知ることができる．
4.7.5 具体例
ここまでは，カーネル関数の具体的な形状に一切依存しない，一般的なモデル
の幾何学的構造について述べてきた．この節では，実際に数値実験に用いたカー
ネル関数について述べる．
K(x;y) = f(xTy)の場合，計量テンソル場G1Mの成分表示は
gij = f
00(s2)xixj + f 0(s2)ij (4.83)
となる．ここで s2 = xTxとおいた．ijは単位行列なので，gijは重複度 1の固有
値 f 00(s2)s2+ f 0(s2)と重複度 n  1の固有値 f 0(s2)を持ち，対応する固有空間はそ
れぞれ xの張る 1次元空間と残りの n   1次元空間であることがわかる．このこ
とから gijの逆行列
gij =   f
00(s2)
f 0(s2)(f 0(s2) + f 00(s2)s2)
xixj +
1
f 0(s2)
ij (4.84)
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図 4.11: 負曲率を持つ特徴空間への写像．X は入力と基底の空間，Mは特徴ベク
トルの多様体を表す．X はX における二つの基底 a1;a2の成す角，Mはそれら
の特徴ベクトルの成す角を表す．負曲率の場合，空間の体積要素はユークリッド
空間のそれよりも大きくなる．
が得られる．以上から曲率テンソル場を求めると，
Rlijk =
f 0(s2)f (3)(s2)  f 00(s2)2
f 0(s2)2
(ljxixk   lixjxk)
+
f 0(s2)f (3)   f 00(s2)2
f 0(s2)(f 0(s2) + f 00(s2)s2)
(ikxjx
l   jkxixl)
+
f 00(s2)
f 0(s2)
(ljik   lijk) (4.85)
となる．
局所座標xに対して各成分が一定となるベクトル場u;vを考える．M上の各点
pについて，u;vが張る接空間の 2次元部分空間p  TpMが決まる．写像 p 7! p
をとする．このの断面曲率（スカラー場）を求める．が決まれば，断面曲
率は基底の取り方に依存しない．
u0 = u  u
Tv
vTv
v (4.86)
とすることで u0Tv = 0となる の基底を取ることができるので，これを新たに
u;vとすると，uTv = 0とみなせる．同様に，基底を定数倍してもが変化する
ことはないので，uTu = vTv = 1とする．ここでxTyは成分ベクトルの標準内積
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を表している．以上を考慮して式を整理すると，各点の断面曲率は
(x) =
 f 00(s2) + (f 00(s2)2
f 0(s2)   f (3)(s2))((xTu)2 + (xTv)2)
f 0(s2)(f 0(s2) + f 00(s2)((xTu)2 + (xTv)2))
(4.87)
と表せる．分母はベクトル場u;vが上で作る平行四辺形の面積 ku ^ vk2X(M)で，
カーネル関数が正定値ならば ku ^ vk2X(M)  0である．従って，分子が常に非正で
あれば，Mは至る所で負の曲率を持つ．この場合，図 4.11に示すように，カーネ
ル関数によって決定される特徴ベクトルの多様体Mは，画像の値そのものの空間
R+よりも広くなっているといえる．
例えば f(u) = euの場合，断面曲率は
(x) =   e
 s2
1 + ((xTu)2 + (xTv)2)
(4.88)
となる．これは常に負を取ることから，Mは上で述べた負曲率多様体の性質を
持つ．
4.8 まとめ
皮質領野間の双方向結合の役割とその学習則は，入力信号の生成過程のモデル
を内部に持ち，入力信号を最もよく表現するようにそれを修正するという，生成
モデルの枠組みで説明される．しかし，勾配法によって予測誤差を最小化するよ
うにネットワークのダイナミクスを導出すると，V1でみられる LN型の非線型性
が説明できない．
本モデルでは，カーネル法を援用することで，生成モデルの枠組みに非線型性を
導入した．また，生理学的妥当性のため，変数を非負に制約した．V1でみられる
expansiveな非線型を持つ LN型のカーネル関数によって，モデルニューロンの応
答はスパースに分布した．これは，LNモデルの前半である線型フィルタの応答 u
が 0に近いときに出力はほぼ 0となり，uがある程度大きくなると一転して出力が
大きくなるためである．また自然画像の学習後，本モデルはV1でみられるガボー
ル型の受容野を獲得した．
スパースコーディングは，V1が網膜像を線型基底のスパースな組み合わせによっ
て表現することを仮定したモデルである．一方，本モデルでは，スパース性を仮定
する代わりに非負性と非線型性を仮定しており，スパース性は結果として得られ
ている．非負性の仮定については，活動電位によって情報を伝達するというニュー
ロンの生物学的基盤において，ある程度の妥当性があるといえる．一方，非線型
性については，なぜ expansiveなのかという問題がある．
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この問題を解決するため，本モデルが表現する特徴空間について幾何学的な考
察を行った．幾何学的な分析を行う大きな利点は，カーネル関数の微分から特徴
空間の計量が直接得られることである．正定値性を確認できないカーネル関数に
ついても，接空間の正定値性を調べることによって，特徴空間の局所的な構造が
わかる．
本章の後半では，カーネル関数によって定まる特徴空間の断面曲率を導出した．
カーネル関数の expansiveな非線型性によって，非負ベクトル空間は，任意の二つ
のベクトルが殆ど至る所で直交しないという意味において，狭い空間であるとい
える．Expansiveな非線型性は，この狭い空間において直交基底を抽出するための
非ユークリッド的な計量を与えているといえる．
カーネル法が用いられる多くの多変量分析は，関数
fw(x) = h(x);wiH (4.89)
を，問題に依存する目的関数に従って最適化しているという点で共通している．特徴
空間Hは一般に無限次元なので，このままではw 2 Hを表現することができない．
そこでwのノルムに制約をかけることで，wを特徴ベクトル (xt)(t = 1; : : : ; T )
の線型和として表現している（リプレゼンター定理）．これによって，fw(x)は
カーネル関数 k(x;xt)の線型和となり，元の問題は T 次元空間における最適化問
題となる．例えば，本モデルと同じくカーネル法を用いた教師なし学習であるカー
ネル主成分分析（カーネルPCA）は，T  T の大きさを持つ（中心化された）グ
ラム行列の固有値問題に帰着される．これは fH(x)が T 個の全てのサンプルxtに
よって表現されることを意味する．視覚系の入力は網膜像として常に外界から与
えられているため，このような表現は不可能である．カーネルPCAと本モデルの
大きな違いは，入力が一定数の基底ベクトルaj(j = 1; : : : ; n)によって表現される
ことと，それら基底ベクトルが学習によって変化することである．
非線型性によってスパースな表現を獲得するモデルは，Bellら [111]のものが有
名である．これは情報量最大化原理を実現する一つのアルゴリズムである．いま，
入力 x 2 Rmと出力 y 2 Rnの関係を
y = f(WTx) (4.90)
のような LN型の関数で表す．ここでm = nとすると，式 (4.90)は確率変数の変
数変換であり，p(y) = j@y=@xj 1p(x) となる．このとき出力のエントロピーは
H(y) = H(x) + E

log
@y@x
 (4.91)
で与えられ，その最大化は第二項の最大化に帰着される．Bellらは f(u)がシグモイ
ド関数のような典型的な非線型性の場合，H(y)の勾配がyやu =WTxの簡単な関
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数で表せることを利用して anti-Hebb型の学習則を導いた．例えば f(u) = tanh(u)
の場合，
W / @H(y)
@W
= W T   2xyT (4.92)
となり，原信号が super-Gaussianに従う場合は分離行列を推定できる．従ってこ
のモデルは，求心性の結合と非線型性（式 (4.90)）で出力を計算し，学習は入力と
出力の anti-Hebb則で実現される．このため，Bellらのモデルは遠心性結合の役割
までを説明するモデルではない．本モデルは，皮質領野間の双方向結合の計算論
的役割を説明することを可能とする生成モデルの枠組みに，非線型性を自然な形
で導入したモデルであるといえる．
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脳機能の計測技術の進歩により，現在では脳の様々な特性が明らかになってい
る．また得られた特性が計算論的にどのような役割を持っているのかも徐々に明
らかになりつつある．しかし，非線型に応答するニューロンの特性を適切に記述
し，計測することは今もなお困難な課題である．本研究は大きく分けて，以下の
二つの課題に取り組んだ．
第二章では，逆相関法に区分線形近似を導入し，非線型なニューロン応答の局
所的な特性を分析する手法を提案した．この手法によって，入力空間における局
所領域を対象に測定し，応答特性を線型近似によって記述することができること
が示された．
第三章と第四章では，ニューロン応答の非線型性を説明するための学習モデル
を構築した．複雑型細胞は，様々な空間位相に応答する単純型細胞から興奮性の
入力を受けることによって，位相不変な応答を実現していると考えられる．この
中には，互いにほぼ逆位相の関係にある受容野の組み合わせも含まれている．こ
のような単純型細胞の応答は明らかに負の相関を持つため，単純型細胞{複雑型細
胞間の結合荷重の学習は SCのような線型な生成モデルによる学習則では説明でき
ない．第三章で提案した二階層の階層ベイズモデルでは，第二層において，線型
モデルでは獲得できない，複数のGabor型基底の組み合わせを獲得できることを
示した．ただし，それは複雑型応答を構成するような，空間位相の組み合わせと
はならなかった．第四章で提案したモデルでは，カーネル法を援用することで，生
成モデルの枠組みに非線型性を導入し，生理学的妥当性のため，変数を非負に制
約した．数値実験の結果より，V1でみられる expansiveな非線型を持つ LN型の
非線型性によって，ニューロン応答がスパースになることが確かめられた．また
このとき，学習によって獲得される基底はGabor型となった．ヒルベルト空間上
の線型作用素から導かれる再生核の理論は，現在ではカーネル法として工学的に
重要な役割を担っている．これは短時間で計算できるカーネル関数が，暗に高次
元空間での内積を表現することにより，従来の線型な手法の性能を飛躍的に向上
させられるためである．本研究ではカーネル法を多変量データの計算のためでは
なく，ニューロン応答特性の計算論的解釈のために用いた．その結果より，ニュー
ロン応答の非線型性とスパースで冗長性の少ない情報の符号化との間には，再生
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核の理論が関係していることが示唆される．
大脳皮質における視覚情報処理は後頭葉の V1に始まり，腹側経路では物体の
形状や色などの処理が，背側経路では主に物体の位置や動きに関する処理が行わ
れる．各経路は解剖学的，機能的に異なるいくつかの領野に分けられ，これらが
双方向的に連絡し合って徐々に高次の処理を行うという，階層構造を持っている．
各領野のニューロンがどのような特徴に応答するかは，ITに至るまで部分的には
わかってきている．例えば ITにおいて顔に応答するニューロンが報告されている
[29]．一方，このような特徴選択性がどのように実現されているかについての理解
は限定的である．例えばV1の単純型細胞の方位選択性は on-center，o-center型
受容野の組み合わせによるGabor型受容野によって説明できるが，V4における曲
率の表現 [25]や ITにおける顔に対する選択性の実現に関するはっきりとした理解
は得られていない．電気生理実験によるニューロン応答特性の分析は，上記の問
題に対する重要なアプローチとなる．従来の線型逆相関法は，単純型細胞の詳細
な受容野形状を機械的に測定できる点で優れた手法であるが，一般の非線型な応
答特性には対応できない．第二章で提案した分析手法は，応答特性の（画像平面
でなく画像そのものの空間における）局所的な性質を探る新しいアプローチであ
り，応答特性の勾配を近似的に推定できることから様々な応用が期待できる．例
えば，ニューロンの既知の適刺激を開始点として他の適刺激を探索する手法など
を考えることができる．
上記のように視覚皮質の構造が固定的である一方，脳は柔軟な可塑性を持って
いる．片眼遮蔽下で育った仔ネコの例 [3]からもわかるように，皮質領野の計算機
構は，少なからず後天的な学習によって獲得されているといえる．しかし，特徴
選択性を実現する計算機構がどのような学習によって獲得されるのかという問い
に対する答えは，計算機構そのものの理解よりもさらに限定的である．本研究で
扱った生成モデルは，外界からの入力の分布に基づいて最も効率のよい表現を獲
得するという説明を以てこの問いに答え得る大きな枠組みである．このため初期
視覚皮質の多くの学習モデルがこの枠組みに基づいている．第四章で提案したモ
デルでは，非線型性を自然な形で導入するためにカーネル法を援用した．大脳皮
質の各領野は解剖学的な構造の違いによって分けられるが，大脳皮質としての基
本的な構造は同様である．従って，階層構造の単位となる単一領野の入出力特性
を十分に記述できれば，高次領野の複雑なパターン選択性についても同様のモデ
ルの積み重ねで実現できると考えられる．このため最も初期の領野において非線
型性も含めた学習理論を構築することに大きな意義があるといえる．
本研究の全体を通して，非線型関数をどのように表現するかが共通の課題となっ
ている．一般的なカーネル法では，リプレゼンター定理を利用し，一般に無限次
元の特徴空間のうちデータ数次元の部分空間で十分な表現が得られる．この場合，
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非線型関数はデータによって定まる基底関数の線型和で表され，その重みを求め
ることが目的となる．これはデータ数が有限である工学的な問題には広く応用す
ることが可能である．しかし，視覚系は時々刻々と入力される視覚刺激をオンラ
インで処理しなければならない．第四章で提案したモデルでは，シナプスの長期
的な変化は基底関数そのものの形状を変化させる．このため予め十分に多く用意
した基底関数の重みのみを学習するのではなく，少ない個数の基底関数の重みを
求めながら，長期的にはデータ全体をよく表現する基底関数の形状を学習するこ
とができる．本モデルが大脳皮質の学習理論をよく表しているのであれば，高次
ニューロン応答やその可塑性を研究することで，多変量で非線型な関数を効率的
に表現する方法が得られ，様々な分野に幅広く応用が可能になると考えられる．
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