Abstract| This paper is composed of two parts. The rst part surveys the literature regarding optimum nonlinear ltering from the (continuous-time) stochastic analysis point of view, and the other part explores the impact of recent applications of neural networks (in a discrete-time context) to nonlinear ltering. In particular, the results obtained by using a regularized form of radial basis function (RBF) networks are presented in fair detail.
I. Introduction
Optimum ltering has been a focus of research in signal processing and control since the pioneering works of Wiener 49] and Kolmogorov 19] over half a century ago. The rst landmark contribution to optimum ltering was made by Kalman 17] , who formulated a recursive solution to the optimum linear ltering problem using a state-space model for a dynamical system. Our interest in this paper is optimum nonlinear ltering that goes beyond the classic work of Kalman.
We will discuss ltering as applied to the problem of state estimation. To x ideas, let us consider a plant whose state is given by a d-dimensional vector x t (its components could describe the density and ow rate of a certain chemical, for example). Suppose that the evolution of x t is given by a di erential equation of the form: dx t dt = f(x t ) + noise 1 (t);
for some nonlinear function f : R d !R d ; the noise term is supposed to account for random external disturbances to the plant. Suppose further, that all we can obtain are noisy observations of a p-dimensional vector y t which is related to x t through dy t dt = g(x t ) + noise 2 (t)
for some nonlinear function g : R d ! R p . The`state'
and`observation' processes noise 1 (t) and noise 2 (t) may of course be correlated (the problem could also be recast in discrete time by considering noisy iterations of some appropriate functions f and g).
We can now give a loose statement of the`estimation' problem. We would like to obtain the`best possible' estimate of the state x t , given the past observations of fy s ; s tg available to us.
There is a large and important class of state estimation problems for which linear stochastic models based on Kalman ltering or its extended version are not adequate 27]. For example the determination of a satellite orbit, the tracking of a radar target, the tracking of a chirped nonzero-bandwidth signal in noise, and the tracking of a continuous curve in a cluttered background, are all basically nonlinear ltering problems. Their solutions can bene t from the availability of computationally e cient algorithms for solving the nonlinear problem described in (1) and (2) . This paper is organised as follows. In section 2, we introduce the theoretical framework for stochastic calculus in order to set the stage for the next section; section 2 is somewhat technical, but is not essential in order to follow section 3 and so may be skipped by the non-mathematically inclined. In section 3, we give a historical overview of developments produced by the`stochastic' approach. In section 4, we discuss a`neural' approach to solving the estimation problem. In section 5, we present some experimental results to the neural approach. Finally, in section 6, we critique the merits and drawbacks to both of these approaches.
II. The stochastic approach to nonlinear filtering.
As mentioned above, although this material is not crucial for what follows in section 3, its purpose is to expose the reader to the theoretical framework within which aǹ optimum' lter can be constructed.
Before recasting the estimation problem in terms of stochastic calculus, we must rst indicate how an Itô integral is formulated (for an excellent introduction to stochastic di erential equations, see 34]).
Suppose B t is a Brownian motion on Rwith probability law P, then B 0 = 0 almost surely with respect to P (a.s. P), and for 0 s < t, B t ?B s has mean zero, and meansquare expectation E P (B t ? B s ) 2 
where 0=t 0 <t 1 <:::<t n?1 <t n =t, provided the last limit exists in L 2 (P) (i.e., mean-square sense). This construction is more stringent than that of the Riemann-Stieltjes integral in that the t 2 t i ; t i+1 ] in f(t ; !) is evaluated at the left 1 end point of the interval t i ; t i+1 ]; with this choice, the value of the random function f(t; !) will depend on the Wiener process B t only through the past and present values of fB s (!); s tg.
In fact, for any other choice of t , J(f(t; !)) would cease to be a martingale, i.e., the expected future value of f(t; !) conditioned on the present would cease to be its present value.
Having de ned the Itô integral, we can now state the canonical ltering problem (in its most general form) in terms of Itô di usions. As in the introduction, we will assume a system of equations (given below) where x t is the d-dimensional vector to be estimated and y t is a pdimensional observation vector. The ltering problem can then be cast as: dx t = f(x t ; t)dt + (x t ; t)dv t (state) dy t = g(x t ; t)dt + dw t (observation). (4) In (4), (x t ; t) is a d-by-r matrix, and v t is an rdimensional Brownian motion; w t is a p-dimensional Brownian motion (independent from v t ), and f and g have the appropriate dimensions. The matrix is usually referred to as the`di usion' coe cient, and f is known as the`drift'.
If we let F y t be the ltration produced by the observation process (one should think of F y t as encoding the history of the process B s up to time t), the problem is then to obtain a means of computingx t := E(x t jF y t ) (the expected state of the system conditioned on all the previous observations); the expectation is with respect to the (d + p)-dimensional probability space P corresponding to the Brownian motion In this section, we will give a very brief survey of the major milestones since the development of the linear Kalman lter.
In terms of stochastic di erential equations, the new goal (given the work of Kalman) became that of deducing conditions under which one could nd a recursive and nitedimensional scheme to compute the conditional probability distribution of the state x t given the ltration F y t produced by the observation process fy s ; 0 s tg (with nonlinear f and g in (4)). Below, we will describe some of the work paving the way to this goal.
In the early days after Kalman published his seminal paper on ltering, many researchers tried to combine the innovations approach championed by T. Kailath 15] , 16] with the use of martingales to determine the equations governing system (4). The innovations approach amounts to focussing on the new process (dropping vector notation so that g(t) in (4) However, it was shown by Fujisaki, Kallianpur, and Kunita 6] that, independent of the above result regarding the equivalence of the ltrations produced by the innovation and observation processes, one may still express the ltering solution in terms of a stochastic integral with respect to the innovations process. This new approach relies on Girsanov's theorem 8] to transform the underlying probability measure so as to obtain a martingale with respect to F t . One can then use the fact that any continuous squareintegrable martingale (with respect to F t ) can be represented as a stochastic integral with respect to the Brownian motion t .
The main 2 equation produced by the above martingale approach is the Kushner (6) Although (6) lends itself (in principle) to recursive evaluation, it has the drawback that the conditional mean will depend (in general) upon all the higher-order conditional moments and thus lead to an in nite-dimensional system (see 51] for explicit details). Naturally, since discovering that these equations do not generate a closed system, much research (using lie algebra theory) has gone into determining conditions for the nonexistence of nite-dimensional lters 33] (for a uni ed treatment of all known classes of ltering problems which admit nite-dimensional lters see 10]).
Fortunately though, this nonlinear equation can be mapped to a linear stochastic partial di erential equation (SPDE) yielding the unnormalised conditional density. This is the Zakai Among the other methods which are implementable is the so-called`particle method ' 4] which is inspired by a quadrature technique whereby one can approximate a probability distribution by a linear and convex combination of Dirac measures -these point masses can be thought of as the`particles'. Such quadrature techniques have proven quite successful in computational uid dynamics 40] . The main drawback with this approach is that it only works with no (or negligible) state noise.
At the other end of the spectrum is another method using`adaptive local grids' based on a discretization scheme of Kushner and Le Gland 54] to nd fast and e cient solutions to the Zakai equation. These methods on the other hand are suited to systems with low observation noise.
We close this section by reiterating that the above methods solve the Zakai equation and thereby yield the entire (unnormalised) density for the ltering problem. In actual applications however, one is usually not interested in the entire density as a vehicle to obtain to the conditional mean of the state. When the latter is the only object of interest, the method of choice among practitioners is that of approximation via Markov chains 24]. Thus, although solving the Zakai equation is a well-principled approach to optimum nonlinear ltering, the actual algorithms for 3 for simplicity, this formulation assumes that vt and wt are uncorrelated doing so are neither recursive, nor computationally cheap; given a particular problem however, the solution to the Zakai equation gives us a sound benchmark against which other methods may be compared.
IV. The neural filter approach
In this section we review several approaches to the state estimation problem based on arti cial neural networks (ANN) 12]. That ANNs are now an important tool in the the modern engineer's kit of problem-solving ideas is clear from the recent successes ANNs have had in a broad range of areas such as system identi cation 32], nonlinear prediction 13], and control 39]. It is not, therefore, surprising that this success can extend to the area of nonlinear ltering which we are considering. As with the continuoustime SPDE approach, we are concerned with estimating the conditional mean of the state given past observations. On the other hand, the di erent nature of ANNs results in some modi cations to the SPDE framework approach previously covered:
1. Since ANNs have nite-dimensional domains, we must discretise the SPDEs in (4) governing the state transition and observations in time. We assume that after one of several appropriate time-discretisation methods, e.g., implicit or Runge-Kutta integration, has been applied, we have the discrete-time state transition equation for n = 0; 1; : : :
where x(n) 2 R d is the state vector at time n, f( ) is a vector-valued nonlinear function of its argument, and v(n) is the process noise vector. Similarly, for the observation equation, we have y(n) = h(x(n)) + w(n) (observation) (10) where y(n) 2 R p , h : R d !R p , and w(n) is the observation noise vector.
2. As a result, the conditional expectation being estimated is that of the state with respect to a nite number m of present and past observations. This approximation is exact only if the conditional density is Markov to the truncation order m, otherwise the present and all past observations are, in theory, required. There is often, however, a practical limit on the performance improvements possible with increasing m, so this nite memory assumption is not unreasonably restrictive.
3. Given the above, after suitable least-squares training, the ANN output function then estimates the regression function of the state with respect to the chosen m observations and, by plugging in the m most current observations y m (n) := y(n); y(n ? 1); : : :; y(n ? m + 1)] T , yields a point estimate of the actual state x(n). All this stands in contrast to the continuous-time sde case, where the output is an estimate of the conditional state density with respect to the available observations, i.e., a function. Note that the ANN approach implicitly assumes that the regression function being estimated is stationary (or at least slowly varying) in the time index n, whereas the SPDE approach usually assumes the same for the state transition and observation function.
4. By their nature as exibly parameterized classes of functions, ANNs typically require a random sample or training set of the process paths, denoted by (11) in place of the SPDE approach's a priori knowledge, e.g., of the state transition and observation functions, their associated noise statistics, and the initial state distribution. Although the assumed availability of state sample paths may appear as problematic as the SPDE approach's assumed knowledge of the underlying system functions, one can conceive of a scenario in which the system of interest in under control during the training phase and one is interested in estimating its state when such control is not possible. Not surprisingly, there is a price to pay for the generality of the ANN approach; for example, it is clear that, in general, because a given state transition or observation process sample path explores only a portion of its respective function domain, any nite training set, no matter how large, is not nearly as informative as knowing the actual underlying function. For ANN approaches to be both practical and successful, they must address this and the related design issues of appropriate network size and training algorithm complexity needed to construct a reasonable estimate.
Among the early applications of ANNs to optimum nonlinear ltering is the work of Lo 26] . Here it was assumed that the state and observation equations are unknown, but that one could obtain enough sample data (in his notation) f(x(t; !); y(t;!));t = 1; : : :; T; ! 2 Sg to adequately capture the underlying statistics of the state and observation variables. Assuming stationarity, Lo proved the following result for two distinct recurrent 4 multilayer perceptron (RMLP) architectures 5 which are described below.
The rst network is called the neural lter with fullyinterconnected neurons (NFFN) and has a single hidder layer of neurons. Let t be the discrete time variable, and let the weight from the i-th input to the j-th neuron in the rst layer be ! 1 ji ; let ! 2 ji be the weight of the output of the i-th neuron into the j-th hidden neuron, and ! r ji be the weight of the lagged feedback (by one time unit) from the i-th neuron to the j-th neuron (in the rst input layer). Thus, the activation level j (t) and the weighted sum j (t) of the j-th neuron satisfy where g is a monotone increasing function such as tanh. The i-th output i (t) is then given by,
for 1 i k.
The second network, also with a single hidden-layer, is called the neural lter with ring-interconnected neurons (NFRN); its input-output structure is sketched in Figure IV. Of the i+j output nodes, 1 (t+1); : : :; k (t+1) are teacher-forced, and 1 (t+1); : : :; j (t+1) are free outputs trained to have the teacher forced outputs. All the free outputs and i of the teacher forced outputs 1 (t+1); : : :; i (t+ 1) are delayed by one time unit before being fed into the input nodes 1 (t); : : :; j (t); 1 (t); : : :; i (t). In addition, the network has m input nodes on which the external inputs y 1 (t + 1); : : :; y m (t + 1) are clamped. Both of these networks were separately analysed and the following result was deduced for both networks:
Theorem (Lo 26] ) Consider the (discrete) random ddimensional state process and p-dimensional observation processes x(t) and y(t) for t = 0; ::; T de ned on a probability space ( ; F; P). Suppose that the range of fy(t; !)j! 2 g T t=1 R p is compact, and that E x(t) 2 ] 1 for t = 0; ::; T. Then, if (t) is the network's output at time t, and > 0 is given, there exists a su ciently large RMLP such that
where y T := (y(1); : : :; y(T)).
The theorem states that the RMLP architectures in question are su ciently exible to approximate the behavior of the desired conditional mean function in mean-square to an arbitrary degree of accuracy over any given nite set of time points. While this theoretical result is necessary if the RMLP approach to optimum nonlinear ltering is to be a fruitful one, there are at least two distinct practical di culties with implementing the conclusion of such an existence theorem:
1. For any nontrivial training set sizes and functions to be learned, the cost functions which must be minimized over all possible network parameters during learning are usually nonconvex and admit many local minima. Even if this optimization problem is alleviated, there remains the issue of the error induced in the`optimal' network parameters when, as is common in many ANN learning schemes, these parameters are obtained by minimizing the sample-based 2. Given a nite training set, no guidelines are provided for selecting an appropriately-sized network, e.g., of N neurons, to yield the best out-of-sample or generalization performance. It is well-known that without such guidelines, the problems of over-tting (too large an N) and undertting (too small an N) can lead to poor generalization performance, e.g., see 7] .
Nonetheless, a clear advantage of such an ANN approach is that no a priori knowledge of the statistics of the state and observation processes is required, other than having su cient sample data to properly train the network (via temporal backpropagation). On the other hand, the larger T (the period of operation of the lter) is, the larger the network needed and correspondingly the greater the training time. Furthermore, the iterative optimization methods used are not particularly well-suited to the incremental learning desired in a nonstationary environment.
In view of some of the shortcomings of the previous approach, we should mention the earlier work of Parisini and Zoppoli 36] . This paper presents nonrecursive as well as recursive techniques, which reduce the ltering problem described in (9 & 10) to one of nonlinear programming. Speci cally, their recursive scheme involves sequentially minimizing n (where n is proportional to the observation period) functionals of the form: This gain in recursive implementation has the price of being structurally sub-optimal (although not very much so in practice) compared to the alternate nonrecursively implementable scheme laid out by the authors. Fortunately, in contrast to Lo's approach, the weights are adjusted via a gradient descent type algorithm in which, by knowing the probability distribution functions of the state and observation noises, one can generate`realisations' of a gradient function. Then using standard back-propagation rules, one can compute these gradients and insert them into a weight update function until convergence. The assumptions made were that the state and observation processes are zero mean, i.i.d., and mutually independent. As with 26], numerical simulations were performed; the problem considered belongs the subclass of target motion analysis problems, which goes by the name of bearings only measurement problems. Concretely the test problem consisted of an observer performing a series of tight manoeuvres while acquiring noisy observations of the line of sight angle it makes with a target moving at constant speed. The results presented therein showed signi cant performance gains over the extended Kalman lter where it is known that the lter can diverge due to the breakdown of the covariance matrix.
Even with the a priori assumptions required regarding the underlying statistics of the system, the recursive nature of the above scheme addresses neither the problem of excessive network complexity (when the observation period is large or has no a priori bound) nor the problem of actual network design (i.e., what is the optimal network size and structure for a given observation period).
A. The RBFN neural ltering approach
We shall now describe in some detail another approach developed by the rst two authors in 14] based on another class of ANNs called radial basis function networks (RBFN). Like other ANN methods, this method does not require strong a priori knowledge concerning the mathematical functions for the underlying nonlinearities, an assumption normally made in the nonlinear SPDE setting. This form of knowledge may not be available in many reallife situations. Instead, the method of regularized radial basis function networks (RBFN) 38] assumes only that the functions being estimated, e.g., the state transition and measurement functions, are su ciently`smooth' (in some well-de ned sense to be given later) so as to be interpolable from scattered data.
As with the other neural ltering approaches previously considered, we assume that the nonlinear functions f( ) and h( ) 6 are both unknown, as are the statistics of the corresponding noise processes v(n) and w(n). This lack of knowledge is again partially compensated by the ability to perform discrete-time measurements on the system before it is put into normal operation. Unlike 26], however, under the stationary regression function assumption discussed in the previous section, we require only a single (su ciently long) joint realization of the state and observation processes for network training, i.e., S in (11) may be a singleton, hence we simply write 
is a symmetric, positive de nite interpolation matrix (when G is appropriately chosen). A crucial element of the solution is the regularization parameter 2 R + . When = 0, the estimateh ts T N exactly, an unadvisable characteristic when the training data are known to be corrupted by additive noise. Hence one generally smooths the training data by selecting > 0. An appropriate level of smoothing will prove to be crucial to the performance of the regularized RBFN. From a nonstochastic viewpoint, the estimate (15) is optimal in the sense that it is the unique solution of the associated variational interpolation problem h := arg min h2S
where S is a suitable space of`smooth' functions, D a (pseudo) di erential operator over S, and k k 2 is the L 2 norm. It is the choice of D which determines the kernel G; for the Gaussian kernel that we shall be using, the associated D corresponds to an in nite series of exponentiallyweighted iterated Laplacians with increasing order and oriented according to the weighting matrix norm of the argument in (16) . In this sense, the estimateh constructed above is the`smoothest' function consistent (up to the regularization parameter ) with the training data. In the stochastic ltering context, however, a di erent interpretation of the regularized RBFN estimator is useful in understanding its properties, as we shall discuss below.
A.2 Regularized RBFNs for Stochastic Processes
While any suitable deterministic tting method may be applied to a given training set T N to construct an estimate of the regression function for neural ltering, there are some particular issues that ought to be addressed by any candidate neural ltering technique when T N is drawn from a stochastic process:
1. for neural ltering via regression, we seek an esti- (20) shows that, given T N , we have equivalently a noisy interpolation problem where f (n)g is a zero-mean, nite variance process orthogonal to the space of all measurable functions of Y m (n). We already see that some smoothing is necessary to combat the e ective noise in the regression model. The regularized RBFN method, with its linear basis function expansion structure, can e ciently exploit the crossvalidation (CV) class of sample-reuse parameter estimation techniques select parameters to minimize a data-based
for the expected average squared tting error over any given realization of inputs in T N . In contrast with the databased proxies used for parameter estimation in the other neural ltering methods previously discussed in item 1, the CV class of parameter estimates are known to be asymptotically optimal, i.e., the parameter sequence selected asymptotically minimizes the expected average squared tting error over T N , for linear estimators (such as the regularized RBFN) under a number of scenarios. Furthermore, under some mild conditions, it can be shown that the expected averaged squared tting error converges (in probability with N) to the desired mean-squared estimation error 53]. Hence the level of smoothing chosen by an appropriate CV method asymptotically achieves a proper balance between the extremes of under tting (excessive estimator bias) and over tting (excessive estimator variance), an issue that was raised in item 2 of the discussion on the RMLP neural lter.
2. the training data are, in general, correlated from sample to sample, i.e., dependence is present. For example, the discrete state process fX(n)g constructed according to (9) is clearly dependent. Similarly, it can be seen that the observation process fY (n)g in (10) is also dependent, e.g., Y (n) and Y (n ? 1) are dependent. Because the mean-square consistency of neural estimators has been usually claimed only in the case of i.i.d. training data, the optimality of such estimators in the stochastic ltering context cannot be asserted without further study.
3. the processes fX(n)g and fY (n)g may be nonstationary. For general f in (9), the state process fX(n)g is clearly nonstationary 9], hence the corresponding observation process fY (n)g is also generally nonstationary. Once again, the i.i.d. data assumption underlying the majority of neural network studies in not applicable.
With respect to issues of dependence and nonstationarity, regularized RBFNs of the form (15) 53] , where the following proposition is proven rigourously under precise conditions. Here we give only a general statement and sketch of the argument for its validity:
Proposition: Given a regularized RBFN of the form (15) with kernel G and norm weighting matrix U = U N = Sketch of proof: Without going into details here, it can be shown that the corresponding NWRE may be approximated with vanishing mean-square and absolute error by a subclass of regularized RBFNs of the form (15) for which = N N!1 ! 1. Since the regularization parameter sequence f N g for the RBFN is asymptotically optimal, it eventually, i.e., with su ciently large N, minimizes the expected average squared tting error over T N over all possible values of . In particular, the expected average square tting error over T N of the regularized RBFN with the asymptotically optimal sequence f N g must eventually be no greater than that of the corresponding NWRE. Since the expected average square tting error over T N converges to the mean-squared error, when the corresponding NWRE has asymptotically vanishing mean-squared error, the same must be true for the regularized RBFN with asymptotically optimal sequence f N g.
Returning to the two issues at hand, the proposition allows us to leverage the known consistency results of NWRE for the time series regression problem with dependent and nonstationary processes. For example, the mean-square consistency of the NWRE for the regression of stationary, dependent processes described by mixing conditions (e.g., strong or -mixing) has been demonstrated in 3], while the almost sure absolute convergence of the plug-in state predictor using the autoregression f in (9) was proven in 9], p.46. Those two references can be perused by those desiring a more comprehensive survey of the results available in this area. We see then that the regularized RBFN method when appropriately trained, can asymptotically yield minimum mean-squared error estimates~ (X(k)) of X(k), k > N.
Some additional remarks are relevant at this point:
1. while CV and other related data-based parameter selection methods could, in principle, be applied to MLP networks, the computational burden in doing so (iterative optimization per trial regularization parameter) is considerably greater than that required by the RBFN approach (linear algebraic computation per trial regularization parameter). Such a di erence in computational complexity may weigh signi cantly in any attempts to periodically update, i.e., re-estimate, the network parameters when operating in a nonstationary environment.
2. in the succeeding simulations, (and, where necessary, other) parameters are chosen by the method of generalized cross-validation (GCV) 45 ]. This method of parameter selection is a simpli ed version of the well-known leaveout-one CV method and has a number of favourable properties, including invariance to orthogonal transformations of the data and the availability of computationally e cient evaluation methods (using matrix factorizations of G) that result in a scalar (as opposed to multi-dimensional) minimization problem. When f (n)g is an uncorrelated, homoscedastic process, GCV can be shown to be asymptotically optimal. The general situation of a heteroscedastic error process, which includes the case of an i.i.d. joint process f(X(n); Y (n))g, can be handled, in principle, by either an extra stage of conditional variance estimation or some prior knowledge about the input-dependence of the error variance. The results of our particular simulations, however, suggest that GCV still provides reasonable performance when such measures are not taken.
V. Experimental Results
In this section, we present two sets of experimental results. The results presented in subsection 5.1 pertain to a comparison of the RBF approach to the stochastic (sde) approach described in 44]. The results presented in subsection 5.2 pertain to a comparison of the RBF approach to the recursive MLP approach described in 26]. We discretise the sde in time using a simple forward Euler scheme with t = 2 =(n ? 1) and n = 10N, where N is number of training pairs to be obtained by subsampling the full state and observation sample paths at rate 10. The discretised versions of the vector noise di erentials dw t and dv t are sequentially simulated by using component-wise independent samples from a normal pseudo-random number generator with zero mean and variance t. To avoid numerical instability with the crude discretisation scheme used, we set x = y = 0:05 and xed the initial state at E x 0 ]; as will be seen, even these choices result in discretised state sample paths with somewhat greater spatial variability than that shown in Figure 3 The result is two scalar output networks implementing the regression of the discretised state components x 1 (i) and x 2 (i) with respect to a common input vector y 2m (i).
The vector regression order m is determined by assigning a weight j to each observation (component) in y 2m (i) and setting the RBFN input norm weighting matrix to
, where d = 2m is e ective input dimensionality and 2 j is the sample variance of the j-th input variable. These input scaling parameters are then estimated from the training data T N (along with the regularization parameter ) by the GCV procedure. Because of the inverse weighting, a scalar observation (component) corresponding to one of the larger estimated input scaling parameters has less in uence on the network output (for a given input) and may therefore be discarded. What is most interesting is that even as m is increased, GCV consistently returns 1;1 (corresponding to the rst component y 1 (i) of y(i)) and 1;2 (corresponding to the second component y 2 (i) of y(i)) as the most signi cant input variables for the estimation of x 1 (i) and x 2 (i), suggesting that m = 1, i.e., y(i), is su cient. A typical example of this phenomenon for m = 2 (albeit for x = y = 0:1) can be found in Table I . Given that m = 1 appears su cient, Figure 3 . In applications, other factors such as computational complexity may well determine the choice between the two modes of convergence.
B. Comparison of the RBF approach to the recursive MLP approach
We rst resume our discussion of the RBF approach as in 14]. To compare our approach to the RMLP approach, we repeat the experiment for Example 1 in 26]. For reference, the one-dimensional signal/sensor system de ned is , where d is the state dimensionality and the 2 j is the sample variance of the j-th input variable. These relative weights and the regularization parameter are determined from T N using the GCV criterion discussed earlier. Naturally, the quality of the estimation improves in the region containing a higher density of training points than at the outliers in the training set; this aspect is most clear in Figure 7 , where the outlier near x(i ? 1) = ?2:5 has an exaggerated e ect on the shape of the estimated curve.
In addition to direct regression of the state at time step i with respect to the m most recently available observations at time step i, two other heuristic approaches were tried in which additional regressor variables were included in the input:
1. the p most recently available estimated observations at time step i computed using the observation function estimateh asỹ(i ? j) =h(x(i ? j)), j = 1; 2; : : :; p, are added as inputs. Note thatỹ(i) is not included because x(i) is not yet known.
2. the p most recently available estimated states at time step i computed using the state function estimatef asx(i? j) =f(x(i?1?j)), j = 0; 1; : : :; p?1, are added as inputs.
Our simulations indicated no statistically signi cant improvement in estimation performance with these possible additional inputs, even with increased m and p. In fact, the scaling factor 1 selected by the GCV criterion for the input variable y(i) is much smaller than the other j for both the other approaches with the additional regressor variables. For example, using m = 2 for~ gives 1 = 0:5746 for y(i), while y(i?1) is assigned 2 = 274:5. That this observation holds across the di erent m and p for the other approaches strongly suggests that most of the information about x(i) is contained in y(i), i.e., m = 1 would be sucient. As a representative result, Figure 9 shows the average RMSE over 1000 test sequences of 120 time points with N = 800 training data and a regressive order of m = 2 for the observations. Visually, this gure appears quite similar to that in Figure 2 standard deviation of 0.0111) over the 120 time points is somewhat larger than the 0.2120 and 0.2122 reported for the two neural lters in Figure 2 .4 of 26], one should keep in mind that the number of training data N = 800 we used is much smaller than the e ective size of the training set used in the iterative algorithm of 26]. Furthermore, the regularized RBFN gure is still lower than 0.2806 reported for the iterated extended Kalman ltering algorithmin that work.
VI. Critique
In this paper we considered two fundamentally di erent approaches to the optimum nonlinear ltering problem.
The stochastic patial di erential equation (SPDE) approach, formally described in section 2 and reviewed in some detail in section 3, focuses primarily on a solution to the Zakai equation which yields the entire (unnormalized) density for the system rather than`just' the conditional mean. This approach however, is important for two reasons:
1. It provides a mathematical basis for solving the optimum nonlinear ltering problem, which is a source of motivation in its own right.
2.
A numerical solution to the nonlinear ltering problem, based on the SPDE approach, provides a framework against which other approaches can be compared.
The main drawback of the SPDE approach is the intense computational complexity involved in obtaining a numerical solution.
The other approach is based on the use of a neural lter, which can be implemented using a recursive multilayer perceptron (RMLP) or radial basis function (RBF) network. In any event, the design of the neural lter hinges on the availability of a set of training data, representative of the environment of interest. The attractive feature of this second approach is that a computationally feasible solution to the nonlinear ltering problem is now available to the system designer without having to formulate a stochastic model for the problem at hand. Its primary disadvantage is not knowing how far o the design is from an optimum solution, due to the learning process being trapped in a local minimum of the error surface, or not using a lter of adequate complexity.
From the critique of the merits and drawbacks of the two approaches presented here, it is apparent that much can be gained by working with both approaches side-byside. In particular, a numerical solution to the SPDE approach produces the optimum nonlinear ltering performance attainable, which, in turn, can be used to ne-tune a computationally feasible neural lter or to seek its correct complexity.
One last point is in order. The design of a neural lter, reliant solely on the use of a learning process, is not formulated in the true spirit of Kalman ltering. Once the learning process is completed, the free parameters of the neural lter are xed thereafter. Thus, when operating in a nonstationary environment, it may not be possible to track the statistical variations of the environment. We may overcome this limitation of a neural lter by cascading with it an ordinary linear adaptive lter 11], thereby combining the advantages of two distinct operations: learning and adaptation. The learning process looks after capturing the gross underlying behaviour of the environment, while the adaptive process ne tunes the design by responding, on the y, to minor statistical variations in the environment.
