Resultat negatif en theorie d'approximation de compacts fonctionnels par
  des varietes analytiques et application a un probleme inverse by Irigoyen, Amadeo
ar
X
iv
:m
at
h/
06
01
73
0v
1 
 [m
ath
.FA
]  
30
 Ja
n 2
00
6 RE´SULTAT NE´GATIF EN THE´ORIE D’APPROXIMATION
DE COMPACTS FONCTIONNELS PAR DES VARIE´TE´S
ANALYTIQUES ET APPLICATION A` UN PROBLE`ME
INVERSE
par
Amadeo Irigoyen
Re´sume´. —
Dans la the´orie d’approximation figurent en particulier les proble`mes d’approximation
de compacts dans les espaces fonctionnels, par des familles non line´aires : on rappelle
le cas de la parame´trisation polynomiale, puis on s’inte´ressera au cas analytique.
On montre un re´sultat ne´gatif qui dit qu’une famille de fonctions parame´tre´e
analytiquement par N variables ne peut pas approximer le compact Λl(I
s) mieux
que de l’ordre de (N logN)−
l
s , lorsque N augmente.
Cette assertion fournit, comme application a` un proble`me inverse dans la the´orie
de Sturm-Liouville, une re´ponse a` une question sur la meilleure reconstruction pos-
sible du potentiel Q, ne´gatif avec m + 1 de´rive´es inte´grables, a` partir des valeurs
propres et valeurs caracte´ristiques de l’e´quation −y′′ + ω2Qy = λy, lorsque ω aug-
mente : on montre l’impossibilite´ d’avoir une formule analytique d’approximation qui
puisse avoir une pre´cision meilleure que de l’ordre de (ω logω)−(m+1) . Il existe en
outre dans [5] des formules d’approximation presque optimales.
Abstract. —
In the theory of approximation there are some problems on approximation of
compacts in functional spaces by nonlinear families : first we deal with the polynomial
case, and then we consider the analytic case. We demonstrate a negative result in
which we claim that an analytic family of functions with N parameters can not
approach the compact Λl(I
s) closer than of order (N logN)−
l
s , when N increases.
As applied to an inverse problem in Sturm-Liouville theory, this assertion pro-
vides an answer to a question about the best possible reconstruction of the negative
potential Q with m+1 integrable derivatives, from its eigenvalues and characteristic
values of the equation −y′′ + ω2Qy = λy, when ω increases : we show that it is
impossible to get an analytic approximating formula with precision better than of
order (ω logω)−(m+1). Moreover there is in [5] formulas which are almost optimal.
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1. Introduction
On s’inte´resse ici a` un proble`me d’approximation de compacts dans certains es-
paces fonctionnels par des sous-espaces non line´aires. Cette the´orie est lie´e a` l’e´tude
d’entropie d’un compact dans un espace vectoriel norme´, concept de´fini par Kol-
mogorov comme e´tant le logarithme du nombre minimal de boules de rayon ε pour
recouvrir un compact K. Cette notion donne une ide´e de la possibilite´ ou de la
difficulte´ d’approximer un compact par un ensemble donne´ (cf [8], [11] et [19]).
Si K est un compact d’un espace vectoriel norme´ L, et F un sous-ensemble de L,
on pose
D(K,F ) = sup
y∈K
inf
z∈F
‖y − z‖
qui repre´sente le de´faut d’approximation de K par F . Les cas les plus e´tudie´s sont
ceux ou` L de´signe un espace de fonctions continues ou inte´grables sur Is et K = Λl,s
de´signe la boule unite´ des fonctions de classe Cl, l > 0 sur Is, ou encore la boule unite´
des restrictions de fonctions analytiques borne´es sur un voisinage de Is dans Cs.
Un des principaux exemples est celui de l’approximation line´aire, c’est-a`-dire par
des sous-espaces vectoriels de dimension finie. Si n est un entier ≥ 1, on pose
Dn(K) = inf
Fn
D(K,Fn),
ou` Fn parcourt l’ensemble Ln des sous-espaces vectoriels de dimension n de L. Dn(K)
est appele´ n−width du compact K. Dans la suite des travaux de Vitushkin (cf [19]),
Tihomirov (cf [18]) e´tablit quelques proprie´te´s ge´ne´rales des n-widths ainsi que des
exemples de calcul avec explicitation de Fn re´alisant le minimum (cf [15]).
On en particulier, si Λl,s de´signe la boule unite´ de C
l(Is) ⊂ C0(Is), I = [0, 1],
A
n
l
s
≤ Dn(Λl,s) ≤ B
n
l
s
,
ce qui montre entre autres une minoration, donc un re´sultat ne´gatif d’approximation.
Dans le cadre non line´aire, Vitushkin conside`re dans [19] le cas suivant : si n et d
sont des entiers ≥ 1, on se donne l’ensemble
Pn,d =
P (ζ) = ∑|k|≤d ak(·)ζk, ζ = (ζ1, . . . , ζn) ∈ Rn
 , ak ∈ C0(Is),
parame´tre´ polynomialement avec n variables et de degre´ d, et
D(K,Pn,d) = sup
y∈K
inf
ζ∈Rn
‖y − P (ζ)‖.
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On pose finalement
Dn,d(K) = inf
Pn,d
D(K,Pn,d),
ou` Pn,d parcourt l’ensemble Pn,d des varie´te´s de L parame´tre´es par n variables
inde´pendantes, polynomialement de degre´ au plus d. On a comme re´sultat princi-
pal le the´ore`me de Vitushkin que l’on peut trouver dans [6], [11], [19] et [21] :
A
(n log d)
l
s
≤ Dn,d(Λl,s) ≤ B
(n log d)
l
s
,
ce qui est une ge´ne´ralisation du cas line´aire, et montre en particulier qu’augmenter la
complexite´ par le degre´ n’apportera pas d’ame´lioration significative. On souligne en
particulier des re´sultats ne´gatifs d’approximation, i.e. des minorations de Dn,d.
Vitushkin a montre´ cette estimation en utilisant la the´orie de variation of sets,
sans en expliciter les constantes.
Plus tard, Warren a montre´ ce re´sultat dans [20], sans utilisation des variations of
sets, en explicitant les constantes, mais seulement dans des cas particuliers : Λω([0, 1])
dans le cas uniforme (ou` ω est un module de continuite´), et Λα,s, 0 < α ≤ 1, dans le cas
L1(Is). La me´thode est diffe´rente, mais elle utilise comme Vitushkin une estimation
du nombre de composantes connexes d’un ensemble alge´brique dans Rn, de Oleinik
et Petrovskii (cf [14]). Ce dernier repose finalement sur le the´ore`me de Be´zout : une
intersection de n ensembles alge´briques {ζ ∈ Rn, Pj(ζ) = 0}, ou` degPj = pj, ne peut
avoir plus de
∏n
j=1 pj points, les ensembles de ze´ros se trouvant en position ge´ne´rique
(i.e. les coefficients de ces polynoˆmes e´tant pris dans un ouvert de Zariski).
Cela permet a` Warren d’obtenir l’estimation suivante, e´crite en de´tail dans [20]: si
P1, . . . , Pm sont des polynoˆmes sur R
n, de degre´ ≤ d, alors le nombre de composantes
connexes de l’ensemble
Rn \
n⋃
j=1
{Pj(ζ) = 0}
ne peut de´passer
(
4edm
n
)n
. On en de´duit ainsi une estimation du nombre de suites ε =
(ε1, . . . , εm), εj = ±1, prises par la fonction : ζ ∈ Rn 7→ (sgnP1(ζ), . . . , sgnPm(ζ)).
Il en re´sulte que si K posse`de des fonctions qui oscillent suffisamment, il existera des
points ou` des e´le´ments de K diffe`reront de l’ensemble polynomial, ce qui permettra
d’obtenir une minoration de Dn,d(K).
Notre premier but est de de´montrer le the´ore`me de Vitushkin dans la partie 4,
dans le cas ge´ne´ral Λl,s et en explicitant la constante A :
The´ore`me 1.1. — Soit Pn,d l’ensemble des familles polynomiales de C(Is) (resp.
L1(Is)), i.e. forme´e des e´le´ments
Pn,d =
∑|k|≤d ck ζk, ζ = (ζ1, . . . , ζn) ∈ Rn
 ,
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ou` ck ∈ C(Is) (resp. L1(Is)). On a alors
Dn,d(Λl,s) ≥ Cl,s
(n log d)
l
s
.
On donne en outre une estimation des constantes C∞(l, s) et CL1(l, s).
Dans le cadre de la the´orie d’approximation non line´aire, figure aussi l’e´tude
d’approximation rationnelle, que l’on peut trouver dans [17] et [19]. Ici aussi, passer
du cas polynomial au cas rationnel n’ame´liore pas essentiellement la pre´cision.
En vue d’applications pour des proble`mes inverses, on ge´ne´ralise l’approximation
non line´aire sur une classe assez naturelle de fonctions analytiques qui ne sont pas des
polynoˆmes, qui est celle des fonctions entie`res de type exponentiel, i.e. qui ve´rifient :
∀z ∈ Cn, |f(z)| ≤ a exp (b‖z‖d1) ,
ou` ‖z‖1 = |z1|+ . . .+ |zn|. Ce sera l’objet de la partie 3, ou` on conside`re un ensemble
parame´tre´ analytiquement par N variables inde´pendantes, a` valeurs dans C(Is), soit
une fonction de la forme
f(x, ζ) = f(x1, . . . , xs, ζ1, . . . , ζN ), x ∈ Is, ζ ∈ RN ,
ou`, pour chaque ζ, f est continue par rapport a` x, et pour chaque x ∈ Is, f est
entie`re de type exponentiel par rapport a` ζ. L’hypothe`se du type exponentiel pour f
se re´e´crit avec ‖f(·, ζ)‖∞. On doit ne´anmoins adopter une restriction sur le domaine
de de´finition : la variable ζ reste dans un compact dont la taille grandit avec N . Le
re´sultat est alors le suivant :
The´ore`me 1.2. — Soit EN la classe des familles entie`res de C(Is) (resp. L1(Is)),
i.e. de la forme
EN =
{
f(·, ζ) = (x ∈ Is 7→ f(x1, . . . , xs, ζ1, . . . , ζN )) , ζ ∈ RN , |ζj | ≤ BN r, 1 ≤ j ≤ N
}
,
ou` f est une fonction entie`re de ζ ve´rifiant
∀ ζ ∈ CN , ‖f(·, ζ)‖ ≤ AeuNvebNt‖ζ‖d1 .
Alors
DN (Λl,s) = inf
f∈EN
sup
h∈Λl,s
inf
|ζj |≤BNr
‖h− f(·, ζ)‖ ≥ C
(N logN)
l
s
,
ou` C = C(l, s, A, u, v, b, t, d, B, r).
Ici aussi, on explicite les constantes C∞ et CL1 .
Pour finir dans le cadre d’approximation par des ensembles analytiques, on a
e´galement conside´re´ une classe particulie`re de fonctions entie`res de type exponen-
tiel appele´es quasipolynoˆmes, et qui sont de la forme
P (ζ1, . . . , ζn, exp < a1, ζ >, . . . , exp < ak, ζ >),
ou` ζ ∈ Rn, a1, . . . , ak ∈ Rn, < aj , ζ >= a1jζ1 + . . . + anj ζn. En utilisant la me´thode
de Warren, on peut obtenir des re´sultats ne´gatifs d’approximation de Λl,s par des
familles non line´aires qui sont des quasipolynoˆmes a` coefficients dans L (= C(Is) ou
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L1(Is)). On a besoin pour cela d’estimations du nombre de racines d’un syste`me de n
quasipolynoˆmes, donc de type Be´zout. Khovanskii a pour cela e´tabli dans [7] plusieurs
re´sultats sur les e´quations de Pfaff, ou` il a donne´ des exemples avec estimations
explicites : si on conside`re un syste`me
P1 = . . . = Pp = 0
de p e´quations quasi-polynomiales en ζ, ou` chaque Pj est de degre´ mj en les n + k
variables ζ1, . . . , ζn, y1, . . . , yk, avec yk = exp < ak, ζ >, alors le nombre de cellules
(a` homotopie pre`s) de l’ensemble solution de dimension n− p sera majore´ par
2
k(k−1)
2 m1 . . .mp
 p∑
j=1
mj + n− p+ 1
n−p (n− p+ 1)
 p∑
j=1
mj + n− p+ 1
− n+ p
k ,
ce qui donnera une estimation du meˆme type pour le nombre de composantes de
l’ensemble Rn \⋃mj=1{Pj = 0}, et en particulier le re´sultat suivant, que l’on prouvera
en dernie`re partie :
The´ore`me 1.3. — Soit Pn,k,d l’ensemble des familles de C(Is) repre´sente´es par
Pn,k,d =
∑|j|≤d cj ζj11 . . . ζjnn ejn+1<a1,ζ> . . . ejn+k<ak,ζ>, ζ ∈ Rn
 ,
ou` Pn,k,d est un quasi-polynoˆme a` coefficients cj ∈ C(Is), a` n variables ζi, k pseudo-
variables e<ai,ζ> et de degre´ total d. On a alors
Dn,k,d(Λl,s) := inf
P∈Pn,k,d
sup
h∈Λl,s
inf
ζ∈Rn
‖h− P (ζ)‖∞ ≥ Cl,s
(k2n logn log d)
l
s
.
En outre, la constante Cl,s peut eˆtre calcule´e et vaut
1√
s 2l+1 38
l
s ([l] + 1)[l]+1(4(1 + e))s([l]+1)
.
Ainsi, une famille quasi-polynomiale de C(Is) ne peut pas approcher le compact
Λl,s mieux qu’a` l’ordre
1
(k2n logn log d)
l
s
.
Cependant la pre´sence du terme k2 semble brutale, ce qui donne un re´sultat ne´gatif
relativement faible. En revanche, on n’a ici aucune restriction sur les parame`tres
ζ1, . . . , ζn ∈ R.
Dans la partie 5 on donne une application du the´ore`me 1.2 a` un proble`me inverse
dans la the´orie de Sturm-Liouville sur la demi-droite R+. On conside`re l’e´quation
−d
2y
dx2
− ω2Qy = λy,
ou`−ω2Q est un potentiel strictement ne´gatif et suffisamment re´gulier, ω un parame`tre
grand : dans notre cas, Q aura m+1 de´rive´es localement inte´grables et a` de´croissance
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polynomiale. On sait alors que l’ope´rateur − d2
dx2
− ω2Q admet N(ω) valeurs propres
−ξ2j ne´gatives, avec pour chacune une fonction propre ψj associe´e ve´rifiant les condi-
tions aux bords :
ψj(0) = 0 et
∫ ∞
0
ψ2j (x)dx = 1 .
On pose alors Cj = (ψ
′
j(0))
2, qui est la valeur caracte´ristique associe´e a` ξj .
Le proble`me est le suivant : connaissant les valeurs propres ξj et valeurs car-
acte´ristiques Cj de l’e´quation, il s’agit de reconstruire le potentiel −ω2Q sur R+. On
dispose pour cela de formules plus ou moins explicites (cf [9], avec convergence dans
L2, et [5]), provenant en particulier des travaux de Gelfand, Levitan, Kohn et Jost
(cf [3], [10]). En outre, G. Henkin et N. Novikova, motive´s en particulier par Lax
et Levermore, donnent dans [5] des estimations sur la vitesse de convergence : si
Q posse`de m + 1 de´rive´es inte´grables, il existe des formules qui l’approximent uni-
forme´ment sur tout intervalle [0, X ] lorsque ω → ∞, avec une vitesse (au moins) de
l’ordre de 1
ωm
.
La question que l’on se pose alors (cf [5], p. 22) est de savoir si on peut ame´liorer
cette approximation, i.e. montrer s’il existe une autre estimation ou bien une autre
formule (et si c’est le cas, l’expliciter) qui donne une convergence plus rapide vers le
potentiel donne´ −ω2Q.
Il y a deux cas que nous traitons, auxquels nous donnons une re´ponse ne´gative : le
premier est celui ou` m = 1. On utilise dans [5] une formule d’approximation explicite
du type Gelfand-Levitan pour des potentiels avec proprie´te´s e´nonce´es ci-dessus :
Q0ω(x) =
2
ω2
d2
dx2
ln | det(Ws,r)(x)|,
ou`
Ws,r(x) =
2sh(ξr + ξs)x
ξr + ξs
− (1− δs,r)2sh(ξr − ξs)x
ξr − ξs − δs,r
(
2x− 4ξ
2
j
Cj
)
.
Cette formule approxime en primitives tout Q uniforme´ment sur tout [0, X ], a` la
vitesse lnω√
ω
(mais l’approximation peut eˆtre vraisemblablement bien meilleure, de
l’ordre de 1
ω2
). On remarque que, mis a` part le de´nominateur de Q0ω provenant du
logarithme, det(Ws,r(x)) est une fonction entie`re de type exponentiel par rapport a`(
ξ1, . . . , ξN ,
1
C1
, . . . , 1
CN
)
, continue par rapport a` x. On peut donc interpre´ter Q0ω
comme une famille de fonctions continues parame´tre´e analytiquement. Pour cela, on
peut appliquer notre re´sultat ne´gatif et le comple´ter avec le re´sultat positif de [5]. On
obtient :
The´ore`me 1.4. — Soient Q la classe des fonctions Q de´finies sur R+, strictement
positives, a` de´croissance polynomiale, avec 2 de´rive´es localement inte´grables, et leurs
ope´rateurs associe´s − d2
dx2
− ω2Q ; pour tout N(ω) = O(ω), soit e´galement ψ(x, ζ)
une fonction de´finie sur R × CN , de classe C1 par rapport a` x et entie`re de type
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exponentiel par rapport a` ζ ∈ CN . Alors l’approximation de∫ ·
0
Q :=
{(
x 7→
∫ x
0
Q(t)dt
)
, Q ∈ Q
}
,
uniforme´ment sur tout intervalle [0, X ], par la famille{(
x 7→
(
1
ψ
∂ψ
∂x
)
(x, ζ)
)
, ζj = O(ω
r), ∀ j = 1, . . . , N
}
,
lorsque ω →∞, ne peut pas eˆtre meilleure que de l’ordre de
1
(ω lnω)3
.
En outre, un cas d’approximation au moins a` l’ordre lnω√
ω
, est donne´ par la formule
de type Gelfand-Levitan
Ψ(x, ζ) = det W˜s,r(x, ζ),
avec
W˜s,r(x, ζ) =
2sh(ζr + ζs)x
ζr + ζs
− (1− δs,r)2sh(ζs − ζr)x
ζs − ζr − δs,r(2x− exp(ζr+N )),
s, r = 1, . . . , N(ω), ou` N(ω) est le nombre de valeurs propres ξj et caracte´ristiques
Cj de l’ope´rateur − d2dx2 − ω2Q, dont l’e´le´ment optimisant peut eˆtre ainsi choisi :
ζj(Q) = ξj , et ζj+N (Q) = ln
4ξ2j
Cj
, j = 1, . . . , N(ω).
On aura besoin pour la de´monstration d’e´tablir une estimation des valeurs propres
ξj et valeurs caracte´ristiques Cj , j = 1, . . . , N(ω), ainsi que de leurs inverses, a` cause
de la restriction des parame`tres ζj , ne´cessaire pour pouvoir appliquer notre re´sultat
ne´gatif. Plus pre´cise´ment, on montrera la
Proposition 1.1. — Si q = −ω2Q est un potentiel ne´gatif, inte´grable de classe C1
avec q′(0) = 0, et a` de´croissance polynomiale, alors pour tous ω assez grand et j =
1, . . . , N(ω), on a
1
aωb
≤ ξj ≤ aωb, et 1
α exp (βωγ)
≤ 4ξ
2
j
Cj
≤ α exp (βωγ) .
Dans l’autre cas, qui n’est pas comle`tement fini, il s’agit de formules d’approximation
concernant le cas plus ge´ne´ral d’un potentiel avec m+1 de´rive´es, mais pas explicite´es,
et qui re´alisent l’approximation (au moins) a` l’ordre
1
ωm
.
Ces formules sont cependant, dans le cas ou` les m premie`res de´rive´es de Q s’annulent
en 0, de la forme
Qω(x) =
2
ω2
(
− d
dx
K(x, x) +
d2
dx2
detTj,k(x)
)
,
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ou`
K(x, x) = K(x, x, q(0)) et Tj,k(x) = Tj,k(x, ξ, C, q(0)) .
Ce sont donc des formules qui, bien que non explicites, sont des fonctions analytiques
en les variables ξ, C, q(0) = −ω2Q(0). Ici encore, meˆme si ce n’est pas prouve´, on
est tre`s optimiste sur la validite´ d’un re´sultat ne´gatif affirmant qu’il n’est pas possible
d’approximer Q, avec des formules du meˆme type, mieux qu’a` l’ordre
1
(ω lnω)m+1
,
ce qui montrerait encore une proprie´te´ de presque optimalite´ (mais cette fois, sans
formule de reconstruction explicite).
On terminera en dernie`re partie par quelques discussions sur d’autres me´thodes
pour obtenir des re´sultats analogues : on prouvera en particulier le theore`me 1.3
sur les familles de quasi-polynoˆmes, et qui utilise les estimations de Khovanskii ; ainsi
qu’un autre re´sultat ne´gatif, qui est une application directe du the´ore`me de Descartes.
On constatera alors que le the´ore`me 1.2 donne une meilleure minoration, en plus d’eˆtre
plus ge´ne´ral, malgre´ la restriction ne´cessaire sur les parame`tres.
2. Remerciements
Je remercie G. Henkin pour les ide´es et discussions enrichissantes sur ce sujet.
3. Approximation analytique
3.1. Enonce´ et preuve du the´ore`me. — On conside`re le compact Λl(I
s), I =
[0, 1], s ∈ N∗, l > 0,
Λl,s = Λl(I
s) =
{
f ∈ Cl(Is), ∀ j, 0 ≤ j ≤ m,
∥∥∥f (j)∥∥∥
∞
≤ 1,
∥∥∥f (m)∥∥∥
α
≤ 1
}
,
ou` l = m+ α, m ∈ N, 0 < α ≤ 1 (m = −[−l]− 1), et
‖f‖α = sup
x 6=y
|f(x)− f(y)|
‖x− y‖α ,
ou` ‖ · ‖ est la norme euclidienne usuelle.
(Λl(I
s) est un compact de (C0(Is), ‖ · ‖∞) et de (L1(Is), ‖ · ‖1))
The´ore`me 1. — On se donne, pour N ∈ N, N ≥ 2,
f(x, ζ) = f(x1, . . . , xs, ζ1, . . . , ζN ), x ∈ Is, ζ ∈ RN ,
ou` f est entie`re par rapport a` ζ ∈ CN , continue (resp. inte´grable) par rapport a`
x ∈ Is.
On suppose de plus que,
∀ ζ ∈ CN , ‖f(·, ζ)‖ ≤ AeuNvebNt‖ζ‖d1 ,
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ou` A, u, v, b, t, d sont des re´els ≥ 1, ‖f(·, ζ)‖ = ‖f(·, ζ)‖∞ (resp. ‖f(·, ζ)‖L1), et
‖ζ‖1 = |ζ1|+ . . .+ |ζN |.
Alors on a : ∃h ∈ Λl,s, ∀ ζ ∈ RN , |ζj | ≤ BN r, j = 1, . . . , N , avec B, r ≥ 1,
‖h− f(·, ζ)‖∞ ≥ C(
N log[2]N
) l
s
(resp. ‖h− f(·, ζ)‖L1 ≥
C(
N log[2]N
) l
s
),
ou` C est une constante de´pendant de l, s, A, u, v, b, t, d, B, r (mais pas de N) .
De fac¸on e´quivalente, si EN de´signe la classe des fonctions analytiques du type f
(donc de´pendant de A, u, v, b, t, d), alors
DN (Λl,s) = inf
f∈EN
sup
h∈Λl,s
inf
|ζj |≤BNr
‖h− f(·, ζ)‖ ≥ C(
N log[2]N
) l
s
.
Dans la suite, on notera simplement log pour le logarithme binaire log[2] (ln
de´signera toujours le logarithme ne´perien).
De´monstration. — On commence par montrer le
Lemme 1. — On conside`re le de´veloppement de Taylor de f : ∀ (x, ζ) ∈ Is × RN ,
f(x, ζ) =
∑
|k|≥0
ck(x)ζ
k,
ou` k est le multi-indice (k1, . . . , kN ) ∈ NN , |k| = k1 + . . .+ kN et ζk = ζk11 . . . ζkNN .
Alors on a : ∀k ∈ NN ,
‖ck(·)‖ ≤ AeuN
v
(
ebdNd+t
|k|
) |k|
d
,
ou` la norme de´signe la norme uniforme ou la norme L1.
De´monstration. — On commence par remarquer que, pour tout k, la fonction x 7→
ck(x), qui donne le coefficient de Taylor du monoˆme ζ
k, est bien de´finie, que ce soit
dans l’espace C(Is) ou L1(Is). En effet, elle est donne´e par la formule de Cauchy qui
utilise l’holomorphie de f par rapport a` ζ :
ck(x) =
1
(2ipi)N
∫
|ζ1|=...=|ζN |=R
f(x, ζ)
ζk+1
dζ,
ou` R > 0, ζ = (ζ1, . . . , ζN ), dζ = dζ1 ∧ . . . ∧ dζN et (k + 1) = (k1 + 1, . . . , kN + 1).
Pour le cas continu, il s’agit d’une inte´grale a` parame`tre d’une fonction continue
par rapport a` x ∈ Is ; tandis que pour le cas L1, c’est le the´ore`me de Fubini applique´
a` la fonction f sur l’ensemble Is× (bD(0, R))N , qui permet de de´finir sur Is (presque
partout, puis en prolongeant par 0) la fonction ck, qui sera alors dans L
1(Is).
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On a donc : ∀x ∈ Is,
|ck(x)| ≤ 1
(2pi)N
∫
|ζj |=R
|f(x, ζ)|
R|k|+N
dζ,
soit
‖ck‖ ≤ 1
(2pi)N
∫
|ζj |=R
AeuN
v
ebN
t(|ζ1|+...+|ζN |)d
R|k|+N
dζ = AeuN
v ebN
d+tRd
R|k|
.
L’ine´galite´ e´tant valable pour tout R > 0, on l’a en particulier pour R = Rmin
qui minimise le membre de droite. Pour de´terminer Rmin, on conside`re la fonction
de´finie sur ]0,+∞[ par R 7→ ebN
d+tRd
R|k|
. Cette fonction tend vers +∞ en 0 et +∞, elle
admet donc (au moins) un minimum, qui annule sa de´rive´e, donne´e par :
R 7→ e
bNd+tRd
R|k|
bdNd+tRd−1 − |k|e
bNd+tRd
R|k|+1
=
ebN
d+tRd
R|k|+1
(
bdNd+tRd − |k|) ,
qui s’annule exactement en R = Rmin =
(
|k|
bdNd+t
) 1
d
.
Par suite, il y a un seul minimum, et on a :
‖ck‖ ≤ Ae
uNve
bNd+t
|k|
bdNd+t(
|k|
bdNd+t
) |k|
d
= AeuN
v
(
ebdNd+t
|k|
) |k|
d
,
ce qui prouve le lemme.
√
Nous pouvons commencer la preuve du the´ore`me.
On a : ∀ ζ ∈ RN , |ζ1|, . . . , |ζN | ≤ BN r,
f(x, ζ) =
∑
|k|≥0
ck(x)ζ
k =
∑
|k|≤K
ck(x)ζ
k +
∑
|k|>K
ck(x)ζ
k = PK(x, ζ) +RK(x, ζ),
ou` K est un entier > 0. Or, d’apre`s le lemme :
‖RK(·, ζ)‖ ≤
∑
|k|>K
‖ck‖ |ζ1|k1 . . . |ζN |kN
≤ AeuNv
∑
|k|>K
(
ebdBdNd(r+1)+t
|k|
) |k|
d
= AeuN
v ∑
n>K
(
ebdBdNd(r+1)+t
n
)n
d
card{ k1 + · · ·+ kN = n}
= AeuN
v
∑
n>K
(
ebdBdNd(r+1)+t
n
)n
d (n+N − 1)!
n! (N − 1)! ,
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la dernie`re e´galite´ provenant du
Lemme 2. —
card{k ∈ NN , k1 + · · ·+ kN = n} = (n+N − 1)!
(N − 1)!n! .
De´monstration. — Le membre de gauche est le coefficient en Xn de la se´rie formelle∑
k1,...,kN≥0
Xk11 . . .X
kN
N ,
apre`s l’e´valuation X1 = . . . = XN = X . Or, cette se´rie vaut :
N∏
j=1
∑
kj≥0
X
kj
j
 = N∏
j=1
1
1−Xj ,
qui apre`s e´valutation donne 1(1−X)N . On a d’autre part :
1
(1−X)N =
1
(N − 1)!
dN−1
dXN−1
(
1
1−X
)
=
1
(N − 1)!
∑
k≥0
k(k − 1)...(k −N + 2)Xk−N+1,
dont le coefficient en Xn correspond a` k = n+N − 1, ce qui donne finalement
(n+N − 1) . . . (n+ 1)
(N − 1)! ,
et prouve le lemme.
√
Ensuite, en utilisant les majorations suivantes(n
e
)n√
2pin ≤ n! ≤
(n
e
)n
2pin,
on a, pour tout n ≥ N ,
(n+N − 1)!
n! (N − 1)! ≤
(
n+N − 1
n
)n(
n+N − 1
N − 1
)N−1
n+N − 1√
n(N − 1)
≤ eN−1
(
2n
N − 1
)N−1
2
(
n
N − 1
) 1
2
≤
(
2en
N − 1
)N
.
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On en de´duit, a` condition de prendre K ≥ N ,
‖RK(·, ζ)‖ ≤ AeuN
v
∑
n≥K+1
(
ebdBdNd(r+1)+t
n
)n
d
(
2en
N − 1
)N
= AeuN
v
∑
n≥K+1
(
ebdBdNd(r+1)+t
n
(
2en
N − 1
) dN
n
)n
d
.
Or, (
2en
N − 1
) dN
n
=
((
2en
N − 1
) 1
2en
N−1
) 2edN
N−1
≤ 2 2edNN−1
≤ 24ed,
et donc
‖RK(·, ζ)‖ ≤ AeuN
v ∑
n≥K+1
(
ebd
(
24eB
)d
Nd(r+1)+t
n
)n
d
.
Par ailleurs, pour tout
n ≥ K ≥ ebd2(4e+1)dBdNd(r+1)+t (≥ N),
on a (
ebd
(
24eB
)d
Nd(r+1)+t
n
) 1
d
≤ 1
2
,
ce qui donne
‖RK(·, ζ)‖ ≤ Ae
uNv
2K
.
Remarquons maintenant que, pour K ≥ 4 ( l
s
)2
,
K − l
s
log(logK) = K
(
1− l
s
log(logK)
K
)
≥ K
(
1− l
s
1√
K
)
≥ K
2
,
la premie`re ine´galite´ provenant du fait que, pour tout x ≥ 4, log(log x) ≤ √x.
On choisit finalement
K ≥ ebud2(4e+1)dBd
(
1 +
l
s
)2(
log
4A
C
)
Nd(r+1)+v+t,
ou` C est une constante ≤ 1 que l’on pre´cisera, et on montre le
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Lemme 3. — Sous les hypothe`ses pre´ce´dentes, on a :
‖RK(·, ζ)‖ ≤ C
4(N logK)
l
s
.
De´monstration. — En effet, on ve´rifie d’abord que
K ≥ ebd2(4e+1)dBdNd(r+1)+t,
puisque
(
1 + l
s
)2
log 4A
C
uNv ≥ 1.
Ensuite,
K ≥ e24e+1
(
1 +
l
s
)2
≥ 4
(
l
s
)2
.
Il reste a` s’assurer que
‖RK(·, ζ)‖ ≤ Ae
uNv
2K
≤ C
4(N logK)
l
s
,
soit
2K
(logK)
l
s
≥ 4Ae
uNvN
l
s
C
,
ou encore, puisque K − l
s
log logK ≥ K2 ,
K ≥ 2 log 4A
C
+ 2
l
s
logN + 2uNv log e.
Or,
K ≥ 2 log 4A
C
(
1 +
l
s
)2
N 2euNv
≥ 2 log 4A
C
+
(
1 +
l
s
)2
N + 2euNv,
car 2 log 4A
C
,
(
1 + l
s
)2
N et 2euNv sont ≥ 2. D’autre part, (1 + l
s
)2 ≥ 2 l
s
, N ≥ logN ,
ce qui donne
K ≥ 2 log 4A
C
+ 2
l
s
logN + 2uNv log e,
et prouve le lemme. √
On a finalement :
f(·, ζ) = PK(·, ζ) +RK(·, ζ),
ou` PK est un polynoˆme en ζ, a` coefficients dans l’espace C(I
s) (resp. L1(Is)), a` N
variables et de degre´ K, et ‖RK(·, ζ)‖ ≤ C
4(N logK)
l
s
, ou` la norme de´signe la norme
uniforme (resp. L1).
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D’apre`s le the´ore`me de Vitushkin (dont on redonnera une preuve dans la partie 4),
il existe h ∈ Λl,s, tel que, ∀ ζ ∈ RN ,
‖h− PK(·, ζ)‖ ≥ C
(N logK)
l
s
,
ou` C = C(l, s) est une constante variant selon le cas continu ou L1. Il en re´sulte que
‖h− f(·, ζ)‖ ≥ ‖h− PK(·, ζ)‖ − ‖RK(·, ζ)‖
≥ 3C
4(N logK)
l
s
.
Pour terminer la preuve du the´ore`me, il reste a` obtenir C
′
(N logN)
l
s
. Pour cela, on
choisit le plus petit entier K possible, soit
K ≤ 1 + ebud2(4e+1)dBd
(
1 +
l
s
)2
log
4A
C
Nd(r+1)+v+t
≤ 2ebud2(4e+1)dBd
(
1 +
l
s
)2
log
4A
C
Nd(r+1)+v+t,
donc
logK ≤ (d(r + 1) + v + t) logN + log
(
2ebud2(4e+1)dBd
(
1 +
l
s
)2
log
4A
C
)
≤ (d(r + 1) + v + t) logN. log
(
2ebud2(4e+1)dBd
(
1 +
l
s
)2
log
4A
C
)
,
car les deux termes de la somme sont ≥ 2, ce qui donne finalement
‖h− f(·, ζ)‖ ≥ C
′
(N logN)
l
s
,
avec
C′ =
3C
4
[
(d(r + 1) + v + t) log
(
2ebud2(4e+1)dBd
(
1 + l
s
)2
log 4A
C
)] l
s
,
et ache`ve la preuve du the´ore`me. √
Remarque 1. — La fonction h qui intervient pour obtenir la minoration dans le cas
analytique, est la meˆme que dans le cas polynomial. On s’en servira dans la preuve
des corollaires suivants.
D’autre part, comme on le constatera dans la partie suivante, la constante C ne
de´pend que de l et s, ainsi C′ va de´pendre de l, s, A, u, v, b, t, d, B, r (mais pas de N).
On verra en particulier des exemples d’estimation de C, et donc de calcul explicite
de C′ (cf corollaire 5).
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3.2. Quelques re´sultats de´rive´s. — On peut ge´ne´raliser le the´ore`me 1 de la fac¸on
suivante :
The´ore`me 2. — Soit de meˆme f(x, ζ, w) une fonction qui ve´rifie les meˆmes condi-
tions que dans le the´ore`me 1, et qui est en plus holomorphe par rapport aux variables
w1, . . . , wm sur le domaine
{ℜe z > 0}m ,
et de type exponentiel : ∀ (ζ, w) ∈ CN × {ℜe z > 0}m ,
‖f(·, ζ, w)‖ ≤ AeuNvebNt(‖ζ‖d1+‖w‖d1) .
Alors l’approximation de Λl,s par la famille {f(·, ζ, w)}, ou` les ζj , wi sont re´els,
ζj = O(N
r) et
|wi − ai(N)| ≤ 1
2
ai(N), i = 1, . . . ,m,
avec ai(N) ≥ 1 polynomial en N , est au mieux de l’ordre de
1
(N logN)
l
s
.
De´monstration. — La preuve est semblable a` celle du the´ore`me 1 : on e´crit de meˆme
le de´veloppement de Taylor de f au point (0, . . . , 0, a1(N), . . . , am(N)), soit
f(·, ζ, w) =
 ∑
|k|≤K, |l|≥0
+
∑
|k|>K, |l|≥0
(ck,l(a)ζk(w − a)l) ,
ou` les coefficients ck,l sont majore´s a` l’aide de la formule de Cauchy : ∀R, ∀ ri < a,
|ck,l| ≤ 1
(2pi)N+m
∫
|ζ′j |=R, |w′i−ai|=ri
|f(·, ζ′, w′)|
|ζ′k+1| |(w′ − a)l+1|dζ
′dw′
≤ AeuNv e
bNd+tRd
R|k|
ebN
t‖a+r‖d1
|rl| .
Puisque |wi − ai| ≤ ai2 , la deuxie`me somme ainsi peut eˆtre majore´e :∑
|k|>K, |l|≥0
|ck,l|
∣∣ζk∣∣ ∣∣(w − a)l∣∣ ≤ AeuNv ∑
|k|>K
ebN
d+t
Rd
R|k|
(BN r)
|k| ∑
|l|≥0
ebN
t2d‖a‖d1
2|l|
≤ A2meuNv+bNt2d‖a‖d1
∑
n>K
(
ebdBdNd(r+1)+t
n
)n
d (n+N − 1)!
n! (N − 1)! ,
ce qui, pour K de l’ordre de Nα (cf preuve du the´ore`me 1), est majore´ par
C
8(N logK)
l
s
.
Pour l’autres somme, on re´e´crit de meˆme∑
|k|≤K, |l|≥0
=
∑
|k|≤K
∑
|l|≤p(k)
+
∑
|k|≤K
∑
|l|>p(k)
,
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ou` pour chaque n = |k|, on choisit p(k) = p(n) = p(K), ainsi :∑
|l|>p(K)
1
2|l|
=
∑
p>p(K)
1
2p
(p+m− 1)!
p! (m− 1)! ,
≤
∑
p>p(K)
(p+ 1)m−1
2p
≤
(
3
4
)p(K)
,
pour p(K) ≥ p(K,m), ce qui donne∑
|k|≤K
∑
|l|>p(k)
|ck,l|
∣∣ζk∣∣ ∣∣(w − a)l∣∣ ≤ AeuNv+bNt2d‖a‖d1 K∑
n=0
(
ebdBdNd(r+1)+t
n
)n
d (n+N − 1)!
n! (N − 1)!
∑
|l|>p(K)
1
2|l|
≤ AeuNv+bNt2d‖a‖d1
K∑
n=0
(
(ebd)
1
dBN r+1+
t
d
n
1
d
)n
Nn
(
3
4
)p(K)
≤ AeuNv+bNt2d‖a‖d1 (K + 1)
(
(ebd)
1
dBN r+t+2
)K (3
4
)p(K)
≤ 1
2K
,
si p(K) ≥ αK, ce qui donnera encore une majoration par
C
8(N logK)
l
s
.
Pour finir, le somme restante est∑
|k|≤K
∑
|l|≤p(K)
ck,lζ
k(w − a)l ,
qui est un polynoˆme en (ζ, w) (donc a` N + m variables), de degre´ total (au plus)
K + p(K) ≤ γK, ce qui donne, par le the´ore`me 3 de Vitushkin : ∃h ∈ Λl,s, ∀ ζ, w,
‖f(·, ζ, w) − h‖ ≥ 3C
′
4((N +m) log γK)
l
s
≥ C
′′
(N logN)
l
s
,
ce qui prouve l’assertion. √
On en de´duit respectivement les corollaires suivants des the´ore`mes 2 et 1, qui nous
serviront dans la partie 5.
Corollaire 1. — Soit ψ(x, ζ, w) une fonction de´finie sur [0, 1]×CN ×{ℜe z > 0}m,
de classe C2 par rapport a` x, et telle que, pour tout x ∈ [0, 1], les fonctions ψ(x, ζ, w),
∂ψ
∂x
(x, ζ, w) et ∂
2ψ
∂x2
(x, ζ, w) ve´rifient les conditions du the´ore`me 2 pour le cas continu.
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Soit d’autre part k(x, ζ, w) continue par rapport a` x, analytique de type exponentiel par
rapport a` (ζ, w), dont la restriction sur RN × (R+)m est domine´e polynomialement.
On suppose e´galement que, ∀ (ζ, w) ∈ RN × (R+)m, ζj = O(N r), |ζi − ai(N)| ≤
ai(N)
2 ,
1
ψ(0, ζ, w)
= O
(
eαN
β
)
,
et
∂ψ
∂x
(0, ζ, w) = 0.
Soit finalement une constante b(N) > 0, telle que b(N) et 1
b(N) soient polynomiales
en N .
Alors l’approximation de Λl([0, 1]) par la famille{(
x ∈ [0, 1] 7→ 1
b(N)
(
k(x, ζ, w) +
∂
∂x
(
∂ψ
∂x
ψ
)
(x, ζ, w)
))
, ζj = O(N
r), |wi − ai(N)| ≤ ai(N)
2
}
,
au sens uniforme sur [0, 1], lorsque N → +∞, ne peut pas eˆtre meilleure que
C˜
N l(lnN)l
.
(C˜ de´pend des parame`tres qui apparaissent dans la constante C′ du the´ore`me 2, ainsi
que de α, β)
En outre, une fonction h qui re´alise la minoration peut eˆtre prise dans Λl ∩ C [l],
et eˆtre identiquement nulle sur
[
0, 120
]
.
De´monstration. — On peut supposer que, ∀ ζ, w, ψ(0, ζ, w) > 0 : en effet, la con-
dition sur ψ(0, ζ, w) montre qu’elle ne s’annule pas sur l’ensemble (connexe) RN ×
(R+)
m
, donc reste de signe constant, et peut eˆtre remplace´e par −ψ (ce qui ne change
pas la famille).
On se donne ψ, k et on pose
ψ˜(x, ζ, w) = ek˜(x,ζ,w)ψ(x, ζ, w) ,
ou` k˜(x, ζ, w) =
∫ x
0
dt
∫ t
0
k(s, ζ, w)ds. Alors le the´ore`me 2 est encore vrai (meˆme si ψ˜
peut ne plus eˆtre de type exponentiel) : en effet, on e´crit
ψ(x, ζ, w) = PK(x, ζ, w) +RK(x, ζ, w),
et puisque ek˜(x,ζ,w) = O
(
eαN
β
)
, quitte a` agrandir K (tout en le gardant polynomial
en N), on a encore ∥∥∥ek˜(·,ζ,w)RK(·, ζ, w)∥∥∥∞ ≤ C∞(l, 1)4((N +m) logK)l .
D’autre part, il existe h ∈ Λl([0, 1]) pour PK , tel que ∀ (ζ, w), ∃x(ζ, w),
C′∞(l, 1)
((N +m) logK)l
≤ |h(x)| et h(x)PK(x, ζ, w) ≤ 0,
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ce qui donne encore∥∥∥h− ek˜(·,ζ,w)PK(·, ζ, w)∥∥∥∞ ≥ C′∞(l, 1)((N +m) logK)l .
On peut maintenant prouver le corollaire. Posons
χ˜(x, ζ1, . . . , ζN , ζN+1, w) = e
ζN+1
∂2ψ˜
∂2x
ψ˜ −
(
∂ψ˜
∂x
)2 (x, ζ, w) .
On voit alors que
χ˜(·, ζ, w) = e2k˜(·,ζ,w)χ(·, ζ, w),
ou` χ ve´rifie encore les conditions de l’e´nonce´ (contrairement a` χ˜ qui n’est plus
ne´cessairement de type exponentiel). En particulier, celles du the´ore`me 2 sont satis-
faites, et ce qui pre´ce`de prouve qu’on a l’existence de h ∈ Λl([0, 1]) qui ve´rifie, pour
tous ζj = O(N
r), j = 1, . . . , N + 1, |wi − ai(N)| ≤ ai(N)2 , i = 1, . . . ,m,
‖h− χ˜(·, ζ, ζN+1, w)‖∞ ≥ C
′
∞
((N +m+ 1) log(N +m+ 1))l
,
et meˆme plus pre´cise´ment, si χ = PK +RK (K = O(N
γ)), pour x = x(ζ, ζN+1, w) :
(∗)

C′∞(l,1)
((N+m+1) logK)l
≤ |h(x)| ≤ ‖h‖∞ ≤ 2
lC′∞(l,1)
((N+m+1) logK)l
,
h(x)e2k˜(x,ζ,w)PK(x, ζ, ζN+1, w) ≤ 0,∥∥∥e2k˜(·,ζ,w)RK(·, ζ, ζN+1, w)∥∥∥∞ ≤ C′∞(l,1)4((N+m+1) logK)l .
En outre, h ∈ C [l]([0, 1]) et est identiquement nulle sur [0, 120] (la troisie`me ligne
de (∗) provient de la preuve du the´ore`me 2 ; les autres hypothe`ses re´sultent de la con-
struction de h, elles seront justifie´es dans la partie 4 comme le pre´cisera le corollaire 6
qui suit la preuve du the´ore`me 3 de Vitushkin).
D’autre part, soit µ ∈ [0, 1] un re´el. On a
h(x)µ e2k˜(x,ζ,w)PK(x, ζ, ζN+1, w) ≤ 0,
et ∥∥∥µ ek˜(·,ζ,w)RK(·, ζ, ζN+1, w)∥∥∥∞ ≤ C′∞(l, 1)4((N +m+ 1) logK)l ,
ce qui donne
|h(x)− µχ˜(x, ζ, ζN+1, w)| ≥ 3C
′
∞(l, 1)
4((N +m+ 1) logK)l
.
Par ailleurs, ψ e´tant de type exponentiel, on a en particulier, pour tous ζj , wi =
O(N r),
0 < ψ˜(0, ζ, w) ≤ AeuNv+bNt(((N+1)BNr)d+(2mai(N))d) = O
(
eα
′Nβ
′)
,
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et il en est de meˆme pour 1
ψ˜(0,ζ,w)
et eb(N) par hypothe`se, ce qui montre que
ln
(
eb(N)
b(N)ψ˜(0, ζ, w)2
)
= O
(
N r
′
)
,
que l’on peut alors choisir comme valeur du parame`tre ζN+1, ce qui donnera (quitte
a` agrandir K = O(Nγ) ), pour tout µ ∈ [0, 1] :∣∣∣∣∣∣∣h(x)−
µeb(N)
b(N)
∂2ψ˜
∂2x
(x, ζ, w) ψ˜(x, ζ, w) −
(
∂ψ˜
∂x
)2
(x, ζ, w)(
ψ˜(0, ζ, w)
)2
∣∣∣∣∣∣∣ ≥
3C′∞(l, 1)
4((N +m+ 1) logK)l
.
Supposons alors e−b(N)
(
ψ˜(0,ζ,w)
ψ˜(x,ζ,w)
)2
≤ 1. On peut donc, dans l’ine´galite´, remplacer
µ par e−b(N)
(
ψ˜(0,ζ,w)
ψ˜(x,ζ,w)
)2
, pour obtenir :∣∣∣∣∣∣∣h(x)−
1
b(N)
∂2ψ˜
∂2x
(x, ζ, w) ψ˜(x, ζ, w) −
(
∂ψ˜
∂x
)2
(x, ζ, w)(
ψ˜(x, ζ, w)
)2
∣∣∣∣∣∣∣ ≥
3C′∞(l, 1)
4((N +m+ 1) logK)l
≥ C
′
(N logN)l
.
Dans l’autre cas, on a
∣∣∣ ψ˜(x,ζ,w)
ψ˜(0,ζ,w)
∣∣∣ < e− b(N)2 . Quitte a` rapprocher x de 0, on peut
supposer que la fonction t 7→ ψ˜(t, ζ, w) ne s’annule pas sur [0, x]. En effet, car sinon,
soit x0 le premier ze´ro (> 0) de ψ˜(·, ζ, w). Comme limt→x0 ψ˜(t, ζ, w) = 0, il suffit de
choisir x suffisamment proche de x0, pour que
0 <
∣∣∣∣∣ ψ˜(x, ζ, w)ψ˜(0, ζ, w)
∣∣∣∣∣ < e− b(N)2 .
En particulier, ψ˜(x, ζ, w) et ψ˜(0, ζ, w) sont de meˆme signe, la fonction
t ∈ [0, x] 7→ ln ψ˜(t, ζ, w)
ψ˜(0, ζ, w)
,
est donc bien de´finie et re´gulie`re. Puisque
ln
ψ˜(x, ζ, w)
ψ˜(0, ζ, w)
< −b(N)
2
,
alors il existe x1 ∈ [0, x], tel que∣∣∣∣∣ ∂∂t ln ψ˜ψ˜(0, ζ, w) (x1, ζ, w)
∣∣∣∣∣ =
∣∣∣∣∣ ∂ψ˜∂t (x1, ζ, w)ψ˜(x1, ζ, w)
∣∣∣∣∣ > b(N)2 .
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En effet, car sinon on aurait∣∣∣∣∣ln ψ˜(x, ζ, w)ψ˜(0, ζ, w)
∣∣∣∣∣ =
∣∣∣∣∣
∫ x
0
∂ψ˜
∂t
(t, ζ, w)
ψ˜(t, ζ, w)
dt
∣∣∣∣∣ ≤ b(N)2 ,
ce qui est impossible.
De meˆme, puisque par hypothe`se, ∂ψ˜
∂t
(0, ζ, w) = 0, il existe x2 ∈ [0, x1], tel que∣∣∣∣∣∣∣
∂2ψ˜
∂2t
(x2, ζ, w)ψ˜(x2, ζ, w)−
(
∂ψ˜
∂t
)2
(x2, ζ, w)(
ψ˜(x2, ζ, w)
)2
∣∣∣∣∣∣∣ >
b(N)
2
.
On en de´duit∣∣∣∣∣∣∣h(x2)−
1
b(N)
∂2ψ˜
∂2t
(x2, ζ, w)ψ˜(x2, ζ, w)−
(
∂ψ˜
∂t
)2
(x2, ζ, w))(
ψ˜(x2, ζ, w)
)2
∣∣∣∣∣∣∣ ≥
1
2
− ‖h‖∞.
Or, d’apre`s (∗), quitte a` re´duire C′∞(l, 1), on a e´galement ‖h‖∞ ≤ 14 , ce qui donne∣∣∣∣∣∣∣h(x2)−
1
b(N)
∂2ψ˜
∂2t
(x2, ζ, w) ψ˜(x2, ζ, w)−
(
∂ψ˜
∂t
)2
(x2, ζ, w)(
ψ˜(x2, ζ, w)
)2
∣∣∣∣∣∣∣ ≥
1
4
≥ C˜
(N logN)l
,
quitte a` re´duire C˜, ce qui ache`ve le second cas.
Puisqu’on a e´galement
∂2
∂x2
ln
ψ˜(x, ζ, w)
ψ˜(0, ζ, w)
= k(x, ζ, w) +
∂2
∂x2
ln
ψ(x, ζ, w)
ψ(0, ζ, w)
,
on peut enfin conclure l’existence de h ∈ Λl([0, 1]), tel que, pour tous ζj = O(N r), j =
1, . . . , N et |wi − ai(N)| ≤ ai(N)2 , i = 1, . . . ,m,∥∥∥∥∥∥∥h−
1
b(N)
k(·, ζ, w) + ∂
2ψ
∂2x
(·, ζ, w)ψ(·, ζ, w) −
(
∂ψ
∂x
)2
(·, ζ, w)
(ψ(·, ζ, w))2

∥∥∥∥∥∥∥
∞
≥ C˜
(N lnN)l
.
√
On prouve e´galement le
Corollaire 2. — On conside`re cette fois ψ(x, ζ) sur [0, 1] × CN , de classe C1 par
rapport a` x, et tel que ψ(x, ζ) et ∂ψ
∂x
(x, ζ) ve´rifient les conditions du the´ore`me 1, ainsi
que
1
ψ(0, ζ)
= O
(
eαN
β
)
.
Alors l’approximation du compact∫ ·
0
Λl([0, 1]) =
{(
x 7→
∫ x
0
h(t)dt
)
, h ∈ Λl
}
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par la famille{(
x ∈ [0, 1] 7→ 1
b(N)
(
1
ψ
∂ψ
∂x
)
(x, ζ)
)
, ζj = O(N
r), ∀ j = 1, . . . , N
}
,
sur [0, 1], avec b(N) > 0 et 1
b(N) polynomiaux en N , ne peut pas eˆtre meilleure que
C˜
N l+1(lnN)l+1
.
Ici aussi, h a les meˆmes proprie´te´s que dans le corollaire pre´ce´dent.
De´monstration. — On raisonne de meˆme en posant cette fois
χ(x, ζ1, . . . , ζN , ζN+1) = e
ζN+1
∂ψ
∂x
(x, ζ1, . . . , ζN ).
On a l’existence de h1 ∈ Λl+1([0, 1]), tel que
‖h1 − χ(·, ζ1, . . . , ζN+1)‖∞ ≥ C
′
∞(l + 1, 1)
((N + 1) log(N + 1))l+1
,
et meˆme plus pre´cise´ment, χ = PK +RK , avec :
(∗∗)

C′∞(l+1,1)
((N+1) logK)l+1
≤ |h1(x)| ≤ ‖h1‖∞ ≤ 2
l+1C′∞(l+1,1)
((N+1) logK)l+1
,
h1(x)PK(x, ζ, ζN+1) ≤ 0,
‖RK(·, ζ, ζN+1)‖∞ ≤ C
′
∞(l+1,1)
4((N+1) logK)l+1
.
Si µ ∈ [0, 1], on a alors
|h1(x)− µχ˜(x, ζ, ζN+1)| ≥ |h1(x)− µPK(x, ζ)| − µ‖RK(·, ζ, ζN+1)‖∞
≥ 3C
′
∞(l + 1, 1)
4((N + 1) logK)l+1
≥ C
′
(N logN)l+1
.
Prenons alors ζN+1 = ln
eb(N)
b(N)ψ(0,ζ) (sachant qu’on peut ici aussi supposer ψ(0, ζ) >
0). De deux choses l’une : soit eb(N)ψ(x,ζ)
ψ(0,ζ) ≥ 1, donc en posant µ = ψ(0,ζ)eb(N)ψ(x,ζ) , on a∣∣∣∣∣h1(x)− 1b(N)
∂ψ
∂x
(x, ζ)
ψ(x, ζ)
∣∣∣∣∣ ≥ C′(N logN)l+1 ;
soit ψ(x, ζ) < ψ(0,ζ)
eb(N)
, donc, quitte a` rapprocher x de 0, on peut aussi supposer
ψ(x, ζ) > 0, et ∃ x′ = x′(ζ) ∈ [0, 1], tel que∣∣∣∣∣ ∂ψ∂x (x′, ζ)ψ(x′, ζ)
∣∣∣∣∣ > b(N)
soit, puisque ‖h1‖∞ ≤ 12 (quitte a` le re´duire),∣∣∣∣∣h1(x′)− ∂ψ∂x (x′, ζ)ψ(x′, ζ)
∣∣∣∣∣ ≥ 12 .
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Il ne reste plus qu’a` prendre h = h′1 ∈ Λl([0, 1]), on a h1(x) =
∫ x
0
h(t)dt (puisque
h1(0) = 0), et h s’annule aussi identiquement sur
[
0, 120
]
. √
Dans la partie 5, on aura plutoˆt recours au
Corollaire 3. — Les corollaires 1 et 2 sont encore valables (pour l > 1) si on se
limite aux fonctions h > 0, h ∈ Λl ∩ C [l]([0, 1]), strictement de´croissantes et qui
ve´rifient
h(j)(0) = 0, ∀ j = 1, . . . , [l].
De´monstration. — On se donne ψ et on pose
ψ˜(x, ζ, w) = exp
(
b(N)
(
ax[l]+3 − bx2
))
ψ(x, ζ, w),
a, b re´els > 0. Alors ψ˜ ve´rifie encore les hypothe`ses du corollaire 1 (b(N) e´tant
polynomial en N) : elle est encore de classe C2 sur [0, 1], ∂ψ˜
∂x
(0, ζ, w) = ∂ψ
∂x
(0, ζ, w) =
0, ∀ ζ, w, et
∂2
∂x2
(
ln
ψ˜(x, ζ, w)
ψ˜(0, ζ, w)
)
=
∂2
∂x2
(
ln
ψ(x, ζ, w)
ψ(0, ζ, w)
)
+ b(N)(a([l] + 3)([l] + 2)x[l]+1 − 2b) .
D’apre`s le corollaire 1, il existe h ∈ Λl ∩ C [l]([0, 1]) qui ve´rifie, ∀ ζ,∥∥∥∥∥h− 1b(N)
(
∂2
∂x2
ln
ψ˜
ψ˜(0, ζ, w)
)
(·, ζ, w)
∥∥∥∥∥
∞
=
∥∥∥∥h˜− 1b(N)
(
∂2
∂x2
ln
ψ
ψ(0, ζ, w)
)
(·, ζ, w)
∥∥∥∥
∞
≥ C˜
(N logN)l
,
ou` h˜(x) = h(x) + 2b− a([l] + 3)([l] + 2)x[l]+1.
De meˆme, dans le cas du corollaire 2, on a∣∣∣∣∣
∫ x
0
h(t)dt− 1
b(N)ψ˜(x, ζ)
∂ψ˜
∂x
(x, ζ)
∣∣∣∣∣ =
∣∣∣∣∫ x
0
h˜(t)dt− 1
b(N)ψ(x, ζ)
∂ψ
∂x
(x, ζ)
∣∣∣∣
≥ C
′
(N logN)l+1
.
Il ne reste plus qu’a` choisir convenablement a et b : on a d’abord, sur
[
1
20 , 1
]
,
h˜′(x) = h′(x)− a([l] + 3)([l] + 2)([l] + 1)x[l]
≤ −a([l] + 3)([l] + 2)([l] + 1) 1
20[l]
+ ‖h′‖∞
< 0 ,
pour a assez grand (h e´tant dans Λl([0, 1])), ce qui montre que h˜ est srtictement
de´croissante ; ainsi que sur
[
0, 120
]
ou` h est constante. a e´tant fixe´, il ne reste plus
qu’a` choisir b assez grand pour avoir h˜ > 0, ce qui montre que h˜ est strictement
de´croissante et a ses de´rive´es qui s’annulent en 0 jusqu’a` l’ordre [l].
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Le corollaire est donc prouve´, a` condition de prendre h˜ dans un homothe´tique de
Λl([0, 1]). Pour le cas ge´ne´ral, il suffit de prendre
h˜
a([l]+3)([l]+2)+2b+1 , quitte a` changer
b(N) et diminuer C˜. √
4. The´ore`me de Vitushkin par la me´thode de Warren
4.1. Enonce´ et quelques rappels. — On se propose dans cette partie de retrouver
le re´sultat suivant :
The´ore`me 3. — Soit Λl,s ⊂ C(Is) (resp. L1(Is)), l > 0, et soit
Pn,d =
∑|k|≤d ck(x)ζk , ζ = (ζ1, . . . , ζn) ∈ Rn
 ,
ou` n ≥ 1, d ≥ 2 sont des entiers, et ck ∈ C(Is) (resp. L1(Is)).
On a alors : ∃h ∈ Λl,s, ∀ ζ ∈ Rn,
‖h− P (ζ)‖ ≥ C(l, s)
(n log d)
l
s
,
ou` ‖ · ‖ de´signe la norme uniforme ‖ · ‖∞ (resp. ‖ · ‖L1), C(l, s) = C∞(l, s) (resp.
CL1(l, s)).
De fac¸on e´quivalente, si Pn,d de´signe l’ensemble des parties de C(Is) (resp. L1(Is))
parame´tre´es avec n variables, polynomialement de degre´ (au plus) d, on a
Dn,d(Λl,s) := inf
P∈Pn,d
sup
h∈Λl,s
inf
ζ∈Rn
‖h− P (ζ)‖ ≥ C(l, s)
(n log d)
l
s
.
On a en outre le calcul des constantes :
C∞(l, s) =
1√
s 2l+18
l
s ([l] + 1)[l]+1(4(1 + e))s([l]+1)
,
et
CL1(l, s) =
(([l] + 1)!)2s
5
√
s 2l+218
l
s ([l] + 1)[l]+1((2[l] + 3)!)s(1 + e)s([l]+1)
.
La preuve de ce the´ore`me utilise la meˆme me´thode que Warren dans [20]. Elle se
fonde seulement sur l’estimation du nombre de composantes connexes d’un ensemble
alge´brique de Rn. Plus pre´cise´ment, on a :
Proposition 1. — Soient p1, . . . , pq des polynoˆmes re´els a` n variables de degre´ au
plus d. Alors le nombre de composantes connexes de l’ensemble
Rn \
q⋃
j=1
{ζ ∈ Rn, pj(ζ) = 0}
est fini, et est majore´ par
(
4edq
n
)n
.
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L’ide´e est d’estimer le nombre de suites de ±1 atteintes par la fonction
ζ ∈ Rn 7→ (sgn p1(ζ), . . . , sgn pq(ζ))
(en convenant que sgn 0 = 0), en utilisant le principe que la restriction de chaque pj
sur chaque composante connexe de Rn \⋃qj=1{ζ ∈ Rn, pj(ζ) = 0} donne une fonction
continue qui ne s’annule pas, donc de signe constant (et c’est un argument qu’on ne
peut pas transposer dans le cas complexe). La de´monstration du the´ore`me 3 repose
alors sur le :
Corollaire 4. — Si q ≥ 8n log d, alors il existe une suite ε = (ε1, . . . , εq), ou` εj =
±1, qui n’est jamais atteinte par sgnP (ζ) = (sgn p1(ζ), . . . , sgn pq(ζ)), ζ ∈ Rn.
De meˆme, si q ≥ 18n log d, il existe une suite ε qui diffe`re de plus de q10 places de
toute suite sgnP (ζ), ζ ∈ Rn.
Ces deux e´nonce´s sont prouve´es par H. E. Warren dans [20]. Ils utilisent les
re´sultats de Oleinik et Petrovskii sur l’estimation du nombre de composantes con-
nexes d’un ensemble alge´brique, qui proviennent finalement du the´ore`me de Be´zout
(cf. [14]).
4.2. Construction d’une famille de Λl,s. — Avant de donner la preuve du
the´ore`me, on doit montrer la proposition suivante (qui est une reformulation du calcul
de la capacite´ de Λl,s).
Proposition 2. — Soient r un entier ≥ 1, q = rs, et ε = (ε1, . . . , εq) une suite de
±1. On de´finit sur Is la fonction fε de la fac¸on suivante : on conside`re le pavage
(moyennant les bords) de Is en les q = rs cubes Ki, i = 1, . . . , q. Si x ∈ Ki =∏s
j=1
[
ti,j , ti,j +
1
r
]
, alors x = ti + y, ou` ti = (ti,1, . . . , ti,s), y ∈
[
0, 1
r
]s
, et on pose
fε(x) = εi
gl,s(ry)
2rlMl,s
,
ou` gl,s est de´finie sur I
s par
gl,s(x) =
s∏
j=1
(xj(1 − xj))[l]+1,
[l] e´tant la partie entie`re de l, et
Ml,s =
√
s(1 + e)s([l]+1)([l] + 1)[l]+1.
Alors fε est bien de´finie et est un e´le´ment de Λl,s.
On commence par prouver le
Lemme 4. — Soit la fonction de´finie sur [0, 1] par
t 7→ t[l]+1(1− t)[l]+1.
Alors ∀k, 0 ≤ k ≤ [l] + 1,∥∥∥∥ dkdtk (t[l]+1(1− t)[l]+1)
∥∥∥∥
∞
≤ (1 + e)[l]+1([l] + 1)k.
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De´monstration. — ∀ k, 0 ≤ k ≤ [l] + 1, ∀ t ∈ [0, 1],
t[l]+1(1− t)[l]+1 =
[l]+1∑
j=0
C
j
[l]+1(−1)jt[l]+j+1,
donc∣∣∣∣ dkdtk (t[l]+1(1− t)[l]+1)
∣∣∣∣ ≤ [l]+1∑
j=0
C
j
[l]+1([l] + j + 1) . . . ([l] + j − k + 2) t[l]+j+1−k.
Or,
([l] + j + 1) . . . ([l] + j − k + 2) ≤ ([l] + 1)k
(
1 +
j
[l] + 1
)k
≤ ([l] + 1)k exp jk
[l] + 1
,
ce qui donne∣∣∣∣ dkdtk (t[l]+1(1− t)[l]+1)
∣∣∣∣ ≤ ([l] + 1)k [l]+1∑
j=0
C
j
[l]+1
(
e
k
[l]+1
)j
= ([l] + 1)k
(
1 + e
k
[l]+1
)[l]+1
,
et prouve l’assertion. √
On en de´duit le
Lemme 5. — Soit
gl,s(x) =
s∏
j=1
(xj(1 − xj))[l]+1,
alors
gl,s
Ml,s
∈ Λl(Is).
De´monstration. — On voit d’abord que gl,s ∈ C [l]+1(Is) ⊂ Cm(Is), en tant que
polynoˆme (ou` l = m+ α).
Il s’agit de montrer que, ∀ k = (k1, . . . , ks), 0 ≤ |k| = k1 + · · ·+ ks ≤ m,∥∥∥∥∂|k|gl,s∂xk
∥∥∥∥
∞
=
∥∥∥∥∥ ∂|k|gl,s∂xk11 . . . ∂xkss
∥∥∥∥∥
∞
≤Ml,s,
et ∀ k, |k| = m, ∥∥∥∥∂mgl,s∂xk
∥∥∥∥
α
≤Ml,s.
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Pour la premie`re estimation, prenons meˆme k, |k| = k1 + · · ·+ ks ≤ [l] + 1, et soit
x = (x1, . . . , xs) ∈ Is :
∂|k|gl,s
∂xk
(x) =
s∏
j=1
∂kj
∂x
kj
j
(
x
[l]+1
j (1 − xj)[l]+1
)
=
s∏
j=1
(
dkj
dtkj
t[l]+1(1− t)[l]+1
)
(xj),
ce qui donne, par le lemme pre´ce´dent puisque 0 ≤ kj ≤ [l] + 1,∥∥∥∥∂|k|gl,s∂xk
∥∥∥∥
∞
≤
s∏
j=1
(1 + e)[l]+1([l] + 1)kj
= (1 + e)s([l]+1)([l] + 1)|k|
≤ Ml,s.
Si l n’est pas entier, cela prouve l’estimation. Si l est entier, on a montre´ un peu plus
puisque [l] = m+ 1 : gl,s ∈ Cm+1(Is) et
∥∥∥ 1Ml,s ∂m+1gl,s∂xk ∥∥∥∞ ≤ 1.
Pour la seconde majoration, on a par les accroissements finis et Cauchy-Schwarz :
∀ k, |k| = m, ∀x, y ∈ Is,∣∣∣∣∂mgl,s∂xk (x) − ∂mgl,s∂xk (y)
∣∣∣∣ ≤ ∥∥∥∥−→∇ ∂mgl,s∂xk
∥∥∥∥ ‖x− y‖,
soit puisque ‖x− y‖ ≤ ‖x− y‖α,
∥∥∥∥∂mgl,s∂xk
∥∥∥∥
α
≤
 s∑
j=1
∥∥∥∥ ∂∂xj
(
∂mgl,s
∂xk
)∥∥∥∥2
∞

1
2
.
Puisque m+ 1 ≤ [l] + 1, on obtient d’apre`s la premie`re estimation,
∥∥∥∥∂mgl,s∂xk
∥∥∥∥
α
≤
 s∑
j=1
(
(1 + e)s([l]+1)([l] + 1)[l]+1
)2
1
2
=
√
s(1 + e)s([l]+1)([l] + 1)[l]+1,
ce qui prouve le lemme. √
On peut donc prouver la proposition 2.
De´monstration. — fε est effectivement bien de´finie sur I
s car elle s’annule sur les
bords des Ki. D’autre part, gl,s ∈ C [l](Is) et toutes ses de´rive´es partielles jusqu’a`
[l] (qui sont continues sur Is) s’annulent sur le bord de Is, ce qui montre que fε
construite par recollements, est e´galement dans C [l](Is) ⊂ Cm(Is).
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On ve´rifie ensuite que la fonction de´finie sur
[
0, 1
r
]s
par
x 7→ 1
rl
gl,s(rx)
Ml,s
,
est bien dans Λl,s
([
0, 1
r
]s)
. En effet, d’apre`s le lemme 5, ∀|k| ≤ m, ∀x ∈ [0, 1
r
]s
,
∂k1+···+ks
∂k1x1 . . . ∂ksxs
(gl,s(rx1, . . . , rxs)) = r
k1+···+ks
(
∂|k|gl,s
∂xk
)
(rx),
et donc
1
rl
∣∣∣∣ ∂|k|∂xk (gl,s(rx))
∣∣∣∣ ≤ 1rl−|k|Ml,s ≤Ml,s.
De meˆme, si x 6= y, |k| = m, alors rx, ry ∈ Is, et :
1
‖x− y‖α
∣∣∣∣ ∂m∂xk (gl,s(rx)) − ∂m∂xk (gl,s(ry))
∣∣∣∣ = rα‖rx− ry‖α rm
∣∣∣∣(∂mgl,s∂xk
)
(rx) −
(
∂mgl,s
∂xk
)
(ry)
∣∣∣∣
≤ rlMl,s.
Il en re´sulte que fε a toutes ses de´rive´es d’ordre ≤ m borne´es par 1 en norme
uniforme sur Is, car ∀Ki, ∀ |k| ≤ m,∥∥∥∥∂|k|fε∂xk |Ki
∥∥∥∥
∞
=
1
2Ml,s
∥∥∥∥∂|k|gl,s∂kx
∥∥∥∥
∞
≤ 1
2
≤ 1.
Reste a` s’assurer que, ∀ |k| = m,∥∥∥∥∂mfε∂xk
∥∥∥∥
α
≤ 1.
C’est imme´diat si x et y sont dans le meˆme cube Ki, et c’est meˆme majore´ par
1
2 .
Sinon, on a x ∈ Kix , y ∈ Kiy , avec ix 6= iy. Le segment [x, y] va donc respectivement
couper les bords de Kix et Kiy en zx et zy (si x est sur le bord de Kix , on prend
zx = x ; sinon, l’e´le´ment zx est bien de´fini ; de meˆme pour y), ce qui donne, puisque
∂mfε
∂xk
(zx) =
∂mfε
∂xk
(zy) = 0, et ‖x− zx‖, ‖y − zy‖ ≤ ‖x− y‖,∣∣∣∂mfε∂kx (x)∣∣∣
‖x− y‖α ≤
∣∣∣∂mfε∂kx (x)− ∂mfε∂kx (zx)∣∣∣
‖x− zx‖α ≤
1
2
,
dans le cas ou` x 6= zx. Sinon, x est sur le bord de Kix , donc ∂
mfε
∂xk
(x) = 0, et la
majoration est triviale.
De meˆme, ∣∣∣∂mfε∂kx (x)∣∣∣
‖x− y‖α ≤
1
2
,
donc ∣∣∣∂mfε∂kx (x)− ∂mfε∂kx (y)∣∣∣
‖x− y‖α ≤
∣∣∣∂mfε∂kx (x)∣∣∣
‖x− y‖α +
∣∣∣∂mfε∂kx (y)∣∣∣
‖x− y‖α ≤ 1,
ce qui donne la majoration cherche´e pour tout |k| ≤ m, et prouve l’assertion. √
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Remarque 2. — Comme on l’a vu auparavant, pour l entier ≥ 1, gl,s et fε sont
toujours dans l’espace Cl(Is) usuel : gl,s comme restriction d’un polynoˆme, et fε
puisque ses de´rive´es partielles sont continues sur chacun des Ki et qu’elles s’annulent
sur les bords des Ki. En particulier, fε ∈ Λl,s, car par de´finition, m = l − 1, α = 1,
et fε admet des de´rive´es partielles continues d’ordre l − 1, qui sont lipschitziennes.
Ainsi, le the´ore`me 3 pourra e´galement se formuler avec le compact Λl,s ∩ Cl(Is).
4.3. Preuve du the´ore`me de Vitushkin et quelques conse´quences. — On
est maintenant en mesure de donner la preuve du the´ore`me 3.
De´monstration. — Traitons dans un premier temps le cas continu, qui utilise la
premie`re assertion du corollaire 4. q e´tant donne´, il s’agit de montrer qu’il existe
η(q) tel que, pour toute suite (ε1, . . . , εq), il existe f ∈ Λl,s et q formes line´aires λj de
norme ≤ 1 sur C(Is) qui ve´rifient
εjλj(f) ≥ η(q), j = 1, . . . , q
(cette condition traduit la mesure d’oscillation arbitraire de Λl,s autour de 0 ; c’est
une ide´e qui rejoint la de´finition d’ η-capacite´, cf [8]). Cela entrainera
Dn,d(Λl,s) ≥ η(q).
En effet, e´tant donne´ P ∈ Pn,d, en prenant q ≥ 8n log d et ε comme dans le
corollaire 4, et η(q), f , λ1, . . . , λq associe´s, on aura, puisque ‖λj‖ ≤ 1,
sup
h∈Λl,s
inf
ζ∈Rn
‖h− P (ζ)‖∞ ≥ inf
ζ∈Rn
‖f − P (ζ)‖∞ ≥ inf
ζ∈Rn
sup
1≤j≤q
|λj(f)− λj(P (ζ))|.
Pour tout j, pj(ζ) := λj(P (ζ)) est un polynoˆme re´el a` n variables de degre´ au plus d.
D’apre`s le corollaire 4, pour tout ζ ∈ Rn, la suite sgnP (ζ) = (sgn p1(ζ), . . . , sgn pq(ζ))
diffe`re de ε d’au moins une place : ∃ k, εk 6= sgn pk(ζ) (sgn pk(ζ) peut eˆtre nul). Dans
ce cas,
sup
1≤j≤q
|λj(f)− λj(P (ζ))| ≥ |λk(f)− pk(ζ)| ≥ |λk(f)| ≥ η(q),
ce qui de´montre l’ine´galite´ cherche´e pour P fixe´. L’arbitraire sur P ∈ Pn,d nous donne
finalement
Dn,d(Λl,s) ≥ η(q).
Choisissons alors un entier r ≥ 1, tel que q = rs ≥ 8n log d, donnons-nous la suite ε
graˆce au corollaire 4, ainsi que fε construite a` partir du pavage de I
s. On sait d’apre`s
la proposition 2 que fε ∈ Λl,s.
Prenons alors pour les λi les morphismes d’e´valuation en les centres des Ki. On a
λi(fε) = εi‖fε‖∞ = εi
gl,s
(
1
2 , . . . ,
1
2
)
2rlMl,s
= εi
1
2Ml,s4s([l]+1)rl
.
En particulier, si r est le plus petit entier (≥ 2) tel que rs ≥ 8n log d, on a
1
r
≥ 1
2(r − 1) ≥
1
2(8n log d)
1
s
,
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soit
εiλi(fε) ≥ 1
2Ml,s4s([l]+1)2l8
l
s
1
(n log d)
l
s
,
ce qui permet de conclure pour le cas continu :
Dn,d(Λl,s) ≥ C∞(l, s)
(n log d)
l
s
,
avec
C∞(l, s) =
1
2l+14s([l]+1)8
l
sMl,s
.
Traitons maintenant le cas inte´grable (qui utilise la deuxie`me assertion du corol-
laire 4). Comme pour le cas continu, choisissons q = rs, r ≥ 2, tel que rs soit le plus
petit entier ≥ 18n log d.
Soient ε une suite, fε ∈ Λl,s la fonction associe´e, et pour les λi, posons
λi(h) =
∫
Ki
h(x)dx.
On a alors
m∑
i=1
|λi(h)| ≤
m∑
i=1
∫
Ki
|h(x)|dx = ‖h‖L1,
donc
m∑
i=1
‖λi‖ ≤ 1.
D’autre part,
λi(fε) = εi
1
2rlMl,s
∫
[0, 1r ]
s
gl,s(ry)dy
= εi
1
2rlMl,srs
∫
[0,1]s
s∏
j=1
(xj(1− xj))[l]+1dx1 . . . dxs
= εi
1
2rlMl,srs
(∫ 1
0
(t(1 − t))[l]+1dt
)s
.
On peut calculer cette inte´grale par inte´grations par parties successives, ce qui nous
donne ∫ 1
0
(t(1− t))[l]+1dt = (([l] + 1)!)
2
(2[l] + 3)!
,
et donc
εiλi(fε) ≥ (([l] + 1)!)
2s
2Ml,s((2[l] + 3)!)srlrs
,
ce qui montre une proprie´te´ analogue d’oscillation arbitraire de Λl,s autour de 0.
Soit alors P ∈ Pn,d ; les pi(ζ) = λi(P (ζ)) sont des polynoˆmes re´els a` n variables
de degre´ ≤ d. D’apre`s le corollaire et par hypothe`se sur q = rs, il existe une suite ε
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qui diffe`re d’au moins q10 places de sgnP (ζ) = (sgn p1(ζ), . . . , sgn pq(ζ)), ∀ ζ ∈ Rn, ce
qui entraˆıne, puisque
∑q
i=1 ‖λi‖ ≤ 1,
sup
h∈Λl,s
inf
ζ∈Rn
‖h− P (ζ)‖L1 ≥ inf
ζ∈Rn
‖fε − P (ζ)‖L1 ≥ inf
ζ∈Rn
q∑
i=1
|λi(fε)− λi(P (ζ))|.
Comme, pour au moins q10 indices i, on a
|λi(fε)− pi(ζ)| ≥ εiλi(fε),
il vient
inf
ζ∈Rn
‖fε − P (ζ)‖ ≥ q
10
(([l] + 1)!)2s
rs2Ml,s((2[l] + 3)!)srl
=
(([l] + 1)!)2s
20Ml,s((2[l] + 3)!)srl
.
Enfin, le fait d’avoir ici encore
1
r
≥ 1
2(18n log d)
1
s
,
et l’arbitraire sur P ∈ Pn,d aboutissent a`
Dn,d(Λl,s) ≥ CL1(l, s)
(n log d)
l
s
,
avec
CL1(l, s) =
(([l] + 1)!)2s
20Ml,s2l18
l
s ((2[l] + 3)!)s
,
ce qui ache`ve la preuve dans le cas L1(Is), et prouve le the´ore`me. √
On peut en particulier expliciter les constantes de minoration.
Corollaire 5. — On a : pour le cas continu,
Dn,d(Λl,s) ≥ C∞(l, s)
(n log d)
l
s
,
ou`
C∞(l, s) =
1√
s 2l+18
l
s ([l] + 1)[l]+1(4(1 + e))s([l]+1)
;
et pour le cas L1,
Dn,d(Λl,s) ≥ CL1(l, s)
(n log d)
l
s
,
ou`
CL1(l, s) =
(([l] + 1)!)2s
5
√
s 2l+218
l
s ([l] + 1)[l]+1((2[l] + 3)!)s(1 + e)s([l]+1)
.
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En particulier, on trouve pour la constante C′ du the´ore`me 1 :
C′∞ =
3√
s 2l+38
l
s ([l] + 1)[l]+1(4(1 + e))s([l]+1)[d(r + 1) + v + t]
l
s
× 1[
log
[
2ebud2(4e+1)dBd
(
1 + l
s
)2
log
(
A
√
s 2l+38
l
s ([l] + 1)[l]+1(4(1 + e))s([l]+1)
)]] l
s
,
et
C′L1 =
3(([l] + 1)!)2s
5
√
s 2l+418
l
s ([l] + 1)[l]+1((2[l] + 3)!)s(1 + e)s([l]+1) [(d(r + 1) + v + t)]
l
s
× 1[
log
[
2ebud2(4e+1)dBd
(
1 + l
s
)2
log
(
5A
√
s 2l+418
l
s ([l]+1)[l]+1((2[l]+3)!)s(1+e)s([l]+1)
(([l]+1)!)2s
)]] l
s
.
Pour justifier la preuve du corollaire 1, on a besoin d’un re´sultat donnant quelques
restrictions sur la fonction h = fε, quitte a` diminuer la constante C∞(l, 1).
Corollaire 6. — Dans l’e´nonce´ du the´ore`me 3, on peut de plus prendre h nulle sur
un sous-intervalle [0, δ] (ici
[
0, 120
]
).
En particulier, cela justifie ce qu’on a dit dans la remarque 1, et permet surtout de
prendre h (intervenant dans la preuve des the´ore`mes 1 et 2) qui ve´rifie pour le cas
continu : 
C′∞(l,s)
(n logK)
l
s
≤ ‖h‖∞ = |h(x(ζ))| ≤ 2
lC′∞(l,s)
(n logK)
l
s
,
h(x(ζ), ζ)PK (x(ζ), ζ) ≤ 0
h(x) = 0, ∀x ∈ [0, 120] .
(avec une autre constante C′∞(l, s) ≤ C∞(l, s))
Cela justifie finalement les hypothe`ses supple´mentaires utilise´es dans la preuve des
corollaires 1 et 2.
De´monstration. — Il suffit juste de s’assurer que l’e´le´ment x(ζ) peut eˆtre choisi
dans l’intervalle
[
1
20 , 1
]
, ce qui de´coule de la seconde assertion du corollaire 4 : si
q ≥ 18n log d, il existe une suite ε qui diffe`re de plus de q10 places de toute suite
sgnP (ζ), ζ ∈ Rn. Il existe donc au moins une place pour x(ζ) se trouvant en dehors
de [
0,
1
q
]
∪ · · · ∪
[
k − 1
q
,
k
q
]
⊃
[
0,
1
20
]
.
k e´tant le plus grand entier ≤ q10 . Il ne reste plus qu’a` changer h en 0 sur
[
0, k
q
]
.
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5. Application a` un proble`me inverse
5.1. Quelques rappels et motivation du proble`me. — On se donne l’e´quation
de Sturm-Liouville sur la demi-droite R+
−y′′(x) − ω2Q(x) = λy(x),
avec les hypothe`ses suivantes : −ω2Q est un potentiel strictement ne´gatif, inte´grable
avec m+ 1 de´rive´es a` de´croissance polynomiale en l’infini.
On sait que pour tout ω assez grand, l’ope´rateur − d2
dx2
−ω2Q admet N(ω) valeurs
propres discre`tes ne´gatives λj = −ξ2j , 0 < ξ1 < . . . < ξN , et N(ω) fonctions propres
ϕj qui ve´rifient les conditions aux bords :
ϕj(0) = 0, et
∫ ∞
0
|ϕj(x)|2dx = 1.
En outre, N(ω) est du meˆme ordre de grandeur que ω ; plus pre´cise´ment, on dispose
de la borne de Calogero N(ω) ≤ ω 2
pi
∫∞
0
√
Q(x) dx (cf. [9], [16]), et meˆme d’un
encadrement : pour tout ω assez grand, aω ≤ N(ω) ≤ bω.
On conside`re ici un proble`me inverse : e´tant donne´es les N(ω) valeurs propres
λj = −ξ2j
et valeurs caracte´ristiques
Cj =
(
ϕ′j(0)
)2
,
j = 1, . . . , N(ω), il s’agit de reconstruire le potentiel −ω2Q sur R+. C’est un cas par-
ticulier d’un proble`me plus ge´ne´ral qui consiste, a` partir de donne´es sur les fonctions
propres, a` retrouver Q. On s’inte´resse essentiellement au cas ou` les informations sont
donne´es par la fonction de Weyl, de´finie par
j(k) =
ϕ′(0, k)
ϕ(0, k)
, ℑmk > 0,
ou` ϕ est une solution L2-inte´grable de l’e´quation avec λ = k2. C’est une fonction
me´romorphe dont les poˆles sont exactement les valeurs propres ξj de l’e´quation, et
dont les re´sidus sont (a` 2iξj pre`s) les valeurs caracte´ristiques Cj . La connaissance de
cette fonction permet de de´terminer la mesure spectrale σ(dτ) de l’e´quation de´finie
par
σ(dτ) =
{
σ+(dτ), τ ≥ 0,∑N(ω)
j=1 Cjδ(τ + ξ
2
j ), τ < 0,
ou` σ+ est une mesure positive a` densite´, et δ la mesure de Dirac. Graˆce aux travaux
de Gelfand et Levitan (cf [3], [10]), on est alors capable de reconstruire Q.
On va ici conside´rer le cas ou` seuls sont connus les parame`tres ξj et Cj , ainsi que Q
et ses premie`res de´rive´es en 0. On a pour cela les re´sultats de G. H. Henkin et N. N.
Novikova dans [5] (the´ore`me 1, p. 21) : sous certaines hypothe`ses de re´gularite´ de Q
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(que l’on suppose avecm+1 de´rive´es inte´grables), on peut l’approcher, uniforme´ment
sur tout intervalle [0, X ], par une fonction Qω a` l’ordre
1
ωm
, de´duite du potentiel
qω(x) = −ω2Qω(x),
associe´ a` la mesure spectrale explicite σω(dτ) construite a` partir des ξj , Cj et des
Q(s)(0), s = 0, . . . ,m.
Pour m = 1, on dispose d’un potentiel explicite q0ω = −ω2Q0ω, de´fini par (cf [5], p.
23)
Q0ω(x) =
2
ω2
d2
dx2
ln | detWs,r(x)|,
ou`
Ws,r(x) =
2sh(ξs + ξr)x
ξs + ξr
− (1− δs,r)2sh(ξs − ξr)x
ξs − ξr − δs,r
(
2x− 4ξ
2
r
Cr
)
,
s, r = 1, . . . , N(ω), et qui ve´rifie, uniforme´ment sur tout [0, X ],∣∣∣∣∫ x
0
Q(y)dy −
∫ x
0
Q0ω(x)
∣∣∣∣ = O( lnω√ω
)
.
Une question alors assez naturelle concerne le proble`me de l’optimalite´ d’une telle
formule approximation : G. Henkin a conjecture´ dans [5] p. 22, qu’une telle formule
utilisant 2N parame`tres (a` savoir les ξj , Cj) ne pouvait pas approcher uniforme´ment
une fonction en position ge´ne´rale avec m de´rive´es borne´es (soit le compact Λm),
essentiellement mieux qu’a` l’ordre 1
ωm
. En d’autres termes, peut-on trouver, du moins
prouver l’existence d’une formule qui re´aliserait une approximation meilleure ?
En supposant qu’une telle formule donne´e s’e´crit comme une fonction analytique
en les parame`tres ξj , Cj (et Q
(s)(0)), et en faisant le lien avec les re´sultats ne´gatifs
prouve´s dans la partie 3, on va pouvoir donner des bornes infe´rieures qui ne peuvent
pas eˆtre franchies.
5.2. Une estimation des valeurs propres et valeurs caracte´ristiques. —
On a besoin d’e´tablir les encadrements suivants pour pouvoir appliquer les re´sultats
ne´gatifs.
Proposition 3. — Supposons que q = −ω2Q soit un potentiel ne´gatif, ou` Q > 0
est inte´grable de classe C1 avec Q′(0) = 0, strictement de´croissant sur R+ et a`
de´croissance polynomiale a` l’infini. Alors pour tous ω assez grand et j = 1, . . . , N(ω),
on a
a
ωb
≤ ξj ≤ cω, et 1
α exp (βωγ)
≤ 4ξ
2
j
Cj
≤ α exp (βωγ) ,
ou` a, b, c, α, β, γ sont des constantes ne de´pendant que de Q.
Cette proposition e´tant un corollaire de la the´orie WKB qui n’est pas pre´cise´ment
formule´ dans les re´fe´rences, nous allons en donner une preuve abre´ge´e en utilisant
principalement la me´thode WKB comme dans [9].
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De´monstration. — D’abord, l’estimation ξj ≤ cω est imme´diate : car si φj est une
fonction propre norme´e associe´e, on a
−ξ2j = λj = −
∫ ∞
0
φ′′j φjdx− ω2
∫ ∞
0
Qφ2jdx
≥ − [φ′jφj]∞0 + ∫ ∞
0
φ′2j dx− ω2 inf
[0,+∞[
Q
≥ −ω2 sup
[0,+∞[
Q,
soit
ξj ≤ ω sup
[0,+∞[
√
Q(x) .
Passons maintenant a` la minoration de ξj : d’abord, quitte a` diviser par Q(0), on
peut supposer Q(0) = 1. De plus, Q est par hypothe`se strictement de´croissant sur R+,
donc admet 0 comme unique maximum. Pour adapter la me´thode de WKB par Lax
et Levermore dans [9], on doit prolonger l’equation dans R tout entier de la manie`re
suivante : on prolonge Q en Q˜ par parite´, ce qui fait de q˜ = −ω2Q˜ un potentiel
ne´gatif, inte´grable a` de´croissance polynomiale et de classe C1 (puisque Q′(0) = 0), et
qui est monotone sur R+ et R−, avec 0 comme unique minimum sur R (on continuera
de noter Q le prolongement).
Quant a` chaque fonction propre φj , on la prolonge par imparite´, ce qui est possible
car φj(0) = 0, et nous donne une fonction φ˜j de classe C
2 sur R (puisque φ′′j (0) = 0).
On ve´rifie imme´diatement que chaque φ˜j est fonction propre de l’ope´rateur − d2dx2 −
ω2Q, avec la meˆme valeur propre λj = −ξ2j ; inversement, par restriction sur R+, toute
fonction propre sur R est l’une des φj , ce qui montre qu’on les a toutes.
On se place finalement dans le cadre quasi-classique en ramenant l’e´quation a`
−ε2y′′ −Qy = −η2y,
ou` ε = 1
ω
et ηj =
ξN−j+1
ω
, j = 1, . . . , N . On a donc
0 ≤ ηN ≤ . . . ≤ η1 ≤ 1.
En appliquant la me´thode WKB, on a :
Φ(ηj) =
(
j − 1
2
)
εpi,
ou`
Φ(η) =
∫ x+(η)
x−(η)
(
Q(y)− η2) 12 dy,
avec x+(η) > 0, x−(η) < 0 ve´rifiant −Q(x+(η)) = −Q(x−(η)) = −η2 (tout est
inte´grable car Q est suffisamment re´gulie`re a` l’infini).
On a aussi
N(ω) = N(ε) =
[
1
εpi
Φ(0)
]
=
[
1
εpi
∫ ∞
−∞
(Q(y))
1
2 dy
]
.
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Et pour finir,
sj = s(ηj) = exp
(
θ+(ηj)
ε
)
,
ou`
θ+(η) = ηx+(η) +
∫ ∞
x+(η)
η − (η2 −Q(y)) 12 dy,
et sj est le coefficient normalisateur de la solution de Jost :
φj(x) ∼ sj exp
(
−ηjx
ε
)
.
Ainsi, pour montrer l’estimation de ξj , il suffit de s’assurer que
ηN ≥ a
ωb
(pour plus de clarte´, on de´signera par a plusieurs constantes diffe´rentes). Puisque par
hypothe`se, au voisinage de l’infini,
1
a
1
|x|k ≤ Q(x) ≤
a
|x|k ,
(avec k ≥ 4) et que, pour ω grand, ηN → 0, on a (par exemple pour x+(ηN ), le cas
x−(ηN ) e´tant analogue)
1
a
1
x+(ηN )k
≤ Q(ηN ) = η2N ≤
a
(x+(ηN ))k
,
soit
1
a
1
(ηN )
2
k
≤ x+(ηN ) ≤ a
(ηN )
2
k
.
On a alors
Φ(0)−Φ(ηN ) =
(∫ x−(ηN )
−∞
+
∫ ∞
x+(ηN )
)
(Q(y))
1
2 dy +
∫ x+(ηN )
x−(ηN )
(Q(y))
1
2−(Q(y)− η2N) 12 dy.
Or, ∫ ∞
x+(ηN )
(Q(y))
1
2 dy =
∫ 1
x+(ηN )
0
Q
(
1
y
)
y4

1
2
dy ≤ a
x+(ηN )
k−2
2
,
de meˆme pour
∫ x−(ηN )
−∞ (Q(y))
1
2 dy. Par ailleurs,∫ x+(ηN )
x−(ηN )
(Q(y))
1
2 − (Q(y)− η2N) 12 dy ≤ ∫ x+(ηN )
x−(ηN )
(
Q(y)− (Q(y)− η2N)) 12 dy
= ηN (x+(ηN )− x−(ηN )),
ce qui donne
Φ(0)− Φ(ηN ) ≤ a(ηN )1− 2k + a(ηN )1− 2k + a(ηN )1− 2k = a(ηN )1− 2k .
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On a d’autre part N =
[
1
εpi
Φ(0)
] ≤ Φ(0)
εpi
, donc
Φ(0)− Φ(ηN ) ≥ εpi
2
,
et finalement
a(ηN )
k−2
k ≥ εpi
2
,
soit
ηN ≥ aε kk−2 = a
ω
k
k−2
≥ a
ω2
,
qui est l’estimation cherche´e.
On passe maintenant a` l’estimation de
4ξ2j
Cj
. On e´tablit pour cela une formule
explicite de Cj en reprenant [1] (chap. II).
On conside`re l’e´quation
−y′′ − ω2Qy = k2y,
de parame`tre k dans le demi-plan complexe supe´rieur. Pour tout k, ℑmk > 0, il
existe toujours les solutions φ(k, ·), ψ(k, ·), et f(k, ·) qui ve´rifient respectivement
φ(k, ·) ∈ L2([0,∞[), et ∫∞
0
|φ(k, x)|2dx = 1.
ψ(k, 0) = 0 et ψ′(k, 0) = 1.
f(k, x) ∼ exp(ikx), x→∞.
φ correspond a` la solution physique et f est appele´e solution de Jost. Lorsque k est
une valeur propre kj = iξj , ξj > 0 (et seulement dans ce cas), ces trois solutions sont
proportionnelles (et peuvent eˆtre prises re´elles), et on a
f(kj , ·) = f ′(kj , 0)ψ(kj , ·),
φ(kj , ·) = C
1
2
j ψ(kj , ·),
φ(kj , ·) = sjf(kj , ·)
(les solutions φ(k, ·) et f(k, ·) sont toujours proportionnelles puisque ℑmk > 0), ce
qui donne
f ′(kj , 0) =
C
1
2
j
sj
.
On de´finit par ailleurs la fonction de Jost F par F (k) = f(k, 0). Ce qui pre´ce`de
montre qu’elle admet exactement les valeurs propres comme ze´ros. On verra par la
suite que c’est une fonction holomorphe sur le demi-plan supe´rieur et que ses ze´ros
sont simples. On montre alors que
4ξ2j
Cj
= −s2j
(
F˙ (iξj)
)2
.
En effet, en de´rivant par rapport a` la variable k l’e´quation
−f ′′(k, x)− ω2Q(x)f(k, x) = k2f(k, x),
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la de´rive´e (par rapport a` x) du wronskien de f(k, x) et f˙(k, x) = df
dk
(k, x) vaut
W ′
(
f, f˙
)
=
(
f(k, x)f˙ ′(k, x) − f ′(k, x)f˙(k, x)
)′
= f(k, x)f˙ ′′(k, x)− f ′′(k, x)f˙ (k, x)
= −2kf2(k, x),
ce qui donne, pour k = kj ,
F˙ (kj)f
′(kj , 0) = −2kj
∫ ∞
0
f2(kj , x)dx = −2kj
s2j
,
= F˙ (kj)
C
1
2
j
sj
,
et prouve l’expression annonce´e.
On a par ailleurs pour la majoration de sj : 0 < ηN < . . . < η1 ≤ 1, donc
0 ≤ x+(η1) ≤ . . . ≤ x+(ηN ), et
θ+(ηj) ≤ x+(ηN ) +
∫ ∞
0
(Q(y))
1
2 dy,
qui, en vertu des estimations pre´ce´dentes, donne
θ+(ηj) ≤ aω 2k−2 ,
et aboutit a`
sj ≤ exp
(
aω
k
k−2
)
≤ exp (aω2) .
Et puisque sj ≥ 1, il suffit pour terminer la preuve de montrer un encadrement du
meˆme type pour F˙ (iξj), ce qui fait l’objet du lemme suivant. √
Lemme 6. — On a, pour tout j = 1, . . . , N(ω),
1
a exp(bω2)
≤
∣∣∣F˙ (iξj)∣∣∣ ≤ a exp (bω2) .
(les constantes a, b ne de´pendent que de Q)
Remarque 3. — En particulier, on trouve, pour tout j = 1, . . . , N(ω),
1
aω
≤ ξj ≤ aω,
et
1
A exp (bω2)
≤ 4ξ
2
j
Cj
≤ A exp (bω2) ,
ce qui donne une majoration des exposants c et γ dans l’e´nonce´ de la proposition 3.
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De´monstration. — On commence pour cela par conside´rer l’e´quation
y′′ − V y = −k2y,
ou` x ≥ 0, V (x) = −ω2Q(x) et ℑmk ≥ 0. On peut construire la solution de Jost par
approximations successives en posant{
f0(k, x) = e
ikx,
fn(k, x) =
∫∞
x
sin k(x−t)
k
V (t)fn−1(t)dt,
ce qui donne
f(k, ·) =
∞∑
n=0
fn(k, ·), et F (k) = f(k, 0)
pour la fonction de Jost. On sait (cf. [1]) que F est holomorphe sur le demi-plan
{ℑmk > 0}, continue sur {ℑmk ≥ 0}, s’annule exactement en les valeurs propres
iξj , et tend vers 1 a` l’infini. Elle posse`de en outre l’estimation suivante : ∀x, k,
|fn(k, x)| ≤ exp(−ℑmkx) 1
n!
(∫ ∞
x
2
√
2 t
1 + |k|t |V (t)|dt
)n
,
ce qui donne, pour tout k,
|F (k)| ≤ sup
x∈R
|f(k, x)| ≤ exp
(
2
√
2ω2
∫ ∞
0
t|Q(t)|dt
)
= exp
(
aω2
)
,
ou` a = a(Q) ne de´pend pas de ω. Pour tout iξj , en appliquant la formule de Cauchy
sur un petit disque D(iξj , ε) contenu dans le domaine d’holomorphie de F , on a alors∣∣∣F˙ (iξj)∣∣∣ =
∣∣∣∣∣ 12pii
∫
|k−iξj |=ε
F (k)
(k − iξj)2
dk
∣∣∣∣∣ ≤ ‖F‖∞ε .
On peut prendre ε = ξ12 , ξ1 = ωηN e´tant la plus petite valeur propre et qui est ≥ bω
d’apre`s ce qui pre´ce`de, ce qui donne, pour tout j = 1, . . . , N ,∣∣∣F˙ (iξj)∣∣∣ ≤ bω exp (aω2) ≤ b′ exp (a′ω2) ,
et prouve la majoration cherche´e.
Pour la minoration, on commence par poser
F˜ (k) =
F (k)∏N
l=1
k−iξl
k+iξl
.
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Alors F˜ est aussi continue sur le demi-plan ferme´, holomorphe a` l’inte´rieur, tend vers
1 a` l’infini, et est sans ze´ro. En particulier,
F˙ (iξj) =
d
dk
(
N∏
l=1
k − iξl
k + iξl
)
(iξj) F˜ (iξj)
=
1
2iξj
∏
l 6=j
ξj − ξl
ξj + ξl
 F˜ (iξj).
On a d’abord ξj ≤ ξN ≤ bω. Ensuite, pour minorer l’e´cart |ξj − ξl|, bien qu’on
puisse supposer la re´partition asymptotique des valeurs propres approximativement
uniforme, on va montrer une estimation plus faible, mais suffisante :
∀ j, l, 1 ≤ j < l ≤ N, ηj − ηl ≥ a
ω2
.
En effet,
ηj − ηl ≥ min
1≤l≤N−1
(ηl − ηl+1),
et
pi
ω
= Φ(ηl+1)− Φ(ηl) =
∫ x+(ηl+1)
x−(ηl+1)
(
Q(y)− η2l+1
) 1
2 dy −
∫ x+(ηl)
x−(ηl)
(
Q(y)− η2l
) 1
2 dy.
Sur [x+(ηl), x+(ηl+1)] (resp. [x−(ηl+1), x−(ηl)]), on a −η2l ≤ −Q(y) ≤ −η2l+1, donc
Q(y)− η2l+1 ≤ η2l − η2l+1,
et sur [x−(ηl), x+(ηl)],(
Q(y)− η2l+1
) 1
2 − (Q(y)− η2l ) 12 ≤ (η2l − η2l+1) 12 ,
ce qui donne
pi
ω
≤ (ηl − ηl+1) 12 (ηl + ηl+1) 12 (x+(ηl+1)− x−(ηl+1))
≤
√
2 (ηl − ηl+1) 12 (x+(ηl+1)− x−(ηl+1))
Or,
x+(ηl+1)− x−(ηl+1) ≤ x+(ηN )− x−(ηN ) ≤ aω 2k−2 ,
et donc
ηl − ηl+1 ≥ a
ω
k
k−2
≥ a
ω2
.
On en de´duit ∏
l 6=j
∣∣∣∣ξj − ξlξj + ξl
∣∣∣∣ ≥ ( a2ω2)N−1 ≥ a′′exp(b′′ω2) .
Il ne reste donc plus qu’a` minorer
∣∣∣F˜ (iξj)∣∣∣ : F˜ e´tant holomorphe sans ze´ro, on a
pour tout R assez grand :
1
4iξj F˜ (iξj)
=
1
2pii
(∫ R
−R
k
F˜ (k)(k − iξj)(k + iξj)2
dk +
∫ pi
0
iR2e2iθ
F˜ (Reiθ)(Reiθ − iξj)(Reiθ + iξj)2
dθ
)
,
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qui donne a` la limite (puisque F˜ (k)→ 1)
1
F˜ (iξj)
=
4iξj
2pii
∫ +∞
−∞
k
F˜ (k)(k − iξj)(k + iξj)2
dk,
soit
1∣∣∣F˜ (iξj)∣∣∣ ≤
4ω
pi
∫ ∞
0
k
|F (k)| |k − iξj | |k + iξj |2 dk,
car, ∀ k ∈ R,
∣∣∣F˜ (k)∣∣∣ = |F (k)|, et F (−k) = F (k).
En reprenant les estimations de la solution de Jost, on a pour tout k > 0 :
|F (k)− 1| ≤
∑
n≥1
|fn(k, 0)|
≤
∑
n≥1
1
n!
(∫ ∞
0
2
√
2
k
|V (t)|dt
)n
≤ ω
2
k
∫ ∞
0
2
√
2 |Q(t)|dt exp
(
ω2
∫ ∞
0
2
√
2
k
|Q(t)|dt
)
,
ce qui montre que, pour k ≥ Cω2 (ou` C ne de´pend que de Q), |F (k)| ≥ 12 . Il en
re´sulte que ∫ ∞
Cω2
k
|F (k)| |k − iξj| |k + iξj |2 dk ≤ 2
∫ ∞
Cω2
1
k2
dk =
2
Cω2
.
Et pour minorer 1|F (k)| sur
]
0, Cω2
]
, on utilise le wronskien de f(k, ·) et f(−k, ·),
qui est constant et qui vaut −2ik (on le calcule en prenant limx→∞, sachant que
f ′(k, x) ∼ ikeikx). Il vaut par ailleurs, pour tout k > 0,
f(k, 0)f ′(−k, 0)− f(−k, 0)f ′(k, 0) = 2iℑm
(
F (k)f ′(−k, 0)
)
.
A l’aide de l’e´quation inte´grale ve´rifie´e par f(k, ·),
f(k, x) = eikx +
∫ ∞
x
sink(x− t)
k
V (t)f(k, t)dt,
on en de´duit, ∀ k, 0 < k ≤ Cω2,
|f ′(k, 0)| ≤ k +
∫ ∞
0
| cos kt| |V (t)| |f(k, t)|dt
≤ Cω2 + ω2 exp (aω2) ∫ ∞
0
|Q(t)|dt
≤ C′ exp (a′ω2) ,
ainsi que pour f ′(−k, 0) = f ′(k, 0). On a alors
2k ≤ 2|F (k)|C′ exp (a′ω2) ,
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ce qui permet d’obtenir∫ Cω2
0
k
|F (k)| |k − iξj | |k + iξj|2 dk ≤ C
′ exp
(
a′ω2
) ∫ Cω2
0
1
ξ3j
dk
≤ C′ exp (a′ω2) (bω)3Cω2
≤ C′′ exp (a′′ω2) ,
et aboutit finalement a`
1∣∣∣F˜ (iξj)∣∣∣ ≤
4ω
pi
(
C′′ exp
(
a′′ω2
)
+
2
Cω2
)
,
ce qui termine la preuve. √
Avant de traiter le the´ore`me de cette partie, on conside`re deux exemples ou` on
peut donner des estimations explicites.
Exemple 1. — Soit
Q1(x) =
1
(1 + x2)
2 .
Alors Q1 est paire, et ve´rifie les conditions de la proposition 3. En appliquant la
me´thode WKB, on a (pour ω ≥ 1) :
N(ω) =
[
1
ε
]
= [ω].
On trouve x+(η) = −x−(η) =
√
1
η
− 1, et
pi2
256
1
ω2
≤ ηN ≤ pi
2
16
1
ω2
,
soit, ∀n, 1 ≤ n ≤ N ,
pi2
256
1
ω
≤ ξn ≤ ω.
Pour l’e´cart des valeurs propres, on trouve
ξn − ξn−1 ≥ 1
5ω
.
On a finalement, ∀n, 1 ≤ n ≤ N ,
1 ≤ sn ≤ exp
(
4
pi
ω2 +
pi
2
ω
)
,
et
1
exp (2ω ln 4ω)
≤
∏
j 6=n
(
ξn − ξj
ξn + ξj
)2
≤ 1,
puis ∣∣∣F˙ (iξj)∣∣∣ ≤ 512
pi2
ω exp
(
pi
√
2ω2
)
,
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et
1∣∣∣F˜ (iξj)∣∣∣ ≤ 222ω7 exp
(
pi
√
2ω2
)
,
donc
1
45ω9 exp (26ω2)
≤ 4ξ
2
n
Cn
≤ 22ω2 exp (15ω2) .
Exemple 2. — Soit
Q2(x) =
{
1, si x ∈ [0, 1],
0, si x > 1.
Le potentiel associe´ s’ave`re eˆtre un cas limite vu sa discontinuite´ en x = 1. L’exemple
se traite ici directement.
L’equation −y′′ − ω2y = λy, λ = −ξ2, 0 < ξ < ω, admet pour fonctions propres
les
yξ(x) =

√
2ξ
1+ξ sin
(√
ω2 − ξ2 x
)
, si x ∈ [0, 1],√
2ξ
1+ξ e
ξ sin
√
ω2 − ξ2 e−ξx, si x ≥ 1,
ou` ξ satisfait l’e´quation
ξ sin
√
ω2 − ξ2 +
√
ω2 − ξ2 cos
√
ω2 − ξ2 = 0. (⋄)
Dans ce cas, les yξ ∈ C1(R+), ve´rifient les conditions aux bords en 0 et +∞, et sont
norme´es : ∫ +∞
0
y2ξ (x)dx = 1.
On sait d’abord que ξ = O(ω). Et puisque
Cξ =
(
y′ξ(0)
)2
=
2ξ
1 + ξ
(
ω2 − ξ2) ,
alors
4ξ2
Cξ
=
2ξ(ξ + 1)
ω2 − ξ2 .
Pour la premie`re estimation, on a meˆme 0 < 4ξ
2
Cξ
≤ 220ω2 : en effet, si ω ≥ 10, ε =√
ω2 − ξ2 ≤ 110 , l’e´quation (⋄) devient√
ω2 − ε2 sin ε+ ε cos ε ≥ 10 ε > 0,
ce qui impose ε ≥ 110 , soit
ξ ≤
√
99
100
ω.
En revanche, la minoration de 4ξ
2
Cξ
ne´cessite une minoration de ξ du meˆme type,
qui est fausse en ge´ne´ral, car la premie`re valeur propre ξ1 ne peut pas eˆtre minore´e
par 1
ωk
ou exp(−aωb), ce qui est ne´cessaire pour avoir ln 4ξ2
Cξ
= O(ωb).
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En effet, fixons par exemple ω0 tre`s grand, ≡ pi2 (mod 2pi), et conside´rons l’e´quation
(⋄) en (ξ, ω), qui est donne´e par une fonction g suffisamment re´gulie`re au voisinage
de (0, ω0). Puisque
∂g
∂ξ
(0, ω0) = sinω0 = 1, et
∂g
∂ω
(0, ω0) = −ω0, une application
imme´diate du the´ore`me des fonctions implicites permet de conside´rer la fonction ξ(ω),
qui admet au voisinage de ω0 le de´veloppement
ξ(ω) = ω0(ω − ω0) +O
(
(ω − ω0)2
)
.
On voit alors que, ∀ω, 0 < ω − ω0 ≤ η(ω0), η(ω0) assez petit, on a
0 < ξ(ω) ≤ 2 exp
(
−1
2
expω
)
,
ce qui montre, pour tout ω arbitrairement grand, l’impossibilite´ de minorer ξ comme
voulu. Ce proble`me provient du fait que Q2 n’est meˆme pas continue en x = 1.
Par contre, si on impose une restriction sur ω ≥ 10 du type∣∣∣ω − pi
2
+ piZ
∣∣∣ ≥ 1
5
,
on voit que, pour tout ξ, 0 < ξ ≤ 110 , on a
∣∣∣√ω2 − ξ2 − pi2 + piZ∣∣∣ ≥ 110 , et∣∣∣ξ sin√ω2 − ξ2 +√ω2 − ξ2 cos√ω2 − ξ2∣∣∣ ≥ 1
2
.
Ainsi, on doit avoir ξ ≥ 110 , ce qui donne
4ξ2
Cξ
≥ 1
5ω2
,
et aboutit a` un encadrement meˆme plus fin de 4ξ
2
Cξ
en O(ω2).
5.3. Applications au proble`me inverse. — On peut finalement e´noncer les
conse´quences des re´sultats ne´gatifs e´tablis dans la partie 3 et des re´sultats positifs
e´nonce´s pre´ce´demment.
The´ore`me 4. — Soit Q la classe des fonctions Q de´finies sur R+, qui sont stricte-
ment positives, strictement de´croissantes avec de´croissance polynomiale a` l’infini,
et qui ont 2 de´rive´es localement inte´grables tendant polynomialement vers 0, avec
Q′(0) = 0, et soit ΛQ un compact de Q, du type Λl. Conside´rons, pour tout ω assez
grand, la classe des ope´rateurs de Sturm-Liouville − d2
dx2
− ω2Q, ou` Q ∈ ΛQ.
Donnons-nous e´galement, pour tous N , a1ω ≤ N ≤ a2ω, et b(ω) > 0, 1b(ω) polyno-
miaux en ω, une fonction ψ(x, ζ) de´finie sur R × CN , de classe C1 par rapport a` x
et ve´rifiant les conditions du corollaire 2 sur tout [0, X ]. Alors l’approximation de∫ ·
0
ΛQ :=
{(
x 7→
∫ x
0
Q(t)dt
)
, Q ∈ ΛQ
}
,
au sens uniforme sur tout intervalle [0, X ], X ≥ 1, par la famille{(
x 7→ 1
b(ω)
(
1
ψ
∂ψ
∂x
)
(x, ζ)
)
, ζj = O(ω
r), ∀ j = 1, . . . , N
}
,
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lorsque ω →∞, ne peut pas eˆtre meilleure que de l’ordre de
1
(ω lnω)3
.
On dispose d’autre part d’une formule d’approximation telle que, si N(ω) est le
nombre de valeurs propres ξj et caracte´ristiques Cj de l’ope´rateur − d2dx2 − ω2Q, et
Ψ(x, ζ) = det W˜s,r(x, ζ),
avec
W˜s,r(x, ζ) =
2sh(ζr + ζs)x
ζr + ζs
− (1− δs,r)2sh(ζs − ζr)x
ζs − ζr − δs,r(2x− exp(ζr+N )),
s, r = 1, . . . , N(ω), alors la famille
{
2
ω2
1
Ψ
∂Ψ
∂x
}
approche le compact
∫ ·
0
ΛQ au moins a`
l’ordre lnω√
ω
.
En outre, si Q est donne´e, un e´le´ment ζ(Q) optimisant peut eˆtre ainsi choisi :
ζj(Q) = ξj , et ζj+N (Q) = ln
4ξ2j
Cj
, j = 1, . . . , N(ω).
Avant de prouver ce the´ore`me, on tient a` en pre´ciser l’interpre´tation en terme
de proble`me inverse : il n’existe pas de formule qui puisse donner analytiquement
une approximation meilleure que de l’ordre de 1(ω lnω)3 , de tout potentiel (avec deux
de´rive´es) a` partir de ses valeurs propres et valeurs caracte´ristiques. Ainsi, la formule
d’approximation (explicite´e) de Gelfand-Levitan-Jost-Kohn donne un re´sultat positif
avec une vitesse au minimum de l’ordre de lnω√
ω
, ce qui remplit notre objectif pour
le cas de 2 de´rive´es et re´pond a` la question pose´e dans [5] p. 22, sur le proble`me
d’approximation de Cm+1 par une famille a` ω parame`tres.
Il est d’autre part inte´ressant de constater que le choix de cette fonction optimisante
n’a pas e´te´ construite spe´cialement dans le cadre de la the´orie d’approximation,
puisqu’elle provient de la the´orie physique mathe´matique.
De´monstration. — Il est d’abord a` noter que la restriction sur [0, 1] d’une telle fonc-
tion Q est bien dans Λ2([0, 1]) (du moins dans un homothe´tique), et qu’inversement
si on se donne h ∈ Λ2 ∩ C2([0, 1]), h positif, strictement de´croissant avec h′(0) = 0,
on peut le prolonger sur R+ en une fonction Qh (soit un potentiel −ω2Qh) de classe
C2, positive avec de´croissance polynomiale (ainsi que ses deux de´rive´es).
Cela permet, e´tant donne´s ψ et le compact ΛQ, d’appliquer le corollaire 3 (avec
m = 2), N et ω ayant le meˆme ordre de grandeur. Il existe donc un potentiel −ω2Qh,
Qh > 0, tel que
∫ ·
0 Qh soit distant de
{
1
b(ω)
1
ψ
∂ψ
∂x
(·, ζ)
}
sur [0, 1] d’au moins C(2N ln(2N))3 ,
pour tout ζ de taille polynomiale en ω, soit de l’ordre de 1(ω lnω)3 sur tout [0, X ].
Quant a` la fonction Ψ ainsi de´finie, elle ve´rifie bien les conditions du corollaire 1.
En effet, c’est d’abord une fonction a` 2N(ω) parame`tres (N(ω) et ω ayant le meˆme
ordre de grandeur), entie`re de type exponentiel :
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c’est le cas pour∥∥∥∥sh(ζs ± ζr)xζs ± ζr
∥∥∥∥
∞
≤
∑
n≥0
1
(2n+ 1)!
|ζs ± ζr|2nX2n+1 ≤ X exp[(|ζr |+ |ζs|)X ],
donc ∥∥∥W˜s,r∥∥∥∞ ≤ 4X exp[(|ζr |+ |ζs|)X ] + 2X + exp(|ζs+N |+ |ζr+N |),
≤ 7X exp[(|ζr |+ |ζr+N |+ |ζs|+ |ζs+N |)X ],
ainsi que pour chaque produit du de´terminant :∥∥∥∥∥∥
N∏
j=1
W˜j,τ(j)
∥∥∥∥∥∥
∞
≤ (7X)N exp
 N∑
j=1
(|ζj |+ |ζj+N )X +
N∑
j=1
(|ζτ(j)|+ |ζτ(j)+N |)X

= (7X)N exp(2X‖ζ‖1).
Comme ils sont au nombre de N ! = O
(
eN
2
)
, on obtient une estimation de Ψ en
O
(
e2N
2
e4X‖ζ‖1
)
.
Pour les estimations de ∂Ψ
∂x
, il suffit de remarquer que Ψ est e´galement entie`re (et
meˆme de type exponentiel) par rapport a` la variable x, comme on le voit pour chaque
W˜s,r (et donc pour le de´terminant). La formule de Cauchy applique´e sur le disque
D(0, X +1) et l’estimation pre´ce´dente nous donnent des majorations analogues pour
∂Ψ
∂x
sur [0, X ], ∀ζ ∈ C2N .
Ensuite,
det
(
W˜s,r
)
(0)−1 =
1
2
N∏
j=1
exp(−ζN+j) ≤ exp(‖ζ‖1) = O
(
eαω
β
)
.
Enfin, le choix des e´valuations
ζj(Q) = ξj
(−ω2Q) , et ζj+N (Q) = ln 4ξ2j
Cj
(−ω2Q) , j = 1, . . . , N,
est possible, car chaque Q ∈ Q ve´rifiant les conditions de la proposition 3, on a
ξj
(−ω2Q) = O(ω), et
1
α exp(βωγ)
≤ 4ξ
2
j
Cj
(−ω2Q) ≤ α exp(βωγ),
donc ln
4ξ2j
Cj
(−ω2Q) = O (ωγ).
Et ce choix de ζ(Q) donne l’approximation voulue de
∫ ·
0
Q sur tout [0, X ] a` l’ordre
de lnω√
ω
: cela provient en effet du the´ore`me 2 donne´ dans [5] p. 22, qui nous dit que,
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uniforme´ment sur tout [0, X ],∣∣∣∣∫ x
0
Q(y)dy − 1
ω2
1
Ψ(x)
∂Ψ
∂x
(x, ζ(Q))
∣∣∣∣ = ∣∣∣∣∫ x
0
Q(y)dy − 2
ω2
∫ x
0
∂2
∂x2
ln |Ψ(y, ζ(Q))| dy
∣∣∣∣
=
∣∣∣∣∫ x
0
Q(y)dy − 2
∫ x
0
Q0ω(y)dy
∣∣∣∣
= O
(
lnω√
ω
)
.
Les conditions de re´gularite´ pour Q sont ve´rifie´es : Q est strictement positif (meˆme
minore´ par une borne ne de´pendant que du compact ΛQ ) et dans (un homothe´tique
de) Λ2, hypothe`se qui peut remplacer celle du nombre fini d’intervalles de monotonie
de ses de´rive´es. √
Remarque 4. — La fonction Ψ ve´rifie e´galement, ∀ ζ ∈ CN ,(
∂
∂x
det W˜s,r
)
(0, ζ) = 0.
En effet, ∀ r, s = 1, . . . , N
∂W˜s,r
∂x
(x, ζ) = 2ch(ζr + ζs)x− (1− δs,r)2ch(ζs − ζr)x− 2δs,r ,
donc
∂W˜s,r
∂x
(0, ζ) = 2− 2(1− δs,r)− 2δs,r = 0.
C’est une hypothe`se inutile pour ce the´ore`me, mais qui peut nous servir si on veut
utiliser Ψ dans le cadre du corollaire 1.
Si on conside`re maintenant le cas plus ge´ne´ral d’un potentiel −ω2Q avec m +
1 de´rive´es localement inte´grables et qui s’annulent en 0, on est au moins capable
d’expliciter une mesure spectrale voisine de celle de l’ope´rateur − d2
dx2
− ω2Q, qui est
σω(dτ) =
{
1
pi
√
τ + ω2Q(0), τ ≥ 0,∑N(ω)
j=1 Cjδ(τ + ξ
2
j ), τ < 0 .
Posons alors, pour 0 ≤ y ≤ x ≤ X ,
Φ(x, y) =
1
pi
∫ ∞
0
sin(x
√
τ )√
τ
sin(y
√
τ )√
τ
ω2Q(0) dτ√
τ + ω2Q(0) +
√
τ
,
(inte´grale absolument convergente pour tous x, y) et conside´rons le noyau K(x, y)
solution de l’e´quation inte´grale
K(x, y) +
∫ x
0
K(x, s)Φ(s, y)ds+Φ(x, y) ≡ 0 .
Construisons alors le potentiel qω de la fac¸on suivante :
qω(x) = 2
d
dx
K(x, x)− 2 d
2
dx2
ln | det T (x)| ,
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ou` T (x) est la matrice d’ordre N(ω) de´finie par (cf [10])
Tj,k(x) =
4ξ2j
Cj
δj,k +
+4
∫ x
0
(
sh(ξjt) +
∫ t
0
K(t, s)sh(ξjs)ds
)(
sh(ξkt) +
∫ t
0
K(t, s)sh(ξks)ds
)
dt .
Alors ( [5], the´ore`me 1 p. 21) la fonction Qω = − qωω2 re´alise, uniforme´ment sur tout
compact [0, X ], une approximation de Q (au moins) a` l’ordre 1
ωm
.
Comme on le voit, Qω s’e´crit comme une fonction analytique Q˜ω en les variables
ζ, w, ou` ζ ∈ C2N , ℜew > 0 (w remplace la variable ω2Q(0) ), soit
Q˜ω(x, ζ, w) =
2
ω2
(
−∂K˜
∂x
(x, x, w) +
∂2
∂x2
ln
∣∣∣det T˜ (x, ζ, w)∣∣∣) ,
ou` K˜ est la solution, pour tous 0 ≤ y ≤ x ≤ X, ℜew > 0, de l’e´quation
K˜(x, y, w) +
∫ x
0
K˜(x, s, w)Φ˜(s, y, w)ds + Φ˜(x, y, w) ≡ 0 ,
avec
Φ˜(x, y, w) =
1
pi
∫ ∞
0
sin(x
√
τ )√
τ
sin(y
√
τ )√
τ
w dτ√
τ + w +
√
τ
,
(Φ˜ est bien de´finie puisque ℜew > 0) et
T˜j,k(x,w, ζ) = exp(ζN+j)δj,k +
+4
∫ x
0
(
sh(ζjt) +
∫ t
0
K˜(t, s, w)sh(ζjs)ds
)(
sh(ζkt) +
∫ t
0
K˜(t, s, w)sh(ζks)ds
)
dt .
Nous espe´rons avoir prouve´ que les fonctions ∂K˜
∂x
et ∂K˜
∂y
soient holomorphes de
type exponentiel par rapport a` w ∈ {ℜe z > 0}, et de restriction sur R+ de type
polynomial. On pourrait en de´duire un re´sultat de presque optimalite´ analogue au
the´ore`me 4, qui se de´duirait des corollaires 1 et 3 : si Q est la classe des fonctions
Q de´finies sur R+, strictement positives, a` de´croissance polynomiale, avec m + 1
de´rive´es localement inte´grables qui s’annulent en 0, et ψ(x, ζ, w) une fonction de´finie
sur R × CN × {ℜew > 0}, continue par rapport a` x et ve´rifiant les conditions du
corollaire 1, alors l’approximation de tout ΛQ sur tout [0, X ], par la famille{(
x 7→ 1
b(ω)
∂
∂x
(
1
ψ
∂ψ
∂x
)
(x, ζ, w)
)
, ζj = O(ω
r), |w − a(ω)| ≤ a(ω)
2
}
,
ou` b(ω) > 0, 1
b(ω) et a(ω) ≥ 1 sont polynomiaux en ω, ne peut pas eˆtre meilleure que
de l’ordre de
1
(ω lnω)m+1
.
En outre, la fonction de´finie pre´ce´demment
Ψ˜(x, ζ, w) = exp
(
−
∫ x
0
K˜(t, t, w)dt
)
det T˜ (x, ζ, w) ,
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j, k = 1, . . . , N(ω), re´aliserait un cas d’approximation presque optimale a` l’ordre 1
ωm
,
avec comme choix optimisant l’e´le´ment
ζj(Q) = ξj , ζj+N (Q) = ln
4ξ2j
Cj
, j = 1, . . . , N(ω),
et
w(Q) = a(ω) = ω2Q(0).
Remarque 5. — Lorsque Q s’annule en 0 avec de´rive´es, la mesure spectrale devient
σ0ω(dτ) =
{
1
pi
√
τ , τ ≥ 0,∑N(ω)
j=1 Cjδ(τ + ξ
2
j ), τ < 0 ,
qui redonne la formule d’approximation de type Gelfand-Levitan Q0ω, qui est
comple`tement explicite´e. Le seul proble`me est qu’on ne sait pas si la vitesse
d’approximation est toujours de l’ordre de 1
ωm
, car pour utiliser le the´ore`me 1
dans [5], il faut que la fonction Q soit strictement positive sur R+ (en particulier en
0). On est cependant assez optimiste, car en pratique, meˆmes pour des potentiels pas
tre`s re´gulier, on utilise Q0ω, qui approxime Q avec une bonne vitesse : les exemples
d’applications nume´riques, meˆme s’ils ne sont pas des preuves, donnent malgre´ tout
un bon pronostic (cf [5], partie 4).
5.4. D’autres applications aux proble`mes inverses. — On formule quelques
exemples de proble`mes inverses ou` nous espe´rons pouvoir appliquer nos re´sultats.
Exemple 1. — Le the´ore`me 1.2 p. 260 dans [9] nous donne un re´sultat original dans
le cadre d’approximation au sens L2 : si u est un potentiel ne´gatif de classe C1, alors
limε→0 u(·, ε) = u, ou`
u(x, ε) = −2ε2 d
2
dx2
ln det(I +G(x, ε)),
avec
G(x, ε) = ε
exp
(
− ηj+ηk
ε
x
)
ηj + ηk
CjCk
 ,
1,≤ j, k ≤ N(ε), ε = 1
ω
. Ici aussi on a affaire a` une fonction analytique en les valeurs
propres ηj et lnCj , de type exponentiel. Plus pre´cise´ment, elle s’e´crit
G˜(x, ζ, w) = ε
exp(wj + wk)x
wj + wk
exp(ζj + ζk),
ou` on choisira wj =
ηj
εr
et ζk = lnCk, j = 1, . . . , N(ε), et r assez grand pour mi-
norer
ηj
εr
par une constante positive. On espe`re en de´duire un re´sultat analogue au
the´ore`me 4, avec re´sultats ne´gatif et positif. Cependant, il faudrait appliquer un
re´sultat du type corollaire 1 en se passant de l’hypothe`se que d
dx
det(I +G)(0, ε) = 0.
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Exemple 2. — On a dans le meˆme esprit un re´sultat d’approximation de V. A.
Marchenko (cf. [12]) qui nous dit que, pour un potentiel q qui a m + 1 de´rive´es
sur R+, la connaissance de la fonction de Weyl j(k) sur l’intervalle [−A,A] permet
de reconstruire q avec une vitesse (au moins) de l’ordre de 1
Am
. On peut ici aussi
pre´voir un re´sultat ne´gatif qui donnerait une minoration de l’ordre de 1(A lnA)m+1
pour l’approximation de q, malgre´ la difficulte´ provenant du passage du discret au
continu pour la connaissance de j(k).
Exemple 3. — Si on s’inte´resse cette fois a` des espaces fonctionnels a` plusieurs vari-
ables (et plus seulement R+), on peut conside´rer un the´ore`me de R. Novikov (cf [13]),
qui est un re´sultat d’approximation, dans le cas n=3, de fonctions avec l de´rive´es
inte´grables, a` partir de la connaissance de l’amplitude de diffusion a` une e´nergie E
donne´e. On a ici une vitesse de l’ordre de
O
(
1
E
l−3−ε
2
)
,
au sens uniforme quand E → +∞ (ε arbitrairement petit), soit un comportement
voisin de
(
1√
E
)l−3
,
√
E e´tant homoge`ne au parame`tre ω. On peut de meˆme pre´voir
un re´sultat ne´gatif qui montrerait une impossibilite´ d’approximer tout potentiel,
mieux qu’a` l’ordre
(
1√
E lnE
)l
.
6. Autres me´thodes
Pour terminer, avec le the´ore`me 1, on a montre´ une impossibilite´ de bien ap-
proximer analytiquement des compacts d’espaces fonctionnels. Comme on l’a vu, ce
re´sultat utilise le the´ore`me de Vitushkin pour le cas polynomial, et le fait qu’une
fonction entie`re de type exponentiel est tre`s bien approche´e par des polynoˆmes. Le
proble`me est que tout doit converger : ainsi, en plus des parame`tres qui de´finissent
la classe de telles fonctions, il faut borner les variables ; ce qui a pour conse´quence,
dans le cadre du proble`me inverse, la ne´cessite´ d’estimer les valeurs propres et valeurs
caracte´ristiques d’un ope´rateur de Sturm-Liouville.
Comme on l’a signale´ dans l’introduction on pouvait s’inspirer de la me´thode
de Warren en essayant d’estimer le nombre de composantes connexes de l’ensemble
des ze´ros d’une fonction analytique. De meˆme que l’estimation de Warren donne´e
dans [20] remontait au the´ore`me de Be´zout, il s’agirait ici d’e´tablir des estimations
du nombres de solutions non de´ge´ne´re´es d’un syste`me de fonctions analytiques. On
aboutirait ainsi a` des re´sultats ne´gatifs analogues, mais cette fois-ci sans avoir a` borner
les variables.
En s’inspirant de la formule de type Gelfand-Levitan, on pouvait de´ja` s’interroger
sur une classe relativement simple de fonctions analytiques qui est celle des pseudo-
polynoˆmes, sous-classe des fonctions entie`res de type exponentiel, et de´finis ainsi,
P (ζ1, . . . , ζn, exp < a1, ζ >, . . . , exp < ak, ζ >),
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ou` ζ ∈ Rn, a1, . . . , ak ∈ Rn, < aj , ζ >= a1jζ1 + . . .+ anj ζn. Il existe effectivement des
estimations explicites donne´es par A. G. Khovanskii dans [7], dont on peut de´duire
par exemple le re´sultat suivant, signale´ dans l’introduction :
The´ore`me 5. — Soit, pour n, d ≥ 2, k ≥ 1,
Pn,k,d =
∑
|j|≤d
cj ζ
j1
1 . . . ζ
jn
n e
jn+1<a1,ζ> . . . ejn+k<ak,ζ>, ζ ∈ Rn
 ,
une famille d’e´le´ments de C(Is) parame´tre´e par un quasi-polynoˆme a` coefficients cj ∈
C(Is), a` n variables ζi, k pseudo-variables e
<ai,ζ> et de degre´ total d.
Alors on a : ∃h ∈ Λl,s, ∀ ζ ∈ Rn,
‖h− Pn,k,d‖∞ ≥ C(l, s)
(k2n logn log d)
l
s
.
Ce fac¸on e´quivalente, si Pn,k,d de´signe l’ensemble des familles parame´tre´es par des
quasi-polynoˆmes a` n variables, k pseudo-variables et de degre´ total d, on a
Dn,k,d(Λl,s) := inf
P∈Pn,k,d
sup
h∈Λl,s
inf
ζ∈Rn
‖h− P (ζ)‖∞ ≥ C(l, s)
(k2n logn log d)
l
s
.
En outre, la constante C(l, s) peut eˆtre calcule´e et vaut
1√
s 2l+1 38
l
s ([l] + 1)[l]+1(4(1 + e))s([l]+1)
.
Remarque 6. — Comme pour le cas polynomial, le re´sultat est aussi valable si on
conside`re l’espace L1(Is) muni de la norme ‖ ‖L1 , avec les familles quasi-polynomiales
a` coefficients cj ∈ L1(Is) (avec une autre constante CL1(l, s)).
D’autre part, l’e´nonce´ reste valable pour n = 1 ou d = 1 quitte a` remplacer n et d
par n+ 1 et d+ 1.
De´monstration. — La preuve est du meˆme esprit que pour le the´ore`me 3 : il s’agit
d’estimer de fac¸on analogue le nombre de composantes connexes de l’ensemble des
ze´ros d’un quasi-polynoˆme en fonction de n, k, d. Le nombre de cellules d’un tel
ensemble vaut au plus, a` partir de [7] (pour p = 1),
2
k(k−1)
2 d(n+ d)n−1(n(n+ d)− n+ 1)k ≤ 2 k(k−1)2 dn+knn+2k.
En reprenant la meˆme me´thode que Warren dans [20], on obtient une estimation du
nombre de composantes de l’ensemble Rn \⋃mj=1{ζ, Pj(ζ) = 0}, qui est
n∑
j=0
2
k(k−1)
2 (2d)n+knn+2k2jCjm < 2
k(k−1)
2 (4emdn)n+2k,
ou` d = max dj .
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Pour m ≥ 38k2n logn log d, ce nombre est infe´rieur a` 2m, ce qui donne, si r est le
plus petit entier ≥ 2 tel que rs ≥ 38k2n logn log d : ∃h ∈ Λl,s, ∀ ζ ∈ Rn,
‖h− Pn,k,d(ζ)‖∞ ≥ 1
2Ml,s4s([l]+1)rl
≥ 1√
s 2l+138
l
s ([l] + 1)[l]+1(4(1 + e))s([l]+1)
1
(k2n logn log d)
l
s
,
ce qui termine la preuve. √
Ce re´sultat pre´sente cependant deux inconve´nients : d’abord comme on l’a de´ja` dit
dans l’introduction, la minoration est relativement faible par rapport a` k ; ensuite,
c’est une classe trop restreinte car, dans le cadre de la the´orie d’approximation, on ne
pourra conside´rer que des familles du type∑
j=(j1,...,jn+k)
cj(x) ζ
j1
1 . . . ζ
jn
n (exp(< a1, ζ >))
jn+1 . . . (exp(< ak, ζ >))
jn+k ,
ou` cj ∈ C(Is) (ou L1(Is)). En particulier, il n’y a pas moyen de l’appliquer aux
fonctions du genre exp(< ζ, x >) ou` les variables x ∈ Is et ζ ∈ Rn sont ”me´lange´es”
(comme celles qui interviennent dans les formules du type Gelfand-Levitan).
On pouvait dans le meˆme esprit avoir recours a` la conjecture de Kouchnirenko, qui
est une ge´ne´ralisation a` plusieurs variables du the´ore`me de Descartes, et qui dit qu’
un syste`me P1 = · · · = Pn = 0 d’e´quations polynomiales a` n variable, ou` mi est le
nombre de termes de Pi, ne peut avoir plus de (m1 − 1) . . . (mn − 1) racines positives
non de´ge´ne´re´es. Elle aurait pu nous eˆtre utile, mais elle a e´te´ re´cemment infirme´e par
B. Haas qui nous donne un contre-exemple dans [4].
Dans notre cas ou` on s’inte´resse aux fonctions du type exp(< ζ, x >), on montre
le re´sultat suivant, qui est une application du the´ore`me de Descartes :
Proposition 4. — On conside`re la famille Ψ ⊂ C(I) de´finie par
t ∈ [0, 1] 7→ ψ(t, ζ) = n∑
j=1
Pj(t) exp(ζjt)
 , ζ = (ζ1, . . . , ζn) ∈ Rn
 ,
ou` Pj est un polynoˆme en t de degre´ ≤ pj.
On conside`re e´galement la fonction de´finie sur [0, 1] =
⋃n
i=1
[
i−1
n
, i
n
]
, par
fε(x) = εi
gl(nx− i+ 1)
Ml nl
, x ∈
[
i− 1
n
,
i
n
]
,
ou` εi = 1, si i pair, −1 sinon (gl de´finie comme dans la partie 4).
On a alors
inf
ζ∈Rn
‖fε − ψ(·, ζ)‖∞ ≥ Cl(
n+
∑n
j=1 pj
)l .
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De´monstration. — Supposons d’abord les ζj ∈ N et les Pj = cj constants. Par
le the´ore`me de Descartes, le polynoˆme
∑n
j=1 cjX
ζj a au plus n − 1 racines > 0. Si
ζ ∈ Zn, on factorise parX−k, k assez grand. Enfin pour ζ ∈ Qn, on poseX = exp t
p
, p
de´nominateur commun des ζj , ce qui montre que la fonction
t ∈ Qn 7→
n∑
j=1
cj exp(ζjt),
a au plus n− 1 ze´ros dans R.
Or fε s’annulant au moins une fois de plus que ψ(·, ζ), il existe au moins un sous-
intervalle ou` fε et ψ(, ·) sont de signes contraires, ce qui implique, ∀ ζ ∈ Qn,
‖fε − ψ(·, ζ)‖∞ ≥ Cl
nl
.
Enfin, l’assertion est encore valable pour ζ ∈ Rn par densite´, la convergence e´tant
uniforme sur [0, 1] (c’est encore une application de l’ide´e simple mais fondamentale,
qui dit qu’une fonction qui ne s’annule pas beaucoup ne peut pas beaucoup osciller
autour de 0).
Conside´rons maintenant le cas ge´ne´ral
ψ(t, ζ) =
n∑
j=1
Pj(t) exp(ζjt),
ou` Pj est un polynoˆme de degre´ ≤ pj . On commence par remarquer que la fonction
t est limite uniforme sur [0, 1] de exp ηt−1
η
, pour η → 0+. On a aussitoˆt, pour tout
m ≥ 0,
tm = lim
η→0+
(
exp ηt− 1
η
)m
= lim
η→0+
m∑
s=0
(−1)m−sCsm
ηm
exp(sηt).
Ainsi, chaque Pj(t) exp(ζjt) va eˆtre limite uniforme sur [0, 1] d’une famille de fonctions
de la forme
pj∑
s=0
aj,s(η) exp(sη + ζj)t,
qui pour tout j, 1 ≤ j ≤ n, posse`de au plus pj+1 termes ; ce qui pour ψ(·, ζ) donnera∑n
j=1 pj + n termes et aboutira, par limite uniforme, a`
‖fε − ψ(·, ζ)‖∞ ≥ Cl(
n+
∑
j pj
)l .
√
Remarque 7. — On peut bien suˆr prolonger le re´sultat sur tout intervalle [a, b] de
R (a` condition qu’il soit compact pour assurer la convergence uniforme de exp(ηt)−1
η
vers t).
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On a alors un re´sultat qui pourrait s’appliquer dans le cadre de notre proble`me
inverse. L’inconve´nient est qu’ici aussi la minoration est trop faible : en effet, la
formule de type Gelfand-Levitan posse`de en tant que de´terminant tous les
exp 2(b1ζ1 + · · · bNζN ), bj ∈ {−1, 0, 1},
qui sont au nombre de 3N , sans compter ceux qui ont une partie polynomiale, ce qui
ne donnera pas mieux que Cl
3lN
, qui est de´ja` insuffisant.
En revanche, l’avantage ici est qu’on n’a pas besoin de borner les variables
(ζ1, . . . , ζn). Ainsi de deux choses l’une : soit la proposition 4 peut eˆtre nettement
ame´liore´e afin d’obtenir une estimation voisine de celle donne´e dans le the´ore`me 1.
Soit au contraire elle n’est pas loin d’eˆtre optimale, et la comparaison avec l’estimation
en 1(N logN)l montre que c’est alors pour des grandes valeurs des parame`tres ζ1, . . . , ζn
(donc au-dela` de la taille polynomiale) que l’approximation est meilleure.
De plus, la fonction fε est comple`tement explicite´e, et ne de´pend pas de la famille
exponentielle impose´e au de´part. Elle se trouve ainsi uniforme´ment distante de toutes
les familles exponentielles a` n termes. Ceci mis a` part, le re´sultat donne´ par le
the´ore`me 1 est pre´fe´rable pour la pre´cision de l’ordre de 1
(N logN)
l
s
, et pour sa forme
plus ge´ne´rale qui ne concerne pas seulement les familles exponentielles, mais toutes
les fonctions entie`res de type exponentiel.
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