The equation of state of hydrogen at pressures of a few megabars, temperatures of a few electron volts, and compressions of up to several times liquid density has been a source of ongoing experimental [1] [2] [3] [4] and theoretical [5] [6] [7] [8] [9] [10] [11] controversy. Understanding the properties of hydrogen under such conditions is fundamental to the modeling of massive planets, brown dwarfs, 12 and inertial conÞnement fusion. At present, access to these dense, high-pressure states can be achieved only by using shock waves; Hugoniot measurements are thus the primary tool for constraining dense-hydrogen equationof-state (EOS) models.
Determining the density of a shocked material with a compressibility as large as hydrogen requires high-precision measurements of the primary observables. This is because fractional errors in the inferred compression ratio r r 0 are r r 0 1 -times greater than fractional errors in the observables U s (shock speed) and U p (particle speed). Making a measurement precise enough to discriminate between the various deuterium EOS models thus presents a significant experimental challenge.
The first experiments to study shocked deuterium above 0.2 Mbar on the principal (i.e., single-shock) Hugoniot used laser-driven shock waves and a new, absolute measurement technique-results showed five-to sixfold compression between 1 and 2 Mbar. 1 This was in general agreement with the linear-mixing model of Ross 7 but was in significant disagreement with the original SESAME model developed by Kerley. 5 Subsequent experiments using magnetically driven ßyer plates and a relative measurement of U p based on aluminum impedance matching, found slightly over fourfold compression at 0.4 Mbar, which decreased to fourfold compression at 0.7 Mbar and 1 Mbar. 3 These data were consistent with a new SESAME model developed by Kerley 8 (which, for clarity, we refer to as the Kerley98 model) and ab initio models 10, 11 but exhibit slightly higher compressibility than the original SESAME 5 and significantly lower compressibility than the Ross model. Although the pressure range of these two experiments overlapped only slightly, a clear discrepancy emerged
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Compression to Several Megabars near 1 Mbar. This discrepancy may indicate a lack of understanding of the fundamental processes in hydrogen. ICF target designs can readily accommodate these differences because they occur at relatively low pressures encountered early in the implosion. Astrophysical models, however, depend greatly on the precise details of EOS models to extrapolate conditions of large planetary bodies. This small difference can have huge effects.
The first experiment to study deuterium under doubleshock conditions at megabar pressures was performed by Mostovych et al., 2 who used shocks reflected from an aluminum anvil. They recognized that the expected differences between EOS model predictions for the experimental observables are greater in a reflected-shock measurement than in a single-shock measurement. Reflected shocks thus provide a more-sensitive experimental platform for discriminating between the various models; they do, however, probe not only the principal Hugoniot but also the re-shock Hugoniots and thus are a complementary, rather than an equivalent, probe of the equation of state. The data of Mostovych et al., 2 taken up to single-shock pressures of 1.3 Mbar, had signiÞcant uncertainties, with error bars on a single point spanning the difference between the various models; on average, however, results agreed with the more-compressible linear-mixing model of Ross.
In this study we examine the behavior of ßuid deuterium shocked initially to 0.7 to 2.5 Mbar and then double shocked to 2.5 to 9 Mbar. We cover a wider range of pressures than Mostovych et al. 2 and signiÞcantly improve upon the precision of those experiments by using a-quartz-a transparent reshock anvil material-rather than aluminum. This allows us to use a high-precision, line-imaging optical interferometer to record the shock-front velocity continuously as it transits the deuterium-quartz interface. Such an approach also minimizes any systematic errors due to shock unsteadiness and nonplanarity since the measurements are localized to essentially one point in space and time. Our results are consistent with path-integral Monte Carlo (PIMC) 10 models and the Kerley98 EOS at single-shock pressures less than 1 Mbar and above 2 Mbar but deviate at intermediate pressures; the Ross model does not agree with our data over the entire range under study.
This experiment was performed on LLE's OMEGA laser, a neodymium-doped phosphate glass system that operates with frequency-tripled, 0.35-mm light. 13 To generate the shock pressures explored in these experiments, laser energies of 440 to 3100 J were delivered using a 3.7-ns-duration square pulse. The laser focal region was smoothed using distributed phase plates (DPP's), producing a uniformly irradiated 800-mmdiam spot. Targets consisted of a z-cut, a-quartz anvil mounted on the upper step of a diamond-turned aluminum pusher that was attached to a copper cell Þlled with cryogenic deuterium (see Fig. 96 .16). A plastic ablator was used to reduce hardx-ray generation. Three thicknesses were used for the ablatorpusher combination: 20 mm of CH on a 90-to 130-Al step (90-mm lower step and 130-mm upper step); 20 mm of CH on a 50-to 85-mm Al step, and 20 mm of CH plus 80 mm of CHBr (plastic with 2% Br by atomic weight) on a 50-to 85-mm Al step. The quartz anvil was glued to the upper step with a glue thickness of ~1 mm and hung over the lower step as shown in Fig. 96 . 16 . The deuterium sample explored in this experiment is trapped within the 35-to 40-mm region between the quartz anvil and the thin Al plate. By observing the solid-liquid transition in deuterium and using the well-known properties of deuterium on the saturation line, 14 we determined that the deuterium density was 0.174 g/cm 3 . At this density and at the probe laser wavelength of 532 nm, the index of refraction was calculated to be 1.1381. 14 The density of the quartz was measured to be 2.65 g/cm 3 . The index of refraction of quartz along its c axis at 532 nm was measured to be 1.547.
The shock diagnostic was a line-imaging velocity interferometer system for any reßector (VISAR), 15, 16 which measures the Doppler shift of a moving reßector. Two VISAR's with different velocity sensitivities were used to resolve 2p phase-shift ambiguities that occur at shock breakout from the aluminum and upon transit of the shock front from deuterium into quartz. The velocity sensitivities for the two VISAR instruments were 6.069 and 14.138 mm/ns/fringe for deuterium and 4.465 and 10.400 mm/ns/fringe for quartz. Postprocessing of the VISAR images can determine the fringe position to ~5% of a fringe; since the measured shock velocities are 25 to 45 mm/ns in deuterium and 14 to 24 mm/ns in quartz, multiple fringe shifts allow the precision of the shockvelocity measurement to be ~1%. The probe source was an injection-seeded, Q-switched, yttrium-aluminum garnet laser, operating at a wavelength of 532 nm with a pulse length of 25 ns. Streak cameras with temporal windows of ~3 ns were used to detect the reßected probe signal. The time resolution of the VISAR and streak camera system was about 40 ps.
A sample VISAR trace is shown in Fig. 96.17(a) , and the resulting velocity proÞle inferred from the fringe positions is given in Fig. 96.17(b) . The three clear events observed in these records are marked by fringe (and, hence, velocity) shifts: The Þrst shift represents the velocity jump that occurs when the shock crosses the aluminum-deuterium interface; the second shift, at time t x , corresponds to the drop in shock velocity as the shock moves across the deuterium-quartz interface. Shock velocities immediately before and after the shock crosses the D 2 -quartz interface are the primary observables used in this work. The third shift is the jump in velocity observed in quartz when the Þrst shock, reverberating in the compressed deuterium gap, catches the leading shock front in quartz.
To extract the velocity proÞle, we average the phase information at each time over a 20-to 30-mm region. To determine shock velocities at the deuterium-quartz interface, we take linear Þts a few hundred picoseconds before and after t x and extrapolate them to t x . This eliminates ambiguities due to slight blurring of the measured velocity in a ±25-ps time window centered on t x caused by the resolution of the VISAR and streak camera system. Figure 96 .18 plots the results in terms of the primary experimental observables: the shock speed in deuterium and quartz.
To compare these observations with EOS models it is necessary to know the high-pressure U s -U p relation for quartz. This relation was determined by performing extensive laserdriven shock measurements on quartz, 17 complementing data (reported in early Russian work) obtained using nuclear explosives, 18 and found that U s = 3.915 + 1.297 U p . Taking into account the errors in the fit coefficients, this is in excellent agreement (~1%) with the relation found in the early Russian work (U s = 4.200 + 1.280 U p ) 19 over the range of pressures in our study. Our measurements were performed using impedance matching with an aluminum standard for which we utilized the experimentally derived aluminum Hugoniot relation given by U s (Al) = 6.541 + 1.158 U p (Al); 19 because quartz and aluminum are closely impedance matched, the release was accurately calculated from the reßected Hugoniot. 20 The results change very little-and only then at the very highest pressures-if we instead use a SESAME EOS for aluminum. 21 Silica is known to possess a number of polymorphic phase transitions in the solid regime below 1 Mbar. 22 Abovẽ 1 Mbar, where silica is a ßuid, quartz Hugoniot measurements have shown no indication of a subsequent structural change. 18 Our data begin at ~2.5 Mbar and closely follow a linear fit in U s -U p .
Using this fit and the impedance-matching conditions at the deuterium-quartz interface, we calculate the reflected shock curves for the different EOS models. These are shown in Fig. 96.18 , where the uncertainty in the linear Þt to the quartz Hugoniot is the thickness of the thick blue line (for clarity, the PIMC results, which are close to the Kerley98 predictions, are shown as squares). Plotting the data in terms of the experimental observables thus allows uncertainties in the quartz Hugoniot to be separated from measurement errors in the deuterium reshock experiments (which are given by the error bars on the data points). We note that the difference in expected quartz shock velocities between the softer Ross model and the stiffer Kerley98 model is close to 10% over much of the range of study. Our experimental precision of ~±1% allows us to readily discriminate between these models. The results indicate that double-shock compression of deuterium from single-shock pressures between 0.7 and 2.5 Mbar cannot be adequately described over this range by any of the models shown. Between single-shock pressures of 0.7 and 1.0 Mbar, the PIMC 10 and Kerley98 8 predictions are consistent with our data; in the regime between 1.0 and 1.3 Mbar the data approach the predictions of the Young model 9 but disagree with all models between 1.3 and 2.0 Mbar; above 2 Mbar, the results are again consistent with the stiffer PIMC and Kerley98 calculations, while at higher pressures the measurements are in agreement with the stiffer models.
A number of potential systematic effects that could compromise our data have been considered and are addressed below. The steadiness of shock-wave velocities in our experiments varied from shot to shot, depending on the laser drive, ranging from fractions of a percent to several percent over a few nanoseconds. Our new technique of determining shock velocities at essentially a single point in time using continuous measurements is not affected by such variations, unlike the transit-time measurements that were used in the earlier re-shock experiments. 2 To establish this, we performed extensive hydrodynamic simulations of our experimental arrangement using shock waves with a wide range of unsteadiness-rising and decaying. We saw no deviations from the steady shock case if the velocities were extrapolated to time t x . This is conÞrmed experimentally where we observe no difference between the shots that were essentially steady and those that had several-percent unsteadiness.
Shock nonplanarity is also a potential problem, especially for an experiment that requires measurement of a breakout event at spatially separated positions. Since our measurement is performed at a localized point in space, we are not subject to such errors. Nonplanarity could affect our measurements if the wave is incident on the deuterium-quartz interface at an angle large enough to undergo signiÞcant refraction. Based on our measurement of the small curvature observed at the deuterium-quartz interface, we infer that the largest incident angles present in our experiments are 3∞ to target normal. The resulting change in the projected shock speed is less than 0.1% and can be neglected.
X-ray preheating of our target system is a process that would tend to make our data look less compressible. Using an etalon sensitive to motions as low as 0.1 mm/ns, we observed no expansion of the aluminum pusher prior to shock breakout. In addition, for targets shot at similar laser energies, we saw no difference in the results whether we used a 50-mm-thick or 90-mm-thick aluminum pusher. Since the attenuation length for a 1.55-keV x ray (just below the K edge of aluminum) is 10 mm, the extra 40 mm of Al would be expected to reduce the x-ray ßuence by a factor of 50. The absence of any difference between results from these two targets indicates that x-ray preheat is negligible for these experiments.
In conclusion, we have performed the highest-precision reshock experiments to date on deuterium shocked to initial pressures between 0.7 and 2.5 Mbar. Below 1 Mbar and above 2 Mbar, the results are in approximate agreement with predictions based on the PIMC and Kerley98 models-models that have near-fourfold compression on the principal Hugoniotbut disagree with these theories between 1 and 2 Mbar. In contrast to earlier re-shock results, 2 our higher-precision measurements are not consistent with the Ross linear-mixing model. At present, no theory adequately accounts for our observed re-shock results over the entire range under study. We emphasize that there is no model-independent way to compare re-shock measurements with principal Hugoniot measurements since second-shock pressures are affected not only by the density of the Þrst shock but also by the sound speed (or isentropic compressibility) of the compressed states. Given that shock experiments on deuterium above 0.4 Mbar have yielded a wide range of results, the equation of state of hydrogen at megabar pressures and electron-volt temperatures remains an open question. Ultimately a variety of different experimental techniques performed over a broad region of phase space will be required before a consistent picture can emerge.
