Grounded in cognitive linguistics, graded lexical entailment (GR-LE) is concerned with finegrained assertions regarding the directional hierarchical relationships between concepts on a continuous scale. In this paper, we present the first work on cross-lingual generalisation of GR-LE relation. Starting from HyperLex, the only available GR-LE dataset in English, we construct new monolingual GR-LE datasets for three other languages, and combine those to create a set of six cross-lingual GR-LE datasets termed CL-HYPERLEX. We next present a novel method dubbed CLEAR (Cross-Lingual Lexical Entailment AttractRepel) for effectively capturing graded (and binary) LE, both monolingually in different languages as well as across languages (i.e., on CL-HYPERLEX). Coupled with a bilingual dictionary, CLEAR leverages taxonomic LE knowledge in a resource-rich language (e.g., English) and propagates it to other languages. Supported by cross-lingual LE transfer, CLEAR sets competitive baseline performance on three new monolingual GR-LE datasets and six cross-lingual GR-LE datasets. In addition, we show that CLEAR outperforms current state-ofthe-art on binary cross-lingual LE detection by a wide margin for diverse language pairs.
Introduction
Word-level lexical entailment (LE), also known as the TYPE-OF or hyponymy-hypernymy relation, is a fundamental asymmetric lexical relation (Collins and Quillian, 1972; Beckwith et al., 1991) . It is a key principle behind the hierarchical structure found in semantic networks such as WordNet (Fellbaum, 1998) or ConceptNet (Speer et al., 2017) .
As opposed to simpler discrete and binary LE detection (e.g., oregano is a TYPE-OF food), graded lexical entailment (GR-LE) measures the strength of the LE relation between two concepts on a continuous scale Rei et al., 2018) .
GR-LE is concerned with fine-grained directional assertions of hierarchical arrangements between concepts. The notion of graded LE is rooted in theories of concept (proto)typicality and category vagueness from cognitive science (Rosch, 1973 (Rosch, , 1975 Kamp and Partee, 1995) . Instead of answering the simpler (discrete) question "Is X a type of Y?", as in standard LE detection tasks (Kotlerman et al., 2010; Turney and Mohammad, 2015) , GR-LE aims at answering the following question: "To what degree is X a type of Y?" The concept of LE gradience is also empirically confirmed by human judgements elicited for HyperLex , a GR-LE resource in English. 1 Furthermore, while simpler binary LE detection has been predominantly studied in monolingual settings only (Geffet and Dagan, 2005; Weeds et al., 2014; Santus et al., 2014; Kiela et al., 2015; Shwartz et al., 2016 Shwartz et al., , 2017 Glavaš and Ponzetto, 2017; Roller et al., 2018 , inter alia), more general reasoning over cross-lingual and multilingual LE relationships can improve language understanding in multilingual contexts, e.g., in cases when translations are ambiguous or not equivalent to the source concept (Vyas and Carpuat, 2016; Upadhyay et al., 2018) . 2 The ability to reason over cross-lingual LE is pivotal for a variety of cross-lingual tasks such as recognising cross-lingual textual entailment (Negri et al., 2012 (Negri et al., , 2013 Conneau et al., 2018b) , constructing multilingual taxonomies (Ehrmann et al., 2014; Fu et al., 2014) , cross-lingual event coreference (Song et al., 2018) , machine translation in- Figure 1: A toy example of Euclidean shared crosslingual word vector space specialised for the asymmetric LE relation. The symmetric similarity of true LE pairs, irrespective of their actual language (the example shows English and Spanish words with the respective prefixes en_ and es_) is reflected by their small cosine distances (e.g., the small angle between −−−−−−→ en_beagle and − −−−−− → es_perro and −−−−−−−→ en_animal), while simultaneously higher-level concepts are assigned larger norms to enforce the LE arrangement in the vector space. An asymmetric distance that takes into account the vector direction as well as the vector magnitude can be used to grade the LE relation strength between any two concepts in the shared cross-lingual vector space.
terpretability (Padó et al., 2009) , and cross-lingual lexical substitution (Mihalcea et al., 2010) .
In this work, we introduce the first set of benchmarks and methods that target cross-lingual and multilingual graded lexical entailment. We make several important contributions related to GR-LE in multilingual settings. First, we extend the research on GR-LE beyond English Rei et al., 2018) and provide new human-annotated GR-LE datasets in three other languages: German, Italian, and Croatian. Second, following an established methodology for constructing evaluation datasets for cross-lingual lexico-semantic relations (Camacho-Collados et al., 2015 , 2017 , we automatically derive a collection of six cross-lingual GR-LE datasets: CL-HYPERLEX. We analyse in detail the cross-lingual datasets (e.g., by comparing the scores to human-elicited ratings), demonstrating their robustness and reliability.
In order to provide a competitive baseline on new monolingual and cross-lingual datasets, we next introduce a cross-lingual specialisation/retrofitting method termed CLEAR (Cross-Lingual Lexical Entailment Attract-Repel): starting from any two monolingual distributional spaces, CLEAR induces a bilingual cross-lingual space that reflects the asymmetric nature of the LE relation. Such a crosslingual LE-specialised space is illustrated in Figure 1 . CLEAR is an extension of the monolingual LEAR specialisation method . The key idea of CLEAR is to leverage external lexical knowledge (i.e., information on word relations from WordNet, BabelNet, or ConceptNet) to rescale vector norms which reflect the concept hierarchy, while simultaneously pushing (i.e., "attracting") desirable word pairs closer (by vector direction) to reflect their semantic similarity in the cross-lingual LE-specialised space. Crucially, as shown later in Figure 3 , CLEAR relies on a curated semantic resource only in the resource-rich source language (e.g., English): coupled with a bilingual dictionary it propagates the LE knowledge to the target (resource-poor) language and constructs a shared cross-lingual LE-specialised space. This cross-lingual LE-specialised space, depicted in Figure 1 and empirically validated in §4, is then used to reason over GR-LE in the target language, and for making cross-lingual GR-LE assertions.
Our experiments demonstrate that CLEAR is a strong benchmark on all GR-LE datasets. It can effectively transfer LE knowledge to a spectrum of target languages. What is more, through multilingual training via a resource-rich pivot language (e.g., English) CLEAR supports cross-lingual GR-LE for language pairs without any semantic resources. Finally, we report state-of-the-art scores in the ungraded (i.e., binary) cross-lingual LE detection for three diverse language pairs on standard evaluation sets (Upadhyay et al., 2018) .
Annotation guidelines and created datasets for all languages and language pairs are available online at: https://github.com/ivulic/ xling-grle/, and as the supplemental material. We also make available the code and CLEARspecialised vector spaces.
Graded LE Evaluation Datasets
Graded lexical entailment is an asymmetric relation formulated by the intuitive question "To what degree is X a type of Y?": it comprises two distinct phenomena studied in cognitive science (Hampton, 2007) . First, it captures the measure of typicality in graded cognitive categorisation (Rosch, 1975; Medin et al., 1984) : some instances of a category are more central than others (e.g., basketball will often be cited as a more typical sport than biathlon). Second, it covers the measure of vagueness (also referred to as graded membership): it measures the graded applicability of a concept to different instances. 3 Despite the fact that GR-LE should not be bound to any particular surface realisation of concepts (i.e., it is not tied to a particular language), a graded LE repository has so far been created only for English: it is the HyperLex dataset of . Starting from the established data creation protocol for HyperLex, in this work we compile similar HyperLex datasets in three other languages and introduce novel multilingual and cross-lingual GR-LE tasks.
Graded LE in English. HyperLex comprises 2,616 English (EN) word pairs (2,163 noun pairs and 453 verb pairs) annotated for the GR-LE relation. Unlike in symmetric similarity datasets (Hill et al., 2015; Gerz et al., 2016) , word order in each pair (X, Y ) is important: this means that pairs (X, Y ) and (Y, X) can obtain drastically different graded LE ratings. The word pairs were first sampled from WordNet to represent a spectrum of different word relations (e.g., hyponymyhypernymy, meronymy, co-hyponymy, synonymy, antonymy, no relation). The ratings in the [0, 6] interval were then collected through crowdsourcing by posing the GR-LE "To what degree..." question to human subjects, with each pair rated by at least 10 raters: the score of 6 indicates strong LE relation between the concepts X and Y (in that order), and 0 indicates absence of the LE relation. The final score was averaged across individual ratings. The final EN HyperLex dataset reveals that gradience effects are indeed present in human annotations: it contains word pairs with ratings distributed across the entire [0, 6] rating interval. What is more, high inter-annotator agreement scores (see Table 3 ), suggest that even non-expert annotators consistently reason about the degree of LE between words. 4 Word Pair Translation. Monolingual HyperLex datasets in three target languages: German (DE), Italian (IT), and Croatian (HR) were constructed by translating word pairs from the EN HyperLex and re-scoring the translated pairs in the target language. The translation approach has been selected because: 1) the original EN HyperLex pairs were already carefully selected through a controlled sampling procedure to ensure a wide coverage of diverse WordNet relations; 2) we want to ensure as comparable datasets as possible across different languages in terms of semantic coverage; 3) the approach has been extensively validated in related work on creating multilingual semantic similarity datasets (Leviant and Reichart, 2015; CamachoCollados et al., 2017) . Most importantly, the translation approach allows for the automatic construction of cross-lingual GR-LE datasets.
We have followed the standard word pair translation procedure (Leviant and Reichart, 2015; Camacho-Collados et al., 2017) . Each EN HyperLex pair was first translated independently by two native speakers of the target language. The translation agreement was in the range of 85%-90% across the three target languages. Translation disagreements were resolved by a third annotator who selected the correct (or better) translation following discussions with both translators. To account for polysemy, each word pair was shown along with its EN HyperLex score, helping annotators to preserve word sense during translation. We allowed for multi-word translations only if there was no appropriate single word translation (e.g., typewriter → macchina da scrivere).
Guidelines and Concept Pair Scoring. EN HyperLex annotation guidelines were translated to all three target languages (see the supplementary). The resulting 2,616 concept pairs in each language were annotated using a procedure analogous to that for EN HyperLex: the rating interval was [0, 6] , and each word pair was rated by 4 native speakers. 5
Cross-Lingual Datasets. The cross-lingual CL-HYPERLEX datasets were then constructed automatically, leveraging word pair translations and scores in three target languages. To this end, we follow the methodology of Camacho-Collados et al. (2015 , 2017 , used previously for creating cross-lingual semantic similarity datasets. In short, we first intersect aligned concept pairs (obtained through translation) in two languages: e.g., father-ancestor in English and padre-antenato in Italian are used Table 2 lists the total number of pairs for each of them. The constructed datasets are comprehensive and on a par with or larger than semantic similarity benchmarks: SimLex (Hill et al., 2015) contains 999 word pairs; multilingual and cross-lingual datasets of Camacho-Collados et al.
(2017) contain < 1, 000 pairs each. The only word similarity dataset comparable in size is SimVerb (Gerz et al., 2016) with 3,500 verb pairs. This dataset magnitude can even support supervised learning Rei et al., 2018) . We verify that all score ranges are represented by a sufficient number of concept pairs. The score distributions are shown in Figure 2 . As in EN HyperLex, a large number of concept pairs is placed within the two outer sub-intervals (i.e., [0, 1) and [5, 6] ): this is an artefact of having WordNet synonyms as trivial LE pairs on the one side, whereas antonyms, no-relation, and reverse hyponymy-hypernymy pairs are found on the other side of the scoring spectrum. Nonetheless, the inner interval (i.e., [1, 5)) covers a significant portion (≈ 30%) of (evenly distributed) word pairs, confirming the gradience of the LE relation.
Inter-Annotator Agreement. Following prior work on word pair dataset creation (Silberer and Lapata, 2014; Hill et al., 2015; Gerz et al., 2016; , inter alia), we report two interannotator agreement (IAA) measures for the three new monolingual datasets. Pairwise-IAA is the average pairwise Spearman's ρ correlation between any two raters. Mean-IAA compares the average correlation of an annotator with the average of all the other annotators: it is a human 'upper bound' for the performance of automatic systems. The IAA scores in Table 3 show that humans quantify graded We further validate CL-HYPERLEX by comparing automatically induced scores with human judgements. For each EN-{DE,IT,HR} dataset we let two annotators fluent in both languages judge 333 randomly sampled pairs. We report high average Spearman's ρ correlation between automatically induced scores and human judgements: 0.896 (EN-DE), 0.909 (EN-IT), and 0.905 (EN-HR).
Methodology
In order to provide benchmarking graded LE scores on new monolingual and cross-lingual evaluation sets, we now introduce a novel method that can capture GR-LE cross-lingually. CLEAR ( CrossLingual Lexical Entailment Attract-Repel) is a cross-lingual extension of the monolingual LEAR specialisation method , a state-of-the-art vector space fine-tuning method which specialises any input distributional vector 6 Similarity benchmarks report much lower Pairwise-IAA scores: 0.61 on SimVerb-3500 (Gerz et al., 2016; Pilehvar et al., 2018) , and 0.67 on SimLex-999 (Hill et al., 2015) and on WordSim-353 (Finkelstein et al., 2002) space to accentuate the asymmetric LE relation in the transformed space. We show that, coupled with a bilingual dictionary, CLEAR can learn vector rearrangements that reflect lexical entailment also in the target language for which no external lexical knowledge concerning the LE relation is available, and it can also quantify the degree of cross-lingual LE. The core idea is to simultaneously capture the hierarchy of concepts (through vector norms) and their similarity (through their cosine distance), irrespective of the actual language (see Figure 1) .
CLEAR Specialisation. A high-level overview of the CLEAR specialisation method is provided in Figure 3 . The input to the method is as follows: 1) two independently trained monolingual word vector spaces in two languages L 1 and L 2 ; 2) sets of external lexical constraints in the resource-rich language L 1 (e.g., English) extracted from an external lexical resource such as WordNet (Fellbaum, 1998) or BabelNet (Ehrmann et al., 2014) ; and 3) a bilingual L 1 -L 2 dictionary D. The goal is to fine-tune input word vectors in both languages using the L 1 lexical constraints and the dictionary D, and obtain a shared cross-lingual space specialised for LE.
CLEAR uses a set of external linguistic constraints C = S ∪ A ∪ Le in language L 1 for finetuning. The set comprises synonymy pairs S such as (clever, smart), antonymy pairs A such as (war, peace), and lexical entailment (i.e., hyponymyhypernymy) pairs Le such as (dog, animal). For the Le pairs, the word order is important: we assume that the left word is always the hyponym. Further, we treat pairs from the dictionary D such as (war, guerra) as another distinct set of (cross-lingual) synonymy pairs. The D pairs are L 1 -L 2 pairs, while all the remaining word pairs are L 1 pairs: this creates a true cross-lingual transfer setup.
Similar to LEAR and the ATTRACT-REPEL model for symmetric similarity specialisation , CLEAR defines two types of symmetric objectives for the L 1 pairs: 1) the AT-TRACT (Att) objective aims to bring closer together in the vector space words that are semantically similar (i.e., synonyms and hyponym-hypernym pairs); 2) the REPEL (Rep) objective pushes apart vectors of dissimilar words (i.e., antonyms). We denote as B = {(x
the set of K word vector pairs for which the Att or Rep score is to be computed: we refer to these pairs as the positive examples. The set of corresponding negative examples T is created by coupling each positive AT-TRACT example (x l , x r ) with a negative example pair (t l , t r ), where t l is the vector closest (within the current batch in terms of cosine similarity) to x l , and t r the vector closest to x r . The Att objective Att(B Att , T Att ) for a batch of ATTRACT constraints B Att is then formulated as the max-margin learning problem as follows:
. (1) τ (x) = max(0, x) is the ramp function and δ att is the similarity margin imposed between the negative and positive vector pairs. The Rep objective is designed in a similar fashion: for each positive REPEL example, the negative example (t l , t r ) couples the vector t l that is most distant from x l (cosine similarity in the current batch) and t r , most distant from x r . The goal of the Rep objective Rep(B Rep , T Rep ) for a batch of REPEL word pairs B Rep and the corresponding negative examples T Rep is then to push REPEL pairs away from each other by the "repel" margin δ rep . The exact formulation is analogous to the Att objective, and not shown for brevity.
Crucially, similar to LEAR, CLEAR forces specialised vectors to reflect the asymmetry of the LE relation with an asymmetric distance-based objective. Starting from the Le (hyponymy-hypernymy) pairs, the goal is to rearrange vectors of words in these pairs, that is, to preserve the cosine distances in the specialised space while steering vectors of more general concepts to take larger norms, as shown in Figure 1 and 3 . We adopt the bestperforming asymmetric objective from and use it with L 1 Le word pairs:
The objectives described so far cover S, A, and Le word pairs. The translation pairs from the dictionary D are also "attracted" to each other, but using a different objective. We define the Att D (B D ) objective on a batch of translation pairs B D as the simple 2 -distance between two words in each pair:
is the vector of an L 1 word from the source language vector space and x (k) r the vector of its L 2 translation from the target language space. λ D is the cross-lingual regularisation factor. The rationale behind this design is as follows: in order to rearrange word vectors of both languages as shown in Figure 1 , we have to allow for the adjustment of vector norms also for L 2 word vectors. The previous Att objective from Eq. (1) relies on the cosine similarity and captures only the vector direction.
Finally, CLEAR defines a regularisation term for all word pairs in the sets S, A, Le, and D in order to preserve the useful semantic information from the original distributional spaces. Let V (B) denote the set of distinct words in a constraint batch B; the regularisation term is then: Reg(B) = λ reg x∈V (B) y − x 2 , where y is the CLEAR-transformed vector of any distributional vector x, and λ reg is the regularisation factor. The full CLEAR objective is then defined as follows:
This joint objective rearranges vectors from both input monolingual vector spaces (see Figure 3) and enables the transfer of LE signal from the resourcerich language L 1 to the target language (i.e., CLEAR does not rely on any explicit LE knowledge in L 2 ).
Asymmetric LE Distance. Monolingual and crosslingual LE strength can be inferred directly from the CLEAR-specialised cross-lingual space. It is done by a distance function that reflects both the cosine distance between the vectors (semantic similarity) as well as the asymmetric difference between the vectors' norms :
x and y are vectors of any two words x and y in the cross-lingual space. For less expressive ungraded LE detection tasks I LE distances are trivially transformed into binary LE predictions using a binarisation threshold t: if I LE (x, y) < t, we predict that the LE relation holds between words x and y. CLEAR-specialized vectors of general concepts obtain larger norms than vectors of specific concepts. Strong LE pairs should display both small cosine distances and negative norm differences.
Results and Discussion
We run experiments with representative baseline models and CLEAR-specialised vectors on new monolingual and cross-lingual graded LE datasets, as well as on established ungraded cross-lingual LE detection datasets (Vyas and Carpuat, 2016; Upadhyay et al., 2018) . The goal of reported experiments is twofold: besides providing baseline scores on new evaluation sets, we also analyse the usefulness of cross-lingual graded LE specialisation performed by CLEAR, and analyse its performance in comparison with distributional word vectors and non-specialised cross-lingual word embeddings.
Experimental Setup
Distributional Vectors. Graded LE is evaluated on EN, DE, IT, and HR (see §2); we also evaluate CLEAR on ungraded cross-lingual LE (Upadhyay et al., 2018) for the following language pairs: EN-FR (French); EN-RU (Russian); EN-AR (Arabic).
All results are reported with English Skip-Gram with Negative Sampling (SGNS-BOW2) vectors (Mikolov et al., 2013) trained by Levy and Goldberg (2014) on the Polyglot Wikipedia (Al-Rfou et al., 2013) with bag-of-words context (window size of 2). 7 Input vectors for other languages come from various sources: AR vectors are fastText vectors trained on the Common Crawl data by Grave et al. (2018) . RU vectors are obtained by Kutuzov and Andreev (2015) . FR, IT, DE, and HR word vectors are large SGNS vectors trained on the standard frWaC, itWaC, and deWaC corpora (Baroni et al., 2009) , and the hrWaC corpus (Ljubešić and Klubička, 2014) , also used in prior work . All word vectors are 300-dim. 8
Linguistic Constraints and Dictionaries. We use the same set of monolingual constraints as LEAR : synonymy and antonymy constraints from (Zhang et al., 2014; Ono et al., 2015) are extracted from WordNet and Roget's Thesaurus (Kipfer, 2009). As in other work on LE specialisation (Nguyen et al., 2017; Nickel and Kiela, 2017) , asymmetric LE constraints are extracted from WordNet, and we collect both direct and indirect LE pairs (i.e., (beagle, dog), (dog, an-7 The proposed CLEAR method is by design agnostic of input distributional vectors and its main purpose is to support fine-tuning of a wide spectrum of input vectors. We have experimented with other standard distributional spaces in English such as fastText (Bojanowski et al., 2017; Grave et al., 2018) , type-based ELMo embeddings (Peters et al., 2018) , Context2Vec (Melamud et al., 2016) and Glove (Pennington et al., 2014) , but the obtained results follow similar trends. We do not report these results for brevity. 8 Vectors of multi-word expressions in CL-HYPERLEX are obtained by averaging over their constituent words' vectors. imal), and (beagle, animal) are in the Le set) In total, we work with 1,023,082 pairs of synonyms, 380,873 pairs of antonyms, and 1,545,630 LE pairs.
Bilingual dictionaries are derived from PanLex (Kamholz et al., 2014) , which was used in prior work on cross-lingual word embeddings (Duong et al., 2016; Adams et al., 2017; . PanLex currently spans around 1,300 language varieties with over 12M expressions: it offers support also to low-resource transfer settings. 9
Training Setup. CLEAR hyperparameters are adopted from the original Attract-Repel work ): δ att = 0.6, δ rep = 0.0, λ reg = λ D = 10 −9 . All batches are of size 128 (see Eq. (4)), and the model is trained for 5 epochs with Adagrad (Duchi et al., 2011) .
Baseline Models. In monolingual evaluation, we compare CLEAR to original non-specialised distributional vectors in each language. Another instructive baseline is the TRANS baseline which uses exactly the same amount of information as CLEAR. Instead of performing joint CLEAR specialisation as described in §3, TRANS is a two-step process that: 1) runs the monolingual LEAR specialisation of the English distributional space, and then 2) translates all test examples in the target language to English relying on the bilingual dictionary D. 10 All LE reasoning is then conducted monolingually in English.
The TRANS baseline is also used in cross-lingual graded LE evaluation. For cross-lingual datasets without English (e.g., DE-IT), we again translate all words to English and use the English specialised space for graded LE assertions. In addition, for each language pair we also report results of two stateof-the-art cross-lingual word embedding models (Smith et al., 2017; Artetxe et al., 2018) , showing the better scoring one in each run (XEMB).
For ungraded LE evaluation, in addition to TRANS, we compare CLEAR to two bestperforming baselines from (Upadhyay et al., 2018) : they couple two methods for inducing syntactic cross-lingual vectors: 1) BI-SPARSE (Vyas and Carpuat, 2016) and 2) CL-DEP (Vulić, 2017) with an LE scorer based on the distributional inclusion hypothesis (Geffet and Dagan, 2005) . For more details we refer the reader to (Upadhyay et al., 2018) . To verify that CLEAR is not to tied to any specific dictionary, we have also experimented with crosslingual BabelNet synsets (Ehrmann et al., 2014) , and combined BabelNet+PanLex dictionaries leading to very similar trends in results, with PanLex showing a slight edge over BabelNet. Furthermore, we leave experiments with dictionaries induced by unsupervised and weakly supervised cross-lingual word embeddings (Conneau et al., 2018a; Artetxe et al., 2018; for future work.
We also provide results on other cross-lingual datasets relying on multilingual training: we fix EN as the single source language and propagate LE information to multiple target languages. To this end, we train a four-lingual EN-DE-IT-HR model. The main finding from Figure 4c is that multilingual training can effectively LE-specialise target language vector spaces and enable reasoning over the cross-lingual graded LE relation even in settings with limited or no target lexico-semantic resources.
Finally, additional multilingual knowledge introduced through dictionaries D and distributional spaces of target languages is also beneficial for monolingual GR-LE in the resource-rich language. Previous best results on the EN HyperLex were 0.686 on the entire dataset and 0.703 on its noun portion . All bilingual EN-L 2 CLEAR models surpass these scores: e.g., the EN-IT model scores 0.691 on the entire dataset (0.712 on noun pairs). The best result on EN HyperLex is reported with the four-lingual CLEAR EN-DE-IT-HR model: 0.701 (0.719 on nouns).
Ungraded Cross-Lingual LE Evaluation. We further demonstrate the effectiveness of CLEAR on ungraded cross-lingual LE benchmarks from Upadhyay et al. (2018) . The models are evaluated on two types of test sets: HYPO -where LE pairs need to be distinguished from inverse LE (i.e., hypernymhyponym) pairs and COHYP in which LE pairs are to be differentiated from cohyponyms. Each test set has a corresponding train portion, which we use to tune the binarisation threshold t for I LE scores.
The ungraded cross-lingual LE performance of CLEAR for three diverse language pairs (EN-FR, EN-RU, EN-AR) is shown in Table 4 : Cross-lingual ungraded LE detection accuracy scores on cross-lingual HYPO and COHYP evaluation sets from Upadhyay et al. (2018) .
it substantially outperforms (by 22% on average) the current state-of-the-art models BI-SPARSE and CL-DEP (Upadhyay et al., 2018) in both HYPO and COHYP tasks, and for all language pairs. CLEAR again shows that it can LE-specialise target vectors without any target-language LE knowledge. It displays highest performance for EN-FR, but the drop in performance for EN-RU and EN-AR, is not large (especially for the HYPO setting).
Extending CLEAR. As the main goal of this work is to validate the cross-lingual transfer potential and wide portability of the CLEAR model, we do not leverage any target language constraints. However, note that further improvements are expected by explicitly injecting symmetric and asymmetric linguistic constraints in the target language, if these are available, e.g., from BabelNet or multilingual WordNet (Bond and Foster, 2013) . We also stress that the CLEAR method inherits the main "retrofitting" property of the underlying monolingual LEAR method: it updates (i.e., LE-specialises) only the vectors of words which are observed in the sets of external linguistic constraints. We believe that further improvements of the CLEAR transfer method can be achieved by LE-specialising the full distributional spaces through recently proposed post-specialisation methods which learn a global specialisation function (Ponti et al., 2018; Kamath et al., 2019; .
Conclusion and Future Work
We have proposed a novel graded cross-lingual lexical entailment (LE) task, introducing new monolingual and cross-lingual graded LE datasets that hold promise to support future research on this topic. We have then proposed a transfer-based method that can reason over graded LE across languages.
We have demonstrated its robustness and usefulness for graded and ungraded LE in monolingual and cross-lingual settings. In the future, we will work on cross-lingual extensions of monolingual hyperbolic embedding models (Nickel and Kiela, 2017; Ganea et al., 2018) . We will also experiment with other sources of bilingual information (e.g., cross-lingual word embeddings) and port the transfer approach to more language pairs, with a particular focus on resource-poor languages.
Evaluation data for multilingual and crosslingual graded LE is available online at: github.
com/ivulic/xling-grle/.
