Abstract: Machine learning methods are often used to predict Protein-Protein Interactions (PPI). It is common to develop methods using known PPI from well-characterised reference organisms, drawing from that organism data for inferring a predictive model and evaluating the model. We present evidence that this practice does not give a meaningful indication of the model's performance on genetically distinct organisms. We conclude that this practice cannot be applied to proteins inferred from the genetic sequence of a novel organism for which no PPI data is available, and that there is need for evaluating such methods on organisms distinct from their training organisms.
Introduction

Computational prediction of protein behaviour
Genome sequencing is, in a sense, a mature process. Sequencing a given genome is still expensive and time-consuming, but given sufficient resources and time it is virtually inevitable that every gene will be located and sequenced. The next step is determining the biological roles of the genes, and there is still a great deal of work to be done towards this. Even the best-studied organisms have genes for which no specific role has been shown. For example, in the well-studied yeast Saccharomyces cerevisiae, there are 6609 verified genes, of which 133 have not been classified to a specific function, localisation, or process, as described by the Gene Ontology project (Ashburner et al., 2000) .
Biologists can infer gene function without specific experiments on a given gene. Most often, this inference is based on homology: genes that code highly similar proteins are likely to be descended from a single ancestral gene, and thus the proteins are likely to have similar biochemical functions.
Another mode of inference for protein function involves the subfield of computer science and statistics named machine learning. Machine learning methods use data to computationally build a model for a task, and then apply that model to future inputs. In the case of predicting gene function, the learning task is generally classification: given a training set of genes with known functions, a model is constructed that can be used to classify other genes by function.
Most biological processes involve the coordinated function of multiple proteins. If proteins are known to work together, then it follows that their roles are related; if one protein's role is known, then the others' roles can be inferred. Tests for Protein-Protein Interaction (PPI) therefore provide important evidence towards the roles of protein-coding genes.
PPI is a popular target in machine learning research and many methods have been shown to build effective predictive models of PPI for specific organisms (Qi et al., 2006; Shoemaker and Panchenko, 2007b ).
The problem of cross-organism PPI prediction
When deciding whether to apply a machine learning method to a task, it is necessary to know whether the method will be useful for that task. One family of tasks in PPI prediction is the determination of interactions in obscure and newly sequenced organisms. We describe here a problem that hinders the determination of whether a given method will or will not be useful for such tasks.
To make a scientific claim that a method is useful, one must evaluate the method. One can evaluate the ability of a predictive method to predict PPI in some reference organism, such as yeast, when sufficient experimental data describing PPI in the organism is available. Typically, the data set of known interactions is split into two divisions. One division, the training set, is used to build the model that then is applied to the second division, the test set. The accuracy of the model then can be determined by its ability to correctly predict interactions among the proteins in the test set, which already are known. If the model proves accurate, it then can be used to predict interactions among the other proteins coded by the genome of the reference organism.
Evaluating methods for predicting PPI using training and test data from a reference organism is a frequent practice Noble, 2005, 2006; Chen and Liu, 2005; Jansen et al., 2003; Lin et al., 2004; Martin et al., 2005; Qi et al., 2005 Qi et al., , 2006 Zhang et al., 2004) Most often, this is the sole form of quantitative evaluation applied to a PPI machine learning method.
For well-studied organisms such as humans, mice, fruit flies, Arabidopsis, and yeast there is no difficulty. One can construct a model using known interactions, and then apply the model to the same organism to predict further interactions.
The problem arises when one wishes to predict PPI in an organism for which there is no available training set of known interactions, for instance a recently sequenced organism. Using a model from a different organism may perform poorly, as we will illustrate in this paper.
When defined narrowly in terms of molecular binding, rather than in terms of more indirect associations of protein function, PPI is a biochemical phenomenon that occurs between two proteins with little regard for other cellular mechanisms. It follows that it should be possible to build a model of PPI based on the biochemical features of proteins that does not depend on the properties of a specific organism. Indeed, some existing methods may already build such models, but the evaluation methodologies used in presenting their performance do not indicate the models' ability to work in other organisms.
Machine learning methods operate by applying computational algorithms to input data. Selecting a specific representation for the data may be just as important as selecting a specific learning algorithm, or even more important. Given representational features that represent key characteristics of the data, many different learning algorithms will make good predictions; conversely, given irrelevant features, no learning algorithm will do well. Thus, determining a method for modelling PPI mostly reduces to selecting representational features of proteins that allow for prediction of PPI. Many schemes for defining protein features are described in existing literature and have been shown to do well when training and testing on disjoint data sets from the same organism; in most cases there is no clear data on their performance across organisms.
This paper concerns the prediction of PPI in novel organisms, By 'novel organisms', we mean organisms that are not already common subjects of experimental research and are not closely related to better-researched organisms. Such organisms are often not of sufficient economic importance to warrant great experimental expense and thus are particularly appropriate for computational methods. Much can be learned by examining novel organisms rather than focusing work on the few best-studied ones, but PPI prediction rarely is evaluated towards this end, presenting a problem to researchers of novel organisms who wish to apply it. This is not the first paper to demonstrate this problem; Martin et al. (2005) address a method's cross-organism prediction capabilities, but seem unaware that doing so for PPI prediction is an unusual step. We here explicitly point out that the use of only same-organism metrics is endemic and that it amounts to a notable omission in what is otherwise an excellent body of collective work.
We present in this paper an experiment in which, for three genetically distinct preoteomes, models inferred for predicting PPI perform well when testing them on disjoint data from the same proteome, but models inferred from two of the proteomes perform poorly when tested on the third proteome. This result shows that this commonly used approach for evaluating PPI prediction consistently produces valid predictors of PPI, but that the performance of those predictive models does not hold between organisms.
Methodology
Overview
We performed a computational experiment in which we used random forest learning (Breiman, 2001 ; see Section 2.3) to infer models for predicting PPI from pre-existing public primary sequence and PPI data from each of three proteomes, a yeast, a flowering plant, and a herpes virus. We describe the data acquisition in Section 2.2. We computationally represented the proteins using features based on counts of substrings of amino acids in their primary structures; we describe the features in Sections 2.4 and 2.5.
For each proteome, we inferred a random forest model from a training set of 2/3 of the input interactions from that proteome and evaluated it on a test set of the other 1/3 of the input interactions from the same proteome. This ratio of 2/3 and 1/3 is a common compromise between training coverage and test coverage in machine learning. We also trained models for predicting PPI from the full sets of input interactions from the yeast and plant proteomes and evaluated those on the full set of input interactions from the herpesvirus proteome.
Our analysis of the predictions is based on Receiver Operating Characteristic (ROC) curves. ROC curves illustrate the relationship between true positive and false positive rates for a predictor over variation of the prediction confidence required to classify a prediction as positive. An ROC curve graphically provides more information about predictive behaviour than numeric metrics derived from a fixed confidence threshold (Fawcett, 2006) . Our results, in Section 3, show that good performance by a PPI prediction model on data from the same proteome as data used in inferring that model does not imply good performance on other proteomes.
Data
PPI training and test data ultimately derive from the results of direct biological PPI experiments. Fortunately, it is common practice to make these results freely available to the general public. Thus, there are many PPI training data sets available, so computational studies like this one can be performed without requiring new physical experiments. In addition to using published results of individual PPI experiments, researchers can also take advantage of public databases that contain observed and hypothesised PPI from many experiments for popular reference organisms such as yeast and Arabidopsis thaliana (Shoemaker and Panchenko, 2007a) .
Proteomes and databases
In this research, we used published PPI data from three proteomes: the yeast Saccharomyces cerevisiae, the plant Arabidopsis thaliana, and the virus Human herpesvirus 8.
S. cerevisiae is the most common species of brewer's yeast and also has the distinction of being one of the most popular reference organism studied in proteomics. The majority of research presenting new computational prediction methods in proteomics uses S. cerevisiae as a benchmark, often using no other organisms. We used S. cerevisiae protein interaction data obtained from the Comprehensive Yeast Genome Database (CYGD) (Güldener, et al., 2005; Güldener, et al., 2006) . As there are many protein interactions hypothesised for S. cerevisiae, to reduce computation cost we did not use the entire set of protein interactions from CYGD. Instead, we included only those interactions for which evidence came from reliable experiments that were targeted at specific protein pairs, such as affinity chromatography experiments and coimmunoprecipitation, and excluded interactions that were evident only in broad-scale library-based assays.
A. thaliana is a simple flowering plant in the family Brassicaceae, a family that also includes many food crops such as cabbage, broccoli, mustard, and turnip. While A. thaliana has no agricultural function, it has a small genome relative to its complexity, making it easier than food crops to genetically manipulate and study as a model. We used the complete set of A. thaliana protein interactions found in The Arabidopsis Information Resource (TAIR) (Rhee et al., 2003) .
Human herpesvirus 8 (HHV8), more descriptively termed Kaposi's sarcomaassociated herpesvirus, causes cancer in humans with suppressed immune systems. Although HHV8 is not commonly used as a benchmark for computational prediction of PPI, Uetz et al. (2006) present sufficient data for that purpose in the form of a thorough multiple-pass experimental survey of PPI in HHV8-coded proteins. We use it here because its proteome is highly distinct from those of common reference organisms and our purpose is to demonstrate clearly the existence of a strong failure case in cross-organism PPI prediction.
We trained and tested a single-organism model for each of S. cerevisiae, A. thaliana, and HHV8. We used 2/3 of the known interactions for each as a training set to infer a model for that organism, then evaluated each model using a test set of the remaining 1/3 of that organism's known interactions. We also inferred models from the full S. cerevisiae and A. thaliana data sets and evaluated those two models them using the full HHV8 data set.
Negative cases
Because CYGD and TAIR do not explicitly list non-interactions, it was necessary for us to choose a tactic for the construction of negative input cases.
Methods have been presented in which negative cases consist of randomised protein sequences, rather than real pairs of random proteins (Bock and Gough, 2001; Chung et al., 2004) ; this heavily biases the learning method, as it can produce an apparently successful model by learning to predict whether given proteins are naturally occurring, rather than predicting anything about their behaviour. A more common practice when using a PPI database is to assume that every pair with no evidence of interaction is non-interacting. This practice will necessarily produce some false negative cases, but as most proteins interact only with a tiny number of partners relative to the total size of a proteome, it will produce relatively few.
Given additional information about proteins, tactics to produce negative cases with greater certainty can also be used. For instance, if cellular localisations of the training proteins are known, one can form negative cases from pairs of proteins with no interaction evidence that are not colocalised. However, Ben-Hur and Noble (2006) argue that this biases the learner: If the only colocalised pairs seen are interacting pairs, then a model purporting to predict interaction may in fact be only a model to predict co-localisation.
Using every possible negative case in the training data will result in class imbalance, as there are far more non-interacting pairs than interacting pairs. An overwhelmingly large class imbalance hurts the performance of many learning algorithms, so it is common to select a number of negative cases proportional to the positive cases (Al-Shahib et al., 2005; Al-Shahib et al., 2007) . Another reason to limit the number of negative cases is that including the entire set of possible negative cases results in a data set quadratic in the size of the proteome, creating computational difficulty. Training with a number of constructed negative cases equal to the number of observed positive cases is a common approach. The ratio of positive to negative cases in the test data has an inherent effect on certain evaluation metrics, such as precision, but does not affect sensitivity or false positive rate, and therefore does not affect ROC curves.
With these considerations in mind, for each proteome we constructed a number of negative cases equal to the number of positive cases in the data. Each negative case consisted of a randomly selected pair of proteins for which no evidence of interaction was present. In the case of CYGD data, while we did not consider weak experimental evidence on a pair to be sufficient to create a positive case, we did consider such evidence sufficient to exclude a pair from the pool of potential negative cases. Less than 0.01% of the possible protein pairs in CYGD had listed interaction evidence of any strength, so taking this precaution with our 688 negative cases is unlikely to have played a part in our results. Even purely random selection of pairs with no precautions would have been unlikely to include any cases with observed evidence of interaction.
Random forest learning
We used the machine learning method named random forests, which has been shown to produce good results in many fields, including proteomics (Chen and Liu, 2005; Lin et al., 2004; Qi et al., 2006) . This learning method is built on the simpler machine learning method of decision tree learning.
A decision tree is a model for classification that encodes the decision process to be used to assign a class to a case. As the name implies, it is a tree-structured flowchart. Each internal node of the tree consists of a query to apply; the result of this test determines which of the child nodes applies. Using the model to classify a case consists of traversing the tree from the root node downward, repeatedly querying the case to determine the traversal path, and finally outputting a class assignment based on the leaf node (Quinlan, 1986) .
In common usage, each internal node queries a single feature; for numeric features this is typically a binary split, comparing the feature's value in the given case to a threshold value and branching based on the direction of the comparison. Commonly, each leaf node asserts either a single class based on the majority class of training cases reaching the leaf, or the probability of membership in each class based on the proportion of training cases reaching the leaf. More complex nodes are possible, but they are rarely used in the context of random forests.
The single feature selected for the root node of a decision tree has a huge effect on the entire classification process, and the nodes on the second level each affect a large portion of the process. If no single feature is truly so important that it should dominate the entire decision process, then some features will necessarily be overemphasised by a decision tree. This overemphasis on a few features at the expense of others can lead to erroneous predictions when classifying cases. For example, if there is an experimental error that assigns the wrong value to the root feature for a given case, the entire decision process for that case will go down the wrong path and may return an erroneous prediction. This is true even if several other features are synonyms for the root feature and contain the correct value, as the choice of a specific root feature fixes that one feature's value as essential to the decision process and the other similar features as redundant ones.
Ensembles, in which multiple models of differing content are learned and their predictions combined through an averaging or 'voting' process, are used to mitigate effects such as this in which each single model has the potential to commit idiosyncratic errors on some subset of cases. Random forests (Breiman, 2001 ) are one such ensemble method, specifically intended for use with decision trees.
A random forest consists of many decision trees, each learned with an independently selected random subset of the features from the data. Thus, any one feature will only appear in a subset of trees, and while each tree will be strongly affected by the few highest features in it, no particular feature can have a great effect on the entire ensemble of trees. Random forests have been shown to perform well on proteomic data sets (Chen and Liu, 2005; Lin et al., 2004; Qi et al., 2006) .
As a useful side effect, the use of ensemble methods allows for confidence factors to be assigned to predictions even when the individual models in the ensemble produce only discrete class output: the proportion of votes for a class represents the confidence the ensemble model has in a prediction of that class. This is unlikely to be a well-calibrated estimate of class probability, as it does not involve probabilistic reasoning, but it does allow classification predictions to be ranked. Ranking allows the use of evaluation methodologies such as ROC curves and precision-recall curves (for both see Davis and Goadrich, 2006) , where the threshold for positive prediction can be varied to examine the relationship between correct and incorrect positive and negative predictions. Ranking also allows follow-up experiments to be targeted specifically to confirm those predictions that have the highest confidence, directing costly laboratory research where it is most likely to find positive results.
Many other machine learning methods exist, such as neural networks and Bayesian methods. Support Vector Machines (SVMs) are particularly prominent in current literature.
SVMs (Cortes and Vapnik, 1995) are the basis for another method that has frequently shown strong results in proteomic applications (Al-Shahib et al., 2005; Ben-Hur and Noble, 2005; Bock and Gough, 2001; Leslie et al., 2002; Martin et al., 2005) . They were developed earlier than random forests and therefore have received more attention. One attractive aspect of SVM methodology is that they operate on mathematical kernel spaces that can be constructed to efficiently enforce selected mathematical semantics of a domain. For example, in our research we handle the matter of protein-pair symmetry by producing two cases for each pair of proteins such that both orderings of pairing are represented. An SVM can be designed in which pair-order symmetry is an inherent mathematical property of the space in which pairs are compared to each other (Martin et al., 2005) . Such effects are not an automatic outcome of applying SVM methodology; the SVM software must be specifically designed to incorporate domain-specific semantic properties.
A disadvantage of SVM learning is that it produces models that are difficult to analyse (an identical criticism is frequently applied to neural network techniques). In particular, it is difficult for a researcher to determine which combinations of features in the data are providing an SVM with its discriminatory power, and the output from applying an SVM model produces no clear information beyond the prediction itself and its degree of confidence. An SVM prediction is a dot product of large vectors, a mathematical computation with little relationship to the manner in which humans consciously view a problem domain. Two SVMs using the same kernel are identical except for the values of numeric parameters. Nothing in an inferred SVM lends itself to further analysis of the model itself.
Random forest models, on the other hand, directly encode bundles of decisions that are based on specific features. Inferred random forests can be analysed in various ways in order to form meaningful hypotheses about the data beyond the act of classifying cases (Chen and Liu, 2005; Qi et al., 2005) . This makes them particularly appealing in research for which the end goals include a deeper understanding, rather than only the automation of a classification task.
Selecting a learning algorithm, while important, is less important than selecting the data on which that learning algorithm will operate. Qi et al. (2006) tested several learning algorithms for various tasks in PPI prediction. That study showed that the relative performance of those algorithms was largely consistent from task to task, with random forests consistently strong, but that between tasks, the relative value of different feature sets varied considerably. Thus, choosing features has a more complex effect on performance and requires more careful decision-making than choosing a learning algorithm.
Substring counts for proteomics machine learning
Choosing useful features is an essential step in designing a machine learning experiment; for complicated inputs like proteins, it is arguably the essential step. Although machine learning algorithms exist that work on such inputs as ordinal categories, integers, and graphs, the most common types of features used in machine learning are continuous real numbers and unordered discrete categories.
Protein primary structures often are stored as character strings, representing each amino acid residue by a single letter of the alphabet (IUPAC-IUB Commission on Biochemical Nomenclature, 1968). These strings are not themselves usable as inputs by most general-purpose machine learning algorithms, but numeric and categorical properties of them can be easily computed and used as features to represent the proteins to the algorithms.
One often-studied category of features derived from protein primary structure is the presence and number of specific amino acid substrings (Leslie et al., 2002; Martin et al., 2005) . For a small k, every possible substring of length k can be efficiently counted; if the elements of the string are the 20 standard amino acids, then there are then 20 k features. Listing the entire set of length-4 amino acid strings in alphabetical order, we would see AAAA, AAAC, AAAD … AAAY, AACA, AACC … AAYY, ACAA, ACAC … AYYY, CAAA, CAAC … YYYV, YYYW, YYYY. For any given protein, only a relatively small number of these strings would have a non-zero number of occurrences.
These substring counts capture very local structural properties of a protein, without regard for higher-order structures. As molecular binding interactions physically occur at specific local binding sites, capturing protein structure in this way can present information useful in predicting PPI.
Some degree of interchangeability exists between amino acids; substituting an amino acid with a similar one is unlikely to cause a total loss or change of function. Similarity matrices, such as BLOSUM (Henikoff and Henikoff, 1992) , express this interchangeability using numeric weights, resulting in the 'equivalence' of two amino acid strings being a 'fuzzy' numeric variable rather than a Boolean. To efficiently express amino acid interchangeability on a more discrete, string-oriented level, the amino acids may be grouped into equivalence classes, presenting transformed strings in an alphabet of fewer than 20 characters where each character represents any amino acid from a given class. Using as few as two classes, simply grouping the amino acids as hydrophobic or hydrophilic, can produce positive results (Chung et al., 2004) .
Reducing the amino acid alphabet in this manner reduces the number of substring count features from 20 k to some smaller a k , where a is the number of categories in the equivalence-class alphabet. For example, 8000 features are needed to encode all possible length-3 substrings of amino acids in which all 20 are distinct, but if the amino acids are categorised into hydrophobicity vs. hydrophilicity, then only eight features are needed to represent length-3 substrings and length-12 substrings require only 4096 features. In addition to capturing equivalences that would otherwise be lost, this feature reduction saves computation time and can reduce the number of irrelevant features that would otherwise mislead a learning algorithm.
If the intent of using amino acid substring counts is to specifically capture local properties of proteins without regard to higher-order characteristics, then it is logical to scale the counts for protein length, so that two proteins with locally similar arrangements of amino acids, but different total lengths, receive similar values for their substring features. Consider, for instance, two proteins dominated by the same repeating motif, but in which one has many more repeats than the other; we may want these proteins to closely resemble each other in our representation. For example, we would be likely to think of a peptide with sequence DDEKDDEKDDEK as being meaningfully similar to one with sequence DDEKDDEKDDEKDDEKDDEKDDEKDDEKDDEK, even though the absolute substring counts of the two peptides differ by more than twofold when non-zero; scaling by length makes the numbers more directly reflect similarity. Figure 1 presents an example illustrating our entire process of featurising the amino acid sequence using substring counts, showing how the counts are derived and scaled for DDEKDDEKDDEK, when D and E are both categorised as acidic and K as basic. Without scaling, the shorter peptide's substring counts have values of 0, 2, and 3 while the longer peptide would have counts of 0, 7, and 8. Scaled by protein length, the counts become 0, 0.167, and 0.25 vs. 0, 0.219, and 0.25; thus, the scaled numbers are much more similar. 
Our representation of features
We used substring counts of length 1-4 inclusive on an alphabet of seven equivalence classes of amino acids, scaling the counts by dividing by protein length. We chose substrings only up to length 4 because longer substrings would have greatly increased the computational cost for the random forest system we used. We encoded protein pairs by concatenating all the features from the first protein and all the features from the second protein; as the CYGD and TAIR databases contained no specific semantic for ordering of their pairs, we symmetrically constructed two cases for each pair.
Amino acids are characterised chemically by the nature of their side chains. A commonly used classification scheme is as follows: The first and most important distinction is between hydrophobic side chains and polar side chains. Among polar side chains, a further distinction is made between charged and uncharged side chains, and among charged side chains, a distinction is made between acidic and basic side chains. This classification scheme produces four equivalence classes. Additionally, we assigned glycine, proline, and cysteine to individual equivalence classes instead of placing them in the four general ones, as each of these three amino acids has a unique effect on secondary structure. These seven amino acid equivalence classes are listed in Table 1 . 
Results
Prominent features in yeast
As a preliminary examination of the features described in Section 2.5, we examined their statistical information gain, as described by Quinlan (1986) , towards distinguishing interacting and non-interacting pairs of proteins in the S. cerevisiae data set: S. cerevisiae is the most common benchmark organism in proteomics. In addition to the scaled substring count features of Section 2.5, we also evaluated the information gain of features encoding localisation predictions for the proteins. Our protein localisation predictions came from the WoLF PSORT software (Horton et al., 2006) , and we constructed an additional feature for the agreement between the localisation predictions of two proteins in a pair. WoLF PSORT outputs prediction confidences for each of several possible localisations. Our constructed feature is derived by multiplying the confidences of corresponding predictions and summing the result. It is essentially the dot product of two proteins' vectors of localisation prediction confidences, and can be interpreted as a prediction of co-localisation. Some features that we found to have relatively high information gain with respect to interaction prediction are listed in Table 2 . We present them primarily to give concrete examples of these types of features; their information gain in yeast is not an indicator that they would be the most useful features for predicting PPI in other organisms. Each feature except the dot product of localisations appeared twice, once for the first protein of a pair and once for the second. Thus, as we constructed two symmetric cases for each pair, the two copies of each feature had identical information gain. Table 2 Substring frequency and PSORT localisation features with high information gain towards yeast interaction prediction 
Behaviour of learning algorithms
We applied random forests (described in Section 2.3) as implemented in the Orange machine learning software package (Demsar et al., 2004) to the PPI data sets described in Section 2.2, represented as described in Section 2.5. We presented 250 features to Orange's default random forest learner (100 trees), selecting them with a single pass of the ReliefF (Kononenko et al., 1997) feature selection software provided in Orange. We used 1/3 each of the A. thaliana, S. cerevisiae, and HHV8 interaction lists, selected randomly, for testing models learned from the other 2/3 of same. Additionally, we used the full HHV8 data set for testing models learned from the full A. thaliana and S. cerevisiae data sets. We also tried combining the A. thaliana and S. cerevisiae data into one model for predicting HHV8 interactions; the results from this experiment were not substantiallly different and are not presented. Figures 2 and 3 present ROC (receiver-operator characteristic) curves for this experiment, showing classifier performance for varying confidence thresholds. The X-axis shows the rate of false-positive predictions on negative test cases. The Y-axis shows the rate of true-positive predictions on positive test cases. Points towards the upper-left are most desirable. The red diagonal line is the theoretical performance of a classifier equivalent to pure random guessing (Fawcett, 2006) . Figure 2 presents ROC curves for the learned models when they were evaluated using testing cases from the same organisms as used for training, and Figure 3 presents the ROC curves for the models learned from the A. thaliana and S. cerevisiae data sets when they were evaluated by testing on the HHV8 interaction data set.
Observe in the graphs that the ROC curves in Figure 2 are much farther from the diagonal than those in Figure 3 and that those in Figure 3 fall below the diagonal at points. HHV8 training data sets using test cases drawn from the same proteome used for training. The diagonal line denotes the theoretical performance of random guessing: (A) ROC curve for learner trained on 2/3 of the A. thaliana cases, and then tested on the other 1/3 of the A. thaliana cases; B) ROC curve for learner trained on 2/3 of the S. cerevisiae cases, and then tested on the other 1/3 of the S. cerevisiae cases and (C) ROC curve for learner trained on 2/3 of the HHV8 cases, and then tested on the other the 1/3 of the HHV8 cases (see online version for colours)
(C) Figure 3 ROC curves produced by testing models learned from the A. thaliana and S. cerevisiae data sets using the entire HHV8 interaction data set as a test set: (A) ROC curve for learner trained on A. thaliana data, and then tested on HHV8 data and (B) ROC curve for learner trained on S. cerevisiae data, and then tested on HHV8 data (see online version for colours)
Discussion
We used machine learning to infer models for predicting PPI and evaluated those models for same-proteome and cross-proteome prediction. As described in Sections 2 and 3, we encoded pairs of proteins using features based on the frequencies of short substrings of amino acids. We used these encoded pairs as inputs to the random forest learning algorithm, and then we generated ROC curves for the learning results using two different evaluation methods. To evaluate same-proteome prediction on each of three data sets, we inferred a random forest model from 2/3 of the interaction data for each proteome and applied it to the other 1/3 of that data. To evaluate cross-proteome prediction, we inferred random forest models from the interaction data for each of two large proteomes and applied them to the data of a smaller proteome. The ROC curves in Figure 2 clearly indicate that A. thaliana, S. cerevisiae, and HHV8 PPIs can all be predicted computationally with substantial confidence by inferred random forest models using categorised substring frequencies as features. The stair-step nature of the HHV8 curve is due to the small size of the training and test sets; while the curve is not as pronounced as the nearly convex arcs of the others, it is consistently higher than the diagonal representing random guessing.
However, even though an organism's interactome can be predicted using training data from the same organism, using training data from one organism to predict the interactome of another may be unsuccessful: As seen in Figure 3 , the S. cerevisiae and A. thaliana models fail to usefully predict interactions in HHV8; their predictive performance was comparable to random guessing. While the difference in performance from random guessing may be statistically significant, statistically significant improvement over random guessing does not imply practical significance in the sense of useful predictions. The level of performance of the yeast and Arabidopsis models on HHV8 is not high enough to be useful to an experimental biologist.
We have thus shown that, when predicting PPIs on a novel organism (that is, one for which we lack an organism-specific database of interactions to train from), we cannot simply apply a learning method that only has been evaluated using training and testing cases from some other, unrelated reference organism.
An analogy can be drawn between this issue and a common statistical pitfall. If one constructs a model using a particular set of sample data, evaluating the model requires a disjoint set of data. If one tests the model on the same data used to construct it, the result will be a highly optimistic estimate of its capabilities. A disjoint test set is needed in order to correctly evaluate the model's correctness for new cases. This is, however, only an analogy to the situation we describe here: the training and testing sets we speak of are disjoint, and the issue is more subtle.
The situation also may be cast in terms of the common assumption in theoretical statistics that samples are independent and identically distributed. When training from an organism to predict PPI on another, the distribution in the target organism is not identical to that in the training organism, and empirical evaluation must not assume identical distribution.
Our results demonstrate that same-organism testing does not necessarily provide a good estimate of performance on an organism other than the training organism. A similar observation was made by Martin et al. (2005) , who noted anecdotally that the performance of their predictive method was dependent on the similarity between its training organism and the organism to which it was applied. We have found no other references to this phenomenon in other journal or conference papers. Martin et al. made no note of the fact that this topic represents a gap in the literature, and their discussion of cross-organism model generalisation was a brief aside not connected to the central presentation of their PPI prediction results or the thesis of their paper.
A motivating genus
We began this work with a specific task in mind, the use of PPI prediction to determine functions of Chlorella virus-coded proteins. Detailed information about these viruses can be found in Van Etten et al. (2002) ; we will describe them only briefly here, towards explaining our plans for future research.
Chlorella viruses (genus Chlorovirus; family Phycodnaviridae) are large, linear, double-stranded DNA viruses that infect unicellular, eukaryotic green algae. These viruses have been classified as Nucleo-Cytoplasmic Large DNA Viruses (NCLDV), a group that also includes mimivirus, the largest known virus, as well as the poxviruses, iridoviruses, and asfarviruses. NCLDVs are evolutionarily unusual; it has been argued that they can be viewed as a separate domain of life, dating back as far as the split between prokaryotes and eukaryotes (Raoult et al., 2004) .
The genomes of six Chlorella virus isolates have been completely sequenced, while two others are ~80% complete (Fitzgerald et al., 2007a (Fitzgerald et al., , 2007b (Fitzgerald et al., , 2007c . The complete genomic sequences as well as the inferred protein sequences are available at: http://greengene.uml.edu. These genomes range from 288,000 to 370,000 base pairs and contain from 350 to 400 protein-coding genes as well as from 6 to 11 tRNA genes. Roughly 50% of the inferred Chlorella virus-coded proteins match proteins present in public databases, roughly an equal number of prokaryote-like and eukaryote-like proteins, many of which have functions not normally associated with viruses (e.g., DNA methyltransferases and restriction endonucleases). Therefore, the functions of the remaining ~50% of the predicted Chlorella virus-coded proteins currently are listed as 'unknown'.
One method for beginning to establish the function of an 'unknown' protein is to determine with which other protein(s) it interacts. For most viruses, experimentally determining interactions among the virus-coded proteins is relatively straight forward as most viruses have small genomes that code for only a few proteins. However, as a single Chlorella virus genome contains several hundred protein-coding genes, a full PPI screen of each protein against the other proteins would require tens of thousands of experiments. While a screen containing this many experiments is technologically feasible, it is cost prohibitive and such large screens can be noisy, giving many false-positive and false-negative results. If a predictive model of PPIs can be constructed that performs well across organisms that differ greatly from the training set, then it can be applied to Chlorella virus proteomes and used to focus experiments on those proteins most confidently predicted to interact.
Extensions
We will be testing the cross-organism performance of a variety of features and algorithms for predicting PPI in the near future. Our goal is to infer a model with good cross-organism performance, which we will use to predict PPIs in Chlorella viruses, particularly the type isolate PBCV-1. We will be using random forests and support vector machines for learning algorithms.
Some relevant features of protein primary sequences can be found by matching the sequences to protein domain databases. If part of a protein resembles a domain that is conserved in other organisms, the presence of that potential domain homology is potentially useful information. A database of such domains such as the NCBI Conserved Domain Database (Marchler-Bauer et al., 2005) can be queried, yielding a number of features equal to the number of domains in the database. Often, these features are encoded as Boolean values to indicate the presence or absence of a domain match at a given confidence level; it is also possible to represent the confidence level of the match numerically.
Other prediction algorithms can be used to produce features in much the same way that database queries can. One can pass a protein's primary structure to a prediction algorithm for some other feature, such as localisation or function, and use the predicted feature as an input in making another prediction, such as interaction. In Section 3.1, we mention using the WoLF PSORT localisation prediction program in this manner. Even when computational predictions are inaccurate, if they are inaccurate for consistent reasons they may be useful, as some common property of the mispredicted proteins may be causing the mispredictions and itself be biologically relevant.
Also, some physical properties of a protein can be calculated or predicted from its primary structure using simple formulae, such as its mass, isoelectric point, net hydrophobicity, and length. Such low-dimensional values can be useful inputs to a learning algorithm, as they encode biologically meaningful concepts and add little computational complexity.
All the above features can be used given only a sequenced proteome; with a novel organism, the proteome sequence may be all the information available. In studies focusing entirely on popular reference organisms, features encoding other known information are often used. The Gene Ontology Project (Ashburner et al., 2000) , annotating biological process, cellular location, and molecular function, is the most popular source for such information. As these annotations only exist for certain organisms, they are not applicable to the general problem of predicting PPI in novel organisms. On the other hand, if a GO annotation prediction method can be shown to work well on organisms other than its training data, computational predictions of the non-existent GO annotations may be useful features towards other predictions about the proteins, including PPI predictions.
Conclusion
While much research on PPI prediction methods evaluates the learned models only with test cases taken from the same organism used to train them, this research demonstrates that performance on models learned from interactions from other organisms may be much lower. When a researcher's intent is to apply a learned model to predict protein interactions for the same organisms, this is not a major issue. It is, however, an issue when the interactions being predicted are for an organism different from the organism from which the training data were obtained, for instance when an organism under study has had no physical experiments performed on it to obtain a training set of interactions.
We have experimentally demonstrated the performance gap between same-proteome and cross-proteome PPI prediction, showing that for each of three proteomes same-proteome interaction prediction is feasible, yet using the same method for cross-proteome interaction prediction fails. The representational features we applied for this purpose were simple ones, and we hypothesise that there already exist other features that better capture properties of proteins meaningful to their interactions in an organism-independent manner. It is simply impossible to determine, from the evaluation methodology common to published literature (i.e., using cases from the same or similar proteomes to train and evaluate models), which features are relevant to this purpose. A PPI prediction methodology shown to generalise beyond reference organisms would be helpful towards research projects on new proteomes as they become available, and prediction methods should therefore be evaluated with respect to this capability.
