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Abstract
Pattern Recognition is the study of how machines can observe the environment, learn to distinguish
patterns of interest from their background, and make sound and reasonable decisions about the categories
of the patterns. The best pattern recognizers in most instances are humans, yet we do not understand how
humans recognize patterns.
Optical character recognition (OCR) is one of the most traditional topics in the context of Pattern
Recognition that includes as a key issue the automatic recognition of handwritten characters. The subject
has many interesting applications, such as automatic recognition of postal codes, recognition of amounts
in banking checks and automatic processing of application forms. Handwritten numeral classification
is a difficult task because of the wide variety of styles, strokes and orientations of digit samples. One
of the main difficulties lies in the fact that the intra-class variance is high, due to the different forms
associated with the same pattern, because of the particular writing style of each individual. Many models
have been proposed to deal with this problem, but none of them has succeeded in obtaining levels of
response comparable to human ones.
This thesis presents a pattern recognition system that is able to detect ambiguous patterns and ex-
plain its answers using a Bayesian strategy which is the main contribution of this work. The recogniser is
composed of two levels. The first one is formed by a collection of independent classifiers, each one spe-
cialised in a different feature extracted from the input pattern. The second level consists of an analyzing
module in charge of defining and explaining the output of the system. This module is integrated by the
following elements: the table of reliability and two parameters adjustable while running the system.
The system has been applied to the off-line recognition of handwritten digits. Descriptors based
on the CDF 9/7 wavelet transform and Principal Component Analysis are proposed in order to reduce
the size of the input pattern while increasing the quality of its representation. Strategies for selecting
classifiers for the system are also proposed.
The experiments were carried out on the MNIST and CENPARMI handwritten digit databases, which
are generally accepted as standards in most of the literature in the field. Recognition rates obtained are
comparable with results from representative work, reaching 97.40 and 99.32 % for CENPARMI and
MNIST databases respectively.
Keywords: Pattern Recognition, handwritten digit classification, ambiguous pattern, neural networks,
support vector machines, bayesian statistics.
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Reconocimiento de Patrones utilizando Te´cnicas Estadı´sticas y
Conexionistas aplicadas a la Clasificacio´n de Dı´gitos Manuscritos
Resumen
El Reconocimiento de Patrones es el estudio de co´mo las ma´quinas pueden observar el ambiente o en-
torno, aprender a distinguir patrones de intere´s a partir de la experiencia, y tomar decisiones razonables
con respecto a las categorı´as a las que pertenecen dichos patrones. El mejor reconocedor de patrones
conocido hasta ahora es el ser humano, no sabie´ndose a ciencia cierta cua´l es el proceso mediante el
cual los humanos realizamos esta tarea. El Reconocimiento ´Optico de Caracteres (OCR) es uno de los
to´picos ma´s antiguos dentro del Reconocimiento de Patrones y una de las a´reas de investigacio´n ma´s im-
portante y activa, que en la actualidad presenta desafı´os: la precisio´n en el reconocimiento asociada tanto
a caracteres impresos en una imagen degradada o a caracteres manuscritos es au´n insuficiente, existiendo
errores en el reconocimiento. El Reconocimiento de Dı´gitos Manuscritos es un tema destacado dentro
de OCR, por las aplicaciones relacionadas, como el procesamiento automa´tico de cheques bancarios, la
clasificacio´n de correo en base a la lectura de co´digos postales, la lectura automa´tica de formularios y
documentos con escritura manuscrita, dispositivos de lectura para ciegos, reconocimiento de escritura en
computadoras manuales PDA, y porque constituye un problema modelo que incluye desafı´os comunes
con otros to´picos. Por esta razo´n, es tomado como referencia para la aplicacio´n y testeo de nuevas teorı´as
y algoritmos del a´rea de Reconocimiento de Patrones en general.
En este trabajo de tesis de doctorado se propone una nueva estrategia Bayesiana de combinacio´n de
clasificadores que permite detectar ambigu¨edades y resolverlas, lo que constituye la novedad y principal
contribucio´n de la tesis. Se propone, a su vez, un sistema completo de reconocimiento de patrones en dos
niveles, con una arquitectura modular y paralelizable, que utiliza distintas caracterı´sticas extraı´das de los
patrones de entrada segu´n el problema a resolver junto con la estrategia Bayesiana ya mencionada que
decide la respuesta del sistema.
Como elementos componentes del reconocedor, en una primera capa o nivel, se utilizan clasificadores
relativamente sencillos y bien posicionados para el problema a tratar. Los elementos pertenecientes a
la segunda capa se utilizan para estimar cua´n confiable es la respuesta de cada clasificador individual
frente a un patro´n de entrada, permitiendo decidir cua´ndo un patro´n debe ser considerado bien definido
o ambiguo, y en este u´ltimo caso con que´ clases podrı´a confundirse. Adicionalmente, se proponen y
aplican estrategias de seleccio´n de clasificadores en la etapa de construccio´n del reconocedor.
El sistema reconocedor de patrones presentado fue aplicado al problema del reconocimiento de dı´gi-
tos manuscritos off-line, como forma de testear su desempen˜o. En funcio´n de esto, se proponen descrip-
tores basados en caracterı´sticas de multirresolucio´n a trave´s del uso de la Transformada Wavelet CDF
III
9/7 y de Ana´lisis de Componentes Principales, que permiten disminuir considerablemente el taman˜o del
patro´n de entrada y aumentar la calidad de la representacio´n.
La experimentacio´n se realizo´ sobre las bases de datos CENPARMI y MNIST, ampliamente referen-
ciadas para este problema. Se obtuvieron altos porcentajes en el reconocimiento que alcanzaron un 97,40
y 99,32 % para las bases CENPARMI y MNIST respectivamente. Dichos valores son comparables a los
resultados publicados considerados representativos.
Palabras Clave: Reconocimiento de Patrones, clasificacio´n de dı´gitos manuscritos, patrones ambiguos,
redes neuronales, ma´quinas de soporte vectorial, estadı´stica bayesiana.
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Capı´tulo 1
Introduccio´n y Objetivos
El Reconocimiento de Patrones es el estudio de co´mo las ma´quinas pueden observar el ambiente o
entorno, aprender a distinguir patrones de intere´s a partir de la experiencia, y tomar decisiones razonables
con respecto a las categorı´as a las que pertenecen dichos patrones. Aunque las investigaciones en este
campo llevan ma´s de cincuenta an˜os, el disen˜o de un reconocedor de patrones artificial de propo´sito
general permanece como una meta lejana. El mejor reconocedor de patrones conocido hasta ahora es el
ser humano, no sabie´ndose a ciencia cierta cua´l es el proceso mediante el cual los humanos reconocemos
patrones. Podrı´amos decir que un patro´n es una entidad a la que se le puede dar un nombre [1] [2], como
por ejemplo, una imagen de huella digital, una palabra manuscrita, un rostro, una sen˜al representando
voz hablada, entre otros muchı´simos ejemplos posibles. Dado un patro´n, la tarea de su reconocimiento o
clasificacio´n puede ser resuelta, en principio, de dos maneras: de forma supervisada, en la cual el patro´n
sera´ identificado como miembro de una clase predefinida, o de forma no supervisada, en la cual el patro´n
sera´ asignado a una clase desconocida previamente y aprendida en base a la similitud entre patrones.
El a´rea de Reconocimiento de Patrones representa un desafı´o en sı´ misma dentro de la Inteligencia
Artificial. Ma´s alla´ de esto, el intere´s por la misma se ha visto incrementado sobre todo por la de-
manda de aplicaciones computacionales relacionadas con diversas a´reas como por ejemplo, Minerı´a de
Datos (DataMining), clasificacio´n de documentos, prono´sticos financieros, organizacio´n y recuperacio´n
en bases de datos multimedia, Biometrı´a (identificacio´n de personas), herramientas para la toma de de-
cisiones, por ejemplo, para diagno´sticos me´dicos, entre muchas otras.
El Reconocimiento ´Optico de Caracteres (OCR) es uno de los to´picos ma´s antiguos dentro del Re-
conocimiento de Patrones. En sus comienzos, la problema´tica OCR parecı´a de fa´cil tratamiento y res-
olucio´n. Sin embargo, el problema del reconocimiento de caracteres, aunque ha sido estudiado durante
varios an˜os obteniendose una alta precisio´n en las respuestas, esta´ lejos de considerarse resuelto: la pre-
cisio´n en el reconocimiento asociada tanto a caracteres impresos en una imagen degradada o a caracteres
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manuscritos, es au´n insuficiente. Los me´todos existentes basados en aprendizaje no funcionan bien so-
bre grandes conjuntos de datos categorizados, o sobre conjuntos que crecen, es decir, van incorporando
nuevas muestras; los errores en el reconocimiento au´n existen, por mencionar algunos de los proble-
mas persistentes. En particular, en los u´ltimos an˜os se han publicado diferentes algoritmos orientados
a la clasificacio´n y extraccio´n de caracterı´sticas para aplicaciones OCR, te´cnicas que luego fueron am-
pliamente utilizadas debido a su buen rendimiento. Se podrı´a afirmar que OCR es una de las a´reas de
investigacio´n ma´s importante y activa en el a´mbito del Reconocimiento de Patrones.
El reconocimiento de caracteres puede dividirse en dos grandes a´reas: escritura en lı´nea u on-line
y escritura fuera de lı´nea u off-line. Los reconocedores on-line reciben datos a reconocer a medida que
los usuarios escriben. En general, tienen que procesar y reconocer la escritura manuscrita en tiempo real
o casi en tiempo real. Los reconocedores off-line actu´an una vez que los datos han sido recolectados y
donde, por ejemplo, las imagenes de la escritura manuscrita se ingresan al sistema como mapas de bits.
En estos sistemas la velocidad de procesamiento no depende de la velocidad de escritura del usuario, sino
de las mismas especificaciones del sistema. Los reconocedores on-line esta´n ampliamente difundidos en
computadoras manuales, tambie´n denominadas PDA, donde no hay lugar para un teclado, y en cierta
manera son ma´s fa´ciles de construir que los off-line, ya que en la escritura en tiempo real se cuenta con
informacio´n importante como el orden de los trazos.
Los reconocedores de escritura manuscrita off-line juegan un rol importante a partir del hecho de
la existencia de grandes cantidades de papel escrito a procesar en nuestra sociedad. Un ejemplo tı´pico
de aplicacio´n es el reconocimiento de co´digos postales; inclusive bases de datos ampliamente utilizadas
para testear sistemas de reconocimiento en el a´mbito cientı´fico han surgido a partir de esta problema´tica,
que se extiende al reconocimiento de direcciones postales manuscritas.
El Reconocimiento de Dı´gitos Manuscritos es un to´pico destacado dentro del Reconocimiento de
Caracteres, que ha recibido desde sus comienzos una importante atencio´n. Con la aparicio´n de las nuevas
tecnologı´as en el campo de las Ciencias de la Computacio´n, y con la explosio´n de las aplicaciones rela-
cionadas con la manipulacio´n de datos vı´a Internet, la conversio´n automa´tica de informacio´n escrita
y hablada a formularios que puedan ser leı´dos por una computadora se ha convertido en una tarea de
importancia creciente. Por esta razo´n, las aplicaciones relacionadas con el reconocimiento de nu´meros
manuscritos, como el procesamiento automa´tico de cheques bancarios, la clasificacio´n de correo en base
a la lectura de co´digos postales, la lectura automa´tica de formularios y documentos en general con es-
critura manuscrita, dispositivos de lectura para ciegos, reconocimiento de escritura en computadoras
manuales PDA, han mantenido a este tema en el centro de las investigaciones.
3Adema´s de esto, el Reconocimiento de Dı´gitos Manuscritos constituye un problema modelo que
incluye desafı´os comunes con otros to´picos del a´rea de Reconocimiento de Patrones. Por esta razo´n,
es tomado como referencia para la aplicacio´n y testeo de nuevas teorı´as y algoritmos del a´rea de Re-
conocimiento de Patrones en general.
La clasificacio´n de nu´meros manuscritos es una tarea difı´cil debido a la gran variedad de estilos de
escritura, trazos y orientaciones de los dı´gitos.
Pensemos que muchas veces ni au´n la misma persona que ha escrito un texto entiende su propia
escritura. Una de las principales dificultades en el reconocimiento radica en que la varianza intraclase
es grande debido a las diferentes formas asociadas a un mismo patro´n generadas por el estilo particular
de escritura de cada individuo. Esto da lugar a la aparicio´n de patrones que fa´cilmente pueden ser con-
fundidos con muestras de una clase distinta a la que realmente pertenecen. A pesar de que numerosas
investigaciones y modelos se presentan continuamente para este problema, ninguno logra obtener un
nivel de respuesta similar al humano.
El objetivo general de este trabajo de tesis de doctorado es presentar un sistema reconocedor de
patrones de alto rendimiento que permite detectar patrones ambiguos y en cierta manera ”explicar” las
respuestas dadas, valie´ndose de la informacio´n manejada por el sistema durante las distintas etapas que
lleva la clasificacio´n. La arquitectura del sistema es modular y paralelizable, y utiliza distintas carac-
terı´sticas extraı´das de los patrones de entrada segu´n el problema a resolver junto con una estrategia
Bayesiana para decidir la respuesta del sistema.
La idea subyacente del modelo consiste en utilizar elementos componentes del sistema relativamente
sencillos y bien posicionados para el problema a tratar, residiendo el fuerte de la propuesta en el disen˜o
del reconocedor y en la estrategia de definicio´n de respuestas. Esto posibilito´ obtener un sistema con
caracterı´sticas que lo distinguen de los clasificadores reportados en la literatura. El sistema reconocedor
de patrones propuesto fue aplicado al problema de reconocimiento de dı´gitos manuscritos off-line, como
forma de testear su desempen˜o.
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Como objetivos secundarios que ayudaron a la concrecio´n del objetivo general, mencionamos:
(i) Estudio de la problema´tica del Reconocimiento de Patrones y en particular del Reconocimiento de
Dı´gitos Manuscritos, orientado a presentar un modelo que realice un aporte frente a las te´cnicas actuales.
(ii) Estudio del estado del arte en cuanto a descriptores utilizados para este problema especı´fico, en
la etapa de preprocesamiento.
(iii) Definicio´n de descriptores adecuados para la clasificacio´n, teniendo en cuenta la importancia de
lograr un compromiso entre la capacidad de representar caracterı´sticas que permitan discernir entre los
elementos de las distintas clases y la dimensio´n del descriptor. Propuesta de nuevos descriptores para el
reconocimiento de dı´gitos manuscritos que permita mejorar los resultados de la clasificacio´n.
(iv) Estudio de la problema´tica de la clasificacio´n y propuesta de una estrategia eficiente. El
tratamiento de patrones ambiguos y la explicacio´n de las respuestas fue uno de los temas donde se puso
e´nfasis, por su originalidad y las mu´ltiples ventajas que presenta, mejorando la calidad de la respuesta.
(v) Implementacio´n del modelo propuesto y comparacio´n con trabajos publicados. Hemos utilizado
herramientas de software de acceso libre ampliamente difundidas, ası´ como tambie´n programas desar-
rollados especialmente. Asimismo, utilizamos las bases de datos de dı´gitos manuscritos CENPARMI
[3] y MNIST [4] [5], las cuales constituyen un esta´ndar dentro de esta tema´tica para testear distintos
sistemas de clasificacio´n.
En cuanto a la organizacio´n de este trabajo de tesis, la idea es presentar en primer lugar una visio´n
general del modelo, para luego ir desarrollando en detalle cada componente del mismo junto con sus fun-
damentos, y, finalmente, describir el modelo completo, presentar los resultados obtenidos compara´ndolos
con resultados de la literatura, y exponer las conclusiones del presente desarrollo.
De esta manera, en el Capı´tulo 2 se trata el tema del estado del arte en cuanto al Reconocimiento
de Patrones orientado al Reconocimiento de Caracteres y, en particular, al Reconocimiento de Dı´gitos
Manuscritos. Adema´s, se describe la estructura cla´sica de un sistema reconocedor de patrones ası´ como
tambie´n el disen˜o del reconocedor propuesto.
El Capı´tulo 3 presenta me´todos de clasificacio´n basados en te´cnicas de aprendizaje ampliamente
difundidos en la tarea de Reconocimiento de Patrones, debido a sus beneficios en cuanto a rendimiento en
la clasificacio´n. En particular, se tratan te´cnicas basadas en Redes Neuronales Artificiales y en modelos
estadı´sticos. Asimismo se presenta la experimentacio´n asociada con cada uno de los modelos estudiados
aplicados al reconocimiento de dı´gitos manuscritos.
En los Capı´tulos 4 y 5 se presentan me´todos de extraccio´n de caracterı´sticas representativos y bi-
en posicionados para el reconocimiento de dı´gitos manuscritos, y se proponen nuevos descriptores con
5alto rendimiento para el problema en cuestio´n. Los me´todos tratados se basan en la extraccio´n de car-
acterı´sticas direccionales, en la jerarquizacio´n de la resolucio´n con que se representa la entrada, y en el
ana´lisis multirresolucio´n. Los descriptores propuestos surgen de la aplicacio´n de las distintas te´cnicas y
su combinacio´n. Se presenta, a su vez, la experimentacio´n asociada.
El Capı´tulo 6 describe la estrategia alternativa de disen˜o que consiste en combinar mu´ltiples clasi-
ficadores individuales para conformar un reconocedor de patrones. Se presentan las estrategias cla´sicas
de combinacio´n ası´ como tambie´n la estrategia Bayesiana EBA propuesta en este trabajo, junto con la
experimentacio´n asociada al problema del reconocimiento de dı´gitos manuscritos.
En el Capı´tulo 7 se presenta la experimentacio´n asociada al sistema completo, incluyendo la prop-
uesta de estrategias de seleccio´n de clasificadores. Se seleccionan los sistemas finales y se comparan los
resultados con los de la literatura.
Finalmente, el Capı´tulo 8 expone las conclusiones de todo el trabajo y los desafı´os a futuro.
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Capı´tulo 2
Reconocimiento de Patrones
El objetivo de este capı´tulo es presentar el estado del arte en cuanto a Reconocimiento de Patrones
orientado al Reconocimiento de Caracteres y, en particular, al Reconocimiento de Dı´gitos Manuscritos,
describiendo a su vez las problema´ticas existentes y distintos enfoques estudiados. Adema´s se describe la
estructura cla´sica de un sistema reconocedor de patrones analizando diferentes aspectos y problema´ticas
sin resolver. En base a todo lo expuesto se presenta el disen˜o general del sistema reconocedor propuesto.
2.1. Estado del Arte
La disponibilidad de te´cnicas de aprendizaje ha sido un factor fundamental para el desarrollo y e´xito
de ciertas aplicaciones de Reconocimientos de Patrones tales como el reconocimiento del discurso y el
reconocimiento de la escritura manuscrita [6].
Los me´todos utilizados en los comienzos de las investigaciones en OCR fueron Template Match-
ing y Ana´lisis Estructural, tambie´n conocido como Feature Matching. Los templates o prototipos eran
disen˜ados artificialmente y tambie´n seleccionados o promediados de las pocas muestras de datos. A me-
dida que el nu´mero de muestras se incrementaba, estos me´todos se volvı´an insuficientes para representar
la variabilidad de las formas de las muestras, y por lo tanto no permitı´an construir un clasificador de alta
precisio´n. Para poder aprovechar las ventajas de usar grandes conjuntos de datos, la comunidad cientı´fi-
ca dedicada al Reconocimiento de Caracteres oriento´ sus investigaciones a los me´todos de clasificacio´n
basados en aprendizaje, especialmente las Redes Neuronales Artificiales (RNA) a finales de los 80 y
durante la de´cada de 1990. Debido a la estrecha relacio´n entre las RNA y los me´todos estadı´sticos de
reconocimiento de patrones, estos u´ltimos tambie´n fueron considerados ya que permitı´an mejorar los
resultados. Actualmente, me´todos de aprendizaje ma´s nuevos, en particular las Ma´quinas de Soporte
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Vectorial y en forma ma´s general los me´todos denominados Kernel, ası´ como tambie´n los me´todos basa-
dos en la combinacio´n de mu´ltiples clasificadores, son activamente estudiados y aplicados en el a´rea de
Reconocimiento de Patrones [7].
El aprendizaje mediante un conjunto de ejemplos es una caracterı´stica deseable en la mayorı´a de los
sistemas del a´rea. Los cuatro enfoques ma´s importantes para el Reconocimiento de Patrones son: Tem-
plate Matching, Clasificacio´n Estadı´stica, Correspondencia Sinta´ctica o Estructural y Redes Neuronales
Artificiales [2] [8]. Estos enfoques no son necesariamente independientes y muchas veces, el mismo
me´todo puede ser visto con diferentes interpretaciones desde distintos enfoques. Enmarcados en estos
cuatro modelos, se han presentado numerosas te´cnicas para el problema del reconocimiento de caracteres
off-line.
El enfoque denominado Template Matching es uno de los ma´s sencillos y esta´ orientado a determinar
el grado de similitud entre dos entidades del mismo tipo, que pueden ser puntos, curvas u otras formas.
Para esto se debe disponer de un prototipo asociado con el patro´n a reconocer (en general de dos di-
mensiones) y que se aprende a partir de los datos de entrenamiento. Las te´cnicas de Template Matching
pueden agruparse en tres categorı´as: Correspondencia Directa, Prototipos Deformables y Corresponden-
cia Ela´stica, y Correspondencia Relajada [9].
En el enfoque Estadı´stico, cada patro´n esta´ representado en te´rminos de d caracterı´sticas o medi-
ciones, constituyendo un punto en el espacio de d dimensiones. El objetivo es seleccionar aquellas carac-
terı´sticas que permitan que los patrones que pertenezcan a distintas categorı´as ocupen regiones compactas
y disjuntas en el espacio de caracterı´sticas d-dimensional, de forma tal de poder separar los elementos
de cada clase adecuadamente. Para esto, y en base a un conjunto de patrones de entrenamiento, se es-
tablecen lı´mites de decisio´n en este espacio de caracterı´sticas, por ejemplo, en base a las distribuciones
de probabilidad de los patrones de cada clase [2]. Varias de las te´cnicas ma´s utilizadas para el problema
de la escritura manuscrita pertenecen a este grupo, como por ejemplo, el vecino ma´s cercano (k-Nearest-
Neighbor) [10], el clasificador Bayesiano [11], el clasificador discriminante polinomial [12], Modelos
Markovianos Ocultos (Hidden Markov Model - HMM) [13] [14], Ma´quinas de Soporte Vectorial (Sup-
port Vector Machines) [15] [16], entre otras [8].
En las te´cnicas correspondientes al Reconocimiento de Patrones Sinta´ctico, se establece una analogı´a
formal entre la estructura de los patrones y la sintaxis del lenguaje. Los patrones se consideran como
estructuras u oraciones del lenguaje, mientras que las primitivas o subpatrones elementales constituyen el
alfabeto, de forma tal que estas estructuras u oraciones son generadas de acuerdo a una grama´tica. Ası´, un
conjunto de patrones complejos se puede describir utilizando un pequen˜o nu´mero de primitivas y reglas
gramaticales. La grama´tica asociada a cada clase se infiere del conjunto de patrones de entrenamiento.
El enfoque sinta´ctico presenta algunas dificultades como, por ejemplo, la necesidad de utilizar grandes
conjuntos de datos y estar asociado a altos costos computacionales [17] [18].
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Por otro lado, las Redes Neuronales Artificiales tienen la caracterı´stica de poder aprender correspon-
dencias no-lineales complejas entre valores de entrada y salida, entrenarse de forma automa´tica mediante
ejemplos y poder aprender a partir de grandes bases de datos, presentando un muy buen rendimiento
frente a datos con ruido. Las RNA han sido ampliamente utilizadas en el Reconocimiento de Patrones y
en particular para el problema de Dı´gitos Manuscritos obtenie´ndose un alto rendimiento. El Perceptro´n
Multicapa [19] [20] entrenado con el algoritmo de Backpropagation [4] es uno de los modelos cla´sicos de
RNA ma´s estudiados y utilizados [21]. Otras arquitecturas exitosas son las Redes Convolucionales [22],
Mapas Auto-organizados de Kohonen o SOM [23], Radial Basis Functions [24], Time Delay Neural
Networks [25], entre otros [8].
Todos los enfoques mencionados tienen sus ventajas e inconvenientes. Con el objeto de mejorar
los resultados en el reconocimiento aprovechando los beneficios de cada te´cnica, se han desarrollado
distintas estrategias de combinacio´n de clasificadores demostra´ndose experimentalmente que algunas
de ellas realmente mejoran el rendimiento del mejor clasificador individual [26] [27] [8]. El uso de un
mo´dulo verificador que refina la eleccio´n de la clase de salida entre los mejores candidatos, es otra de las
estrategias orientadas a incrementar el porcentaje de patrones correctamente clasificados [13] [28].
El Reconocimiento de Dı´gitos Manuscritos se enmarca dentro de OCR, y como ya hemos menciona-
do, es un campo de investigacio´n en continuo desarrollo, debido no so´lo a las aplicaciones potenciales
sino tambie´n a que las soluciones encontradas pueden aplicarse a otros problemas de Reconocimiento de
Patrones.
Ba´sicamente las investigaciones en este campo se orientan a los siguientes aspectos: me´todos de
extraccio´n de caracterı´sticas, me´todos de clasificacio´n, y sistemas reconocedores basados en diferentes
estrategias como, por ejemplo, orientadas a la combinacio´n de clasificadores o a la utilizacio´n de mo´dulos
verificadores [8].
La investigacio´n en me´todos de extraccio´n de caracterı´sticas ha ganado una importante atencio´n de-
bido a que el hecho de contar con un conjunto de caracterı´sticas que permita discriminar entre patrones
de distintas clases, tiene fuerte impacto en el resultado final de la clasificacio´n. En general, los me´todos
de extraccio´n de caracterı´sticas para el problema del reconocimiento de dı´gitos manuscritos pueden agru-
parse segu´n traten caracterı´sticas estadı´sticas o estructurales. Las primeras se derivan de la distribucio´n
estadı´stica de los puntos de la imagen, como momentos e histogramas. Las caracterı´sticas estructurales
se basan en propiedades geome´tricas y topolo´gicas del cara´cter, como trazos y sus direcciones, intersec-
ciones de segmentos y ciclos.
Mencionaremos trabajos que utilizan extractores de caracterı´sticas que consideramos representativos
y que constituyen una referencia u´til y necesaria para este trabajo de tesis.
Los detectores de bordes de Kirsch [29] han sido utilizados con e´xito como extractores de carac-
terı´sticas direccionales para caracteres manuscritos en numerosos trabajos [30] [31] [32] [33] [34], ya
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que permiten la deteccio´n localizada de segmentos de lı´nea, descripcio´n apropiada para el problema. Este
extractor de caracterı´sticas es considerado uno de los me´todos esta´ndar referenciado en la literatura para
este problema. Por otro lado, existen numerosas aplicaciones de la Transformada Wavelet [35] [36] como
extractor de caracterı´sticas aprovechando el hecho de que los detalles de la imagen en diferentes niveles
de resolucio´n caracterizan diferentes estructuras fı´sicas del cara´cter [25]. En el artı´culo [37] se presenta
un conjunto de descriptores de formas apropiados para representar caracteres manuscritos, basado en la
utilizacio´n de la transformada wavelet discreta 1D aplicada sobre el contorno del caracter normalizado.
La clasificacio´n se lleva a cabo utilizando un conjunto de reconocedores implementados con MLPs.
En [38] se utiliza la familia biortogonal de wavelets Cohen-Daubechies-Feauveau (CDF) como ex-
tractores de caracterı´sticas para representar las variaciones locales en nu´meros manuscritos. La exper-
imentacio´n se llevo´ a cabo sobre la base CENPARMI con las bases CDF 2/2, CDF 2/4, CDF 3/3 y
CDF 3/7 en su versio´n bidimensional, obteniendo descriptores con las cuatro subbandas normalizadas
del primer nivel de resolucio´n de las transformadas, mientras que la clasificacio´n se resolvio´ utilizando
la red neuronal multicapa con agrupamiento (Multilayer Cluster Neural Network), con un aprendizaje
basado en Backpropagation.
En [39] se aplica una transformada multiwavelet 1D sin decimacio´n sobre el contorno de los dı´gitos
para construir el descriptor y clasifica utilizando un MLP.
En [40] se aplican te´cnicas de multirresolucio´n a trave´s de la utilizacio´n de la transformada wavelet
discreta 2D sobre los dı´gitos hasta tres niveles de resolucio´n, y se clasifica combinando mu´ltiples MLP
entrenados con la te´cnica de seleccio´n dina´mica de muestras.
En [41] se utiliza caracterı´sticas derivadas de la aplicacio´n de la transformada de Gabor y de las
wavelets Haar, Daubechies4, CDF 5/3 y CDF 9/7 para la descripcio´n de texturas. La clasificacio´n fue
resuelta con SVM y SOM, compara´ndose los resultados obtenidos.
En [42] se utiliza la Transformada Wavelet Continua Mexican Hat discretizada para extraer una
versio´n ma´s pequen˜a de cada dı´gito y el Gradiente Wavelet para conformar un vector complementario
con caracterı´sticas de orientacio´n, gradiente y curvatura a diferentes escalas.
Por otro lado, numerosos trabajos han explorado la conveniencia de un cambio de base en la repre-
sentacio´n mediante la aplicacio´n de Ana´lisis de Componentes Principales (PCA) [32] [33] lo que permite,
sin pe´rdida de informacio´n, jerarquizar la resolucio´n con que se representa la entrada (en te´rminos de la
varianza de las proyecciones sobre las componentes) sin descomponer la sen˜al en caracterı´sticas estruc-
turales como lo hacen las wavelets. Este me´todo permite reducir la dimensionalidad de los datos y es un
me´todo cla´sico en cuanto al reconocimiento de dı´gitos manuscritos [43]. El me´todo Ana´lisis de Com-
ponentes Independientes (ICA) se considera apropiado para distribuciones no Gaussianas, mientras que
Kernel PCA permite definir te´cnicas de extraccio´n de caracterı´sticas no lineales [2]. Algunas te´cnicas
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combinan redes neuronales y PCA para extraer caracterı´sticas [44].Tambie´n se han presentado trabajos
que con este mismo propo´sito utilizan la Transformada Wavelet junto con PCA e ICA [14].
Un enfoque diferente a la extraccio´n de caracterı´sticas tradicional (donde en una etapa de preproce-
samiento previa a la clasificacio´n se definen las caracterı´sticas relevantes apropiadas para el clasificador),
lo constituye la utilizacio´n de sistemas basados en aprendizaje cuidadosamente disen˜ados que operan
directamente sobre las ima´genes, realizando el ana´lisis de la ima´gen junto con la extraccio´n de carac-
terı´sticas, para luego clasificar todo dentro de un mismo mo´dulo. Un ejemplo muy exitoso en cuanto
a porcentajes de patrones correctamente clasificados para el problema del reconocimiento de dı´gitos
manuscritos, es la red neuronal Convolucional LeNet5 desarrollada por LeCun [4]. Sin embargo, este
tipo de enfoques llevan a obtener sistemas complejos en su disen˜o y dedicados a una tarea especı´fica.
En [45] se presenta un extractor de caracterı´sticas entrenable para el reconocimiento de dı´gitos
manuscritos, basado en la red neuronal convolucional LeNet5. La clasificacio´n es realizada por
SVMs para mejorar el rendimiento de la red convolucional. Adema´s, el conjunto de entrenamiento es
modificado agregando nuevas muestras generadas a partir de las existentes a trave´s de transformaciones
afines y distorsiones ela´sticas. Presenta, adema´s, un ana´lisis de los errores.
La precisio´n de un sistema de reconocimiento depende fuertemente de dos elementos fundamen-
tales: la capacidad de las caracterı´sticas extraı´das de representar patrones de cada clase de forma tal de
poder ser correctamente discriminados, y el poder de generalizacio´n del clasificador utilizado.
La utilizacio´n de Redes Neuronales Artificiales ha permitido obtener muy buenos resultados en re-
conocimiento de caracteres manuscritos. Varios de los trabajos publicados utilizan los me´todos cla´sicos
de reconocimiento, como las redes feedforward multicapa entrenadas con Backpropagation (MLP) [38]
[33] [34] [46] [43]. Esta arquitectura ha sido reconocida como una herramienta poderosa para la clasifi-
cacio´n de patrones, dado su poder discriminativo y su capacidad de aprender y representar conocimiento
implı´cito [37] [47] [39]. Le Cun [4] presenta una revisio´n de varios me´todos aplicados al problema de
OCR y los compara en la tarea del reconocimiento de dı´gitos manuscritos como caso de estudio, exten-
diendo el ana´lisis al reconocimiento de documentos. El artı´culo esta´ orientado a me´todos de clasificacio´n
que utilizan te´cnicas de aprendizaje basadas en gradiente, incluyendo las redes convolucionales y MLP,
aunque la comparacio´n involucra tambie´n otras estrategias de aprendizaje.
Tambie´n es posible obtener resultados competitivos utilizando te´cnicas de aprendizaje no super-
visado como los mapas auto-organizados de Kohonen [48] [23], para el reconocimiento de nu´meros
manuscritos [31] [32] [33] [41] [49], aun combinados con otras te´cnicas [50].
La utilizacio´n de los me´todos denominados Kernel entre los que se incluye las Ma´quinas de Soporte
Vectorial (SVM) [15] han permitido obtener un alto rendimiento en los sistemas para el reconocimiento
de patrones y en particular para el problema de dı´gitos manuscritos [33] [41] [22] [45].
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En [46] se compara el rendimiento de SVM virtuales, que utilizan distintos me´todos para generar
vectores soporte, con otros clasificadores y para bases de datos de dı´gitos manuscritos esta´ndar.
En [16] se utilizan SVMs para reconocer strings de nu´meros manuscritos, y se comparan los resulta-
dos sobre las bases de dı´gitos convencionales y tambie´n con sistemas basados en MLP, con y sin mo´dulo
verificador.
En [34] se propone un clasificador eficiente de tres niveles con estructura de cascada, para el re-
conocimiento de dı´gitos manuscritos, que combina te´cnicas de RNA (MLP) y SVM. Para la extraccio´n
de caracterı´sticas utiliza Ma´scaras de Kirsch.
En [51] se propone un me´todo de clasificacio´n hı´brido basado en prototipos y en SVM, estas u´ltimas
utilizadas para examinar las respuestas dadas por el me´todo basado en prototipos. Este modelo aplicado al
reconocimiento de dı´gitos manuscritos demostro´ reducir considerablemente los tiempos de entrenamien-
to y testeo para grandes conjuntos de datos obteniendo un rendimiento comparable a me´todos que so´lo
utilizan SVM.
En cuanto a la combinacio´n de mu´ltiples clasificadores, diversas propuestas han sido publicadas. En
[26] se presenta un estudio de diferentes me´todos de combinacio´n de clasificadores, y los aplica al re-
conocimiento de nu´meros manuscritos. Experimentalmente muestra que los resultados de la combinacio´n
mejoran significativamente el rendimiento de los clasificadores individuales.
Los trabajos [52] [53] [54] [55] presentan un estudio del comportamiento y rendimiento de la es-
trategia de Voto por Mayorı´a y variantes, aplicado al problema del Reconocimiento de Patrones. La
experimentacio´n es realizada con bases de datos de dı´gitos manuscritos ampliamente difundidas.
En [25] se presenta un caso de estudio sobre la combinacio´n de clasificadores para el reconocimiento
de dı´gitos manuscritos comparando estructuras de combinacio´n paralela y secuencial. Los clasificadores
utilizados se basan principalmente en RBF, MLP y TDNN, mientras que para el preprocesamiento de los
patrones aplica la transformada wavelet Haar 2D y extrae caracterı´sticas estructurales.
Suen [56] examina los principales me´todos de combinacio´n de clasificadores, desarrollados para
diferentes niveles de salidas asociadas a los clasificadores individuales: nivel abstracto, nivel de listas por
ranking y nivel de mediciones. Analiza diferentes resultados y aplicaciones, entre las que se encuentran
el reconocimiento de dı´gitos manuscritos.
En [57] se presenta un estudio de me´todos que generan automa´ticamente clasificadores a partir de uno
base, como Bagging y AdaBoost, y se utilizan distintas estrategias de votacio´n para la combinacio´n de los
clasificadores. Se aplica al problema del reconocimiento de texto manuscrito en cursiva. La clasificacio´n
esta´ basada en HMM.
En [43] se presenta un me´todo de fusio´n de clasificadores basado en prototipos de decisio´n aplicado
al reconocimiento de dı´gitos manuscritos y se lo compara con me´todos de combinacio´n cla´sicos. En el
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proceso de extraccio´n de caracterı´sticas se aplica PCA para reducir dimensionalidad, y se utilizan MLP
como clasificadores individuales.
Creemos importante mencionar que el aprendizaje incremental utilizado para adaptar los clasifi-
cadores utilizados a nuevas clases y a nuevas muestras de datos, no ha sido muy considerado en el
reconocimiento de caracteres. Por otro lado, el entrenamiento de modelos utilizando datos sin rotular
es otro to´pico que ha sido intensamente estudiado en el a´rea de Aprendizaje Automa´tico, denominado
aprendizaje semisupervisado. Estas te´cnicas esta´n orientadas a aplicaciones donde la obtencio´n de mues-
tras sin rotular es fa´cil, y en cambio, el obtener un conjunto de datos rotulados se hace difı´cil y costoso,
como en el caso del reconocimiento de texto [58].
Los siguientes trabajos constituyen una referencia interesante como resumen del estado del arte en
el reconocimiento de patrones, y, en particular, para el reconocimiento de dı´gitos manuscritos.
En [59] y [60] se presenta un estudio de las caracterı´sticas de los me´todos de clasificacio´n que han
sido aplicados con e´xito al problema de OCR y se muestran los problemas que au´n quedan por resolver.
La experimentacio´n es realizada para el problema de dı´gitos manuscritos utilizando bases de datos entre
las ma´s representativas en la literatura.
En [32] y [33] se realiza un estudio comparativo de resultados para el reconocimiento de nu´meros
manuscritos incluyendo las bases MNIST y CENPARMI, y utilizando te´cnicas bien conocidas de extrac-
cio´n de caracterı´sticas y clasificacio´n para el problema en cuestio´n. Como extractores de caracterı´sticas
se utilizan las Ma´scaras de Kirsch y Sobel, entre otros me´todos, y se reduce dimensionalidad usando
PCA. Se utilizan clasificadores basados en MLP, SVM, LVQ y RBF entre otros.
En [2] se presenta un estudio y revisio´n de la problema´tica del Reconocimiento de Patrones con
sus distintos enfoques y me´todos ma´s exitosos y representativos, y en particular se trata el enfoque
estadı´stico.
En [46] se realiza un ana´lisis de errores cometidos por varios clasificadores para el problema de
dı´gitos manuscritos sobre las bases de datos ma´s conocidas en la literatura, lo que incluye a las bases
CENPARMI y MNIST, y utilizando me´todos de clasificacio´n cla´sicos, como SVM y MLP.
En [22] se presenta la comparacio´n y combinacio´n de te´cnicas consideradas cla´sicas y de buen
rendimiento para el problema de reconocimiento de dı´gitos manuscritos para la base MNIST, alcanzando
uno de los porcentajes ma´s altos para esta base de datos. Se presenta adema´s un ana´lisis estadı´stico de
los resultados obtenidos.
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2.2. Disen˜o y Estructura de un Sistema Reconocedor de Pa-
trones
En esta Seccio´n trataremos aspectos a tener en cuenta en el disen˜o de un sistema clasificador de
patrones, presentando el estado del arte sobre el tema.
2.2.1. Estructura cla´sica de un Sistema Reconocedor
El enfoque tradicional para la construccio´n de un sistema reconocedor de patrones consiste en dividir
al sistema en dos mo´dulos principales: un mo´dulo encargado de la extraccio´n de caracterı´sticas y el otro
dedicado a la clasificacio´n, como muestra la Figura 2.1.
Figura 2.1: Modelo de un sistema reconocedor de patrones siguiendo el enfoque tradicional [2].
Se indican las etapas dentro de las fases de entrenamiento y uso del sistema como clasificador.
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El mo´dulo encargado de realizar la extraccio´n de caracterı´sticas transforma los patrones de entrada de
forma tal que puedan ser representados por vectores de baja dimensionalidad. Esta transformacio´n puede
responder a diversas causas, como por ejemplo: obtener ciertas propiedades deseables como invarianza
frente a transformaciones y distorsiones de los patrones de entrada, obtener caracterı´sticas que permitan
discriminar entre los patrones de distintas clases au´n los ma´s difı´ciles, permitir un buen rendimiento del
clasificador. Este mo´dulo extractor de caracterı´sticas posee conocimiento previo acerca del problema,
especı´fico a la tarea a resolver. Es una etapa importante en el disen˜o del sistema reconocedor, de fuerte
impacto en los resultados finales y sobre la que se desarrollan numerosas investigaciones. Muchas veces,
el te´rmino preprocesamiento hace referencia no so´lo a la etapa previa a la extraccio´n de caracterı´sticas,
sino que incluye tambie´n a este proceso.
El mo´dulo dedicado a la clasificacio´n es usualmente entrenable y de propo´sito ma´s general.
Utilizando el reconocimiento de escritura manuscrita como un caso de estudio, algunos autores mues-
tran que la extraccio´n de caracterı´sticas tambie´n puede ser implementada por sistemas basados en apren-
dizaje cuidadosamente disen˜ados, que operan directamente sobre las ima´genes, realizando el ana´lisis
de la ima´gen junto con la extraccio´n de caracterı´sticas, para luego clasificar todo dentro de un mismo
mo´dulo. Un ejemplo muy exitoso en cuanto a porcentajes de patrones correctamente clasificados para
el problema del reconocimiento de dı´gitos manuscritos, es la red neuronal Convolucional LeNet5 de-
sarrollada por LeCun [4]. Sin embargo, este tipo de enfoques llevan a obtener sistemas complejos en
su arquitectura y dedicados a una tarea especı´fica. Por otro lado, los sistemas donde cada tarea se trata
en mo´dulos independientes permiten mayor flexibilidad y una aplicacio´n ma´s general del sistema clasi-
ficador, y es el enfoque ma´s utilizado. El presente trabajo de tesis esta´ orientado a este u´ltimo tipo de
clasificadores con una etapa de preprocesamiento y extraccio´n de caracterı´sticas bien diferenciada de la
etapa de clasificacio´n y definicio´n de la salida del sistema.
Como hemos mencionado en la Seccio´n anterior, el proceso de definicio´n y extraccio´n de caracterı´sti-
cas constituye un a´rea de investigacio´n muy activa dentro del Reconocimiento de Patrones y del Apren-
dizaje Automa´tico. La clasificacio´n de caracteres ha sido mayormente resuelta utilizando un nu´mero
limitado de caracterı´sticas seleccionadas artificialmente, en general, por el disen˜ador del sistema en base
a conocimiento previo del problema a resolver. Si se incrementa la cantidad de caracterı´sticas a con-
siderar, esto puede complicar el disen˜o del clasificador deteriorando su capacidad de generalizacio´n.
Actualmente se esta´n considerando te´cnicas para seleccionar automa´ticamente de un gran conjunto de
caracterı´sticas candidatas, un buen conjunto de caracterı´sticas que permita obtener una mejor clasifi-
cacio´n que el conjunto seleccionado manualmente.
Jain [2] remarca la diferencia entre seleccio´n y extraccio´n de caracterı´sticas, ya que los dos son
aspectos importantes a tener en cuenta. La seleccio´n de caracterı´sticas se refiere a algoritmos que selec-
cionan los subconjuntos considerados mejores del conjunto de caracterı´sticas de entrada. La extraccio´n
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de caracterı´sticas se refiere a me´todos que crean nuevas caracterı´sticas en base a transformaciones o
combinaciones aplicadas sobre el conjunto de datos o caracterı´sticas originales. Notar que, frecuente-
mente, la extraccio´n de caracterı´sticas precede a la seleccio´n de las mismas ya que se seleccionan cua´les
sera´n las caracterı´sticas ma´s convenientes para la clasificacio´n, de las extraı´das. Algunos de los me´todos
ma´s conocidos para la seleccio´n de caracterı´sticas son: Bu´squeda Exhaustiva que evalu´a todos los sub-
conjuntos posibles; Branch and Bound; seleccionar las mejores caracterı´sticas individuales (lo cual no
asegura obtener un subconjunto o´ptimo); Sequential Forward Selection; Sequential Backward Selection.
Los me´todos de seleccio´n envolventes utilizan el error de clasificacio´n de un subconjunto de caracterı´sti-
cas para medir su efectividad. Otros, denominados filtros, realizan la seleccio´n de caracterı´sticas en la
etapa de preprocesamiento [61].
Con respecto a los me´todos de clasificacio´n utilizados en el reconocimiento de caracteres, e´stos
pueden agruparse en me´todos basados en vectores de caracterı´sticas y me´todos estructurales (ver Sec-
cio´n 2.1). Los me´todos basados en vectores de caracterı´sticas prevalecen sobre los segundos, especial-
mente para el reconocimiento de caracteres off-line, debido a su implementacio´n ma´s sencilla y su menor
complejidad computacional. Como me´todos en este grupo podemos mencionar los me´todos estadı´sticos,
redes neuronales, ma´quinas de soporte vectorial y combinacio´n de mu´ltiples clasificadores [7], de los
cuales nos ocuparemos en este trabajo.
El objetivo de mejorar los porcentajes de reconocimiento de los clasificadores individuales, combi-
nando mu´ltiples clasificadores, ha sido perseguido durante mucho tiempo. En [55] se presenta un estudio
de estos me´todos aplicados al reconocimiento de caracteres, mencionando distintas formas de organizar
los clasificadores. Por ejemplo, una combinacio´n paralela u horizontal se adopta frecuentemente para
obtener una precisio´n alta, mientras que una organizacio´n secuencial o en cascada se utiliza principal-
mente para acelerar los tiempos en una clasificacio´n que involucra un gran nu´mero de clases.
De acuerdo al nivel de informacio´n de la salida de los clasificadores, las estrategias de fusio´n para
los me´todos de combinacio´n en paralelo pueden categorizarse en: nivel abstracto, nivel de rangos y nivel
de mediciones, como veremos en el Capı´tulo 6. En [56] se presentan resultados sobre la combinacio´n de
mu´ltiples clasificadores combinados en diferentes niveles.
El rendimiento en la clasificacio´n no so´lo depende de la estrategia de combinacio´n, sino que tam-
bie´n depende de la complementariedad o diversidad de los clasificadores seleccionados. Esta comple-
mentariedad puede obtenerse, por ejemplo, variando las muestras de entrenamiento, las caracterı´sticas
extraı´das, la estructura de los clasificadores, los me´todos de aprendizaje, entre otras opciones. En los
u´ltimos an˜os se desarrollaron me´todos para generar mu´ltiples clasificadores a trave´s de la exploracio´n de
la muestras del conjunto de entrenamiento en funcio´n de una caracterı´stica especı´fica, los cuales esta´n
recibiendo una creciente atencio´n, como es el caso de las te´cnicas de Bagging [62] y Boosting [63]. Para
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el problema del reconocimiento de caracteres, la combinacio´n de clasificadores basada en la utilizacio´n
de distintas te´cnicas de preprocesamiento y extraccio´n de caracterı´sticas ha demostrado ser efectiva.
La comparacio´n de clasificadores no es tarea sencilla dado que muchos modelos, en particular las
redes neuronales artificiales, son flexibles en cuestiones de implementacio´n y su rendimiento puede verse
afectado por factores humanos. En el a´rea del reconocimiento de caracteres la comparacio´n de me´todos
de clasificacio´n se hace ma´s difı´cil debido a la existencia de varias etapas como el preprocesamiento
y extraccio´n de caracterı´sticas y luego la clasificacio´n. Para la comparacio´n es recomendable, entonces,
adema´s de utilizar los mismos conjuntos de entrenamiento y testeo, utilizar te´cnicas esta´ndar en las etapas
involucradas en el sistema de clasificacio´n, excepto en el proceso que se quiere comparar.
En la escritura manuscrita sin restricciones y en particular en los dı´gitos manuscritos, podemos en-
contrar grandes variaciones en las formas de representar los datos. Un nu´mero manuscrito puede estar
representado por un trazo tan pobre que apenas se lo puede asociar con su versio´n impresa, o inclusive
con otro nu´mero. Esta es una de las posibles razones de error en la clasificacio´n en los humanos (lo lla-
marı´amos un dı´gito inclasificable). Sin embargo, en el conjunto de datos mal clasificados por un sistema
automa´tico solemos encontrar patrones que para un humano esta´n bien definidos y serı´an perfectamente
clasificables, mientras que otros, en contrario, se muestran ambiguos y/o distorsionados. Es deseable que
el subconjunto de datos clasificables para un ser humano sea correctamente reconocido por un sistema
automa´tico.
Uno de los desafı´os que plantea el reconocimiento de patrones en general, y en particular el re-
conocimiento de dı´gitos manuscritos, es el tratamiento de patrones ambiguos y outliers. Los patrones
ambiguos pertenecen a alguna de las categorı´as o clases definidas para el problema, pero pueden con-
fundirse entre varias clases. Los patrones denominados outliers no pertenecen a ninguna clase de las
definidas (por ejemplo, un patro´n resultado de una mala segmentacio´n de la imagen). Varios de los sis-
temas de clasificacio´n presentados en la literatura proponen la opcio´n de rechazo para patrones que no
esta´n claramente asociados con una clase de las predefinidas, incluyendo muchas veces a los ambiguos
adema´s de los outliers. Algunos trabajos tratan especı´ficamente el tema de los outliers [64] [65] [66].
Suen [46] presenta un estudio basado en el ana´lisis de errores cometidos por mu´ltiples clasificadores
para el problema del reconocimiento de dı´gitos manuscritos. En este estudio se presentan tres categorı´as
posibles de causas de error en la clasificacio´n de los datos:
Categorı´a 1: asociada a ima´genes de dı´gitos que se confunden fa´cilmente con patrones de otras
clases debido a la similitud de sus caracterı´sticas primitivas y estructura. Como es sabido, al-
gunos pares de nu´meros son ma´s fa´ciles de confundir que otros, como por ejemplo ocurre con patrones
de las clases 4 y 9, 0 y 6, 3 y 5. Las ima´genes en esta categorı´a podrı´an pertenecer a alguno de estos pares.
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Categorı´a 2: asociada a ima´genes de dı´gitos que son difı´ciles de identificar au´n para un humano.
Esta dificultad en la identificacio´n puede deberse a ruido en la imagen, deformaciones en el dı´gito o
mala segmentacio´n del cara´cter, entre otras posibles causas. Por ejemplo, la distorsio´n y degradacio´n
de la imagen podrı´a tener origen en el grosor del trazo debido al instrumento de escritura utilizado,
al taman˜o elegido para normalizar las ima´genes, el tipo de escritura no convencional de algunas personas.
Categorı´a 3: asociada a ima´genes de dı´gitos que son fa´cilmente clasificables por humanos sin
ninguna ambigu¨edad. Las ima´genes en esta categorı´a son claras y serı´a esperable que fuesen bien
clasificadas.
Segu´n este estudio, alrededor de un cuarto de los datos mal clasificados pertenecen a la Cate-
gorı´a 1. De alguna manera es esperable que estas ima´genes sean mal clasificadas dado que sus formas
son ambiguas, es decir, tienen estructuras similares a las de otras clases, pero con caracterı´sticas
locales diferentes. Si se analizaran estas caracterı´sticas locales algunos de estos nu´meros podrı´an ser
correctamente clasificados. Sin embargo, debido a la ambigu¨edad de los patrones y siendo algunos au´n
confusos para el ser humano, existe un subconjunto de ima´genes donde es difı´cil de determinar la clase
a la que pertenecen, es decir, es difı´cil decidir si el ro´tulo correcto es el provisto en la base de datos o el
obtenido por el clasificador. De hecho, frente a algunas ima´genes las personas pueden tener diferentes
opiniones acerca de que´ dı´gito esta´n observando.
Con respecto a la Categorı´a 2, el nu´mero de muestras mal clasificadas correspondiente a esta cate-
gorı´a es pequen˜o. En general, distintos autores recomiendan rechazar este tipo de patrones en la clasifi-
cacio´n, debido a que se supone no podrı´an asociarse con ninguna clase [46].
El mayor porcentaje de imagenes mal clasificadas esta´ asociado con la Categorı´a 3, donde los hu-
manos no tendrı´an inconveniente en identificar correctamente a dichos nu´meros. En algunos casos, estos
errores se explican en la falta de muestras suficientes para determinada estructura de nu´mero asociada
a determinada clase. Por ejemplo, sabemos que hay dos formas bien diferentes de escribir un cuatro, si
e´stas no esta´n presentes en el conjunto de entrenamiento sera´ difı´cil que luego el clasificador pueda aso-
ciar ambas con la clase del cuatro. Por otro lado, algunas de estas muestas son claras y tienen un formato
esta´ndar de nu´mero, con lo cual son candidatas a ser bien clasificadas.
De acuerdo a este ana´lisis, y en te´rminos generales, en distintos trabajos se han planteado estrategias
para disminuir el error. Una de ellas es la utilizacio´n de un mo´dulo verificador, cuya tarea consiste en
evaluar ma´s precisamente los resultados producidos por el clasificador y de esta forma compensar sus
debilidades. Segu´n Takahashi y Griffin [67] existen tres tipos de verificadores: verificacio´n absoluta
(pertenece el patro´n a la clase del 1?), verificacio´n entre dos clases (es un 3 o un 5?), y verificacio´n en
grupos (es un 0, 6 o´ 9?). Por ejemplo, la verificacio´n entre dos clases servirı´a para atacar los errores
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asociados con la Categorı´a 1, sabiendo de antemano cua´les son las clases que suelen confundirse y
construyendo dichas combinaciones de verificadores.
Otra estrategia posible y efectiva para disminuir el error es la combinacio´n de mu´ltiples clasifi-
cadores, que ya hemos mencionado. Segu´n Suen [46], si se realiza un ana´lisis en cuanto a ventajas,
limitaciones y complementariedad de los clasificadores individuales utilizados y se aplica una regla de
combinacio´n adecuada, podrı´a lograrse una alta tasa de disminucio´n del error.
2.3. Sistema Reconocedor propuesto
En esta Seccio´n presentaremos el disen˜o general del Sistema CLasificador de patrones con tratamien-
to de AMbigu¨edad, SCLAM.
El Sistema Reconocedor propuesto responde a una estructura tradicional, donde se diferencian clara-
mente dos etapas: preprocesamiento y extraccio´n de caracterı´sticas, y la clasificacio´n que incluye la
definicio´n de la salida del sistema.
La etapa de preprocesamiento y extraccio´n de caracterı´sticas comprende el tratamiento previo de
los datos de entrada con te´cnicas de normalizacio´n del taman˜o de la imagen y eventual binarizacio´n si
correspondiera, para luego extraer caracterı´sticas consideradas relevantes para el problema a tratar, en
este caso de aplicacio´n al tratamiento de dı´gitos manuscritos. La eleccio´n de caracterı´sticas la realiza el
experto, disen˜ador del sistema, en base a su conocimiento. Para esta etapa hemos trabajado con carac-
terı´sticas tradicionales y bien posicionadas para el problema, como aquellas que detectan las direcciones
de los trazos de lı´nea, las que jerarquizan la resolucio´n con que se representa la entrada y permiten re-
ducir la dimensionalidad, y aquellas que surgen de un ana´lisis de multirresolucio´n de la imagen. A su vez,
proponemos nuevos descriptores basados en la aplicacio´n de las te´cnicas descriptas y su combinacio´n,
asociados a un alto rendimiento en cuanto a la discriminacio´n entre patrones de distintas clases. El tema
de extraccio´n de caracterı´sticas sera´ desarrollado en los Capı´tulos 4 y 5.
En la etapa de clasificacio´n, el sistema reconocedor comprende dos niveles.
El primer nivel esta´ formado por un conjunto de elementos clasificadores independientes y paralelos,
cada uno dedicado a una caracterı´stica diferente. El segundo nivel consiste en un mo´dulo analizador en-
cargado de definir y, de alguna manera, explicar la salida del sistema. Este mo´dulo utiliza los siguientes
elementos: la tabla de confiabilidad y dos para´metros ajustables durante la etapa de puesta a punto del
reconocedor. Cada elemento clasificador del primer nivel produce una respuesta frente a un patro´n de
entrada dado, como si fuera un juez que decide a que´ clase pertenece el patro´n en base al ana´lisis de la
caracterı´stica a la que esta´ dedicado. La conexio´n entre los dos niveles del sistema se realiza a trave´s
de la nueva representacio´n del patro´n de entrada, formada por el voto de los ”jueces” o clasificadores
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Figura 2.2: Arquitectura del reconocedor propuesto. fi indica la caracterı´stica utilizada, luego
asociada con un clasificador individual; n indica la cantidad total de clasificadores. En el mo´dulo
analizador: Tabla de Confiabilidad (Tabla-C) y para´metros umbral de confiabilidad (Umbral-C)
y distancia mı´nima (Distancia-M).
individuales. La tabla de confiabilidad juega un papel fundamental en la estrategia para definir la sali-
da del sistema. La misma expresa cua´n confiable es cada voto emitido por cada elemento clasificador,
permitiendo realizar un voto calificado.
El sistema es capaz de explicar sus respuestas, indicando a que´ clase se parece ma´s el patro´n de
entrada en funcio´n de cada caracterı´stica analizada. Como parte de la explicacio´n, si un patro´n es con-
siderado ambiguo por el sistema, podremos saber con que´ otras clases podrı´a confundirse, es decir, con
que´ otras clases tiene ma´s caracterı´sticas en comu´n. Adema´s, el disen˜o en su conjunto permite aumentar
la precisio´n en la clasificacio´n como lo muestra la experimentacio´n presentada en el Capı´tulo 7.
La Figura 2.2 muestra la estructura general del sistema reconocedor para ma´s de cuatro clasifi-
cadores, a modo de ejemplo.
A continuacio´n, analizaremos las caracterı´sticas que surgen de este disen˜o. La estructura modular y
paralelizable del primer nivel del reconocedor presenta varias ventajas, entre las que podemos mencionar:
la posibilidad de agregar y/o eliminar elementos clasificadores fa´cilmente, sin tener que reentrenar todo el
sistema y so´lo modificando la tabla de confiabilidad y los para´metros ajustables en el mo´dulo analizador.
A su vez, la tabla de confiablidad permite observar la conveniencia de mantener o no algu´n elemento
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clasificador, segu´n su rendimiento asociado con cada clase. Por ejemplo, si un clasificador es muy bueno
para una clase en particular y para otras no tanto, por la forma en que esta´ definida la estrategia de
combinacio´n en el mo´dulo analizador, podrı´a ser beneficioso incorporar este clasificador. A su vez, el
paralelismo e independencia de los clasificadores permite realizar un aprendizaje en simulta´neo, dismin-
uyendo los tiempos de entrenamiento. El Capı´tulo 7 desarrolla el tema de los clasificadores individuales
utilizados.
Por otro lado, el hecho de contar con varios elementos clasificadores que despue´s se combinan para
obtener una respuesta, permite aumentar en el sistema la tolerancia a errores, es decir, si algunos clasi-
ficadores se equivocan en la respuesta, esto podrı´a no afectar la respuesta final dada la participacio´n de
otros clasificadores ma´s precisos para el patro´n de entrada analizado.
Una de las caracterı´sticas del modelo que nos interesa reamarcar es el tratamiento de patrones am-
biguos.El sistema detecta si un patro´n es ambiguo o no, y en el caso de serlo determina con que´ otra(s)
clase(s) se podrı´a confundir. Adema´s, la estrategia implementada permitirı´a definir criterios para distin-
guir entre patrones ambiguos y outliers: por ejemplo, si todos los clasificadores esta´n en desacuerdo con
la clase a la que pertenece un patro´n, e´ste podrı´a ser tratado como outlier. Otra posibilidad es consider-
ar la opcio´n de rechazo (significando ”es outlier”) como una clase ma´s en cada clasificador individual,
y asociado a un criterio en el mo´dulo analizador para tratar estos casos. Este tema se retomara´ en el
Capı´tulo 7, con ejemplos y ana´lisis de la salida de los sistemas reconocedores.
En general, los sistemas presentados en la literatura rechazan los patrones que no esta´n claramente
asociados a una clase y a los otros los asocian con una clase en particular. Pero los humanos no respon-
demos u´nicamente de esta manera, y ası´ lo reporta [46] en su ana´lisis de errores.
La salida generada por el sistema propuesto en este trabajo intenta acercarse un poco ma´s a las
respuestas que un humano pudiera dar. Es decir, informar cua´ndo un patro´n no es del todo claro, y a
que´ clases podrı´a pertenecer, diciendo ”este patro´n es confuso, podrı´a ser un 3 o un 5”. Adema´s, el
sistema puede explicar co´mo llego´ a la respuesta final en base a todos los elementos que intervienen
en las decisiones tomadas. Por ejemplo, el sistema podrı´a decir que un patro´n determinado pertenece a
cierta clase porque los clasificadores asociados con ciertas caracterı´sticas lo asociaron a dicha clase y
esos clasificadores no suelen equivocarse en casos similares.
La estrategia Bayesiana propuesta se describe en el Capı´tulo 6, mientras que los detalles de imple-
mentacio´n del sistema en su conjunto se presentan en el Capı´tulo 7 junto con los resultados intermedios
y finales.
Para cerrar este Capı´tulo, diremos que la idea general que siguio´ el desarrollo del trabajo fue obtener
un sistema de alto rendimiento con una calidad de respuesta diferente de los clasificadores tradicionales,
basado en te´cnicas relativamente sencillas y bien posicionadas para el problema de aplicacio´n, residiendo
el fuerte de la propuesta en el disen˜o del reconocedor y en la estrategia de definicio´n de respuestas.
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Los resultados intermedios obtenidos nos han permitido tambie´n generar otras propuestas originales
para el problema particular tratado, como la definicio´n de descriptores para el reconocimiento de dı´gitos
manuscritos que han permitido mejorar los resultados de los clasificadores individuales, reduciendo el
costo computacional e impactando positivamente en todo el sistema reconocedor.
Capı´tulo 3
Me´todos de Clasificacio´n
El objetivo de este capı´tulo es presentar me´todos de clasificacio´n basados en te´cnicas de aprendiza-
je, ampliamente difundidos en la tarea de Reconocimiento de Patrones dados sus beneficios en cuanto
a rendimiento en la clasificacio´n. Se tratara´n te´cnicas basadas en Redes Neuronales Artificiales y en
modelos estadı´sticos. Asimismo se presenta la experimentacio´n asociada con cada uno de los modelos
estudiados aplicados al reconocimiento de dı´gitos manuscritos.
3.1. Introduccio´n
Los me´todos de clasificacio´n basados en te´cnicas de aprendizaje, y en especial las Redes Neuronales
Artificiales (RNA), han llamado la atencio´n entre los investigadores del a´rea de Reconocimiento de Pa-
trones, principalmente durante las de´cadas de 1980 y 1990. El motivo fue poder aprovechar las ventajas
de utilizar grandes conjuntos de datos para el entrenamiento de los sistemas para mejorar ası´ la precisio´n
en el reconocimiento. Junto con las RNA, los me´todos estadı´sticos de clasificacio´n tambie´n fueron am-
pliamente considerados en este perı´odo [11]. En la actualidad, en el a´rea de Reconocimiento de Patrones
se esta´ estudiando y aplicando activamente me´todos de aprendizaje como las Ma´quinas de Soporte Vec-
torial entre los me´todos Kernel, y los sistemas que combinan mu´ltiples clasificadores. En cuanto al re-
conocimiento de caracteres, los me´todos basados en aprendizaje permitieron mejorar significativamente
el rendimiento de los sistemas de clasificacio´n. Sin embargo, y aunque ha habido importantes avances,
el problema del reconocimiento de caracteres no ha sido resuelto: la precisio´n de los sistemas actuales
frente a ima´genes distorsionadas o frente a escritura manuscrita es insuficiente y dista de la precisio´n
desarrollada por un humano.
Los me´todos de clasificacio´n para el reconocimiento de caracteres pueden categorizarse en me´to-
dos basados en vectores de caracterı´sticas y me´todos estructurales. Los primeros esta´n ma´s difundidos
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especialmente para el reconocimiento de caracteres off-line, debido a su simple implementacio´n y bajo
costo computacional [7]. En los me´todos estructurales los caracteres son representados como uniones
de estructuras primitivas. Estos me´todos pueden categorizarse en gramaticales y gra´ficos [8]. En este
capı´tulo abordaremos me´todos de clasificacio´n basados en vectores de caracterı´siticas relevantes en el
reconocimiento de caracteres en general y en el reconocimiento de dı´gitos manuscritos en particular.
Los mismos estara´n basados en la utilizacio´n de RNA y SVM. Las te´cnicas para combinar mu´ltiples
clasificadores sera´n tratadas en el Capı´tulo 6.
3.2. Redes Neuronales Artificiales
Las Redes Neuronales Artificiales o Redes Neuronales, constituyen un paradigma computacional
alternativo al tradicional basado en la programacio´n de secuencia de instrucciones. El enfoque conex-
ionista esta´ inspirado en conocimientos provenientes de la Neurociencia pero sus me´todos provienen de
diversas disciplinas como la Fı´sica Estadı´stica, Psicologı´a, Teorı´a del Conocimiento, Teorı´a de Sistemas,
entre otras. Sus aplicaciones potenciales se orientan principalmente al campo de las Ciencias de la Com-
putacio´n y de la Ingenierı´a, entre las que se pueden mencionar: la extraccio´n de caracterı´sticas desde un
conjunto de datos complejos (ej.: ima´genes, discurso); aplicaciones orientadas al reconocimiento o´pti-
co de caracteres (OCR) y procesamiento de ima´genes; implementacio´n directa y paralela de algoritmos
de bu´squeda y correspondencia; problemas que deben manejar datos contradictorios, difusos, proba-
bilı´sticos e incompletos. Cabe destacar que las redes neuronales esta´n particularmente bien situadas con
respecto a las aplicaciones para reconocimiento de patrones [68].
3.2.1. Perceptro´n Multicapa
Las redes neuronales del tipo Perceptro´n Multicapa (MLP) han sido utilizadas en las u´ltimas de´cadas
en los sistemas OCR. Estas redes pueden comportarse como clasificadores y tambie´n como extractores
de caracterı´sticas. La Figura 3.1 muestra un ejemplo de arquitectura, donde cada nodo o neurona en una
capa esta´ totalmente conectado con los nodos de las capas previa y siguiente. Las capas de neuronas que
conforman este tipo de redes son: la capa de unidades de entrada, una o varias capas ocultas, y la capa
de unidades de salida. Durante la etapa de entrenamiento, los pesos asociados al conexionado son modi-
ficados de forma tal que la red neuronal ”aprenda”. Uno de los algoritmos de aprendizaje ma´s utilizado
denominado de Retropropagacio´n hacia atra´s o Backpropagation (BP) [4] [24], utiliza la te´cnica de de-
scenso por gradiente para encontrar el mı´nimo de la funcio´n de costo que mide el error del sistema como
una funcio´n diferenciable de los pesos. El enfoque estoca´stico tiene la ventaja de permitir una amplia
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exploracio´n de la superficie de costo: los patrones de entrenamiento son presentados a la red en orden
aleatorio, modifica´ndose los pesos luego de presentar cada patro´n.
Figura 3.1: Ejemplo de una arquitectura de un perceptro´n multicapa con una capa oculta
Este procedimiento tiende a decrementar la funcio´n de costo en cada iteracio´n (para valores de
para´metros adecuados), hasta que la misma se adapte al gradiente local. Otra de las ventajas del en-
foque estoca´stico es que en diferentes ejecuciones del algoritmo, el resultado es diferente, permitiendo
sortear los mı´nimos locales asociados a un error alto con finalizacio´n del proceso de aprendizaje.
Para cada iteracio´n o tiempo t, se define:
wij sinapsis que conecta a la neurona i de la capa m con la neurona j de la capa m− 1
υi =
∑
j∈J wijyj entrada neta a la neurona i donde J incluye a todas las neuronas de la capa
anterior a la de la neurona i
yi = ϕ(υi) salida de la neurona i, donde ϕ es la funcio´n de activacio´n. Si yi esta´ en la capa de
entrada de la red entonces toma los valores del patro´n ingresado.
ζi salida esperada en la neurona i (cada patro´n esta´ rotulado ya que el algoritmo se enmarca en el
paradigma de Aprendizaje Supervisado)
Oi salida real para la neurona i
E(t) = 12
∑
i∈C(ζi −Oi)2 donde C incluye a todas las neuronas de la capa de salida de la red, es
el error cuadra´tico medio en la iteracio´n t






(ζµi −Oµi )2 (3.1)
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donde C incluye a todas las neuronas de la capa de salida de la red y P incluye a todos los patrones que
conforman el conjunto de entrenamiento. Notar que Oi es de la forma ∑j∈J wijyj luego, es correcto
que E este´ definida en funcio´n del vector de pesos w. La misma es una funcio´n diferenciable y tiene un
minimo absoluto. Para minimizarla se utiliza la te´cnica del descenso por gradiente, la cual consiste en
alterar los pesos en la direccio´n que produce el ma´ximo descenso en la superficie de error. La direccio´n
de cambio se obtiene mediante el gradiente (derivadas parciales de la funcio´n de costo con respecto a los
pesos) ya que el mismo especifica la direccio´n que produce el ma´ximo incremento, por lo que el mayor
descenso es el negativo de esa direccio´n.
Para el enfoque estoca´stico, los pesos se actualizan de acuerdo a la siguiente regla [69]:
wij(t+ 1) = wij(t) + ∆wij(t)
∆wij(t) = −η ∂E(t)∂wij(t) + α∆wij(t− 1)
El para´metro η es el coeficiente de velocidad de aprendizaje, que debe ser elegido en forma adecuada
ya que la convergencia de la red es muy suceptible a su valor. Una velocidad de aprendizaje muy alta
puede producir oscilaciones en la convergencia de la red, mientras que una velocidad muy pequen˜a
puede llevar a una convergencia muy lenta. Un me´todo para incrementar la velocidad de aprendizaje y
evitar el riesgo de inestabilidad (oscilacio´n en la convergencia) es la inclusio´n del para´metro α en la
regla de aprendizaje llamado coeficiente de momentum o inercia el cual hace que el cambio realizado
en los pesos sea en la direccio´n de descenso promedio, acelerando la convergencia. Otra ventaja de
utilizar este coeficiente de momentum es la posibilidad de saltear mı´nimos locales durante el proceso de
entrenamiento ya que el me´todo del descenso por gradiente garantiza alcanzar un mı´nimo de la funcio´n
de error pero no necesariamente el absoluto.
Existen mu´ltiples variantes para el disen˜o y entrenamiento de una red neuronal usando el algoritmo
BP, orientadas a evitar o disminuir el efecto de ciertos problemas inherentes al me´todo en cuestio´n.
Por ejemplo, durante el entrenamiento el para´metro η puede permanecer constante o no, dando origen
a dos clases de backpropagation. La segunda alternativa es una mejora con respecto a la primera y la
idea principal para llevarla a cabo es mantener un valor de η tan alto como sea posible mientras que el
aprendizaje sea estable, es decir, no oscilante. Un ejemplo de co´mo implementar esto es el siguiente: si el
error se va decrementando entonces se aumenta el valor de η en un factor ηinc y se actualizan los pesos,
pero si el error se incrementa entonces el valor de η se decrementa en un factor de ηdec y se descarta
la actualizacio´n de pesos en esa iteracio´n [69]. Este u´ltimo enfoque generalmente se denomina BP con
velocidad de aprendizaje adaptativa.
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Otra cuestio´n delicada es la inicializacio´n de los pesos antes del entrenamiento, ya que una eleccio´n
inadecuada de valores puede causar que el aprendizaje finalice en un mı´nimo local. Algunos autores [30]
proponen el uso de algoritmos gene´ticos para definir la inicializacio´n.
Tambie´n se han propuesto otras arquitecturas de red como alternativa a la esta´ndar, consistente en al
menos una capa oculta y donde cada unidad de una capa se conecta con todas las unidades de la capa
siguiente, con el objeto de mantener la cantidad de pesos acotada y evitar el problema del sobreentre-
namiento. Un ejemplo de arquitectura alternativa entrenada con BP es la red Multilayer Cluster Neural
Network utilizada en varios trabajos [30]. La red Convolucional (Convolutional Neural Network) es otro
ejemplo de arquitectura alternativa que utiliza conexiones locales y pesos compartidos y que ha dado
excelentes resultados en el reconocimiento de caracteres manuscritos y de dı´gitos manuscritos en par-
ticular. Su estructura permite trabajar directamente sobre la imagen, ya que las neuronas ocultas con
conexiones locales actu´an como extractores de caracterı´sticas entrenables. Pero este tipo de redes tienen
una estructura mucho ma´s compleja y dedicada al problema especı´fico a tratar [7] comparadas con las
redes dedicadas u´nicamente a la tarea de clasificar.
Una de las variantes ma´s importantes del algoritmo BP la da el me´todo que establece co´mo modificar
los pesos. El enfoque cla´sico denominado Batch calcula la direccio´n de descenso (el gradiente) luego de
presentar todos los patrones a la red en cada e´poca del entrenamiento, es decir, modifica los pesos luego
de calcular el gradiente exacto. La variante es el enfoque Estoca´stico ya mencionado, donde el gradiente
se aproxima en base a una muestra (o a un pequen˜o nu´mero de muestras) del conjunto de entrenamiento,
para luego modificar los pesos usando este gradiente aproximado.
La versio´n Batch tiene asociada la problema´tica en la cual el encuentro de un mı´nimo local finalice
el aprendizaje con error alto. Por otro lado, permite aplicar otras te´cnicas para encontrar la direccio´n de
descenso, como Gradientes Conjugados o algoritmos como Levenberg-Marquardt o Gauss-Newton. Sin
embargo, estos me´todos no son apropiados para entrenar con grandes conjuntos de datos y sobre arqui-
tecturas con un nu´mero considerable de conexiones [4] principalmente por la velocidad de convergencia.
La versio´n Estoca´stica ha demostrado ser superior en cuanto a velocidad de convergencia y rendimiento
en la clasificacio´n en el tratamiento de grandes conjuntos de datos que presentan redundancia.
De esta manera, la red neuronal Perceptro´n Multicapa entrenada con el algoritmo de Backpropaga-
tion, junto con sus variantes, se ha transformado en una herramienta esta´ndar a la hora de clasificar y com-
parar resultados, debido principalmente a su destacada capacidad de discriminar patrones pertenecientes
a distribuciones complejas [70].
28 Capı´tulo 3. Me´todos de Clasificacio´n
3.2.2. Mapas Autoorganizados de Kohonen (SOM)
Los Mapas Autoorganizados de Kohonen o SOM (Self-Organizing Maps) son redes neuronales no
supervisadas que se caracterizan principalmente por generar mapeos o correspondencias desde un es-
pacio de sen˜ales de alta dimensionalidad a estructuras topolo´gicas de baja dimensionalidad. Estas cor-
respondencias son capaces de preservar las relaciones de vecindario de los datos de entrada y tienen
la caracterı´stica de representar regiones de alta densidad en las sen˜ales de entrada como grandes zonas
de la estructura topolo´gica resultante. Por otro lado, el conjunto de datos de entrada es particionado en
subconjuntos o clusters que agrupan patrones con caracterı´sticas similares. Estas caracterı´sticas son de
utilidad en aplicaciones de diversas a´reas desde el reconocimiento del discurso y compresio´n de datos
hasta el control de un robot.
Desarrollado por Teuvo Kohonen en el an˜o 1982, el SOM esta´ basado en un algoritmo de apren-
dizaje competitivo y no supervisado. Competitivo ya que utiliza una funcio´n de interaccio´n lateral entre
unidades, y no supervisado, ya que tiene la capacidad de descubrir la similitud entre patrones de entrada
(formacio´n de clusters), sin necesidad de que estos patrones este´n rotulados [48].
Un mapa autoorganizado consiste en un conjunto de i unidades o neuronas que habitualmente
conforman una grilla de dos dimensiones, y donde cada unidad esta´ asociada a un vector de pesos
wi = [vi1 , . . . , vim ] ∈ ℜm.
Cada elemento x ∈ ℜm, perteneciente al espacio de entrada de alta dimensionalidad, es presentado
a la red. Es decir, por cada elemento de entrada se calcula la activacio´n de cada neurona para luego
seleccionar la unidad ganadora o BMU (Best Matching Unit), que es el nodo asociado con el vector de
pesos w∗ con menor distancia a la entrada presentada (ver fo´rmula 3.2).
dist(x,w∗) = mini=1...n(dist(x,wi)) (3.2)
El siguiente paso del algoritmo de entrenamiento consiste en disminuir la diferencia entre el vector de
entada y el vector de pesos asociado a la unidad ganadora w∗, modificando e´ste u´ltimo en una fraccio´n de
la distancia indicada por la velocidad de aprendizaje α, para´metro que decrece en el tiempo. Los vectores
de pesos asociados a las unidades vecinas a la ganadora, tambie´n se modifican, segu´n una funcio´n de
vecindario hi,∗ que tambie´n decrece en el tiempo.
La regla de aprendizaje del algoritmo se define como:
wi(t+ 1) := wi(t) + α(t) hi,∗(t) (x(t) − wi(t)) (3.3)
donde t es la iteracio´n actual en el proceso de aprendizaje, α representa la velocidad de aprendizaje, hi,∗
es la funcio´n de vecindario, x el vector de entrada, y wi es el vector de pesos asociado con la neurona i.
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Este algoritmo de entrenamiento permite obtener un ordenamiento topolo´gico de los vectores de
entrada presentados a la red durante el proceso de aprendizaje. De esta forma, datos de entrada similares
se correspondera´n con regiones vecinas en el mapa de salida. Este mapa final preserva la similitud de
los datos en el espacio de caracterı´sticas, agrupando vectores con caracterı´sticas similares en neuronas
vecinas.
La versio´n Batch es una variante del algoritmo SOM propuesta por Teuvo Kohonen en 1990 [23]. En
la misma, la modificacio´n de los pesos del mapa se realiza una vez presentados todos los patrones a la
red, en vez de realizar la adaptacio´n por cada patro´n ingresado como ocurre en la versio´n tradicional. La
versio´n Batch constituye un enfoque determinı´stico que elimina la utilizacio´n del para´metro de velocidad
de aprendizaje. En algunos casos, esta variante mejora la eficiencia del algoritmo, sobre todo en cuanto
a tiempos y complejidad.
Ma´s alla´ de sus propiedades destacables, uno de los inconvenientes del SOM reside en que la bu´sque-
da de la BMU domina el tiempo de co´mputo del algoritmo, hacie´ndolo computacionalmente costoso para
entradas de alta dimensionalidad y para mapas grandes. Varios modelos fueron presentados para sortear
estas dificultades, como las variantes denominadas PicSOM [71] y Tree Structured SOM (TS-SOM) [72]
[73], entre otras [74]. Algunas de ellas se basan en la utilizacio´n de una estructura jera´rquica de SOMs
obteniendose mejoras sobre los tiempos de bu´squeda; sin embargo, la utilizacio´n de un u´nico mapa per-
mite obtener muy buenos rendimientos en cuanto al ordenamiento del mismo sobre todo en los lı´mites
de las distintas regiones. Es por eso que se han desarrollado modelos que proponen un procesamiento
paralelo sobre un u´nico mapa, orientado a la bu´squeda de la unidad ganadora lo cual reduce notablemente
los tiempos de procesamiento sin disminuir la calidad del mapa final [75] [76] [77].
Otro enfoque del SOM aplicado a reconocimiento de patrones lo constituye la variante supervisada
denominada Learning Vector Quantization (LVQ) [78], en la cual el algoritmo aprende los prototipos
para cada clase y esto permite clasificar los datos de entrada. La aplicacio´n del SOM y luego el ajuste
de los lı´mites de las regiones usando LVQ puede resultar beneficioso [24] [79], aunque en la practica
puede ser difı´cil llegar a un buen ajuste y definir los para´metros en forma adecuada, lo que adema´s puede
requerir una inversio´n en tiempo y recursos elevada.
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3.3. Ma´quinas de Soporte Vectorial
3.3.1. Introduccio´n
Las Ma´quinas de Soporte Vectorial o Support Vector Machines (SVM) fueron propuestas por Vapnik
como un sistema de aprendizaje automa´tico basado en la teorı´a de aprendizaje estadı´stico [8]. Este me´to-
do ha captado la atencio´n de los investigadores en las a´reas de Aprendizaje Automa´tico y Reconocimiento
de Patrones debido principalmente a su exitoso rendimiento en diferentes a´reas como el reconocimiento
de rostros, categorizacio´n textual, predicciones, recuperacio´n de ima´genes y reconocimiento de escritura
manuscrita. Una de las caracterı´sticas destacables es su excelente capacidad de generalizacio´n au´n en
espacios de alta dimensionalidad y utilizando conjuntos de entrenamiento pequen˜os [16].
Disen˜adas originalmente como clasificadores binarios, la idea base reside en construir un hiperplano
de separacio´n entre las clases maximizando la distancia (el margen) entre las mismas. Las SVM utilizan
una funcio´n nu´cleo para representar el producto interno entre dos patrones, en un espacio de caracterı´sti-
cas no lineal y expandido (posiblemente de dimensionalidad infinita). Las etapas de entrenamiento y
clasificacio´n se realizan a trave´s de esta funcio´n nu´cleo, sin necesidad de operar en el espacio no lineal.
Para resolver problemas de clasificacio´n con ma´s de dos clases (multiclase), se han planteado es-
trategias para combinar las SVM binarias. Entre las ma´s difundidas podemos mencionar uno-contra-
todos y uno-contra-uno. La estrategia uno-contra-uno ha demostrado funcionar mejor cuando se utilizan
funciones kernel lineales mientras que para kernels no lineales la estrategia uno-contra-todos funciona
eficientemente [7]. En los u´ltimos an˜os se han publicado varios trabajos que utilizan SVM para el re-
conocimiento de caracteres y en especial para el reconocimiento de dı´gitos manuscritos. Los resultados
muestran que las SVM permiten obtener altos porcentajes de reconocimiento en comparacio´n con clasi-
ficadores estadı´sticos o basados en redes neuronales [33], pero por otro lado, el costo computacional y de
almacenamiento que necesita la utilizacio´n de un gran nu´mero de vectores soporte hace que este me´todo
no siempre sea la mejor eleccio´n. Algunos enfoques utilizan un clasificador estadı´stico o neuronal para
seleccionar dos clases candidatas para luego llegar a una decisio´n final a trave´s de una SVM [80].
3.3.2. Hiperplano de separacio´n o´ptimo
La idea original de las Ma´quinas de Soporte Vectorial consiste en usar un hiperplano de separacio´n
lineal para clasificar los patrones de entrenamiento en dos clases. Dados los vectores de entrenamiento
xi, i = 1, ..., l de longitud n, y el vector y definido en 3.4, esta te´cnica busca un plano de separacio´n con
el mayor margen entre las dos clases, dicho margen medido sobre la linea perpendicular al hiperplano.




1 si xi esta´ en la clase 1, o
−1 si xi esta´ en la clase 2
(3.4)
La Figura 3.2 muestra un caso de patrones (a) linealmente separables y (b) no linealmente sepa-
(a) (b)
Figura 3.2: SVM (a) Datos linealmente separables con hiperplano; (b) Datos que no son lineal-
mente separables [81]
rables. En el caso (a) puede observarse un ejemplo de dos clases que pueden separarse por la lı´nea
punteada wTx+ b = 0. La idea es que la distancia de los patrones de entrenamiento de cada una de las
dos clases a la lı´nea de separacio´n sea ma´xima. Es decir, se desea encontrar una linea con para´metros
w y b tal que la distancia wTx + b = ±1 sea maximizada. Como la distancia entre wTx + b = 1








Txi) + b) ≥ 1, i = 1, ..., l. (3.6)
La restriccio´n 3.6 especifica que los datos pertenecientes a la clase 1 deben estar del lado derecho de
wTx+ b = 0 mientras que los datos pertenecientes a la otra clase debera´n estar del lado izquierdo. Notar
que la razo´n de maximizar la distancia entre wTx+ b = 1 y wTx+ b = −1 se basa en la Minimizacio´n
del Riesgo Estructural planteado por Vapnik [81].
La formulacio´n Lagrangiana del problema 3.7 tiene ventajas importantes: permite representar las
restricciones sobre los multiplicadores de Lagrange, y adema´s los datos de entrenamiento so´lo participan
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de operaciones de producto interno entre vectores, lo cual permite generalizar el procedimiento para el









i w + b)− 1] (3.7)
donde αi son los multiplicadores de Lagrange. La solucio´n se encuentra minimizando LP con respecto
a w y b, requiriendo simultaneamente que las derivadas de LP con respecto a todos los αi se anulen,
siendo αi ≥ 0 ∀i.









sujeto a αi ≥ 0, i = 1, . . . , ly∑l
i=1 αiyi = 0
(3.8)






i x) + b) (3.9)
donde los xi se denominan vectores soporte asociados a multiplicadores de Lagrange αi no nulos. Los
vectores soporte son los patrones de entrenamiento ubicados sobre los lı´mites del margen separador [45].
3.3.3. Problema no lineal y datos no separables
Debido a que los problemas de clasificacio´n reales son difı´ciles de resolver con un clasificador lineal,
el modelo fue extendido a superficies de decisio´n no lineales a trave´s de la utilizacio´n de una funcio´n
nu´cleo o kernel no lineal como reemplazo del producto interno realizado por el algoritmo lineal [16].
De esta manera, el hiperplano o´ptimo estara´ en el espacio de caracterı´sticas, el cual surge como una
correspondencia no lineal con el espacio de entrada, y en general tiene una dimensionalidad mucho ma´s
alta que el espacio de entrada, lo que facilitarı´a la separacio´n de los datos en clases. Otra de las ventajas
de este enfoque es que no es necesario operar en el espacio de caracterı´sticas directamente, sino que esto
se realiza a trave´s de la funcio´n kernel. La fo´rmula 3.10 expresa la funcio´n discriminante derivada de la
SVM para un problema de dos clases, para una funcio´n nu´cleo K(x, xi), siendo x un patro´n a clasificar
y xi un patro´n de entrenamiento,




yiαiK(xi, x) + b) (3.10)
donde yi es el ro´tulo del patro´n de entrenamiento xi, y los valores de los para´metro αi y b son deter-
minados maximizando una funcio´n cuadra´tica [45][15]. La Tabla 3.1 muestra las funciones kernel ma´s
utilizadas.
Tabla 3.1: Funciones Kernel ma´s utilizadas para SVM.
Kernel Producto interno asociado
Lineal K(x, y) = (x · y)
Gaussiana K(x, y) = exp(−‖x−y‖2
2σ2
)
Polinomial K(x, y) = (x · y)p
Para abordar el problema de datos no separables se utiliza una estrategia que consiste en permitir
errores durante el entrenamiento y patrones que quedan dentro del margen de separacio´n. Para esto
se introduce un conjunto de variables ξi y un para´metro C que permite regular la cantidad de errores










Tφ(xi)) + b) ≥ 1− ξi, ξi ≥ 0, i = 1, ..., l. (3.12)
Este nuevo planteo deriva en el mismo problema dual presentado en 3.8, pero con la siguiente condicio´n
agregada sobre los multiplicadores de Lagrange:
0 ≤ αi ≤ C, i = 1, ..., l. (3.13)
La definicio´n de un valor para C es una tarea delicada, ya que podrı´a comprometer el rendimiento
del clasificador. Por ejemplo, si los errores se penalizaran con un valor muy alto podrı´a producirse un
sobreentrenamiento de la SVM [16][45]. Otra alternativa para este problema lo constituye la variante
ν − SVM , donde el para´metro C es reemplazado por un para´metro ν ∈ [0, 1] que representa una cota
inferior sobre el nu´mero de vectores soporte y una cota superior sobre el nu´mero de ejemplos que esta´n
del lado incorrecto del hiperplano [83][84].
34 Capı´tulo 3. Me´todos de Clasificacio´n
La Figura 3.3 muestra un caso de datos (a) linealmente separables y (b) no separables. Los vectores
soporte sobre los lı´mites del margen esta´n representados con doble cı´rculo.
(a) (b)
Figura 3.3: SVM - Hiperplanos de separacio´n lineal para el caso (a) separable, (b) no separable.
Los vectores soporte se indican con doble cı´rculo [82].
3.3.4. Clasificacio´n Multiclase
Hemos mencionado que las SVM son clasificadores binarios. Para obtener un clasificador de ma´s de
dos clases (multiclase), las SVM binarias pueden combinarse a trave´s de diferentes estrategias siendo las
ma´s difundidas uno-contra-todos y uno-contra-uno, debido a su buen rendimiento en el problema de la
clasificacio´n de dı´gitos manuscritos. Los clasificadores multiclase basados en SVM son au´n un tema de
investigacio´n en curso [85] [86] [87]. Las propuestas incluyen tambie´n la utilizacio´n de una u´nica SVM
que clasifica q clases, q > 2 , en lugar de q SVM binarias que luego se combinan, resolviendo ası´ un
u´nico problema de optimizacio´n [45].
En el enfoque uno-contra-uno, se construye un clasificador por cada par de clases con el objeto de
separar las clases de a dos. Luego, los clasificadores se disponen conformando una estructura de a´rbol,
donde cada nodo es una SVM. De esta forma cada muestra de entrada se compara con cada uno de los
pares y el ganador sera´ testeado en el nivel superior del a´rbol hasta llegar a la raı´z. En esta estrategia
el nu´mero de clasificadores a entrenar es de q(q−1)2 , con lo cual para el caso de los dı´gitos manuscritos
donde q = 10, deberı´amos entrenar 45 SVM.
La estrategia uno-contra-todos construye un clasificador por cada una de las q clases con el objeto de
separar cada una del resto. Utiliza un experto F para decidir la respuesta final entre todas las respuestas
dadas por las SVM. Sea h = (h1, . . . , hq)T la salida del sistema de q SVMs. El operador arg max
selecciona la clase Q para la entrada x tal que maximice hQ,
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F = argmax(h) (3.14)
Sin embargo, esta estrategia de decisio´n tiene el problema que no todas las SVM producen una salida
en la misma escala. Para solucionar este inconveniente, antes de comparar las respuestas las mismas son
normalizadas. Sea s(h) la salida normalizada de un sistema de q SVMs combinadas con la estrategia
uno-contra-todos, la regla de decisio´n se define como [16],
F = argmax(s(h)) (3.15)
La estrategia uno-contra-uno ha demostrado funcionar mejor cuando se utilizan funciones kernel lineales.
Por otro lado, para kernels no lineales la estrategia uno-contra-todos funciona eficientemente [7].
3.4. Aplicacio´n de los me´todos de clasificacio´n al problema
del reconocimiento de dı´gitos manuscritos
En esta Seccio´n presentamos la aplicacio´n de los me´todos de clasificacio´n desarrollados, sobre las
bases de datos CENPARMI y MNIST descriptas en el Ape´ndice A.
La base CENPARMI esta´ compuesta por ima´genes de dı´gitos binarizadas y de distinto taman˜o, que
fueron ajustadas a 16x16 pı´xeles tanto para el conjunto de entrenamiento de 4000 patrones como para el
conjunto de testeo de 2000 patrones. En cambio, la base MNIST esta´ compuesta por ima´genes en escala
de grises de taman˜o 28x28, y presenta un conjunto de entrenamiento de 60000 patrones y uno de testeo
de 10000. Aunque ambas bases de datos incluyen casos de dı´gitos con distorsiones y ambigu¨edades y
que son difı´ciles de clasificar, la base de datos MNIST tiene en su tratamiento la dificultad de el gran
volumen de datos a procesar, mientras que la base CENPARMI de menor taman˜o y resolucio´n, presenta
un subconjunto de dı´gitos de muy difı´cil clasificacio´n.
La Figura 3.4 presenta ima´genes de ambas bases de datos y compara el taman˜o de las mismas.
Tambie´n existen diferencias en la resolucio´n de las ima´genes, dado que en la base CENPARMI e´stas
esta´n binarizadas y en MNIST no. Teniendo en cuenta que a la hora de clasificar dı´gitos manuscritos
ba´sicamente lo que se hace es reconocer la forma de una lı´nea, pareciera natural considerar ima´genes
con dos tonos, uno para la forma y otro para el fondo, es decir, binarizadas. La binarizacio´n estarı´a
descartando todos aquellos valores que no aportan informacio´n a la hora de definir el patro´n adema´s de
resaltar la forma sobre el fondo, con lo cual se esperarı´a mejorar los resultados. Hemos elegido la media
de cada patro´n como umbral para binarizar la base MNIST. La Figura 3.5 muestra ima´genes en escala de
grises y binarizadas.
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Figura 3.4: Comparacio´n del taman˜o de las ima´genes de las bases (a) CENPARMI y (b) MNIST.
A partir de esto, hemos aplicado los me´todos de clasificacio´n Perceptro´n Multicapa, Mapas de Ko-
honen y Ma´quinas de Soporte Vectorial sobre las bases de datos.
3.4.1. Perceptro´n Multicapa
Para la experimentacio´n se ha utilizado el modelo de Perceptro´n Multicapa entrenado con Back-
propagation, utilizando la te´cnica de descenso por gradiente con momentum y velocidad de aprendizaje
adaptativa. En la definicio´n de la arquitectura de este tipo de redes hemos utilizado una sola capa oculta




(1 + exp(−n)) (3.16)
La Tabla 3.2 presenta los resultados del reconocimiento sobre los conjuntos de testeo de las bases CEN-
PARMI, MNIST, y MNIST binarizada. Tambie´n se indica la arquitectura de red en cuanto a cantidad de
neuronas en la capa de entrada (corresponde a la dimensio´n del patro´n), en la capa oculta y en la capa de
salida (diez neuronas correspondientes a la cantidad de clases definida). Por ejemplo, la arquitectura 256
x 160 x 10 corresponde a la red utilizada para el conjunto de entrenamiento CENPARMI con ima´genes
normalizadas a taman˜o 16x16, y con 160 neuronas en la capa oculta.
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Figura 3.5: Ima´genes de MNIST en escala de grises y binarizadas.
La Figura 3.6 muestra, a modo ilustrativo, la evolucio´n del error en funcio´n de las e´pocas para el
entrenamiento de la red asociada al conjunto MNIST binarizado.
Observando los resultados de la Tabla 3.2 podemos decir que el porcentaje de patrones correcta-
mente clasificados obtenido para la base CENPARMI es deseable de mejorar, lo que intentaremos hacer
utilizando diferentes preprocesamientos junto con otros me´todos de clasificacio´n. La utilizacio´n del MLP
es u´til ya que el ajuste de para´metros resulta menos dificultoso comparado con otras te´cnicas, y sus re-
sultados son lo suficientemente confiables y competitivos a la hora de realizar comparaciones. En cuanto
a la base MNIST, e´sta presenta la dificultad del gran volumen de datos y la definicio´n de las ima´genes lo
que impacta fuertemente en la implementacio´n y el rendimiento del clasificador. Para la experimentacio´n
hemos extraı´do un subconjunto de 15000 patrones del conjunto de entrenamiento, seleccionados aleato-
riamente de forma tal que cada clase estuviera representada por la misma cantidad de muestras. Este
subconjunto de entrenamiento lo utilizaremos a lo largo del trabajo para poder comparar resultados.
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Tabla 3.2: Resultados del reconocimiento sobre los conjuntos de testeo de las bases CENPAR-
MI, MNIST, y MNIST binarizada utilizando MLP. Para MNIST y su versio´n binarizada se
utilizo´ un conjunto de entrenamiento de 15000 patrones.
Base MLP % Patrones Testeo
reconocidos
CENPARMI 256 x 160 x 10 89.05
MNIST 784 x 100 x 10 76.86
MNIST binarizada 784 x 160 x 10 96.22
El conjunto de testeo fue utilizado en su totalidad. Vemos que el porcentaje de patrones correctamente
clasificados mejora notablemente para el caso de la base binarizada, de 76.86 % a 96.22 %. En el caso de
la base MNIST con ima´genes en escala de gris el clasificador no llega al mı´nimo de error definido, es-
tanca´ndose la mayorı´a de las veces en mı´nimos locales. En cambio, para la base binarizada el clasificador
ajusta ra´pidamente al error definido. Debido a esto, continuaremos con la experimentacio´n teniendo en
cuenta la base MNIST binarizada, ya que creemos que la binarizacio´n aporta informacio´n a la hora de
reconocer los dı´gitos manuscritos.
3.4.2. Mapas Autoorganizados de Kohonen
Los Mapas Autoorganizados de Kohonen tienen la gran ventaja de mostrar gra´ficamente la distribu-
cio´n de los datos de entrenamiento en un arreglo de salida, generando una correspondencia desde el
espacio de entrada de zonas con alta densidad de puntos, a una mayor cantidad de neuronas en el espa-
cio de salida. Para el problema de dı´gitos manuscritos y para el ana´lisis de la utilizacio´n de diferentes
preprocesamientos, esto podrı´a resultar u´til. A continuacio´n, y a modo de ejemplo, se presenta la experi-
mentacio´n sobre las bases CENPARMI y MNIST.
Para la base CENPARMI, se utilizo´ un mapa de dimensio´n 30 x 30 neuronas entrenado durante
1000 e´pocas. La estructura del mapa fue considerada como un toroide, de forma tal de evitar el efecto
borde. Por ejemplo, las neuronas en las esquinas del mapa conforman un so´lo grupo o cluster. La Figura
3.7 muestra el mapa obtenido luego de las fases de entrenamiento y rotulado de las neuronas, segu´n el
criterio de la mayor frecuencia de activacio´n, y eliminando las neuronas que fueron activadas por un
nu´mero elevado de clases. Puede observarse claramente la formacio´n de agrupamientos segu´n los ro´tulos
de las clases. Tambie´n puede observarse en los lı´mites de las regiones de cada clase, con que´ clases en
ma´s propensa a confundirse la clase analizada.
El porcentaje de reconocimiento asociado al mapa de la Figura 3.7 para el conjunto de testeo CEN-
PARMI fue de 88.90 %. El mismo es menor en comparacio´n con el obtenido para MLP. Sin embargo,
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Figura 3.6: Evolucio´n del error en funcio´n de las e´pocas para el aprendizaje de la red asociada
al conjunto MNIST binarizado para 15000 patrones de entrenamiento, utilizando MLP con
arquitectura 784 x 160 x 10. La red converge, obteniendose el minimo de error definido (0.001)
en 852 e´pocas de entrenamiento.
creemos que los SOM pueden aportar a la hora de construir un sistema clasificador ma´s complejo [49],
con lo cual tendremos en cuenta tambie´n esta te´cnica en el Capı´tulo 6. Una de las dificultades del algo-
ritmo SOM tradicional es el tiempo requerido para el entrenamiento con grandes volu´menes de datos.
Y este es el problema que surgio´ a la hora de entrenar con la base MNIST. Por tal motivo, adema´s de
extraer un subconjunto de 15000 patrones de los datos de entrenamiento, se utilizo´ la base preprocesada
con te´cnicas que sera´n presentadas en el Capı´tulo 5, lo que nos permitio´ reducir la dimensio´n del de-
scriptor de 784 a 98, y de esta manera disminuı´r considerablemente el costo computacional. La Figura
3.8 muestra el mapa obtenido luego de 1500 e´pocas de entrenamiento.
El porcentaje de reconocimiento asociado al mapa de la Figura 3.8, obtenido sobre todo el conjunto
de testeo MNIST fue de 94.53 %.
3.4.3. Ma´quinas de Soporte Vectorial
Las Ma´quinas de Soporte Vectorial tienen un muy buen rendimiento aplicadas al reconocimiento de
dı´gitos manuscritos, como hemos mencionado en secciones anteriores. A su vez, tienen la dificultad de
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Figura 3.7: Mapa SOM para la base CENPARMI con ima´genes ajustadas a 16x16. Se observa
la formacio´n de clusters en un mapa considerado toroide.
la complejidad del ajuste de para´metros orientado a obtener un buen rendimiento del sistema.
Para la experimentacio´n se ha utilizado el paquete de software libre TORCH [88], herramienta es-
pecialmente desarrollada para problemas de alta dimensionalidad y gran cantidad de muestras. En par-
ticular se han utilizado SVM gaussianas, dado que reportan los mejores resultados para el problema de
reconocimiento de dı´gitos manuscritos [16] [33].
La Tabla 3.3 muestra los resultados del reconocimiento para las bases CENPARMI y MNIST bina-
rizada, asi como los valores utilizados para el para´metro σ.
Tabla 3.3: Resultados del reconocimiento sobre los conjuntos de testeo de las bases CENPARMI
y MNIST binarizada utilizando SVM gaussianas. Para MNIST binarizada se utilizo´ un conjunto
de entrenamiento de 15000 patrones.
Base SVM % Patrones Testeo
σ reconocidos
CENPARMI 18.0 85.00
MNIST binarizada 14.5 97.33
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Figura 3.8: Mapa SOM 30 x 30 para 15000 patrones de entrenamiento de la base MNIST con
ima´genes representadas por el descriptor LL1pca98 (ver Capı´tulo 5). Se observa la formacio´n
de clusters en un mapa considerado toroide.
3.4.4. Conclusiones
Los resultados obtenidos en la presente Seccio´n se resumen en la Tabla 3.4. Los mismos nos ayudara´n
a definir una heurı´stica en funcio´n de la cual decidiremos que´ clasificadores usar y sobre que´ conjunto
de datos, sobre todo en el Capı´tulo 5 donde se proponen nuevos descriptores.
Tabla 3.4: Porcentajes de patrones correctamente clasificados para los conjuntos de testeo de
las bases CENPARMI y MNIST binarizada utilizando distintos me´todos de clasificacio´n. Para
MNIST binarizada se utilizo´ un conjunto de entrenamiento de 15000 patrones.
Base MLP SOM SVM
CENPARMI 89.05 88.90 85.00
MNIST binarizada 96.22 94.53 97.33
Observamos que la aplicacio´n de MLP y SVM permite obtener los mejores porcentajes de patrones
correctamente clasificados sobre ambas bases (esto no desmerece la utilidad del SOM, que como ya
mencionamos, tendremos en cuenta en la construccio´n de un clasificador ma´s complejo, en el Capı´tulo
6). Teniendo en cuenta que el costo en la etapa de ajuste de para´metros para SVM es alto, elegimos
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realizar las pruebas subsiguientes utilizando MLP, y aplicar SVM en los casos donde ya se haya definido
el preprocesamiento a utilizar en el marco de la construccio´n del sistema final.
Capı´tulo 4
Extraccio´n de Caracterı´sticas
El objetivo de este capı´tulo es presentar me´todos de extraccio´n de caracterı´sticas representativos
y bien posicionados para el reconocimiento de dı´gitos manuscritos, como base para la bu´squeda de
un buen descriptor que permita mejorar los resultados en la clasificacio´n, tema que se plantera´ en el
Capı´tulo siguiente. Los me´todos presentados se basan en la extraccio´n de caracterı´sticas direccionales,
en la jerarquizacio´n de la resolucio´n con que se representa la entrada, y en el ana´lisis multirresolucio´n.
4.1. Introduccio´n
El rendimiento de un sistema reconocedor de patrones depende fuertemente de la capacidad dis-
criminante de las caracterı´sticas seleccionadas para representar los datos, adema´s de la capacidad de
generalizacio´n del clasificador utilizado [34].
El proceso de extraccio´n de caracterı´sticas no so´lo implica la definicio´n de la forma en la cual va
a representarse cada patro´n sino que tambie´n, muchas veces implica reducir la dimensionalidad del de-
scriptor o representante, todo orientado a obtenter un rendimiento competitivo en la clasificacio´n.
Un buen conjunto de caracterı´sticas deberı´a cumplir con las siguientes condiciones deseables: tener
asociada una varianza intraclase pequen˜a, con lo cual diferentes muestras de una misma clase estara´n
cercanas en distancia; generar una separacio´n entre clases (interclase) grande, de forma tal que las mues-
tras de clases diferentes este´n lo suficientemente alejadas en el espacio de caracterı´sticas, para evitar
errores de clasificacio´n. Justamente, una de las dificultades de la escritura manuscrita radica en que la
varianza intraclase es grande, debido a las variaciones de forma y trazo asociadas a los diferentes estilos
de escritura de las personas. No existe un modelo matema´tico que pueda describir tales variaciones, por
lo tanto, la investigacio´n se orienta a encontrar un conjunto de caracterı´sticas que prueben una razonable
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insensibilidad a las distorsiones de forma, pero por otro lado mantengan la capacidad de separar muestras
de distintas clases [37].
El tipo de caracterı´sticas a extraer depende fuertemente del problema a tratar. Para el reconocimiento
de dı´gitos manuscritos diferentes me´todos han sido utilizados. Mencionaremos como ejemplo la transfor-
mada de Fourier y la Caracterı´stica Loci, entre otros [43]. Liu [32] realiza un estudio sobre el rendimiento
de distintos clasificadores, utilizando diversas caracterı´sticas, presentando el estado del arte sobre el tema
para el problema del reconocimiento de dı´gitos manuscritos. En el mismo, las caracterı´sticas que utiliza
son las direccionales, usando, entre otros, los operadores de Kirsch y de Sobel.
4.2. Extractores de caracterı´sticas direccionales: Ma´scaras
de Kirsch
Las ma´scaras de Kirsch han sido utilizadas como extractores de caracterı´sticas direccionales en nu-
merosos trabajos relacionados con el reconocimiento de dı´gitos manuscritos [30] [31] [32] [33] [34].
Los nu´meros, ya sea manuscritos o impresos, esta´n compuestos esencialmente por dibujos de lı´neas, es
decir, estructuras de una dimensio´n en un espacio bidimensional. Por lo tanto, la deteccio´n localizada de
segmentos de lı´nea constituye un me´todo de extraccio´n de caracterı´sticas considerado como uno de los
me´todos esta´ndar referenciados en la literatura para este problema.
La eleccio´n del detector de bordes de Kirsch sobre otros detectores de bordes diferenciales de primer
orden representativos, como el de Frei-Chen, de Prewitt o de Sobel, se basa en que entre todos ellos
las ma´scaras de Kirsch son conocidas por detectar bordes en las cuatro direcciones en forma ra´pida,
adecuada y ma´s precisa que otros, dado que los ocho vecinos son considerados en su totalidad [47]. A su
vez, este detector de direcciones de lı´nea es robusto au´n en presencia de ruido [34].
Kirsch define el siguiente algoritmo para la extraccio´n de caracterı´sticas direccionales, donde para
cada posicio´n en la imagen se da informacio´n acerca de la presencia de un segmento de lı´nea en cierta
direccio´n [29]:










Sk = Ak +Ak+1 +Ak+2 (4.2)
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y
Tk = Ak+3 +Ak+4 +Ak+5 +Ak+6 +Ak+7 (4.3)
En la ecuacio´n 4.1, G(i, j) representa el gradiente correspondiente al pixel (i, j), los subı´ndices de A
son evaluados mo´dulo 8, y Ak(k = 0, 1, . . . , 7) representa cada uno de los ocho vecinos del pixel (i, j)
definidos en la Figura 4.1.
Figura 4.1: Definicio´n de los ocho vecinos del pixel (i, j), denominados Ak(k = 0, 1, . . . , 7).
Para extraer cada una de las cuatro caracterı´sticas direccionales, y en funcio´n de las fo´rmulas 4.1,
4.2 y 4.3, se calcula una nueva representacio´n de la imagen original para las direcciones horizontal (HR),
vertical (VT), diagonal derecha (RD), diagonal izquierda (LD), segu´n lo siguiente:
G(i, j)HR = ma´x(|5S0 − 3T0| , |5S4 − 3T4|) (4.4)
G(i, j)V T = ma´x(|5S2 − 3T2| , |5S6 − 3T6|) (4.5)
G(i, j)RD = ma´x(|5S1 − 3T1| , |5S5 − 3T5|) (4.6)
G(i, j)LD = ma´x(|5S3 − 3T3| , |5S7 − 3T7|) (4.7)
Las ma´scaras correspondientes a cada caracterı´stica direccional se presentan en la Figura 4.2.
La aplicacio´n de las ma´scaras de Kirsch sobre los patrones genera una nueva representacio´n del
patro´n en funcio´n de la orientacio´n aplicada, que mantiene la misma dimensionalidad que el patro´n
original. Las Figuras 4.3 y 4.4 muestran un ejemplo de la aplicacio´n de las ma´scaras de Kirsch sobre una
muestra del conjunto de entrenamiento de las bases CENPARMI y MNIST respectivamente.
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Figura 4.2: Ma´scaras de Kirsch para extraer las cuatro caracterı´sticas direccionales (a) horizon-
tal, (b) vertical, (c) diagonal derecha, (d) diagonal izquierda.
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Figura 4.3: Aplicacio´n de las Ma´scaras de Kirsch sobre (a) un dı´gito 0 del conjunto de entre-
namiento de la base de datos CENPARMI, para extraccio´n de caracterı´sticas direccionales: (b)
horizontal, (c) vertical, (d) diagonal derecha y (e) izquierda.
4.3. Ana´lisis de Componentes Principales
El ana´lisis de patrones representados con un gran nu´mero de variables generalmente requiere una
gran cantidad de memoria y poder de co´mputo, adema´s de tender a empobrecer el rendimiento del clasi-
ficador, ya sea por sobreentrenamiento o disminuyendo su capacidad de generalizacio´n [43] [4]. Es por
eso que uno de los objetivos en la etapa de preprocesamiento de los datos es reducir su dimensionalidad,
de forma tal de llegar a un compromiso entre la calidad de las caracterı´sticas representadas y el nu´mero
de variables utilizado.
El Ana´lisis de Componentes Principales o Principal Component Analysis (PCA) es un me´todo es-
tadı´stico que permite el ana´lisis de datos. En Teorı´a de las Comunicaciones se lo conoce como la Trans-
formada Karhunen-Loe´ve [69]. El Ana´lisis de Componentes Principales Lineal es una de las transforma-
ciones ma´s importantes que se utilizan a la hora de reducir la dimensionalidad de los datos en el contexto
de la clasificacio´n, debido a los buenos resultados que permite obtener sumado a su simpleza y velocidad
a la hora de aplicar el me´todo. Actualmente se utiliza preferentemente como herramienta para el ana´lisis
exploratorio de datos y para construir modelos predictivos [43]. Utiliza un procedimiento matema´tico
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Figura 4.4: Aplicacio´n de las Ma´scaras de Kirsch sobre (a) un dı´gito 4 del conjunto de en-
trenamiento de la base de datos MNIST, para extraccio´n de caracterı´sticas direccionales: (b)
horizontal, (c) vertical, (d) diagonal derecha y (e) izquierda.
que transforma un nu´mero de variables posiblemente correlacionadas a otro sistema de coordenadas de-
nominadas componentes principales, donde las variables esta´n decorrelacionadas. La primer componente
principal esta´ asociada a la mayor varianza de los datos.
La te´cnica de PCA se considera apropiada para ser aplicada al problema de los dı´gitos manuscritos
por varias razones: es un me´todo sencillo que realiza una transformacio´n lineal de los patrones; los
componentes del vector de caracterı´sticas transformado son estadı´sticamente independientes; las com-
ponentes principales esta´n ordenadas segu´n su importancia, desde la componente asociada a la mayor
varianza hasta la asociada a la menor variabilidad de los datos. De esta forma uno podrı´a eliminar las
u´ltimas k componentes sin perder demasiada informacio´n y utilizando menos variables. El valor de k se
determina empı´ricamente segu´n cada aplicacio´n.
A continuacio´n desarrollaremos los conceptos ba´sicos de PCA.
Sea X un vector aleatorio m-dimensional con media cero,
E [X] = 0 (4.8)
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donde E es la esperanza estadı´stica. Si X tuviera una media distinta de cero, restarı´amos la media de X
antes de continuar con el ana´lisis.
Sea q el vector unidad tambie´n de dimensio´n m, sobre el cual se proyecta el vector X . Esta proyec-
cio´n se define como el producto interno entre los vectores X y q, como muestra la ecuacio´n 4.9,
A = XT q = qTX (4.9)
sujeto a,
‖q‖ = (qT q)1/2 = 1 (4.10)
La proyeccio´n A es una variable aleatoria con media y varianza relacionadas con los estadı´sticos del
vector aleatorio X . Siendo la media para X igual a cero, la media para A es tambie´n cero,
E [A] = qTE [X] = 0 (4.11)















q = qTRq (4.12)
La matriz R de dimensio´n mxm y sime´trica, es la matriz de correlacio´n del vector aleatorio X ,
formalmente definida como la esperanza del producto externo del vector X consigo mismo. Esta matriz







siendo λi los autovalores de la matriz de correlacio´n R, reales y no negativos. Los autovalores pueden
ordenarse en forma decreciente segu´n el subı´ndice, siendo λ1 el valor ma´ximo y λm el mı´nimo.
Sea el vector de datos x, denotando una instancia del vector aleatorio X . Teniendo en cuenta la
existencia de m soluciones posibles para el vector unitario q, sabemos que hay m proyecciones posibles
del vector x. De la ecuacio´n 4.9 tenemos que,
aj = q
T
j x = x
T qj , j = 1, 2, . . . ,m (4.14)
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donde los aj representan las proyecciones de x sobre las direcciones principales dadas por los vectores
unidad qj . Los aj reciben el nombre de componentes principales, y tienen la misma dimensio´n que el
vector de datos x. La fo´rmula 4.14 se denomina ana´lisis.
Para reconstruir el vector de datos original x en forma exacta usando las proyecciones aj , se procede
de la siguiente forma: primero se combina el conjunto de proyecciones {aj |j = 1, 2, . . . ,m} en un u´nico
vector,








Luego, se premultiplica ambos lados de la ecuacio´n 4.15 por la matriz Q, y teniendo en cuenta que Q
esta´ compuesta por los autovectores qi de la matriz de correlacio´n y que QT = Q−1 [24], el vector x se
reconstruye como




La fo´rmula 4.16 se denomina sı´ntesis y representa un cambio de coordenadas tal que un punto x en
el espacio de datos es transformado en un punto a en el espacio de caracterı´sticas. Notar que los vectores
unitarios q constituyen una base del espacio de datos.
Desde la perspectiva del reconocimiento de patrones estadı´stico, el valor pra´ctico de PCA reside en
el hecho que provee una te´cnica efectiva para reducir la dimensionalidad, jerarquizando la informacio´n
con la que se representan los datos en funcio´n de la varianza asociada con cada una de las coordenadas.
De esta forma, en la ecuacio´n 4.16 podrı´an descartarse aquellas combinaciones lineales con varianza
pequen˜a para mantener so´lo aquellos te´rminos de gran varianza.
Sean λ1, λ2, . . . , λl los l autovalores de mayor valor asociados con la matriz de correlacio´n R. El















 , l ≤ m
(4.17)
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Dado un vector de datos x podemos calcular el conjunto de componentes principales mantenidas en




















x, l ≤ m (4.18)
La proyeccio´n lineal que muestra la ecuacio´n 4.18 de ℜm a ℜl, es decir, una correspondencia del
espacio de entrada de dimensio´nm al espacio de caracterı´sticas de dimensio´n l, constituye un codificador
para la aproximacio´n del vector x, como muestra la Figura 4.5 (a). De la misma manera, la proyeccio´n
lineal realizada en la fo´rmula 4.17 de ℜl a ℜm (la correspondencia desde el espacio de caracterı´sticas
hacia el espacio de entrada), representa un decodificador para la reconstruccio´n aproximada del vector de
datos original x, como muestra la Figura 4.5 (b). Notar que los autovalores de mayor valor λ1, λ2,. . ., λl
no participan de las ecuaciones 4.17 y 4.18, sino que simplemente determinan el nu´mero de componentes
principales utilizado en los procesos de codificacio´n y decodificacio´n.
El error de aproximacio´n es un vector e igual a la diferencia entre el vector de datos original x y la
aproximacio´n x̂,
e = x− x̂ (4.19)
El error e es ortogonal al vector de aproximacio´n x̂ [24].







donde σ2j es la varianza de la j-e´sima componente principal aj . La varianza total de los l elementos del







Finalmente, la varianza total de los (m− l) elementos del vector de error de aproximacio´n e es,
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Figura 4.5: Ana´lisis de Componentes Principales: (a) Codificador, (b) Decodificador [24]







Los autovalores λl+1,. . ., λm tienen asociado los valores ma´s pequen˜os entre todos los autovalores
asociados a la matriz de correlacio´n R, y corresponden a los te´rminos que han sido descartados en
la ecuacio´n 4.17 en el proceso de construccio´n de la aproximacio´n x̂. Cuanto ma´s cerca este´n estos
autovalores del cero, menor sera´ la pe´rdida de informacio´n en la nueva representacio´n de los datos.
Para resumir diremos que, para realizar una reduccio´n de dimensionalidad sobre un conjunto de
datos de entrada obteniendo una nueva representacio´n de los mismos, se debera´ calcular los autovalores
y autovectores de la matriz de correlacio´n del vector de entrada, para luego proyectar los datos de forma
ortogonal en el subespacio generado por los autovectores asociados con los autovalores dominantes.
La Figura 4.6 muestra un ejemplo de la proyeccio´n de un conjunto de datos sobre los ejes principales
asociados a la distribucio´n.
Figura 4.6: Ana´lisis de Componentes Principales: proyeccio´n de una nube de puntos de dos
dimensiones sobre los ejes 1 y 2. El eje 1 esta´ asociado con la mayor varianza de los datos,
permitiendo observar en la proyeccio´n de los puntos su cara´cter bimodal [24].
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Existen otros enfoques dentro de PCA, como el denominado Curvilinear Component Analysis o CCA
[89] o kernel PCA [24], ambos me´todos no lineales. Una de las dificultades en cuanto su aplicacio´n,
reside en los altos tiempos de co´mputo necesarios.
4.4. Transformada Wavelet
4.4.1. Introduccio´n
Las wavelets son funciones que satisfacen ciertas propiedades matema´ticas y que permiten obtener
una representacio´n tiempo-frecuencia de una sen˜al. Una onda es una funcio´n oscilatoria perio´dica del
tiempo o espacio. Las onditas o wavelets son ”ondas localizadas”, cuya energı´a esta´ concentrada en el
tiempo o espacio. La Figura 4.7 muestra un ejemplo.
Figura 4.7: Representacio´n de una onda (a) y una wavelet (b).
La representacio´n de sen˜ales utilizando una transformada no es una idea nueva. Fue por el 1800 que
Joseph Fourier descubrio´ que superponiendo senos y cosenos podı´a aproximar otras funciones. La utili-
dad de la transformada de Fourier reside en su habilidad de analizar una sen˜al representada en el dominio
del tiempo por su contenido frecuencial, dado que los coeficientes de Fourier de la funcio´n transformada
representan la contribucio´n de cada funcio´n seno y coseno para cada frecuencia. La transformada disc-
reta de Fourier (DFT) estima la transformada de Fourier en base a un conjunto finito de muestras de la
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sen˜al a transformar. La transformada ra´pida de Fourier (FFT) disminuye la complejidad de co´mputo para
la aproximacio´n de una funcio´n usando la DFT, para muestras de la sen˜al uniformemente espaciadas.
Una de las limitaciones de la transformada de Fourier consiste en que la informacio´n frecuencial que
provee es global, es decir, no es posible determinar do´nde la funcio´n exhibe cierta caracterı´stica frecuen-
cial en particular. Para superar este inconveniente se desarrollo´ la transformada de Fourier con ventana
(WFT) tambie´n denominada Short Time Fourier Transform (STFT), la que permite obtener informacio´n
de las sen˜ales en los dominios de tiempo y frecuencia, adema´s de brindar una solucio´n al problema de
representar en forma ma´s precisa una sen˜al no perio´dica. Sin embargo, la STFT impone un valor fijo
de resolucio´n tiempo-frecuencia dentro del plano tiempo-frecuencia, debido a que se utiliza una u´nica
ventana para todas las frecuencias [90] [37]. La transformada wavelet, por otro lado, se basa en dilat-
aciones y traslaciones de una funcio´n base o tipo ψ ∈ L2(ℜ) llamada tambie´n wavelet madre. Estas
bases de funciones tienen corta resolucio´n temporal para altas frecuencias, y una resolucio´n temporal
ma´s larga para bajas frecuencias. Esta flexibilidad permite realizar un ana´lisis localizado de la frecuencia
de la sen˜al y es una de las caracterı´sticas ma´s destacadas. Las transformadas wavelet esta´n asociadas a
un conjunto infinito de funciones base posibles. De esta forma, el ana´lisis de sen˜ales basado en wavelets
permite obtener una mejor representacio´n tiempo-frecuencia de una sen˜al, la cual no es posible realizar
con el ana´lisis convencional que plantea la transformada de Fourier y sus variantes [91].
La transformada wavelet ha sido ampliamente estudiada para su aplicacio´n en procesamiento de
sen˜ales desde 1988 [41]. En la u´ltima de´cada, la transformada wavelet ha sido considerada como una her-
ramienta poderosa en un amplio rango de aplicaciones, incluyendo el reconocimiento de patrones [14],
procesamiento de ima´genes y video [92], ana´lisis nume´rico, telecomunicaciones, astronomı´a, acu´stica,
ingenierı´a nuclear, biomedicina, entre otras. Como ejemplo, se puede mencionar su aplicacio´n a la com-
presio´n de sen˜ales, donde es utilizada en el esta´ndar para compresio´n de huellas digitales utilizado por el
FBI de Estados Unidos y en el esta´ndar de compresio´n de ima´genes JPEG2000 [93].
En las subsecciones siguientes presentaremos los fundamentos ba´sicos de la teorı´a de Wavelets,
orientado a la comprensio´n de las herramientas utilizadas en el presente trabajo.
4.4.2. Transformada Wavelet Continua
La wavelet es una funcio´n ψ ∈ L2(ℜ) con media cero,∫ ∞
−∞
ψ(t)dt = 0. (4.23)
normalizada ‖ψ‖ = 1, y centrada alrededor de t = 0 [36]. En base a esta funcio´n wavelet ψ (wavelet
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donde a, b ∈ ℜ, (a > 0). El para´metro a es el factor de escala que permite expandir y comprimir
la sen˜al. Escalas ma´s grandes dilatan la sen˜al en el tiempo (bajas frecuencias) permitiendo observar el
comportamiento de la sen˜al en forma global. Por otro lado, un factor de escala pequen˜o comprime la
sen˜al (altas frecuencias) brindando informacio´n detallada sobre la misma. El para´metro b es el factor de
traslacio´n asociado con la ubicacio´n de la funcio´n wavelet mientras es desplazada a trave´s de la sen˜al, y
corresponde a la informacio´n de tiempo en la transformada wavelet.
El hecho que la wavelet este´ normalizada asegura que
‖ψa,b(t)‖ = ‖ψ(t)‖ (4.25)







donde Ψ(ω) es la transformada de Fourier de ψ(t). La condicio´n de admisibilidad se reduce a [35] [36]:∫ ∞
−∞
ψ(t)dt = Ψ(0) = 0 (4.27)
lo que indica un comportamiento pasabandas de la wavelet.




f(t)ψa,b(t)dt = 〈f(t), ψa,b(t)〉 (4.28)
Como resultado del ana´lsis de una sen˜al a trave´s de la CWT, se obtiene un conjunto de coeficientes que
indican cua´n cercana esta´ la sen˜al con respecto a la funcio´n base utilizada.
El hecho de que la CWT cumpla con la condicio´n de admisibilidad permite una reconstruccio´n exacta
de la sen˜al original a partir de los coeficientes wavelet obtenidos y utilizando la fo´rmula de inversio´n o
antitransformada [35] [36].
En la CWT, el ana´lisis de una sen˜al se realiza utilizando un conjunto de funciones base relacionadas
a trave´s de los para´metros de escala y traslacio´n. Uno de los inconvenientes es el hecho de que estos
para´metros toman valores continuos, resultando en una representacio´n muy redundante de la CWT e
impracticable utilizando una computadora. De esta forma, la evaluacio´n de dichos para´metros se realiza
muestreando el plano tiempo-escala, obteniendo un conjunto discreto de funciones base continuas.
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La discretizacio´n se realiza de la siguiente manera: a = aj0 y b = ka
j
0b0 para j, k ∈ Z, donde a0 > 1
es el para´metro de escalamiento y b0 > 0 es el para´metro de traslacio´n. Entonces, la familia de wavelets





0 t− kb0) (4.29)






Df (j, k)ψj,k(t) (4.30)
donde el conjunto de coeficientes Df (j, k) constituye la transformada wavelet discretizada de la funcio´n
f(t).
La implementacio´n de esta versio´n discretizada de la CWT puede resultar computacionalmente costosa
en tiempo y recursos, dependiendo de la resolucio´n requerida. Como ejemplo, mencionaremos la funcio´n
Figura 4.8: Wavelet Mexican Hat ψ(x) = 2√
3
π−1/4(1− x2)e−x2/2.
Mexican Hat (ver Figura 4.8) que es la derivada segunda de la funcio´n Gaussiana e−x2/2, y que no tiene
funcio´n de escala asociada.
La funcio´n Mexican Hat es muy utilizada en distintas aplicaciones, como por ejemplo, en la repre-
sentacio´n de caracterı´sticas de sen˜ales en el a´rea de Reconocimiento de Patrones [42].
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4.4.3. Transformada Wavelet Discreta
La Transformada Wavelet Discreta (DWT) se basa en la te´cnica de codificacio´n subbanda y con-
stituye una variante de la Transformada Wavelet que es fa´cil de implementar y que reduce los tiempos
computacionales y recursos requeridos.
Ana´lisis en Multi-Resolucio´n utilizando Bancos de Filtros
La utilidad pra´ctica de la DWT viene dada por sus propiedades de ana´lisis en Multi-Resolucio´n
(MRA) y de reconstruccio´n sin pe´rdida utilizando estructuras de bancos de filtros [91].
Una secuencia Vjj∈Z de subespacios cerrados de L2(ℜ) es una aproximacio´n en multiresolucio´n si se
cumplen las siguientes caracterı´sticas [36]:
1. ∀(j, k) ∈ Z2, f(t) ∈ Vj ⇔ f(t− 2jk) ∈ Vj
2. ∀(j) ∈ Z, Vj+1 ⊂ Vj
3. ∀(j) ∈ Z, f(t) ∈ Vj ⇔ f( t2) ∈ Vj+1
4. l´ımj→+∞ Vj =
⋂+∞
j=−∞ Vj = {0}
5. l´ımj→−∞ Vj = Clausura (
⋃+∞
j=−∞ Vj) = L
2(ℜ)
6. Existe θ tal que θ(t− n)n∈Z es una base de Riesz de V0.
Dada una secuencia cualquiera de subespacios anidados que cumpla con las propiedades definidas
anteriormente para la aproximacio´n en multiresolucio´n, existe una u´nica funcio´n ϕ ∈ L2(ℜ) asociada,
llamada funcio´n de escala, tal que:
∀(j, n) ∈ Z2, ϕj,n(x) = 2−j/2ϕ(2−jx− n) (4.31)
siendo {ϕj,n;n ∈ Z} una base ortonormal para Vj ,∀(j) ∈ Z.
Para cada j ∈ Z se define Wj como el complemento ortogonal de Vj , ambos en Vj−1 y siendo
⊕ el operador suma directa de dos espacios vectoriales, es decir,
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Vj−1 = Vj ⊕Wj (4.32)
y
Wj⊥Wj′ , j 6= j′ (4.33)
Entonces, existe una funcio´n wavelet o wavelet madre ψ, tal que {ψj,k; j, k ∈ Z} es una base
ortonormal de L2(ℜ), y
ψj,k(x) = 2
−j/2ψ(2−jx− k) (4.34)
donde para un j ∈ Z fijo, {ψj,k; k ∈ Z} constituye una base ortonormal para Wj . Esto u´ltimo es
equivalente a decir que ∀f ∈ L2(ℜ)




siendo Pj la proyeccio´n ortogonal en Vj . Es decir, la proyeccio´n ortogonal de la funcio´n f en Vj−1
puede descomponerse como la suma de las proyecciones ortogonales sobre Vj y Wj , o sea, como la
aproximacio´n de la funcio´n y la sumatoria de los detalles aportados por la wavelet, correspondientes a
los subespacios anidados y de menor resolucio´n.
Transformada Wavelet Ortogonal Ra´pida
La Transformada Wavelet Ortogonal Ra´pida (FWT) descompone cada aproximacio´n PVjf de la
funcio´n f , en aproximaciones de menor resolucio´n PVj+1f ma´s los coeficientes wavelet aportados por
la proyeccio´n PWj+1f . En el otro sentido, la reconstruccio´n a partir de los coeficientes wavelet obtiene
cada PVjf a partir de PVj+1f y PWj+1f .
Dado que {ϕj,n; j, n ∈ Z} y {ψj,n; j, n ∈ Z} son bases ortonormales de Vj y Wj , las proyecciones en
estos subespacios esta´n caracterizadas por:
aj [n] = 〈f, ϕj,n〉 , dj [n] = 〈f, ψj,n〉 (4.36)
donde aj [n] y dj [n] corresponden a los coeficientes de aproximacio´n y detalle respectivamente. Dichos
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g[n− 2p]aj [n] = aj ∗ g[2p] (4.38)
siendo x[n] = x[−n], y h, g filtros de bajas y altas frecuencias respectivamente.
Las ecuaciones 4.37 y 4.38 indican la etapa de descomposicio´n de la sen˜al (ver Figura 4.9). En cada
Figura 4.9: Descomposicio´n usando la FWT, aplicando una cascada de filtros h y g seguidos
por una operacio´n de submuestreo o decimacio´n de a 2 (↓ 2) donde a la sen˜al se le eliminan los
componentes pares.
nivel, el filtro pasa altos genera informacio´n de detalle dj , mientras que el filtro pasa bajos asociado con
la funcio´n de escala, produce aproximaciones suavizadas aj de la sen˜al.
La implementacio´n de la FWT requiere so´lo O(N) operaciones para sen˜ales de taman˜o N , per-
mitiendo adema´s la representacio´n de la sen˜al en forma no redundante y la reconstruccio´n exacta (sin
pe´rdida) de la misma.
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Este algoritmo de bancos de filtros con reconstruccio´n perfecta tambie´n puede aplicarse a la Trans-
formada Wavelet Biortogonal Ra´pida. Los coeficientes wavelet se calculan mediante sucesivas convolu-
ciones con filtros h y g, mientras que para la reconstruccio´n de la sen˜al se utilizan los filtros duales h˜ y
g˜. Si la sen˜al incluye N muestras distintas de cero, su representacio´n basada en la wavelet biortogonal se
calcula con O(N) operaciones [36].
La Figura 4.10 muestra una wavelet ortogonal y otra biortogonal, ambas ampliamente difundidas.
Figura 4.10: Funciones de ejemplo de la Transformada Wavelet (a) ortogonal (b) biortogonal.
Transformada Wavelet Discreta en 2 Dimensiones (2-D DWT)
La estructura de bancos de filtros vista anteriormente es la implementacio´n ma´s simple de la
DWT en una dimensio´n. El procesamiento de ima´genes digitales requiere de la implementacio´n de la
transformada wavelet en dos dimensiones, tambie´n denominada multidimensional. La FWT en dos
dimensiones es una extensio´n de la FWT unidimensional aplicada a filas y luego a columnas. Sea ψ(x)
la wavelet unidimensional asociada a la funcio´n de escala unidimensional ϕ(x), entonces la funcio´n de
escala en 2D esta´ dada por,
ϕ(x, y)LL = ϕ(x)ϕ(y) (4.39)
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y las tres wavelets 2D esta´n definidas por,
ψ(x, y)LH = ϕ(x)ψ(y) (4.40)
ψ(x, y)HL = ψ(x)ϕ(y) (4.41)
ψ(x, y)HH = ψ(x)ψ(y) (4.42)
donde LL representa las frecuencias ma´s bajas (informacio´n global), LH representa las altas fre-
cuencias verticales (detalles horizontales), HL las altas frecuencias horizontales (detalles verticales), y
HH representa las altas frecuencias en ambas diagonales (detalles diagonales).
La aplicacio´n de un paso de la transformada sobre la imagen original, produce una subbanda
de aproximacio´n LL que corresponde a la imagen suavizada, y tres subbandas de detalle HL, LH
y HH. El siguiente paso de la transformada se aplica sobre la subbanda de aproximacio´n, dando
como resultado otras cuatro subbandas, como muestra la Figura 4.11. Es decir, cada paso en la
descomposicio´n representa a la subbanda de aproximacio´n del nivel i en cuatro subbandas en el nivel
i+1, cada una de las cuales tendra´ taman˜o un cuarto con respecto a la imagen o subbanda que la origino´.
Aunque la DWT esta´ndar es una herramienta poderosa, presenta algunas limitaciones, como por
ejemplo ser sensible a traslaciones y detectar so´lo algunas caracterı´sticas en cuanto a direccionalidad.
Sin embargo, creemos apropiada la aplicacio´n de este tipo de wavelet para el problema del reconocimien-
to de dı´gitos manuscritos, ya que las ima´genes que estamos procesando esta´n normalizadas en taman˜o y
centradas, y la direccionalidad de un nu´mero aunque sea manuscrito no presenta demasiadas variantes.
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Figura 4.11: Descomposicio´n multinivel de una imagen con la 2D DWT: (a) Nivel 1, (b) Nivel
2.
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Capı´tulo 5
Construccio´n de un descriptor basado en
la Transformada Wavelet y PCA
El objetivo de este Capı´tulo es presentar buenos descriptores que permitan mejorar los resultados
en la clasificacio´n de dı´gitos manuscritos, y a su vez permitan apreciar las bondades del me´todo de
clasificiacio´n propuesto en este trabajo de tesis. En funcio´n de este objetivo se han aplicado te´cnicas de
multirresolucio´n y de Ana´lisis de Componentes Principales, presentadas en el Capı´tulo 4.
5.1. Introduccio´n
Como ya hemos mencionado en el Capı´tulo 4, la Transformada Wavelet es una herramienta espe-
cialmente utilizada para localizar informacio´n espacial y frecuencial en el procesamiento de ima´genes
y, en particular, para la extraccio´n de caracterı´sticas de patrones orientada a la clasificacio´n. Numerosos
trabajos han utilizado esta te´cnica en diversas a´reas [14] [94] [41]. En particular, para el problema del
reconocimiento de dı´gitos manuscritos, diferentes enfoques han sido publicados. Por ejemplo, en [37] se
aplica una wavelet ortogonal discreta unidimensional sobre el contorno de los dı´gitos, construyendo un
descriptor con las bandas de aproximacio´n de la transformada. El objetivo es lograr que las variaciones
de forma causadas por los diferentes estilos de escritura no afecten la clasificacio´n. En [39] se presenta
un descriptor que utiliza multiwavelets ortonormales sobre el contorno normalizado de cada dı´gito, hasta
el tercer nivel de detalle, de forma de lograr una representacio´n de cada patro´n desde un detalle ma´s
fino a una aproximacio´n ma´s suavizada del mismo. En [42] se utiliza la CWT Mexican Hat discretizada
para extraer una versio´n ma´s pequen˜a de cada dı´gito y el Gradiente Wavelet para conformar un vector
complementario con caracterı´sticas de orientacio´n, gradiente y curvatura a diferentes escalas. En [38] se
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utiliza la familia de wavelets biortogonales CDF, en su versio´n bidimensional, obteniendo un descriptor
con las cuatro subbandas del primer nivel de resolucio´n de la transformada, normalizadas.
Sabemos que el preprocesamiento es una etapa fundamental en el proceso general de clasificacio´n,
ya que en e´ste se definen que´ caracterı´sticas sera´n relevantes a la hora de discriminar entre patrones de
distintas clases. Nuestro objetivo es definir un descriptor basado en wavelets eficiente, es decir, con el
cual se pueda obtener un porcentaje elevado de reconocimiento y que permita reducir la dimensionalidad
de los datos a clasificar. Esta u´ltima es una caracterı´stica de gran importancia a la hora de aplicar me´todos
de clasificacio´n, dado que influye en su rendimiento y tambie´n permite disminuı´r el costo computacional
cuando debemos trabajar con grandes bases de datos. Muchas veces la reduccio´n de la dimensionalidad
posibilita la aplicacio´n de ciertos me´todos computacionales que de otra manera y segu´n con los recursos
disponibles, harı´a impracticable o inservible el tratamiento de los datos. Finalmente, como orientamos el
trabajo a la correcta clasificacion de los patrones, nos interesa la representacio´n de los mismos ma´s que
su reconstruccio´n en funcio´n de los coeficientes obtenidos con la Transformada Wavelet.
5.2. Descriptores basados en la Transformada Wavelet CDF
9/7
Para el presente trabajo, y respondiendo a los objetivos mencionados, decidimos utilizar la wavelet
biortogonal bidimensional Cohen-Daubechies-Feauveau (CDF) 9/7 ya que e´sta es una wavelet especial-
mente efectiva en la lı´nea de investigacio´n trazada en este trabajo de tesis [95]. Su efectividad en la
compresio´n de ima´genes queda demostrada por su utilizacio´n en el esta´ndar de compresio´n JPEG2000,
y para la compresio´n de huellas digitales por el FBI de Estados Unidos [93]. La Figura 5.1 muestra las
funciones de escala y wavelet y el valor de los coeficientes de los filtros asociados, para la transformada
CDF 9/7 en la descomposicio´n.
Hemos aplicado la CDF 9/7 hasta un segundo nivel de resolucio´n sobre los patrones de las bases de
CENPARMI y MNIST descriptos en el Ape´ndice A. La aplicacio´n de uno y dos pasos de la transformada
sobre la imagen de un dı´gito manuscrito se muestra en la Figura 5.2, para muestras de ambas bases de
datos. Puede observarse que en el segundo nivel la forma del dı´gito pierde detalle, con lo cual decidimos,
por el momento, no considerar ma´s niveles en la aplicacio´n de la transformada.
Para la conformacio´n del descriptor hemos considerado distintas variantes: las bandas de aproxi-
macio´n (LL) de primer y segundo nivel de resolucio´n presentan una imagen suavizada del patro´n, que
preserva su forma y reduce la dimensionalidad en un cuarto de la original en un primer nivel, y dieciseis
veces en un segundo nivel, donde la imagen es ma´s burda. La subbanda de altas frecuencias HH en un
primer nivel, registra los cambios bruscos en los bordes de la imagen (detalles diagonales), que creemos
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Figura 5.1: CDF 9/7 (a) Funcio´n de escala, (b) Funcio´n wavelet, (c) Filtros asociados para la
descomposicio´n de la sen˜al.
podrı´an aportar a la hora de detectar diferencias entre los patrones, como ası´ tambie´n las subbandas LH
y HL. Las subbandas de detalle de segundo nivel, aportan caracterı´sticas de altas frecuencias en sentido
vertical, horizontal y diagonal sobre la versio´n suavizada del dı´gito, lo que puede marcar caracterı´sticas
en la estructura ba´sica del patro´n, de utilidad en el proceso de clasificacio´n.
Otra cuestio´n a tener en cuenta para la definicio´n del descriptor es establecer que´ valores son repre-
sentativos en las subbandas obtenidas. De esta manera trabajamos con algunos descriptores umbralados
y binarizados. Para esto, calculamos algunos estadı´sticos sobre los valores de cada subbanda, como la
media, mediana, varianza y desviacio´n esta´ndar. La utilizacio´n de la media como umbral, es lo que nos
dio mejores resultados en cuanto a descriptores umbralados. De esta forma descartamos valores muy
pequen˜os considerados no representativos y luego binarizamos los descriptores. La Tabla 5.1 presenta
los descriptores considerados, mientras que en las Figuras 5.3 y 5.4 se observan los distintos preproce-
samientos sobre muestras de dı´gitos de ambas bases de datos.
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Tabla 5.1: Descriptores utilizando la transformada wavelet CDF 9/7.
Nombre Descripcio´n
Sin Preprocesar Imagen binarizada normalizada en taman˜o
I (a) LL1 Aproximacio´n Nivel 1
(b) LL1uM Aprox. Nivel 1 - Umbral: Media - Binarizado
II (a) LL1LH1 Aprox.+LH Nivel 1
(b) LL1LH1uM Aprox.+LH Nivel 1 - Umbral: Media - Binarizado
III (a) LL1HL1 Aprox.+HL Nivel 1
(b) LL1HL1uM Aprox.+HL Nivel 1 - Umbral: Media - Binarizado
IV (a) LL1HH1 Aprox.+HH Nivel 1
(b) LL1HH1uM Aprox.+HH Nivel 1 - Umbral: Media - Binarizado
V (a) T2 Transformada Nivel 2 (4 subbandas)
(b) T2uM Transformada Nivel 2 - Umbral: Media - Binarizado
VI (a) LL1T2 Aprox. Nivel 1 + Transformada Nivel 2
(b) LL1T2uM Aprox. Nivel 1 + Transformada Nivel 2 - Umbral: Media - Binarizado
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Figura 5.2: Aplicacio´n de la transformada wavelet CDF 9/7 hasta el segundo nivel de resolucio´n
para muestras de las bases de datos (a) CENPARMI y (b) MNIST.
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Figura 5.3: Ejemplos de preprocesamiento utilizando la CDF 9/7 segu´n la Tabla 5.1, para dı´gitos
de la base CENPARMI. La dimensio´n del dı´gito de muestra es de 256 mientras que la de los
descriptores compuestos por una sola subbanda y por dos subbandas tienen dimensio´n 64 y 128
respectivamente.
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Figura 5.4: Ejemplos de preprocesamiento utilizando la CDF 9/7 segu´n la Tabla 5.1, para dı´gitos
de la base MNIST binarizada. La dimensio´n del dı´gito de muestra es de 784 mientras que la de
los descriptores compuestos por una sola subbanda y por dos subbandas tienen dimensio´n 196
y 392 respectivamente.
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Para evaluar el rendimiento de los descriptores definidos se utilizo´ la te´cnica del perceptro´n multicapa
(MLP) entrenado con el algoritmo de Back-Propagation con momentum y velocidad de aprendizaje
adaptativa segu´n lo descripto en el Capı´tulo 3. La Tabla 5.2 muestra los porcentajes de patrones del
conjunto de testeo correctamente clasificados, junto con la dimensionalidad de cada descriptor para la
base CENPARMI (ver Ape´ndice A).
Tabla 5.2: Porcentajes de Reconocimiento sobre conjunto de Testeo CENPARMI usando MLP
- *: mejor resultado.
Descriptor Dimensio´n MLP ( % Reconocidos)
Sin Preprocesar 256 89.05
I (a) LL1 64 91.65 *
(b) LL1uM 64 87.95
II (a) LL1LH1 128 91.35
(b) LL1LH1uM 128 86.15
III (a) LL1HL1 128 90.75
(b) LL1HL1uM 128 87.80
IV (a) LL1HH1 128 90.85
(b) LL1HH1uM 128 85.55
V (a) T2 64 92.15 *
(b) T2uM 64 76.75
VI (a) LL1T2 128 92.25 *
(b) LL1T2uM 128 88.25
La Figura 5.5 muestra un gra´fico comparativo de los mejores porcentajes de reconocimiento para los
resultados de la Tabla 5.2. Notar que los porcentajes ma´s altos corresponden a descriptores sin umbralar,
como los descriptores I(a) LL1, V(a) T2 y VI(a) LL1T2.
Para la base de datos MNIST (ver Ape´ndice A) hemos extraı´do 15000 patrones del conjunto de en-
trenamiento para la etapa de aprendizaje, mientras que el conjunto de testeo fue utilizado en su totalidad.
Adema´s hemos utilizado la base binarizada, como se explico´ en la Seccio´n 3.4. La Tabla 5.3 presenta los
porcentajes de patrones del conjunto de testeo correctamente clasificados, junto con la dimensionalidad
de cada descriptor.
La Figura 5.6 presenta un gra´fico comparativo de los mejores porcentajes de reconocimiento para los
resultados de la Tabla 5.3 para MNIST binarizada, utilizando un clasificador del tipo MLP. Notar que los
porcentajes ma´s altos tambie´n corresponden a descriptores sin umbralar, como los descriptores I(a) LL1,
V(a) T2 y VI(a) LL1T2.
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Figura 5.5: Comparacio´n de los resultados de la Tabla 5.2 para los descriptores sin umbralar
para la base CENPARMI utilizando MLP.
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Figura 5.6: Comparacio´n de los resultados de la Tabla 5.3 para los descriptores sin umbralar
para la base MNIST (15000 patrones) utilizando MLP.
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Tabla 5.3: Porcentajes de Reconocimiento sobre MNIST binarizada utilizando un conjunto de
entrenamiento de 15000 patrones y todo el conjunto de Testeo, usando MLP - *: mejor resulta-
do.
Descriptor Dimensio´n MLP ( % Reconocidos)
Binarizada 784 96.22
I (a) LL1 196 97.00 *
(b) LL1uM 196 94.64
II (a) LL1LH1 392 96.56
(b) LL1LH1uM 392 93.32
III (a) LL1HL1 392 96.58
(b) LL1HL1uM 392 93.96
IV (a) LL1HH1 392 96.54
(b) LL1HH1uM 392 93.77
V (a) T2 196 96.98 *
(b) T2uM 196 89.42
VI (a) LL1T2 392 97.01 *
(b) LL1T2uM 392 94.21
Sobre los descriptores con mejor rendimiento para ambas bases de datos se aplico´ otra te´cnica de
clasificacio´n muy difundida y eficiente, las Ma´quinas de Soporte Vectorial o SVM, descriptas en el
Capı´tulo 3. En te´rminos generales, los resultados presentados en las tablas 5.4 y 5.5 mejoran los obtenidos
con la te´cnica de MLP presentados en las tablas 5.2 y 5.3.
La utilizacio´n del MLP ha permitido comparar el rendimiento de los distintos descriptores. Hemos
utilizado el criterio por el cual, en base a los resultados obtenidos con este me´todo de clasificacio´n,
elegimos los mejores descriptores y luego entrenamos clasificadores aplicando SVM. De esta forma
evitamos realizar el complicado ajuste de para´metros (asociado con este u´ltimo me´todo y con los datos
utilizados) para todos los experimentos.
Por lo observado para los clasificadores MLP y SVM, las cuatro subbandas del segundo nivel de
la transformada CDF 9/7 logran describir los dı´gitos en forma eficiente logrando una reduccio´n en la
dimensionalidad del 75 %. Los resultados mejoran con el agregado de la aproximacio´n de primer nivel,
donde la imagen suavizada es menos burda que la de segundo nivel. Creemos que la aproximacion
de primer nivel hace su aporte en cuanto a la estructura ba´sica de cada dı´gito y esto se refleja en los
resultados. En este caso la reduccio´n de la dimensionalidad con respecto a la imagen sin preprocesar es
del 50 %. Por otro lado, la utilizacio´n de la subbanda de aproximacio´n de primer nivel como descriptor,
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Tabla 5.4: Porcentajes de Reconocimiento sobre conjunto de Testeo CENPARMI usando SVM
multiclase con kernel Gaussiano con σ = 5,50, 4,75 y 5,60 para los mejores resultados
obtenidos con los descriptores I(a), V(a) y VI(a) respectivamente.
Descriptor Dimensio´n MLP ( % Reconocidos) SVM ( % Reconocidos)
Sin preprocesar 256 89.05 85.00
I (a) LL1 64 91.65 94.20
V (a) T2 64 92.15 94.45
VI (a) LL1T2 128 92.25 94.75
Tabla 5.5: Porcentajes de Reconocimiento sobre conjunto de Testeo MNIST (para MNIST bi-
narizada con 15000 patrones de entrenamiento) usando SVM multiclase con kernel Gaussiano
con σ = 15,00, 15,00 y 21,00 para los mejores resultados obtenidos con los descriptores I(a),
V(a) y VI(a) respectivamente.
Descriptor Dimensio´n MLP ( % Reconocidos) SVM ( % Reconocidos)
Binarizado 784 96.22 97.33
I (a) LL1 196 97.00 97.59
V (a) T2 196 96.98 97.54
VI (a) LL1T2 392 97.01 97.60
tambie´n es una buena opcio´n dado que produce un buen rendimiento y disminuye la dimensionalidad en
un 75 %.
La reduccio´n del taman˜o del descriptor es una caracterı´stica muy importante, sobre todo para las
bases de datos de gran volumen y alta dimensionalidad, como es el caso de MNIST. Esta u´ltima contiene
patrones de taman˜o 28x28, lo que implicarı´a un descriptor para el patro´n sin preprocesar de 784 (3 veces
ma´s que las ima´genes de CENPARMI). Adema´s la base cuenta con 70000 patrones (casi 12 veces ma´s
que la cantidad de patrones utilizados para entrenar y testear con la base de CENPARMI).
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5.2.1. Aplicacio´n de PCA sobre descriptores basados en la TW (TW-PCA)
Como vimos en la Seccio´n 4.3 la aplicacio´n de PCA permite mantener las coordenadas que retienen
la mayor varianza de los datos, eliminando las que se consideran no constituyen un aporte. Esto per-
mite mejorar la calidad de la representacio´n disminuyendo la dimensionalidad de la misma. El resultado
es el aumento o mantenimiento del rendimiento en la clasificacio´n junto con la disminucio´n del costo
computacional a la hora de entrenar y clasificar. En algunas ocasiones, directamente este punto permite
definir si una te´cnica podra´ ser aplicada sobre los datos o no, en funcio´n de los recursos computacionales
con los que se cuenta y de los tiempos de procesamiento requeridos.
Por las caracterı´sticas ya descriptas, se aplico´ PCA sobre los descriptores basados en la TW que
mejor han funcionado, vistos en la Seccio´n anterior: LL1, T2 y LL1T2, es decir, trabajamos con la
aproximada de primer nivel, con la transformada de segundo nivel, y con el descriptor conformado por
ambas, para la wavelet CDF 9/7.
No existe una regla para determinar a priori la cantidad o´ptima de componentes principales a usar.
Por esta razo´n nos hemos guiado por el porcentaje de varianza que retiene un conjunto dado de compo-
nentes y por el porcentaje de reduccio´n de la dimensionalidad del descriptor. Es decir, nos intereso´ reducir
considerablemente la dimensionalidad reteniendo la mayor cantidad de informacio´n. De esta forma, ob-
servando los resultados sobre los conjuntos de datos fue posible adoptar criterios donde prevalecio´ la
reduccio´n del descriptor en al menos un 50 % y la retencio´n de ma´s del 80 % de la varianza total.
En la Tabla 5.6 se presenta la experimentacio´n asociada a CENPARMI.
Observamos que en el caso Sin Preprocesar, la aplicacio´n de PCA no so´lo reduce la dimensionalidad
en un 50 y hasta un 75 %, sino que a su vez aumenta el porcentaje de patrones correctamente clasificados
usando MLP. En el caso de utilizar los descriptores basados en la TW con PCA el rendimiento mejora
para LL1T2 reduciendo el taman˜o del descriptor en un 50 %. Para los descriptores que ya tienen baja
dimensionalidad como es el caso de LL1 y T2, la aplicacio´n de PCA no mejora los resultados.
Para el caso MNIST binarizada, los valores se presentan en la Tabla 5.7 para 15000 patrones de
entrenamiento. A la hora de determinar la cantidad de componentes principales, fue posible establecer
el siguiente criterio: reducir la dimensionalidad en al menos un 50 % reteniendo ma´s del 90 % de la
varianza.
La aplicacio´n de PCA sobre los descriptores seleccionados basados en la TW permite mejorar los
resultados con respecto a la base binarizada. Con respecto a los resultados sin PCA para los descriptores
el rendimiento es levemente menor, sin embargo, la reduccio´n del taman˜o del descriptor es importante.
Podrı´amos decir que habiendo reducido la dimensionalidad en un 50 % obtuvimos un rendimiento similar
que para el descriptor sin transformar con PCA, para MLP.
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Tabla 5.6: Porcentajes de Reconocimiento sobre conjunto de Testeo CENPARMI usando MLP
para descriptores basados en TW y PCA.
Descriptor Dimensio´n Nueva Retiene % MLP ( % Reconocidos)
Dimensio´n (PCA) Varianza











A continuacio´n se presentan los resultados experimentales para ambas bases de datos, utilizando
SVM: la Tabla 5.8 muestra los resultados para CENPARMI, mientras que la Tabla 5.9 muestra los re-
sultados para MNIST (15000 patrones de entrenamiento). Los porcentajes de reconocimiento mejoran
para los casos donde se utiliza PCA, superando tambie´n a los experimentos realizados con MLP. Es de-
cir, aplicando las te´cnicas de TW y PCA se ha logrado reducir la dimensio´n del descriptor en un 75 y
87.50 %, logrando mejorar el rendimiento en la clasificacio´n.
La Figura 5.7 compara los resultados obtenidos para ambas bases de datos y para los descriptores
TW y TW-PCA con clasificadores SVM.
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Figura 5.7: Comparacio´n del rendimiento de descriptores basados en TW y PCA luego de clasi-
ficar con SVMs para las bases CENPARMI y MNIST asociada a 15000 patrones de entre-
namiento.
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Tabla 5.7: Porcentajes de Reconocimiento sobre conjunto de Testeo MNIST usando MLP para
descriptores basados en TW y PCA, para un conjunto de 15000 patrones de entrenamiento.









Tabla 5.8: Porcentajes de Reconocimiento sobre conjunto de Testeo CENPARMI usando SVM
para descriptores basados en TW y PCA.
Descriptor Dimensio´n SVM ( % Reconocidos)
Sin Preprocesar 256 85.00
LL1 64 94.60
T2 64 94.35
LL1T2 PCA 64 94.50
Tabla 5.9: Porcentajes de Reconocimiento sobre conjunto de Testeo MNIST usando SVM para
descriptores basados en TW y PCA, para un conjunto de 15000 patrones de entrenamiento - *:
mejores resultados.
Descriptor Dimensio´n SVM ( % Reconocidos)
Binarizada 784 97.33
LL1 196 97.59
PCA 98 98.04 *
T2 196 97.54
PCA 98 97.94 *
LL1T2 392 97.60
PCA 196 97.96 *
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5.3. Conclusiones
En este Capı´tulo presentamos diferentes descriptores basados en caracterı´sticas de multirresolucio´n
para representar dı´gitos manuscritos. Para esto hemos utilizado la Transformada Wavelet CDF 9/7. Estos
descriptores permitieron aumentar el rendimiento en la clasificacio´n disminuyendo la dimensionalidad
de las ima´genes en un 50 y 75 %. La aplicacio´n de PCA sobre algunas de estas caracterı´sticas permi-
tio´ disminuı´r au´n ma´s el taman˜o del descriptor (en un 87.50 %), logrando rendimientos en la clasificacio´n
similares o mayores a los ya obtenidos. Es importante resaltar que el tipo de preprocesamiento aplicado
permitio´ aumentar la calidad de la representacio´n al mismo tiempo que se logro´ una alta tasa de reduccio´n
del taman˜o del descriptor. Finalmente diremos que, los descriptores conformados por la aproximacio´n
de primer nivel de la transformada CDF 9/7; el segundo nivel de dicha transformada; y ambos, es decir,
aproximacio´n de primer nivel y segundo nivel completo, y la aplicacio´n de PCA sobre e´stos, ha permiti-
do representar en forma eficiente a los dı´gitos en la clasificacio´n, logra´ndose un rendimiento mayor que
la imagen sin preprocesar en todos los casos, y habiendo reducido la dimensio´n del patro´n en un 75 y
87.50 %.
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Capı´tulo 6
Combinacio´n de Clasificadores
El objetivo de este capı´tulo es presentar el me´todo de combinacio´n de mu´ltiples clasificadores como
una estrategia alternativa de disen˜o de un reconocedor de patrones, que permite mejorar el rendimiento.
Se presentan las estrategias cla´sicas de combinacio´n ası´ como tambie´n la Estrategia Bayesiana con de-
teccio´n de patrones Ambiguos (EBA) propuesta en este trabajo, junto con la experimentacio´n asociada
al problema del reconocimiento de dı´gitos manuscritos.
6.1. Introduccio´n
La combinacio´n de mu´ltiples clasificadores se propone como un me´todo que permite mejorar la
precisio´n en el reconocimiento, en comparacio´n con la utilizacio´n de clasificadores por separado (sim-
ples), es decir sin combinar [26][7]. Rahman [55] presenta un estudio sobre me´todos para combinar
clasificadores aplicados al reconocimiento de caracteres que incluye el ana´lisis de distintas formas de
organizacio´n. Por ejemplo, una combinacio´n horizontal o paralela es frecuentemente utilizada cuando se
prioriza una alta precisio´n en el reconocimiento, mientras que una estructura secuencial o en cascada se
utiliza cuando es necesario acelerar la clasificacio´n en grandes conjuntos de datos categorizados.
El rendimiento de un sistema reconocedor de patrones que utiliza mu´ltiples clasificadores, no so´lo
depende de la estrategia de combinacio´n de resultados intermedios seleccionada, sino que depende tam-
bie´n de la complementariedad o diversidad de los clasificadores participantes. Esta complementariedad
puede surgir de la aplicacio´n de diferentes enfoques como por ejemplo, modificar los conjuntos de en-
trenamiento o las caracterı´sticias extraı´das, la estructura del clasificador, los me´todos de aprendizaje,
entre otras variantes. En los u´ltimos an˜os se desarrollaron me´todos para generar mu´ltiples clasificadores
a trave´s de la exploracio´n de la muestras del conjunto de entrenamiento en funcio´n de una caracterı´stica
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especı´fica, los cuales esta´n recibiendo una creciente atencio´n, como es el caso de las te´cnicas de Bagging
[62] y Boosting [63]. Para el reconocimiento de caracteres, la combinacio´n de clasificadores basada en
la utilizacio´n de diferentes preprocesamientos o extraccio´n de caracterı´sticas, ha demostrado ser efectiva
[7].
6.2. Me´todos Cla´sicos
El problema de la combinacio´n de mu´ltiples clasificadores es un tema de investigacio´n actualmente
en desarrollo en el a´rea de Reconocimiento de Patrones. En un comienzo, el objetivo principal estaba
orientado al disen˜o de un clasificador con excelente rendimiento y tambie´n a la reduccio´n de la dimen-
sionalidad de los descriptores utilizados. Actualmente, la combinacio´n apropiada de varios clasificadores
con un buen rendimiento (que no tiene por que´ ser el mejor) dedicados al tratamiento de caracterı´sticas
diferentes y complementarias es una te´cnica que permite obtener un reconocimiento de alta calidad. Aso-
ciados a este enfoque surgen varios problemas o interrogantes, como por ejemplo, determinar la cantidad
de clasificadores adecuada para un determinado problema, los tipos de clasificadores apropiados y las
caracterı´sticas a considerar, entre otros [26].
En general, los me´todos que se utilizan para combinar las decisiones de mu´ltiples clasificadores
dependen del tipo de informacio´n producida por los clasificadores individuales.
Sea P el espacio de datos de entrada consistente en M conjuntos mutuamente excluyentes, P =
C1∪ . . .∪CM , con cada Ci, ∀i ∈ Λ = {1, 2, . . . ,M} representando un conjunto de patrones especı´ficos
denominado clase (por ejemplo, M = 10 para el problema de reconocimiento de dı´gitos). Para una
muestra x extraı´da de P , la tarea del clasificador e consiste en asignar un ı´ndice j ∈ Λ∪ {M +1} como
ro´tulo que representa que x pertenece a la clase Cj si j 6= M +1, y en caso que j = M +1 significando
que x es un patro´n rechazado por e [26]. De esta forma, consideramos al clasificador como una funcio´n
que recibe una entrada x y proporciona una salida j tal que e(x) = j.
De acuerdo a las salidas que pueden producir los clasificadores individuales, se definen tres tipos de
problemas para los cuales se aplican distintas te´cnicas de combinacio´n:
Tipo 1: Nivel abstracto o salida compuesta por una u´nica clase. Dados K clasificadores individuales
ek, k = 1, . . . ,K, cada uno de los cuales asigna un ro´tulo jk a una entrada dada x, es decir, produce un
evento ek(x) = jk, se utilizan dichos eventos para construir un clasificador integrado E que asigna a la
entrada x un ro´tulo definitivo j tal que E(x) = j, j ∈ Λ ∪M + 1.
Tipo 2: Nivel de rangos o listas categorizadas. Dada una entrada x, cada ek produce un subconjunto
Lk ⊆ Λ tal que todos los ro´tulos en Lk forman una lista ordenda por rango. El problema consiste en
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utilizar los eventos e(x) = Lk,K = 1, . . . ,K para construir un clasificador E tal que E(x) = j, j ∈
Λ ∪ {M + 1}.
Tipo 3: Nivel de mediciones. Dada una entrada x, cada ek produce un vector de nu´meros reales
Me(k) = mk(1), . . . ,mk(M)
T
, donde mk(i) representa en que´ medida ek considera que x pertenece a
la clase i. El problema consiste en utilizar los eventos e(x) = Me(k), k = 1, . . . ,K, para construir un
clasificador E tal que E(x) = j, j ∈ Λ ∪ {M + 1}.
Los tres tipos de problemas descriptos en su conjunto cubren un amplio espectro de aplicaciones. En
el Tipo 1, los clasificadores individuales pueden estar basados en diferentes teorı´as y metodologı´as (por
ejemplo, uno podrı´a ser un clasificador estadı´stico y otro estar basado en un me´todo sinta´ctico), ya que
lo que interesa es el resultado en el nivel abstracto. Por esta razo´n se puede afirmar que los problemas
de Tipo 1 cubren todas las a´reas dentro del Reconocimiento de Patrones, considera´ndose una de las
categorı´as ma´s u´tiles debido a su generalidad.
A diferencia de este Tipo ma´s general, los problemas de Tipo 3 requieren que todos los clasificadores
individuales provean un resultado en el nivel de mediciones, y que los mismos puedan ser transformados
representando el mismo tipo de informacio´n tal que su combinacio´n tenga sentido. Un me´todo asociado
a este Tipo es el Promedio de Clasificadores Bayesianos, donde todas las salidas de los clasificadores
individuales deben representar una probabilidad a posteriori [26]. Por otro lado, los problemas de Tipo
2 requieren que todos los clasificadores den un resultado en el nivel de rango, es decir, produzcan una
salida consistente en una lista de clases posibles con un ranking asociado. El mismo puede estar im-
plementado como un orden, o valores de confiabilidad, o distancias, entre otras posibilidades tambie´n
consideradas como salidas en el nivel de mediciones. La combinacio´n de listas categorizadas esta´ espe-
cialmente indicado para problemas de reconocimiento de patrones con muchas clases, donde el hecho
de que una clase aparezca en los primeros lugares de la lista sea significativo para la clasificacio´n; como
ejemplo de aplicacio´n mencionaremos el reconocimiento de palabras [56].
En los u´ltimos an˜os los me´todos asociados al Tipo 1 han recibido una creciente atencio´n debido a su
simplicidad, robustez y a su alta precisio´n en los resultados. Estos incluyen el Voto por Mayorı´a y sus
variantes como el Voto por Mayorı´a Ponderado [54], Formulacio´n Bayesiana [26], Teorı´a de Dempster-
Shafer [56], entre otros, aplicados al problema de OCR.
Describiremos brevemente algunos de estos me´todos con el objeto de presentar las bases para el
desarrollo de la estrategia de combinacio´n de clasificadores propuesta en la presente tesis.
6.2.1. Voto por Mayorı´a
El sistema de Voto por Mayorı´a tiene un gran nu´mero de variantes asociadas construidas sobre el
mismo principio subyacente. Las estrategias para resolver esta te´cnica responden a distintos interrogantes
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que surgen a la hora de resolver la combinacio´n de los clasificadores individuales, como por ejemplo: la
decisio´n final deberı´a responder u´nicamente a la cantidad de expertos que votaron a la clase ganadora sin
importar la competencia de cada uno de ellos a la hora de clasificar o la decisio´n final deberı´a responder
al voto del experto ma´s competente sin tener en cuenta el consenso de la mayorı´a?
El enfoque ba´sico del Voto por Mayorı´a [26] considera la existencia de K expertos independientes,
cada uno de los cuales produce una respuesta u´nica, segu´n lo expresado para los me´todos asociados al
Tipo 1 de problemas o Nivel Abstracto. La decisio´n final E(x) = j que surge de los eventos ek(x) =
jk, k = 1, . . . ,K, esta´ dada por la clase que consigue ma´s de la mitad de los votos, es decir, cuando al





2 + 1 si K es par
K+1
2 si K es impar
(6.1)
En este contexto, puede demostrarse que el e´xito de la estrategia del Voto por Mayorı´a depende
directamente de la confiabilidad de las respuestas dadas por cada uno de los expertos participantes [54].
Definimos la funcio´n Tk(x ∈ Ci) como,
Tk(x ∈ Ci) =


1 cuando ek = i, i ∈ Λ
0 en otro caso
(6.2)




j si TE(x ∈ Cj) = ma´xi∈Λ TE(x ∈ Ci) > K2
M + 1 de otro modo
(6.3)
donde,
TE(x ∈ Ci) =
K∑
k=1
Tk(x ∈ Ci), i = 1, . . . ,M (6.4)
Una expresio´n ma´s general permite definir un para´metro α, 0 < α ≤ 1 para regular la cantidad de





j si TE(x ∈ Cj) = ma´xi∈Λ TE(x ∈ Ci) ≥ α ∗K
M + 1 de otro modo
(6.5)
Notar que la fo´rmula 6.3 es un caso especial de 6.5 para α = 0,5 + ǫ, siendo ǫ > 0 arbitrariamente
pequen˜o.
En algunos casos puede suceder que ma´s de una clase haya recibido una cantidad importante de
votos. En estas situaciones tomar como respuesta la clase ma´s votada puede no ser muy preciso, en




j si TE(x ∈ Cj) = ma´x1, ma´x1−ma´x2 ≥ α ∗K
M + 1 de otro modo
(6.6)
donde,
ma´x1 = ma´xi∈Λ TE(x ∈ Ci)
ma´x2 = ma´xi∈Λ−{j} TE(x ∈ Ci)
(6.7)
lo que implica que para que una clase sea considerada como la respuesta final, debe tener asocia-
da una cantidad de votos lo suficientemente grande [26].
6.2.2. Voto por Mayorı´a Ponderado
Un simple refinamiento a la estrategia de Voto por Mayorı´a consiste en considerar la confiabilidad
de las respuestas de cada uno de los clasificadores individuales multiplicando cada salida por un peso
[55]. Los pesos wk que expresan la competencia comparativa entre los expertos participantes, se definen
como una lista de fracciones tal que
K∑
k=1
wk = 1 (6.8)
siendo K el total de expertos. Cuanto mayor es la competencia de un experto, mayor es el valor del w
asociado. De esta forma, denotamos la decisio´n de un experto ek que asocia a una entrada x con la clase
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ith, como dik, para i = 1, . . . ,M , siendo M el total de clases. La decisio´n que surge de la combinacio´n




wk ∗ dik (6.9)




Otras variantes sobre la forma de determinar los pesos han sido presentadas para este me´todo, como
por ejemplo el Voto por Mayorı´a Ponderado que utiliza un ı´ndice de confianza asociado con cada clase, o
el Voto por Mayorı´a Restringido asociado a una lista de valores de confianza que expresan la competencia
comparativa de los clasificadores [54].
6.2.3. Regla de Combinacio´n Bayesiana
La Regla de Combinacio´n Bayesiana [26] permite considerar el rendimiento de cada experto sobre las
muestras de entrenamiento para cada clase. En particular, la matriz de confusio´n Rk de cada clasificador
k sobre el conjunto de entrenamiento se utiliza como indicador del rendimiento de cada experto. Para un
problema con M clases ma´s la opcio´n de rechazo, Rk es una matriz de dimensio´n M x (M + 1), donde
cada entrada η(k)ij denota el nu´mero de patrones rotulados con la clase i y que fueron asignados a la clase
j por el clasificador, para j ≤ M . La opcio´n j = M + 1 representa la cantidad de patrones que fueron
rechazados.


















ij , i = 1, . . . ,M (6.12)
Obtenemos tambie´n el nu´mero de muestras que fueron asignadas a la clase j por un experto k, η(k).j ,









ij , j = 1, . . . ,M + 1 (6.13)
Frente a la presencia de K expertos, tendremos K matrices Rk, 1 ≤ k ≤ K. En consecuencia, la
probabilidad condicional de que un patro´n x pertenezca a la clase i, dado que el experto k lo asocio´ con
la clase j se estima como,














, i = 1, . . . ,M (6.14)
El valor obtenido en la ecuacio´n 6.14 representa la precisio´n del experto k cuando asigna la clase i a
una entrada x.
Dado un patro´n x tal que los resultados de la clasificacio´n de cada uno de los K expertos es ek(x) =
jk para 1 ≤ k ≤ K, se define un valor de confianza sobre la afirmacio´n de que la entrada x pertenece a
la clase i como,
bel(i) = P (x ∈ Ci |e1(x) = j1, . . . , eK(x) = jK) (6.15)
Aplicando la fo´rmula de Bayes, y asumiendo que las decisiones de los expertos son independientes,
el valor bel(i) puede estimarse como,
bel(i) ≈
∏K
k=1 P (x ∈ Ci |ek(x) = jk)∑M
i=1
∏K
k=1 P (x ∈ Ci |ek(x) = jk)
, 1 ≤ i ≤M. (6.16)
Para cada patro´n de entrada x, el mismo es asignado a la clase j si bel(j) > bel(i) para todo i 6= j
y bel(j) > α para un umbral α definido. En caso de no cumplirse con estas condiciones el patro´n es
rechazado. Tambie´n se rechaza en caso que ek(x) = M +1 para todo k, es decir, todos los clasificadores
coincidieron en rechazar la entrada x.
Los resultados obtenidos con este me´todo dependen del valor del umbral α elegido. A medida que α
crece, aumenta el grado de certeza esperado en la decisio´n final. De esta forma el error decrecerı´a, pero
el porcentaje de patrones correctamente clasificados podrı´a tambie´n ser bajo [56].
Para ma´s referencias sobre combinacio´n bayesiana ver [26] [96] [56].
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6.3. Estrategia Bayesiana con deteccio´n de Patrones Am-
biguos (EBA)
Debido a que nuestra propuesta de reconocedor esta´ orientada a una aplicacio´n general ma´s alla´ del
reconocimiento de dı´gitos manuscritos, la estrategia presentada esta´ orientada a problemas de Tipo 1 o
de nivel abstracto, donde la salida de los clasificadores individuales esta´ compuesta por una u´nica clase.
Como ya hemos mencionado en el Capı´tulo 2, el clasificador presentado en esta tesis consta de
dos niveles: un primer nivel de clasificadores individuales y un segundo nivel consistente en un mo´dulo
analizador que combina las respuestas dadas en el primer nivel para resolver una respuesta final. Vimos
tambie´n que la respuesta final no era solamente decir a que´ clase pertenecerı´a el patro´n ingresado, sino
tambie´n indicar si el mismo era considerado ambiguo o no y en el primer caso indicar con que´ otra clase
podrı´a confundirse. El sistema propuesto, en principio, no rechaza patrones aunque su disen˜o permite
implementar fa´cilmente estrategias para estos casos.
Describiremos aquı´ el segundo nivel del sistema, es decir el mo´dulo analizador, y luego presentare-
mos la experimentacio´n pertinente.
Los elementos que utiliza el mo´dulo analizador para combinar las salidas de los clasificadores indi-
viduales son: una tabla de confiabilidad cuyos valores expresan cua´n confiable es la respuesta dada por
cada uno de los clasificadores individuales; y dos para´metros que denominamos umbral de confiabilidad
y distancia mı´nima relacionados con la deteccio´n de patrones ambiguos.
Construccio´n de la Tabla de Confiabilidad
Cada clasificador del primer nivel esta´ asociado a: un determinado descriptor que surge de carac-
terı´sticas extraı´das de los patrones de entrada, un me´todo de clasificacio´n determinado y a cierta arqui-
tectura. La construccio´n de la tabla de confiabilidad se basa en un enfoque probabilı´stico bayesiano para
expresar cua´n confiable es la respuesta dada por cada clasificador, y en funcio´n de esto poder determinar
la respuesta final.
Utilizando la definicio´n de probabilidad condicional y la regla de multiplicacio´n, definimos la
probabilidad P ({x ∈ C}/{ek(x) = C}) tal que un patro´n de entrada x pertenezca a la clase C dado
que el clasificador individual ek respondio´ C para la entrada x, como
P ({x ∈ C}/{ek(x) = C}) = P ({ek(x) = C}/{x ∈ C})P ({x ∈ C})
P ({ek(x) = C}) (6.17)
donde,
Estrategia Bayesiana con deteccio´n de Patrones Ambiguos (EBA) 91
P ({x ∈ C}) es la probabilidad de que el patro´n de entrada x pertenezca a la clase C, estimada utilizando
el conjunto de datos rotulados de entrenamiento;
P ({ek(x) = C}) se estima utilizando el clasificador ya entrenado ek. Se asume que la respuesta C dada
por cada clasificador individual ek, dado un patro´n de entrada x es independiente de las respuestas de los
otros clasificadores individuales;
P ({ek(x) = C}/{x ∈ C}) se estima a partir de las salidas correctas del clasificador ek, para los patrones
de entrada pertenecientes a la clase C.
Cada elemento de la tabla de confiabilidad corresponde a un valor que representa la probabilidad a
posteriori calculada en base a la fo´rmula 6.17 para un clasificador y una clase determinada, utilizando el
conjunto de entrenamiento y los clasificadores ya entrenados. Es decir, cuando un clasificador individual
dice que el patro´n de entrada x pertenece a la clase C, cua´n confiable es esta respuesta en funcio´n de
su rendimiento con el conjunto de entrenamiento? Si para las respuestas C ese clasificador no fue muy
preciso, entonces tendra´ un valor bajo asociado en la tabla.
Estrategia de clasificacio´n
En la etapa de clasificacio´n, un patro´n de entrada x es ingresado al sistema y como salida del primer
nivel se obtiene una nueva representacio´n de x, a trave´s de las respuestas o votos de los clasificadores
individuales.
Ya como parte de las funciones del mo´dulo analizador, se calcula un puntaje asociado con cada
clase votada sC basado en los valores de la Tabla de Confiabilidad que evalu´an el rendimiento de cada





donde, C indica la clase seleccionada para la cual se esta´ calculando el puntaje, ek indica el clasificador
individual que se esta´ considerando, EC es el conjunto de los clasificadores individuales que votaron a
la clase C, rC,ek valor extraı´do de la Tabla de Confiabilidad para la clase C y el clasificador ek.
De esta forma, para cada clase votada se calcula el puntaje asociado sumando los valores de confi-
abilidad extraı´dos de la Tabla, tal que una clase con mayor puntaje, en principio, implicarı´a respuestas
ma´s confiables y mayor cantidad de votos para esa clase.
Como hemos visto, una de las principales dificultades a la hora de clasificar, y en particular cuando
hablamos de escritura manuscrita, es el tratamiento de valores extremos o outliers y de patrones ambigu-
os, dado que las distorsiones que presentan hacen difı´cil su correcta clasificacio´n. Estos patrones tienen
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la particularidad de estar alejados del valor medio de la clase con la que fueron rotulados, y por esta
razo´n podrı´an ser incorrectamente asociados con otra clase a la que estuvieran ma´s cercanos.
Para considerar este tipo de situaciones de forma tal de poder aumentar el poder discriminativo
del clasificador, consideramos la distancia del patro´n (representado por su vector de caracterı´sticas)
al valor medio de la clase asignada por el clasificador individual: si el descriptor esta´ cercano al
valor medio, se asume que el patro´n esta´ bien definido y pertenece a dicha clase; un patro´n alejado
de la media podrı´a ser considerado candidato a patro´n ambiguo en la salida final del sistema. Esta
informacio´n es utilizada como un factor de refuerzo de los valores extraı´dos de la Tabla de Confiabilidad,








donde, C indica la clase seleccionada para la cual se esta´ calculando el puntaje, ek indica el clasificador
individual que se esta´ considerando, EC es el conjunto de los clasificadores individuales que votaron a la
clase C, rC,ek valor extraı´do de la Tabla de Confiabilidad para la clase C y el clasificador ek,xek patro´n
representado por su vector de caracterı´sticas asociado al clasificador ek (tener en cuenta que cada clasi-
ficador individual puede estar asociado a caracterı´sticas diferentes),d(xek , µek,C) distancia normalizada
entre el vector de caracterı´sticas del patro´n de entrada x y el valor medio de la clase C para el conjunto
de entrenamiento considerado para el clasificador ek. Notar que, en realidad, la representacio´n del patro´n
y el ca´lculo de la media por clase se realizan considerando la(s) caracterı´stica(s) extraı´da(s) de los datos
de entrada a la(s) cual(es) esta´ dedicada dicho clasificador.
En la fo´rmula 6.19, cada valor de probabilidad extraı´do de la Tabla de Confiabilidad se divide por la
distancia normalizada entre el patro´n de entrada y la media de la clase asignada, de forma tal que patrones
cercanos a la media incrementan el puntaje total, mientras que los patrones ma´s alejados disminuyen el
valor de confiabilidad considerado.
Definicio´n de la salida del sistema
Para definir la salida del reconocedor es necesario fijar los valores de dos para´metros: el umbral de
confiabilidad y la distancia mı´nima. El umbral de confiabilidad permite decidir si un patro´n sera´ ambiguo
o no para el sistema. Frente al caso de un patro´n ambiguo, la distancia mı´nima permite considerar la o
las clases con la que dicho patro´n podrı´a confundirse.
Una vez calculados los puntajes por clase votada segu´n la fo´rmula 6.19, el mo´dulo analizador iden-
tifica a la clase con mayor puntaje asociado, y lo compara con el umbral de confiabilidad. Si el puntaje
de la clase ganadora supera el umbral, entonces el sistema considera que el patro´n esta´ bien definido y
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que pertenece a la clase ganadora. En caso que el puntaje ma´ximo no supere el umbral de confiabilidad,
entonces se considera que el patro´n es ambiguo, es decir no esta´ claramente definido. En este caso, el
puntaje ma´ximo es comparado con el puntaje ma´s cercano de los calculados. Si ambos esta´n lo suficien-
temente cerca, es decir, su distancia no supera al para´metro de distancia mı´nima, entonces la salida del
sistema indicara´ que el patro´n ingresado es ambiguo y que adema´s podrı´a pertenecer a alguna de las
clases asociadas con los dos puntajes ma´ximos.
Esta lo´gica podrı´a ejemplificarse considerando los siguientes casos:
1. Todos los clasificadores individuales votan a la misma clase: aqui se calcula un u´nico puntaje
asociado con la clase votada por todos. Dicho puntaje debera´ superar el umbral de confiabilidad, y el
patro´n se considerara´ bien definido. El caso donde todos menos uno votaron a la misma clase podrı´a ser
similar, y servirı´a para ejemplificar el caso de robustez frente a fallos (para una respuesta correcta): al
tener varios clasificadores, si alguno se equivoca no afecta la salida final del sistema.
2. Una clase fue votada por mayorı´a: habra´ que considerar adema´s de la cantidad de votos, tambie´n
la calidad de los mismos junto con el grado de distorsio´n del patro´n ingresado, medido con la distancia
entre el patro´n y la media de la clase votada. Todos estos elementos elevan la calidad de la clasificacio´n,
por ejemplo, sobre la estrategia de Voto por Mayorı´a.
3. Ninguna clase tiene mayorı´a de votos: en este caso, lo ma´s probable es que no haya un puntaje
ma´ximo muy alejado del resto, y que dicho ma´ximo no supere el umbral de confiabilidad. Si los clasifi-
cadores votaron diferentes clases, podrı´a decirse que el patro´n no esta´ muy definido y podrı´a confundirse
con otras clases.
Los valores de los para´metros umbral de confiabilidad y distancia mı´nima se determinan experi-
mentalmente sobre la base de informacio´n provista por el conjunto de datos de entrenamiento completo
en la etapa de ajuste del clasificador, teniendo en cuenta los valores ma´ximo y mı´nimo de los puntajes
por clase y las distancias entre los mismos. La variacio´n de dichos para´metros permite ajustar la salida
del sistema sin necesidad de reentrenar los clasificadores individuales. En la Seccio´n 6.4.1 se analizan
distintos ejemplos.
Notar que en este contexto, la salida del sistema consiste en indicar si el patro´n es ambiguo o no,
y la o las clases a las que podrı´a pertenecer. Adema´s, el hecho de considerar clasificadores individuales
asociados a distintas caracterı´sticas extraı´das de los datos de entrada en el primer nivel del sistema, y
todos los elementos utilizados en el modulo analizador, permiten de alguna manera explicar o justificar
la salida del reconocedor.
A continuacio´n presentaremos la experimentacio´n que nos permitio´ corroborar la eficiencia y conve-
niencia de este enfoque.
94 Capı´tulo 6. Combinacio´n de Clasificadores
6.4. Experimentacio´n
Los resultados experimentales que se presentan para este Capı´tulo se basan en la utilizacio´n de los
sistemas reconocedores que muestra la Figura 6.1, orientados a probar las distintas te´cnicas de com-
binacio´n. Cada clasificador esta´ dedicado a una caracterı´stica direccional extraı´da con las Ma´scaras de
Kirsch (ver Capı´tulo 4), y un quinto clasificador se dedica a la caracterı´stica global o patro´n completo.
Uno de los sistemas reconocedores utiliza SVM para clasificar. ´Este fue aplicado sobre las bases CEN-
PARMI y MNIST, con un preprocesamiento adicional consistente en aplicar la Transformada Wavelet
CDF 9/7 sobre las cinco caracterı´sticas, para utilizar luego la subbanda de aproximacio´n de primer niv-
el LL1 binarizada, generando un descriptor de taman˜o un cuarto con respecto al taman˜o original (ver
Capı´tulo 5). El otro sistema reconocedor utiliza clasificadores SOM, y fue aplicado a la base CENPAR-
MI.
Figura 6.1: Sistemas reconocedores que combinan (a) SOMs asociados a caracterı´sticas direc-
cionales, (b) SVM asociados a caracterı´sticas direccionales procesadas con la Transformada
Wavelet CDF 9/7.
Presentamos, en primer lugar, resultados relacionados con la implementacio´n de la EBA, para luego
compararlos con la aplicacio´n de las estrategias cla´sicas descriptas en este Capı´tulo. Es decir, las estrate-
gias aplicadas para la combinacio´n de los cinco clasificadores son: 1) Voto por Mayorı´a, 2) Voto por
Mayorı´a Ponderado, 3) Regla de Combinacio´n Bayesiana, 4) EBA - Estrategia Bayesiana propuesta.
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6.4.1. EBA
La Tabla 6.1 muestra los porcentajes de reconocimiento para los clasificadores individuales SOM
construidos sobre la base CENPARMI [49] donde las ima´genes normalizadas a 16x16 pı´xeles generaron
un descriptor de dimensio´n 256.
Tabla 6.1: Rendimiento de cada clasificador SOM asociado a una caracteristica de preproce-
samiento diferente, sobre el conjunto de testeo para la base CENPARMI - (Caracterı´sticas:
GL global o patro´n completo, HR horizontal, VT vertical, RD diagonal derecha, LD diagonal
izquierda).
SOM asociado a % Patrones SOM asociado a % Patrones
caracterı´stica reconocidos caracterı´stica reconocidos
HR 84.60 VT 82.05
RD 83.45 LD 86.25
GL 88.90
Tabla 6.2: Tabla de Confiabilidad - SOMs asociados a caracterı´sticas direccionales; HR - hori-
zontal, VT- vertical, RD - diagonal derecha, LD - diagonal izquierda, GL - caracterı´stica global
- valores para CENPARMI.
Clase HT VT RD LD GL
0 0.925 0.938 0.932 0.958 0.964
1 0.955 0.929 0.964 0.957 0.973
2 0.903 0.931 0.936 0.920 0.963
3 0.850 0.868 0.857 0.887 0.926
4 0.972 0.916 0.970 0.941 0.968
5 0.926 0.898 0.856 0.943 0.933
6 0.967 0.970 0.970 0.968 0.983
7 0.933 0.851 0.955 0.912 0.943
8 0.919 0.966 0.905 0.934 0.964
9 0.919 0.849 0.915 0.914 0.964
Para la aplicacio´n de la EBA se construyo´ la Tabla de Confiabilidad segu´n la fo´rmula 6.17. Los val-
ores obtenidos pueden observarse en la Tabla 6.2. Los valores de los para´metros Umbral de Confiabilidad
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(UC) y Distancia Mı´nima (DM) fueron fijados experimentalmente. La Tabla 6.3 muestra resultados del
reconocimiento para distintos valores de estos para´metros.
Tabla 6.3: Resultados del reconocimiento ( %) para el sistema con SOMs asociados a carac-
terı´sticas direccionales para CENPARMI - UC: Umbral de Confiabilidad - DM: distancia mı´ni-
ma - *: mejores resultados.
Correctas Correctas
UC DM (incluye (u´nica Error
ambiguos) respuesta)
2.0 0.5 91.00 90.50 9.00
* 6.0 3.0 94.50 80.60 5.50
6.0 2.0 94.20 84.20 5.80
* 9.0 3.0 94.50 80.60 5.50
15.0 1.5 93.65 86.20 6.35
Analizando los resultados del reconocimiento, observamos que para UC 2,0 y DM 0,5 pra´cticamente
no se detectan patrones ambiguos; esto se debe a que el valor del umbral es bajo en comparacio´n a los
puntajes ma´ximos obtenidos para las clases votadas. A medida que el valor del umbral de confiabilidad
aumenta, los patrones asociados a puntajes altos para la clase ganadora sera´n considerados bien definidos,
mientras que el resto sera´ considerado como patrones con cierto grado de similitud con elementos de otras
clases. Como ya mencionamos en la seccio´n anterior, la utilizacio´n de la Distancia Mı´nima posibilita
introducir una segunda clase en la salida para estos patrones, siempre y cuando el puntaje asociado este´ lo
suficientemente cercano al puntaje de la clase ganadora. En la segunda y tercera fila de la Tabla 6.3 se
observa que para el mismo valor de UC la DM decrece, y como consecuencia el nu´mero de patrones
asociado a una u´nica clase se ha incrementado.
La Tabla 6.4 muestra algunos resultados del proceso de reconocimiento correspondientes a los pa-
trones del conjunto de testeo que se observan en la Figura 6.2. Los dı´gitos de la primer columna de la
figura esta´n bien definidos para el sistema. De hecho, casi todos los elementos clasificadores votaron a
la misma clase para estos patrones, como puede observarse en la primera fila de cada clase en la Tabla
6.4. Sin embargo, sabemos que en la definicio´n de la salida no so´lo se toma en cuenta la cantidad de
votos por clase. La segunda y tercer columna de la Figura 6.2 muestran patrones que fueron considera-
dos ambiguos por el sistema. En la Tabla 6.4 puede observarse que la salida indica dos clases posibles
para estos dı´gitos, coincidiendo una de ellas con el ro´tulo del patro´n. Los votos aparecen distribuı´dos
entre diferentes clases, por lo tanto, el puntaje asociado con las clases ganadoras es menor que el corre-
spondiente a un patro´n bien definido. Un ana´lisis visual de la Figura 6.2 revela que el segundo ‘0’ es, en
realidad, similar a un ‘6’, y el tercer ‘0’ tiene ruido. Para el resto de los patrones ambiguos, las formas
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Tabla 6.4: Algunos resultados del reconocimiento correspondientes a los patrones del conjunto
de testeo CENPARMI, para estrategia EBA con UC = 6,0 y DM = 3,0. Indica patrones ambigu-
os y votos por cada SOM para las caracterı´sticas direccionales HR - horizontal, VT- vertical,
RD - diagonal derecha, LD - diagonal izquierda y GL - global.
Clase Salida Voto
Sistema Ambig HR VT RD LD GL
0 0 No 0 0 0 0 0
0 0 o´ 6 Sı´ 0 0 6 0 6
0 0 o´ 2 Sı´ 0 5 2 0 1
2 2 No 2 2 2 2 2
2 2 o´ 6 Sı´ 2 6 2 2 2
2 0 o´ 2 Sı´ 0 5 0 2 2
5 5 No 3 5 5 5 5
5 3 o´ 5 Sı´ 3 3 3 5 5
5 6 o´ 5 Sı´ 5 6 5 6 6
que presentan pueden asociarse con ma´s de una clase. Por ejemplo, el segundo patro´n rotulado como ‘5’
bien podrı´a ser un ‘3’ incompleto, mientras que el tercer ‘5’ podrı´a asociarse con un ‘6’ incompleto.
Otro sistema reconocedor utilizado y compuesto por SVMs, tambie´n fue implementado sobre la base
CENPARMI. En este caso, la aplicacio´n de la TW sobre las caracterı´sticas direccionales y la caracterı´sti-
ca global, disminuyo´ la dimensio´n del descriptor de 256 a 64 (lo que representa un 75 % de reduccio´n).
La Tabla 6.5 muestra los porcentajes de reconocimiento para los clasificadores individuales SVM, mien-
tras que las tablas 6.6 y 6.7 muestran los valores de confiabilidad y los resultados para distintos valores
de para´metros UC y DM, respectivamente.
Comparando los resultados para CENPARMI correspondientes al sistema compuesto por SOMs y al
compuesto por SVMs, vemos que e´ste u´ltimo mejora el porcentaje de patrones correctamente clasificados
de 94,50 a 95,45, a su vez que disminuye el error, es decir la cantidad de patrones mal clasificados.
Adema´s, el preprocesamiento utilizado en este sistema permitio´ reducir la dimensio´n del descriptor en
un 75 %, lo cual es una gran ventaja a la hora de reducir costos de entrenamiento y clasificacio´n.
Para la totalidad de los patrones MNIST se construyo´ un sistema basado en SVM con el preproce-
samiento consistente en la extraccio´n de caracterı´sticas direccionales usando Ma´scaras de Kirsch y la
aplicacio´n de la TW CDF 9/7, como se describio´ previamente. Este preprocesamiento permitio´ obtener
un descriptor de dimensio´n 196 (784 era el taman˜o original), efectuando una reduccio´n de un 75 %, como
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Figura 6.2: Patrones del conjunto de testeo CENPARMI correctamente clasificados. Filas aso-
ciadas con ejemplos de las clases ‘0’, ‘2’ y ‘5’.
Tabla 6.5: Rendimiento de cada clasificador SVM asociado a una caracteristica de preproce-
samiento diferente, sobre el conjunto de testeo para la base CENPARMI - (Caracterı´sticas:
GL global o patro´n completo, HR horizontal, VT vertical, RD diagonal derecha, LD diagonal
izquierda).
SVM asociado a % Patrones SVM asociado a % Patrones
caracterı´stica reconocidos caracterı´stica reconocidos
HR 81.05 VT 80.40
RD 82.95 LD 86.75
GL 90.60
en el caso CENPARMI. La Tabla 6.8 muestra los porcentajes de reconocimiento para los clasificadores
individuales SVM.
La Tabla 6.9 muestra los valores de confiabilidad utilizados en el mo´dulo analizador para definir la
salida del sistema. La Tabla 6.10 muestra los resultados para distintos valores de para´metros UC y DM
[95].
El porcentaje de patrones reconocidos obtenido con este sistema es bastante alto (99.11 %), inclusive
en comparacio´n con trabajos publicados, como se vera´ en el Capı´tulo 7. El ana´lisis sobre la variacio´n de
los valores de para´metros UC y DM y los resultados en el reconocimiento sobre la Tabla 6.10 es similar
al realizado para los otros sistemas. A medida que el UC aumenta, los patrones bien definidos sera´n
aquellos asociados a una clase ganadora con puntaje alto, probablemente votada por varios elementos
clasificadores. A su vez, el resto de los patrones sera´ considerado como dı´gitos con cierto grado de simil-
itud con otras clases, pudiendo generar una salida de ma´s de una clase. Un UC bajo podrı´a incrementar el
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Tabla 6.6: Tabla de Confiabilidad - SVMs asociados a caracterı´sticas direccionales con TW; HR
- horizontal, VT- vertical, RD - diagonal derecha, LD - diagonal izquierda, GL - caracterı´stica
global - valores para CENPARMI.
Clase HT VT RD LD GL
0 0.872 0.946 0.921 0.925 1.000
1 0.951 0.900 0.745 0.930 0.930
2 0.872 0.860 0.971 0.760 0.974
3 0.725 0.882 0.868 0.912 0.946
4 0.952 0.851 0.860 0.900 0.907
5 0.786 0.733 0.857 0.921 0.884
6 0.927 0.841 0.902 0.952 0.976
7 0.949 0.903 0.976 0.895 0.929
8 0.875 0.778 0.714 0.806 0.944
9 0.892 0.791 0.838 0.795 0.892
porcenteaje de patrones mal clasificados ya que un patro´n dudoso (los elementos clasificadores votaron
distintas clases) podrı´a ser clasificado con una sola clase, que quiza´s no fuera la correcta. Como ejemplo,
la Tabla 6.11 muestra algunos resultados del proceso de reconocimiento sobre patrones del conjunto de
testeo que se observan en la Figura 6.10.
En la primer columna de la Figura 6.3 se observan patrones que esta´n bien definidos; de hecho, todos
los elementos clasificadores votaron a la misma clase (ver Tabla 6.11). No ocurrio´ lo mismo con los
patrones de la segunda y tercer columna, considerados ambiguos para el sistema. Por ejemplo, cualquiera
podrı´a afirmar que el tercer ‘2’ es similar a un ‘7’, o que el tercer patro´n rotulado como ‘5’ podrı´a ser un
‘8’ incompleto.
6.4.2. Estrategias cla´sicas de combinacio´n
La estrategia de Voto por Mayorı´a ha sido implementada segu´n la fo´rmula 6.6 y con valores de
α = 0,1 yK = 5, este u´ltimo representando la cantidad de clasificadores considerados. En este contexto,
una clase con puntaje ma´ximo a un voto de diferencia de la segunda clase ma´s votada, sera´ considerada
la salida del sistema. Por otro lado, los patrones rechazados son aquellos que han obtenido la misma
cantidad ma´xima de votos para dos clases. Por ejemplo, de los cinco clasificadores podrı´a haber sucedido
que dos votaran a una clase A, otros dos a otra clase B, y que otro clasificador asociara el patro´n de
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Tabla 6.7: Resultados del reconocimiento ( %) para el sistema con SVMs asociados a carac-
terı´sticas direccionales para CENPARMI - UC: Umbral de Confiabilidad - DM: distancia mı´ni-
ma - *: mejor resultado
Correctas Correctas
UC DM (incluye (u´nica Error
ambiguos) respuesta)
4.0 2.5 95.35 81.85 4.65
4.0 3.0 95.40 79.95 4.60
* 5.0 3.0 95.45 77.90 4.55
6.0 3.0 95.45 77.85 4.55
Tabla 6.8: Rendimiento de cada clasificador SVM asociado a una caracteristica de preproce-
samiento diferente, sobre el conjunto de testeo para la base completa MNIST - (Caracterı´sticas:
GL global o patro´n completo, HR horizontal, VT vertical, RD diagonal derecha, LD diagonal
izquierda).
SVM asociado a % Patrones SVM asociado a % Patrones
caracterı´stica reconocidos caracterı´stica reconocidos
HR 93.40 VT 95.52
RD 95.22 LD 95.82
GL 97.33
entrada con una clase C; de esta forma habrı´a empate entre las clases A y B. Otro caso serı´a que todos
los clasificadores votaran clases diferentes.
En el caso de la estrategia de Voto por Mayorı´a Ponderado, hemos definido los pesos asociados a
cada reconocedor segu´n su rendimiento utilizando patrones del conjunto de entrenamiento, de forma tal
de cumplir con lo planteado en la fo´rmula 6.8. En esta estrategia consideramos la clase ganadora como
la asociada al mayor puntaje calculado segu´n 6.10, y en caso de haber empate entre dos o ma´s clases, el
patro´n es rechazado.
La aplicacio´n de la Regla de Combinacio´n Bayesiana descripta en la Subseccio´n 6.2.3, se imple-
mento´ en base a los valores de la matriz de confusio´n generada por el conjunto de entrenamiento, y
estimando los valores de confianza segu´n la fo´rmula 6.16 para las clases votadas. La salida del sistema
corresponde a la clase con mayor valor de confianza.
Las Tablas 6.12, 6.13 y 6.14 muestran los resultados de aplicar las estrategias de combinacio´n sobre
los tres sistemas reconocedores descriptos en la subseccio´n 6.4.1. La EBA ha dado los porcentajes de
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Tabla 6.9: Tabla de Confiabilidad - SVMs asociados a caracterı´sticas direccionales con TW; HR
- horizontal, VT- vertical, RD - diagonal derecha, LD - diagonal izquierda, GL - caracterı´stica
global - valores para MNIST.
Clase HT VT RD LD GL
0 0.925 0.978 0.967 0.975 0.992
1 0.959 0.972 0.974 0.983 0.983
2 0.957 0.965 0.971 0.961 0.972
3 0.905 0.952 0.960 0.944 0.967
4 0.970 0.960 0.960 0.955 0.958
5 0.938 0.966 0.937 0.979 0.978
6 0.965 0.985 0.960 0.967 0.980
7 0.958 0.932 0.972 0.957 0.977
8 0.866 0.945 0.920 0.939 0.973
9 0.927 0.923 0.958 0.928 0.950
reconocimiento ma´s altos en todos los casos, permitiendo detectar y clasificar los patrones ambiguos,
algo que no realizan las otras estrategias. Adema´s, en esta estrategia todos los patrones son asociados
con alguna clase, mientras que en las otras un porcentaje del conjunto de testeo es rechazado.
La Figura 6.4 presenta un gra´fico comparativo de los resultados de las distintas estrategias para los
sistemas construidos para CENPARMI y MNIST.
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Tabla 6.10: Resultados del reconocimiento ( %) para el sistema con SVMs asociados a carac-
terı´sticas direccionales para MNIST - UC: Umbral de Confiabilidad - DM: distancia mı´nima -
*: mejor resultado
Correcta Correcta
UC DM (incluye (u´nica Error
ambiguos) respuesta)
4.0 3.0 98.65 94.94 1.35
6.0 3.0 98.97 93.68 1.03
6.0 4.0 99.08 90.14 0.92
* 6.0 5.0 99.11 89.55 0.89
Tabla 6.11: Resultados sobre el conjunto de testeo para los dı´gitos de la Figura 6.3
Clase Respuesta Sistema Ambig. voto HR voto VT voto RD voto LD voto GL
2 2 No 2 2 2 2 2
2 2 u 8 Sı´ 3 2 8 2 2
2 7 o´ 2 Sı´ 2 7 7 9 2
3 3 No 3 3 3 3 3
3 3 u 8 Sı´ 8 3 3 3 5
3 3 u 8 Sı´ 8 3 8 3 3
5 5 No 5 5 5 5 5
5 5 o´ 0 Sı´ 5 2 5 0 0
5 5 u 8 Sı´ 3 8 5 5 8
Figura 6.3: Patrones de testeo correctamente clasificados para el sistema basado en SVM para
MNIST. En cada fila: clases ‘2’, ‘3’ y ‘5’ respectivamente.
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Tabla 6.12: Estrategias de Combinacio´n de clasificadores para el Sistema Reconocedor basado
en SOMs y en caracterı´sticas direccionales para la base CENPARMI.
Estrategia % Patrones % Patrones % Patrones Detecta Pat.
reconocidos rechazados mal clasif. ambiguos
1) Voto por Mayorı´a 90.00 3.10 6.90 No
2) Voto por Mayorı´a Ponderado 91.15 0.15 8.70 No
3) Regla de Comb. Bayesiana 90.95 1.30 7.75 No
4) Estrategia Bayesiana Propuesta 94.50 – 5.50 Sı´
Tabla 6.13: Estrategias de Combinacio´n de clasificadores para el Sistema Reconocedor basado
en SVMs y en caracterı´sticas direccionales y CDF 9/7 para la base CENPARMI.
Estrategia % Patrones % Patrones % Patrones Detecta Pat.
reconocidos rechazados mal clasif. ambiguos
1) Voto por Mayorı´a 91.35 3.95 4.70 No
2) Voto por Mayorı´a Ponderado 92.25 1.60 6.15 No
3) Regla de Comb. Bayesiana 76.40 17.90 5.70 No
4) Estrategia Bayesiana Propuesta 95.45 – 4.55 Sı´
Tabla 6.14: Estrategias de Combinacio´n de clasificadores para el Sistema Reconocedor basado
en SVMs y en caracterı´sticas direccionales y CDF 9/7 para la base MNIST.
Estrategia % Patrones % Patrones % Patrones Detecta Pat.
reconocidos rechazados mal clasif. ambiguos
1) Voto por Mayorı´a 97.73 0.72 1.55 No
2) Voto por Mayorı´a Ponderado 97.91 0.31 1.78 No
3) Regla de Comb. Bayesiana 97.46 0.38 2.16 No
4) Estrategia Bayesiana Propuesta 99.11 – 0.89 Sı´
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Figura 6.4: Estrategias de Combinacio´n de clasificadores para CENPARMI y MNIST.
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6.5. Conclusiones
En este Capı´tulo se ha presentado la estrategia de combinacio´n Bayesiana que detecta patrones am-
biguos EBA, para la combinacio´n de mu´ltiples clasificadores. Tambie´n se ha descripto el problema gen-
eral relacionado con la combinacio´n y las estrategias cla´sicas que constituyen una alternativa de disen˜o
para mejorar el rendimiento.
El ana´lisis se centro´ en los me´todos asociados a los problemas de Tipo 1, reconocidos por su simpli-
cidad, robustez y alta precisio´n. Ba´sicamente, dada una cierta cantidad de respuestas de clasificadores o
votos a combinar, la estrategia de Voto por Mayorı´a toma en cuenta la cantidad de votos por clase para
definir una salida final. La estrategia de Voto por Mayorı´a Ponderado asigna un peso a cada clasificador
en funcio´n de su rendimiento con el conjunto de entrenamiento, de forma tal de mejorar la precisio´n de
las respuestas finales. Por otro lado, la Regla de Combinacio´n Bayesiana utiliza la fo´rmula de Bayes y
el rendimiento de cada clasificador por clase, para estimar un valor de confianza por cada clase vota-
da en funcio´n del comportamiento de todo el sistema. Este valor de confianza permite definir la salida
del sistema. En las tres estrategias mencionadas, los patrones que no pueden ser asociados con alguna
clase son rechazados. La Estrategia Bayesiana EBA utiliza la fo´rmula de Bayes y el rendimiento de cada
clasificador por clase para estimar la probabilidad de e´xito de cada clasificador individual por cada re-
spuesta dada. En funcio´n de este valor de confiabilidad, de una medida de distancia del patro´n de entrada
a la media de la clase votada, y de la utilizacio´n de dos para´metros, se define la salida del sistema. Un
aspecto que nos interesa destacar a nivel de ana´lisis de la salida, es que la estrategia presentada detec-
ta los patrones ambiguos, indica con que´ clases podrı´an confundirse, y no rechaza patrones de entrada
(aunque permite incorporar esta caracterı´stica), es decir, siempre asocia la entrada con la clase ma´s cer-
cana, indicando si el patro´n es considerado ambiguo o no. Esta es una diferencia con las otras estrategias
que indican el rechazo de patrones y no distinguen entre patrones bien definidos y los dudosos. Los re-
sultados experimentales muestran que la EBA supera a las otras estrategias en cuanto a porcentaje de
patrones reconocidos para distintos tipos de clasificadores individuales utilizados, disminuyendo el error
y aumentando la calidad de la respuesta.
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Capı´tulo 7
Sistema Clasificador con Tratamiento de
Ambigu¨edad - SCLAM
El objetivo de este capı´tulo es presentar la experimentacio´n asociada a la construccio´n de los sistemas
reconocedores finales SCLAM, incluyendo la seleccio´n del preprocesamiento, presentando estrategias
para la seleccio´n de los elementos clasificadores, y comparando los resultados finales con resultados de
la literatura considerados representativos.
7.1. Caracterı´sticas direccionales con Ma´scaras de Kirsch y
TW-PCA
En el Capı´tulo 4 hemos presentado distintas te´cnicas para extraccio´n de caracterı´sticas sobre las
ima´genes de dı´gitos manuscritos, y en el Capı´tulo 5 propusimos varios descriptores basados en el uso de
la Transformada Wavelet (TW) y Ana´lisis de Componentes Principales (PCA), con muy buen rendimien-
to para el problema tratado. En esta Seccio´n presentamos resultados sobre caracterı´sticas direccionales
y TW-PCA con el objeto de obtener un conjunto de clasificadores que permita construir los sistemas
reconocedores finales.
De esta forma, trabajamos con las cuatro caracterı´sticas direccionales extraı´das de los dı´gitos y sobre
ellas aplicamos los descriptores basados en la TW y PCA (TW-PCA) presentados en el Capı´tulo 5.
El entrenamiento de diferentes clasificadores utilizando SVM (me´todo con el que hemos obtenido los
mejores resultados) nos dio´ un conjunto de clasificadores a partir del cual elegimos los mejores elementos
para construir el sistema reconocedor.
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En las Tablas 7.1 y 7.2 se presentan los resultados sobre ambas bases y para los clasificadores entre-
nados.
Tabla 7.1: Porcentajes de Reconocimiento sobre conjunto de Testeo CENPARMI usando SVM
para descriptores basados en caracterı´sticas direccionales, TW y PCA.
Descriptor Dimensio´n %
HR VT RD LD GL
LL1 64 90.10 91.35 91.60 93.00 94.60
T2 64 89.70 91.25 91.10 92.55 94.35
LL1T2 PCA 64 89.80 91.40 90.95 92.65 94.50
Tabla 7.2: Porcentajes de Reconocimiento sobre conjunto de Testeo MNIST usando SVM para
descriptores basados en caracterı´sticas direccionales, TW y PCA, para un conjunto de 15000
patrones de entrenamiento.
Descriptor Dimensio´n %
HR VT RD LD GL
LL1 PCA 98 96.38 96.53 96.26 96.38 98.04
T2 PCA 98 96.20 96.46 95.98 96.26 97.94
LL1T2 PCA 196 96.29 96.62 95.98 96.29 97.96
Los resultados para MNIST utilizando el conjunto de entrenamiento de 15000 patrones permi-
tio´ comparar los porcentajes obtenidos con resultados previos presentados en este trabajo, asi como
tambie´n evaluar el rendimiento de los descriptores con un conjunto de datos compuesto por un cuarto de
las ima´genes del conjunto de entrenamiento original de la base. Teniendo en cuenta que el rendimiento
con los tres descriptores considerados (aplicados sobre la caracterı´sticas direccionales y global) ha sido
muy bueno y similar, se decidio´ utilizar los mismos para la base completa.
La Tabla 7.3 muestra los resultados para MNIST completa.
En te´rminos generales, se observa que el rendimiento es muy bueno y similar para las distintas car-
acterı´sticas direccionales, aunque el mayor porcentaje de patrones reconocidos se obtiene con la carac-
terı´stica global. La utilizacio´n de la base de datos MNIST completa ha permitido mejorar los resultados
sobre el conjunto de testeo, en comparacio´n con las pruebas realizadas con MNIST con 15000 patrones
en el conjunto de entrenamiento.
A partir de ahora utilizaremos las bases CENPARMI y MNIST COMPLETA para la experimentacio´n
orientada a construir los sistemas reconocedores finales.
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Tabla 7.3: Porcentajes de Reconocimiento sobre conjunto de Testeo MNIST usando SVM para
descriptores basados en caracterı´sticas direccionales, TW y PCA, para la base COMPLETA.
Descriptor Dimensio´n %
HR VT RD LD GL
LL1 PCA 98 97.35 97.67 97.65 97.68 98.64
T2 PCA 98 97.27 97.60 97.65 97.68 98.54
LL1T2 PCA 196 97.30 97.66 97.61 97.70 98.59
7.2. Seleccio´n de Elementos Clasificadores
Como ya hemos mencionado en el Capı´tulo 6, la seleccio´n de clasificadores para su combinacio´n
no es una tarea trivial. Uno de los criterios aplicados, por su buen desempen˜o para el problema del
reconocimiento de dı´gitos manuscritos, es la utilizacio´n de diferentes caracterı´sticas cada una asociada
con un clasificador independiente y extraı´das del mismo conjunto de datos original. En base a esta idea
presentamos otras estrategias de seleccio´n de subconjuntos de clasificadores, su combinacio´n mediante
la te´cnica EBA descripta en la Seccio´n 6.3, y los resultados obtenidos.
E1) Una primera idea ya utilizada en varios trabajos ([95] [49] [30]), consiste en combinar las cuatro
caracterı´sticas direccionales y la global. En este trabajo se agrega el preprocesamiento usando la Trans-
formada Wavelet y PCA, indicado en la seccio´n anterior, sobre las caracterı´sticas direccionales y sobre
la caracterı´stica global. De esta forma, tendremos un sistema reconocedor por cada descriptor (cada fila
de las tablas 7.1 y 7.3) y para cada base de datos. Luego del ajuste de los para´metros umbral de con-
fiabilidad (UC) y distancia mı´nima (DM) seleccionamos los mejores resultados, teniendo en cuenta la
cantidad de patrones ambiguos detectados y el total de patrones asociados con una u´nica clase, adema´s
del porcentaje de reconocimiento total.
La Tabla 7.4 presenta los resultados para la base de datos CENPARMI. En la parte (a) se prioriza
los porcentajes totales de patrones correctamente clasificados, mientras que en la (b) se sigue buscando
un buen reconocimiento pero se disminuye la cantidad de patrones ambiguos mientras que aumenta el
porcentaje de patrones asociados con una u´nica clase.
La Tabla 7.5 presenta los resultados asociados a la base de datos MNIST.
La aplicacio´n de la estrategia E1 con la te´cnica de combinacio´n EBA, ha permitido obtener altos
porcentajes de reconocimiento para los distintos preprocesamientos utilizados. Para CENPARMI, el por-
centaje de reconocimiento ma´s alto fue obtenido con el descriptor LL1T2 PCA 64 con un 97.40 % de
patrones correctamente clasificados, mientras que para MNIST el porcentaje ma´s alto fue obtenido con
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Tabla 7.4: Porcentajes de Reconocimiento sobre conjunto de Testeo CENPARMI para la estrate-
gia de combinacio´n E1 - (a) y (b): distintos valores para los para´metros Umbral de Confiabilidad
(UC) y Distancia Mı´nima (DM) propios de la estrategia de combinacio´n EBA.
Descriptor UC DM % Total % Reconocidos % %
(incluye ambiguos) (u´nica clase) Ambig. Error
LL1 9.0 7.0 97.35 81.45 15.90 2.65
T2 8.5 8.5 97.25 80.65 16.60 2.75
LL1T2 PCA 64 9.0 6.5 97.40 81.00 16.40 2.60
(a)
LL1 6.5 3.0 96.85 90.30 6.55 3.15
T2 8.5 3.0 96.60 90.30 6.30 3.40
LL1T2 PCA 64 9.0 3.0 97.05 90.50 6.55 2.95
(b)
Tabla 7.5: Porcentajes de Reconocimiento sobre conjunto de Testeo MNIST para la estrategia
de combinacio´n E1, utilizando la base de datos completa. UC: Umbral de Confiabilidad; DM:
Distancia Mı´nima, para´metros propios de la estrategia de combinacio´n EBA.
Descriptor UC DM % Total % Reconocidos % %
(incluye ambiguos) (u´nica clase) Ambig. Error
LL1 PCA 98 8.0 8.0 99.29 94.98 4.31 0.71
T2 PCA 98 11.0 8.0 99.32 94.74 4.58 0.68
LL1T2 PCA 196 11.0 11.0 99.27 94.89 4.38 0.73
el descriptor T2 PCA 98 para el sistema con clasificadores entrenados con el conjunto de datos comple-
to, obtenie´ndose un porcentaje de reconocimiento de 99.32 %. La Figura 7.1 muestra la estructura del
reconocedor con porcentajes asociados, para los mejores resultados.
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Figura 7.1: Sistemas reconocedores asociados a la estrategia de combinacio´n E1 que presen-
taron los mejores resultados para el conjunto de testeo. (a) CENPARMI y (b) MNIST completa.
En cada caso se indica el preprocesamiento, los porcentajes de reconocimiento de cada clasifi-
cador individual y el total del sistema.
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E2) La estrategia E2 consiste en utilizar el rendimiento general de cada clasificador presentado en
las Tablas 7.1 y 7.3. De esta forma podrı´amos seleccionar por cada caracterı´stica direccional y global,
que´ descriptor fue el ma´s eficiente. Para CENPARMI quedan seleccionados: LL1 para HR, RD, LD y
GL, y LL1T2 PCA 64 para VT. Para MNIST quedan LL1 PCA 98 para HR, VT, RD y GL, y LL1T2
PCA 196 para LD.
La Figura 7.2 presenta los resultados para cada conjunto de datos, luego del ajuste de para´metros UC y
DM. Se puede observar el rendimiento por cada clasificador individual y el que resulta de la estrategia
EBA de combinacio´n de clasificadores.
E3) En la estrategia E3 consideramos el rendimiento de cada clasificador por caracterı´stica y por
clase, extraı´do de las Tablas de Confiabilidad asociadas con cada sistema reconocedor (ver Ape´ndice B).
Segu´n lo descripto en el Capı´tulo 6, la Tabla de Confiabilidad se utiliza para definir la salida del sistema,
con todas las propiedades ya mencionadas. Vamos aquı´ a asignarle una utilidad adicional que es la de
permitir seleccionar clasificadores en funcio´n del rendimiento por clase. Es decir, incorporar un elemen-
to clasificador al conjunto que sea muy bueno para algunas clases podrı´a ser un aporte importante en el
contexto de nuestra estrategia de combinacio´n.
De esta forma, la estrategia E3 consiste en seleccionar el clasificador que haya tenido mejor rendimiento
por clase (segu´n Tablas de Confiabilidad), y en caso de empate elegir el que haya tenido mejor rendimien-
to general sobre todas las clases teniendo en cuenta la caracterı´stica y el descriptor (segu´n Tablas 7.1 y
7.3).
Como ejemplo, observamos que para la clase ‘0’ para MNIST, el mejor valor de confiabilidad esta´ aso-
ciado con el descriptor GL T2 PCA 98 (ver Tablas B.1 (d), (e) y (f)). En cambio para la clase ‘1’ hay
empate entre las caracterı´sticas GL asociadas a los descriptores LL1 PCA 98, T2 PCA 98 y LL1T2 PCA
196. Como el mejor rendimiento general sobre todas las clases fue obtenido por el descriptor GL LL1
PCA 98 (ver Tabla 7.3), e´ste queda seleccionado para la clase del ‘1’.
Luego de analizar todas las clases, para MNIST completa quedan seleccionados cuatro clasificadores:
LL1 PCA 98 para HR, VT y GL, y T2 PCA 98 para GL.
Para CENPARMI quedan seleccionados cinco clasificadores: LL1 para RD, LD y GL, LL1T2 PCA 64
para VT, y T2 para GL.
La Figura 7.3 presenta los mejores resultados obtenidos para la estrategia E3.
Los resultados de las estrategias utilizadas en esta Seccio´n sera´n comparados en la Seccio´n siguiente.
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Figura 7.2: Sistemas reconocedores asociados a la estrategia de combinacio´n E2 que presen-
taron los mejores resultados para el conjunto de testeo. (a) CENPARMI y (b) MNIST completa.
En cada caso se indica el preprocesamiento, los porcentajes de reconocimiento de cada clasifi-
cador individual y el total del sistema.
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Figura 7.3: Sistemas reconocedores asociados a la estrategia de combinacio´n E3 que presen-
taron los mejores resultados para el conjunto de testeo. (a) CENPARMI y (b) MNIST completa.
En cada caso se indica el preprocesamiento, los porcentajes de reconocimiento de cada clasifi-
cador individual y el total del sistema.
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7.3. Sistemas de Reconocimiento de Patrones SCLAM
En esta Seccio´n comparamos los resultados obtenidos en la Seccio´n 7.2, luego de haber aplicado los
criterios de seleccio´n de clasificadores para los distintos conjuntos de datos, con el objeto de elegir los
sistemas reconocedores con mejor rendimiento y, ası´, presentar los resultados finales.
Las Tablas 7.6 y 7.7 comparan los resultados de las tres estrategias presentadas indicando, adema´s,
la figura que muestra la estructura de cada sistema reconocedor.
Tabla 7.6: Porcentajes de Reconocimiento sobre conjunto de Testeo CENPARMI para clasifi-
cadores individuales SVMs y distintas estrategias de combinacio´n.
Sist. Estrategia UC DM % Total % Reconocidos % %
Reconocedor (incluye ambig.) (u´nica clase) Ambig. Error
Fig.7.1 (a) E1 9.0 6.5 97.40 81.00 16.40 2.60
Fig.7.2 (a) E2 9.0 7.0 97.35 81.45 15.90 2.65
Fig.7.3 (a) E3 12.0 6.0 97.35 84.05 13.30 2.65
Tabla 7.7: Porcentajes de Reconocimiento sobre conjunto de Testeo MNIST COMPLETA para
clasificadores individuales SVMs y distintas estrategias de combinacio´n.
Sist. Estrategia UC DM % Total % Reconocidos % %
Reconocedor (incluye ambig.) (u´nica clase) Ambig. Error
Fig.7.1 (b) E1 11.0 8.0 99.32 94.74 4.58 0.68
Fig.7.2 (b) E2 11.0 10.0 99.32 94.94 4.38 0.68
Fig.7.3 (b) E3 6.0 5.0 99.32 95.88 3.44 0.68
En el caso CENPARMI, observamos que el mejor resultado fue obtenido con la estrategia E1, uti-
lizando todas las caracterı´sticas direccionales y la global, mientras que para MNIST la estrategia que
mejor ha funcionado fue la E3. Notar que para el caso MNIST, aunque los porcentajes totales de re-
conocimiento coinciden para los tres enfoques, el de la estrategia E3 presenta un porcentaje mayor de
patrones asociados con una u´nica clase, lo cual es deseable.
De esta forma, quedan seleccionados los reconocedores de las Figuras 7.1 (a) y 7.3 (b) como los
sistemas finales que han presentado mejor rendimiento (ver Figura 7.4). Notar que para CENPARMI,
la dimensio´n del descriptor ha sido reducida en un 75 % con respecto a las ima´genes iniciales para
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todos los clasificadores incluidos, mientras que para MNIST la reduccio´n fue del 87.50 % para todos los
clasificadores utilizados. Adema´s, en este u´ltimo caso, la utilizacio´n de la estrategia E3 de seleccio´n de
clasificadores permitio´ la utilizacio´n de cuatro elementos reconocedores, cantidad menor que la utilizada
en los otros sistemas, logrando obtener el rendimiento ma´s alto.
Figura 7.4: Porcentajes de reconocimiento para los sistemas finales SCLAM asociados a los
conjuntos de datos CENPARMI (Figura 7.1 (a)) y MNIST completa (Figura 7.3 (b)).
A continuacio´n presentamos ejemplos de las salidas de los reconocedores finales asociados con las
bases CENPARMI y MNIST.
La Figura 7.5 presenta dı´gitos que han sido correctamente clasificados y mal clasificados para el
sistema final asociado a CENPARMI, mientras que la Tabla 7.8 muestra los votos recibidos por cada
clase por cada patro´n de ejemplo. Los patrones de la primera fila de la figura esta´n bien definidos para
el sistema, dado que todos los clasificadores votaron a la misma clase. Para los patrones ambiguos los
votos se repartieron entre varias clases. Visualmente se observan algunos ejemplos donde la ambigu¨edad
es notoria, como en el caso de la imagen 264 que podrı´a ser un ‘6’ no tan convencional y esta´ rotulado
como un ‘1’. Los patrones mal clasificados se presentan incompletos o con formas extran˜as que, en
algunos casos, confunden a la hora de clasificar, como la imagen 1668 que podrı´a pensarse como un ‘0’
y esta´ rotulada como ‘8’, o la 1637 tambie´n rotulada como un ‘8’ pero que parece un ‘4’.
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En [46] se evalu´a el resultado de clasificar la base CENPARMI con un clasificador de tipo VSVM
(SVM virtual). Las ima´genes 919, 1663 y 1351, bien definidas para el reconocedor SCLAM, y las nu´mero
812 y 1994, consideradas ambiguas, no han sido correctamente clasificadas con el me´todo VSVM, segu´n
lo presentado en el trabajo citado. En cuanto a los dı´gitos mal clasificados, las ima´genes 1637 y 1668 no




Figura 7.5: Patrones del conjunto de testeo, clasificados por el sistema final de la Figura 7.1 (a)
para la base CENPARMI. (I): patrones considerados bien definidos; (II): patrones considerados
ambiguos; (III): patrones mal clasificados. En cada caso se indica el ro´tulo del dı´gito, y en el
caso de ambiguos y mal clasificados, el ro´tulo y luego la(s) clase(s) asignadas por el sistema.
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Tabla 7.8: Algunos resultados del reconocimiento correspondientes al sistema final CENPARMI
para los dı´gitos de la Figura 7.5. Se indican patrones ambiguos y votos por cada SVM para las
caracterı´sticas HR - horizontal, VT- vertical, GL - global y el descriptor TW-PCA extraı´do.
Clase Salida Voto HR VT RD LD GL
Sistema Ambig LL1T2 LL1T2 LL1T2 LL1T2 LL1T2
pca64 pca64 pca64 pca64 pca64
(a) 4 4 No 4 4 4 4 4
(b) 5 5 No 5 5 5 5 5
(c) 6 6 No 6 6 6 6 6
(d) 8 8 No 8 8 8 8 8
(e) 1 1 o´ 6 Sı´ 1 6 1 6 1
(f) 2 2 o´ 3 Sı´ 0 2 3 2 8
(g) 4 4 o´ 6 Sı´ 3 4 4 6 6
(h) 9 9 o´ 4 Sı´ 9 9 4 9 9
(i) 3 0 - 0 0 0 0 0
(j) 7 9 - 9 9 2 9 9
(k) 8 4 - 4 4 4 4 4
(l) 8 0 - 0 2 0 0 5
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Para la base MNIST completa, la Figura 7.6 presenta los dı´gitos de ejemplo. La Tabla 7.9 muestra
algunos resultados del proceso de reconocimiento con el sistema final, correspondientes a los patrones
de dicha figura. Observamos que para los patrones bien definidos, todos los votos fueron para la misma
clase. Visualmente algunos son muy claros, como el primer ‘2’, y otros tienen discontinuidades o formas
no convencionales, sin embargo fueron correctamente clasificados. Los patrones considerados ambiguos
presentan formas poco cla´sicas para los ro´tulos asignados, debido a un estilo particular de escritura, a
cuestiones de segmentacio´n de las ima´genes o caracterı´sticas del trazo. Para estos patrones los votos
esta´n repartidos en ma´s de una clase, y la salida fue definida en base al puntaje por clase calculado con
la estrategia EBA. Entre los patrones mal clasificados observamos casos donde ima´genes incompletas
hacen que el dı´gito parezca ser de una clase distinta a su ro´tulo, como el caso de la imagen nu´mero 446
que parece un ‘0’ y es un ‘6’. Otro caso es el de la imagen nu´mero 1902 rotulada como ‘9’, pero que un
humano podrı´a asociar con un ‘4’, como lo hizo el sistema reconocedor.
En [46] Suen y Tan presentan resultados de cinco clasificadores representativos, como LeNet5 y
VSVM (SVM virtuales), y realizan un reporte de los errores cometidos por cada uno, sobre la base
MNIST. De los dı´gitos bien clasificados de la Figura 7.6, las ima´genes nu´mero 1879, 2036 y 3763 no
han podido ser correctamente reconocidas por la mayorı´a de los clasificadores en el trabajo citado. De
los considerados ambiguos, las ima´genes nu´mero 1233 y 2940 no han podido ser bien clasificadas por
ninguno de los clasificadores en [46]. Entre los mal clasificados, las ima´genes 1902 y 8409 son errores
cometidos por todos los clasificadores, y visualmente estos nu´meros tienen formas muy parecidas a
elementos de una clase diferente a la que llevan como ro´tulo.




Figura 7.6: Patrones del conjunto de testeo, clasificados por el sistema final de la Figura 7.3 (b)
para la base MNIST completa. (I): patrones considerados bien definidos; (II): patrones consid-
erados ambiguos; (III): patrones mal clasificados. En cada caso se indica el ro´tulo del dı´gito,
y en el caso de ambiguos y mal clasificados, el ro´tulo y luego la(s) clase(s) asignadas por el
sistema.
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Tabla 7.9: Algunos resultados del reconocimiento correspondientes al sistema final MNIST
completa para los dı´gitos de la Figura 7.6. Se indican patrones ambiguos y votos por cada SVM
para las caracterı´sticas HR - horizontal, VT- vertical, GL - global y el descriptor TW-PCA
extraı´do.
Clase Salida Voto HR VT GL GL
Sistema Ambig LL1 LL1 LL1 T2
pca98 pca98 pca98 pca98
(a) 2 2 No 2 2 2 2
(b) 5 5 No 5 5 5 5
(c) 6 6 No 6 6 6 6
(d) 8 8 No 8 8 8 8
(e) 5 5 o´ 3 Sı´ 0 3 5 5
(f) 7 7 o´ 1 Sı´ 1 7 7 7
(g) 9 4 o´ 9 Sı´ 4 9 4 4
(h) 9 7 o´ 9 Sı´ 7 9 7 5
(i) 5 6 - 2 6 3 5
(j) 6 0 - 0 0 0 0
(k) 8 2 - 2 3 2 2
(l) 8 9 - 9 9 9 9
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Por u´ltimo, presentamos una tabla comparativa del rendimiento obtenido en el presente trabajo y
resultados publicados considerados representativos (ver Tablas 7.10 y 7.11). Los resultados para CEN-
PARMI son comparables con los publicados, aunque deseables de mejorar. Esta es una base de datos
de difı´cil clasificacio´n. Por ejemplo, Suen [97] obtiene un 98.85 % de reconocimiento entrenando re-
des neuronales con 450.000 muestras [59]. Para MNIST, el clasificador presentado ha dado muy buenos
resultados. Observamos que los trabajos que han obtenido mayor rendimiento en cuanto a porcentajes uti-
lizan un conjunto de entrenamiento modificado, con mayor cantidad de ima´genes que surgen de aplicar
deformaciones a los patrones del conjunto de entrenamiento. Segu´n [98] los mejores resultados para
MNIST se han obtenido con esta te´cnica, con lo cual se podrı´a considerar de incorporarla para nuestros
sistemas como un trabajo a futuro. Adema´s, algunos de estos trabajos utilizan una estructura de clasifi-
cador muy compleja como en el caso de la red Convolucional, o inclusive de un MLP con una cantidad
de pesos o sinapsis del orden de los 12 millones, lo cual obliga a utilizar tarjetas gra´ficas para entrenar
la red durante varias horas [98][99]. Ma´s alla´ de las diferencias en la salida, en cuanto al tratamiento de
patrones ambiguos (cuestio´n que en general los otros sistemas no realizan), el rendimiento obtenido por
los sistemas SCLAM es alto, sobre todo teniendo en cuenta la gran disminucio´n de costo computacional
debido principalmente a la alta reduccio´n del taman˜o de los descriptores considerados (superior o igual
al 75 %), y de la utilizacio´n de clasificadores cla´sicos con una estructura relativamente sencilla.
Tabla 7.10: Comparacio´n del rendimiento de distintos clasificadores sobre CENPARMI.
Me´todo % Error An˜o
GMM [100] 0.65 2011
SVC-RBF [101] 0.85 2004
SVC-RBF [32] 1.10 2002
NN [97] 1.15 1999
KM + SVM [102] 2.40 2004
TWPCA + SCLAM (me´todo propuesto) 2.60 2011
TW + MCNN [38] 5.30 2000
Combinacio´n SOMs [49] 5.50 2007
TW + MLP [39] 7.80 2003
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Tabla 7.11: Comparacio´n del rendimiento de distintos clasificadores sobre MNIST.
Me´todo % Error An˜o
Conjunto de MLPs [98][99] 0.31 2011
LCNN + deformaciones ela´sticas [103] 0.39 2006
CNN + deformaciones ela´sticas [104] 0.40 2003
TFE-SVM + deformaciones ela´sticas [45] 0.56 2007
TWPCA + SCLAM (me´todo propuesto) 0.68 2011
LeNet5 + deformaciones ela´sticas [45] 0.72 2007
NN+SVM [34] 0.83 2004
TFE-SVM [45] 0.83 2007
Combinacio´n-SVM [95] 0.89 2009
LeNet5 [4] 0.95 1998
Boost.Strumps Haar [105] 1.26 2009
Combinacio´n MLPs [40] 1.40 2004
Distancia Bhattacharyya [106] 1.80 2008
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Capı´tulo 8
Conclusiones y Trabajos Futuros
En este trabajo hemos presentado un sistema para el reconocimiento de patrones que detecta am-
bigu¨edades, basado en una estrategia Bayesiana orientada a definir la salida del sistema. Como elemen-
tos componentes del reconocedor, en una primera capa o nivel, se utilizaron clasificadores relativamente
sencillos y bien posicionados para el problema a tratar. En una segunda capa, la utilizacio´n de la Tabla
de Confiabilidad estimando cua´n confiable es la respuesta de cada clasificador individual frente a un
patro´n de entrada, permitio´ decidir cua´ndo un patro´n debı´a ser considerado bien definido o ambiguo, y
en este u´ltimo caso con que´ clases podrı´a confundirse. La Tabla se utilizo´ tambie´n para definir y aplicar
estrategias de seleccio´n de clasificadores en la etapa de construccio´n del reconocedor.
La estrategia Bayesiana de combinacio´n de clasificadores que permite detectar ambigu¨edades y re-
solverlas constituye la propuesta original de este trabajo de tesis y la principal contribucio´n al estado del
arte. Un aspecto que nos interesa destacar a nivel de ana´lisis de la salida, es que la estrategia presenta-
da detecta los patrones ambiguos, indica con que´ clases podrı´an confundirse, y no rechaza patrones de
entrada (aunque permite incorporar esta caracterı´stica), es decir, siempre asocia la entrada con la clase
ma´s cercana, indicando si el patro´n es considerado ambiguo o no. Esta es una diferencia con las otras es-
trategias que indican el rechazo de patrones y no distinguen entre patrones bien definidos y los dudosos.
Los resultados experimentales muestran que la estrategia Bayesiana supera a las otras estrategias en
cuanto a porcentaje de patrones reconocidos para distintos tipos de clasificadores individuales utilizados,
disminuyendo el error y aumentando la calidad de la respuesta.
El sistema reconocedor de patrones presentado fue aplicado al problema del reconocimiento de dı´gi-
tos manuscritos off-line, como forma de testear su desempen˜o. En funcio´n de esto, hemos propuesto
descriptores basados en caracterı´sticas de multirresolucio´n a trave´s del uso de la Transformada Wavelet
CDF 9/7 y de Ana´lisis de Componentes Principales, lo que ha permitido mejorar el rendimiento en la
clasificacio´n y disminuı´r el costo computacional.
126 Capı´tulo 8. Conclusiones y Trabajos Futuros
La experimentacio´n se realizo´ sobre las bases de datos CENPARMI y MNIST ampliamente referen-
ciadas para este problema. Para la base CENPARMI el mejor resultado fue obtenido con un reconocedor
compuesto por cinco clasificadores de tipo Ma´quinas de Soporte Vectorial (SVM), cada uno dedica-
do a una caracterı´stica direccional o global representada por un descriptor basado en la Transformada
Wavelet y Ana´lisis de Componentes Principales (TW-PCA). El uso de estos descriptores permitio´ re-
ducir la dimensio´n del patro´n de entrada en un 75 % con respecto a la imagen inicial. El porcentaje de
reconocimiento obtenido por el sistema fue de 97.40 %.
Para la base MNIST el sistema se construyo´ con cuatro clasificadores en funcio´n de la estrategia
de seleccio´n de clasificadores presentada, dedicados a caracterı´sticas direccionales y global, tambie´n
representadas con descriptores de tipo TW-PCA. En este caso la reduccio´n de la dimensio´n del patro´n
de entrada fue de 87.50 %, mientras que el porcentaje de reconocimiento obtenido por el sistema fue de
99.32 %.
Los porcentajes de reconocimiento obtenidos son altos, sobre todo teniendo en cuenta la importante
reduccio´n realizada sobre el taman˜o del descriptor. Esta reduccio´n impacta fuertemente en los tiempos
de entrenamiento de los clasificadores y en el tratamiento de grandes bases de datos como es el caso de
MNIST.
Como desafı´os a futuro se plantea el estudio de distintos aspectos relacionados con el disen˜o del
sistema reconocedor, como por ejemplo, la incorporacio´n de modificaciones a la estrategia de deteccio´n
de patrones ambiguos para que permita, adema´s, detectar outliers, es decir, patrones que no pueden
asociarse con ninguna clase. El ana´lisis de los errores o patrones mal clasificados, junto con el de los votos
y puntajes asignados por el reconocedor en general, podra´ ser u´til en este punto. Otro aspecto que invita a
seguir investigando es la definicio´n de nuevas estrategias para la seleccio´n de clasificadores componentes
del sistema, y la evaluacio´n del impacto que tiene la utilizacio´n de la tabla de confiabilidad en este
tema. Por otro lado, creemos que el estudio de la conveniencia de incorporar otro tipo de clasificadores





En el presente Anexo se describen las bases de datos de dı´gitos manuscritos utilizadas para el desar-
rollo del trabajo: CENPARMI y MNIST. Ambas constituyen un esta´ndar para el entrenamiento y testeo
de sistemas reconocedores, lo cual permite comparar los resultados obtenidos con los de la literatura.
A.1. Base de Datos CENPARMI
La base de datos de nu´meros manuscritos del Centre for Pattern Recognition and Machine Intelli-
gence (CENPARMI) de la Universidad de Concordia, Canada´ [3], ha sido utilizada ampliamente en la
literatura para medir el rendimiento de los sistemas de clasificacio´n. Esta´ compuesta por ima´genes de
dı´gitos escritos a mano sin restricciones provistos por el Servicio Postal de los Estados Unidos, y ex-
traı´dos de co´digos postales manuscritos en los sobres de la correspondencia. Cada nu´mero de la base
fue digitalizado en dos niveles, en una grilla de 64 x 224 elementos cuadrados de 0.153 mm cada uno,
obtenie´ndose una resolucio´n de aproximadamente 166 pixels por pulgada [3]. La base provee dos con-
juntos de patrones rotulados, uno de ’entrenamiento’, conformado por 4000 dı´gitos (400 de cada clase),
y otro de ’testeo’, conformado por 2000 dı´gitos (200 por cada clase), este u´ltimo orientado a evaluar el
desempen˜o de los me´todos que se apliquen. Las ima´genes de la base fueron normalizadas en taman˜o a
16 x 16 pı´xeles, valor utilizado por varios autores [50] [31] [47]. La Figura A.1 presenta muestras del
conjunto de entrenamiento y de testeo, permitiendo observar la caracterı´stica de ’escritura irrestricta’ de
las mismas, representada por los diferentes estilos de escritura, inclinaciones y trazos. Una caracterı´stica
importante de esta base de datos es que el conjunto de entrenamiento y el de testeo, incluyen ejemplos
que son ambiguos, inclasificables y au´n mal clasificados.
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(a) Conjunto de Entrenamiento (b) Conjunto de Testeo
Figura A.1: Dı´gitos manuscritos de ejemplo de la base de datos CENPARMI, normalizados en
taman˜o.
A.2. Base de Datos MNIST
La base de datos MNIST [4] constituye un esta´ndar a la hora de testear y comparar me´todos de
reconocimiento de dı´gitos manuscritos. La misma contiene 70000 ima´genes de nu´meros escritos a
mano que incluyen diferentes estilos de escritura, extraı´dos de un conjunto mucho mayor de patrones
manuscritos provisto por NIST, National Institute of Standards and Technology, organismo que depende
del Departamento de Comercio de los Estados Unidos. El nombre de la base proviene de Modified NIST.
MNIST presenta dos conjunto de patrones rotulados, uno de entrenamiento constituı´do por 60000
ima´genes, y otro de testeo, de 10000 ima´genes. Cada imagen presenta un taman˜o de 28x28 pı´xeles y
esta´ representada en escala de grises de 256 valores. Esta base de datos es de acceso libre [5]. Algunos
ejemplos pueden verse en la Figura A.2.
Para obtener las ima´genes presentadas en la base, los patrones originales en blanco y negro fueron
normalizados en taman˜o a 20x20 pı´xeles, preservando su forma. Se obtuvieron ima´genes en escala de
grises que luego fueron centradas en patrones de taman˜o 28x28, segu´n describe [4].
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(a) Conjunto de Entrenamiento (b) Conjunto de Testeo
Figura A.2: Dı´gitos manuscritos de ejemplo de la base de datos MNIST.
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Ape´ndice B
Tablas de Confiabilidad
En el presente Anexo se presentan las Tablas de Confiabilidad asociadas con los clasificadores uti-
lizados en el Capı´tulo 7 para construir los sistemas reconocedores finales. Las mismas esta´n construidas
sobre clasificadores de tipo Ma´quinas de Soporte Vectorial, cada uno asociado a un determinado pre-
procesamiento y a un conjunto de datos particular, y expresan cua´n confiable es la respuesta dada por
cada reconocedor en funcio´n de un enfoque probabilı´stico bayesiano (ver Capı´tulo 6). Las Tablas de
Confiabilidad se pueden observar en la Figura B.1.
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Figura B.1: Tablas de Confiabilidad para distintos sistemas clasificadores basados en SVMs.
Junto a cada Tabla se indica con que´ base de datos fue entrenado el sistema y el preproce-
samiento utilizado. Los valores de mayor confiabilidad esta´n remarcados en rojo.
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