We give sufficient conditions ensuring that a ψ-mixing property holds for the sequence of empirical cdfs associated to a conjugate process.
Introduction
In Horta and Ziegelmann [1] a conjugate process is defined to be a pair (ξ, X), where X := (X τ : τ ≥ 0) is a real valued, continuous time stochastic process, and ξ := (ξ t : t = 0, 1, . . . ) is a strictly stationary sequence of M 1 (R)-valued 1 random elements, for which the following condition holds:
for each t = 0, 1, . . . and each Borel set B in the real line. From the statistical viewpoint, the sequence ξ is to be understood as a latent (i.e. unobservable)
process, and thus all inference must be carried using information attainable from the continuous time, observable process X alone. A crucial objective in this context is estimation of the operator R µ :
where the kernel R µ is given by R µ (x, y) := Cov(F 0 (x), F 1 (z)) Cov(F 0 (y),
and where µ is a fixed, arbitrary probability measure on R equivalent to Lebesgue measure. In the above, 
Notice that both F t and F t are random elements with values in L 2 (µ), and thus we find ourselves in a framework similar to Horta and Ziegelmann [2] .
In this setting, R µ is defined to be the operator acting on L 2 (µ) with kernel
where C 1 is the sample lag-1 covariance function
x, y ∈ R,
We say that a conjugate process (ξ, X) is cyclic independent if, conditional on ξ, we have that X (t) : t = 0, 1, . . . is an independent sequence. This means that, for each n and each (n+1)-tuple C 0 , . . . , C n of measurable subsets of R [0,1) , it holds that
We are now ready to state the consistency theorem.
Theorem 1 (Horta and Ziegelmann [1]). Let (ξ, X) be a cyclic-independent
conjugate process, and let µ be a probability measure on R equivalent to Lebesgue measure. Assume that F t : t = 1, 2, . . . is a ψ-mixing sequence, with the
If moreover the nonzero eigenvalues of R
In the above, · HS denotes the Hilbert-Schmidt norm of an (suitable) operator acting on L 2 (µ), (θ j : j ∈ N) (resp. ( θ j : j ∈ N)) denotes the nonincreasing sequence of eigenvalues of R µ (resp. R µ ), with repetitions if any 2 , and, for j ∈ N, ψ j (resp. ψ j ) denotes the unique eigenfunction associated with θ j (resp. θ j ).
Main result
In what follows it will be convenient to assume that the latent process is indexed for t ∈ Z and that the continuous time, observable process X is indexed for τ ∈ R. That is, we update our definitions so that ξ := (ξ t : t ∈ Z) and 2 Notice that there is some ambiguity in defining things in this manner; to ensure that everything is well defined, we adopt the convention that the sequence (θ j ) contains zeros if and only if R µ is of finite rank. Thus if the range of R µ is infinite dimensional and 0 is one of its eigenvalues, it will not show up in the sequence (θ j ). On the other hand, R µ is always of finite rank.
X := (X τ : τ ∈ R). Recall (see Bradley [3] ) that a strictly stationary sequence (Z t : t ∈ Z) of random elements taking values in a measurable space Z is said
is such that Ψ Z (k) → 0 as k → ∞, where the supremum in (4) ranges over all
The ψ-mixing condition in Theorem 1 imposes restrictions on the sequence of empirical cdfs F t and thus constrains (F t ) and (X τ ) jointly. One could argue that it is more natural to impose a ψ-mixing condition on the latent process (ξ t ) instead, the issue being that it may be the case that a mixing property of the latter sequence is not inherited by ( F t ). If a condition slightly stronger than cyclic-independence is imposed, however, then inheritance does hold. This is our main result. 
holds for each measurable subset C of R [0,1) and each t, then X (t) is ψ-mixing with mixing coefficient sequence Ψ X ≤ Ψ ξ . 
Corollary 1. In the conditions of Theorem 2, if
(a similar computation yields strict stationarity of the process (X (t) : t ∈ Z)). Thus, the quantity
is seen to be equal to
Substituting each g t in (7) by an arbitrary measurable, bounded and positive g t : M 1 (R) → R, and taking the supremum over all collections {g t : t ∈ T 0 } of such g t , and over all T 0 = T 1 ∪ T 2 as above, gives an upper bound to (6). It is easily seen 3 that this supremum yields precisely Ψ ξ (k). This establishes that Ψ X (k) ≤ Ψ ξ (k) and completes the proof.
Proof of Corollary 1. By definition (or using the Doob-Dynkin Lemma) we have that F t is of the form F t = g t •X (t) for some measurable g t :
, it follows that the supremum in the LHS over all measurable subsets B of L 2 (µ) is bounded above by sup P(X (t) ∈ C), with C ranging over all measurable subsets of R [0,1) . An easy adaptation of this argument shows that the mixing coefficient sequence Ψ F is bounded above by
3 By definition Ψ ξ (k) is obtained by taking the supremum over all collections of g t which are indicator functions of measurable subsets of M 1 (R).
Examples
We refer the reader to Horta and Ziegelmann [1] for an interesting application of the theory of conjugate processes to the problem of financial risk forecasting.
Below we provide a simple example to illustrate the theory.
As discussed in Horta and Ziegelmann [1] , the case where (ξ t ) is an independent sequence is of no interest, since in this case R µ is trivially the zero operator.
Consider then an iid sequence (ϑ t : t ∈ Z), where ϑ t is uniformly distributed on [0, 1], and let η t be the random probability measure defined by (abusing a little on notation) η t (0) = ϑ t and η t (1) = 1 − ϑ t . Setting ξ t := (η t + η t−1 )/2, we clearly obtain a ψ-mixing sequence which satisfies the summability condition of The conjugate process (ξ, X) described above can be informally summarized as follows. At each day, the world finds itself in a (unobservable) state which is characterized by a number lying in [0, 1]. Within each day, given the state of the world, a system can find itself in two distinct (observable) regimes (say, regime0 and regime1). This system switches between0 and1 according to a stationary, continuous time Markov chain, where the state of the world in that day represents the probability of the system being on regime0 at any given point in time within that day. Figure 1 displays a simulated sample path for the first 4 days of the process just described. We also illustrate the consistency result via a Monte Carlo simulation study.
For each t = 1, . . . , n, we sample the process (X t+τ : τ ∈ [0, 1)) once per cycle (that is, we take q t = 1 and X 1,t = X t ) and compute the corresponding value of C 1 (0, 0). 
