Dual scaling is a technique for the analysis of categorical (non-numerical, qualitative) data (Nishisato, 1979 (Nishisato, , 1980 (Nishisato, , 19~ l, 1988 . This technique also has been called correspondence analysis (Greenacre, 1984) , the method of reciprocal averages (Horst, 1935) , optimal scaling (Bock, 1960) , and Guttman weighting (Guttman, 1941 ) .
Essentially, dual scaling involves finding weights for rows and columns of two-dimensional categorical data tables (such as contingency tables or response pattern tables) that maximize ~uttm~r~9s ( 1941 ) criterion of internal consistency. Under the criterion of internal consistency, weights are found for columns (rows) so that scores within rows (columns) are as similar as possible and that scores between rows (columns) are as different as possible. That is, these optimal column (row) weights minimize the within row (column) sum of squares (SSW) and maximize the between row (column) sum of squares (SSb) relative to the total sum of squares (Sst) for the table. There- fore, the dual scaling weights maximize the squared correlation ratio eta-squared (~2) (Nishisato, 1980) and are optimal in the sense that no other set of weights can result in a larger 92 . This formulation of dual scaling is referred to as the one-way analysis of variance (ANOVA) formulation. An important characteristic of dual scaling illustrated by this formulation is the property of duality, which means that it does not matter whether row weights or column weights are found first because both result in the same maximized value of 112 (Nishisato, 1980) .
The dual scaling weights that maximize r¡2 also maximize the generalized Kuder-Richardson reliability (ex) for multiple-choice data (Nishisato, 1980) . The relationship between a and q given by Lord (195 8) is where is the number of items. Detailed mathematical presentations of dual scaling can be found in Nishisato (1980, 1981, 1988 ). An important theoretical and applied issue regarding dual scaling weights is the effect of outliers on these weights and how methods for dealing with such outliers affect the optimal solution obtained. Nishisato (1987) (19~69 pp. 195-197) Ammann (1993) and Verboon (1994) also addressed issues of robust estimation in principal components analysis. In dual scaling, Nishisato (1984 Nishisato ( , 1987 (Hempel, 1974; Hogg, 1979; Huber, 1972) (Huber, 1972) Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/
Method
Following Nishisato (1984 Nishisato ( , 1987 (Nishisato, 1984 Step I of the two-step procedure, and the optimal weights were obtained. These optimal weights were used as initial weights in Step 2, where k was fixed to values ranging from 1.5 to 5 (values in this range were found effective in a pilot study). Nishisato (1984) suggested using this same twostep procedure for dealing with the problem of initial weights and the problem of oscillation with the MRM.
To evaluate the effectiveness of each method in dealing with outliers, the following summary measures that are used frequently in evaluating dual scaling solutions (Nishisato, 1980) were computed: (1) the item-total correlations (product-moment correlations between the optimal item scores and the optimal person scores), (2) the item ss, and (3) 2e Although the internal. consistency reliability coefficient, a, can be obtained directly from Equation 2, it is also reported, following standard practice in reporting dual scaling results (Nishisato, 1980 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Table 7 ).
When the squared correlation ratios, ~2, for the MBM were compared to those for the optimal MRA solution for the reduced datasets (see Table 8 Comparing MBM to MTA (see Table 8 ), the ~2 for MTA q = 1 was only slightly larger than for lvt~t~ k = 3 in Datasets 2, 3, and 4. These results were similar to those obtained for Dataset 1.
Discussion
As these results and those of Nishisato (1984, 1987) (Belsley, Kuh, & Welch, 1980; Rousseeuw & Leroy, 1987) . At present, no such methods exist for identifying and dealing with the outlier problem in dual Clearly, a more satisfactory solution than the leave-one-out method is needed for dealing with the outlier problem in dual scaling. Of the robust methods proposed by Nishisato (1987) , the MTA seems to be the best of the simple computational methods. However, this study showed that the MBM competes favorably with the MTA. Unlike the MTA, the MBM adjusts the weight of each observation to reflect its influence on the estimate of location.
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