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Tato bakala´rˇska´ pra´ce se zaby´va´ paralelizac´ı difuzn´ıch evolucˇn´ıch algoritmu˚ pomoc´ı knihovny
OpenMP. Na´pln´ı teoreticke´ cˇa´sti pra´ce je strucˇny´ u´vod do problematiky evolucˇn´ıch a ge-
neticky´ch algoritmu˚ na´sledovany´ popisem paraleln´ı verze teˇchto algoritmu˚ na syste´mech
se sd´ılenou pameˇt´ı. Teoreticka´ cˇa´st je zakoncˇena rozborem kl´ıcˇovy´ch vlastnost´ı knihovny
OpenMP. Prakticka´ cˇa´st podrobneˇ popisuje dveˇ mozˇne´ varianty implementace difuzn´ıho
evolucˇn´ıho algoritmu – synchronn´ı a asynchronn´ı. V experimenta´ln´ı cˇa´sti je na proble´mu
N dam provedeno srovna´n´ı teˇchto dvou variant s d˚urazem na maxima´ln´ı dosazˇene´ zrych-
len´ı. Kvalita nalezene´ho rˇesˇen´ı je da´le zkouma´na s ohledem na pouzˇity´ typ okol´ı, topologie
a opera´toru nahrazen´ı.
Abstract
This bachelor thesis deals with a parallelization of cellular evolutionary algorithms using
OpenMP. The theoretical part of the thesis contains an introduction to evolutionary and
genetic algorithms followed by the description of their parallel implementation on shared
memory systems. This part is completed with the OpenMP key features analysis. The
practical part of this thesis describes two possible implementations of a diﬀusion evolutio-
nary algorithm; synchronous and asynchronous. The comparison of achievable performance
of these two methods carried out on the N-Queen problem is provided in the experimen-
tal part of the thesis. The quality of found solutions is further examined with respect to
the neighborhood size, topology and the replacement operator of the diﬀusion evolutionary
algorithm.
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U´vod
Rychly´ vy´voj v oblasti techniky a matematiky v minule´m stolet´ı, rapidn´ı rozvoj pocˇ´ıtacˇ˚u,
to vsˇechno meˇlo velky´ vliv na rozmach umeˇle´ inteligence, ktera´ je v soucˇasnosti jedn´ım
z nejrychleji se rozv´ıjej´ıc´ıch obor˚u zahrnuj´ıc´ı mnoho odveˇtv´ı. Schopnost rˇesˇit netrivia´ln´ı
proble´my, zastoupit cˇloveˇka v neˇktery´ch jeho cˇinnostech, v teˇchto prˇ´ıpadech na´m mu˚zˇe
pomoci pra´veˇ umeˇla´ inteligence. Jedn´ım z odveˇtv´ı, ktere´ v posledn´ı dobeˇ zaznamenalo roz-
mach, jsou evolucˇn´ı algoritmy, popsa´ny v kapitole 1.
Kapitola 2 je veˇnova´na nejrozsˇ´ıˇreneˇjˇs´ımu typu evolucˇn´ıch algoritmu˚, konkre´tneˇ gene-
ticky´m algoritmu˚m. Je zde vysveˇtlen princip a za´kladn´ı pojmy, se ktery´mi se mu˚zˇeme cˇasto
setkat.
Evolucˇn´ı algoritmy (EA) jsou velmi cˇasto s u´speˇchem nasazovane´ k rˇesˇen´ı nejr˚uzneˇjˇs´ıch
proble´mu˚. At’ uzˇ se jedna´ o proble´my na´vrhove´, optimalizacˇn´ı, nebo jine´, jejich rˇesˇen´ı je vsˇak
veˇtsˇinou vy´pocˇetneˇ na´rocˇne´. Snad proto je v modern´ıch pocˇ´ıtacˇ´ıch sta´le v´ıce uplatnˇova´no
paraleln´ı zpracova´n´ı, ktere´ se uka´zalo jako velmi vy´hodne´ z hlediska ceny i vysoke´ho vy´konu.
Tato bakala´rˇska´ pra´ce se zaby´va´ difuzn´ım evolucˇn´ım algoritmem a jeho paralelizac´ı
pomoc´ı OpenMP. U evolucˇn´ıch algoritmu˚ je k nalezen´ı rˇesˇen´ı vyuzˇita cela´ populace jedinc˚u.
Ohodnocen´ı kazˇde´ho jedince lze prova´deˇt neza´visle a by´va´ veˇtsˇinou velmi cˇasoveˇ na´rocˇne´,
proto je u evolucˇn´ıch algoritmu˚ velmi vy´hodne´ vyuzˇit´ı paralelizace. Jednou z mozˇnost´ı je
pouzˇit´ı OpenMP, cozˇ je soustava direktiv pro prˇekladacˇ/preprocesor, popisuj´ıc´ı paralelizaci
ve zdrojove´m ko´du. OpenMP je vycˇleneˇna samostatna´ kapitola, ve ktere´ jsou popsa´ny
za´kladn´ı architektury, direktivy a klauzule. Vı´ce v kapitole 4.
Difuzn´ı evolucˇn´ı algoritmus je forma evolucˇn´ıho algoritmu, kde jsou jedinci prosto-
roveˇ usporˇa´da´ni, a na rozd´ıl od panmikticke´ populace prob´ıha´ krˇ´ızˇen´ı mezi jedinci pouze
v urcˇite´m okol´ı. Tato modiﬁkace klasicke´ho sche´matu na´m nejen vy´razneˇ zjednodusˇuje
vyuzˇit´ı paralelizace, ale prˇina´sˇ´ı i pozvolne´ sˇ´ıˇren´ı slibny´ch rˇesˇen´ı skrz populaci, a nab´ız´ı
tak veˇtsˇ´ı mozˇnost prohleda´va´n´ı stavove´ho prostoru. [1] Difuzn´ı evolucˇn´ı algoritmus je po-
drobneˇji popsa´n v kapitole 3.
V kapitole 5 je prˇedstaven zna´my´ proble´m N dam, ktery´ by´va´ s oblibou pouzˇ´ıvany´ pro
testova´n´ı r˚uzny´ch technik. Tento proble´m je inspirova´n hrou sˇachy, konkre´tneˇ sˇachovou
ﬁgurkou da´ma a jej´ım umı´steˇn´ım na sˇachovnici.
Kapitola 6 se zaby´va´ na´vrhem a implementac´ı. Jsou zde popsa´ny a zd˚uvodneˇny pouzˇite´
techniky. Prˇedstaveny jsou implementace synchronn´ı i asynchronn´ı verze, u ktery´ch jsou
uvedeny neˇktere´ proble´my, na ktere´ jsem beˇhem rˇesˇen´ı narazil.
Experimenta´ln´ı vy´sledky jsou uvedeny v kapitole 7. Tato kapitola uva´d´ı dosazˇena´ zrych-
len´ı, meˇrˇena´ prˇi r˚uzne´m nastaven´ı, u obou verz´ı (synchronn´ı i asynchronn´ı). Da´le byl
zkouma´n vliv velikosti okol´ı na selekcˇn´ı tlak a cˇas potrˇebny´ k nalezen´ı spra´vne´ho rˇesˇen´ı.
V za´veˇru kapitoly jsou uvedeny grafy zachycuj´ıc´ı vliv obnovy na diverzitu populace.





V te´to kapitole, rozdeˇlene´ do cˇtyrˇech cˇa´st´ı, jsou podrobneˇji popsa´ny evolucˇn´ı algoritmy.
Prvn´ı cˇa´st se zaby´va´ jejich biologicky´m pozad´ım, v cˇa´stech na´sleduj´ıc´ıch jsou postupneˇ
vysveˇtleny za´kladn´ı pojmy, se ktery´mi se mu˚zˇeme v te´to oblasti setkat. Na´sledneˇ jsou
popsa´ny typicke´ vlastnosti EA, jejich pr˚ubeˇh a mozˇnosti vyuzˇit´ı.
1.1 Darwinova evolucˇn´ı teorie
Podle Darwinovy teorie zalozˇene´ na prˇ´ırodn´ım vy´beˇru spolu jedinci v ra´mci populace
souperˇ´ı o zdroje potrˇebne´ k prˇezˇit´ı a mozˇnost rozmnozˇova´n´ı. Silneˇjˇs´ı jedinci (jedinci s lepsˇ´ımi
vlastnostmi) maj´ı veˇtsˇ´ı sˇanci prˇezˇ´ıt a rozmnozˇit se. Deˇje se tak na u´kor slabsˇ´ıch jedinc˚u,
kterˇ´ı maj´ı mensˇ´ı pocˇet potomk˚u, nebo zemrˇou bez potomstva. Potomci deˇd´ı cˇa´st vlastnost´ı
rodicˇ˚u, ktere´ jsou vsˇak ovlivneˇny na´hodny´mi mutacemi. Tento proces se opakuje po mnoho
generac´ı, cˇ´ımzˇ docha´z´ı k adaptaci populace na okoln´ı prostrˇed´ı.
U EA je rˇesˇen´ı proble´mu analogi´ı vy´voje druhu, kdy docha´z´ı k postupne´mu zlepsˇen´ı
vy´sledku (adaptaci jedince) v rˇesˇene´m proble´mu (prostrˇed´ı).
”
Evolucˇn´ı algoritmy jsou sto-
chasticke´ heuristicke´ vyhleda´vac´ı metody, zalozˇene´ na principech prˇ´ırodn´ı evoluce, nebo
le´pe na Darwinoveˇ evolucˇn´ı teorii [2].“
1.2 Za´kladn´ı pojmy evolucˇn´ıch algoritmu˚
• Populace: Mnozˇina jedinc˚u, kterˇ´ı se zu´cˇastnˇuj´ı evolucˇn´ıho procesu.
• Jedinec: Jedno z rˇesˇen´ı dane´ho proble´mu. Zako´dova´n´ı jedince nazy´va´me genotypem,
to co na´m dane´ zako´dova´n´ı prˇedstavuje nazy´va´me fenotypem. Naprˇ. genotyp 0011
mu˚zˇe znamenat hodnotu funkce 3, nebo porˇad´ı navsˇt´ıveny´ch meˇst u proble´mu ob-
chodn´ıho cestuj´ıc´ıho. Genotyp obsahuje jeden a v´ıce chromozo´m˚u, ktere´ obsahuj´ı geny.
Konkre´tn´ı hodnotu genu nazy´va´me alelou.
• Gen: Parametr proble´mu.
• Generace: Jednotlive´ populace v cˇase nazy´va´me generacemi.
• Fitness: Hodnota ﬁtness oznacˇuje kvalitu jedince. Na za´kladeˇ te´to hodnoty ma´ jedi-
nec veˇtsˇ´ı, cˇi mensˇ´ı sˇanci zu´cˇastnit se reprodukcˇn´ıho procesu.
• Selekce: Vy´beˇr jedinc˚u ke krˇ´ızˇen´ı na za´kladeˇ jejich ﬁtness funkce.
4
• Krˇ´ızˇen´ı: Proces tvorby nove´ho jedince na za´kladeˇ dvou, nebo i v´ıce jedinc˚u.
• Mutace: Na´hodna´, mala´ zmeˇna noveˇ vznikle´ho jedince.
• Obnova populace: Proces tvorby nove´ populace na za´kladeˇ potomk˚u (novy´ch je-
dinc˚u) a rodicˇ˚u (stary´ch jedinc˚u).
1.3 Pr˚ubeˇh evolucˇn´ıch algoritmu˚
Obecne´ sche´ma je u vsˇech EA stejne´, jednotlive´ varianty se vsˇak liˇs´ı v typech pouzˇity´ch
opera´tor˚u, selekci, nebo v obnoveˇ populace. Jedna´ se o algoritmus cˇ. 1. [1], [2]
Algoritmus 1: Pr˚ubeˇh evolucˇn´ıho algoritmu
Initialization();
Generation = 0;







• Initialization — vytvorˇen´ı na´hodne´ populace
• Vynulova´n´ı pocˇ´ıtadla generac´ı
• Dokud nen´ı splneˇno ukoncˇovac´ı krite´rium
• Evaluate Fitness — ohodnocen´ı kazˇde´ho jedince v populaci pomoc´ı ﬁtness funkce
• Selection — vy´beˇr jedinc˚u k reprodukci
• Reproduction — tvorba novy´ch jedinc˚u pomoc´ı opera´tor˚u (krˇ´ızˇen´ı, mutace, ...)
• Replacement — obnova populace
• Zvy´sˇen´ı pocˇ´ıtadla generac´ı
1.4 Vyuzˇit´ı
EA nale´zaj´ı sˇiroke´ uplatneˇn´ı v optimalizaci, pla´nova´n´ı, strojove´m ucˇen´ı, evolucˇn´ım hard-
ware, nebo v pocˇ´ıtacˇovy´ch hra´ch. Jsou robustn´ı a snadno modiﬁkovatelne´. Beˇzˇne´ je nasazen´ı
v proble´mech, kde je stavovy´ prostor prˇ´ıliˇs rozsa´hly´, nebo klasicke´ metody selha´vaj´ı. Ty-
picke´ je jejich pouzˇit´ı v multikriteria´ln´ıch a multimoda´ln´ıch u´loha´ch. Na obr. 1.1 a 1.2 jsou
uvedeny prˇ´ıklady multimoda´ln´ıch funkc´ı. EA maj´ı vsˇak neˇktere´ nevy´hody — nezajiˇst’uj´ı
nalezen´ı globa´ln´ıho optima.
Pokud uva´zˇ´ıme dostatecˇneˇ velkou mnozˇinu proble´mu˚, potom vsˇechny algoritmy pro-
hleda´va´n´ı stavove´ho prostoru maj´ı v pr˚umeˇru stejnou vy´konnost. Do EA mu˚zˇeme vsˇak
vlozˇit co nejv´ıce znalost´ı o dane´m proble´mu tak, abychom dosa´hli vysˇsˇ´ı u´cˇinnosti algoritmu



































Evolucˇn´ı algoritmy jsou obecny´ pojem, zahrnuj´ıc´ı prˇedevsˇ´ım geneticke´ algoritmy, evolucˇn´ı
strategie, geneticke´ programova´n´ı a evolucˇn´ı programova´n´ı [4]. Geneticke´ algoritmy (GA)
jsou z nich patrneˇ nejzna´meˇjˇs´ı, za jejich otce je povazˇova´n americky´ veˇdec John Holland.
Za´kladn´ım stavebn´ım kamenem GA je opera´tor krˇ´ızˇen´ı. [5] By´va´ vsˇak take´ prˇedmeˇtem
mnoha protich˚udny´ch na´zor˚u [6].
2.1 Reprezentace jedince
VGA je jedinec nejcˇasteˇji reprezentova´n pomoc´ı bina´rn´ıho zako´dova´n´ı (obr. 2.1). Vyuzˇ´ıva´
se i zako´dova´n´ı permutacˇn´ı (obr. 2.2), nebo rea´lne´, ta vsˇak mohou vyzˇadovat specia´ln´ı typy
opera´tor˚u. Na mı´sto klasicke´ bina´rn´ı reprezentace by´va´ neˇkdy pouzˇit Gray˚uv ko´d, a to kv˚uli
mensˇ´ı Hammingoveˇ vzda´lenosti. [6]
Pro zako´dova´n´ı jedince je veˇtsˇinou pouzˇit pouze jeden chromozo´m, lze vsˇak vyuzˇ´ıt i
jine´ varianty naprˇ. diploidn´ı GA, kdy jsou pro zako´dova´n´ı jedince pouzˇity chromozo´my
dva. My vsˇak v te´to pra´ci budeme uvazˇovat pouze variantu s jedn´ım chromozo´mem tzv.
haploidn´ı GA. V klasicky´ch GA je pro zako´dova´n´ı pouzˇita pevna´ de´lka chromozo´mu, existuj´ı
vsˇak i varianty, kde maj´ı chromozo´my promeˇnnou de´lku. [6]
� � � �� � � � �
Obra´zek 2.1: Bina´rn´ı zako´dova´n´ı
� � � �� � � � �
Obra´zek 2.2: Permutacˇn´ı zako´dova´n´ı
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2.2 Krˇ´ızˇen´ı
Proces krˇ´ızˇen´ı hraje u GA kl´ıcˇovou roli a je hnac´ı silou evoluce. Existuje cela´ rˇada
typ˚u krˇ´ızˇen´ı, za´kladn´ı mysˇlenkou je vznik nove´ho jedince, ktery´ z´ıska´
”
kvalitn´ı“ geneticky´
materia´l od rodicˇ˚u. Docha´z´ı tak zde k postupne´mu promı´cha´n´ı stavebn´ıch blok˚u (slibny´ch
sekvenc´ı gen˚u) a na´sledne´ konvergenci k maxima´ln´ı ﬁtness. Krˇ´ızˇen´ı ma´ vsˇak za na´sledek i
rozb´ıjen´ı teˇchto blok˚u. Proto je v neˇktery´ch implementac´ıch pouzˇit pouze opera´tor mutace.
[7]
Touto problematikou se zaby´va´ teorie sche´mat, podrobnosti lze nale´zt naprˇ. v [8],
prˇesahuj´ı vsˇak ra´mec te´to pra´ce.
2.2.1 Jednobodove´ krˇ´ızˇen´ı
Nejjednodusˇsˇ´ı typ krˇ´ızˇen´ı je krˇ´ızˇen´ı jednobodove´, jeho pr˚ubeˇh je zna´zorneˇn na obr. 2.3.
Je na´hodneˇ vygenerova´n bod krˇ´ızˇen´ı, a pote´ jsou prohozeny cˇa´sti chromozo´mu˚ lezˇ´ıc´ı za
bodem krˇ´ızˇen´ı. Vznikaj´ı tak dva potomci.
������ �������
Obra´zek 2.3: Jednobodove´ krˇ´ızˇen´ı
2.2.2 Dvoubodove´ krˇ´ızˇen´ı
Dvoubodove´ krˇ´ızˇen´ı je velmi podobne´ krˇ´ızˇen´ı jednobodove´mu. Jak jizˇ na´zev napov´ıda´,
jsou na´hodneˇ zvoleny dva body krˇ´ızˇen´ı a prohozeny jsou cˇa´sti chromozo´mu˚ lezˇ´ıc´ı mezi nimi.
Take´ v tomto prˇ´ıpadeˇ vznikaj´ı dva potomci. Pr˚ubeˇh je zna´zorneˇn na obr. 2.4.
������ �������
Obra´zek 2.4: Dvoubodove´ krˇ´ızˇen´ı
2.2.3 Uniformn´ı krˇ´ızˇen´ı
Uniformn´ı krˇ´ızˇen´ı procha´z´ı cely´m chromozo´mem a s pravdeˇpodobnost´ı p, prova´d´ı vy´meˇnu
gen˚u mezi rodicˇi. Vznikaj´ı tak dva potomci (obr. 2.5). Je jasne´, zˇe tento typ krˇ´ızˇen´ı s sebou
prˇina´sˇ´ı veˇtsˇ´ı
”
rozb´ıjen´ı“ stavebn´ıch blok˚u, avsˇak v neˇktery´ch slozˇity´ch u´loha´ch je pra´veˇ
tento prˇ´ıstup vy´hodny´, nebot’ napoma´ha´ rˇesˇen´ı proble´mu s uva´znut´ım v loka´ln´ım extre´mu.
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Obra´zek 2.5: Uniformn´ı krˇ´ızˇen´ı
2.2.4 Permutacˇn´ı krˇ´ızˇen´ı (PMX)
Proble´m nasta´va´, pokud nen´ı zako´dova´n´ı bina´rn´ı, ale naprˇ. permutacˇn´ı. Pokud bychom
pouze prohodili geny mezi body krˇ´ızˇen´ı, mohlo by se na´m sta´t, zˇe dostaneme chomozo´m,
ktery´ nebude validn´ı. Mohl by obsahovat neˇktera´ cˇ´ısla v´ıcekra´t, nebo by nebylo dane´
cˇ´ıslo v˚ubec zastoupeno. Tyto proble´my rˇesˇ´ı specia´ln´ı opera´tory krˇ´ızˇen´ı, a jedn´ım z nich
je pra´veˇ PMX. Postup je na´sleduj´ıc´ı:
1. Vygenerujeme na´hodneˇ dva body krˇ´ızˇen´ı a zkop´ırujeme geny prvn´ıho rodicˇe mezi
body krˇ´ızˇen´ı na stejne´ mı´sto u potomka.
� �� �� �� �
� ��� �� � � � � �
Obra´zek 2.6: PMX — krok cˇ. 1
2. Procha´z´ıme geny u prvn´ıho rodicˇe zleva mezi body krˇ´ızˇen´ı a porovna´me ho s proti-
lehly´m genem u druhe´ho rodicˇe. Pokud nejsou stejne´, nalezneme pozici genu u druhe´ho
rodicˇe, ktery´ ma´ stejnou hodnotu jako vybrany´ gen u prvn´ıho rodicˇe. Zkop´ırujeme je
a prohod´ıme jejich pozice.
� �� �� �� �
� ��� �� � �
��
Obra´zek 2.7: PMX — krok cˇ. 2
3. Postup v bodeˇ 2 opakujeme pro vsˇechny geny mezi body krˇ´ızˇen´ı u prvn´ıho rodicˇe.
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4. Procha´z´ıme drˇ´ıve zkop´ırovane´ geny zleva (pouze ty, ktere´ nelezˇ´ı mezi body krˇ´ızˇen´ı) a
umı´st’ujeme je na stejne´ pozice do potomka.
� �� �� �� �
� ��� �� � � � � � ��
��� � �
Obra´zek 2.8: PMX — krok cˇ. 4
5. Procha´z´ıme geny u druhe´ho rodicˇe (zleva doprava), prˇicˇemzˇ zacˇ´ına´me za druhy´m
bodem krˇ´ızˇen´ı. Pokud hodnota genu nen´ı obsazˇena v potomkovi, je vlozˇena na prvn´ı
volne´ mı´sto za druhy´m bodem krˇ´ızˇen´ı potomka.
� �� �� �� �
� ��� �� � � � � � �� �
Obra´zek 2.9: PMX — krok cˇ. 5
6. Prˇi dosazˇen´ı posledn´ıho genu chromozo´mu pokracˇujeme prvn´ım genem.
� �� �� �� �
� ��� �� � � � � � �� �
Obra´zek 2.10: PMX — krok cˇ. 6
7. Proces koncˇ´ı dosazˇen´ım prvn´ıho bodu krˇ´ızˇen´ı u druhe´ho rodicˇe.
� �� �� �� �
� ��� �� � � � � � �� �� �




Dalˇs´ım d˚ulezˇity´m opera´torem pouzˇ´ıvany´m v GA je opera´tor mutace. Na rozd´ıl od krˇ´ızˇen´ı
se jedna´ veˇtsˇinou o velmi jednoduchy´ opera´tor, ktery´ vsˇak hraje v pr˚ubeˇhu evoluce d˚ulezˇitou
roli. Bra´n´ı prˇ´ıliˇs rychle´mu zjednotva´rneˇn´ı populace, jej´ı stagnaci a prˇina´sˇ´ı do evoluce nove´
geneticke´ informace.
U bina´rn´ıho zako´dova´n´ı je nejbeˇzˇneˇjˇs´ı bitova´ negace, ktera´ se pouzˇ´ıva´ s pravdeˇpodobnost´ı
0,0005 azˇ 0,01. [6] Mutace je zna´zorneˇna na obr. 2.12. V prˇ´ıpadeˇ permutacˇn´ıho zako´dova´n´ı
je mozˇne´ na´hodneˇ zameˇnit hodnoty dvou gen˚u (obr. 2.13).
� � � �� � � � �
� � � �� � � ��
Obra´zek 2.12: Mutace — bitova´ negace
� �� �� � �� �
� � � �� � � � �
Obra´zek 2.13: Mutace — permutacˇn´ı zako´dova´n´ı
2.4 Fitness funkce
Na za´kladeˇ ﬁtness funkce jsou ohodnoceni vsˇichni jedinci v populaci. Fitness funkce
je speciﬁcka´ pro kazˇdy´ rˇesˇeny´ proble´m, pro slozˇite´ proble´my je obvykle velice na´rocˇna´
na vy´pocˇet. Zvla´sˇtn´ım prˇ´ıpadem je ﬁtness funkce pouzˇita v interaktivn´ı evoluci, kdy je
do hodnocen´ı jedinc˚u zapojen uzˇivatel. Tento neprˇ´ıliˇs beˇzˇny´ prˇ´ıstup je vyuzˇ´ıva´n naprˇ´ıklad
v evolucˇn´ım umeˇn´ı. Fitness funkce by meˇla od sebe dostatecˇne odliˇsovat kvalitu jednotlivy´ch
rˇesˇen´ı.
Za´kladn´ım vyja´drˇen´ım je hruba´ ﬁtness, ktera´ je vzˇdy uda´va´na v hodnota´ch prˇirozeny´ch
proble´move´ dome´neˇ. Standartizovana´ hodnota ﬁtness je vyja´drˇen´ım hrube´ hodnoty ﬁtness
do podoby, v ktere´ je sta´le mensˇ´ı numericka´ hodnota ﬁntess zˇa´daneˇjˇs´ı. Tento odstavec byl
prˇevzat z [7].
2.5 Selekce
Selekce vy´razneˇ ovlivnˇuje pr˚ubeˇh evoluce, jak jizˇ bylo zmı´neˇno, veˇtsˇ´ı sˇanci na reprodukci
by meˇli mı´t jedinci s vysˇsˇ´ı ﬁtness.
Avsˇak vy´beˇr pouze nejlepsˇ´ıch jedinc˚u by meˇl za na´sledek prˇevla´dnut´ı silny´ch jedinc˚u
v cele´ populaci. T´ım by se vy´razneˇ zmensˇila rozmanitost populace. Mohlo by tak doj´ıt
k rychle´ konvergenci k suboptima´ln´ımu rˇesˇen´ı. Naopak zvolen´ı krite´ria, ktere´ by nedo-
statecˇneˇ uprˇednostnˇovalo silne´ jedince, by meˇlo za na´sledek velmi pomalou konvergenci.
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S t´ımto proble´mem souvis´ı pojem selekcˇn´ı tlak, nebo take´ selekcˇn´ı intenzita. Je vyja´drˇena
vztahem 2.1. [6] Kde M je pr˚umeˇrna´ ﬁtness jedinc˚u prˇed selekc´ı, M∗ je pr˚umeˇrna´ ﬁtness





Pro vyja´drˇen´ı vlastnost´ı selekcˇn´ıch metod je vyuzˇ´ıva´n take´ pojem takeover time. Urcˇuje
cˇas, za ktery´ dojde k rozsˇ´ıˇren´ı nejlepsˇ´ıho jedince po cele´ populaci (nahrad´ı vsˇechny ostatn´ı),
bez pouzˇit´ı rekombinacˇn´ıch a mutacˇn´ıch opera´tor˚u.
2.5.1 Ruleta
Prvn´ım za´stupcem selekce je mechanismus zvany´ ruleta. Princip je velice jednoduchy´, je
zobrazen na obr. 2.14. Kazˇde´mu jedinci je prˇideˇlen vy´sek na te´to pomyslne´ ruleteˇ. Velikost
u´seku prˇideˇlene´ho kazˇde´mu jedinci je proporciona´ln´ı jeho ﬁtness ohodnocen´ı (jedinci jsou
serˇazeni sestupneˇ od nejvysˇsˇ´ı ﬁtness hodnoty).
Na´sledneˇ je vygenerova´no na´hodne´ cˇ´ıslo, podle ktere´ho se rozhodne o vy´beˇru jedince.
Pravdeˇpodobnost, zˇe bude dany´ jedinec vybra´n, je urcˇena vzorcem 2.2, kde n je velikost
populace, Px je pravdeˇpodobnost vy´beˇru jedince x a f prˇedstavuje ﬁtness ohodnocen´ı.
Hlavn´ı proble´m nasta´va´, pokud se vyskytne jedinec s prˇ´ıliˇs vysokou ﬁtness hodnotou
vzhledem k ostatn´ım. Jak je patrne´ ze vzorce 2.2 mu˚zˇe doj´ıt ke ztra´teˇ diverzity v populaci,
kdy bude prˇi selekci prˇ´ıliˇs uprˇednostnˇova´n tento jedinec na u´kor ostatn´ıch. Tento jev lze












2.5.2 Linea´rn´ı a exponencia´ln´ı usporˇa´da´n´ı
Principia´lneˇ velmi podobne´ ruleteˇ, pravdeˇpodobnost vsˇak nen´ı vypocˇtena prˇ´ımo na
za´kladeˇ hodnoty ﬁtness, ale podle porˇad´ı. Jedinci tedy mus´ı by´t setrˇ´ıdeˇni, deˇje se tak na
za´kladeˇ ﬁtness. Pro samotny´ vy´pocˇet pravdeˇpodobnosti existuje neˇkolik variant (linea´rn´ı,
exponencia´ln´ı). Tyto techniky odstranˇuj´ı nezˇa´douc´ı efekt prˇedchoz´ı metody, nevy´hodu je
vsˇak pra´veˇ nutnost serˇazen´ı populace.
2.5.3 Turnaj
Tento algoritmus dosahuje vy´sledk˚u, ktere´ jsou velmi bl´ızke´ exponencia´ln´ı selekci. Jeho
nejveˇtsˇ´ım prˇ´ınosem je absence pozˇadavku na setrˇ´ıdeˇn´ı populace a jednoduchost vlastn´ı
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selekce. Z tohoto d˚uvodu je turnajova´ selekce cˇasto pouzˇ´ıva´na. Spocˇ´ıva´ v tom, zˇe z populace
je na´hodneˇ vybra´no k jedinc˚u a v´ıteˇz (jedinec s nejvysˇsˇ´ı ﬁtness) je vybra´n k dalˇs´ı reprodukci.
[4],[6]
2.5.4 Pokrocˇile´ techniky selekce
U difuzn´ıch evolucˇn´ıch algoritmu˚ je pouzˇita prostoroveˇ omezena´ selekce, cozˇ znamena´,
zˇe ke krˇ´ızˇen´ı mohou by´t vybra´ni pouze jedinci v urcˇite´m okol´ı. Z tohoto okol´ı je na´sledneˇ
vybra´n jedinec pomoc´ı standartn´ıch technik, jako naprˇ. turnajova´ selekce, nebo linea´rn´ı
usporˇa´da´n´ı. [1]
2.6 Obnova populace
Po selekci, krˇ´ızˇen´ı a mutaci prˇicha´z´ı na rˇadu obnova populace. Nen´ı vsˇak zarucˇeno, zˇe i
prˇes vysokou ﬁtness bude jedinec vybra´n k reprodukci. Pokud vybra´n je, i zde je nebezpecˇ´ı,
zˇe bude opera´tory krˇ´ızˇen´ı/mutace zmeˇneˇn. Cozˇ mu˚zˇe ve´st k situaci, kdy je nejlepsˇ´ı jedinec,
nebo i v´ıce slibny´ch jedinc˚u, ztraceno.
Proto je pouzˇ´ıva´n elitismus, kde vybrany´ pocˇet nejlepsˇ´ıch jedinc˚u v populaci z˚ustane,
cˇ´ımzˇ je zarucˇeno prˇezˇit´ı nejlepsˇ´ıho rˇesˇen´ı. Dalˇs´ım prˇ´ıstupem, ktery´ jde jesˇteˇ da´le je setrvaly´
stav (steady state), ktery´ zanecha´ veˇtsˇinu populace v nezmeˇneˇne´m stavu. Meˇn´ı se pouze
neˇkolik ma´lo jedinc˚u. Naprosty´m opakem je pak generativn´ı obnova, prˇi n´ızˇ je cela´ populace
rodicˇ˚u nahrazena potomky. [4], [6]
Vy´beˇr typu obnovy velmi za´vis´ı na typu rˇesˇene´ho proble´mu.
2.7 Ukoncˇovac´ı krite´rium
Na ukoncˇovac´ım krite´riu za´vis´ı de´lka beˇhu evoluce. Jako ukoncˇovac´ı krite´rium lze zvo-
lit pocˇet generac´ı, cozˇ je sice jednoduche´, ale neˇkdy mu˚zˇe by´t efektivneˇjˇs´ı pouzˇ´ıt soﬁsti-
kovaneˇjˇs´ı rˇesˇen´ı. Beˇzˇna´ je varianta, prˇi n´ızˇ je uchova´va´na pr˚umeˇrna´ hodnota ﬁtness cele´
populace a sledova´n jej´ı pr˚ubeˇh. Ukoncˇovac´ı krite´rium pak za´vis´ı pra´veˇ na tomto pr˚ubeˇhu.
Hojneˇ vyuzˇ´ıvane´ je i spojen´ı, kdy je da´n maxima´ln´ı pocˇet generac´ı, ale pokud jizˇ nedocha´z´ı




Difuzn´ı algoritmy imituj´ı situaci v prˇ´ırodeˇ, kdy je krˇ´ızˇen´ı jedinc˚u ovlivneˇno geograﬁckou
izolac´ı. Jak jizˇ bylo zmı´neˇno, difuzn´ı algoritmy maj´ı d´ıky tomuto omezen´ı, v porovna´n´ı s pa-
nmikticky´mi algoritmy, pomalejˇs´ı sˇ´ıˇren´ı slibny´ch rˇesˇen´ı. A pra´veˇ kv˚uli teˇmto vlastnostem
jsou vhodne´ pro rˇesˇen´ı naprˇ. multimoda´ln´ıch u´loh. [1]
V te´to bakala´rˇske´ pra´ci byly implementova´ny dveˇ nejbeˇzˇneˇjˇs´ı topologie, a to sice kruhova´
(3.1) a torus (3.2) topologie. Mu˚zˇeme si vsˇimnout, zˇe jedinci jsou rozmı´steˇni do pomyslne´
mrˇ´ızˇky. Prˇicˇemzˇ vy´beˇr topologie na´m vy´razneˇ ovlivnˇuje vlastnosti evolucˇn´ıho algoritmu. [1]
Obra´zek 3.1: Kruhova´ topologie
Obra´zek 3.2: Torus topologie
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Krˇ´ızˇen´ı je povoleno pouze mezi jedinci v okol´ı. U kruhove´ topologie je toto okol´ı tvorˇeno
sousedn´ımi jedinci, tzn. mu˚zˇe doj´ıt ke krˇ´ızˇen´ı pouze u sousedn´ıch jedinc˚u (buneˇk) v obou
smeˇrech, v r˚uzne´m rozsahu. Na obr. 3.3 je zobrazena varianta s velikost´ı okol´ı jedna.
��������
Obra´zek 3.3: Krˇ´ızˇen´ı — kruhova´ topologie
U torus topologie patrˇ´ı mezi nejpouzˇ´ıvaneˇjˇs´ı typ okol´ı von Neumannovo 3.4(a) a Moorovo
3.4(b). Obeˇ varianty jsou zobrazeny s velikost´ı okol´ı jedna.
(a) von Neumannovo (b) Moorovo
Obra´zek 3.4: Torus okol´ı 3.4(a), 3.4(b)
3.1 Synchronn´ı difuzn´ı EA
Pro v´ıceprocesorovy´ syste´m je za´kladem rozdeˇlen´ı mrˇ´ızˇky mezi jednotlive´ procesory, tzn.
na kazˇde´m procesoru jsou zpracova´va´ni pouze urcˇit´ı jedinci (obr. 3.5 a 3.6). Na zacˇa´tku
je na´hodneˇ vytvorˇena populace jedinc˚u. Jedinci jsou rozdeˇleni mezi jednotlive´ procesory.
Kazˇdy´ jedinec je ohodnocen ﬁtness funkc´ı, je provedena selekce v dane´m okol´ı (lze vyuzˇ´ıt
r˚uzne´ typy selekce), je provedeno krˇ´ızˇen´ı a mutace. Na´sleduje obnova populace (opeˇt lze
vyuzˇ´ıt r˚uzne´ strategie). Lze naprˇ´ıklad vybrat potomka, pokud je lepsˇ´ı nezˇ rodicˇ, nahrazovat
jedince vzˇdy a to nejlepsˇ´ım potomkem, nebo vyuzˇ´ıt pravdeˇpodobnostn´ı podobu obnovy.
Du˚lezˇity´m rozd´ılem oproti asynchronn´ı verzi je, zˇe evoluce prob´ıha´ po
”
uceleny´ch kro-
c´ıch“. Tedy naprˇ´ıklad: je zaha´jen krok, ve ktere´m ma´ by´t ohodnocena populace pomoc´ı
ﬁntess funkce. Teprve po dokoncˇen´ı ohodnocen´ı vsˇech jedinc˚u (bez ohledu na to, ktere´mu
procesoru jsou prˇideˇleni) je mozˇno prˇistoupit k dalˇs´ımu kroku (selekci). Tzn. na konci
kazˇde´ho kroku je
”
barie´ra“. Kazˇdy´ procesor tak zpracova´va´ svou cˇa´st populace a jediny´m
proble´mem jsou hranicˇn´ı jedinci (jedinci, kterˇ´ı mohou by´t pouzˇiti prˇi krˇ´ızˇen´ı v´ıce proce-
sory).
�� �� ��





Obra´zek 3.6: Torus topologie — procesory
3.2 Asynchronn´ı difuzn´ı EA
Nicme´neˇ dokonala´ synchronizace je pouze abstrakce: ve fyzika´ln´ıch cˇi biologicky´ch si-
tuac´ıch je prˇedpoklad synchronizace neudrzˇitelny´. V kazˇde´m prostoroveˇ usporˇa´dane´m sys-
te´mu se signa´l nemu˚zˇe sˇ´ıˇrit rychleji nezˇ sveˇtlo. Proto pro dane´ dimenze je nemozˇne´, aby
signa´l vyslany´ spolecˇny´mi hodinami, zastihl ktere´koli dva komponenty/agenty ve stejne´m
cˇase. Samozrˇejmeˇ tato anoma´lie u evolucˇn´ıch algoritmu˚ neprˇedstavuje proble´m. Jde na´m
pouze o pouzˇit´ı postup˚u, ktere´ da´vaj´ı smysl vy´pocˇetneˇ. Jak uvid´ıme da´le, ma´ asynchronn´ı
varianta neˇktere´ vlastnosti, ktere´ jsou pomeˇrneˇ uzˇitecˇne´ prˇi rˇesˇen´ı mnoha proble´mu˚. ”Tento
odstavec byl prˇevzat z [1].”
Kazˇdy´ procesor tak dostane na starost svou subpopulaci (cˇa´st jedinc˚u), nad ktery´mi
prob´ıha´
”
samostatny´“ evolucˇn´ı proces. Proble´mem je opeˇt prˇepos´ıla´n´ı hranicˇn´ıch jedinc˚u.
U asynchronn´ı verze jsou jedinci obnovova´ni v urcˇite´m sledu, liˇs´ı se tak od synchronn´ı
verze, kde jsou obnoveni vsˇichni
”
nara´z“. Obecneˇ je pouzˇ´ıva´no neˇkolik typ˚u teˇchto sled˚u
obnovy:
• Fixed line sweep — obnova je prova´deˇna sta´le ve stejne´m porˇad´ı. Zleva doprava pro
kruhovou topologii a zleva doprava, rˇa´dek po rˇa´dku pro torus topologii.
• Fixed random sweep — na zacˇa´tku je vygenerova´no porˇad´ı obnovy jedinc˚u, podle
ktere´ho je prova´deˇna obnova po cely´ beˇh evoluce.
• Fixed random sweep, uniform ...
”




Paraleln´ı programovac´ı jazyk mus´ı poskytovat podporu pro trˇi za´kladn´ı aspekty para-
leln´ıho programova´n´ı: speciﬁkaci paraleln´ıho prova´deˇn´ı, komunikaci mezi vla´kny a synchro-
nizaci vla´ken. [10]
Existuj´ı r˚uzne´ typy teˇchto jazyk˚u, ktere´ se liˇs´ı v prˇ´ıstupu k poskytova´n´ı teˇchto aspekt˚u.
Neˇktere´ jazyky prˇida´vaj´ı konstrukce v ra´mci jazyka, jine´ poskytuj´ı direktivy, ktere´ mohou
by´t vlozˇeny do existuj´ıc´ıch sekvencˇn´ıch programu˚ v dane´m jazyce. Trˇet´ı typ umozˇnˇuje
pouzˇit´ı runtime knihoven. OpenMP pouzˇ´ıva´ druhy´ ze zmı´neˇny´ch prˇ´ıstup˚u, cozˇ je vyuzˇit´ı
direktiv. [10]
Dle [11] je OpenMP deﬁnova´no jako paraleln´ı, multiplatformn´ı programovac´ı model pro
multiprocesorove´ syste´my. Jedna´ se o syste´my se sd´ılenou pameˇt´ı a syste´my s distribuovanou
sd´ılenou pameˇt´ı.
OpenMP vzniklo roku 1997 a bylo vytvorˇeno ﬁrmami Kuck&Associates (KAI) a Silicon
Graphics (SGI). Je dostupne´ v jazyc´ıch Fortran a C/C++, na vsˇech architektura´ch a plat-
forma´ch Unix, Windows NT. Na vy´voji se vsˇak dnes pod´ıl´ı spousta kl´ıcˇovy´ch pocˇ´ıtacˇovy´ch
vy´robc˚u jako HP, Sun, IBM, Intel, nebo Compaq. V GNU GCC je OpenMP podporova´no
od verze 4.2 [12].
Pouzˇit´ı OpenMP je relativneˇ jednoduche´, prˇenositelne´ a umozˇnˇuje paralelizovat pouze
urcˇite´ cˇasti ko´du. Je zde i mozˇnost prˇelozˇen´ı prˇekladacˇem, ktery´ OpenMP nepodporuje,
jako sekvencˇn´ı program. Mezi nevy´hody patrˇ´ı, jak jizˇ bylo zmı´neˇno, mozˇnost vyuzˇit´ı pouze
syste´mu˚ se sd´ılenou pameˇt´ı a potrˇeba prˇekladacˇe/preprocesoru podporuj´ıc´ıho OpenMP.
4.1 Vla´kna
Za´kladem OpenMP je hlavn´ı vla´kno (master thread), ktere´ beˇzˇ´ı od zacˇa´tku programu a
prova´d´ı ko´d sekvencˇneˇ. V OpenMP jsou k dispozici dveˇ za´kladn´ı konstrukce pro kontrolu
paralelismu, jednou z nich je tzv. direktiva omp parallel. Pokud vla´kno naraz´ı na tuto direk-
tivu, vytvorˇ´ı skupinu vla´ken. Po skoncˇen´ı paraleln´ıho bloku jsou vla´kna synchronizova´na a
vsˇechna kromeˇ hlavn´ıho ukoncˇena. Situaci ilustruje obr. 4.1.
Ko´d v teˇle te´to direktivy je prova´deˇn vsˇemi vla´kny (pokud nen´ı explicitneˇ urcˇeno jinak).
Na konci paraleln´ıho regionu je implicitn´ı barie´ra, existuje vsˇak mozˇnost implicitn´ı barie´ru
vypnout. V mı´steˇ barie´ry docha´z´ı k synchronizaci vsˇech vla´ken tzn.
”
vla´kna na sebe cˇekaj´ı“.
Je tedy jasne´, zˇe prova´deˇn´ı paraleln´ıho bloku s implicitn´ı barie´rou na konci bude tak rychle´,
jako nejpomalejˇs´ı vla´kno.
V prˇ´ıpadeˇ druhe´ konstrukce se jedna´ v podstateˇ o jake´si
”
rozdeˇlen´ı pra´ce“ mezi jed-
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Obra´zek 4.1: Paraleln´ı blok
notliva´ vla´kna. Podrobneˇjˇs´ı vysveˇtlen´ı te´to problematiky bude uvedeno v sekci veˇnovane´
direktiveˇ omp parallel for.
4.2 Pameˇt’
Kazˇde´ vla´kno (Thread) ma´ vlastn´ı za´sobn´ık na ktery´ jsou ukla´da´na prˇ´ıslusˇna´ data.










Obra´zek 4.2: Syste´m pameˇti u OpenMP
4.3 Klauzule
Rozsah platnosti kazˇde´ promeˇnne´ mu˚zˇe programa´tor speciﬁkovat pomoc´ı klauzule.
Promeˇnna´ pote´ mu˚zˇe naby´t trˇech za´kladn´ıch podob: shared, reduction, nebo private. [10]
Private klauzule ma´ za na´sledek vytvorˇen´ı priva´tn´ı promeˇnne´ kazˇdy´m vla´knem, ke ktere´
ma´ prˇ´ıstup pouze vla´kno
”
vlastn´ıc´ı“ tuto promeˇnnou. Jej´ı hodnota je vsˇak po vytvorˇen´ı
nedeﬁnovana´.
Shared promeˇnna´ je, jak jizˇ jej´ı na´zev napov´ıda´, sd´ılena´ mezi jednotlivy´mi vla´kny.
Tzn. pokud dojde ke zmeˇneˇ hodnoty te´to promeˇnne´, projev´ı se tato zmeˇna i u ostatn´ıch
vla´ken. Pouzˇit´ı sd´ıleny´ch promeˇnny´ch vsˇak s sebou prˇina´sˇ´ı rˇadu proble´mu˚, ktere´ budou
vysveˇtleny da´le.
4.4 Dalˇs´ı pouzˇite´ direktivy
V te´to sekci budou podrobneˇji popsa´ny neˇktere´ beˇzˇneˇ pouzˇ´ıvane´ direktivy.
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4.4.1 Direktivy single a master
Mezi cˇasto pouzˇ´ıvane´ direktivy patrˇ´ı i direktiva single, ko´d v teˇle te´to direktivy je
proveden pouze jedn´ım vla´knem. Na konci je implicitn´ı barie´ra, existuje vsˇak mozˇnost
implicitn´ı barie´ru vypnout. [13]
Velmi podobna´ prˇedchoz´ı je direktiva master. Ko´d v teˇle te´to direktivy je proveden
pouze hlavn´ım vla´knem, prˇicˇemzˇ na konci nen´ı implicitn´ı barie´ra. [13]
4.4.2 Direktiva critical
Obcˇas potrˇebujeme, aby byla provedena cˇa´st ko´du pouze jedn´ım vla´knem ve stejne´m
cˇase. K tomuto u´cˇelu slouzˇ´ı pra´veˇ direktiva critical. Vymezuje mı´sto v programu nazy´vane´
kriticka´ sekce, do ktere´ mu˚zˇe vstoupit pouze jedno vla´kno ve stejne´m cˇase. Jedna´ se tak
o urcˇity´ za´mek, ktery´ znemozˇnˇuje prˇ´ıstup ostatn´ım vla´kn˚um. [14]
4.4.3 Direktiva atomic
Obdobne´ chova´n´ı ma´ i direktiva atomic, jedna´ se vsˇak o
”
odlehcˇenou“ verzi direktivy
critical. Zajiˇst’uje na´m, zˇe speciﬁkovane´ mı´sto v pameˇti bude meˇneˇno atomicky. [14]
4.4.4 Direktiva parallel for
Jde o jednu z nejpouzˇ´ıvaneˇjˇs´ıch work-sharing direktiv. Pokud je zna´m prˇedem pocˇet
iterac´ı u smycˇky a jednotlive´ vy´pocˇty jsou mezi sebou neza´visle´, mu˚zˇeme pouzˇ´ıt tuto di-
rektivu. Ta na´m rozdeˇl´ı smycˇku tak, zˇe kazˇde´ vla´kno dostane urcˇity´ pocˇet iterac´ı z p˚uvodn´ı
smycˇky. Tyto iterace jsou da´le prova´deˇny vla´kny paralelneˇ. Opravdovou vy´hodou je to, zˇe
pokud chceme paralelizovat urcˇitou smycˇku, mu˚zˇeme toho doc´ılit pouze nepatrnou u´pravou
p˚uvodn´ıho ko´du. Prˇicˇemzˇ spoustu programu˚ lze s u´speˇchem paralelizovat pouze s pouzˇit´ım
te´to direktivy, kterou aplikujeme jen na neˇktere´ vy´znacˇne´ smycˇky.
4.5 Prˇetahova´n´ı o data
Prˇi paraleln´ım programova´n´ı se sd´ılenou pameˇt´ı se vsˇak mohou objevit nove´ typy chyb,
se ktery´mi jsme se doposud u sekvencˇn´ıho programova´n´ı nesetkali. Tyto chyby jsou teˇzˇko
odhalitelne´, co je vsˇak zrˇejmeˇ nejhorsˇ´ı, nemus´ı se projevit vzˇdy. Nejcˇasteˇji se tyto chyby
projevuj´ı prˇi veˇtsˇ´ım zat´ızˇen´ı. Pak se sta´va´, zˇe naprˇ´ıklad promeˇnna´ naby´va´
”
podivny´ch“
hodnot. K teˇmto chyba´m mu˚zˇe docha´zet pokud dveˇ a v´ıce vla´ken prˇistupuje ke sd´ılene´
(shared) promeˇnne´ a alesponˇ jedno vla´kno ji modiﬁkuje. Tento typ chyby se nazy´va´ data-
race. [10]
K osˇetrˇen´ı takovy´ch chyb na´m slouzˇ´ı pra´veˇ direktivy atomic/critical, kdy je vyloucˇen
soucˇasny´ prˇ´ıstup vla´ken a t´ım pa´dem nemu˚zˇe docha´zet k modiﬁkaci jedn´ım vla´knem a
za´rovenˇ prˇ´ıstupu ostatn´ıch.
4.6 Architektury
Paraleln´ı pocˇ´ıtacˇe se sd´ılenou pameˇt´ı deˇl´ıme podle prˇ´ıstupu do pameˇti na UMA (Uni-
form Memory Access) a NUMA (non UMA). UMA se vyznacˇuj´ı t´ım, zˇe kazˇdy´ procesor
potrˇebuje pro prˇ´ıstup do libovolne´ cˇa´sti sd´ılene´ pameˇti stejny´ cˇas. [14]
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Pro mensˇ´ı pocˇ´ıtacˇe se sd´ılenou pameˇt´ı je tato podmı´nka splneˇna, veˇtsˇ´ı stanice jsou vsˇak
veˇtsˇinou cc-NUMA. Cozˇ znamena´, zˇe prˇ´ıstupove´ doby do libovolne´ cˇa´sti sd´ılene´ pameˇti se
mohou u jednotlivy´ch procesor˚u liˇsit.
Podle hiearchicke´ho usporˇa´da´n´ı pameˇt´ı plat´ı, zˇe cˇ´ım je pameˇt’ v´ıce vzda´lena od proce-
soru, t´ım ma´ veˇtsˇ´ı kapacitu. Prˇ´ıstupova´ doba vsˇak rapidneˇ stoupa´. Velmi rychle´ prova´deˇn´ı
instrukc´ı procesorem by vysˇlo v nivecˇ, pokud bychom museli velmi dlouho cˇekat na nacˇten´ı
instrukc´ı/dat z pameˇti. Pokud vsˇak procesor prˇistupuje k urcˇite´mu mı´stu v pameˇti, tak
s velkou pravdeˇpodobnost´ı k neˇmu bude prˇistupovat znovu (datova´ lokalita).
Byl tak zaveden syste´m rychly´ch vyrovna´vac´ıch pameˇt´ı (RVP), ktere´ v sobeˇ uchova´vaj´ı
data/instrukce z pomalejˇs´ı, ale veˇtsˇ´ı pameˇti. U teˇchto dat/instrukc´ı je ocˇeka´va´no dalˇs´ı
pouzˇit´ı. Pokud se potrˇebna´ data/instrukce nacha´zej´ı v rychle´ vyrovna´vac´ı pameˇti (cache
hit), jsou pouzˇita. Situace, kdy v RVP data/instrukce nejsou se nazy´va´ cache miss, a je
nacˇten cely´ blok (mu˚zˇe obsahovat nepotrˇebna´ data). [15]
Vla´kna prˇistupuj´ı k neza´visly´m dat˚um, lezˇ´ıc´ım vsˇak na stejne´m rˇa´dku RVP. Pokud
neˇktere´ z vla´ken provede zmeˇnu dat, je tento rˇa´dek zneplatneˇn u vsˇech vla´ken. Jedna´
se o falesˇne´ sd´ılen´ı (false sharing). Pokud k te´to situaci docha´z´ı cˇasto, dojde ke sn´ızˇen´ı
vy´konu.[14]
4.7 Zrychlen´ı
Prˇi vyuzˇit´ı paralelizace je ﬁna´ln´ı vy´kon ovlivneˇn neˇkolika aspekty. Je d˚ulezˇite´ paraleli-
zovat velkou cˇa´st ko´du, ale pouze tohle na´m nestacˇ´ı. Paralelizujeme-li cˇa´st ko´du za pouzˇit´ı
mnoha procesor˚u, dostaneme se do situace, kdy cˇa´st neparalelizovane´ho ko´du mu˚zˇe znatelneˇ
ovlinˇovat vy´sledny´ cˇas. Tento proble´m zachycuje Amdahal˚uv za´kon (4.1). [10]
S =
1
(1− F ) + FSp
(4.1)
F je cˇa´st ko´du, ktery´ je paralelizova´n, Sp je zrychlen´ı dosazˇeno v paraleln´ı sekci ko´du a
S potom deﬁnuje celkove´ dosazˇene´ zrychlen´ı. Z vy´sˇe uvedene´ho vzorce vyply´va´, zˇe pokud
sekvencˇn´ı cˇa´st tvorˇ´ı 110 celkove´ho ko´du, vy´sledne´ zrychlen´ı bude maxima´lneˇ 10, i prˇi pouzˇit´ı
nekonecˇne´ho pocˇtu procesor˚u.
Prˇi strˇetnut´ı paraleln´ıho regionu je zapotrˇeb´ı urcˇite´ rezˇie, jsou vytvorˇena vla´kna, promeˇnne´
apod. Stejneˇ tak na konci paraleln´ıho regionu/smycˇky, zvla´sˇteˇ pokud nen´ı vypnuta impli-
citn´ı barie´ra. Vsˇechna tato rezˇie na´s neˇco
”
stoj´ı“. Obecneˇ plat´ı, zˇe nema´ cenu paralelizovat
cˇa´st ko´du, jej´ızˇ prova´deˇn´ı netrva´ dostatecˇneˇ dlouho.
4.8 Efektivita
Pro vy´pocˇet efektivity je pouzˇit vzorec 4.2, kde E je vy´sledna´ efektivita v procentech,








Proble´m N dam je klasicky´ kombinatoricky´ proble´m, ktery´ je cˇasto studova´n r˚uzny´mi
metodami z oblasti umeˇle´ inteligence. Je to typicky´ proble´m splnˇova´n´ı podmı´nek (con-
straint satisfaction problem), ktery´ je jednodusˇe deﬁnovany´ a zrˇejmeˇ i proto je opakovaneˇ
pouzˇ´ıva´n jako vhodna´ testovac´ı u´loha. Tento odstavec byl prˇevzat z [4].
Za u´kol ma´me rozestavit na sˇachovnici da´my tak, aby se mezi sebou neohrozˇovaly.
Da´ma ma´ mozˇnosti pohybu stejne´ jako ve hrˇe sˇachy, kterou je tento proble´m inspirova´n.
Mozˇne´ smeˇry pohybu jsou v rˇa´dku, ve sloupci a v uhloprˇ´ıcˇka´ch o libovolny´ pocˇet pol´ıcˇek.
Sˇachovnice ma´ rozmeˇry N ×N a pocˇet dam umı´st’ovany´ch na sˇachovnici je N .
Proble´m ilustruje obr. 5.1.
Obra´zek 5.1: Proble´m N dam
Rˇesˇen´ı tohoto proble´mu vsˇak nale´za´ uplatneˇn´ı ve spousteˇ prakticky´ch proble´mu˚. Podle
[16] se jedna´ o aplikaci v rˇ´ızen´ı letove´ho provozu, testova´n´ı VLSI, pla´nova´n´ı, v modern´ıch




Implementova´ny byly obeˇ varianty difuzn´ıho EA: synchronn´ı i asynchronn´ı. Za´kladn´ım
prvkem je knihovna cEA lib, ktera´ obsahuje neˇktere´ metody vyuzˇ´ıvane´ v obou varianta´ch
a knihovna cEA generator lib, ktera´ obsahuje trˇ´ıdu genera´toru. UML diagram trˇ´ıd pro obeˇ
verze se nacha´z´ı v prˇ´ıloze A.
Jedna´ se o jednoduchy´ kongruentn´ı genera´tor pseudona´hodny´ch cˇ´ısel, jehozˇ parametry
byly prˇevzaty z [17]. Genera´tor byl napsa´n jako samostatna´ trˇ´ıda, z d˚uvodu jeho pouzˇit´ı
v paraleln´ıch verz´ıch. Na zacˇa´tku beˇhu programu jsou vytvorˇeny instance te´to trˇ´ıdy podle
pocˇtu vla´ken. Kazˇde´ metodeˇ pracuj´ıc´ı s na´hodny´mi cˇ´ısly je prˇeda´no id vla´kna a pote´ podle
tohoto id dojde k vybra´n´ı prˇ´ıslusˇne´ho genera´toru. Jako seed teˇchto genera´tor˚u je pouzˇit
syste´movy´ cˇas, jenzˇ je vyna´sobeny´ id vla´kna zveˇtsˇene´ho o jednicˇku. Je tak ucˇineˇno proto,
zˇe id hlavn´ıho vla´kna je 0.
Prvn´ı metodou z knihovny cEA lib je create chromosome. Tato metoda vytvorˇ´ı na´hodny´
chromozo´m v permutacˇn´ım zako´dova´n´ı, podle pozˇadovane´ de´lky. Dalˇs´ı metodou je crosso-
ver pmx. Jak jizˇ na´zev napov´ıda´ jde o pmx krˇ´ızˇen´ı, ktere´ je v te´to pra´ci pouzˇito. Postup pmx
krˇ´ızˇen´ı byl jizˇ popsa´n v kapitole 2, veˇnuj´ıc´ı se geneticky´m algoritmu˚m. Opera´tor mutace
na´m poskytuje metoda mutation permutation, ktera´ pomoc´ı dvou na´hodneˇ vygenerovany´ch
bod˚u zameˇn´ı prˇ´ıslusˇne´ hodnoty gen˚u v chromozo´mu. Velikost populace je ulozˇena v chro-
mosome length a column length.
Pro obnovu populace byly implementova´ny dveˇ varianty, oznacˇeny jako generativn´ı
a steady state. U klasicky´ch GA je pojmem generativn´ı oznacˇen GA s
”
u´plnou obnovou
(vymı´ra´n´ı rodicˇ˚u), kdy je stara´ populace zcela nahrazena potomky“ [6]. V nasˇem prˇ´ıpadeˇ
docha´z´ı k nahrazen´ı rodicˇe potomkem vzˇdy, i kdyzˇ ma´ potomek mensˇ´ı ﬁtness. Druhy´m
typem je steady state, u klasicky´ch GA nazy´va´n take´ jako cˇa´stecˇna´ obnova.
”
Pouze jeden
potomek nahrad´ı nejslabsˇ´ıho jedince p˚uvodn´ı populace.“ [6] V nasˇ´ı implementaci docha´z´ı
k nahrazen´ı rodicˇe potomkem v prˇ´ıpadeˇ, kdy ma´ potomek vysˇsˇ´ı ﬁtness.
Jako ukoncˇovac´ı krite´rium byl zvolen pocˇet generac´ı, lze vsˇak take´ beˇh prˇedcˇasneˇ ukoncˇit
prˇi nalezen´ı nejlepsˇ´ıho rˇesˇen´ı.
6.1 Implementace synchronn´ı verze
Pro nacˇten´ı parametr˚u je pouzˇita funkce get parameters. Na´sledneˇ dojde k vytvorˇen´ı
na´hodne´ populace (metoda init), jej´ızˇ vlastnosti jsou nastaveny podle zadany´ch parametr˚u.
Je vola´na metoda make ﬁtness, ktera´ projde celou populaci (v cyklu for) a provede ohod-
nocen´ı vsˇech jedinc˚u. Tento for cyklus je paralelizova´n pomoc´ı #pragma omp parallel for.
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Za´kladem evolucˇn´ıho beˇhu je smycˇka for, jej´ızˇ pocˇet iterac´ı je roven zvolene´mu pocˇtu
generac´ı. Z te´to smycˇky jsou vola´ny metoda selection a metoda check ﬁtness. Kazˇda´ tato
metoda obsahuje smycˇku for, ktera´ procha´z´ı populac´ı a vykona´va´ prˇ´ıslusˇnou cˇinnost nad
aktua´ln´ım jedincem. Tyto smycˇky jsou paralelizova´ny pomoc´ı #pragma omp parallel for.
Docha´z´ı tak k tomu, zˇe je populace rozdeˇlena mezi jednotliva´ vla´kna, ktere´ vykona´vaj´ı
prˇ´ıslusˇne´, na sobeˇ neza´visle´ operace.
6.1.1 Hranicˇn´ı jedinci
Jak jizˇ bylo zmı´neˇno drˇ´ıve, proble´mem je krˇ´ızˇen´ı v
”
hranicˇn´ıch“ oblastech. Tento proble´m
je vsˇak rˇesˇen za pomoci dvou mrˇ´ızˇek, kdy jsou jedinci postupuj´ıc´ı do dalˇs´ı generace ukla´da´ni
do druhe´ mrˇ´ızˇky. Protozˇe jedinci pouzˇiti ke krˇ´ızˇen´ı (obsazˇeni v prvn´ı mrˇ´ızˇce), nejsou
v pr˚ubeˇhu krˇ´ızˇen´ı meˇneˇni, proble´m je vyrˇesˇen. Zby´va´ tak pouze po dokoncˇen´ı procesu
krˇ´ızˇen´ı vymeˇnit mrˇ´ızˇky, cˇ´ımzˇ dosta´va´me aktua´ln´ı populaci.
6.1.2 Metoda selection
V te´to metodeˇ docha´z´ı k vy´beˇru jedinc˚u ke krˇ´ızˇen´ı. Na´sledneˇ je vytvorˇen potomek,
ktery´ je ohodnocen a ulozˇen do nove´ mrˇ´ızˇky. Na konci te´to metody (cyklu for) je implicitn´ı
barie´ra. Po n´ı na´sleduje ono zmı´neˇne´ prohozen´ı ukazatel˚u na mrˇ´ızˇky. T´ım dosta´va´me novou
populaci.
6.1.3 Statistiky
Po obnoveˇ populace je vola´na metoda check ﬁtness, ktera´ ve for cyklu (paralelizovane´ho
pomoc´ı #pragma parallel for) zjiˇst’uje nejlepsˇ´ı a nejhorsˇ´ı ﬁtness pro kazˇde´ vla´kno. Deˇje
se tak pomoc´ı priva´tn´ıch promeˇnny´ch thread best a thread worst. Do priva´tn´ı promeˇnne´
thread sum je ukla´da´n soucˇet ﬁtness vsˇech jedinc˚u pro kazˇde´ vla´kno. Po skoncˇen´ı te´to
operace jsou tyto hodnoty ulozˇeny do sd´ılene´ho pole, je vypocˇ´ıta´na celkova´ pr˚umeˇrna´ ﬁt-
ness a vybra´n nejhorsˇ´ı/nejlepsˇ´ı jedinec v ra´mci cele´ populace. Na´sledneˇ prˇi vola´n´ı metody
print statistics() jsou statistiky ulozˇeny do souboru.
6.2 Implementace asynchronn´ı verze
Asynchronn´ı verze nepouzˇ´ıva´, na rozd´ıl od verze synchronn´ı, dveˇ mrˇ´ızˇky, ale pouze
jednu. Jak jizˇ bylo rˇecˇeno, v kazˇde´ subpopulaci prob´ıha´ evolucˇn´ı proces samostatneˇ, prˇicˇemzˇ
proble´mem jsou hranicˇn´ı jedinci. Dalˇs´ım proble´mem, ktery´ ovsˇem u synchronn´ı verze nebyl,
jsou statistiky. Klasicky´ prˇ´ıstup ke statistika´m, s vyuzˇit´ım barie´ry, selha´va´. U dvou libo-
volny´ch subpopulac´ı se mohou ve stejne´m cˇase liˇsit stupneˇ generac´ı, a proto nelze vyuzˇ´ıt
statistiky za´visle´ na generac´ıch.
Jednou z mozˇnost´ı je vyuzˇit´ı specia´ln´ıho vla´kna, ktere´ vzˇdy po urcˇite´m cˇase tyto sta-
tistiky ukla´da´ do prˇ´ıslusˇne´ho souboru.
6.2.1 Hranicˇn´ı jedinci
Prˇed samotny´m beˇhem evolucˇn´ıho procesu je vytvorˇena na´hodna´ populace pomoc´ı me-
tody init. Da´le jsou podle pocˇtu vla´ken vypocˇteny hranicˇn´ı body (sourˇadnice hranicˇn´ıch
jedinc˚u) pro jednotliva´ vla´kna. Ty jsou ulozˇeny v threads borders. Cela´ populace je ohod-
nocena pomoc´ı ﬁtness funkce, za pomoci metody ﬁrst evaluation, paralelizovane´ pomoc´ı
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#pragma parallel for. Hranicˇn´ı jedinci jsou ulozˇeni do pole, prˇicˇemzˇ kazˇde´ vla´kno kop´ıruje
svoje hranicˇn´ı jedince, osˇetrˇeno pomoc´ı direktivy #critical, docha´z´ı tak ke kop´ırova´n´ı bloku
dat najednou.
Je provedena selekce (vybra´n vzˇdy jedinec s nejvysˇsˇ´ı ﬁtness). Po skoncˇen´ı obnovy sub-
populace je provedena obnova hranicˇn´ıch jedinc˚u. Ostatn´ı vla´kna, pokud chteˇj´ı prˇistupovat
k jiny´m, nezˇ ke svy´m jedinc˚um, prˇistupuj´ı do toho pole (osˇetrˇeno pomoc´ı direktivy #criti-
cal).
6.2.2 Statistiky
Prˇed samotnou smycˇkou evolucˇn´ıho beˇhu jsou vytvorˇena dveˇ vla´kna. Vla´kno pokracˇuj´ıc´ı
v beˇhu programu (evolucˇn´ı beˇh) a vla´kno specia´ln´ı, ktere´ je vyuzˇito pro tisk statistik do
souboru.
Stejneˇ jako v prˇ´ıpadeˇ synchronn´ı varianty, jsou po obnoveˇ populace ukla´dana´ny ﬁtness
pro kazˇde´ vla´kno zvla´sˇt’ (thread sum, thread best a thread worst). Ty jsou na´sledneˇ ulozˇeny
do souboru pomoc´ı tohoto specia´ln´ıho vla´kna (vsˇe je osˇetrˇeno pomoc´ı direktivy #critical).
Do souboru jsou ulozˇeny ﬁtness pro nejhorsˇ´ı jedince a nejlepsˇ´ı jedince (a to jak pro kazˇde´
vla´kno, tak v ra´mci cele´ populace). Ulozˇena je i pr˚umeˇrna´ ﬁtness cele´ populace, kdy je
soucˇet vsˇech ﬁtness v populaci podeˇlen pocˇtem vsˇech jedinc˚u.
6.3 Benchmark
Na pocˇa´tku jsem zvolil jednoduchy´ proble´m s velice trivia´ln´ı ﬁtness funkc´ı. Tento
proble´m je zna´my´ pod anglicky´m na´zvem OneMax problem. Pouzˇito je bina´rn´ı zako´dova´n´ı
a hodnota ﬁtness za´vis´ı na pocˇtu jednicˇek v chromozo´mu. [18] Pouzˇit byl klasicky´ opera´tor
jednobodove´ho krˇ´ızˇen´ı a mutace. Zrychlen´ı po paralelizaci nebylo uspokojive´ a obecneˇ by
se dalo rˇ´ıct, zˇe velky´ vliv na zrychlen´ı meˇla de´lka chromozo´mu.
Nakonec jsem se rozhodl jako benchmark zvolit proble´m N dam z rˇady d˚uvod˚u uve-
deny´ch vy´sˇe. Ve vy´beˇru hra´la roli i relativn´ı znalost tohoto proble´mu a pouzˇit´ı geneticky´ch
algoritmu˚.
Zako´dova´n´ı bylo zvoleno permutacˇn´ı. Bina´rn´ıho zako´dova´n´ı lze pouzˇ´ıt take´, ale v tomto
proble´mu pouzˇit´ı permutacˇn´ıho zako´dova´n´ı prˇina´sˇ´ı velike´ usnadneˇn´ı v podobeˇ vyrˇesˇen´ı
pohybu dam ve smeˇru rˇa´dk˚u. Cozˇ velmi prˇ´ızniveˇ ovlivnˇuje i pocˇet platny´ch hodnot chro-
mozo´mu˚, ktery´ch mohou naby´vat. Podle [4] je pocˇet mozˇnost´ı N !. De´lka chromozo´mu je zde
rovna pocˇtu dam. Porˇad´ı genu na´m urcˇuje sloupec a pomoc´ı hodnoty genu je urcˇena po-
loha da´my v tomto sloupci. Vezmeme-li si obr. 5.1, jeho chromozo´m by vypadal na´sledovneˇ:
(2, 4, 6, 1, 3, 5).
Velmi d˚ulezˇitou roli zde hraje ﬁtness funkce. Jak je uvedeno v [19] pro rozhodnut´ı, zda se
dveˇ da´my na sˇachovnici ohrozˇuj´ı, existuje analyticke´ rˇesˇen´ı. Vzhledem k veˇtsˇ´ı slozˇitosti ﬁt-
ness funkce vsˇak bylo zvoleno procha´zen´ı po vsˇech uhloprˇ´ıcˇka´ch. Du˚vod je zrˇejmy´. Mnohem
slozˇiteˇjˇs´ı ﬁtness funkce znamena´ veˇtsˇ´ı cˇa´st paralelizovatelne´ho ko´du v pomeˇru k potrˇebne´
rezˇii. Fitness funkce se pak spocˇ´ıta´ dle vzorce 6.1. Kde f je vy´sledna´ hodnota ﬁtness, l je
pocˇet dam (de´lka chromozo´mu) a c prˇedstavuje pocˇet koliz´ı mezi da´mami. Ze vzorce plyne,
zˇe pro spra´vne´ rˇesˇen´ı tohoto proble´mu (da´my se neohrozˇuj´ı) je hodnota ﬁtness rovna 4l.




V te´to kapitole jsou uvedeny dosazˇene´ vy´sledky pro jednotlive´ topologie a obeˇ varianty
(synchronn´ı/asynchronn´ı). Tyto testy byly provedeny (pokud nen´ı uvedeno jinak) na serveru
Edesign21.
7.1 Zrychlen´ı a efektivita
V te´to sekci jsou uvedeny dosazˇene´ zrychlen´ı a efektivita, v za´vislosti na pocˇtu dam.
Jako ukoncˇovac´ı krite´rium byl zvolen pocˇet generac´ı 100, typ pouzˇite´ obnovy populace
steady state. Kazˇdy´ beˇh byl proveden 20kra´t.
7.1.1 Torus topologie
Vy´sledk˚u bylo dosazˇeno prˇi velikosti populace 30 × 30, prˇicˇemzˇ bylo pouzˇito von Neu-
mannovo okol´ı s velikost´ı jedna. U asynchronn´ı verze byl pouzˇit ﬁxed line sweep.


























Na obr. 7.1 je zobrazeno zrychlen´ı prˇi pouzˇit´ı 2, 4, 6 a 8 jader. Mu˚zˇeme videˇt, zˇe
prˇi pouzˇit´ı v´ıce jader, ma´ na vy´sledne´ zrychlen´ı velky´ vliv pocˇet dam (cˇasova´ na´rocˇnost
ﬁtness funkce). Da´le mu˚zˇeme pozorovat mensˇ´ı dosazˇene´ zrychlen´ı u asynchronn´ı varianty,
1Supermicro X7DBR-I+, 2xQuad Core Intel Xeon 5355, 32 GB RAM, 150 GB HDD RAID-0
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prˇi pouzˇit´ı v´ıce jader. Liˇs´ı se tak od kruhove´ topologie, ktera´ je uvedena da´le. Prˇ´ıcˇinou je
pocˇet hranicˇn´ıch jedinc˚u, ktery´ch je u torus topologie obecneˇ veˇtsˇ´ı pocˇet, nezˇ u kruhove´
topologie.
Pokud budeme uvazˇovat pouze okol´ı uvedena´ v kapitole 4 a nebudeme uvazˇovat mozˇnost
prˇekryt´ı hranicˇn´ıch jedinc˚u, at’ uzˇ z d˚uvodu velke´ho okol´ı, nebo vyuzˇit´ı velike´ho pocˇtu
vla´ken, pro t > 1 je pocˇet hranicˇn´ıch jedinc˚u da´n na´sleduj´ıc´ımi vzorci. Kde P je pocˇet
hranicˇn´ıch jedinc˚u, o je velikost okol´ı, row je de´lka rˇa´dku a t znacˇ´ı pocˇet pouzˇity´ch vla´ken.
Velikost´ı okol´ı je mysˇlen pocˇet sloupc˚u ve smeˇru nahoru/dol˚u u torus topologie a pocˇet
rˇa´dk˚u doleva/doprava u kruhove´ topologie. Pro obr. 3.4(a), 3.4(b) a 3.3 je tedy velikost
okol´ı jedna. Pocˇet hranicˇn´ıch jedinc˚u u kruhove´, resp. torus topologie, je da´n vzorcem 7.1,
resp. 7.2.
P = 2 ∗ o ∗ (t+ 1) (7.1)
P = 2 ∗ o ∗ row ∗ (t+ 1) (7.2)
Tabulka 7.1: Torus topologie — zrychlen´ı v za´vislosti na pocˇtu dam
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Tabulka 7.2: Torus topologie — efektivita v za´vislosti na pocˇtu dam
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V tabulce 7.1 jsou uvedeny vsˇechny dosazˇene´ vy´sledky. V tabulce 7.2 jsou uvedeny
vy´sledne´ efektivity pro dany´ pocˇet dam. Efektivita je spocˇ´ıta´na dle vzorce 4.2.
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7.1.2 Kruhova´ topologie
Vy´sledk˚u bylo dosazˇeno prˇi velikosti populace 900 × 1, prˇicˇemzˇ byla pouzˇita velikost
okol´ı jedna. Na obr. 7.2 je zobrazeno zrychlen´ı prˇi pouzˇit´ı 2, 4, 6 a 8 jader. Take´ zde ma´
velky´ vliv na zrychlen´ı pocˇet dam.


























Tabulka 7.3: Kruhova´ topologie — zrychlen´ı v za´vislosti na pocˇtu dam
����� ��� �� �� �� �� �� �� ��
�� ����� ��������� � � �
�
���������� ���� ���� ���� ���� ���� ���� ����
����������� ���� ���� ���� ���� ���� ���� ����
�
���������� ���� ��� ���� ���� ���� ���� ����
����������� ���� ���� ��� ���� ���� ���� ����
�
���������� ���� ���� ���� ���� ���� ���� ���
����������� ���� ���� ���� ���� ���� ���� ����
�
���������� ���� ���� ���� ���� ���� ���� ����
����������� ���� ���� ��� ���� ���� ���� ����
�
���������� ��� ���� ���� ���� ���� ���� ����
����������� ���� ���� ���� ���� ��� ���� ����
�
���������� ���� ���� ��� ���� ���� ���� ����
����������� ���� ���� ���� ���� ��� ���� ���
�
���������� ���� ���� ���� ���� ���� ���� ���
����������� ���� ���� ���� ���� ���� ���� ����
Tabulka 7.4: Kruhova´ topologie — efektivita v za´vislosti na pocˇtu dam
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7.2 Nalezen´ı pozˇadovane´ho rˇesˇen´ı
V te´to sekci jsou porovna´ny rychlosti prˇi hleda´n´ı pozˇadovane´ho rˇesˇen´ı. Bylo provedeno
50 beˇh˚u s populac´ı 30 × 30 a 900 × 1 u obou verz´ı. Tyto testy byly provedeny na ser-
veru Edesign12. Pocˇet dam byl zvolen 70. Na obr. 7.3 jsou zobrazeny dosazˇene´ vy´sledky
u torus topologie. Zrychlen´ı obou verz´ı je porovna´va´no se synchronn´ı verz´ı, u ktere´ byly
dosazˇeny pr˚umeˇrneˇ horsˇ´ı cˇasy. Jak mu˚zˇeme videˇt, dosta´va´me superlinea´rn´ı zrychlen´ı, cozˇ






























































Obra´zek 7.4: Zrychlen´ı u kruhove´ topologie
2Supermicro H8DME, 2xDual Core AMD Opteron 2220, 32 GB RAM, 150 GB HDD RAID-0
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7.3 Vliv okol´ı na selekcˇn´ı tlak
Dalˇs´ım provedeny´m testem je vliv typu okol´ı na selecˇn´ı tlak. Tyto testy byly provedeny
prˇi pocˇtu 50ti dam s vyuzˇit´ım dvou vla´ken. Take´ zde byla pouzˇita steady state obnova a
ﬁxed line sweep u asynchronn´ı verze.
U synchronn´ı verze je tisk statistik prova´deˇn po kazˇde´ generaci, zat´ımco u asynchronn´ı
verze, jak jizˇ bylo zmı´neˇno, je rˇ´ızen cˇasem. Dany´ pocˇet vla´ken byl zvolen kv˚uli male´mu
pocˇtu hranicˇn´ıch jedinc˚u, aby se prˇedesˇlo zbytecˇne´mu zpomalen´ı, ktere´ v situaci, kdy tisk
statistik za´vis´ı na cˇase, nen´ı zˇa´douc´ı. Je vsˇak nutne´ uve´st, zˇe rozd´ıly v cˇasech prˇi vy´beˇru
partnera ke krˇ´ızˇen´ı, zp˚usobene´ odliˇsny´m typem okol´ı, byly zanedba´ny.
7.3.1 Torus topologie
Zkouma´ny byly von Neumannovo a Moorovo okol´ı prˇi r˚uzne´ velikosti.
Moorovo, von Neumannovo okol´ı
Tyto testy byly provedeny prˇi velikosti populace 30 × 30. Na obra´zc´ıch 7.5 a 7.6 jsou
zachyceny pr˚umeˇrne´ hodnoty pr˚umeˇrny´ch ﬁtness ze vsˇech 100 beˇh˚u v pr˚ubeˇhu generac´ı.
Mu˚zˇeme zde pozorovat rychlejˇs´ı konvergenci u Moorova okol´ı, jak v prˇ´ıpadeˇ synchronn´ım
(obr. 7.5), tak i v asynchronn´ım (obr. 7.6).























Obra´zek 7.5: Moorovo, von Neumannovo okol´ı — synchronn´ı verze
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Obra´zek 7.6: Moorovo, von Neumannovo okol´ı — asynchronn´ı verze
Von Neumannovo okol´ı — r˚uzna´ velikost
Tyto testy byly provedeny prˇi velikosti populace 30×30. Opeˇt bylo provedeno 100 beˇh˚u a
dosazˇene´ hodnoty byly zpr˚umeˇrova´ny. Z obra´zk˚u 7.7 a 7.8 je videˇt, zˇe rychlost konvergence
za´vis´ı na velikosti vybrane´ho okol´ı.
























Obra´zek 7.7: Ru˚zna´ velikost von Neumannova okol´ı — synchronn´ı verze
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Obra´zek 7.8: Ru˚zna´ velikost von Neumannova okol´ı — asynchronn´ı verze
Moorovo okol´ı — r˚uzna´ velikost
Stejne´ nastaven´ı, jako v prˇedchoz´ım prˇ´ıpadeˇ. Z obra´zk˚u 7.9 a 7.10 je videˇt, zˇe rychlost
konvergence za´vis´ı na velikosti vybrane´ho okol´ı.
























Obra´zek 7.9: Ru˚zna´ velikost Moorova okol´ı — synchronn´ı verze
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Obra´zek 7.10: Ru˚zna´ velikost Moorova okol´ı — asynchronn´ı verze
7.3.2 Kruhova´ topologie
Tyto testy byly provedeny prˇi velikosti populace 900 × 1. Bylo provedeno 100 beˇh˚u,
ktere´ byly zpr˚umeˇrova´ny. Vy´sledky jsou uvedeny na obr. 7.11 a 7.12. Stejneˇ jako u torus
topologie, i zde prˇi veˇtsˇ´ı velikosti okol´ı, docha´z´ı k rychlejˇs´ı konvergenci. Z obra´zk˚u 7.7 a 7.11
je vsˇak patrne´, zˇe prˇi pouzˇit´ı stejne´ velikosti okol´ı je u torus topologie vy´razneˇji rychlejˇs´ı
konvergence, nezˇ u topologie kruhove´.
























Obra´zek 7.11: Ru˚zna´ velikost okol´ı — synchronn´ı verze
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Obra´zek 7.12: Ru˚zna´ velikost okol´ı — asynchronn´ı verze
7.4 Vliv obnovy na diverzitu populace
V te´to cˇa´sti byly otestova´ny obeˇ varianty obnovy u synchronn´ı i asynchronn´ı verze
s pocˇtem vla´ken 2. Bylo provedeno 100 beˇh˚u prˇi velikosti populace 30× 30 a okol´ı typu von
Neumann s velikost´ı 1. Pocˇet dam byl zvolen 50.
• Nejlepsˇ´ı — ﬁtness nejlepsˇ´ıho jedince (v ra´mci cele´ populace) pr˚umeˇrneˇ na jeden beˇh.
• Pr˚umeˇrna´ — pr˚umeˇrna´ ﬁtness (v ra´mci cele´ populace) pr˚umeˇrneˇ na jeden beˇh.
• Nejhorsˇ´ı — ﬁness nejhorsˇ´ıho jedince (v ra´mci cele´ populace) pr˚umeˇrneˇ na jeden beˇh.
Jak mu˚zˇeme videˇt na obr. 7.13 a 7.14, rozd´ıl mezi obnovami je videˇt prˇedevsˇ´ım na
nejhorsˇ´ı ﬁtness, kdy generativn´ı obnova dosahuje mnohem veˇtsˇ´ı diverzity populace.
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— nejlepsˇ´ı – steady s.
— nejlepsˇ´ı – generativn´ı
— pr˚umeˇrna´ – steady s.
— pr˚umeˇrna´ – generativn´ı
— nejhorsˇ´ı – steady s.
— nejhorsˇ´ı – generativn´ı















Obra´zek 7.13: Diverzita populace — synchronn´ı verze








— nejlepsˇ´ı – steady s.
— nejlepsˇ´ı – generativn´ı
— pr˚umeˇrna´ – steady s.
— pr˚umeˇrna´ – generativn´ı
— nejhorsˇ´ı – steady s.
— nejhorsˇ´ı – generativn´ı















Obra´zek 7.14: Diverzita populace — asynchronn´ı verze
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Za´veˇr
C´ılem te´to pra´ce byl na´vrh a implementace difuzn´ıho evolucˇn´ıho algoritmu, paralelizo-
vane´ho pomoc´ı OpenMP. Implementova´ny byly synchronn´ı a asynchronn´ı verze, umozˇnˇuj´ıc´ı
r˚uzna´ nastaven´ı.
Za´kladn´ı verze umozˇnˇuje nastaven´ı typu topologie, velikosti populace a velikosti okol´ı.
Vy´beˇrem okol´ı lze, jak bylo doka´za´no v kapitole 7, u´speˇsˇneˇ regulovat selekcˇn´ı tlak. Dalˇs´ım
uzˇitecˇny´m rozsˇ´ıˇren´ım je mozˇnost volby ze dvou typ˚u obnovy ovlivnˇuj´ıc´ıch vy´razneˇ diverzitu
populace. Nastaven´ım teˇchto parametr˚u lze upravit vlastnosti algoritmu a umozˇnit tak jeho
pouzˇit´ı pro rˇesˇen´ı r˚uzny´ch typ˚u u´loh.
Prˇi na´sledne´m testova´n´ı synchronn´ı i asynchronn´ı verze na proble´mu N dam s d˚urazem
na maxima´ln´ı zrychlen´ı jsme dospeˇli k na´sleduj´ıc´ım poznatk˚um: Nejveˇtsˇ´ıho zrychlen´ı bylo
dosazˇeno prˇi pouzˇit´ı osmi jader. Zrychlen´ı vsˇak neroste linea´rneˇ a pro osm jader je jizˇ
vy´sledna´ efektivita mensˇ´ı, nezˇ efektivita dosazˇena´ pro dveˇ ja´dra. Z graf˚u uvedeny´ch v ka-
pitole 7 je patrne´, zˇe prˇi pouzˇit´ı veˇtsˇ´ıho pocˇtu jader efektivita vy´razneˇ za´vis´ı na slozˇitosti
ﬁtness funkce. Prˇi hleda´n´ı optima´ln´ıho rˇesˇen´ı s ohledem na de´lku beˇhu evoluce, se jako
efektivneˇjˇs´ı uka´zala asynchronn´ı verze, a to ve vsˇech zmeˇrˇeny´ch prˇ´ıpadech.
Pokud z neˇjake´ho d˚uvodu potrˇebujeme spustit evolucˇn´ı beˇh v´ıcekra´t, prˇ´ıhodny´m rˇesˇen´ım
mu˚zˇe by´t spusˇteˇn´ı neˇkolika verz´ı soucˇasneˇ, a vyuzˇ´ıt tak pro kazˇdy´ beˇh pouze cˇa´st z do-
stupny´ch jader. Dosa´hneme tak zrychlen´ı i vysoke´ efektivity.
”
Nejlepsˇ´ı EA jsou ty nejle´pe vyladeˇne´ na konkre´tn´ı proble´m [3].“ Obecneˇ tedy nelze rˇ´ıci,
jake´ nastaven´ı je nejlepsˇ´ı. Vsˇe za´vis´ı na rˇesˇene´m proble´mu, ktere´mu mus´ıme prˇizp˚usobit
nastaven´ı parametr˚u. Ma´me-li naprˇ´ıklad proble´my s uva´znut´ım v loka´ln´ım optimu, nebo
docha´z´ı-li k prˇedcˇasne´ konvergenci, mu˚zˇe na´m pomoci pra´veˇ veˇtsˇ´ı rozmanitost populace.
V teˇchto prˇ´ıpadech je tedy vhodne´ vyuzˇ´ıt generativn´ı obnovu populace. Pokud se na´m
naopak zda´, zˇe algoritmus konverguje prˇ´ıliˇs pomalu, mu˚zˇeme zveˇtsˇit velikost okol´ı, a t´ım
zveˇtsˇit i selekcˇn´ı tlak.
Jako rozsˇ´ıˇren´ı by bylo vhodne´ implementovat dalˇs´ı opera´tory a topologie. Zaj´ımave´ by
bylo nasazen´ı te´to implementace prˇi rˇesˇen´ı prakticke´ho proble´mu.
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• Zdrojove´ ko´dy obou verz´ı (C++)
• Dokumentace a na´vod k pouzˇit´ı
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