The purpose of this paper is to investigate the asymptotic behavior of positive solutions of nonautonomous and random competitive Kolmogorov systems via the skew-product flows approach. It is shown that there exists an unordered carrying simplex which attracts all nontrivial positive orbits of the skewproduct flow associated with a nonautonomous (random) competitive Kolmogorov system.
Introduction
The current paper is devoted to the study of nonautonomous Kolmogorov equationṡ u i = u i f i (t, u) , u i 0, 1 i n, (1.1) where u = (u 1 , u 2 , . . . , u n ) and f (t, u) = (f 1 (t, u), . . . , f n (t, u)) satisfies the smooth condition (H1) in the following, as well as to the study of random Kolmogorov equationṡ u i = u i f i (θ t ω, u), u i 0, 1 i n, (1.2) where (Ω, F, P) is a probability space, θ t : Ω → Ω is an ergodic metric dynamical system, u = (u 1 , , u 2 , . . . , u n ), and f = (f 1 , . . . , f n ) : Ω × C → R n satisfies the measurable and pathwise smooth condition (R1) in the following.
(H1) f (t, u) = (f 1 (t, u), f 2 (t, u), . . . , f n (t, u)), together with its first derivatives with respect to u, is bounded and uniformly continuous on R × K for any compact set K ⊂ U , where U is an open subset of R n containing C = {u ∈ R n : u i 0 for all i}.
(R1) f = (f 1 , f 2 , . . . , f n ) : Ω × U → R n is measurable and for each fixed ω ∈ Ω, f ω (t, u) := f (θ t ω, u), together with its first derivatives with respect to u, is continuous for (t, u) ∈ R × U , where U is as in (H1).
Biologically, a community of n interacting species is often modelled by (1.1) or (1.2). Here u i is the density and f i is the per capita growth rate of species i. Note that f i not only depends on the densities of the interacting populations, but also fluctuates with time or is subject to certain seasonal variations. In the following we restrict our attention to the closed positive cone C (see the definition of C in (H1)) since only positive solutions are of biological interest. System (1.1) is called competitive (see [19] ) if (H2) If f is independent of time in (1.1), the well-known construction of Smale [31] showed that, contrary to the popular belief in early 1970s, mathematical models of competition between species could lead to differential equations with extremely complicated dynamics. This in turn led to a famous series of papers by M.W. Hirsch [14] [15] [16] [17] who showed that the dynamics of competitive systems can be no worse than that of completely general systems of one less dimension. One of the most exciting fallouts of these results was the study of n-dimensional dissipative competitive systems. More precisely, under the assumptions of competition, dissipation, and irreducibility, Hirsch [16] proved that there is a canonically defined countable family of unordered, disjoint Lipschitz open (n − 1)-cells such that every non-convergent persistent trajectory is asymptotic to a trajectory in one of the cells. In particular, if the origin is a repeller and the community matrices are strictly negative, then there exists an (n − 1)-dimensional balanced attractor, called carrying simplex (see [18, 39] ), attracting all nontrivial orbits.
Independently, H.L. Smith [32] studied the time-periodic equations (1.1) by means of considering the discrete dynamical system generated by the Poincaré map. Based on this, by applying Takáč's invariant order decomposition methods (see [35, 36] ), Wang and Jiang [37, 38] generalized the well-known result of Hirsch and verified the existence of the carrying simplex for Kolmogorov competitive mappings and the time-periodic competitive system (1.1). The geometry, smoothness and dynamics of carrying simplices have been widely investigated for autonomous cases (see [8, [22] [23] [24] 39, 40] ) and time-periodic cases (see [3, 20, 26, 32, 38] ). The theory of the carrying simplex has also been applied to many mathematical models such as Lotka-Volterra model [39, 40] , the age-structured semelparous populations [7] , the growth of phytoplankton in a chemostat [33, 34] , and type-K competitive systems [10, 21] , etc.
In nature, populations evolve influenced by external effects which are roughly, but not exactly periodic, or under environmental forcing which exhibits different, noncommensurate periods. This sort of time dependence can arise from the interplay of short-term weather cycles and seasonal climate variations, or from the superposition of daily and annually periodic phenomena, and so on. Growth processes, for example, depend on the length of days and nights which varies during the year. Models with such time dependence are characterized more appropriately by quasi-periodic or almost periodic equations or even by certain nonautonomous equations rather than by periodic ones. Additionally, populations are affected by a wide variety of irregularly occurring phenomena which lead to stochastic or random equations. Both types of equations, time nonperiodic deterministic (e.g., almost periodic or recurrent) equations and time stochastic ones are therefore worth studying. These equations have found much attention in competitive systems (see [1, 9, 11, 12, 41] , etc.).
Typically, studies about periodic equations are carried out in terms of the Poincaré map. A unified framework to study a nonautonomous (respectively random) equation is the so-called skew-product semiflow (respectively random dynamical system) generated by the equation (see [2, 4, 27, 29] , etc.). However, in contrast to the competitive autonomous and periodic cases, many fundamental tools such as non-ordering of the limit sets, α-limit dichotomy and generic convergence of the inverse flow (see [18] ), cannot hold for random, general nonautonomous, even for quasi-periodic or almost periodic cases (see [29] for almost periodic cases and [4] for random cases). Hetzer and Shen [11] first studied the almost periodic competitive Kolmogorov system (1.1) for n = 2. Under a set of reasonable hypotheses, they proved that any ω-limit set of the competitive skew-product flow is unordered and contains at most two minimal sets. However there are many problems remaining to help understanding where ω-limit sets lie exactly and whether as autonomous and time-periodic cases, there also exist carrying simplices for general nonautonomous cases or even for random cases.
Our focus in this paper is on the existence of the carrying simplices for general n-dimensional nonautonomous competitive systems (1.1) and random competitive systems (1.2). We shall employ the notions of skew-product semiflows and random dynamical systems (see, e.g., [27, 29] for general theory of skew-product semiflows and [2, 4] for random dynamical systems) and the abstract theory of monotone (competitive) dynamical systems (see, e.g., [18] ) to carry out our study.
To be more specific, consider (1.1) and embed it into the skew-product flow
where u(t; u 0 , g) = (u 1 (t; u 0 , g), . . . , u n (t; u 0 , g)) is the solution oḟ
3)
where the closure is taken in the compact open topology (see Section 3 for more detail on H (f )). We first present some additional fundamental assumptions for (1.1):
(H3) (Irreducibility) There is an 0 > 0 such that, for each nonempty I ⊆ N := {1, 2, . . . , n}, if two nonempty subsets J, K form a partition of I , then for any u ∈ H + I and t ∈ R there are j ∈ J and k ∈ K with
where
(H4) (Intra-specific competition) There is q 0 > 0 such that for each i ∈ N , (H5) (Origin repelling) There is δ 0 > 0 such that u(t; u 0 , f · τ ) exists for all t < 0 and u(t; u 0 , f · τ ) → 0 as t → −∞ for any u 0 ∈ C with (u 0 ) i δ 0 (i ∈ N ) and τ ∈ R and the limit u(t; u 0 , f · τ ) → 0 as t → −∞ is uniform in τ ∈ R.
We note that if for each i ∈ N ,
then by Sacker-Sell spectrum theory and invariant manifold theory, (H5) holds.
In the framework of the skew-product flow, we can state our main results on the carrying simplex for (1.1). 
Theorem A (Nonautonomous case
The above results are new even in the case that f i (i = 1, . . . , n) are uniformly almost periodic in t. They also imply that the dynamics of competitive nonautonomous systems is 1-codimensional. Note also that Theorem A generalizes [16, Theorem 1.7] in the autonomous case and [38, Theorem 5.1] in the periodic case.
For the random case, let Π t : C × Ω → C × Ω be the random dynamical system generated by (1.2),
where u = u(t; u 0 , ω) is the solution of (1.2) with u(0; u 0 , ω) = u 0 . We present the following fundamental hypotheses besides (R1) and (R2).
(R3) (Irreducibility) For each ω ∈ Ω and each nonempty I ⊂ N, if two nonempty subsets J , K form a partition of I , then for any t ∈ R and u ∈ H
(R4) (Intra-specific competition) There is q 0 > 0 such that for each i ∈ N , Here is a simple example of (1.2) which satisfies (
This paper is organized as follows. In Section 2 we agree on some notations, give relevant definitions and preliminaries which will be important to our proofs. We investigate the existence of carrying simplex for nonautonomous systems and prove the results stated in Theorem A in Section 3. Section 4 is devoted to the study of the existence of carrying simplex for random systems. The results stated in Theorem B are also proved in this section.
Notations and preliminaries
Let Y 1 be a compact metric space with metric d Y 1 , and σ :
is compact, invariant and the only nonempty compact invariant subset of it is itself. We say that the continuous flow Let (Y 2 , F, P) be a probability space and θ : Y 2 ×R → Y 2 , (y, t) → θ t y, be a metric dynamical system. A set B ∈ F is called θ -invariant if θ t B = B for all t ∈ R. The metric dynamical system θ is said to be ergodic if for any θ -invariant set B ∈ F we have P(B) = 1 or P(B) = 0.
Let C be a complete metric space. A (local) continuous (respectively measurable but continu-
with u(t; u 0 , y) satisfying the cocycle property: In the following, let C := {u ∈ R n : u 0} be the usual nonnegative orthant. The interior of C is the open orthantC := {u ∈ R n : u 0} and the boundary ∂C of C is C \C. We also let H 
Definition 2.1 (Part metric). For each 1 i n, u, v ∈H
is called the part metric between u and v.
Definition 2.2 (Unordered
). A subset S of C × Y k (k = 1
or 2) is unordered with respect to if there exist no two points (u, y), (v, y) ∈ S such that (u, y) (v, y) or (v, y) (u, y).

For any points
A set in C × Y k is order-convex if it contains the order closed intervals defined by each pair of its
, be a Π -invariant subset. The skew-product flow (respectively random dynamical system) (2.
1) is said to be competitive in A if (u, y), (v, y) ∈ A and Π t (u, y) I Π t (v, y) for some t ∈ (R + \ {0}) ∩ I (u, y) ∩ I (v, y) then (u, y) I (v, y). (2.1) is said to be strongly competitive in A if (u, y), (v, y) ∈ A and Π t (u, y) < I Π t (v, y) for some t ∈ (R + \ {0}) ∩ I (u, y) ∩ I (v, y) then (u, y) I (v, y).
In the rest of this section,
where f is as in (1.1), and Y 2 = Ω, where Ω is as in (1.2). Π t in (2.1) with k = 1 is the skew-product flow generated by (1.1) and Π t in (2.1) with k = 2 is the random dynamical system generated by (1.2). Note that I (u 0 , y) is the maximal interval of existence of the solution u(t; u 0 , y) of (1.1) ((1.2)) with
. We assume that f in (1.1) satisfies (H1)-(H5) and f in (1.2) satisfies (R1)-(R5). We then have the following lemmas.
Proof. It follows easily. 2
Proof. It follows from Birkhoff's ergodic theorem (see Appendix in [2] ). 2
Proof. (1) It follows from standard theory of ordinary differential equations.
(2) It follows from Lemma 4.5, Part III in [29] and Theorem 5.2.1 in [4] .
and
We first consider the case k = 1. Let y = g. An easy calculation shows thatV
. By the hypotheses (H2) and (H4) and Lemma 2.1,
Similarly, for the case k = 2, we havė
By the hypotheses (R2) and (R4),
By (2.4), there is α 0 > 0 such that
Suppose that there exists a sequence t n → t 0 such that lim n→∞ u(t n ; v 0 , y) = 0. Then t 0 = −∞ and one can choose N ∈ N sufficiently large such that (u(t N ; v 0 , y)) i δ 0 for i = 1, 2, . . . , n, where δ 0 is as in (H5) or (R5). So, by (H5) and Lemma 2.1 or (R5), we have
We have proved the claim. As a consequence,
, and 0 s < t, the part metric satisfies
Proof.
(1) We prove the case k = 1 and y = f . Other cases can be proved similarly.
Then by comparison principle for scalar ordinary differential equations,
Then by (1) and comparison principle for scalar ordinary differential equations,
and then
(1) First we prove the case k = 1. Assume that y = g. Note that
for all t ∈ R. It then follows from (2.5), (H4), and Lemma 2.1 that
for all t ∈ R. This together with (R4), (2.5) and Lemma 2.2 implies that
We first prove the case k = 1. Assume that y = g and u(t; v 0 , g) − u(t; u 0 , g) 0 as t → ∞. Then there is t n → ∞ and β 0 > 0 such that
for n = 1, 2, . . . . Clearly we also have
for n = 1, 2, . . . and someβ 0 > 0. By Lemma 2.5, ρ i (u(t; v 0 , g), u(t; u 0 , g)) is non-increasing as t increases. Hence we have
for all t > 0 and then by (2.6),
for all t > 0 and someβ 0 > 0. Note that
Without loss of generality, assume that v 0 > u 0 . Then by comparison principle for scalar ordinary differential equations, 0 < u i (t; u 0 , g) < u i (t; v 0 , g) for all t > 0 and hence ln u i (t; v 0 , g) − ln u i (t; u 0 , g) > 0 for all t > 0. But on the other hand, by (2.7), (H4) and Lemma 2.1,
This is a contradiction. Therefore,
as t → ∞. The case k = 2 can be proved by similar arguments. 2
Nonautonomous case
This section focuses on the system of nonautonomous Kolmogorov equations.
f is almost automorphic if for any {t n } ⊂ R there are a subsequence {t n } and a function g : R → R n such that f (t + t n ) → g(t) and
is bounded and uniformly continuous on R × K for any compact subset K ⊂ D and is almost periodic (almost automorphic) in t ∈ R.
Consider the system of nonautonomous Kolmogorov equationṡ
where u = (u 1 , u 2 , . . . , u n ). Throughout this section, we always assume that
and the closure is taken in the compact open topology. It is well known that if f satisfies (H1), then H (f ) is compact and metrizable (see, e.g. [28] ). Moreover, the time translation
is almost periodic (almost automorphic) minimal if f is uniformly almost periodic (almost automorphic) (see [29] ). We assume that q 0 , δ 0 are as in (H4) and (H5) and for any η > 0, denote u 
. . , u n (t; u 0 , g)) is the solution oḟ
with the initial value u(0; u 0 , g) = u 0 ∈ C and g ∈ H (f ). w) for some sequence t n → +∞} and the α-limit set of (u 0 , g)
for some sequence t n → +∞}. Note that by (H2) and (H4) the closure cl O + (u 0 , g) of O + (u 0 , g) is always compact in C × Y and hence ω-limit set of (u 0 , g) is nonempty and invariant. The α-limit set of (u 0 , g) with I (u 0 , g) = (−∞, ∞) is nonempty and invariant provided cl compact and invariant, then any (u 0 , g ) ∈ A has a full backward orbit.
Let P be the natural projection
Then P is an epimorphism of flows (i.e. a surjective flow homomorphism of flows). An invariant
First of all, we have for any t ∈ R and g ∈ H (f ). 
Proof. We only prove (1). The proof of (2) 
Let E ⊂ C × H (f ) be such that
(2) Let Γ = t 0 Π t E. Then by (1) and Lemma 3.1, it is easy to see that Γ is compact and invariant with respect to Π t . Given any (u 0 , g) ∈ C × H (f ), for each i ∈ I , we can find a w i ∈H inf t∈I (u 0 ,g) t) . So, by the compactness of H (f ) that there exists a positive number K > 0 such that u 0 > K implies that (u 0 , g) ∈ B ∞ for all g ∈ H (f ). Now given any (u 0 , g) ∈ B ∞ , choose u * := u(t 0 ; u 0 , g) with u * > 2K for some t 0 < 0. Clearly there are neighborhoods V of u 0 in C and U of g in H (f ) such that u(t 0 ; w, h) > K for any w ∈ V and h ∈ U and hence (u(t 0 ; w, h), h · t 0 ) ∈ B ∞ and then (w, h) ∈ B ∞ . As a consequence, B ∞ is relatively open in C × H (f ).
(4) It suffices to prove that ∂B ∞ ⊂ E and this can be done by the same method in the proof of statement (3). 2 Proposition 3.6. Any invariant set of Π t in Γ \ B 0 is unordered with respect to .
Then by Lemma 2.3,
and by Lemma 2.4,
Take a sequence t n → −∞ such that Π t n (u * 0 , g * ) and
the hypothesis (H4) holds for any g ∈ H (f ). By the arguments of Lemma 2.4, V i (t) is non-decreasing as t increasing. As a consequence,V i (t) V i (t) · h i (t) · u i (t; u
for t > 0, where h(t) is as in (H4) with f being replaced by g. This implies that
where I := {i ∈ N: (v 0 ) i = 0}. By (H4), Lemma 2.1, and that u(t; u 0 , g) − u(t; v 0 , g) d, I V i (t) → ∞ as t → ∞. On the other hand, it is easy to see that V i (t) 1 for all i ∈ I and t ∈ R, a contradiction. Hence M is unordered with respect to . 2
Now we give our main results on the skew-product flow generated by the nonautonomous system (3.1). → (w v , g ) from {v ∈ C: v = 1} to M ∩ P −1 (g) is well defined. It is injective by (i) and obviously onto M ∩ P −1 (g). The continuity of the map is easily verified so M ∩ P −1 (g) is homeomorphic to the intersection of the unit ball with C which, in turn, is homeomorphic to the standard simplex.
Theorem 3.7 (Existence of carrying simplex). Assume that (H1)-(H5) hold. Then there exists an invariant compact set M of Π t satisfying the following properties:
(i) M is unordered and M = ∂ C B 0 = ∂ C B ∞ = ∂ C Γ , M ∩ (H + {i} × H (f )) = E i for all i ∈ N . (ii) For each g ∈ H (f ), the set M(g) := M ∩ P −1 (g) is homeomorphic to the standard (n − 1)- dimensional simplex Δ := {u ∈ C: n i=1 u i = 1} via radial projection. (iii) For each g ∈ H (f ), the set M(g) is a Lipschitz submanifold in R n . (iv) Let F := {M(g): g ∈ H (f )} and define a metric d M(g), M(h) = d 1 QM(g), QM(h) + d H (f ) (g, h) on F ,
where d 1 is the Hausdorff distance of a family of nonempty compact subsets of a compact metric space. Then the mapping G : H (f ) → F ; g → M(g) is continuous. Moreover, define the flowσ : (t, M(g)) → M(g · t) on F , then G is a flow isomorphism. In particular, if f is uniformly almost periodic (almost automorphic) in t, then the flow (F,σ ) is almost periodic (almost automorphic) and minimal. (v) Given any
(iii) Fix g ∈ H (f ). Let v ∈C be a positive unit vector, Σ ⊂ R n its orthogonal hyperplane and P Σ : R n → Σ orthogonal projection. Denote by χ := P Σ | M(g) the restriction of P Σ on M(g). Similar as (ii), it is easy to see that χ is injective and χ −1 is continuous.
Since P Σ has a Lipschitz constant 1, so has χ . We claim that χ −1 also has a Lipschitz constant depending only on v. To this end, we consider the unit ball S Σ in the (n − 1)-dimensional linear space Σ. Obviously, S Σ ∩ C = ∅. Now define the set L = {λ ∈ R: z + λv / ∈ C for some z ∈ S Σ }, so one can find a positive number δ > 0 such that |λ| < δ for any λ ∈ L. Now for any y, w ∈ Range(χ). Let a = χ −1 y − χ −1 w and b = y − w ∈ Σ . Then P Σ a = b, which implies that a = b + ρv for some ρ ∈ R. So one has b/ b + (ρ/ b )v = a/ b / ∈ C. By the conclusion in the last paragraph, ρ/ b < δ. Therefore, a < (1 + δ) b , that is, χ −1 has a Lipschitz constant 1 + δ, which means that M(g) is a Lipschitz submanifold in R n .
(iv) For any u ∈ C with u = 1, there exists exactly one point (w
). Without loss of generality, suppose that w 
Similarly, we have
u r ∈ L u r for some u r ∈ C with u r = 1. Hence
By the assertion in the last paragraph, one can obtain that d(M(g n ), M(g)) → 0 as g n → g, which implies that the mapping G :
For the family of sets
is continuous and bijective, it is a flow isomorphism. So the flow (F, σ ) is almost periodic, almost automorphic or minimal if H (f ) is so.
(v) Given any (u 0 , g) ∈ (C \ {0}) × H (f ), it follows from Proposition 3.3(2) and hypothe- (Π t (u 0 , g) ) is nonempty for every t 0. Suppose that there exists a subsequence t n → ∞ such that S − (Π t n (u 0 , g)) = ∅. Then, by Lemma 2.3, S − (Π t (u 0 , g)) = ∅ for all t 0. Therefore, one can easily obtain that S − (Π t (u 0 , g)) = ∅ for all t 0, or else S + (Π t (u 0 , g)) = ∅ for all t 0. Without loss of generality, we may assume the former holds.
Random case
In this section, we consider the random equatioṅ
where (Ω, F, P) is a probability space and θ t : Ω → Ω is an ergodic metric dynamical system. Throughout this section we assume that
Let Π t : C × Ω → C × Ω be the continuous random dynamical system generated by (4.1),
where u = u(t; u 0 , ω) is the solution of (4.1) with u(0; u 0 , ω) = u 0 . We also denote π t (u 0 , ω) as u(t; u 0 , ω) when needed below. Definition 4.4. Given a random set K, the Ω-limit set Ω K of K is defined by
where π t (u 0 ; ω) = u(t; u 0 , ω).
We refer the reader to [4] [5] [6] and references therein for various properties of Ω-limit sets.
In the rest of this section, Ω * 0 denotes the set in Lemma 2.2 and q 0 and δ 0 are as in (R4) and (R5), respectively. Similar to Lemma 3.1, we have 
Proof. It follows from the similar arguments of Theorem A in [13] or the similar arguments of Theorem A in [25] . For completeness, we provide a proof. In the following, for any positive constant η > 0, u 
Then it is clear that φ i is a random variable, u(t; φ i (ω), ω) = φ i (θ t ω) for any ω ∈ Ω and t > 0, and
Hence φ i is a positive random equilibrium. 
We can then define, for each ω ∈ Ω * 0 ,
for all t ∈ R. By Lemma 2. Let E ⊂ C × Ω be such that
(1) It follows from the similar arguments in Proposition 3.3(1).
(2) First it is easy to see that E is a random uniformly bounded compact set. By (1),
Hence Γ is also a random uniformly bounded compact set. Clearly Γ is invariant. 
Proof. 
Proof. (1) follows from similar arguments as in Proposition 3.5(1), and (2) can be deduced by Proof. Assume that there are
for t < 0 and by Lemma 2.4,
Hence there is δ > 0 such that
Moreover by the arguments of Lemma 2.4, for δ > 0 sufficiently small,
for 0 < t < s, where η(·) is as in (R4). Hence
We claim that there is * > 0 such that
for any 0 < t s. For otherwise, there are 0 < t n < s n , n ∈ N, such that N i=1 u i (−τ n ; u 0 , ω) → 0 as n → ∞, where τ n = s n − t n > 0. Obviously, τ n is unbounded. So, take a subsequence if necessary, one can assume that τ n → ∞. Then u i (−τ n ; u 0 , ω) → 0 as n → ∞ for each i. Therefore u(−τ n ; u 0 , ω) → 0. Then one can choose N ∈ N sufficiently large such that u i (−τ N ; u 0 , ω) δ 0 for i ∈ N . So, by (R5), we have
as t → −∞. This contradicts to the fact that (u 0 , ω) ∈ M(ω). We have proved the claim. It then follows that
for some * > 0 and 0 < t < s. This implies that for all t < 0 and all k sufficiently large. In particular, by letting t = −t k , one has u k < u −t k ; u δ 0 , ω for k 1. By (R5), u k → 0 as k → ∞ and then 0 ∈ K, a contradiction. Therefore, Ω K×Ω (ω) ⊂ M(ω) for ω ∈ Ω * 0 . Now given any u 0 ∈ C \ {0}, for every t ∈ R and ω ∈ Ω, we define S − (π t (u 0 , ω)) := {v ∈ M(θ t ω): v π t (u 0 , ω)} and S + (π t (u 0 , ω)) := {v ∈ M(θ t ω): v π t (u 0 , ω)}. It is easy to see that either S − (π t (u 0 , ω)) = ∅ or S + (π t (u 0 , ω)) = ∅ for every t 0 and ω ∈ Ω. Let S(π t (u 0 , ω)) = S − (π t (u 0 , ω)) ∪ S + (π t (u 0 , ω) ) and R(t, ω) = π −t (S(π t (u 0 , ω) ), θ t ω). Then S(π t (u 0 , ω) = ∅ for any t 0 and ω ∈ Ω and by Lemma 2. Now we claim that, for every ω ∈ Ω * 0 , π t (r(θ −t ω), θ −t ω) − π t (u 0 , θ −t ω) → 0 as t → ∞. Suppose not, one can choose someω ∈ Ω * 0 , t n → ∞ such that π t n (r(θ −t nω ), θ −t nω ) → u * , π t n (u 0 , θ −t nω ) → v * and u * = v * . Note that v * u * or v * u * . Note also that u * ∈ M(ω) and v * ∈ Ω {u 0 }×Ω (ω) ⊂ M(ω). By the non-ordering of M(ω), we must have u * = v * , a contradiction. Thus, we have proved the claim. Note that P is invariant under θ t , we have π t (u 0 , ω) − π t (r(ω), ω) → 0 as t → ∞ in probability. We have completed the proof. 2
