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Abstract—This paper studies the cooperative training of two generative models for image modeling and synthesis. Both models are
parametrized by convolutional neural networks (ConvNets). The first model is a deep energy-based model, whose energy function is
defined by a bottom-up ConvNet, which maps the observed image to the energy. We call it the descriptor network. The second model
is a generator network, which is a non-linear version of factor analysis. It is defined by a top-down ConvNet, which maps the latent
factors to the observed image. The maximum likelihood learning algorithms of both models involve MCMC sampling such as Langevin
dynamics. We observe that the two learning algorithms can be seamlessly interwoven into a cooperative learning algorithm that can
train both models simultaneously. Specifically, within each iteration of the cooperative learning algorithm, the generator model
generates initial synthesized examples to initialize a finite-step MCMC that samples and trains the energy-based descriptor model. After
that, the generator model learns from how the MCMC changes its synthesized examples. That is, the descriptor model teaches the
generator model by MCMC, so that the generator model accumulates the MCMC transitions and reproduces them by direct ancestral
sampling. We call this scheme MCMC teaching. We show that the cooperative algorithm can learn highly realistic generative models.
Index Terms—Deep generative models; Energy-based models; Latent variable models; Bottom-up and top-down convolutional neural
networks; Modified contrastive divergence; MCMC teaching
F
1 INTRODUCTION
L EARNING generative models of images is a fundamentalproblem in computer vision and machine learning. In this
article, we propose a cooperative learning algorithm to train two
important classes of generative models jointly for image modeling,
representation and synthesis.
1.1 Two generative models
We begin with an analogy. A student writes up an initial draft
of a paper. Her advisor then revises it. After that they submit
the revised paper for review. The student then learns from her
advisor’s revision, while the advisor learns from the outside
review. In this analogy, the advisor guides the student, but the
student does most of the work.
This paper is about two generative models, and they play the
roles of teacher and student as mentioned above. Both models
are parametrized by convolutional neural networks (ConvNets or
CNNs) [1], [2]. They are of opposite directions. One is bottom-up,
and the other is top-down, as illustrated by the following diagram:
Bottom-up ConvNet Top-down ConvNet
energy latent variables
⇑ ⇓
image image
(a) Descriptor Network (b) Generator Network
(teacher) (student)
(1)
These two nets correspond to two major classes of probabilis-
tic models. (a) The energy-based models [3], [4] or the Markov
random field models [5], [6], where the probability distribution is
defined by the feature statistics or the energy function computed
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from the image by a bottom-up process. (b) The latent variable
models or the directed graphical models, where the image is
assumed to be a transformation of the latent factors that follow
a known prior distribution. The latent factors generate the image
by a top-down process via direct ancestral sampling. A classical
example is factor analysis [7].
The two classes of models have been contrasted by [8], [9],
[10], [11], [12]. Both classes of models can benefit from the
high capacity of the ConvNets. (a) In the energy-based model, the
energy function can be defined by a bottom-up ConvNet that maps
the image to the energy [12], [13], [14], [15], [16], and the energy
function is usually the sum or a linear combination of the features
at the top layer. For ease of reference, we call the resulting model a
descriptor network following [8], because it is built on descriptive
feature statistics. (b) In the latent variable model or the directed
graphical model, the transformation from the latent factors to the
image can be defined by a top-down ConvNet [17], [18], which
maps the latent factors to the image. We call the resulting model
a generator network following [19].
The likelihoods of both models involve intractable integrals,
and the gradients of both log-likelihoods involve intractable ex-
pectations that can be approximated by Markov chain Monte Carlo
(MCMC). We notice that the maximum likelihood algorithms for
learning the two models can be interwoven into a cooperative
learning algorithm, where each iteration consists of the following
two steps: (1) Modified contrastive divergence for energy-based
descriptor model: The learning of the descriptor model is based
on the contrastive divergence [4], but the finite-step MCMC
sampling of the model is initialized from the synthesized examples
generated by the generator model instead of being initialized from
the observed examples. (2) MCMC teaching of the latent variable
generator model: The learning of the generator model is based on
how the MCMC in (1) changes the initial synthesized examples
generated by the generator model. That is, the descriptor model
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Fig. 1. The flow chart of Algorithm D for training the descriptor net-
work. The updating in Step D2 is based on the difference between
the observed examples and the synthesized examples. The Langevin
sampling of the synthesized examples from the current model in Step
D1 can be time consuming.
(teacher) distills its knowledge to the generator model (student)
via MCMC, and we call it MCMC teaching. Our experiments
show that the cooperative learning algorithm can learn realistic
generative models of images.
1.2 Motivations and contributions
The main motivation for our work is that we find it very challeng-
ing to learn the two models separately, when the training images
are highly varied. We find it much easier for the cooperative
algorithm to learn highly realistic models from such data. Another
motivation is to develop an alternative system to the generative
adversarial networks (GAN) [19], [20], [21], where in our system
both models are learned generatively. Our experiments suggest
that the cooperative learning is stable and does not encounter mode
collapsing issue.
The contributions of our work are as follows. We propose a
cooperative learning algorithm to train the energy-based descriptor
model and the latent variable generator model simultaneously, so
that the learned models can synthesize highly realistic images.
Our work connects the undirected model (descriptor) and the
directed model (generator). It also connects the ancestral sampling
(generator) and the MCMC sampling (descriptor).
In the following subsections, we shall further explain the basic
idea of our paper, and review related work.
1.3 Two maximum likelihood algorithms
Both the energy-based model (the descriptor network) and the
latent variable model (the generator network) can be learned from
the training examples by maximum likelihood.
The training algorithm for the descriptor network alternates
between the following two steps [15]. We call it Algorithm D. See
Figure 1 for an illustration.
Step D1 for Langevin revision: Sampling synthesized ex-
amples from the current model by Langevin dynamics [22], [23],
[24]. We call this step Langevin revision because it keeps revising
the current synthesized examples.
Step D2 for density shifting: Updating the parameters of the
descriptor network based on the difference between the observed
examples and the synthesized examples obtained in D1 (Langevin
revision). This step is to shift the high probability regions of
the descriptor from the synthesized examples to the observed
examples.
Both steps can be powered by back-propagation. The algo-
rithm is thus an alternating back-propagation algorithm.
G1 Langevin 
inferred latent factors
G2 updating
Generator
observed examples
Fig. 2. The flow chart of Algorithm G for training the generator network.
The updating in Step G2 is based on the observed examples and their
inferred latent factors. The Langevin sampling of the latent factors from
the current posterior distribution in Step G1 can be time consuming.
Intuitively, in Step D1 (Langevin revision), the descriptor
network is dreaming by synthesizing examples from the current
model. In Step D2 (density shifting), the descriptor updates its
parameters to make the dream more realistic.
The training algorithm for the generator network alternates
between the following two steps [25]. We call it Algorithm G. See
Figure 2 for an illustration.
Step G1 for Langevin inference: For each observed example,
sample the latent factors from the current posterior distribution by
Langevin dynamics. We call this step Langevin inference because
it infers the latent factors for each observed example, in order for
the inferred latent factors to explain or reconstruct the observed
examples.
Step G2 for reconstruction: Updating the parameters of the
generator network based on the observed examples and their
inferred latent factors obtained in G1 (Langevin inference), so
that the inferred latent factors can better reconstruct the observed
examples.
Again, both steps can be powered by back-propagation, and
the algorithm is thus an alternating back-propagation algorithm.
The training algorithm for generator network is similar to the
EM algorithm [26], where step G1 (Langevin inference) can be
mapped to the E-step, and step G2 (reconstruction) can be mapped
to the M-step. It is an unsupervised learning algorithm because the
latent factors are unobserved.
Intuitively, in Step G1 (Langevin inference), the generator
network is thinking about each observed example by inferring
the latent factors that can reconstruct it. The thinking involves
explaining-away reasoning: the latent factors compete with each
other in the Langevin inference process to explain the example.
In Step G2 (reconstruction), the generator network updates its
parameters to make the thinking more accurate.
Compared to Step D2 (density shifting), Step G2 (recon-
struction) is also a form of density shifting from the current
reconstructed examples towards the observed examples, but it
requires inferring the latent factors for each observed example.
1.4 Cooperative training via MCMC teaching
The two algorithms can operate separately on their own [15], [25].
But just like the case with the student and the advisor, they benefit
from cooperating with each other, where the generator network
plays the role of the student, and the descriptor network plays the
role of the teacher.
The needs for cooperation stem from the fact that the Langevin
sampling in Step D1 (Langevin revision) and Step G1 (Langevin
3inference) can be time consuming. If the two algorithms coop-
erate, they can jumpstart each other’s Langevin sampling in D1
(Langevin revision) and G1 (Langevin inference). The resulting
algorithm seamlessly interweaves the steps in the two algorithms
with minimal modifications.
Intuitively, while the descriptor needs to dream hard in Step
D1 (Langevin revision) for synthesis, the generator needs to
think hard in Step G1 (Langevin inference) for explaining-away
reasoning. On the other hand, the generator is actually a much
better dreamer because it can generate images by direct ancestral
sampling without MCMC, while the descriptor does not need to
think in order to learn.
Specifically, we have the following steps in the cooperative
learning algorithm:
Step G0 for initial generation: Generate the initial syn-
thesized examples using the generator network. These initial
examples can be obtained by direct ancestral sampling via a top-
down process.
Step D1 for Langevin revision: Starting from the initial
synthesized examples produced in Step G0 (initial generation),
run Langevin revision dynamics for a finite number of steps to
obtain the revised synthesized examples.
Step D2 for density shifting: The same as before, except that
we use the revised synthesized examples produced by Step D1
(Langevin revision) to shift the density of the descriptor towards
the observed examples.
Step G1 for Langevin inference: The generator network
can learn from the revised synthesized examples produced by
Step D1 (Langevin revision). For each revised synthesized ex-
ample, we know the values of the latent factors that generate
the corresponding initial synthesized example in Step G0 (initial
generation), therefore we may simply infer the latent factors to
be their known values given in Step G0 (initial generation), or
initialize the Langevin inference dynamics in Step G1 (Langevin
inference) from the known values.
Step G2 for reconstruction: The same as before, except that
we use the revised synthesized examples and the inferred latent
factors obtained in Step G1 (Langevin inference) to update the
generator. The generator in Step G0 (initial generation) generates
and thus reconstructs the initial synthesized examples. Step G2
(reconstruction) updates the generator to reconstruct the revised
synthesized examples. The revision of the generator accounts for
the revisions made by the Langevin revision dynamics in Step D1
(Langevin revision).
Figure 3 shows the flow chart of the cooperative algorithm.
The generator is like the student. It generates the initial draft
of the synthesized examples. The descriptor is like the teacher.
It revises the initial draft by running a number of Langevin
revisions. The descriptor learns from the outside review, which
is in the form of the difference between the observed examples
and the revised synthesized examples. This is a modified version
of contrastive divergence, where the MCMC is initialized by the
generator instead of being initialized from the observed examples.
The generator learns from how the descriptor’s MCMC revises
the initial draft by reconstructing the revised draft. This is MCMC
teaching.
The reason we let the generator network learn from the revised
synthesized examples instead of the observed examples is that
the generator does not know the latent factors that generate the
observed examples, and it has to think hard to infer them by
explaining-away reasoning. However, the generator knows the
G1 Langevin 
generated latent factors
D2 updating
G2 updating
D1 Langevin
Generator
observed examples
Descriptor
initial synthesized examples
revised synthesized examples
Fig. 3. The flow chart of the cooperative algorithm. The part of the
flow chart for training the descriptor is similar to Algorithm D in Figure
1, except that the D1 Langevin sampling is initialized from the initial
synthesized examples supplied by the generator. The part of the flow
chart for training the generator can also be mapped to Algorithm G in
Figure 2, except that the revised synthesized examples play the role of
the observed examples, and the known generated latent factors can be
used as inferred latent factors (or be used to initialize the G1 Langevin
sampling of the latent factors).
values of the latent factors that generate each initial synthesized
example, and thus it essentially knows the latent factors when
learning from the revised synthesized examples. By reconstruct-
ing the revised synthesized examples, the generator traces and
accumulates the Langevin revisions made by the descriptor. This
cooperation is thus beneficial to the generator by relieving it the
burden of inferring the latent factors.
While the generator may find it hard to learn from the observed
examples directly, the descriptor has no problem learning from
the observed examples because it only needs to compute the
bottom-up features deterministically. However, it needs synthe-
sized examples to find its way to shift its density, and they do not
come by easily. The generator can provide unlimited number of
examples, and in each learning iteration, the generator supplies a
completely new batch of independent examples on demand. The
descriptor only needs to revise the new batch of examples instead
of generating a new batch by itself from scratch. The generator has
memorized the cumulative effect of all the past Langevin revisions,
so that it can produce new samples in one shot. This cooperation
is thus beneficial to the descriptor by relieving it the burden of
synthesizing examples from scratch.
In terms of density shifting, the descriptor shifts its density
from the revised synthesized examples towards the observed
examples in Step D2, and the generator shifts its density from
the initial synthesized examples towards the revised synthesized
examples in Step G2 by reconstructing the latter.
In terms of energy function, the descriptor shifts its low energy
regions towards the observed examples, and it induces the gener-
ator to map the latent factors to its low energy regions. It achieves
that by stochastically relaxing the synthesized examples towards
low energy regions, and let the generator track the synthesized
examples.
41.5 Related work
Our work is related to contrastive divergence [4] for training the
energy-based model, such as deep Boltzmann machine [27] and
deep belief network [28]. The contrastive divergence initializes
the finite-step MCMC sampling from the observed examples. Our
method initializes the MCMC sampling from the generator that
seeks to approximate the descriptor, so that the learning is closer
to maximum likelihood.
Our work is similar to the recent work of [29]. In [29], the
generator learns from the energy-based model by minimizing
the Kullback-Leibler divergence from the generator model to the
energy-based model, which can be decomposed into an energy
term and an entropy term. In our work, the energy-based descriptor
model teaches the generator via MCMC teaching. Our method
does not need to approximate the intractable entropy term.
Another method for training the generator network is varia-
tional auto-encoder (VAE) [30], [31], [32], which learns an infer-
ential or recognition network. The MCMC teaching in our work
avoids the challenging problem of inferring the latent variables
from the observed examples.
Our work is related to knowledge distilling [33]. In our
work, the descriptor distills its MCMC algorithm to the generator
through MCMC teaching.
Building on the pioneering work of [34], recently [35], [36],
[37] have developed an introspective learning method to learn the
energy-based model, where the energy function is discriminatively
learned, and the learned energy function is used to generate
synthesized examples via Langevin dynamics. It can be interesting
to combine introspective learning with the proposed cooperative
learning method that recruits a generator to jumpstart the Langevin
sampling.
Another recently proposed model is pixelCNN [38], which
learns an autoregressive model. Unlike pixelCNN, the descriptor
and generator networks model the joint distribution of the image
pixels directly without factorizing it into a sequence of conditional
distributions.
This paper is an expansion of our conference paper [39]. It is
also related to our recent papers on 3D descriptor model [40] and
the spatial-temporal descriptor model [41].
2 TWO MODELS AND TWO ALGORITHMS
(pθ, qα) notation. Let Y be the D-dimensional signal, such as an
image. We use p(Y ; θ) or pθ to denote the probability distribution
of the descriptor network (energy-based model), where θ denotes
the parameters of the bottom-up ConvNet. We use q(Y ;α) or
qα to denote the probability distribution of the generator network
(latent variable model), where α denotes the parameters of the
top-down ConvNet.
2.1 Energy-based model and maximum likelihood
learning
As an energy-based model, the descriptor network is in the form
of exponential tilting of a reference distribution [15]:
p(Y ; θ) =
1
Z(θ)
exp [f(Y ; θ)] p0(Y ). (2)
p0(Y ) is the reference distribution such as Gaussian white noise
p0(Y ) =
1
(2pis2)D/2
exp
[
−‖Y ‖
2
2s2
]
, (3)
where D is the dimensionality of the image Y , and Y ∼
N(0, s2ID) under p0(Y ) (ID denotes the D-dimensional identity
matrix). f(Y ; θ) is a ConvNet whose parameters are denoted by θ.
This ConvNet is bottom-up because it maps the image Y to the en-
ergy. See the diagram in (1). Z(θ) =
∫
exp [f(Y ; θ)] p0(Y )dY
is the normalizing constant, and this integral is analytically in-
tractable. The energy function of the model is
E(Y ; θ) = 1
2s2
‖Y ‖2 − f(Y ; θ). (4)
p0 can also be taken to be the uniform measure, and in that case,
E(Y ; θ) = −f(Y ; θ).
Suppose we observe training examples {Yi, i = 1, ..., n} from
an unknown data distribution Pdata(Y ). The maximum likelihood
learning maximizes the log-likelihood function
Lp(θ) =
1
n
n∑
i=1
log p(Yi; θ). (5)
If the sample size n is large, the maximum likelihood estimator
minimizes KL(Pdata|pθ), the Kullback-Leibler divergence from
the data distribution Pdata to the model distribution pθ . The log-
likelihood is analytically intractable because of the intractable
integral Z(θ).
The gradient of the log-likelihood Lp(θ) is
L′p(θ) =
1
n
n∑
i=1
∂
∂θ
f(Yi; θ)− Eθ
[
∂
∂θ
f(Y ; θ)
]
, (6)
where Eθ denotes the expectation with respect to p(Y ; θ). Equa-
tion (6) follows from ∂∂θ logZ(θ) = Eθ[
∂
∂θf(Y ; θ)].
The expectation in equation (6) is analytically intractable and
has to be approximated by MCMC, such as Langevin revision
dynamics, which iterates the following steps:
Yτ+1 = Yτ − δ
2
2
∂
∂Y
E(Yτ ; θ) + δUτ
= Yτ − δ
2
2
[
Yτ
s2
− ∂
∂Y
f(Yτ ; θ)
]
+ δUτ , (7)
where τ indexes the time steps of Langevin dynamics, δ is the
step size, and Uτ ∼ N(0, ID) is the Gaussian white noise term.
The Langevin dynamics is a process of stochastic relaxation. The
gradient term seeks to reduce the energy function E(Y ; θ) while
the noise term provides the randomness to increase the entropy.
A Metropolis-Hastings step can be added to correct for the finite
step size.
We can run n˜ parallel chains of Langevin dynamics according
to (7) to obtain the synthesized examples {Y˜i, i = 1, ..., n˜}. The
Monte Carlo approximation to L′p(θ) is
L′p(θ) ≈
1
n
n∑
i=1
∂
∂θ
f(Yi; θ)− 1
n˜
n˜∑
i=1
∂
∂θ
f(Y˜i; θ) (8)
=
∂
∂θ
[
1
n˜
n˜∑
i=1
E(Y˜i; θ)− 1
n
n∑
i=1
E(Yi; θ)
]
,
which is the difference between the observed examples and the
synthesized examples. See [14] for details.
Algorithm 1 [15] describes the training algorithm. See Figure
1 for an illustration. Step D1 (Langevin revision) tends to settle
the synthesized examples at the low energy (high density) regions.
Step D2 (density shifting) tends to shift low energy (high density)
regions from the synthesized examples to the observed examples.
5Algorithm 1 Algorithm D
Input:
(1) training examples {Yi, i = 1, ..., n}
(2) number of Langevin steps lp
(3) number of learning iterations T
Output:
(1) estimated parameters θ
(2) synthesized examples {Y˜i, i = 1, ..., n˜}
1: Let t← 0, initialize θ.
2: Initialize Y˜i, i = 1, ..., n˜.
3: repeat
4: Step D1 Langevin revision: For each i, run lp steps of
Langevin dynamics to update Y˜i, i.e., starting from the current
Y˜i, each step follows equation (7).
5: Step D2 density shifting: Update θ(t+1) = θ(t) +
γtL
′
p(θ
(t)), with learning rate γt, where L′p(θ
(t)) is computed
according to (8).
6: Let t← t+ 1
7: until t = T
Step D1 needs to compute ∂∂Y f(Y ; θ). Step D2 needs to compute
∂
∂θf(Y ; θ). The computations of both derivatives can be pow-
ered by back-propagation. Because of the ConvNet structure of
f(Y ; θ), the computations of the two derivatives share most of
their steps in the chain rule computations.
Because the parameter θ keeps changing in the learning
process, the energy landscape and the local energy minima also
keep changing. This may help the Langevin revision dynamics
avoid being trapped by the local energy minima.
Algorithm D is a stochastic approximation algorithm [42], ex-
cept that the synthesized examples are obtained by a finite number
of Langevin steps in each learning iteration. The convergence of
an algorithm of this type to the maximum likelihood estimate has
been studied by [43].
Contrastive divergence. If we initialize the synthesized ex-
amples {Y˜i} from the observed examples {Yi}, the learning
algorithm becomes persistent contrastive divergence [44].
Zero temperature limit. We can write the model p(Y ; θ) =
exp(−E(Y ; θ)/T )/ZT where T is the temperature term (T = 1
in our model). At the zero-temperature limit T → 0, we can
disable the noise term in the Langevin dynamics, so that Step D1
(Langevin revision) becomes gradient descent towards the local
minima of the energy function. Define the value function
V (θ, Y˜i, i = 1, ..., n˜) =
1
n˜
n˜∑
i=1
E(Y˜i; θ)− 1
n
n∑
i=1
E(Yi; θ), (9)
then the learning algorithm solves the following minimax game
max
θ
min
{Y˜i}
V (θ, Y˜i, i = 1, ..., n˜), (10)
where Step D1 (Langevin revision) seeks to decrease V , while
Step D2 (density shifting) seeks to increase V .
The energy-based model can be used for inverse optimal
control [45], [46], where the Langevin dynamics or the gradient
descent algorithm in Step D1 can be considered an optimal control
algorithm, and the energy function can be considered the cost
function or critic, which is updated in Step D2.
The energy-based model is also related to the Hopfield model
for content addressable memory [47]. The Langevin dynamics in
Step D1 can be considered an attractor dynamics towards the local
modes for memory recall [48], while Step D2 shifts the local
modes towards the observed examples.
2.2 Latent variable model and maximum likelihood
learning
As a latent variable model, the generator network seeks to explain
the image Y of dimension D by a vector of latent factors X of
dimension d, and usually d  D. The model is of the following
form:
X ∼ N(0, Id),
Y = g(X;α) + ,  ∼ N(0, σ2ID). (11)
g(X;α) is a top-down ConvNet defined by the parameters α.
The ConvNet g maps the latent factors X to the image Y . See the
diagram in (1). Model (11) is a directed graphical model, where Y
can be readily generated by ancestral sampling: first sampling X
from its known prior distribution N(0, Id) and then transforming
X to Y via g.
The joint density is q(X,Y ;α) = q(X)q(Y |X;α), and
log q(X,Y ;α) = − 1
2σ2
‖Y − g(X;α)‖2
− 1
2
‖X‖2 + constant, (12)
where the constant term is independent of X , Y and α. The
marginal density is obtained by integrating out the latent factors
X , i.e., q(Y ;α) =
∫
q(X,Y ;α)dX . This integral is analytically
intractable. The inference of X given Y is based on the posterior
density q(X|Y ;α) = q(X,Y ;α)/q(Y ;α) ∝ q(X,Y ;α) as a
function of X .
For the training data {Yi, i = 1, ..., n}, the generator network
can be trained by maximizing the log-likelihood
Lq(α) =
1
n
n∑
i=1
log q(Yi;α). (13)
The log-likelihood is intractable because the marginal distribution
q(Y ;α) is an intractable integral. If the sample size n is large, the
maximum likelihood estimator minimizes the Kullback-Leibler
divergence KL(Pdata|qα) from the data distribution Pdata to the
model distribution qα.
The gradient of Lq(α) is obtained according to the following
identity
∂
∂α
log q(Y ;α) =
1
q(Y ;α)
∂
∂α
∫
q(Y,X;α)dX
=
∫ [
∂
∂α
log q(Y,X;α)
]
q(Y,X;α)
q(Y ;α)
dX
= Eq(X|Y ;α)
[
∂
∂α
log q(X,Y ;α)
]
. (14)
The above identity underlies the EM algorithm, where Eq(X|Y ;α)
is the expectation with respect to the posterior distribution of the
latent factors q(X|Y ;α), and is computed in the E-step. The
usefulness of identify (14) lies in the fact that the derivative of
the complete-data log-likelihood log q(X,Y ;α) on the right hand
side can be obtained in closed form.
In general, the expectation in (14) is analytically intractable
even though the term inside the expectation can be easily com-
puted, and the expectation has to be approximated by MCMC
6that samples from the posterior q(X|Y ;α), such as the Langevin
inference dynamics, which iterates
Xτ+1 = Xτ +
δ2
2
∂
∂X
log q(Xτ , Y ;α) + δUτ , (15)
where τ indexes the time step, δ is the step size, and for notational
simplicity, we continue to use Uτ to denote the noise term, but
here Uτ ∼ N(0, Id). We take the derivative of log q(X,Y ;α) in
(15) because this derivative is the same as the derivative of the
log-posterior log q(X|Y ;α), since q(X|Y ;α) is proportional to
q(X,Y ;α) as a function of X . The Langevin inference solves
a `2 penalized non-linear least squares problem so that Xi can
reconstruct Yi given the current α. The Langevin inference process
performs explaining-away reasoning, where the latent factors in
X compete with each other to explain the current residual Y −
g(X;α).
With Xi sampled from q(Xi | Yi;α) for each observation Yi
by the Langevin inference process, the Monte Carlo approximation
to L′q(α) is
L′q(α) ≈
1
n
n∑
i=1
∂
∂α
log q(Xi, Yi;α)
=
1
n
n∑
i=1
1
σ2
(Yi − g(Xi;α)) ∂
∂α
g(Xi;α). (16)
The updating of α solves a non-linear regression problem, so that
the learned α enables better reconstruction of Yi by the inferred
Xi. Given the inferred Xi, the learning of α is a supervised
learning problem [18].
Algorithm 2 Algorithm G
Input:
(1) training examples {Yi, i = 1, ..., n}
(2) number of Langevin steps lq
(3) number of learning iterations T
Output:
(1) estimated parameters α
(2) inferred latent factors {Xi, i = 1, ..., n}
1: Let t← 0, initialize α.
2: Initialize Xi, i = 1, ..., n.
3: repeat
4: Step G1 Langevin inference: For each i, run lq steps
of Langevin dynamics to update Xi, i.e., starting from the
current Xi, each step follows equation (15).
5: Step G2 reconstruction: Update α(t+1) = α(t) +
γtLq
′(α(t)), with learning rate γt, where Lq ′(α(t)) is com-
puted according to equation (16).
6: Let t← t+ 1
7: until t = T
Algorithm 2 [25] describes the training algorithm. See Figure
2 for an illustration. Step G1 (Langevin inference) needs to
compute ∂∂X g(X;α). Step G2 (reconstruction) needs to compute
∂
∂αg(X;α). The computations of both derivatives can be powered
by back-propagation, and the computations of the two derivatives
share most of their steps in the chain rule computations.
Algorithm G is a stochastic approximation or stochastic gradi-
ent algorithm that converges to the maximum likelihood estimate
[43].
The generator network can be considered a generalization of
the factor analysis model. In factor analysis, the mapping from
the latent factors to the signal is linear. The mapping becomes
non-linear in generator network.
As shown in [25], the generator network can be learned
directly from the incomplete data. It can also be used for pattern
completion in the testing data, which may be considered as an
alternative approach to content addressable memory [47].
3 COOPERATIVE TRAINING
3.1 Cooperation of two algorithms
In Algorithm D and Algorithm G, both steps D1 (Langevin
revision) and G1 (Langevin inference) are Langevin dynamics.
They may be slow to converge and may become bottlenecks in
their respective algorithms. An interesting observation is that the
two algorithms can cooperate with each other by jumpstarting each
other’s Langevin sampling.
Specifically, in Step D1 (Langevin revision), we can initialize
the synthesized examples by generating examples from the genera-
tor network, which does not require MCMC, because the generator
network is a directed graphical model. More specifically, we first
generate Xˆi ∼ N(0, Id), and then generate Yˆi = g(Xˆi;α) + i,
for i = 1, ..., n˜. If the current generator q is close to the current
descriptor p, then the generated {Yˆi} should be a good initializa-
tion for sampling from the descriptor network, i.e., starting from
the {Yˆi, i = 1, ..., n˜} supplied by the generator network, we run
Langevin dynamics in Step D1 (Langevin revision) for lp steps to
get {Y˜i, i = 1, ..., n˜}, which are revised versions of {Yˆi}. These
{Y˜i} can be used as the synthesized examples from the descriptor
network. We can then update θ according to Step D2 (density
shifting) of Algorithm D. This is modified contrastive divergence.
In order to update α of the generator network, we treat the
{Y˜i, i = 1, ..., n˜} produced by the above D1 (Langevin revision)
step as the training data for the generator. Since these {Y˜i} are
obtained by the Langevin revision dynamics initialized from the
{Yˆi, i = 1, ..., n˜} produced by the generator network with known
latent factors {Xˆi, i = 1, ..., n˜}, we can update α by learning
from {(Y˜i, Xˆi), i = 1, ..., n˜}, which is a supervised learning
problem, or more specifically, a non-linear regression of Y˜i on Xˆi.
At α(t), the latent factors Xˆi generates and thus reconstructs the
initial example Yˆi. After updating α, we want Xˆi to reconstruct
the revised example Y˜i. That is, we revise α to absorb the revision
from Yˆi to Y˜i, so that the generator shifts its density from {Yˆi}
to {Y˜i}. This is MCMC teaching. The reconstruction error can
tell us whether the generator has caught up with the descriptor by
fully absorbing the revision.
The diagrams in (17) illustrate the basic idea of MCMC
teaching:
Xˆi
Yˆi Y˜i
α(t) α(t+1)
θ(t)
Xˆi Xi
Yˆi Y˜i
α(t)
α(t) α(t+1)
θ(t) (17)
In the two diagrams in (17), the double line arrows indicate genera-
tion and reconstruction in the generator network, while the dashed
line arrows indicate Langevin dynamics for revision and inference
in the two nets. The diagram on the right in (17) illustrates a
7more rigorous method, where we initialize the Langevin inference
of {Xi, i = 1, ..., n˜} in Step G1 (Langevin inference) from
{Xˆi}, and then update α in Step G2 (reconstruction) based on
{(Y˜i, Xi), i = 1, ..., n˜}. The diagram on the right shows how the
two nets jumpstart each other’s MCMC.
Algorithm 3 CoopNets Algorithm
Input:
(1) training examples {Yi, i = 1, ..., n}
(2) numbers of Langevin steps lp and lq
(3) number of learning iterations T
Output:
(1) estimated parameters θ and α
(2) synthesized examples {Yˆi, Y˜i, i = 1, ..., n˜}
1: Let t← 0, initialize θ and α.
2: repeat
3: Step G0 Initial generation: For i = 1, ..., n˜, generate
Xˆi ∼ N(0, Id), and generate Yˆi = g(Xˆi;α(t)) + i.
4: Step D1 Langevin revision: For i = 1, ..., n˜, starting
from Yˆi, run lp steps of Langevin revision dynamics to obtain
Y˜i, each step following equation (7).
5: Step G1 Langevin inference: Treat the current {Y˜i, i =
1, ..., n˜} as the training data, for each i, infer Xi = Xˆi.
Or more rigorously, starting from Xi = Xˆi, run lq steps
of Langevin inference dynamics to update Xi, each step
following equation (15).
6: Step D2 Density shifting: Update θ(t+1) = θ(t) +
γtL
′
p(θ
(t)), where L′p(θ
(t)) is computed according to (8).
7: Step G2 Reconstruction: Update α(t+1) = α(t) +
γtLq
′(α(t)), where Lq ′(α(t)) is computed according to equa-
tion (16), except that Yi is replaced by Y˜i, and n by n˜. We
can run multiple iterations of Step G2 to learn from and
reconstruct {Y˜i}, and to allow the generator to catch up with
the descriptor.
8: Let t← t+ 1
9: until t = T
Algorithm 3 describes the cooperative training that inter-
weaves Algorithm D and Algorithm G. For ease of reference, we
call the algorithm the CoopNets algorithm. See Figure 3 for the
flow chart of the CoopNets algorithm.
The following are the special cases of the above algorithm.
Special case (1): In Step G1, let lq = 0, i.e., disable the
Langevin inference process, i.e., the left diagram of (17). We use
this algorithm in our experiments and it works well.
Special case (2): In addition to (1), in Step D1, let lp = 1,
i.e., we only run one step of Langevin revision. This algorithm is
very efficient, and works well according to our experience.
The learning of both the descriptor and the generator follows
the “analysis by synthesis” principle [49]. There are three sets
of synthesized examples (S stands for synthesis). Data (S1):
Initial synthesized examples {Yˆi} generated by Step G0 (initial
generation). Data (S2): Revised synthesized examples {Y˜i} pro-
duced by Step D1 (Langevin revision). Data (S3): Reconstructed
synthesized examples {g(Xi;α(t+1))} produced by Step G2 (re-
construction). The descriptor shifts its density from (S2) towards
the observed data, while the generator shifts its density from (S1)
towards (S2).
The evolution from (S1) to (S2) is the work of the descriptor.
It is a process of stochastic relaxation that settles the synthesized
examples in the low energy regions of the descriptor. The de-
scriptor works as an associative memory, with (S1) being the cue,
and (S2) being the recalled memory. It serves as a feedback to
the generator. The reconstruction of (S2) by (S3) is the work of
the generator that seeks to absorb the feedback conveyed by the
evolution from (S1) to (S2). The descriptor can test whether the
generator learns well by checking whether (S3) is close to (S2).
The two nets collaborate and communicate with each other via
synthesized data.
The general idea of the interaction between MCMC and the
generator can be illustrated by the following diagram,
MCMC : P (t)
Markov transition−−−−−−−−−−→ P (t+1)
m m
Generator : α(t)
Parameter updating
−−−−−−−−−−→ α(t+1)
(18)
where P (t) is the marginal distribution of MCMC and α(t) is
the parameter of the generator which traces the evolution of the
marginal distribution in MCMC by absorbing the cumulative effect
of all the past Markov transitions.
In traditional MCMC, we only have access to Monte Carlo
samples, instead of their marginal distributions, which exist only
theoretically but are analytically intractable. However, with the
generator net, we can actually implement MCMC at the level
of the whole distributions, instead of a number of Monte Carlo
samples, in the sense that after learning α(t) from the existing
samples of P (t), we can replace the existing samples by fresh
new samples to rejuvenate the Markov chains, by sampling from
the generator defined by the learned α(t), which is illustrated
by the two-way arrow between P (t) and α(t). Effectively, the
generator powers MCMC by implicitly running an infinite number
of parallel chains. Conversely, the MCMC does not only drive the
evolution of the samples, it also drives the evolution of a generator
model.
3.2 Theoretical understanding
In the CoopNets algorithm, Steps G0 (initial generation), D1
(Langevin revision), and D2 (density shifting) are modified
contrastive divergence, and Steps G0 (initial generation), G1
(Langevin inference), and G2 (reconstruction) are MCMC teach-
ing.
(1) Modified contrastive divergence for descriptor (energy-
based model). In the traditional contrastive divergence [4], Yˆi in
Step D1 (Langevin revision) is taken to be the observed Yi. In
cooperative learning, Yˆi is generated by q(Y ;α(t)). Let Mθ be
the Markov transition kernel of lp steps of Langevin dynamics
that samples pθ . For any distribution p and any Markov transition
kernel M, let Mp be the marginal distribution obtained by
running the Markov transition M from p. Then similar to the
traditional contrastive divergence, the learning gradient of the
descriptor θ at iteration t is the gradient of
KL(Pdata|pθ)−KL(Mθ(t)qα(t) |pθ) (19)
with respect to θ. In the traditional contrastive divergence, Pdata
takes the place of qα(t) in the second KL-divergence.
(2) MCMC teaching of the generator model (latent variable
model). The learning gradient of the generator α in the right
diagram of (17) is the gradient of
KL(Mθ(t)qα(t) |qα) (20)
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Fig. 4. The MCMC teaching of the generator alternates between Markov
transition and projection. The family of the generator models G is illus-
trated by the black curve. Each distribution is illustrated by a point.
with respect to α. Here p(t+1) = Mθ(t)qα(t) takes the place of
Pdata as the data to train the generator model. It is much easier
to minimize KL(Mθ(t)qα(t) |qα) than minimizing KL(Pdata|qα)
because the latent variables are essentially known in the former,
so that the learning is supervised. The MCMC teaching alternates
between Markov transition from qα(t) to p
(t+1), and projection
from p(t+1) to qα(t+1) , as illustrated by Figure 4.
Assume the learning algorithm converges to a fixed point
(θˆ, αˆ), then
θˆ = argmin
θ
[
KL(Pdata|pθ)−KL(Mθˆqαˆ|pθ)
]
, (21)
αˆ = argmin
α
KL(Mθˆqαˆ|qα). (22)
(assuming θˆ and αˆ are local minima). Equation (22) tells us that
qαˆ seeks to be the stationary distribution ofMθˆ , and the stationary
distribution is nothing but pθˆ . In the idealized scenario where the
generator qα has infinite capacity, so that minαKL(Mθˆqαˆ|qα) =
0, then qαˆ = Mθˆqαˆ, so that qαˆ is the stationary distribution ofMθˆ , which is pθˆ , thus qαˆ = pθˆ . As a consequence, the second
divergence in (21) vanishes, i.e., KL(Mθˆqαˆ|pθˆ) = 0, so that
θˆ becomes maximum likelihood estimate that minimizes the first
KL-divergence KL(Pdata|pθ).
To further understand the dynamics of the MCMC teaching in
this idealized scenario, suppose the descriptor pθ is fixed, and
it teaches the generator qα by the MCMC teaching such that
α(t+1) = argminαKL(Mθqα(t) |qα), then qα(t+1) =Mθqα(t) ,
so that qα(t) =Mtθqα(0) → pθ , i.e., qα accumulates the MCMC
transitions and convergences to the stationary distribution pθ .
As is the case with the traditional contrastive divergence, the
analysis of the finite capacity situation can be rather involved.
We leave it to future investigation, while relying on empirical
evaluations in this paper.
[29] learned the generator model by gradient descent on
KL(qα|pθ(t)) over α. In fact their learning objective is
min
θ
max
α
[KL(Pdata|pθ)−KL(qα|pθ)]. (23)
The objective function for α is
KL(qα|pθ(t)) = Eqα [log q(Y ;α)]− Eqα [log p(Y ; θ(t))], (24)
where the first term is the negative entropy that is intractable,
and the second term is the expected energy that is tractable. Our
MCMC teaching of the generator is consistent with the learning
objective KL(qα|pθ(t)), because
KL(p(t+1)|pθ(t)) ≤ KL(qα(t) |pθ(t)). (25)
In fact, KL(p(t+1)|pθ(t)) → 0 monotonically as lp → ∞ due
to the second law of thermodynamics [50]. The MCMC teaching
of the generator in the cooperative learning algorithm alternates
between Markov transition from qα(t) to p
(t+1), and projection
from p(t+1) to qα(t+1) , as illustrated by Figure 4. The reduction of
the Kullback-Leibler divergence in (25) and the projection in the
MCMC teaching are consistent with the learning objective of re-
ducing KL(qα|pθ(t)) in [29]. But the Monte Carlo implementation
ofM in our work avoids the need to approximate the intractable
entropy term. As to the updating of the descriptor model, [29] uses
the initial synthesized examples generated by the generator model,
while our method uses the revised synthesized examples obtained
by finite-step MCMC towards the descriptor model, which are
closer to the fair samples from the descriptor model.
Special case (2) as noise-injected back-propagation. The
special case (2) with one step Langevin revision in the previ-
ous subsection amounts to a noise-injected back-propagation for
minimizing KL(qα|pθ) with respect to α. Specifically, consider
gradient ascent on E[f(g(X;α); θ)] with respect to α, where
the expectation is with respect to X ∼ N(0, Id). The chain rule
computation involves ∂f/∂Y × ∂Y/∂α, with Y = g(X;α).
Special case (2) amounts to adding noise to ∂f/∂Y according to
the Langevin dynamics, and then back-propagate to α. The added
noise increases the entropy of qα.
Special case (1) as variational learning of MCMC teaching.
For MCMC teaching, the right diagram in (17) leads to the update
α(t+1) = argminαKL(Mθqα(t) |qα), where {Y˜i} ∼ Mθqα(t)
serve as the training data, and the latent vector Xi is inferred by
Langevin dynamics initialized from Xˆi. The left diagram in (17),
i.e., the special case (1) in the previous subsection, can be viewed
as a simplified approximation to the right diagram by fixing the
latent factors at Xˆi. It minimizes a variational upper bound
KL(Mθqα(t) |qα) + KL(q(Xˆi|Y˜i, α(t))|q(Xi|Y˜i, α)). (26)
Our experiments suggest that the variational learning step in the
left diagram works as well as the maximum likelihood learning
step in the right diagram.
4 EXPERIMENTS
We scale the training data to the range of the tanh activation
function [−1, 1]. All learning parameters are initialized from a
zero-centered Normal distribution with standard deviation 0.001.
For the descriptor network, we adopt the structure of [15], where
the bottom-up network consists of multiple layers of convolution
by linear filtering, ReLU non-linearity, and down-sampling. We
adopt the structure of the generator network of [18], [21], where
the top-down network consists of multiple layers of deconvolution
by linear superposition with up-sampling, batch normalization
[51], and ReLU non-linearity, with tanh non-linearity at the
bottom-layer [21] to make the signals fall within [−1, 1]. In our
experiments, we set lq = 0 and infer Xi = Xˆi, i.e., we follow the
left diagram in (17). We have also experimented with lq > 0, i.e.,
the right diagram, but did not observe significant improvement.
4.1 Experiment 1: Generating texture patterns
We conduct experiments on generating texture patterns. We learn
a separate model from each texture image. The training images are
collected from the Internet, and then resized to 224 × 224 pixels.
The synthesized images are of the same size as the training images.
We use a 3-layer descriptor network, where the first layer has 100
15× 15 filters with sub-sampling rate of 3 pixels, the second layer
has 70 9 × 9 filters with sub-sampling of 1, and the third layer
9Fig. 5. Generating texture patterns. Each row displays one texture
experiment, where the first image is the training image, and the rest are
3 of the images generated by the CoopNets algorithm. The observed
and synthesized images are of size 224 × 224 pixels.
has 30 7 × 7 filters with sub-sampling of 1. We set the standard
deviation of the reference distribution of the descriptor network to
be s = 0.012. We use lp = 20 or 30 steps of Langevin revision
dynamics within each learning iteration, and the Langevin step
size is set at 0.003. The learning rate is 0.01. Starting from 7 × 7
latent factors, the generator network has 5 layers of deconvolution
with 5 × 5 kernels (basis functions), with an up-sampling factor
of 2 at each layer (i.e., the basis functions are 2 pixels apart). The
standard deviation of the noise vector is σ = 0.3. The learning
rate is 10−6. We run 104 cooperative learning iterations to train
the models.
Figure 5 displays the results of generating texture patterns. The
synthesis results of the CoopNets algorithm shown in this paper
Fig. 6. Generating object patterns. Each row displays one object experi-
ment, where the first 3 images are 3 of the training images, and the rest
are 6 of the synthesized images generated by the CoopNets algorithm.
The observed and synthesized images are of size 64× 64 pixels.
are those generated by the descriptor (i.e. Y˜i) unless otherwise
specified. For each category, the first image is the training image,
and the rest are 3 of the images generated by the learning
algorithm. We run n˜ = 6 parallel chains for the first example,
where images from 3 of them are presented. We run a single
chain for the rest of the examples, where the synthesized images
are generated at different iterations. Even though we run a single
chain, it is as if we run an infinite number of chains, because in
each iteration, we run Langevin revision dynamics from a new
image sampled from the generator.
4.2 Experiment 2: Generating object patterns
We study generating object patterns via the CoopNets algorithm.
We use object categories selected from Imagenet-1k dataset [52].
Each category contains roughly 1,200+ training images, each of
which is resized to 64× 64 pixels.
We adopt a 4-layer descriptor network, where the first layer
has 64 5 × 5 filters with sub-sampling of 2 pixels, the second
layer has 128 3× 3 filters with sub-sampling of 2, the third layer
has 256 3 × 3 filters with sub-sampling of 1, and the final layer
is a fully connected layer with 100 channels as output. We set the
number of Langevin dynamics steps in each learning iteration to
lp = 10 and the step size to 0.002. The standard deviation for
reference distribution is s = 0.016. The learning rate is 0.007.
Starting from a 100-dimensional latent factor, the generator
network has one fully connected layer with 4×4 kernels under the
latent factors, which is followed by 4 layers of deconvolution with
kernels of size 5×5, and up-sampling factor of 2. The numbers of
channels from top layer to bottom layer are 512, 256, 128, 64, and
3 respectively. The output size is 64 × 64. The learning rate for
updating the parameters of generator is 0.0001. We set σ = 0.3
for the standard deviation of the noise vector .
The CoopNets algorithm is trained by Adam optimizer [53]
with a mini-batch size of 100. We run n˜ = 144 parallel chains
for synthesis. The number of cooperative learning iterations is
1, 000. After learning the models, we synthesize images using
the learned models. As in the CoopNets algorithm, we sample
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from the learned descriptor network by running 10 to 50 steps of
Langevin dynamics initialized from the examples generated by the
learned generator network.
For qualitative experiment, we learn a separate model for each
of 7 selected object categories (i.e., sunflower, rose, mushroom,
strawberry, sea star, egret, and school bus). Figure 6 shows the
synthesis results. Each row displays an experiment, where the first
3 images are 3 typical examples of the training images, and the
rest are 6 of the synthesized images generated by the CoopNets
algorithm.
For quantitative experiment, we use five object categories
(i,e., lemon, lifeboat, strawberry, school bus and zebra), and train
models on different numbers of randomly sampled training images
for each category. The synthesis quality is quantitatively evaluated
using three criteria: (1) average softmax class probability that
Inception network [54] assigns to the synthesized images for the
underlying category. (2) top-5 classification error by Inception
network, i.e., the probability that the underlying category does not
belong to the categories with the top 5 softmax probabilities. (3)
Average pairwise structural similarity [55] between two randomly
selected synthesized images. While (1) and (2) examine the
realism of the synthesized images, (3) examines the variabilities
of the synthesized images. The lack of variabilities may be caused
by mode collapsing.
Figure 7 displays the average results over the 5 categories
versus the number of training examples. It can be seen that
CoopNets generates images with higher softmax class proba-
bilities, lower classification errors, and higher variabilities than
DCGAN [21], VAE [30] and separate training by Algorithm G.
The advantage can be due to the fact that both models in CoopNets
are learned generatively by maximum likelihood. Our experiments
suggest that the CoopNets learning method is stable and does not
encounter mode collapsing issue.
4.3 Experiment 3: Generating scene patterns
We conduct experiments on synthesizing scene patterns. We learn
a separate model for each of the 4 scene categories (i.e., volcano,
desert, rock, and apartment building) selected from MIT place205
dataset [56]. Each category has 10,000+ training images. The im-
ages are resized to 64 × 64 pixels. We adopt the same architecture
of CoopNets as the one for object patterns in Section 4.2. Figure
8 displays 36 synthesized scene images generated by the learned
model, along with 18 randomly sampled training images for each
experiment.
We then learn from mixed images that are randomly sampled
from 10 different scene categories (i.e., alp, cliff drop, cliff
dwelling, geyser, lakeside, promontory, sandbar, seashore, valley,
and volcano) selected from Imagenet-1k dataset. We conduct 7
runs. The numbers of images sampled from each category are
50, 100, 300, 500, 700, 900, and 1,100 respectively in these 7
runs. Figure 9 displays the observed examples randomly sampled
from the training set, and the synthesized examples generated
by the CoopNets, where the number of training images from
each category is 1,100. The synthesized examples are randomly
sampled from the learned models without cheery picking. We
evaluate the synthesis quality by the Inception score [57]. Table 1
displays the Inception scores of the CoopNets, DCGAN, EBGAN
[58], Wasserstein GAN [59], InfoGAN [60], VAE, the method
of [29], and separate training by Algorithm G and Algorithm D.
For Algorithm D, we initialize the synthesized examples from the
observed examples, so it is persistent contrastive divergence [44].
Figure 10 shows 5 examples of interpolation between two
latent vectors of X . For each row, the images at the two ends
are generated from X vectors randomly sampled from N(0, Id).
Each image in the middle is obtained by first interpolating the
X vectors of the two end images, and then generating the image
using the generator, followed by 10 steps of Langevin dynamics.
This experiment shows that we learn smooth generator model that
traces the manifold of the data distribution.
4.4 Experiment 4: Generating handwritten digits
We learn CoopNets from MNIST dataset [1] of handwritten digits.
The training images are grey-scale with size of 28× 28 pixels. We
adopt a 4-layer descriptor network, where the numbers of filters at
different layers are 64, 128, 256, and 100 from bottom to top. The
filter size of each layer is 4×4, and the sub-sampling rate is 2. The
final layer is a fully connected layer. Taking a 100-dimensional
latent vector as input, the generator network consists of one fully
connected layer and 3 deconvolutional layers with kernels of size
4× 4 and up-sampling factor of 2. The numbers of channels from
top layer to bottom layer are 512, 256, 128, and 1 respectively.
The output size is 28 × 28 pixels. Except network architectures,
we follow the same hyper-parameter setting as used in Section 4.2.
Figure 11 displays some synthesized examples generated by the
learned models after training.
To quantitatively evaluate the learned model, we first synthe-
size 10,000 samples from the CoopNets learned on the training set
of 55,000 examples. We then fit a Gaussian Parzen window to the
synthesized samples, and estimate the log-likelihood of the testing
set using the Parzen window distribution. The standard deviation
of the Gaussian is obtained by cross validation on the validation
set. This evaluation method was proposed by [61] and has been
used by [19], [62], [63] for evaluating generative models with
non-tractable likelihoods. Figure 12 displays the Parzen window-
based log-likelihood estimates of the MNIST testing set for both
the descriptor network and the generator network trained by the
CoopNets algorithm with different numbers of training epochs.
It can be seen that in the proposed cooperative training scheme,
the descriptor network improves the generator network, and the
generator network eventually gets very close to the descriptor
network. We also compare our model against other baselines, e.g.,
DBN [63], Stacked CAE [63], Deep GSN [62], and GAN [19] in
Table 2, where both descriptor and generator networks outperform
other baseline models.
4.5 Experiment 5: Evaluation on large-scale bench-
mark datasets
To demonstrate how the CoopNets scales with more complex data,
we evaluate the model on three challenging large-scale benchmark
datasets, i.e., LSUN bedrooms [64], CelebA human faces [65], and
Cifar-10 objects [66] datasets.
We first test the CoopNets on the LSUN bedrooms dataset
containing 3,033k training images of 256 × 256 pixels. The
network architectures are as follows. The descriptor network
consists of 5 convolutional layers with numbers of channels
{64, 128, 256, 512, 512}, filter sizes {5, 5, 5, 5, 3}, and sub-
sampling factors {2, 2, 2, 2, 2} at different layers (from bottom
to top), and one fully connected layer with 10 filers. The gen-
erator network takes as input a 100-dimensional latent factor,
and consists of 1 fully connected and 4 deconvolutional layers
with numbers of channels {512, 256, 128, 64, 3}, kernels sizes
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Fig. 7. Left: Average softmax class probability on single Imagenet-1k category versus the number of training images. Middle: Top 5 classification
error. Right: Average pairwise structural similarity.
observed images observed images observed images observed images
synthesized images synthesized images synthesized images synthesized images
(a) volcano (b) desert (c) rock (d) apartment building
Fig. 8. Generating scene patterns. Both observed and synthesized scene images are shown for each category. The image size is 64 × 64 pixels.
The categories are from MIT places205 dataset. (a) volcano. (b) desert. (c) rock. (d) apartment building.
TABLE 1
Inception scores of different methods on learning from 10 Imagenet-1k scene categories. n is the number of training images randomly sampled
from each category.
n = 50 n = 100 n = 300 n = 500 n = 700 n = 900 n = 1100
DCGAN [21] 2.26±.16 2.50±.15 3.16±.15 3.05±.12 3.13±.09 3.34±.05 3.47±.06
EBGAN [58] 2.23±.17 2.40±.14 2.62±.08 2.46±.09 2.65±.04 2.64±.04 2.75±.08
W-GAN [59] 1.80±.09 2.19±.12 2.34±.06 2.62±.08 2.86±.10 2.88±.07 3.14±.06
VAE [30] 1.62±.09 1.63±.06 1.65±.05 1.73±.04 1.67±.03 1.72±.02 1.73±.02
InfoGAN [60] 2.21±.04 1.73±.01 2.15±.03 2.42±.05 2.47±.05 2.29±.03 2.08±.04
Method of [29] 2.44±.27 2.38±.13 2.42±.09 2.94±.11 3.02±.06 3.08±.08 3.15±.06
Algorithm G [25] 1.72±.07 1.94±.09 2.32±.09 2.40±.06 2.45±.05 2.54±.05 2.61±.06
Persistent CD [44] 1.30±.08 1.94±.03 1.80±.02 1.53±.02 1.45±.04 1.35±.02 1.51±.02
CoopNets (ours) 2.66±.13 3.04±.13 3.41±.13 3.48±.08 3.59±.11 3.65±.07 3.79±.15
TABLE 2
A comparison of Parzen window-based log-likelihood estimates for
MNIST dataset. The mean log-likelihood of testing samples, with the
standard error of the mean computed across examples, are reported.
Model Log-likelihood
DBN [63] 138 ± 2.0
Stacked CAE [63] 121 ± 1.6
Deep GSN [62] 214 ± 1.1
GAN [19] 225 ± 2.0
Generator in CoopNets (ours) 226 ± 2.1
Descriptor in CoopNets (ours) 228 ± 2.1
{16, 5, 5, 5, 5}, and up-sampling factors {1, 2, 2, 2, 2} at different
layers (from top to bottom). Figure 13 displays the synthesized
images.
We then learn a model from the CelebA human faces dataset
with 200k training images of 128 × 128 pixels. For this dataset,
we adopt a descriptor network that has 3 convolutional layers with
numbers of channels {64, 128, 256}, filter sizes {5, 3, 3} and sub-
sampling factors {2, 2, 1} at different layers (from bottom to top),
and one fully connected layer with 100 filers. Besides, we adopt a
generator network that takes a 100-dimensional input and consists
of one fully connected and 4 deconvolutional layers with numbers
of channels {512, 256, 128, 64, 3}, kernels sizes {4, 5, 5, 5, 5}
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(a) observed images
(b) synthesized images
Fig. 9. Generating scene patterns. (a) observed images randomly se-
lected from 10 Imagenet-1k scene categories. (b) synthesized images
generated by CoopNets learned from 10 Imagenet-1k scene categories.
The training set consists of 1,100 images randomly sampled from each
category. The observed and synthesized images are of size 64 × 64
pixels.
Fig. 10. Interpolation between latent vectors of the scene images on the
two ends.
and up-sampling factors {1, 2, 4, 2, 2} at different layers respec-
tively (from top to bottom). Figure 14 shows synthesis results
generated by the learned model.
Figure 15 displays synthesis results generated by the model
learned from Cifar-10 objects dataset with 60k training images of
32 × 32 pixels. The descriptor network has 3 convolutional layers
with numbers of channels {64, 128, 256}, filter sizes {5, 3, 3} and
Fig. 11. Generating handwritten digits. The synthesized images are
generated by the CoopNets algorithm that learns from MNIST dataset
with 55,000 training images. The observed and synthesized images are
of size 28 × 28 pixels.
Fig. 12. Parzen window-based log-likelihood estimates of the descriptor
network and the generator network in the CoopNets algorithm.
sub-sampling factors {2, 2, 2}, and one fully connected layer of
100 filters (from bottom to top). Starting from a 100-dimensional
latent vector, the generator network has 1 fully connected and 3 de-
convolutional layers with numbers of channels {256, 128, 64, 3},
kernels sizes {4, 5, 5, 5} and up-sampling factors {1, 2, 2, 2}
(from top to bottom). The number of Langevin dynamics steps
in each learning iteration is 10. The size of mini-batch is 300. The
number of parallel chains is n˜ = 400. We disable the noise term in
the Langevin revision dynamics in the second half of the learning
algorithm for faster convergence.
We evaluate the synthesis results by the Fre´chet Inception
Distance (FID) [67], which measures the dissimilarity between
generated images and real ones. Table 3 shows the performance
of CoopNets, DCGAN, W-GAN, and VAE on LSUN bedrooms,
CelebA and Cifar-10 datasets with respect to FID. The exper-
iments show that the learned generator is good enough as a
standalone model, though the learned descriptor produces even
better results with Langevin revision. Both of them outperform the
other baseline methods in terms of FID on these three benchmark
datasets.
We further conduct a human perceptual study to compare
the perceived realism of the synthesized examples generated by
different generative models. More specifically, we randomly select
80 human subjects and ask them to rank the models, which
includes CoopNets, DCGAN, W-GAN and VAE, according to
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(a) training images
(b) synthesized images
Fig. 13. Generating bedroom images (256 × 256 pixels). The synthe-
sized images are generated by the CoopNets algorithm that learns from
LSUN dataset with 3033k training images.
TABLE 3
The performance of CoopNets, DCGAN, W-GAN, and VAE on LSUN
bedrooms, CelebA and Cifar-10 datasets with respect to the Fre´chet
Inception Distance (FID).
LSUN CelebA Cifar-10
W-GAN [59] 67.72 52.54 48.40
DCGAN [21] 70.40 21.40 37.70
VAE [30] 243.47 50.53 126.32
Generator in CoopNets (ours) 64.30 16.98 35.25
Descriptor in CoopNets (ours) 35.42 16.65 33.61
the quality of their synthesized images. For each human subject,
we present 16 synthesized images per model without telling the
subject which model generates the images. The model order is
randomized to ensure fair comparisons. Table 4 summarizes the
average ranking results over human subjects on LSUN bedrooms,
CelebA and Cifar-10 datasets. It can be seen that our model can
generate more realistic images than the other baseline methods in
this experiment.
4.6 Experiment 6: Pattern completion
We conduct an experiment on learning from training images of
human faces, and then testing the learned models on completing
the occluded testing images. This can be considered an inpainting
task. It can also be viewed as a form of content addressable
memory or associative memory. The purpose of this experiment is
to check whether the learned generator model can generalize to the
(a) training images
(b) synthesized images
Fig. 14. Generating human face images (128 × 128 pixels). The synthe-
sized images are generated by the CoopNets algorithm that learns from
CelebA dataset with 200k training images.
TABLE 4
Human perceptual study for comparing synthesis qualities of different
generative models. The numbers are the average rankings.
LSUN CelebA Cifar-10
W-GAN [59] 2.400 3.800 2.171
DCGAN [21] 1.913 2.463 2.395
VAE [30] 3.988 2.300 3.987
CoopNets (ours) 1.700 1.438 1.447
testing data, i.e., whether the learned model overfits or underfits
the training data. Underfitting can happen due to mode collapsing.
We believe this is a powerful test of the generalizability of the
learned generator model.
We adopt a 4-layer descriptor network, where the numbers of
filters from bottom layer to top layer are 96, 128, 256, and 50.
The filter size of each layer is 5× 5, and the sub-sampling rate is
2. The final layer is a fully connected layer. The structure of the
generator network is the same as in Section 4.2. The training data
are 10, 000 human faces randomly selected from CelebA dataset,
and resized to 64 × 64 pixels.
To quantitatively test whether we have learned a good genera-
tor network g(X;α) even though it has never seen the training
images directly in the training stage, we apply it to the task
of recovering the occluded pixels of testing images. For each
occluded testing image Y , we use Step G1 of Algorithm G to
infer the latent factors X . The only change is with respect to
14
(a) training images
(b) synthesized images
Fig. 15. Generating object images (32 × 32 pixels). The synthesized
images are generated by the CoopNets algorithm that learns from Cifar-
10 dataset with 60,000 training images.
the term ‖Y − g(X;α)‖2, where the sum of squares is over
all the observed pixels of Y in back-propagation computation.
We run 1,000 Langevin steps, initializing X from N(0, Id).
After inferring X , the completed image g(X;α) is automatically
obtained. We design 3 experiments, where we randomly place a
30 × 30, 40 × 40, or 50 × 50 mask on each 64 × 64 testing
image. These 3 experiments are denoted by M30, M40, and M50
respectively (M for mask).
We report the recovery errors and compare our method with 7
different image inpainting methods as well as the DCGAN of [21].
For DCGAN, we use the parameter setting in [21] and the number
of learning iterations is 600. We use the same 10, 000 training
images to learn DCGAN. After the model is learned, we keep
the generator and use the same method as ours to infer the latent
factors X , and recover the unobserved pixels. In the 7 inpainting
methods, Methods MRF-`1 and MRF-`2 are based on Markov
random field priors where the nearest neighbor potential terms
are `1 and `2 differences respectively. Methods inter-1 to 5 are
interpolation methods. Please refer to [68] for details.
Table 5 displays the recovery errors of the 3 experiments,
where the error is measured by per pixel difference (relative to
the range of pixel values) between the original image and the
recovered image on the occluded region, averaged over 1,000
testing images. We also measure the error by the peak signal-to-
noise ratio (PSNR). Figure 16 (a) displays some recovery results
by our method. The first row shows the original images as the
ground truth. The second row displays the testing images with
(a) face
(b) forest road
(c) hotel room
Fig. 16. Pattern completion. First row: original images. Second row:
occluded images. Third row: recovered images by the generator network
learned via the CoopNets algorithm. (a) face. (b) forest road. (c) hotel
room.
occluded pixels. The third row displays the recovered images by
the learned generator network.
We also apply the same approach to the forest road category
and the hotel room category in MIT place205 dataset. See Figure
16 (b) and (c) for some qualitative results. The learned generator
is quite imaginative in completing the occluded pixels.
4.7 Experiment 7: Generating dynamic textures
We can learn to generate video sequences by cooperative train-
ing of a spatial-temporal descriptor network [41] and a spatial-
temporal generator network. The spatial-temporal descriptor net-
work consists of multiple layers of spatial-temporal filters that
capture spatial-temporal features at various scales of the video
sequences, while the spatial-temporal generator network maps
the latent variables to the video sequences by multiple layers of
spatial-temporal kernels (basis functions). We call the resulting
model the spatial-temporal CoopNets (ST-CoopNets).
We conduct experiments on generating dynamic textures [69]
with temporal stationarity. We learn a spatial-temporal CoopNets
for each category from one training video. We collect the training
video clips from DynTex++ dataset of [70] and the Internet. Each
training video clip is of size 128 pixels × 128 pixels × 64 frames.
Since dynamic textures may have structured background that
are not stationary in the spatial domain (e.g., burning fire heating a
pot shown in Figure 17 (a)), we adopt spatially fully connected and
temporally convolutional layer in the bottom-up ConvNet structure
of the descriptor. Specifically, we use a 3-layer descriptor network.
The first layer has 120 5 pixels × 5 pixels × 5 frames filters with
sub-sampling size of 2 pixels and frames. The second layer is
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TABLE 5
A comparison of recovery performances of different methods in 3 experiments
task CoopNets DCGAN MRF-`1 MRF-`2 inter-1 inter-2 inter-3 inter-4 inter-5
M30 0.115 0.211 0.132 0.134 0.120 0.120 0.265 0.120 0.120
error M40 0.124 0.212 0.148 0.149 0.135 0.135 0.314 0.135 0.135
M50 0.136 0.214 0.178 0.179 0.170 0.166 0.353 0.164 0.164
M30 16.893 12.116 15.739 15.692 16.203 16.635 9.524 16.665 16.648
PSNR M40 16.098 11.984 14.834 14.785 15.065 15.644 8.178 15.698 15.688
M50 15.105 11.890 13.313 13.309 13.220 14.009 7.327 14.164 14.161
a spatially fully connected layer, which contains 30 filters that
are fully connected in the spatial domain but convolutional in
the temporal domain. The temporal size of the filters is 5 with
sub-sampling size of 2 and padding size of 2 in the temporal
dimension. Due to the spatial full connectivity at the second layer,
the spatial domain of the feature maps at the third layer is reduced
to 1×1. The third layer has 10 1× 1× 5 filters with sub-sampling
size of 2 and padding size of 2 in the temporal dimension. We run
lp = 10 Langevin revision steps in each iteration with the step size
of 0.002. We set the standard deviation for reference distribution
to s = 0.016. The learning rate is 0.01.
The generator network maps a 5-channel 1 × 1 × 10 latent
factors to the video sequence by a 4-layer top-down ConvNet.
Due to spatial non-stationarity and temporal stationarity of dy-
namics textures, we use spatially fully connected and temporally
deconvolutional layer in the upper layers of the generator network.
Specifically, the first layer uses 1 × 1 × 5 kernels. The second
layer is a spatially fully connected layer with kernels of size 5 in
the temporal dimension. The third layer uses 5 × 5 × 5 kernels
with an up-sampling factor 2. The fourth layer uses 5 × 5 × 2
kernels with an up-sampling size 2 × 2 × 1. The numbers of
channels at different layers are 256, 128, 64, and 3 from top to
bottom. Batch normalization and ReLU layers are used between
consecutive layers and tanh is added at the bottom-layer. The
standard deviation of the noise  is set to σ = 1. The learning
rate is 0.0002.
We use Adam optimizer to train the models. We run n˜ = 2
parallel chains. Figure 17 displays the results. For each category,
the first row shows 6 frames of the observed sequence, and
the second and third rows show the corresponding frames of 2
synthesized sequences generated by the learning algorithm. We
use the same set of parameters for all the categories without
tuning. Our experiments show that the cooperative training of
spatial-temporal descriptor and generator can synthesize realistic
dynamic textures.
To evaluate the quality of the synthesized examples, we
compare our model with some baseline models for dynamic
textures (e.g., LDS [69], FFT-LDS [71], MKGPDM [72], and
HOSVD [73]) in terms of PSNR and structural similarity measures
(SSIM) on 6 dynamic texture videos. Each model learns from 64
image frames of each observed video, and then generates a 64-
frame dynamic texture video for evaluation. The PSNR and SSIM
are computed between the generated example and the observed
example. Table 6 shows the average performances of the models
over the 6 videos. Our models are comparable or better than other
baseline methods for dynamic textures.
5 CONCLUSION
This paper studies the fundamental problem of learning two impor-
tant classes of deep generative models of images. By allowing the
TABLE 6
A comparison of models for synthesizing dynamic textures
Model PSNR SSIM
LDS [69] 19.148 0.5939
FFT-LDS [71] 12.463 0.2898
MKGPDM [72] 14.288 0.3577
HOSVD [73] 18.392 0.4573
CoopNets (ours) 19.407 0.5988
two models to cooperate with each other in a cooperative learning
algorithm, our method can learn highly realistic generative models.
We quantitatively evaluate our method on synthesis qualities
of the generated images as well as the recovery errors of the
reconstructed images.
The most unique feature of our work is that the descriptor and
the generator networks feed each other the synthesized data in
the learning process. The generator feeds the descriptor the initial
version of the synthesized data. The descriptor feedbacks the gen-
erator the revised version of the synthesized data. The generator
then produces the reconstructed version of the synthesized data.
While the descriptor learns from finite amount of observed data,
the generator learns from virtually infinite amount of synthesized
data.
Another unique feature of our work is that the learning process
interweaves the existing maximum likelihood learning algorithms
for the two networks, so that the two algorithms jumpstart each
other’s MCMC sampling.
A third unique feature of our work is that the generator
accumulates the MCMC transitions of the descriptor via MCMC
teaching, and reproduces the MCMC transitions by direct ances-
tral sampling. In other words, the descriptor distills its MCMC
algorithm into the generator. Powering the MCMC sampling of
the descriptor model in [14], [15] is a main motivation of this
paper, with the bonus of turning the unsupervised learning of the
generator [25] into supervised learning.
Our cooperative training method can be generalized to a
conditional version for learning the conditional distribution of a
high-dimensional output given an input, which may also be high-
dimensional. Examples include image generation given class label,
text description, or abstract sketch, as well as recovering depth
map from image. In the conditional cooperative learning method,
the conditional descriptor learns the objective function or the
conditional random field, and the conditional generator learns to
initialize the sampling or optimization algorithm for the objective
function.
Compared to reinforcement learning [74], the descriptor net-
work learns the cost function, the MCMC algorithm is like an
optimal control algorithm, and the generator network is like a
learned policy. Our method distills the optimal control algorithm
into a policy. The optimal control is slow thinking while the policy
16
(a) burning fire heating a pot (b) waterfall
(c) water vapor (d) burning fireplace
(e) flashing lights (f) lake
Fig. 17. Generating dynamic textures by the spatial-temporal CoopNets algorithm. For each category, the first row displays the frames of the
observed sequence, and the second and third rows display the corresponding frames of two synthesized sequences generated by the learning
algorithm. The observed and synthesized videos are of size 128 pixels × 128 pixels × 64 frames. (a) burning fire heating a pot. (b) waterfall. (c)
water vapor. (d) burning fireplace. (e) flashing lights. (f) lake.
is fast thinking. We shall investigate this connection in our future
work.
PROJECT PAGE
The code and results can be found at http://www.stat.ucla.edu/
∼jxie/CoopNets/CoopNets.html
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