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В 70-90 гг М.Д.Кац [1, 2] разработал метод локализации экстремума многомерных 
экспериментальных зависимостей, названный им методом восстановления одномерных 
зависимостей (МВОЗ). Этот метод, основанный на сведении задачи поиска интервала 
локализации экстремума многомерной точечной зависимости к последовательности 
двумерных задач, хорошо зарекомендовал себя на практике для поиска оптимальной области 
производственных процессов по результатам наблюдений. Вместе с тем, теоретические 
основы метода не исследованы, что сдерживает широкое применение этого метода. Целью 
настоящей работы является исследование теоретических основ этого метода, выявление его 
особенностей, возможностей и ограничений. 
Доказана следующая теорема, которую можно рассматривать, как основание для 
метода МВОЗ: 
Теорема. Пусть имеется выборка из 3N элементов с выборочным средним S0. 
Разделим произвольно эту выборку на три подвыборки одинакового объема N. со средними 
S1, S2, S3. Тогда для средних из подвыборок выполняются следующие неравенства: 
03210321 S}S,S,Smin{S;S}S,S,Smax{S minmax ≤=≥=  
Для доказательства рассмотрим сумму элементов выборки: 
maxSN)SSS(NSN ⋅≤++⋅=⋅ 33 3210  
После сокращения на 3N, получаем искомое: Smax > S0. Аналогично доказывается 
второе высказывание. Это доказывает, что если многомерную выборку из 
детерминированной функции нескольких независимых переменных в ограниченной области 
D, рассматривать, как совокупность одномерных связанных выборок фактор-отклик, то, 
после упорядочения каждой выборки по возрастанию аргумента, можно найти такой 
интервал, где среднее значение отклика будет больше или меньше среднего по совокупности. 
Возникает вопрос, в каких случаях этот интервал содержит оптимум в случае 
детерминированных функций многих переменных.  
Методом растровой визуализации для графического исследования поверхности 
отклика многомерных зависимостей по их проекциям [3], в сочетании с методом Монте-
Карло было установлено, что если на проекциях в ограниченной области линии верхних и 
нижних границ целевой функции изменяются качественно одинаково (например для 
квадратичной зависимости), то в этом случае интервал с наибольшим (наименьшим) 
значением среднего совпадает с интервалом локализации оптимума и выявляется устойчиво 
при проведении большой серии случайных испытаний при достаточно большом количестве 
точек. Если характер изменения верхней и нижней границ качественно различаются 
(например для функции Розенброка y =100(x12-x2)2 + (1-x2)2 или экспоненциальной функции 
у=х1exp(-x12-x22) ) то результаты определения интервала локализации оптимума оказываются 
неустойчивыми. Например, для экспоненциальной функции в интервале аргументов от -2 до 
2 и числе точек выборки 300 только в 40 % случаях интервал локализации указывался верно.  
Исследованы причины, порождающие неустойчивость. Показано, что для функции 
Розенброка и экспоненциальной при определении интервала локализации минимума точки 
верхней границы проекции вносят искажения и приводят к неверным результатам 
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усреднения. Показано, что надежные значения определения области минимума получаются, 
если пожертвовать «плохими» точками, например, путем отсечения значений выше 
предельного (при определении области минимума). В этом случае верхняя граница проекции 
становится прямой, параллельной абсциссе, и ее влияние на положение интервала 
локализации минимума нивелируется. Разумеется, для решения задачи надо иметь большую 
выборку точек, не менее нескольких сотен 
Для стохастических задач верхняя и нижняя границы «размываются» и возникает 
вопрос нахождения соответствующих статистических критериев надежности определения 
интервала локализации экстремума. Для решения этой задачи нужно построить 
статистические критерии значимости различий средних по интервалам. Данный критерий 
должен бать составным, так как а приори возможны 9 отношений между средними: 
1) S1=S2=S3;  2) S1>S2=S3  3) S1<S2=S3 
4) S1=S2>S3;  5) S1=S2<S3  6) S1>S2;S2<S3 
7) S1<S2;S2>S3; 8) S1>S2>S3  3) S1<S2<S3 
Для построения критериев необходимо использовать порядковые статистики, 
нечувствительные к типу функции распределения. На первом этапе можно проверить 
статистическую гипотезу об однородности всех трех подвыборок по критерию Краскелла-
Уоллеса. Если эта гипотеза принимается – нет оснований считать, что в данной области D 
есть экстремум. Если гипотеза отвергается – проверяются гипотезы о парной однородности 
подвыборок из интервалов интервал, например, по критерию Лемана-Розенблатта. Эти 
процедуры позволяют выделить типы отношений, которые могут реализовываться в системе. 
К сожалению, непараметрические ранговые критерии могут ответить только на вопрос об 
однородности выборок, но не позволяют проверить гипотезы о числовых значениях средних. 
Поэтому на последнем этапе следует прибегнуть к процедурам компьютерного 
моделирования выборок методом бутстрепа, чтобы выделить наиболее вероятный случай. 
Поэтому, для получения надежных результатов необходимо иметь большие наборы данных. 
Еще одной из проблем метода МВОЗ является возможность наличия линейной 
зависимости между независимыми переменными. На основе метода главных компонент и 
методов нечеткой логики разработана процедура выделения базиса линейно–независимых 
переменных на фоне множественных корреляционных связей. 
Таким образом, метод восстановления одномерных зависимостей является, по сути, 
статистическим методом, и для его применения необходимо использовать статистические 
процедуры, на основании которых делать выводы о наличии и местоположении интервала 
локализации экстремума. 
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