The mammalian auditory cortex integrates spectral and temporal acoustic features to support the perception of complex sounds, including conspecific vocalizations. Here we investigate coding of vocal stimuli in different subfields in macaque auditory cortex. We simultaneously measured auditory evoked potentials over a large swath of primary and higher order auditory cortex along the supratemporal plane in three animals chronically using high-density microelectrocorticographic arrays. To evaluate the capacity of neural activity to discriminate individual stimuli in these high-dimensional datasets, we applied a regularized multivariate classifier to evoked potentials to conspecific vocalizations. We found a gradual decrease in the level of overall classification performance along the caudal to rostral axis. Furthermore, the performance in the caudal sectors was similar across individual stimuli, whereas the performance in the rostral sectors significantly differed for different stimuli. Moreover, the information about vocalizations in the caudal sectors was similar to the information about synthetic stimuli that contained only the spectral or temporal features of the original vocalizations. In the rostral sectors, however, the classification for vocalizations was significantly better than that for the synthetic stimuli, suggesting that conjoined spectral and temporal features were necessary to explain differential coding of vocalizations in the rostral areas. We also found that this coding in the rostral sector was carried primarily in the theta frequency band of the response. These findings illustrate a progression in neural coding of conspecific vocalizations along the ventral auditory pathway.
Introduction
The functional organization of auditory cortex and subcortical nuclei underlies our effortless ability to discriminate complex sounds (King and Nelken, 2009) . Vocalizations are an important class of natural sounds that are critical for conspecific communication in a wide range of animals (Doupe and Kuhl, 1999; Ghazanfar and Hauser, 2001; Petkov and Jarvis, 2012) , including macaques (Hauser and Marler, 1993; Rendall et al., 1996) . In primates, it is thought that information about vocalizations is extracted in a ventral auditory stream responsible for processing sound identity (Romanski et al., 1999; Rauschecker and Scott, 2009 ), analogous to a ventral visual stream that processes visual object identity (Ungerleider and Mishkin, 1982; Kravitz et al., 2013) . The ventral auditory pathway consists of several highly interconnected subdivisions on the supratemporal plane (STP) (Romanski and Averbeck, 2009; Hackett, 2011) . The auditory response latency estimated from single-unit recordings systematically increases from caudal to rostral areas, suggesting that auditory processing progresses caudorostrally along the STP (Kikuchi et al., 2010; Scott et al., 2011) .
The rostral auditory subdivisions have been shown to have selectivity for conspecific vocalizations over other classes of stimuli by both functional imaging and electrophysiological measurements including single-unit recordings and local field potentials (Poremba et al., 2004; Petkov et al., 2008; Perrodin et al., 2011) . The selectivity is defined as increased responses to conspecific vocalizations, relative to other classes of stimuli. This leaves open several questions about the nature of vocal stimulus coding in these areas. First, to what extent does this selectivity reflect the capacity of neurons in this area to discriminate among distinct vocalizations? Note that selectivity for a particular class of stimuli does not necessarily result in increased discriminability among stimuli within the favored class, as illustrated in a recent functional magnetic resonance imaging (fMRI) study of macaque face patches (Furl et al., 2012) . For neural responses in the rostral STP to be useful for communication, they must signal not only the issuance of a vocalization but also the unique spectral and temporal features that differentiate distinct calls. Second, how does complex auditory selectivity arise in the ventral auditory stream? How do neural populations discriminate among conspecific vocal stimuli as information flows from primary areas to higher order auditory cortex? More specifically, what is the degree to which spectral or temporal acoustic features explain neural coding of natural vocalizations in the primary and higher areas?
Here we addressed these questions by monitoring neural responses to a range of macaque vocalizations with a recently developed microelectrocorticography (ECoG) method (Fukushima et al., 2012 ) that enabled high-density recording from 96 electrodes distributed along the STP. The ECoG arrays are well suited to examining spatiotemporal activation profiles from a large expanse of cortex with millisecond temporal resolution, although they have lower spatial resolution than is provided by single neuron recordings. Using this approach, we could evaluate simultaneously recorded electrophysiological activity along the caudal to rostral progression from primary to high-level auditory areas.
Materials and Methods
Subjects. Recordings were performed on three adult male rhesus monkeys (Macaca mulatta) weighing 5.5-10 kg. All procedures and animal care were conducted in accordance with the Institute of Laboratory Animal Resources Guide for the Care and Use of Laboratory Animals. All experimental procedures were approved by the National Institute of Mental Health Animal Care and Use Committee.
Multielectrode arrays and implant surgery. We used custom-designed ECoG arrays to record field potentials from macaque auditory cortex (NeuroNexus Technologies). The array was machine fabricated on a very thin polyimide film (20 m). Each array had 32 recording sites, 50 m in diameter, on a 4 ϫ 8 grid with 1 mm spacing (i.e., 3 ϫ 7 mm rectangular grid; Fukushima et al., 2012) . We implanted four or five ECoG arrays in each of the three monkeys (Monkey M, five arrays in the right hemisphere; Monkeys B and K, four arrays each in the left hemisphere). Three arrays in each monkey were placed on the STP in a caudorostrally oriented row (Fig. 1a) . The fourth array was positioned over the parabelt on the lateral surface of the superior temporal gyrus (STG) adjacent to A1. The fifth array in monkey M was placed on the lateral surface of STG just rostral to the fourth array (data recorded from the lateral-surface arrays are not reported in this paper). The implantation procedure was described in detail previously (Fukushima et al., 2012) . Briefly, we removed a frontotemporal bone flap extending from the orbit ventrally toward the temporal pole and caudally behind the auditory meatus and then opened the dura to expose the lateral sulcus. The most caudal of the three ECoG arrays on the STP was placed first and aimed at area A1 by positioning it just caudal to an (imaginary) extension of the central sulcus and in close proximity to a small bump on the STP, both being markers of A1's approximate location. Each successively more rostral array was then placed immediately adjacent to the previous array to minimize interarray gaps. The arrays on the lateral surface of the STG were placed last. The probe connector attached to each array was temporarily attached with cyanoacrylate glue or Vetbond to the skull immediately above the cranial opening. Ceramic screws together with bone cement were used to fix the connectors to the skull. The skin was closed in anatomical layers. Postsurgical analgesics were provided as necessary, in consultation with the National Institute of Mental Health veterinarian.
Auditory stimuli. To estimate the frequency preference of each recording site, we used 180 different pure-tone stimuli (30 frequencies from 100 to 20 kHz equally spaced logarithmically, each presented at six equally spaced intensity levels from 52 to 87 dB; Fukushima et al., 2012) . For the main experiment, we used 20 vocalizations (VOC) and two sets of synthetic sounds derived from VOC stimuli (envelope-preserved sound, EPS; and spectrum preserved sound, SPS). The VOC stimulus set consisted of 20 macaque vocalizations used in a previous study (Kikuchi et al., 2010; Fig. 2a) . From each VOC stimulus, we derived two synthetic stimuli, one EPS stimulus and one SPS stimulus, yielding a set of 20 EPS stimuli and a set of 20 SPS stimuli (Fig. 5a) .
For EPS stimuli, we first estimated the envelope of a vocalization by calculating the amplitude of the Hilbert transform from the original VOC stimulus. We then multiplied this amplitude envelope by broadband white noise to create the EPS stimulus. Therefore, all 20 EPS stimuli had the same flat spectral content. Thus, these stimuli could not be discriminated using spectral features, whereas the temporal envelopes (and thus the durations) of the original vocalizations were preserved. For SPS stimuli, we generated broadband white noise with a duration of 500 ms and computed its Fourier transform. Then the amplitude in the Fourier domain was replaced by the average amplitude of the corresponding VOC stimulus. We then transformed back to the time domain by the inverse-Fourier transform. This created a sound waveform that preserved the average spectrum of the original vocalization with a flat temporal envelope, random phase, and a duration of 500 ms. We then imposed a 2 ms cosine rise/fall to avoid abrupt onset/offset of the sound. Therefore, all 20 SPS stimuli had nearly identical, flat temporal envelopes, such that these stimuli could not be discriminated using temporal features, while the average spectral power of the original vocalizations was preserved.
We presented these 60 stimuli in pseudorandom order with an interstimulus interval of 3 s. Each stimulus was presented 60 times. The sound pressure levels of the stimuli measured by a sound level meter (2237A; Brü el & Kjaer) ranged from 65 to 72 dB at a location close to the animal's ear.
Electrophysiological recording and stimulus presentation. During the experiment, the monkey was placed in a sound-attenuating booth (Biocoustics Instruments). We presented the sound stimuli while the monkey sat in a primate chair and listened passively with its head fixed. We monitored the monkey's behavioral state through a video camera and microphone connected to a PC. Juice rewards were provided at short, random intervals to keep the monkeys awake. The sound stimuli were loaded digitally into an RZ2 base station (50 kHz sampling rate, 24 bit D/A; Tucker Davis Technology) and presented through a calibrated freefield speaker (Reveal 501A; Tannoy) located 50 cm in front of the animal. The auditory evoked potentials from the 128 channels of the ECoG array were bandpassed between 2 and 500 Hz, digitally sampled at 1500 Hz, and stored on hard-disk drives by a PZ2-128 preamplifier and the RZ2 base station.
Data analysis. MATLAB (MathWorks) was used for off-line analysis of the neural data. There was little significant auditory evoked power above 250 Hz. Therefore, we low-pass filtered and resampled the data at 500 Hz to speed up the calculations and reduce the amount of memory necessary for the analysis. The field potential data from each site was re-referenced by subtracting the average of all sites within the same array (Kellis et al., 2010) . The broadband waveform was obtained by filtering the field potential between 4 and 200 Hz. For the analysis with bandpassed waveform, the field potential was bandpass filtered in the following conventionally defined frequency ranges: theta (4 -8 Hz), alpha (8 -13 Hz), beta (13-30 Hz), low-gamma (30 -60 Hz), and high-gamma (60 -200 Hz) (Leopold et al., 2003; Edwards et al., 2005) . We filtered the field potential with a Butterworth filter. This was done by convolving the field potential waveforms with a kernel, which results in a phase shift of the convolved waveform. We achieved a zero-phase shift by processing the data in both forward and reverse directions in time ("filtfilt" function in MATLAB), because the phase shift induced by filtering in the forward direction is canceled out by filtering in the reverse direction. The 96 sites on the STP were grouped based on the characteristic frequency maps obtained from the high-gamma power of the evoked response to a set of pure-tone stimuli (Fig. 1b; Fukushima et al., 2012) . The four sectors were estimated to correspond to the following subdivisions within the auditory cortex: Sec (Sector) 1, A1 (primary auditory cortex)/ML (middle lateral belt); Sec 2, R (rostral core region of the auditory cortex)/AL (anterior lateral belt region of the auditory cortex); Sec 3, RTL (lateral rostrotemporal belt region of the auditory cortex); Sec 4, RTp (rostrotemporal pole area).
Classification analysis. We performed classification analysis using a linear multinomial classifier. The predictor variable for the classifier (x) was the evoked waveform following the onset of the stimulus. This waveform was used to predict which stimulus was presented.
Classification analysis was always performed only within an individual stimulus set (e.g., the VOC stimulus trials were always analyzed separately from the EPS stimulus trials). There were 20 different stimuli to be classified within each of the three different stimulus types (VOC, EPS, and SPS). Therefore, chance performance in terms of fraction correct for each type was 0.05.
We used a multinomial regression model with a softmax-link function for estimating the posterior probability of the stimuli, given the evoked responses. That is, the posterior probability of stimulus k given evoked response vector x was modeled as the following multinomial distribution:
1 for j ϭ k 0 for j k for the stimulus k, x 0 ϭ 1 is the dummy variable for the intercept term.
The evoked response vector (x) for decoding from a single site is the evoked waveform from that site, and therefore N is the number of data points in the waveform. For decoding from multiple sites, x is the concatenated waveforms from multiple sites, and thus N ϭ(the number of the waveform data points) ϫ (the number of sites in a sector). In addition, each element of this vector was standardized, across trials, to have zero mean and unit variance. The parameter vector represents the model coefficients.
Therefore, the log likelihood of the parameter vector is
for the mth trial in the training dataset (the total number of trials in the training dataset is M).
Parameters were estimated by maximizing the log-likelihood using cross-validated early stopping to control for overfitting (Kjaer et al., 1994; Skouras et al., 1994; Kay et al., 2008; Cruz et al., 2011; Pasley et al., 2012) . This allowed us to evaluate the classification performance for combined sites over a large time window on a single trial basis. The parameter estimation proceeded as follows. First, the dataset was divided into the following three sets: a training set (two-thirds of all trials), a validation set (one-sixth of all trials), and a stopping set (one-sixth of all trials). The training set was used to update the parameters such that the log-likelihood was improved on each iteration through the data. The stopping set was used to decide when to stop the iterations on the training data. The iteration was stopped when the log-likelihood function value calculated with the stopping set became smaller than the value in the previous iteration. Then this classifier was used to classify the data from the validation set trial by trial. We repeated this for all six possible divisions of the data. The fraction of trials correctly classified in all validation datasets was then used as the measurement of classification performance. To estimate the classification performance from the evoked power (Fig. 8b) , we used squared waveforms and repeated the same procedure.
ANOVA. All ANOVAs were performed as mixed models with monkey modeled as a random effect. They were implemented in JMP 10.0 (SAS Institute Inc.). Fixed effects varied depending upon the analysis. Specifically, for Figure 4a , vocalization category (Grunt, Bark, Scream, Girney/Warble, Coo ϩ other, or Coo) and stimulus number were fixed effects, with stimulus number nested under vocalization category. For Figure 4 , b and c, stimulus number and group (Coo or non-Coo) were fixed effects, with stimulus number nested under group. For Figure 6 , a or b, stimulus number (1-20) and type (1-3: VOC, EPS, or SPS) were modeled as fixed effects to evaluate difference in performance among types. To evaluate the magnitude of the classification performance difference in Figure 6c , type of performance difference (P VOC Ϫ P EPS or P VOC Ϫ P SPS ) and sector (1-4) were fixed effects. For Figure 6d , type and sector were fixed effects. For Figure  7a , frequency band (theta, alpha, beta, low-gamma, or high-gamma) was a fixed effect. The tests for Figures 6, c and d, and 7 were performed separately for each of the four sectors. For Figure 8a , type and frequency band were fixed effects. For Figure 8b , predictor type (waveform or power) and frequency band were fixed effects. All post hoc comparisons were performed using Tukey's HSD. For simplicity, although all main effects were significant, we report only the Tukey's HSD results, as these are valid without significant main effects in an ANOVA (Zar, 2009) .
Results
We recorded auditory evoked potentials simultaneously from 96 sites across three chronically implanted ECoG arrays in the lateral sulcus of three monkeys (Fig. 1a) . The simultaneous recording of all sites allowed us to compare the pattern of neural responses across multiple cortical areas, controlling for factors that vary across time, including monkey vigilance, cortical excitability, and/or history of stimulus presentations. As in our previous study (Fukushima et al., 2012) , the 96 sites on the STP were grouped into four sectors, based on frequency reversals in tonotopic maps obtained from responses to a set of pure-tone stimuli ( Fig. 1b ; see Materials and Methods).
Combined sites within each sector produced better classification performance for vocalizations than individual sites
The auditory stimuli included 20 conspecific macaque vocalizations (Fig. 2a,b) . The vocalization stimuli evoked robust responses in the ECoG arrays (Fig. 2c) . To quantify the information about the stimuli coded in the evoked responses, we performed classification analysis using the trial-by-trial evoked waveforms recorded from each sector to predict the identity of the vocalization stimulus presented on each trial. The measurement of information reported is the fraction of correctly classified trials (chance level ϭ 0.05 as there were 20 stimuli in each set). We performed the classification analysis using either (1) each of the 96 sites separately or (2) all of the sites within each of the four sectors simultaneously. First, we examined the temporal accumulation of information by carrying out the analysis with 20 different window lengths (50 -1000 ms after stimulus onset in 50 ms steps; Fig. 3a) . Analyses that included each site separately assessed the contribution of individual sites to the population information, whereas analyses that included all sites within a sector estimated the information present simultaneously within an entire sector. Note that this analysis with combined sites takes advantage of activation patterns across multiple sites in single trials, and thus it does not simply average activity across sites within a region (see Materials and Methods) . This procedure could also be referred to as "pattern classification" or "multi-site analysis." Recording with ECoG arrays yielded high fidelity signals that resulted in robust classification performance (Fig. 3a) . The classification performance from the combined sites was always higher than for any individual channel for all sectors in all monkeys (Fig. 3a,b) . This shows that the regularized classifier can extract the information about vocalizations distributed across recording sites within each of the four sectors. We also found that the classification performance generally increased for larger time windows and reached peak performance at ϳ600 ms (Fig. 3a, red  dots) . Henceforth, unless otherwise noted, the results we report are based on performance from the combined sites in each of the four sectors at the optimal window size.
Systematic decrease in classification performance from caudal to rostral sectors Although robust decoding performance well above chance level was obtained in all four sectors, the average classification performance decreased systematically from caudal to rostral sectors (Fig. 3c) . To identify the source of the decrease in performance, we examined the classification performance for each of the 20 VOC stimuli individually (Fig. 3d) . Interestingly, despite the low average performance level in the rostral sectors, the classification performance for some of the VOC stimuli remained elevated, often being quite high for the best-classified stimulus, while it dropped for others (Fig. 3d, red and cyan lines for Sectors 3 and 4, respectively). This suggests that the rostral, higher auditory cortex does not represent all types of conspecific vocalizations equally: it maintains higher discriminability for a particular subset of vocalizations relative to others.
Enhanced discrimination for individual "Coo" vocalizations
We next examined whether the difference in performance across stimuli found in Sector 4 might be related to categorical differences among the vocalizations (Fig.  4) . The 20 VOC stimuli can be grouped into six categories (Grunt, Bark, Scream, Girney/Warble, Coo, and Coo combined with other sounds; Fig. 2a ; Poremba et al., 2004; Kikuchi et al., 2010) . Classification performance among these categories differed significantly in Sector 4 (F (5,38) ϭ 4.012, p ϭ 0.0051; see Materials and Methods) as well as in Sectors 2 (F (5,38) ϭ 5.33, p Ͻ 0.001) and 3 (F (5,38) ϭ 7.58, p Ͻ 0.001). In particular, classification performance was highest for Coo and "Coo combined with others" categories in Sector 4 (Fig. 4a) . Directly comparing these Coo groups and the "non-Coo" groups ( Fig. 4b) , we found significant differences in the rostral sectors (Sector 3, F (1,38) ϭ 13.23, p Ͻ 0.001; Sector 4, F (1,38) ϭ 19.15, p Ͻ 0.001; see Materials and Methods) but not in the caudal sectors (p Ͼ 0.05). Thus, the large performance difference within Sector 4 is related to the categorical identity of the stimuli.
Note that the mean duration of stimuli in the Coo group (641 Ϯ 8 ms, mean Ϯ SEM) is longer than that in the non-Coo group (400 Ϯ 5 ms). To examine whether this explained the specific increase in classification performance for the Coo groups, we performed an additional classification analysis with a shorter time window (200 ms), to eliminate the effect of stimulus duration. In this analysis there was still a significant difference in the performance between Coo and non-Coo groups in Sector 4 (F (1,38) ϭ 14.82, p Ͻ 0.0004; Fig. 4c ; see Materials and Methods). Thus, these analyses suggest that the population activity in rostral STP contains more information about Coo calls.
Conjoined spectral and temporal features are necessary to explain neural discrimination in the rostral sector Any vocalization is a specific combination of spectral and temporal features. To examine which of these two features was being coded within each sector, we synthesized two sets of stimuli, each of which retained only one or the other feature of the original vocalizations. Specifically, one type was EPS, and the other, SPS (see Materials and Methods; Fig. 5a ). For all 20 EPS stimuli, the spectral content of the original calls was replaced with a flat spectral distribution, while for all 20 SPS stimuli, the temporal envelopes of the original calls were replaced with a flat temporal envelope (Fig. 5a) . Thus, discriminating the stimuli within each synthetic sound set, EPS or SPS, could only be accomplished using the preserved auditory dimension, temporal or spectral, respectively. Like the vocalization stimuli, the synthetic stimuli evoked robust responses throughout the caudal and rostral sectors (Fig. 5b) . We performed the same classification analysis for each of these synthetic stimulus sets as we had for the VOC set. Then we compared classification performance across all three sets (see Materials and Methods).
In the two caudal sectors (Sectors 1 and 2), the vocalizations and synthetic sound sets were classified with similar, high levels of accuracy (Fig. 6a,b) . In contrast, classification performance in the two rostral sectors (Sectors 3 and 4) differed between the original vocalizations and the matched synthetic sound sets. In both rostral sectors, and particularly in Sector 4, the neural classification among vocal stimuli was much higher than among either of the two synthetic sound sets (Fig. 6a,b) .
To evaluate this relative enhancement of classification performance statistically, we proceeded in two steps. First, we examined Variability in the performance is explained by the difference in vocalization category. a, Classification performance within each sector for each of six vocalization categories (Grunt, n ϭ 2 stimuli; Bark, n ϭ 6; Scream, n ϭ 4; Girney Warble, n ϭ 2; Coo ϩ other, n ϭ 2; Coo, n ϭ 4; mean Ϯ SEM, N ϭ n ϫ 3 monkeys). b, Mean classification performance (P Ϯ SEM) for the three monkeys by sector for both the non-Coo group of vocalizations (green bars, n ϭ 14 stimuli consisting of Grunts, Barks, Screams, and Girney Warble) and the Coo group (yellow bars, n ϭ 6 stimuli consisting of Coos and Coos ϩ other). c, Mean classification performance (P Ϯ SEM) based on the first 200 ms of the evoked potentials. Brackets connect pairs that differed significantly (see Materials and Methods).
whether the average classification performance (P) for the VOC set (P VOC ) of 20 stimuli was higher than the average performance for each synthetic sound set of 20 stimuli (P EPS , P SPS ) in each area separately (Fig. 6a) . We found that the classification performance for the VOC set was higher than that for the EPS set in Sectors 1 (Tukey's HSD, p Ͻ 0.001, see Materials and Methods), 2 ( p ϭ 0.0077), 3 ( p Ͻ 0.001), and 4 ( p Ͻ 0.001), and higher than that for the SPS set in Sectors 3 ( p Ͻ 0.001) and 4 ( p Ͻ 0.001). The classification performance for the SPS set was significantly higher than that for the EPS set only in Sector 1 (p Ͻ 0.0004).
Next, we examined whether the magnitudes of this relative increase in classification performance differed among the sectors (Fig. 6c) . We found that both P VOC Ϫ P EPS and P VOC Ϫ P SPS were greater in Sectors 3 and 4 than in either Sectors 1 or 2 (Tukey's HSD, p Ͻ 0.001 for all except P VOC Ϫ P EPS in Sectors 3 vs 2, in which the p value was 0.0063; Fig. 6c, orange bars) . Thus, the rostral sectors, but not the caudal sectors, coded vocalizations better than the synthetic sound sets. Therefore, neural discrimination in the higher rostral cortex cannot be explained by the isolated temporal or spectral features of the vocalizations, suggesting that the natural conjunction of these features in vocalizations is an essential aspect of neural discrimination in the rostral auditory cortex.
We also examined the degree to which the difference in classifier performance across individual vocalizations could be explained by the difference in performance of the synthetic stimuli. To quantify this difference across individual stimuli, we calculated the variance of the performance within each sector (Fig. 6d) . Small variance within a stimulus set indicates similar performance across stimuli, whereas large variance indicates elevated performance for a subset of those stimuli. We found that the variance for the VOC set systematically increased from Sector 1 to Sector 4. However, the variance for the synthetic stimuli peaked in Sector 3 and dropped in Sector 4 (Fig. 6d) . As a result, the variance in classification performance for VOC stimuli was significantly higher than that for the synthetic sound sets only in Sector 4 (Tukey's HSD, p ϭ 0.025 for VOC vs EPS, p ϭ 0.012 for VOC vs SPS). Thus, whereas the difference in performance across individual stimuli for the VOC set in Sectors 1, 2, and 3 can be explained by the difference in either the spectral or the temporal features preserved in that particular synthetic sound set, the high variance in performance of the VOC set in Sector 4 cannot be explained in the same way.
Note also that the stimuli in the EPS set have exactly the same duration distribution as those in the VOC set. Therefore, the small performance variability of the EPS set in Sector 4 suggests that the difference in stimulus duration alone (Fig. 2b) cannot explain either the difference in performance across individual VOC stimuli or the specific increase in classification performance for a subset of VOC stimuli (e.g., Coo; Fig. 4) . Thus, these results suggest that the most rostral sector (Sector 4) is distinctly different from other sectors in combining spectral and temporal features in vocalizations.
Dominance of theta band in rostral STP vocalization coding
The above results were obtained from broadband (4 -200 Hz) evoked waveforms. Examination of the spectrograms of the evoked responses indicated that there was greater power at high frequencies (e.g., high-gamma band, 60 -200 Hz) in the caudal than in the rostral STP (Fig. 2c) . On the other hand, lowfrequency power (e.g., theta band, 4 -8 Hz) was present in both caudal and rostral sites. These observations suggest that the vocalizationspecific coding in rostral areas may rely most heavily on low-frequency response components. To test this hypothesis, we compared the information estimated from the broadband evoked waveforms with that present in individual frequency bands (theta, alpha, beta, low-gamma, and highgamma; Fig. 7) .
The enhanced coding for vocal stimuli in rostral areas was expressed predominantly in the theta frequency range. While classification performance using different frequency bands was similar in the caudal Sectors 1 and 2, it differed significantly across these bands in the rostral sectors: Sector 3 (F (4,8) ϭ 7.98, p ϭ 0.007) and Sector 4 (F (4,8) ϭ 21.26; p Ͻ 0.001; Fig.  7a ). In Sector 3, the classification performance of the theta band was significantly higher than the performance of the lowgamma and high-gamma bands (Tukey's HSD, p ϭ 0.016 for low-gamma, p ϭ 0.008 for high-gamma), whereas in Sector 4, theta band performance was significantly higher than that of all other bands ( p ϭ 0.017 for alpha, p ϭ 0.001 for beta and low-gamma, and p Ͻ 0.001 for high-gamma).
Although the performance in Sector 4 was highest in the theta band, highfrequency components in Sector 4 still yielded significant classification performance. We examined how much of this could be explained by either the temporal or the spectral features of the vocalizations and found that the classification performance for the VOC set (P VOC ) was significantly greater than that for either of the synthetic sound sets in both the theta band (Tukey's HSD for VOC vs EPS and VOC vs SPS, p Ͻ 0.001 for each) and the alpha band (Tukey's HSD for VOC vs EPS, p ϭ 0.006; VOC vs SPS, p ϭ 0.014), but not in the beta, low-gamma, or highgamma bands ( p Ͼ 0.05; Fig. 8a ). This suggests that the classification performance for the VOC set from the slowwave components (theta or alpha) cannot be explained simply by the difference in acoustic features available in the synthetic sound sets (e.g., the slowly modulated envelope which is present in the EPS set), and thus these components contribute significantly to the coding of vocalizations. On the other hand, the difference in acoustic features in the synthetic sounds could explain the classification performance from the high-frequency components (beta, low-gamma, and highgamma) applied to the VOC set. This suggests that information about conjoined spectral and temporal features in vocalizations in the rostral sector are selectively carried by the slow-wave components of the evoked potentials.
To examine which feature of the evoked waveform contributed to coding vocalizations in Sector 4, we compared the classification performance obtained from the power of the evoked response to that obtained from the evoked waveform ( Fig. 8b ; see Materials and Methods). We found that the information in the waveform was consistently higher than the information in the power, except at the highest frequency band (i.e., high-gamma). The classification performance of the broadband waveform was significantly different from that of the power (Tukey's HSD, p Ͻ 0.0001). The theta band was the only component that showed a significant difference in performance between the evoked waveform and the power (Tukey's HSD, p ϭ 0.0005). The similarity in performance of the broadband and theta band activity again indicates the importance of the contribution that the theta band activity makes to the coding of vocalizations. Also, the significant Figure 2a . c, Difference in classification performance between the VOC (P VOC ) and EPS sets (P EPS ; orange bars) and between the VOC and SPS sets (P SPS ; blue bars). Brackets connect sectors that differ significantly (see text). The performance difference was obtained by averaging for 20 stimuli for each stimulus set in each of three monkeys (mean Ϯ SEM, N ϭ 3 monkeys ϫ 20 stimuli). d, Variance in classification performance across the 20 stimuli for each of the three stimulus sets, in each sector, averaged across the three monkeys (mean Ϯ SEM).
difference in performance between the waveform and the power points to a role for the phase of the theta-band waveform in coding vocalizations in Sector 4.
Discussion
In the current study, we investigated neural coding of conspecific vocalizations by simultaneously recording auditory evoked potentials from multiple auditory areas in the ventral stream. We then used a multivariate regularized classifier to decode the evoked potentials and estimate information about vocalizations within each area. We found a gradual decrease in the level of overall classification performance from the caudal to rostral sectors (Fig. 3c) . Despite the decreased performance in the rostral sectors, the performance for the best-classified stimulus in Sector 4 remained high (ϳ0.7; Fig. 3d , cyan line), and thus there was a considerable difference in classifier performance across stimuli in the rostral sectors. Further analysis showed that different vocalization categories exhibited different levels of classification performance (Fig. 4) .
Several of these results are consistent with previous observations in the visual system. First, decoding studies in fMRI have shown a decrease in classification performance along the visual cortical hierarchy from V1 to V3 (Miyawaki et al., 2008) , which is similar to the performance decrease we found from the caudal to rostral auditory areas. Second, rostral, high-level visual cortex contributes to coding the semantic content of images rather than low-level visual features (Naselaris et al., 2009). Our results also suggest that coding of auditory stimuli in higher auditory cortex might not be based simply on low-level auditory features, as we found a difference in classification accuracy in the rostral STP across vocalization categories (i.e., Coo calls were better represented than other calls).
One caveat is that the ECoG electrode arrays recorded field potentials from the cortical surface. Therefore, we cannot say for certain whether the same results would hold if one recorded from a large group of neurons within each cortical area, along the extent of the STP. However, the arrays do reveal a consistent map of characteristic frequency, and this is known to be a feature of single neurons in auditory cortex (Fukushima et al., 2012) . ECoG array recordings also reflect the retinotopic map in V1, similar to the one that is obtained from single-unit spikes recorded from depth electrodes (Rols et al., 2001; Bosman et al., 2012) . Also, simultaneous recording with ECoG and depth electrodes has demonstrated a high correlation between evoked potentials recorded with ECoG and depth electrodes at the same cortical locations (Toda et al., 2011) .
Conjoined spectral and temporal features are necessary to explain coding property in the rostral auditory cortex
The data also showed another trend in the caudorostral direction: neural classification performance in rostral STP was significantly better for vocalizations than for the synthetic stimuli (EPS or SPS; Fig. 6c ). This difference was smaller in primary auditory cortex but increased gradually along the ventral auditory pathway. The high classification performance in primary auditory cortex can be understood in terms of the functional properties of this area. Neurons there tend to respond to simple and natural stimuli (Wang et al., 1995; Kikuchi et al., 2010) and reliably follow the temporal modulation of acoustic stimuli (Bendor and Wang, 2007; Scott et al., 2011) . This pattern of responses would produce distinct population-response profiles to sounds with different spectrotemporal content, regardless of stimulus type. This is consistent with our results, which reflect nonselective processing of vocalizations and synthetic stimuli in the primary auditory cortex (Fig. 6a, Sectors 1 and 2) . Evidently, in this area, differences in either the temporal or the spectral features of the original vocalizations are sufficient to drive unique population representations. For the rostral sectors, on the other hand, the vocalizations and synthetic stimuli are not equally represented. This suggests that conjoined spectral and temporal features are necessary to produce a level of neural discrimination as high as that produced by the original vocalizations. This is consistent with the hypothesis that the most rostral auditory areas act as detectors for complex spectrotemporal features (Bendor and Wang, 2008) .
Enhanced discrimination for particular sound classes in rostral auditory cortex
The enhanced discrimination we found for a subset of vocalizations (specifically, Coo calls) in rostral auditory cortex raises questions of why such an enhancement exists, what could drive such an enhancement, and whether the enhancement is specific to vocalizations. The better representation of harmonically structured Coo calls over other vocalizations, such as broadband grunts, might be rooted in their ecological value with respect to information about the individual caller. For example, previous behavioral studies have demonstrated that Coo calls convey behaviorally relevant information such as body size, which could be related to individual identity (May et al., 1989; Rendall et al., 1998; Ghazanfar et al., 2007) . Another possible explanation for better classification performance for Coo calls would be an increased sensitivity to harmonically structured sounds (not exclusive to vocalizations) in anterior auditory cortical fields. The features of harmonic sounds are coded in specific regions in human and monkey auditory cortex (Bendor and Wang, 2005; Norman-Haignere et al., 2013) . The harmonic-phase coding is also a feature thought to be essential for stimulating ventrolateral prefrontal cortex (Averbeck and Romanski, 2004) , a region of the brain closely connected to the animals' behavioral responses. Whether these or still other mechanisms underlie enhanced discrimination of Coo sounds in anterior sectors of the STP requires further investigation.
The rostral auditory cortex may also be able to expand the neural representation of behaviorally relevant nonvocalization sounds, although we did not examine this in our study. In humans, it has been shown previously that speech-sensitive regions of the left posterior superior temporal sulcus become sensitive to artificial sounds with which subjects have been trained in a behavioral task (Leech et al., 2009) . There have been similar findings in the visual system, where it has been shown that expertise on nonface objects recruits face-selective areas (Gauthier et al., 1999 (Gauthier et al., , 2000 . It would be interesting to test whether training monkeys with nonvocalization sounds would improve neural discrimination selectively in rostral, higher auditory cortex. A previous study reported that the number of neurons responsive to white noise increased in the rostral auditory cortex in monkeys trained to release a bar in response to white noise to obtain a juice reward (Kikuchi et al., 2010) .
Coding of vocalization is supported by theta band activity
Our analysis showed that while information from the theta band was robust throughout all four sectors of the STP, it dominated the selective discrimination of vocalizations in the rostral sectors (Fig. 7) . It is important to note that there was also less power in higher frequency bands such as gamma in the rostral sector (Fig.  2c) , and this may account for some of our results. However, in Sector 4, classification performances for all frequency bands were still significantly higher than chance, and we showed that the classification performance for VOC stimuli was significantly different from that for synthetic stimuli only in the theta band (Fig.  8a) . This supports the idea that conjoined features in vocalizations are coded in theta components in the rostral sector. This cannot entirely be explained by a general reduction of evoked power in high-frequency components, suggesting the importance of theta oscillation in coding vocalizations in the rostral sector.
In the rostral auditory cortex, the temporal profile of neural responses does not precisely follow temporal modulations in acoustic stimuli (Bendor and Wang, 2010; Scott et al., 2011) . Temporally modulated sounds such as acoustic flutter can, however, be well encoded by firing rate in rostral areas, suggesting that there is a transformation from temporal to rate code as one progresses from the caudal to rostral auditory cortex (Bendor and Wang, 2007) . This transformation to a rate code implies a reduction in stimulus-driven synchronized spiking activity among local populations of neurons in the rostral auditory cortex. Interestingly, recent studies have suggested that increases in higher frequency power can be regarded as an index of the degree of synchronization in local populations of neurons (Buzsáki et al., 2012) . Thus, our finding of a reduction of high-frequency evoked power in the rostral sector might reflect the rate coding of sounds in this sector.
It has also been suggested that the theta band is an intrinsic temporal reference frame that could increase the information encoded by spikes (Panzeri et al., 2010; . This mechanism also has the potential to add information to spiking activity and thereby help the coding of sounds in the rostral area where spike timing relative to stimulus onset is not as reliable as that in primary auditory cortex (Bendor and Wang, 2010; Kikuchi et al., 2010; Scott et al., 2011) .
Thus, one interpretation of our results is that the caudorostral processing pathway selectively extracts conjoined high-level features of vocalizations and represents them with a temporal struct- Figure 7a . The black dotted line indicates chance level performance (0.05). Brackets indicate that the mean fraction correct for the power differs significantly from that for the waveform (see text). beta, ␤; low-gamma, Low␥; high-gamma, High␥.
ure that matches slow rhythms important for conspecific interaction (Singh and Theunissen, 2003; Averbeck and Romanski, 2006; Cohen et al., 2007; Hasson et al., 2012; Ghazanfar et al., 2013) .
