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AN EVIDENCE-BASED SOUNDSCAPE TAXONOMY 
Oliver Bones, Trevor J. Cox and William J. Davies 
University of Salford, Acoustics Research Centre, School of Computing, Science and Engineering, Salford, 
M5 4WT, UK 
email: o.c.bones@salford.ac.uk 
In an attempt to cultivate standardization in soundscape reporting Brown, Kang and Gjestland  [1] offered 
an influential schema by which the acoustic environment is divided initially into indoor and outdoor environ-
ments, and within each into further categories; urban, rural, wilderness, and underwater. Within each of these, 
sounds are categorised with increasing levels of detail. However, this schema is offered as an organizational 
framework for further elaboration, rather than as an evidence-based account of semantic categories. In other 
soundscape categorisation research semantic differential data are used to examine how perceptually similar 
sounds are. However, this approach typically involves prescribing descriptive terms, taken from previous re-
search or simply prescribed by the researcher, rather than eliciting descriptive terms and semantic categories 
per se. Another common method for identifying semantic categories is to perform multidimensional scaling 
and cluster analysis of similarity data generated by a pairwise comparison task. This approach avoids prescrib-
ing attributes with which to rate sounds; however the absence of semantic labelling in the task means that 
interpretation of the data is necessarily subjective, and the amount of time required to perform pairwise com-
parisons on a large number of sounds is potentially prohibitive. Here we present an evidence-based account of 
semantic categories of sounds commonly described in the soundscape literature, using a robust method based 
upon perceptual data generated by an online sorting and category-labelling task. This method is relatively 
quick to perform and elicits rather than prescribes categories and descriptive terms. 
 Keywords: taxonomy, soundscape, perception, methodology 
 
1. Introduction 
There has been much recent interest in developing an organising account of the multitude of quo-
tidian sounds experienced in everyday life. In part this is driven by the need to standardize reporting 
in the relatively new and multidisciplinary area of soundscape research. To this end Brown, Kang & 
Gjestland [1] provide an influential initial schema for categorising sounds by spatial context and 
sound source. However, from the perspective of sound perception research it is of interest to under-
stand whether these categories have ecological validity based upon experimental data. The current 
paper presents preliminary data from a study of semantic categories of sounds commonly reported in 
the soundscape literature. Whilst a comprehensive review of existing research does not fall within the 
scope of the current paper (a more comprehensive review can be found elsewhere [2]) , the motivation 
for the approach taken is briefly discussed with respect to the methodology commonly used in this 
area.  
A common approach to identifying semantic sound categories is to test how similar different 
sounds are considered to be to one another. The pairwise comparison method [3] produces a similarity 
matrix which can be further analysed using multidimensional scaling (MDS). MDS identifies the 
dimensions of the similarity data which account for the most variance, and the proximity of sounds 
within the resulting space can be made explicit via cluster-analysis. One drawback to the pairwise 
comparison method, in which each sound is compared and rated for similarity to every other sound, 
is that it is time-intensive. Moreover, whilst cluster-analysis of the dimensions resulting from MDS 
provides insight into which sounds are perceived as being similar to one another, the interpretation 
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of what the clusters represent is necessarily subjective, in that it is left to the researcher to label each 
cluster.  
The semantic differential technique [4] involves rating stimuli using attribute scales, the semantic 
descriptors for which are typically determined a priori, based upon previous research [5-8] or the 
researcher’s assumptions [9]. Semantic differential ratings are typically analysed using principle com-
ponent analysis (PCA) in order to identify the underlying structure. Whilst this approach goes some 
way towards addressing the issue of subjective researcher interpretation of the resulting categories 
since the semantic meaning of clusters of sounds can be inferred from the ratings of sounds within 
the cluster on each of the attribute scales, a drawback is the prescriptive nature of predefining the 
scales with which to rate each sound.  
Qualitative approaches such as conducting interviews [10-12], verbal descriptions [13], and lin-
guistic analysis [14-17] avoid this pitfall by allowing participants to generate their own descriptive 
terms. Similarly, methods involving free-sorting of sounds by similarity into categories which the 
participant then labels [16, 18, 19] is advantageous with respect to ecological validity. An extension 
of the method described by Kawaii et al. [19] is employed here, whereby correspondence analysis of 
a contingency table of data resulting from a free-sorting task is used to extract dimensions for cluster-
analysis. The ecological validity of the approach lies in the use of the descriptive words generated by 
the sorting task in the objective interpretation of the resulting categories. This approach was employed 
previously to investigate categories of frequently used search terms on the Freesound.org audio data-
base [20]. Here we present preliminary data using the same method to investigate sounds frequently 
reported in the soundscape literature.  
 
2. Methods and analysis 
2.1 Stimuli and participants 
Stimuli were five second clips taken from Freesound.org, equalised in RMS, and selected so as to 
be representative of sounds described in a number of studies from the soundscape literature [1, 3, 19, 
21, 22]. In previous taxonomies an emphasis is placed on sounds occurring in multiple contexts [1]. 
Therefore an effort was made to include examples of sounds recorded indoors and outdoors where 
this was possible. In some cases these were recordings of sounds occurring outside, recorded from 
indoors e.g. ‘Fireworks_2’. In other cases these were recordings which were audibly recorded in dif-
ferent sized spaces e.g. ‘Laughter_1’ sounds like it was recorded in a large room due to the audible 
reverberations, whereas ‘Laughter_2’ does not contain audible reverberations.  
The study was run online, and data from 20 participants is presented here. Future work using this 
method will include a larger number of participants; however, the emergent categories with 20 par-
ticipants are consistent with categories resulting from a previous study of frequently used audio search 
terms [20].  
 
2.2 Card-sorting 
At the onset of the experiment all sounds, each of which was represented by a tile containing a 
single word descriptor (e.g. Road_1), were arranged in a random order in a ‘Sound Bank’ panel on 
the left hand side of the screen. Instructions at the top of the screen directed participants to: 
 
• group similar sounds together by dragging them from the Sound Bank into the five groups; 
• use all five groups; 
• give each group a label to describe the group; 
• click the words once to hear the sound. 
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No time limit was imposed. The average time taken was approximately 20 minutes.  
 
2.3 Contingency table 
Following the methodology described by Kawai et al. [19] the data from each participant were 
initially collected as a 60 (sounds) x 5 (category names) contingency table of 1s and 0s, where a 1 
indicated that a sound corresponded to a given category. At the end of the study data from all 20 
participants were collated into a 60 x 100 contingency table of 1s and 0s. In an extension to this 
approach, data from the contingency table was pooled column-wise in order to combine categories 
that were the same and to increase the power of the analysis. The 100 category names were initially 
processed by: 
 
• removing white space; 
• removing special characters; 
• removing the words ‘sound’ and ‘sounds’; 
• removing numbers; 
• converting to lower-case; 
• correcting spelling. 
 
Category names were then stemmed (e.g. ‘natural’ and ‘nature’ were reduced to ‘natur-’) before 
restoring each stem to the most common pre-stemming version of that word (e.g. ‘natural’). Catego-
ries which had either the same name following this process, or which were identified as synonyms by 
Microsoft’s synonym checker were then pooled. This process resulted in a contingency table with 70 
categories, and which contained numbers other than 1s and 0s. Hereafter category names are referred 
to as ‘descriptive words’.  
 
2.4 Correspondence analysis and hierarchical cluster analysis 
Correspondence analysis (CA), a method similar to PCA but suitable for categorical rather than 
continuous data, was used to identify the principle dimensions of the data and to visualise row points 
(sounds) and column points (categories) in a low-dimensional space. A number of dimensions suffi-
cient to retain 50% of the variance was selected. Agglomerative hierarchical cluster analysis was 
performed on the dimensions resulting from CA using Ward’s criterion. Clusters were interpreted by 
the descriptive words that contributed to each cluster. The contribution of each descriptive word to 
each cluster was assessed by comparing global frequency (the sum of a descriptive word’s column in 
the contingency table i.e. the total number of times a sound was assigned to the descriptive word) to 
the internal frequency for a given cluster (the number of times sounds within a cluster were assigned 
to that descriptive word). Significance of over- or under-representation of each descriptive word 
within each cluster was assessed using the hypergeometric distribution. 
 
3. Results 
The variance retained by the first five dimensions of the CA is displayed in Table 1. Although the 
variance retained is relatively low (38.62% cumulatively for the first three dimensions) compared to 
that reported from PCA of semantic differential data [5-7], it is comparable to reported results using 
CA [19]. The correlation coefficient between rows and columns, calculated as the square root of the 
sum of eigenvalues, was high (1.82), indicating a strong association between sounds and categories. 
Similarly, the chi-square statistic (4660.04) was found to be significant (p=0.005). Figure 1 displays 
sounds plotted on the first two dimensions. 
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Table 1: Eigenvalues and variance retained by the first five dimensions 
 Dim. 1 Dim. 2 Dim. 3 Dim. 4 Dim. 5 
Eigenvalue 0.48 0.46 0.35 0.27 0.19 
% of Vari-
ance 14.42 13.79 10.42 8.02 5.77 
Cumulative 
% 14.42 28.2 38.62 46.64 52.42 
 
The results from the hierarchical cluster analysis are displayed in Figure 1, and also as a dendro-
gram in Figure 2. Five descriptive words were significantly over-represented in Cluster 1, ten in Clus-
ter 2, five in Cluster 3, eight in Cluster 4, and 13 in Cluster 5. In the interests of space, only the four 
most significantly associated descriptive words for each cluster are presented here in Table 2, in de-
scending order of internal frequency relative to global frequency, and therefore in ascending order of 
p-value. All p-values were <0.001 and are therefore not presented.   
The descriptive words from Table 2 with the largest internal frequency relative to global frequency 
for each cluster were taken as the cluster name (see Fig. 2), except in the case of Cluster 5 where 
‘Mechanical’ was deemed more descriptive than ‘Constant’.  
 
 
 
Figure 1: Sounds arranged on the first two dimensions 
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Table 2: Descriptive words associated with each cluster. Category names are indicated by an asterisk. 
 
 Descriptive Word  Internal Freq. (%) Global Freq. (%) 
Cluster 1 Human* 23 4.67 
 People 10.5 1.83 
 Vocal 7.5 1.42 
 Living 4 0.833 
Cluster 2 Music* 19.33 5.67 
 Tones 5 1.25 
 Alerts 4 1 
 Rushing 3.67 1.08 
Cluster 3 Natural* 30 7.08 
 Scary 3.33 0.67 
 Sudden 3.33 0.75 
 Weather 1.67 0.25 
Cluster 4 Objects* 5 1 
 Short 8 2.67 
 Random 5.5 1.42 
 Inside 8 2.83 
Cluster 5 Constant 7.5 2.75 
 Mechanical* 6.56 2.25 
 Industrial 3.75 1.25 
 Machinery 2.5 0.67  
 
 
4. Discussion 
Previous work with a sample size of 101 investigating the semantic categories of frequently used 
audio search terms using the method described here produced the categories: Nature; Music; Urban; 
Human; and Effects. In the present study with a relatively small sample size of 20, similar categories 
were generated: Mechanical; Objects; Natural; Human; and Music. The sound-source categories pro-
posed by Brown, Kang & Gjestland  [1] are: Motorized Transport; Human Movement; Electro-Me-
chanical; Voices and Instruments (amplified / non-amplified); Social/Communal; Other Human; Na-
ture; and Domesticated Animals.  
The results here are consistent with the previous suggestion [16] that acoustic parameters do not 
necessarily discriminate categorisation at this level e.g. dog sounds and water sounds are categorised 
as Natural, despite their obvious acoustic differences. On the other hand, the categorisation of tonal 
sounds such as the car horn of ‘Road_1’ and the sonar of ‘Marine_1’ as Music—rather than Motorized 
transport [1]—suggests the physical parameters of the sound did influence categorisation in these 
cases. It has been suggested previously that this is likely to occur when source identification is am-
biguous [16], although in the present study this is unlikely to have been the case since text descriptors 
of each sound were provided. The majority of sounds from the Electro-mechanical [1] category are 
categorised here as Mechanical, with the exception of some domestic sounds, such as ‘Toilet’ and 
‘Cutlery’, which are categorised as Objects. It is interesting to note that both ‘Footsteps’ sounds were 
also categorised as Objects, rather than as Human. This is presumably because they were categorised  
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Figure 2: Sounds arranged in a cluster dendrogram 
based on the sound of the foot’s impact against a surface, rather than as being human sounds per se.  
In general, the results are consistent with multiple categorisation strategies being deployed; primarily 
based on semantic information, but with inferred source attributes (e.g. ‘Footsteps’) and acoustic at-
tributes (e.g. ‘Road_1’) also being used.  
Sounds from the Voices and Instruments categories [1] are distributed here between Human and 
Music, with ‘Singing’ judged to be a Music sound rather than Human, whilst the Social/Communal 
category [1] is distributed between Music (‘Bell’, ‘Clock-chime’, ‘Alarm’) and Mechanical (‘Fire-
works’).  
It should be noted that experimental approaches such as that employed in the present study in 
which sounds are presented in isolation and without context do not account for the role that an indi-
vidual’s interaction with and activity within a soundscape may have in their assessment of individual 
sounds [23]. However, by interpreting participant generated sound categories using participant gen-
erated descriptors the present approach represents an effort towards objectively eliciting categories 
of sound, albeit in an artificial context.  
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