Abstract. In [1] the recursive inverse eigenvalue problem for matrices was introduced. In this paper we examine an open problem on the existence of symmetric positive semidefinite solutions that was posed there. We first give several counterexamples for the general case and then characterize under which further assumptions the conjecture is valid.
1. Introduction. In [1] several classes of recursive inverse eigenvalue problems were introduced that construct matrices from eigenvalues and eigenvectors of leading principal submatrices. A simple application of such problems is the construction of Leontief models in economics, see e.g., [2] , when a feasible model with n − 1 inputs and n − 1 outputs is extended (by adding an input and an output) to a larger feasible model with prescribed equilibrium point, see [1] .
In this paper we discuss the particular case of the real symmetric recursive inverse eigenvalue problem, in the following denoted by SRIEP(n) which has the following form:
For given scalars s 1 , . . . , s n ∈ R and real vectors We use the following notation. By • we denote the Hadamard (or elementwise) product of matrices. For an n × n matrix A and increasing sequences α, β of elements in {1, 2, . . . , n}, A[α|β] denotes the submatrix of A given by the row indices α and the column indices β. Futhermore, A T denotes the transpose of A, A −T the transpose of the inverse (if it exists), and e i denotes the i-th unit vector of appropriate dimension.
The following matrices constructed from the data of the SRIEP(n) are used.
In [1] the existence and uniqueness of solutions to SRIEP(n) is characterized, and in particular it is shown that if R n is invertible, i.e., all elements r i,i are nonzero, then the solution of SRIEP(n) exists, is unique and given by the formula
Thus the unique solution A is positive definite [positive semidefinite] if and only if
But if R n is singular and if a solution exists, then it is not unique, so a natural question to ask is whether there exists a positive definite [positive semidefinite] solution. It was also shown in [1] that any solution of SRIEP(n) must satisfy the matrix equation
and hence it is clear that if there exists a positive definite [positive semidefinite] solution, then S n • (R T n R n ) has to be positive semidefinite. In [1] it was conjectured that the converse also holds, i.e.:
Let n ≥ 2, and suppose that S n •(R In this paper we show that this conjecture is generally false. We give an example which shows that SRIEP(n) does not have to posess a solution at all if the assumption of the conjecture holds. Furthermore, the conjecture fails to hold even if we add the assumption that the problem has a solution, when rank S n • (R T n R n ) ≤ n − 2. We then prove that if a solution of SRIEP(n) exists, and rank S n • (R T n R n ) > n − 2, then there exists a positive semidefinite [positive definite] solution for SRIEP(n).
2.
Counterexamples. In this section we present several counterexamples that show that the conjecture in [1] as well as several obvious modifications do not hold. 
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12 −18 −9 −18 27   is positive semidefinite and of rank 1. The system of 6 equations for the elements of A are
which has the general solution
with a 2,3 to be chosen freely. But, since det A = 3[(9 − a 2,3 )(3 − a 2,3 ) − a We can lift Example 2.2 to get counterexamples for all n, as long as rank
. . , n. Let, furthermore, s 1 = s 2 = 3, s 3 = 9 and let s i , i = 4, 5 . . . , n be any positive numbers. Then
and
is positive semidefinite of rank n − 2. The direct sum of A from Example 2.2 and I n−3 is a solution. If B is any solution, then B [3] necessarily is a solution for Example 2.2 and hence B cannot be positive semidefinite. These examples demonstrate that to prove the conjecture we have to require that the rank of S n • (R T n R n ) is at least n − 1. In the next section we show that in this case the conjecture is true.
3. Main result. In this section we present our main result and prove the conjecture for the case that rank(S n • (R T n R n )) ≥ n − 1. Theorem 3.1. Let matrices R n and S n be given such that S n •(R T n R n ) is positive semidefinite with rank(S n • (R T n R n )) ≥ n − 1. If problem SRIEP(n) has a solution then it also has a positive semidefinite solution.
Proof. Suppose first that rank(
Then it has been shown in [1] , that this solution must satisfy (1.3). This implies that R n is invertible and then it has been shown in [1] that the solution is unique, given by (1.2) and hence positive definite.
It remains to study the case that rank(S n • (R T n R n )) = n − 1. If R n is invertible, then again the solution A is unique and given by (1.2) which is a positive semidefinite matrix of rank n − 1. Hence, we may assume in the following that R n is singular.
Let A be any particular solution of SRIEP(n). Then it follows from (1.3) that rank R n = n − 1.
Using a sequence of elementary row and column operations [3] , i.e., adding scalar multiples of one row (or column) to another, it follows that there exist invertible matrices P, Q such that
with Σ n−1 of size n − 1 × n − 1, diagonal and invertible. Actually we could achieve Σ n−1 = I n−1 , but we will use a different factorization below.
It follows from (1.3) that
Then it follows from (3.2) that
and hence, since the left side has rank n − 1, we have thatÃ 11 is positive definite. Note thatÃ does not depend on Q, so we may choose P and Q so that the factorization (3.1) holds, while P is as simple as possible. We now construct such a P and, since Q does not effectÃ, we do not record the column operations. Let Z = {i ∈ {1, . . . , n} : r i,i = 0} = {i 1 , . . . , i m }, where we assume that 1 ≤ i 1 < i 2 < . . . < i m ≤ n. We call the entries r i,i with i ∈ Z pivot elements of the first type.
For every i ∈ Z, using elementary column operations, we can eliminate all offdiagonal elements in row i and, since R n is upper triangular, this will not alter any of the diagonal elements. Hence the only nonzero element in row i ∈ Z of the transformed matrixR n is the original diagonal element r i,i . Moreover,R n = [r i,j ] is still upper triangular and of rank n − 1.
Partition the set of indicesZ = {1, . . . , n}\Z into maximal disjoint subsets Z 1 , . . . , Z k of consecutive integers, representing the row numbers with vanishing diagonal elements r j,j . For example, if the zero diagonal elements of R n are r 1,1 , r 4,4 , r 5,5 , r 6,6 , r 9,9 , r 10,10 and r 14,14 , then Z 1 = {1}, Z 2 = {4, 5, 6}, Z 3 = {9, 10} and Z 4 = {14}.
Consider now an arbitrary Z j , where 1 ≤ j ≤ k and assume for simplicity that Z j = {p, p + 1, . . . , p + q}, where q ≥ 0. Then, since rankR n = n − 1, it follows that if q ≥ 1, then all entriesr l,l+1 , l = p, . . . , p + q − 1 are nonzero. We call these entries pivot elements of the second type. Furthermore, for all the blocks associated with index sets Z j = {p j , . . . , p j + q j }, j = 1, . . . , k − 1, we have that there is at least the nonzero elementr pj +qj ,s in row p j + q j , where s is the smallest element in Z j+1 . If this were not the case, then we would have that rankR n ≤ n − 2, a contradiction. We call the entriesr pj +qj ,s pivot elemnts of the third type.
Since there are no nonzero elements below the pivot elements of second type, we can perform further elementary column operations to eliminate more non pivot elements. Consider first Z 1 and eliminate (in the natural order) all the non-pivot elements in the in the rows associated using the pivots of second type. These operations do not affect any other rows associated with pivots of the second type or third type. Then we use the pivot element of the third type (if it exist) to annihilate the elements in its row, again without affecting any other rows. We proceed in the same way with the blocks associated with Z 2 , . . . , Z k , again in the natural order.
Let w denote the largest element of Z k , and letR = [r p,q ] denote the matrix obtained via this column operations applied toR n . The matrixR n has as nonzero elements all the pivot elements of first, second and third type, plus possibly some elements in row w. Since we have only used column operations, we have determined an invertible matrixQ such thatR n = R nQ .
For the remainder of the proof we consider two cases. Case 1: If w = n, then we have obtained (possibly after some additional permutation of columns) the desired form (3.1) with P = I n and henceÃ = A and the submatrix A[n − 1] is positive definite. Since r n,n = 0, it follows that the homogeneous linear system corresponding to SRIEP(n) has the matrix E n,n = e n e T n as solution. Thus all matrices of the formÂ(α) = αE n,n + A with our particular solution A, are solutions and, since A[n − 1] is positive definite, choosing α > 0 sufficiently large, we obtain thatÂ(α) is positive definite.
Case 2: If w < n then we need to perform elementary row operations using the pivots in rows w + 1, w + 1, . . . , n ofR n to annihilate the entries in positions (w, w + 1), (w, w + 2), . . . , (w, n) ofR n . The corresponding pivot elements r w+1,w+1 , r w+2,w+2 , . . . , r n,n are of first type.
Using Cramer's rule we can exactly determine the elements ofR n that we still have to eliminate, i.e., r w,w+1 = det R n [w|w + 1], r w,w+2 = − det R n [w, w + 1|w + 1, w + 2] r w+1,w+1 , r w,w+3 = det R n [w, w + 1, w + 2|w + 1, w + 2, w + 3] r w+1,w+1 r w+2,w+2 , . . . r w,n = (−1) n−w−1 det R n [w, w + 1, . . . , n − 1|w + 1, w + 2, . . . , n] r w+1,w+1 r w+2,w+2 · · · r n−1,n−1 .
Introducing the matrices of order n − w + 1,
. . . 
then with P = P 1 P 2 we have obtained invertible matrices P, Q such that (3.1) holds.
Recall that forÃ = P −T AP −1 we haveÃ[n − 1] is positive definite. As in Case 1, we show that there exists a rank 1 positive semidefinite solution A 0 of the homogeneous linear system corresponding to SRIEP(n) and a scalar α > 0 such that thatÃ + αP To show this it suffices to prove that z T R n e i = 0, for i = 1, . . . , n. This is clear for i = 1, . . . , w − 1 because of the zeros in z and for i = w, since r w,w = 0. To prove this for i = w + 1, . . . , n, we have to show that z T R n [w, w + 1, . . . , n|w + 1, w + 2, . . . , n] = 0, but this is exactly how we have constructedz and follows from Cramer's rule. By construction we also have that z T P −1 = e T n and hence
The same argument as in Case 1 gives the existence of a positive definite solution. The interesting case in the proof of Theorem 3.1 is when rank R n = n − 1. In this case we needed to add a particular solution of the homogeneous system corresponding to SRIEP(n) in order to get a positive definite solution.
Thus it is intersting to study the homogeneous system in slightly more detail. Theorem 3.2. Let n ≥ 2 and consider the homogeneous system
associated with SRIEP(n), and suppose that rank R n = n − 1. Let w be the largest integer such that r i,i = 0. Then the general solution of (3.3) has dimension w if r w = 0 and dimension w − 1 if r w = 0. Moreover, for any solution A of (3.3) we have A[w − 1] = 0. Furthermore, if r w = 0, then the elements a 1,w , . . . , a w,w can be chosen to be the free variables in the solution of (3.3). If r w = 0 and s is the smallest integer such that r s,w = 0, then a 1,w , a 2,w , . . . a s−1,w , a s+1,w , . . . , a w,w can be chosen to be the free variables in the solution of (3.3). Here, if w = 1, we mean that a 1,1 is the only free variable.
Proof. The proof is by induction on n. The case n = 2 is trivial. Suppose first that w < n. Consider the subsystem of (3.3) given by
and apply the induction hypothesis. Since all diagonal entries r w+1,w+1 , . . . , r n,n are nonzero, the system A[w + 1]r w+1 = 0 will determine a 1,w+1 , . . . , a w+1,w+1 uniquely in terms of the free variables of (3.4). Continuing in this way with the equations A[w + j]r w+j = 0, j = 2, . . . , n − w, we determine all the remaining entries of A in terms of the free variables of (3.4).
So we may assume that w = n, i.e., r n,n = 0, and therefore the whole last row of R n is zero. For i = 1, 2, . . . , n − 1 let
and letr j denote the vector obtained by deleting the last entry of r j , j = 1, 2, . . . , n. Since rank R n = n − 1, the first n − 1 rows of R n are linearly independent, implying thatr 1 ,r 2 , . . . ,r n span R n−1 . Considering the row vector a (1) , it follows from (3.3) that a (1)rj = 0 for j = 1, 2, . . . , n and hence it follows that a (1) = 0, in particular a 1,2 = a 2,1 = 0. Then for a (2) = [0, a 2,2 , . . . , a 2,n−1 ] we have a (2)r1 = 0, since a 2,1 = 0 and a (2)rj = 0 for j = 2, . . . , n by (3.3), and hence a (2) = 0. In particular we have a 1,3 = a 3,1 = a 2,3 = a 3,2 = 0. Proceeding inductively, we obtain in a similar way that a (3) = a (4) = . . . = a (n−1) = 0 and hence A[n − 1] = 0. It remains to consider Ar n = 0. If r n = 0 this is automatically satisfied and hence a 1,n , a 2,n , . . . , a n,n are the free variables. Otherwise, if r n = 0 then there is a single linear equation r 1,n a 1,n + r 2,n a 2,n + . . . + r n,n−1 a n−1,n = 0 for the free variables. This concludes the proof.
We have given conditions so that there exists a positive semidefinite [positive definite] solution to SRIEP(n) that depend just on the fact that S n •(R T n R n ) is positive semidefinite [positive definite], but no use of the special structure of the matrix S n is made. Some sufficient conditions that use just inequalities between the s j are given in [1] . For example it is shown there that if R n is invertible and s 1 > s 2 > . . . > s n ≥ 0 then the unique solution of SRIEP(n) is positive semidefinite and if s n > 0 then the unique solution is positive definite. But these inequalities are not necessary to have a positive semidefinite solution.
Conclusion.
We have presented counterexamples to a conjecture posed in [1] and then have presented conditions under which the conjecture holds.
