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ABSTRACT
Ever since the Nobel prize winning work by Heeger and his colleagues, organic electronics en-
joyed increasing attention from researchers all over the world. While there is a large potential
for organic electronics in areas of transistors, solar cells, diodes, flexible displays, RFIDs, smart
textiles, smart tattoos, artificial skin, bio-electronics, medical devices and many more, there have
been very few applications that reached the market. Organic photovoltaics especially can utilize
large market of untapped solar power – portable and affordable solar conversion devices. While
there are several reasons for their unavailability, a major one is the challenge of controlling device
morphology at several scales, simultaneously. The morphology is intricately related to the process-
ing of the device and strongly influences performance. Added to this is the unending development
of new polymeric materials in search of high power conversion efficiencies. Fully understanding this
intricate relationship between materials, processing conditions and power conversion is highly re-
source and time intensive. The goal of this work is to provide tightly coupled computational routes
to these expensive experiments, and demonstrate process control using in-silico experiments. This
goal is achieved in multiple stages and is commonly called the process-structure-property loop in
material science community. We leverage recent advances in high performance computing (HPC)
and high throughput computing (HTC) towards this end. Two open-source software packages
were developed: GRATE and PARyOpt. GRATE provides a means to reliably and repeatably
quantify TEM images for identifying transport characteristics. It solves the problem of manually
quantifying large number of large images with fine details. PARyOpt is a Gaussian process based
optimization library that is especially useful for optimizing expensive phenomena. Both these are
highly modular and designed to be easily integrated with existing software. It is anticipated that
the organic electronics community will use these tools to accelerate discovery and development of
new-age devices.
1CHAPTER 1. INTRODUCTION
The field of organic electronics continues to grow at a rapid pace, delivering a number of emerg-
ing technologies with disruptive potential (Forrest, 2004; Someya et al., 2016; Chang et al., 2017;
Sekitani et al., 2009; Brabec et al., 2010). This includes organic photovoltaics (OPVs) (Hoppe and
Sariciftci, 2006b; Brabec et al., 2010), light-emitting diodes (OLEDs) (Sekitani et al., 2009; White
et al., 2013), transistors (OFETs) (Someya et al., 2004; Lai et al., 2017), memory diodes (Sung
and Boudouris, 2015; Lee et al., 2017), and energy storage devices (Kim et al., 2015), to name a
few. This broad appeal stems from a set of unique properties inherent to these devices; namely, the
full range of electronic functionalities packed into an ultra-thin yet flexible form factor (Sekitani
et al., 2009). Moreover, such devices may be sustainably produced at low-costs through established
high-throughput printing processes (Teichler et al., 2013; Diao et al., 2014). With the increasing
availability of biodegradable and nontoxic organic materials, these scalable printing techniques are
expected to pave the way for disposable designs with minimal environmental impact - marking
a significant step towards a fully-sustainable product development pipeline (Irimia-Vladu et al.,
2012).
Of these, research into organic photovoltaic devices has especially been a recent hot topic be-
cause organic materials can be deposited from solution over large areas, which promised to greatly
reduce the cost of PV device fabrication (Li et al., 2014; Espinosa et al., 2014). In addition, to
reduced fabrication cost, OPV layers can be coated onto substrates with nontraditional form fac-
tors for building integrated applications. (Adams et al., 2015; Treossi et al., 2009; Steirer et al.,
2009) Potential advances in flexible transparent substrates also open the possibility of extremely
light weight or flexible devices (Pierre et al., 2014; Hu et al., 2010; Krebs et al., 2009c,a). Recent
validated device efficiency records of over 12% demonstrate that OPV devices can be fabricated
with high power conversion efficiency (Liu et al., 2014; Li and Brabec, 2015; You et al., 2013; Zhang
2et al., 2016; Baran et al., 2017, 2016; Song et al., 2018). Also, OPVs have recently been demon-
strated to be more efficient than crystalline Si under indoor lighting, opening a niche application
for OPV that will require consistent manufacturing (Cutting et al., 2016). However, it has also
been demonstrated that group-to-group consistency is low for the solution-fabricated devices in
large part, because small differences in fabrication technique can lead to large differences in device
performance (Krebs et al., 2009b). These differences come about because OPV active layers are
mixtures of donor polymers with small-molecule acceptors that self-assemble and phase separate
during the film-drying process. As a result, the length scale for phase separation and the purity
of the domains are a complex product of the donor/acceptor miscibility, solubilities of the donor
and acceptor, surface energies of the donor, acceptor, and substrate, drying rate, and postdrying
thermal treatments (Moul and Meerholz, 2009; Koster et al., 2009).
Despite the challenge of controlling self-assembly, the greatest advantage of OPV technology
is the ability to coat PV layers quickly and cheaply over large areas. Most efficiency records are
made on small-area devices produced using spin coating, which is a solution-coating technique that
is difficult to scaleup to large areas (Krebs et al., 2009a; Moul, 2010; Krebs, 2009a,b). Recently,
there has been significant interest in fabrication of OPV devices using large-area compatible coat-
ing methods such as spray coating (Treossi et al., 2009; Steirer et al., 2009; Hoth et al., 2009;
Vak et al., 2007; Green et al., 2008), slot coating (Machui et al., 2014; Krebs, 2009b), and blade
coating (Bolognesi et al., 2016; Hong et al., 2014; Lim et al., 2012; Schneider et al., 2014; Shin
et al., 2013; Tait et al., 2015; Tsai et al., 2015). Blade coating, in particular, is attractive for rapid
exploration because a blade coater is small enough to fit onto a typical fume hood research bench,
is compatible with roll-to-roll coating, and makes efficient use of expensive polymer samples. Blade
coating has been used to fabricate OPV devices with over 6% efficiency (Lim et al., 2012; Tait
et al., 2015) and optimized using solvent mixtures for various polymers (Bolognesi et al., 2016;
Hong et al., 2014; Lim et al., 2012; Schneider et al., 2014; Shin et al., 2013; Tait et al., 2015). The
optimization of solvent mixtures is used to improve the device efficiency and mutual solubility of
polymer (P) and fullerene (F) (Tait et al., 2015). The optimization of the self-assembly process
3translates to optimizing the morphology of the donor/acceptor phases. A key step in this process
is a comprehensive nanoscale analysis of morphology of the fabricated device and its link to the
coating process. A characterization methodology is needed that can accurately characterize the
3D position, orientation, and concentration of materials with nanometer resolution providing more
insights into these effects. Even if these data can be acquired, it is necessary to accurately quantify
the morphology with descriptors that serve as a basis for quantitative processstructureproperty
relationship.
However, despite significant progress over the years, relatively few applications utilizing organic
electronics have attained market-ready status. In many cases, performance improvement and long-
term reliability remain challenges. A common denominator continues to be understanding and
controlling the active layer microstructure, which is known to critically affect the overall device
performance (Hoppe and Sariciftci, 2006b; Campoy-Quiles et al., 2008; Sung and Boudouris, 2015;
Schaefer et al., 2016). There remains a limited understanding as to how fabrication processes influ-
ence morphology evolution, and subsequently how this morphology affects the device performance.
This link is often described as a process–structure–property (PSP) relationship; a comprehensive
understanding of which would provide a recipe for fabricating devices with designer properties.
Numerous emerging areas, such as wearable electronics, RFID tags (a key component for the In-
ternet of Things (IoT) paradigm (Zhan et al., 2014)), and bioelectronics (Someya et al., 2016;
Simon et al., 2016; Lai et al., 2017), would significantly benefit from an improved understanding
of the underlying PSP relationships. However, unraveling process-structure-property relationships
usually requires systematic and tedious combinatorial search of process and system variables to
identify the microstructures that are produced. This is further complicated by the necessity to
interrogate the properties of the huge set of corresponding microstructures. Consequentially, as
part of a community-wide effort to shed more light on PSP relationships and accelerate materials
development, a concerted effort has been directed towards high-throughput methodologies and in-
telligent database mining, as well as the development of increasingly sophisticated computational
models (Panchal et al., 2013; Qin et al., 2013; Wodo et al., 2015; Gupta et al., 2015; Brough et al.,
42017). It is this latter point that provides the motivation for this thesis. The development of
extensible and highly efficient ‘forward’ models allows for established optimization frameworks to
systematically identify promising pathways that produce microstructures with desirable proper-
ties (Sundararaghavan and Zabaras, 2006; Fullwood et al., 2010; Qin et al., 2013; Li and Mu¨ller,
2016; Khaira et al., 2014).
The goal of this work is to address this need for a comprehensive, extensible, experimentally
integrated computational framework for rapidly exploring and quantifying several processing condi-
tions of OPVs. This is achieved through the following approach: a) developing scalable, extensible
computational tools to model the effect of processing conditions on microstructure; b) developing
morphology quantification tools which are tightly coupled with experimental imaging techniques;
c) developing and validating fast and reliable performance-informed morphology traits; d) inte-
grating these performance traits with experimental morphologies; and finally e) solving the inverse
problem of identifying processing conditions to enhance performance. The subsequent chapters in
this dissertation are based on published (or submitted/in preparation) journal papers.
The thesis is organized as follows: Chapter 2 constructs and demonstrates the potential of a
computational Process −→ Structure map through solving the well known Cahn Hilliard equation
for phase separation. Using the example of polymer fibers, it is shown how the processing conditions
can be classified and engineered based on the type of morphology evolution pathway. In Chapter 3, a
software to quantify state-of-the-art imaging techniques is presented, which can be easily integrated
with the performance quantification tools that follow. In Chapter 4, a fast and robust Structure
−→ Property map was established. Several morphology traits related to their photovoltaic per-
formance were quantified and validated against established full scale morphology quantification
methods. These reduced order morphology traits show tremendous computational speed-up with
near real-time predictions that match complex full-scale simulations. In Chapter 5, these results are
integrated with experimental studies. Using the traits identified in Chapter 4, prominent processing
and post-processing fabrication methods of organic photovoltaics were quantified and compared,
subsequently identifying performance based improvements to the fabrication protocols. Now that
5both the Process −→ Structure and Structure −→ Property maps are well established, both com-
putationally and in conjunction with experiments, we harness an in-house Bayesian optimization
(PARyOpt) strategy to complete the PSP loop with automated process design in Chapter 6. PARy-
Opt uses bayesian optimization and integrates asynchronocity into traditionally serial algorithm,
along with robust and resilient integration for remote evaluations. PARyOpt offers several compu-
tational advantages in optimization and surrogate construction, including enabling adaptive design
of experiments for prohibitively expensive applications. The algorithmic details as well as software
usage, availability and documentation are discussed in Chapter 7. Chapter 8 concludes with a look
at continuing work on the tools and methods developed thus far, and future directions for process
control.
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CHAPTER 2. MORPHOLOGY CONTROL IN POLYMER BLEND FIBERS
- A HIGH THROUGHPUT COMPUTING APPROACH
A paper accepted by Modelling and Simulation in Materials Science and Engineering
Balaji Sesha Sarath Pokuri and Baskar Ganapathysubramanian
2.1 Abstract
Fibers made from polymer blends have conventionally enjoyed wide use, particularly in textiles.
This wide applicability is primarily aided by the ease of manufacturing such fibers. More recently,
the ability to tailor the internal morphology of polymer blend fibers by carefully designing process-
ing conditions has enabled such fibers to be used in technologically relevant applications. Some
examples include anisotropic insulating properties for heat and anisotropic wicking of moisture,
coaxial morphologies for optical applications as well as fibers with high internal surface area for
filtration and catalysis applications. However, identifying the appropriate processing conditions
from the large space of possibilities using conventional trial-and-error approaches is a tedious and
resource-intensive process. Here, we illustrate a high throughput computational approach to rapidly
explore and characterize how processing conditions (specifically blend ratio and evaporation rates)
affect the internal morphology of polymer blends during solvent based fabrication. We focus on a
PS : PMMA system and identify two distinct classes of morphologies formed due to variations in
the processing conditions. We subsequently map the processing conditions to the morphology class,
thus constructing a “phase diagram” that enables rapid identification of processing parameters for
specific morphology class. We finally demonstrate the potential for time dependant processing con-
ditions to get desired features of the morphology. This opens up the possibility of rational stage-wise
design of processing pathways for tailored fiber morphology using high throughput computing.
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2.2 Introduction
Polymer (and polymer blend) fibers have traditionally enjoyed utility in textile and related
applications. In recent years, however, fibers made from polymer blends have seen increasing utility
in a variety of technologically relevant applications. This is primarily due to the ease of controlling
the cross-sectional morphology of these fibers. Tailoring the cross-sectional morphology of a fiber
provides a versatile pathway to incorporating additional (potentially anisotropic, and Janus-like)
properties. This morphology in turns affect the physical features like coefficient of friction , rigidity,
lustre, color, and wicking properties. Such fibers are also being considered for applications in tissue
engineering (Daniele et al., 2013; Polini et al., 2010).
The cross-sectional morphology is affected to a large extent by the processing method and con-
ditions used. There exist several methods for fabricating polymer fibers, including template synthe-
sis (Martin, 1996; Feng et al., 2002), phase separation (Ma and Zhang, 1999), self-assembly (White-
sides and Grzybowski, 2002), drawing and spinning (Reneker and Yarin, 2008; Huang et al., 2003;
Ziabicki, 1976), with spinning from solution/melt being a popular fabrication method. Most of
these techniques involve preparing solutions of the polymer blend in a volatile solvent. After some
form of spraying, a continuous fiber is formed, with the final fiber formed after all the solvent
has evaporated. An initially homogeneous mixture subsequently undergoes spinodal decomposition
(Cahn, 1961) and separates into component-rich domains. Depending on the specifics of polymer
blend and processing conditions (Oliveira et al., 2014), temperature (Nezarati et al., 2013; Hardick
et al., 2011), solvent type (Hoppe and Sariciftci, 2006a; Kawano et al., 2009b; Ma et al., 2005a),
evaporation rate (Li and Wang, 2013), humidity (Hardick et al., 2011), different morphologies are
typically formed. There is a rich history of research that seeks to explore, understand and cate-
gorize the effect of processing conditions on the morphology (Li and Wang, 2013; Balguid et al.,
2008; Wodo and Ganapathysubramanian, 2014a, 2012a). This has provided valuable insight that
has been subsequently used to control the processing conditions to achieve a desired morphology
(Fridrikh et al., 2003; Zhao et al., 2016b).
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Conventional exploration of the effect of processing conditions on morphology usually involves a
cumbersome trial-and-error process (Balguid et al., 2008): a scientist or technician chooses an initial
set of processing parameters; synthesizes the material (or fiber); studies its properties; manually
(or semi-automatically) adjusts the processing parameters; and repeats the process until a desired
objective is obtained. This approach is especially time- and resource- intensive considering the large
set of processing parameters that can affect the morphology. However, with advances in materials
modeling (coupled with the rise of high-throughput computing), this cumbersome process has been
somewhat alleviated (Kalidindi, 2015). Instead of synthesizing trial materials in the lab, one can
instead simulate the process→ morphology relationship in silico. Such data-driven approach forms
the basis of materials informatics, and enables the exploration of how processing (and chemistry)
conditions affect morphology (and properties) in a systematic, yet efficient, manner (Jain et al.,
2011; Greeley et al., 2006; Ong et al., 2013; Hachmann et al., 2011; Curtarolo et al., 2012; Ong et al.,
2015; Sundararaghavan and Zabaras, 2006; Kalidindi, 2015; Suh and Rajan, 2004). This simulation-
enabled exploration paradigm has recently been successfully deployed for polymer systems in the
context to organic electronics (Wodo and Ganapathysubramanian, 2014a; Zhao et al., 2016b), and
pharmaceutical applications (Saylor et al., 2007).
In this work, we extend our recently developed computational framework (based on a adaptive
time-stepping based, parallel finite element implementation) to model evaporation-induced phase
separation in multi-component systems. We focus on the PS/PMMA system as our model due
to its wide usage and the availability of material specific properties needed for simulations. We
deploy this framework to explore, quantify and curate the effect of two processing variables (evapo-
ration rate, and loading rate) on the final cross-sectional morphology of a fiber (circular geometry).
Based on this high throughput exploration of the processing space, distinct classes of morpholo-
gies are identified. We subsequently map the processing conditions to the morphology class, thus
constructing a phase diagram that enables rapid identification of processing parameters that yield
a specific morphology class. Analysis of the temporal evolution of the morphology reveals insight
into specific mechanisms of structure formation (coarsening vs freezing). We leverage this insight
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to demonstrate the potential for stage wise (i.e. time dependent) control of processing conditions
to get desired features of the morphology.
The rest of the paper is organized as follows. In sections 2.3, 2.4 we first briefly discuss the
physics involved, the model equations, and the solution methodology. Subsequently, in section 2.5
we discuss the results for various loading of the polymer components. In section 2.6 we leverage
these results and demonstrate how processing conditions can be intelligently changed to get a
desired morphology.
2.3 Mathematical Model
The interplay between several phenomena intrinsically controls morphology. Phase-separation
is a key phenomena that is triggered by the evaporation of the volatile solvent. Evaporation of
one component will lead to the system being ‘pushed’ into the ‘unstable’ spinodal region (Fig. 2.1,
leading to a segregation of phases in the system. The physical process corresponding to this is
depicted in Fig. 2.2. Initial solution consisting of two polymers (PS,PMMA) and solvent (chloro-
form) is spun while the solvent is removed through evaporation into the surrounding environment,
to form the final polymer fiber with segregated domains. Note that the (solvent rich) atmosphere
determines the evaporation rate of the solvent.
Since there are multiple components in the system, the resulting morphology can form multiple
phases, making the system a multi-component and multi-phase system. We utilize a phase field
approach to model this multi-component, multi-phase system. Phase field methods (Chen, 2002a)
have been used to model morphology evolution in heterogeneous materials that are characterized
by different structure, orientation and/or chemical composition. These methods – which are based
on defining and evolving the free energy of the system – have proven to be a versatile paradigm
to model complex shape and distribution evolution. Additionally, multiple thermodynamic driving
forces for morphology evolution, e.g. bulk energy of the system (Wodo and Ganapathysubramanian,
2012a), interfacial energy (Wodo and Ganapathysubramanian, 2012a), substrate energy (Wodo
and Ganapathysubramanian, 2012a; Tang and Karma, 2012), elastic energy (Rudraraju et al.,
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2015), electromagnetic energy (Chen, 2002b), temperature effects (Smith et al., 2000) can be easily
introduced.
In this work, we utilize a phase field model that describes phase separation induced by evap-
oration in a ternary system in a circular geometry. We describe the material distribution in the
system in terms of the volume fraction of each component (PS, PMMA and solvent). The volume
fraction of each component of the system is denoted by φi. Since the sum of the volume fractions
of the three components adds up to 1 (φ1 + φ2 + φ3 = 1), the equations are formulated in terms of
only two components (φ1, φ2). The volume fraction of the third component is computed as a post
processing step. The initial conditions, given by φ1,0, φ2,0 determine the loading ratio of the system
(location on the ternary diagram in Fig. 2.1. The spatio-temporal variation of the volume fraction
fields (φ1, φ2) is governed by a set of Cahn-Hilliard type equations for each volume fraction. The
equations are given (in the so-called split form (Wodo and Ganapathysubramanian, 2012a), for
i = 1, 2) as:
∂φi
∂t






M(φi) is the mobility
1 of component i. µi represents the chemical potential of component i. The
chemical potential as defined in Eq.2.1 is the variational derivative of the total free energy of the
system. The total free energy comprises of the bulk free energy f and the interfacial energy. The
interfacial free energy is characterized as 0.52|∇φi|2, where  is the interfacial energy parameter.
 is usually correlated with the thickness of the interface between the components. The bulk free











The degree of polymerization of the components is denoted by Ni and χij represents the kind
2
and degree of (enthalpic) interaction between the components. The values for χ are estimated
1Strictly, the mobility of each component depends not only on its concentration but also on the concentration of
other components. We abuse notation and refer to this as M(φi)
2negative χij represent polymer- phillic system and results in no phase separation
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experimentally (Orwoll, 1977), calculated through empirical methods (Hansen, 2007), or using
molecular simulations (Fu et al., 2013; Kok and Rudin, 1982).
The evaporation of the solvent (component φ3) from the outer surface of the domain is modeled
using flux boundary conditions on the components. Following (Saylor et al., 2011; Wodo and
Ganapathysubramanian, 2014a), the outgoing solvent flux, Js, is given as Js = keφ¯s, where ke is
the rate of evaporation, and φ¯s is the average amount of solvent on the evaporating surface. For a
cylindrical system, the outgoing solvent flux changes the volume of the system. The rate of change
of volume3 is −2pir drdt . The resultant fluxes for the two components (φ1, φ2) are then given as:
J1 = −Js × φ1
J2 = −Js × φ2
(2.3)
We define a dimensionless number, Biot number, (which describes the interplay between evaporation
and diffusion) as Bi = keLM , where L is the characteristic length of the system, in this case, the
radius. Experimentally, the evaporation rate can be changed across two-three orders of magnitude.
While there are several ways of doing this, particularly promising approaches include (a) changing
the temperature of operation((Raghavan and Coffin, 2011) (b) changing the relative humidity of the
solvent in the atmosphere((Raghavan and Coffin, 2011) and (c) changing the rate of fiber formation
((Pillay et al., 2013).
2.4 Computational Framework
All simulations reported in this work are based on solving dimensionless forms of the equations.
The coupled set of partial differential equations are solved using our in-house, validated framework.
The framework uses a finite element approach to solving partial differential equations. A fully
implicit, first order, Backward-Euler time stepper is used. The effect of the change in domain (due
to evaporation) is accounted for by using an Arbitrary Lagrange Eulerian approach (Donea et al.,
3In this work, the evaporation rate ke is modeled to be dependant on the radius r of the system. This makes the
radial decrease per unit time to be consistent with previous work
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2004). The simulation framework is built over the PETSc software suite (Balay et al., 2018), and
uses PETSc’s parallel linear (KSP) and non-linear (SNES) solvers. A detailed discussion of the
framework is in (Wodo and Ganapathysubramanian, 2014a).
The material specific properties for the (1)PS : (2)PMMA : (3)Chloroform system are as
follows: The interaction parameters are χ12 = 0.342, χ13 = 0.718, χ23 = 0.774 ((Robeson, 2007a).
The interfacial energy is taken to be 2 = 32.5 mJ/m ((Groot and Warren, 1997) , and the degrees
of polymerization are N1 = 93, N2 = 77, N3 = 1. We ensure that the initial composition is outside
the spinodal range (φ3,0 = 0.80).For a typical fiber of diameter 50µm, and polymer self-diffusitivity
of 10−10ms−1, and an evaporation rate of 2µms−1, the Biot number would be 1. We consider
evaporation rates that correspond to the Biot number varying from 0.01 to 10.00. This is informed
by experimentally accessible evaporation rates (Zhao et al., 2016b; Haas et al., 2000).
The domain of interest is a unit circle. We discretization the domain into ∼ 200, 000 elements.
This satisfies the resolution requirement(in terms of the system Cahn number) to accurately cap-
ture the evolving interface (Wodo and Ganapathysubramanian, 2011a). Starting from the initial
goemetry, the evolution due to evaporation induced phase separation continues until all the solvent
in the domain has been removed. All simulations used a constant (non-dimensional) time step of
0.001 . Average number of time steps for complete removal of solvent ranged from ∼ 13000 steps
for large Biot numbers to ∼ 1.5×105 steps for small Biot numbers. All simulations were performed
using 32 processors on the TACC Stampede computing cluster.
2.5 Results and Discussion
We first explore how extremes of evaporation rate ( Bi ∼ 1 vs Bi ∼ 0.01) affects morphology
evolution and the final structure for a system with equal volumetric loading of PS and PMMA (1 : 1
blend ratio). Then we perform a parametric sweep of evaporation rates and identify how features
of the final morphology gradually change as a function of evaporation rates. We next extend this
analysis for different loading ratios (i.e. blend ratios). Based on the insight gained from this set of
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analysis, we finally illustrate how dynamically changing the evaporation rate can be used to achieve
technologically relevant morphologies.
2.5.1 Morphology evolution under high vs low Biot number
Morphology evolution is dictated by two competing processes: evaporation removes solvent and
creates a concentration gradient, while diffusion attempts to smooth out concentration gradients.
The relative strengths of these processes is represented by the Biot number.
Fig. 2.3 shows the evolution of the morphology for a Biot number (Bi ∼ 1.0) where evaporation
dominates over diffusion. Notice that depletion of the solvent in the outer layer causes the system
to be pushed into the spinodal (unstable) region. Phase separation is initiated in the outer layers
forming concentric rings of the two phases. Further removal of solvent causes some of these rings
to coalesce, while retaining the concentric ring morphology. (See SI for movies of time evolution)
On the other hand, Fig. 2.4 shows the evolution of the morphology for a Biot number (Bi ∼ 0.01)
where diffusion dominates over evaporation. In this case, diffusion ensures that the complete
system is quenched into the unstable (spinodal) region at nearly the same time. This results in
phase separation occurring everywhere in the domain. The slow evaporation provides diffusion
sufficient time to coarsen the phase separated domains before all the solvent is removed and the
final morphology is attained. The morphology exhibited in this case is a percolating structure.4
(See SI for movies of time evolution)
2.5.2 Characterizing the final morphology as a function of Biot number
We next characterize how the morphology changes from concentric structures to an interpene-
trated structure as the relative role of diffusion vs evaporation is altered. High throughput com-
puting was used to run the model for Biot number over three orders of magnitude from 0.01 to
10.0. We categorize the final morphology formed into two sets of figures: Fig. 2.5 shows Biot
numbers that result in interpenetrated structures, while Fig. 2.6 shows Biot numbers that result in
4Note that in this simulation, the effect of noise(statistical fluctuations) is important. However, we have shown in
earlier work that the statistical features of the morphology are insensitive to the effect of noise((Wodo and Ganapa-
thysubramanian, 2014a),(Wodo et al., 2015).
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concentric structures. A transition between these two types of structures can also be seen, in the
region of Bi = 0.08− 0.1.
As can be clearly seen in Fig. 2.6, the number of concentric rings formed in the final morphology
monotonically varies with increasing Biot number. In Fig. 2.7, we plot the number of such concentric
lamellae with Biot number. This plot illustrates both the mode shift from interpenetrated to
concentric lamellae structures (around Bi ∼ 0.1) as well as the power law scaling of the number of
features with Biot number (number of domains ∝ log(Bi)). A clear transition can be observed in
the type of structure formed and also the size of the polymer rich domains.
A discussion on the specifics of computational model and system is important here. We assume
a certain polymer system, with a particular molecular weight. Increasing the molecular weight
affects the evolution dynamics in two ways:
1. the diffusivity decreases with increasing molecular weight, thus effectively causing the Biot
number to be larger for the same evaporation rates. In dimensional terms, the evaporation
rate at which the transition of morphology type from inter-penetrated to layered will drop
with increasing molecular weight, and
2. the entropic contribution to the bulk free energy reduces. The implication of this is that
enthalpic terms play a larger part in determining the energetics of evolution, and encourage
the formation of layered structures. This effectively lowers the Biot number where transition
occurs.
The overall effect with increasing molecular weight is thus an effective preference to form a layered
structure. While our simulations are specific to the choice of molecular weights chosen, the gen-
eral high throughput computing environment we have developed enables easy exploration of such
parameter variations, when necessary.
The two figure panels (Figs. 2.3,2.4 also illustrate the effect of Biot number on the broad
features of morphology evolution. For high Biot numbers (Fig. 2.3, the initially formed concentric
lamellae retain this morphology throughout the evolution process. We describe this process as the
morphology being ‘frozen’ (i.e. the broad structural descriptor does not change). In contrast, for
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low Biot numbers (Fig. 2.4, the initial domains grow in size, coalesce and form larger domains. This
is the typical ‘coarsening’ observed in phase separating systems. This insight is used in section 2.6
to dynamically change the Biot number during the evolution process to ‘freeze’ or ‘coarsen’ the
morphology – on demand.
2.5.3 Characterizing the final morphology as a function of Biot number and Blend
Ratio
We next explore how these trends are respected with changing loading ratios. We emphasize
that a computational approach enables seamless (and efficient) exploration of multiple independent
processing parameters, which would otherwise be prohibitive from a purely experimental stand-
point.
Fig. 2.9 plots selected datasets illustrating morphology variation for various blend ratios and
evaporating conditions. Notice that irrespective of the blend ratio there is a consistent trend of
formation of concentric lammelae as the Biot number is increased. At low Biot numbers, instead of
the percolating structures observed for a 1 : 1 blend ratio, we observe ‘droplet’ type morphologies.
This is not surprising because the blend ratios are below the percolation threshold thus precluding
the natural formation of interpenatrating structures during diffusion dominated evolution. What
is worth noting is that under conditions where evaporation dominates (high enough Biot number),
concentric lamellae are formed independent of the blend ratio, thus paving the way for consistent
co-axial morphology formation. It can also be seen that morphologies formed at different blend
ratios at constant Biot number are not symmetric about the critical blend ratio of 1 : 1. This is due
to the asymmetric enthalpic interaction of the polymers with the solvent, given by the χij values.
Based on the generated data we classify the processing space of Blend ratio × Biot number
into the type of final morphology that is formed. This is similar to Fig. 2.7, but with the added
dimension of blend ratio. Fig. 2.8 plots the number of concentric domains that are formed. This
mode diagram also serves as an indication of the sensitivity of the final structure to the processing
conditions.
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2.6 Can a Tailored Morphology be Attained by Dynamically Altering Biot
Number
We illustrate the possibility of tailoring the morphology by changing the Biot number during
the evolution process. We make use of the insight that low Biot number conditions tend to coarsen
the morphology, while high Biot number conditions ‘freeze’ the morphology.
Frozen Interpenetrating structure: In the first example, we identify conditions that will
result in morphologies that are percolating while exhibiting large interfacial area. This type of
morphologies find application in processes like catalysis where the interfacial area is critical for
performance (Pfadler et al., 2014). Imposing low Biot number conditions initially result in the
formation of a percolating morphology. However, further solvent extraction at low Biot numbers
will cause the morphology to coarsen. Shifting to high Biot number conditions after the formation
of a percolating morphology effectively freezes this morphology 5. This is shown in Fig. 2.10, where
the system is first processed under Bi = 0.01 and then subsequently ‘frozen’ through rapid solvent
removal at Bi = 1.00. The constant low Biot number evolution is also marked to illustrate the final
morphology if no changes are made to the processing conditions.
Coaxial structures: Another morphology of interest is a multi-core-shell structure which
finds particular application in optical fibers (Argyros et al., 2006). Optical fibers usually contain
concentric regions of varying diffraction coefficient which help reduce losses in signal transmission
through total internal reflection. Here, we first impose high Biot number conditions that result in
the formation of a concentric lamellae. Subsequently, imposition of low Biot number conditions can
restrict (and even coarsen) the structure, while maintaining a core-shell structure. Fig. 2.11 plots
the morphology evolution of the system. After an initial high Biot number condition (Bi = 1.00),
the system is allowed to coarsen through very slow solvent removal (Bi = 0.01). (See SI for movies
of time evolution)




Identifying processing conditions that result in desired cross sectional fiber morphologies us-
ing conventional trial-and-error approaches is a tedious and resource-intensive process. Here, we
illustrate a high throughput computational approach to rapidly explore and characterize how pro-
cessing conditions (specifically blend ratio and evaporation rates) affect the internal morphology
of polymer blends during solvent based fabrication. Based on the computational exploration, we
identify distinct classes of morphology. We further construct a ‘mode-diagram’ of morphology class
and link them with the specific processing conditions that produce these morphologies. We finally
demonstrate the potential for temporally varying processing conditions to get desired features of
the morphology using two simple examples. This study opens up a rich avenue of computational
optimization of multi-stage processing to design morphologies. Strategies like data mining of re-
sults from high throughput explorations as well as rigorous constrained optimization (using adjoint)
approaches are promising avenues for further research.
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Figure 2.1: Figure showing the evaporating process leading the system into the spinodal region
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Figure 2.2: Figure showing the process of solvent evaporation to form a fiber
r = R0 r = 0.90R0 r = 0.80R0 r = 0.65R0 r = 0.50R0
Evolution pathway
Figure 2.3: Time evolution of PS:PMMA:Chloroform system with Bi ∼ 1.00
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r = R0 r = 0.99R0 r = 0.97R0 r = 0.65R0 r = 0.50R0
Evolution pathway
Figure 2.4: Time evolution of PS:PMMA:Chloroform system with Bi = 0.01
Bi = 0.01 Bi = 0.02 Bi = 0.04 Bi = 0.08 Bi = 0.10
Figure 2.5: Final structure for Biot numbers less than 0.1. Note the transition from coarsened
inter-penetrating structures to coaxial structure.
Bi = 0.20 Bi = 0.40 Bi = 0.60 Bi = 0.80 Bi = 1.00























Figure 2.7: Number of concentric structures with Biot number for a polymer blend ratio of 1:1

























Figure 2.8: Mode diagram representing the classes of structures formed with various blend ratios
and Biot numbers
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Figure 2.11: Achieving a coaxial morphology by dynamically altering the Biot number to enable
coarsening
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CHAPTER 3. GRATE: A FRAMEWORK AND SOFTWARE FOR GRAPH
BASED ANALYSIS OF TRANSMISSION ELECTRON MICROSCOPY
IMAGES OF POLYMER FILMS
A paper submitted to Computational Materials Science
Balaji Sesha Sarath Pokuri, Jacob Stimes, Kathryn O’Hara, Michael Chabinyc and Baskar
Ganapathysubramanian
3.1 Abstract
Organic electronics (electronic devices made from polymers or similar organic compounds) are
an important class of thin film devices that exhibit flexibility, stretchability, softness and com-
patibility with biological systems, thus making them exceedingly attractive for bioelectronics and
healthcare applications. Performance of these devices is highly correlated with the microstructure
within the thin film. In other words, quantitative characterization of the microstructure is crit-
ical for understanding device performance. While several microscopy based imaging techniques
– including Transmission Electron Microscopy (TEM) – are currently available to visualize the
microstructure, analyzing the resulting data has remained predominantly manual. This makes ex-
tracting microstructural information from microscopic images subjective, and slow. We introduce
a mathematical framework and associated software, GRATE, that integrates concepts from graph
theory, image analysis and hierarchical (quad-tree) image decomposition to automatically extract
a suite of microstructural features from TEM image data. Both local traits like lattice spacing,
orientation and size measures as well as global traits like number and size distribution of crystal-
lites are efficiently extracted. The software is modular, extensible and is packaged into a simple
graphical user interface that can reduce time of adoption by practitioners.
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3.2 Introduction
Organic electronics have the potential to revolutionize the next generation of electronic devices,
especially with applications related to sustainable energy harvesting and personalized health-care
and sustainable diagnostics. Traits that indicate this potential include flexibility, stretchability,
softness and compatibility with biological systems – features traditionally missing in conventional
silicon-based solutions. Devices encompassing a whole spectrum of technologies ranging from or-
ganic transistors (Sirringhaus, 2014), organic solar cells (OSC) (Brabec et al., 2014; Yan et al.,
2018; Hou et al., 2018), diode lighting (Reineke et al., 2013) and flexible displays (Crawford, 2005;
Wong and Salleo, 2009) to integrated smart systems such as RFIDs (Myny et al., 2010, 2013;
Klauk, 2018), smart textiles (Stoppa and Chiolerio, 2014), artificial skin (Chortos et al., 2016), bio-
electronics (Rivnay et al., 2018)and medical devices and sensors (Lochner et al., 2014; Zhu et al.,
2014) have been fabricated.
In all these applications, the internal material distribution (i.e. the microstructure, see Fig-
ure. 3.3) of the device critically affects device performance. A significant effort of device design
is spent in characterizing the microstructure and correlating microstructural features with device
performance metrics. There are, therefore, a variety of ways in which domain experts image the
microstructure of these organic thin films. The most common imaging technique used is perhaps
electron microscopy (EM), particularly. High Resolution Transmission EM (HRTEM). HRTEM
images by phase contrast of electrons transmitting through a medium with spatially varying elec-
tron density (Martin and Thomas, 1995). When polymer chains are packed into a crystalline lattice
and the focusing condition of the microscope are set properly with respect to the spacing, the phase
contrast can reveal the spacing between individual polymer chains (several pixels per nanometer
resolution in a typical image) and highlight collections of these chains (crystallites) as a grey-scale
image (Brinkmann and Rannou, 2009; Martin et al., 2005) (see Fig. 3.1 for a representative image).
Furthermore, advances in imaging technology now allows rapid scanning of large area of films, thus
generating huge amounts of image data. A typical image sample is several micrometers along each
dimension with sub nanometer resolution, creating images with ∼ 10− 100 million pixels.
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In spite of these advances in imaging, current approaches to analyze the HRTEM images are
frequently done with significant manual input by the user. A researcher looks through the image,
identifies ordered crystallite regions, and subsequently identifies local traits of each crystallite (see
Fig. 3.2). This analysis makes extracting information from HRTEM images labor-intensive and
subjective. The large image sizes as well as the large number of images involved inevitably results in
drift in analysis with time (intra-rater variability due to fatigue) and across different research groups
(inter-rater variability due to subjective marking). This lack of reproducibility makes comparative
assessment of quantitative traits non-trivial, thus impeding progress in the field. Finally, the sheer
amount of data makes any detailed quantitative analysis very difficult, if not impossible. Thus, there
is a need for scientific software tools that will enable (semi-)automated extraction of microstructure
traits. We note that similar needs exist in other disciplines; for example in biology where there
exist simple image analysis tools for automated identification of cells (Schneider et al., 2012).
To address this need, we present a framework and associated software for (semi-)automated
analysis of HRTEM images, which exhibit complex fiber-like patterns. We integrate techniques
from image analysis and graph theory along with a hierarchical image decomposition concept to
expedite this analysis on large area images. The framework is bundled into a software called GRATE
– GRaph Analysis of TEM images, which is implemented in MATLAB®environment. GRATE
is designed to be modular and extensible, enabling researchers to easily add other information
extraction modules. We also incorporate a batch processing mode that automates analysis (based
on preliminary user input) to simplify analysis of a large number of images. Finally, to abstract the
programming away from the end-user and facilitate ease-of-use, we develop a user-friendly graphical
user interface that is portable across all major operating systems.
The next section defines the various traits of interest. Section 3.4 describes the mathematical
framework, while Section 3.5 details the GUI and software. Section 3.6 illustrates representative
examples, and we conclude in Section 3.7.
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3.3 Quantities of Interest
Figure 3.3 illustrates a typical set of HRTEM images of a thin polymer film along with repre-
sentative manual analysis of the microstructure.
It can be observed from the figure that an HRTEM image is a gray-scale image where the
appearance of the ordered spacings of light and dark regions correspond to crystalline regions that
meet the condition for scattering of the incident electron beam. The image can thus be classified into
distinct, often disconnected, regions based on the structural order of polymer chains. Regions with
regular “lattice fringes” in the images are crystalline and the other regions are either amorphous
or contain crystallites that are not oriented at the condition for imaging (i.e., tilted). Crystalline
regions (or simply crystallites) are significant because they are the regions that provide better
transport characteristics (Noriega et al., 2013). Any mutual interaction or connectivity between
these crystallites indicates a potential for vastly enhanced transport properties of the (polymeric)
device. Thus, a researcher looks to characterize these regions, usually using parameters such as
lattice spacing and in-plane orientation. Lattice spacing is defined as the average lateral distance
between polymer chains in a specific crystallographic direction in crystalline regions while lattice
orientation is the average orientation in-plane of the crystalline regions relative to each other.
The lattice spacing in a crystallite is an indication of the compactness of packing, and is usually
corroborated to the polymer structure. On the other hand, the lattice orientation of a crystallite
shows the direction of highest charge mobility because the axis of the polymer chain is dominantly
aligned in the plane of the film for semiconducting polymers. Typically, a 250nm×250nm film has
tens (if not hundreds) of crystallites and thus many lattice orientations. It can be easily seen how
the analysis quickly gets complicated with increasing size (area) or number of HRTEM images.
Commonly, this (detailed) characterization is performed through quantifying the following fea-
tures, which are typically manually evaluated by a researcher using marking software (Schneider
et al., 2012).
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F1: size and number of crystallites present in the film.;
F2: distribution of sizes of crystallites;
F3: predominant lattice spacing and orientation in a crystallite;
F4: distribution of lattice orientations in the crystal domains and corresponding variance;
F5: presence of overlap of crystals. If yes, what fraction is the overlap? What is the variation of
lattice parameters (spacings and orientation) within the overlap region?
These parameters are critical in distinguishing different polymers and processing conditions,
and helps to rank them in terms of their utility for organic electronics (O’Hara, 2017).
3.4 Methods
Figure 3.4 gives the outline of operations that GRATE uses to analyze HRTEM images. We
present two distinct methods to analyze HRTEM images: a novel ‘bottom-up’ approach and a more
traditional ‘top-down’ approach. The first method (described in Section 3.4.1) uses graph-based
algorithms to rapidly identify crystalline regions. The procedures are useful for quick analysis.
It can especially give quick insights into F1, F2, F3 and F4 above. On the other hand, we also
present (in Section 3.4.2) an image decomposition algorithm based on quad-trees and Fast Fourier
Transforms (FFT). In this method, image decomposition is performed hierarchically, and adaptively,
based on crystallinity traits in the sub-image. Consequently, it enables hierarchical analysis. While
more computationally complex, it provides very detailed information about the sample. Features
F1, F3, and F5 can be obtained quantitatively through this method. It is worth noting here that
current implementation of both these methods easily outperform other existing methods of analysis,
both manual and automated (Takacs et al., 2013). More importantly, our current software provides
a way to easily analyze images in an objective and repeatable manner.
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3.4.1 Bottom-up approach
In this approach, we identify crystal regions by a procedure very similar to visual identification.
Visually, crystal regions in HRTEM image of a polymer film are identified as regions with clear
lattice fringes that for semiconducting polymers correspond to the direction of the polymer chain.
Similarly, in our analysis, polymer ‘backbones’ are first identified and characterized and then the
crystallinity properties in the film are quantified. To do these computations, we convert the image
into a graph, with each pixel in the image corresponding to a node in the corresponding graph.
This method of analysis is expected to work best for HRTEM images with crystalline domains that
have many observable lattice fringes that can be readily attributed to crystallites rather than other
sources of contrast in the image, e.g. fluctuations in density due to thickness or expected variation
due to focusing condition of the microscope. The user would be expected to have knowledge of
characteristics of the sample, e.g. expected spacings of the polymer chains, to use the approach
effectively.
3.4.1.1 Adaptive threshold
The contrast difference in HRTEM describes polymer chains. However, unequal exposure of the
polymer film causes inconsistencies with analysis between images. This could be due to several fac-
tors like presence of TEM grid and residual solvent. In order to perform consistent analysis on these
images, we threshold the image before any further analysis. Traditional image thresholding (Otsu,
1979) involves ‘binarizing’ the image based on a single value for the whole image (eq. 3.1). Since the
exposure (brightness) in the image could be spatially varying, a constant threshold is restrictive.
To mitigate this, we take the approach of adaptively thresholding the image (Xiong, 2016). This
procedure entails calculating a threshold for every pixel based on the mean/median in its neigh-
borhood (eq. 3.2), generally denoted by a window size (ws). For an image I, the threshold level T
at pixel (x0, y0) is given by :
Ithresh = (I > (constant)T )? 1 : 0; (3.1)
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T (x0, y0) = mean(I(x0 + [−ws/2 : ws/2], y0 + [−ws/2 : ws/2]))
Ithresh(x0, y0) = (I(x0, y0) > T (x0, y0))? 1 : 0
(3.2)
The advantage of this method is that the calculated threshold level will be naturally higher in
brighter parts of the image and lower in the darker parts of the image. The best choice of window
size is closely related to the polymer structure. Specifically, we choose the window size to be a
(small integer) multiple of the lattice spacing of the polymer.
3.4.1.2 Polymer chain identification
A thresholded image contains blocks of (activated) pixels, which serve as indicators of polymer
chain. However, calculation of characteristics like orientation and lattice spacing from a thresholded
image could be complicated by the side groups in the polymer. This makes the analysis inaccurate.
We overcome this through a thinning algorithm(Lam et al., 1992), to get a representation of the
polymer backbone. The completion of this process results in a ‘line representation’ of the polymer
chains in the image.
To further characterize the polymer chains in terms of their shape and size, we perform a
(8-neighbor) connected component algorithm on these representations. Subsequently, these
‘chains’ are tagged by their circumscribing ellipses, thereby providing more detailed information
of chain size, orientations and locations. Polymer chains in ordered regions will be seen as near
straight line (with large aspect ratio) whereas disordered chains or regions out of the diffraction
condition will have low apparent aspect ratio (≈1). Therefore, imposing threshold on aspect ratio
of these ‘ellipses’ helps to isolate ordered regions and remove other regions. This helps remove noisy
regions in the subsequent crystallite identification process.
At this stage (figure 3.5), we can identify and characterize, in a replicable manner, ‘polymer
backbones’ from the HRTEM image. Subsequent procedures will be aimed at grouping these
backbones to identify crystalline regions in the film.
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3.4.1.3 Crystalline region identification
Visually crystallites are defined in terms of adjacently-placed-similarly-oriented polymer chains.
Similarly, in this framework, for crystallinity identification, we define adjacency through vicinity
radius and orientation tolerance for the film, δr and δθ respectively. Physically, these are related
to lattice spacings and polymer flexibility. In the software, the user provides an estimate of these
parameters based on the polymer system. Polymers with bulky side groups have larger edge-to-
edge distance between molecules. Consequently, they have larger δr. Those with flexible chains
(typically with lesser double/triple bonds in backbone) have higher δθ. Based on these values, for
each chain we identify a subset of all the identified chains, which are within a distance δr and an




1 if i and j are ‘adjacent’
0 otherwise
(3.3)
It should be noted that the matrix A is binary, symmetric and sparse. One important corollary
of this construction of matrix A is that ‘chains’ in amorphous regions will have small row (or
equivalently, column) sums and those in crystalline regions have large row (or equivalently, column)
sums. This approach will also enable analysis of large images with little memory overhead.
Finally, we again use connected components (Tarjan, 1972), to rapidly identify these groups
of backbones. A depth first approach to find connected components is used. Physically, these
groups (figure 3.6) correspond to crystalline regions in the film.
Once complete, this constructed graph enables identification and characterization of crystallites
in the film, in the following manner:














Θ∗i ≈ mode(θj)j ∈ Ni
(3.5)
• lattice spacings (di) in crystal i – lateral distance between adjacent polymer backbones of
same crystal. This is calculated as the mean of the center-to-center distance of polymer






It should be noted here that identification and quantification of crystal overlaps is not straight-
forward using this method. One possible way to do this quantification is as follows: if any of the
identified crystal regions exhibits multiple dominant orientations rather than single orientation, it
can be called as an overlap. However, it is not easily extensible to wide variety of polymers crystals.
The next method enables detailed analysis of each crystallite and identifying their interaction with
other crystallites.
3.4.2 Top-down approach
Since crystalline sub-regions exhibit an oriented pattern when seen in HRTEM, an FFT is one
of the most intuitive procedure to identify such patterns. Presence of crystallinity will be identified
in its FFT as distinct pairs of peaks (figure 3.7 shows how patterns in original image manifest as
peaks in the FFT). This strategy is used widely to identify crystallinity in polymer films. However,
performing an FFT for the whole image, spanning thousands of pixels in each direction, comes with
the following problems:
• Polymer films with multiple crystals typically have multiple orientations. An FFT (of a multi-
crystallite HRTEM image) will show a ring (inset of Figure 3.1). This precludes detailed
information about locations of the crystals and their orientations.
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• It is prohibitively time consuming to perform for a large number of images;
This suggests that ‘smart’ evaluation of FFT is needed for efficient processing. Smarter eval-
uations should perform FFT on sub-images that contain useful information about polymer crys-
tallinity, making the procedures predominantly manual. This is compounded by the problem that
crystal regions are of non-regular shapes. However, in our approach, we take advantage of the fact
that an arbitrarily shaped region can be represented as a union of non-overlapping set of squares
(Figure 3.8). If these squares are chosen to approximate the shape of a crystalline region, per-
forming analysis on these squares (of different sizes) can efficiently approximate the analysis of the
whole (big) image.
Therefore the following features are desirable for efficient FFT based analysis:
• Selectively sub-divide the image to accurately approximate crystal regions
• Perform (rapid) FFT over smaller sub-images to extract crystallinity information
Thus we need an intelligently decomposing algorithm to analyze only crystalline regions and
neglect regions where no evidence of lattice fringes are present (Takacs et al., 2013). Successive
decomposition with subsequent sub-image size reduction, while being simple, comes with computa-
tional complexity and redundancy. Some of the disadvantages of such an approach include repeated
analysis in ‘uninteresting’ areas of the image and too small FFT window size that compromises
FFT accuracy. A hierarchical image decomposition algorithm that takes into account the features
of the image is a smarter way to tackle this problem. A quad-tree decomposition approach per-
fectly harmonizes with these requirements, wherein the original image is successively subdivided
into ‘child ’-images based on crystallinity of the parent image.
Algorithm 1 gives the procedure for performing the proposed hierarchical decomposition. The
tree data-structure required for the above implementation is from (Tineve, 2017), in MATLAB®.
This algorithm gives detailed spatial information about the presence of crystallinity in an im-
age. Furthermore, if crystallinity is present, it enables probing the lattice spacing and orientation
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ALGORITHM 1: Hierarchical Image decomposition using information from FFT
Input: Original image









Sub-divide image into 4 quadrants;
Perform FFT and calculate lattice spacings and orientations;
Group lattice spacings and orientations based on experimental tolerance;






Identify location of subimage in the original image I ;
Store information from FFT of subimage and its corresponding location
end
until ifDecompose;
information. The quantities identified, such are lattice spacings and orientations are averaged val-
ues within the sub-image, and are not calculated on a per-chain basis. Crystal overlaps can also
be easily determined using this method, identified through the presence of multiple distinct lattice
orientations. The biggest advantage of this method lies in easy identification of variation of lattice
spacings in the film. However, it doesn’t explain the boundaries of a crystallite; manual intervention
is needed for extracting this information.
3.5 How to use GRATE
GRATE comes packaged in a MATLAB®App form. The UI is depicted in Figure 3.9. It has 2
modes of operation: manual mode and batch processing mode. All operations are segregated into
multiple tabs in the App. In the manual mode, the user can set the material specific parameters
(as described in section 3.4.1) for the analysis. In order to facilitate the user about these polymer
related properties, an ‘interactive’ tab is provided where different properties like lattice spacings
and orientations can be estimated. Since the algorithms are graph-based, the total processing time
is of the order of milliseconds. In addition to this, the user is also provided with the option to
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selectively perform FFT on the loaded image. This feature helps the user to get an approximate
estimate of the material parameters needed for the graph-analysis. At every stage (UI tab), the
user is given an option to save results, as images, plots or tables.
The batch processing mode is designed to process a folder of images with a preset configuration
of parameters. Once the user is satisfied with the settings in the manual mode, they can save the
settings including what results to output. These saved settings will be used by GRATE to process
the desired folder of images.
The software construction uses principles from structured programming, with high modularity.
For example the user can add more processing stages/tabs to the program with minimal effort.
More post processing operations can be added, which are specific to any application. The code is
publicly available on bitbucket.
3.6 Examples
In this section, we show some examples that illustrate the utility of GRATE. Figure 3.10 shows
the analysis of GRATE on previously shown images, that were manually marked (in Fig 3.2). it is
seen that GRATE identifies and marks the crystalline region precisely and accurately.
3.7 Conclusions
In this paper, we discussed two approaches to identify and characterize crystallites in a HRTEM
image of polymer thin film. While the first method, using graph theory, enables fast and accurate
identification of crystal boundaries, it lacks in detailed characterization. The second method,
using FFT and tree decomposition, performs an efficient characterization of spatial variation of
crystallite properties, but manual intervention is needed for identifying boundaries. A coupled
scheme of using both graph based and FFT based methods can complement the advantages and
overcome the disadvantages of each method. To enable this, a software implementation of these
methods is also presented, which can enable the user to easily adopt the tool and take advantage
of the methods. The code is publicly available on Bitbucket®and on MATLAB®Central.
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3.9 Figures
Figure 3.1: Typical HRTEM image Figure 3.2: Manual identification of crystal-
lites
Figure 3.3: Manual analysis of polymeric HRTEM images. Notice how the identification is subjec-
tive – one can easily confuse between multiple (overlapping) crystallites. The task becomes daunting
when the size of image increases subsequently leading to many crystallites to be identified.
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Figure 3.4: Sequence of operations in GRATE. Two distinct methods are presented in this paper.
The first method performs a rapid analysis of the image, while the second algorithm performs a





TEM image after threshold and
thinning
Figure 3.5: Thresholding and thinning of a typical TEM image. Note how the polymer chains can
be highlighted using thresholding and focussed using the thinning process
Polymer chain identification af-
ter thinning 2 largest crystallites
Crystallite overlapped on origi-
nal TEM image
Figure 3.6: Identifying crystallites of TEM image from previous stage.
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TEM image with a single
crystallite.
FFT of (a) . Periodicity
caused by the presence of or-
dered polymer chains causes
distince symmetric peaks in
the FFT
Identification of the peaks in
FFT by GRATE
Figure 3.7: Presence of patterns in an image shows as pairs of peaks in the 2D FFT. Note that the
line connecting the two (symmetrically placed) peaks is normal to the chain orientation. The loca-
tion of peaks in the FFT quantifies the periodicity or pattern in terms of lattice spacing(distance of
the peaks from the center of FFT) and orientation (orientation of peaks with respect to horizontal)
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Sample region which will be approximated
by sets of squares.
Approximation of the sample region using
squares. Note the refinement near the
border. Different refinement criteria can be
used for various purposes.
Figure 3.8: Basis of using a decomposition algorithm to fasten FFT based analysis
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Figure 3.9: User Interface for GRATE. The software provides two modes of operation – manual
analysis and production run. Different stages of analysis are provided through different tabs on the
top of the UI.
HRTEM image Identification from GRATE
Figure 3.10: Performance of GRATE on images with varying features
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CHAPTER 4. AUTOMATED, HIGH THROUGHPUT EXPLORATION OF
PROCESS - STRUCTURE - PROPERTY RELATIONSHIPS USING THE
MAPREDUCE PARADIGM
A paper accepted in Materials Discovery
Olga Wodo, Jaroslaw Zola, Balaji Sesha Sarath Pokuri, Pengfei Du and Baskar
Ganapathysubramanian
4.1 Abstract
The microstructure of a material intimately affects the performance of a device made from
this material. The microstructure, in turn, is affected by the processing pathway used to fabri-
cate the device. This forms the process-structure-property triangle that is central to material sci-
ence. There has been increasing interest to comprehensively understand and subsequently exploit
process-structure-property (PSP) relationships to design processing pathways that result in tailored
microstructures exhibiting optimal properties. However, unraveling process-structure-property re-
lationships usually requires systematic and tedious combinatorial search of process and system
variables to identify the microstructures that are produced. This is further complicated by the
necessity to interrogate the properties of the huge set of corresponding microstructures. Motivated
by this challenge, we focus on developing a generic methodology to establish and explore PSP path-
ways. We leverage recent advances in high performance computing (HPC) and high throughput
computing (HTC) with the premise that a domain expert should be able to focus on domain specific
PSP problems while the highly specialized HPC/HTC knowledge needed to approach such problems
should be hidden from the domain expert. Our hypothesis is that PSP exploration can be naturally
formulated in terms of a standard paradigm in Cloud Computing, namely the MapReduce program-
ming model. We show how reformulating PSP exploration into a MapReduce workflow enables us
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to take advantage of advances in cloud computing while requiring minimal specialized knowledge of
HPC. We illustrate this generic approach by exploring PSP relationships relevant to organic photo-
voltaics. We focus on identifying microstructural traits that correlate with specific properties of the
photovoltaic process: exciton generation, exciton dissociation and charge generation. We integrate
a graph-based microstructure characterization tool, and a microstructure-aware device simulator
into the MapReduce workflow to automatically generate, explore and identify highly correlated
microstructural traits. Identification of these microstructural traits has significant implications for
designing the next generation of organic photovoltaics.
4.2 Introduction
Many properties of materials are microstructure-sensitive and can be modulated by carefully
choosing processing conditions that lead to a tailored class of microstructures with desired prop-
erties (Sundararaghavan and Zabaras, 2006; Fullwood et al., 2010; Ganapathysubramanian and
Zabaras, 2004). The information necessary to obtain such tailored structures can be drawn from
process-structure-property relationships. However, construction of process-structure-property re-
lationships is highly non-trivial. It requires a systematic, and invariably laborious combinatorial
search of process and system variables to identify, interrogate, quantify, curate and index the (mi-
cro)structures that are produced. Consequently, the high throughput material science paradigm
has been introduced to address computational challenges in large-scale materials analytics (Nowers
et al., 2007; Suh and Rajan, 2004; Green et al., 2013; Curtarolo et al., 2013; Rajan, 2013; Duan
et al., 2013; Jain et al., 2011; Greeley et al., 2006).
The idea of high throughput (combinatorial) materials science involves the (semi-) automated
synthesis of a ”library” of samples. The library of samples spans the quantity of interest (for
example, composition, grain size, microstructure, etc.) and is usually combined with a measure-
ment/characterization scheme to interrogate the library to identify key regions of interest, thus
providing a link between processing, structure and property. This methodology has been deployed
to great success by the pharmaceutical industry and has accelerated drug discovery (Beeley and
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Berger, 2000; Merrifield, 1965; Thompson and Ellman, 1996). It has subsequently been adopted in
other areas of material science such as screening for new materials (and compositions) with desired
properties including electronic, magnetic, optical properties as well as for energy-harvesting mate-
rials (Green et al., 2013; Curtarolo et al., 2013; Rajan, 2013). These high throughput studies have
been performed using both experimental (Duan et al., 2013) as well as computational methods of
analysis (Jain et al., 2011; Greeley et al., 2006). Looking at the literature available, it appears
that most applications of high throughput explorations have focused on the atomistic, molecular,
or composition scales (Jain et al., 2011; Greeley et al., 2006) while there has been lesser focus on
the microstructural scale (Kalidindi, 2015).
Regardless of the application, high throughput process-structure-property construction and
exploration are all characterized by a combinatorial set of possibilities and large data sets. From a
computational standpoint, a fundamental challenge lies in the ability to efficiently and automatically
explore the combinatorially large phase space of processing conditions and annotate the resulting
morphologies. Consequently, three critical bottlenecks have to be addressed:
• large computational resources/power required to reliably explore the phase space in acceptable
time limits and in a fault tolerant way,
• analyzing data in statistically robust yet physically meaningful manner, and
• handling the huge and diverse data that is produced.
Successful examples that execute a complex exploration of multi-dimensional and combinatorial
space of possibilities include the search for materials for Li-ion batteries (Ong et al., 2013), molecular
designs of OPV (Hachmann et al., 2011) or study of fluid flow behavior in micro devices (Diaz-
Montes et al., 2014). All these examples rely on the availability of an automated workflow that
orchestrates the exploration, curation and indexing process. A substantial portion of the effort is
spent on designing, implementing and deploying this workflow. A critical aspect that influences
the design of such workflows includes the size of the problem, both in terms of computing power
required and large volume of data to be analyzed. The large problem size often mandates the use
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of high performance computing (HPC) tools combined with data analytics tools. The workflow
must also efficiently deploy resources and maximize the exploration of the phase space with a
high level of fidelity. All these software requirements suggest that design, implementation and
deployment of an automated workflow for high throughput exploration requires substantial domain
expertise in software engineering, fault tolerance and high performance computing. This hampers a
material science domain expert from performing effective process-structure-property studies without
investing substantial resources and effort in acquiring the required computational science domain
expertise.
Motivated by these challenges, we explore the use of a cloud computing paradigm that automat-
ically performs high throughput investigation in the context of establishing process-microstructure-
property (PSP) relationship. This essentially hides low-level details and HPC-specific details of
computational environment from the domain scientist. Our approach is based on mapping the PSP
problem to a standard paradigm in Cloud Computing, namely the MapReduce programming
model.
In recent years, the cloud has became a very attractive computational and data management
resource. This is because the cloud offers flexibility, scalability, efficiency and speed in a transparent
way. For example, when data is stored in the cloud, the user does not (or need not) know the physical
location of the data, or even if the data is stored in one location. Data can be accessed from any
geographical location in a fast and scalable way. Moreover, the cloud offers the flexibility to extend
and shrink compute resources on demand. Furthermore, because of the implemented virtualization,
data storage and compute requests can be easily adjusted to the specific needs. Finally, current
cloud computing frameworks provide a high degree of elasticity and fault tolerance that ensure job
completion, even under adverse conditions.
A cloud based framework separates the user from the low level administration of the resources.
This substantially minimizes effort required from the end user to estimate, forecast and deploy
storage and compute infrastructure. In most cloud platforms, the end user utilizes an easy-to-
use interface that makes deployment automatic and simple. However, if desired, access to low
60
level administrative operations is also available for optimization with respect to parallelism, data
distribution, load balancing and fault tolerance. We contend that this philosophy is very attractive
for domain specific experts interested in performing PSP analysis. It would be beneficial to leverage
a cloud computing philosophy in material science to seamlessly exploit the increasing availability
and power of HPC while maintaining the focus on material science problems. This is the main
advantage of this approach compared to other workflows built for specific applications (Jain et al.,
2011; Ong et al., 2013; Curtarolo et al., 2012; Ong et al., 2015)
The focus of this paper is on illustrating how a generic PSP problem can be reformulated
into the workflow under the MapReduce model to take advantage of advances in cloud computing
with minimal specialized knowledge in HPC. To our best knowledge, this is the first attempt
to harness cloud computing to orchestrate large scale exploration of process-structure-property
space (at the microstructural level). The algorithmic details outlined in this work should serve
as a template for the material science community to reformulate other high throughput materials
science problems using the MapReduce paradigm. Using this generic approach, we showcase the
exploring the process-structure-property relationship in organic solar cells. We specifically focus
our efforts on identifying correlations between specific morphological traits and efficiency of stages
of the photovoltaic process (Wodo et al., 2012a,c; Aboulhassan et al., 2015; Wodo et al., 2013). We
identify three morphology descriptors that trace the properties of the devices. This has significant
implications for the design of morphologies that result in high performance organic photovoltaic
devices.
The outline of the rest of the paper is as follows: We detail the MapReduce paradigm in
Section 4.3. In Section 4.4, we show how to reformulate the PSP problem as a MapReduce problem.
In Section 4.5, we illustrate the power of this method by applying it to a complex problem involving
the processing of organic photovoltaic devices. We conclude the paper in Section 4.6.
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4.3 Method
We start this section with a brief overview of the MapReduce paradigm. This paradigm has
been introduced to simplify parallel computing in cases where the task of interest can be expressed
via two basic operations: map and reduce. The map operation transforms input prescribed by a
key/value pair into a new pair. The reduce operation applies user-provided reduction operator to
all values with the same key.
Consider a computational framework (Process → Structure) that for a given set of processing
conditions delivers a sequence of corresponding microstructures. This task can be simply for-
mulated as a map that transforms processing variables into an annotated microstructure. Here,
microstructure becomes a value and its annotation acts as a key. A straightforward annotation is
some characterization of the microstructure (for example grain size distribution, orientation dis-
tribution, interfacial area, etc). Now consider a computational framework (Structure → Property)
that for a given microstructure produces its set of properties. Statistically, homologous microstruc-
tures, i.e. microstructures with the same annotation, will be characterized by the same properties
(Figure 4.1). Hence, we can reduce microstructures into a set of equivalent property classes and
then identify properties on per-class basis. In such MapReduce formulation, the only ingredients for
PSP exploration are standalone (so called black box) simulators that model (a) processing effects
on microstructure, (b) annotate microstructures, and (c) interrogate microstructures to compute
property tags.
Once this reformulation is accomplished, the MapReduce infrastructure can be deployed to scal-
ably, efficiently, and automatically execute the complex combinatorial task of running tens/hundreds
of thousands of Process → Structure, and Structure → Property evaluations.
4.3.1 MapReduce paradigm
As already mentioned, MapReduce is a high level parallel programming model. Thanks to
its simplicity, MapReduce has found many applications in big data analytics and machine learn-
ing (Dean and Ghemawat, 2008). It has been widely used in many disciplines, including compu-
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tational biology (Schadt et al., 2010; Yang et al., 2011), social networks analysis (Yin et al., 2014)
and climate sciences (Ajay et al., 2015), among many others. MapReduce has been implemented in
many variants including for cloud environments, HPC clusters, desktop grids, volunteer computing
environments and mobile clouds, which makes it a very attractive model.
The main idea behind the paradigm is to provide a restricted programming model such that
programs can be automatically parallelized with transparent fault-tolerance. Specifically, a MapRe-
duce programmer has to implement only two functions:
(i) Map that transforms input key/value pair into an intermediate pair that is emitted to the next
stage.
(ii) Reduce that merges all intermediate values associated with the same intermediate key and
emits the resulting key/value pair.
Once Map and Reduce functions are provided, efficient parallel and fault tolerant execution
of the program is left to the underlying implementation, e.g. Hadoop (hadoop, ), Spark (spark,
), MapReduce-MPI (mapreduce, ), etc. The implementation takes care of scheduling, data move-
ment, communication, and recovery in case of failure. This enables the user to focus on algorithmic
components without worrying about low-level technical details. However it comes at a price of
constrained flexibility. The application-specific problem must be reformulated as a series of map
and reduce steps, with clearly defined key/value pairs to allow for navigation between results and
orchestration of subsequent computations. Thus, the problem specific steps need to be encapsu-
lated inside map and reduce functions. Once that is accomplished, it becomes exceedingly simple
to take advantage of parallel computing including cloud computing resources. At first, this ab-
stract way of expressing computations may appear unintuitive or confining. However, whenever
a given workflow is relatively loosely coupled, it can be reformulated using MapReduce paradigm
in a straightforward way. This is particularly the case for establishing Process-Structure-Property
relationships where large parts of the workflow are embarrassingly parallel (independent combi-
63
natorial sweep of conditions) and can be executed as multiple, parallel and independent tasks on
distributed machines.
4.4 Process-Structure-Property (PSP) Exploration as MapReduce Operations
A goal of PSP exploration is to build processing maps and find consistent trends that lead to:
(i) improved basic understanding of underlying mechanisms of how process affects structure and
how structure impacts properties, (ii) identification of promising processing conditions that produce
a desired function/property, (iii) predictive capabilities guiding new (and accelerated) discovery,
and finally (iv) the possibility of rapid and accurate (materials and process) design.
Establishing such links begins with a systematic exploration of processing conditions. Even
the simplest manufacturing process involves at least a couple of processing parameters (e.g. for
thermal annealing: annealing temperature, annealing time, the cooling rate, for forging: die speed,
reduction ratio, etc.), with more complex multi-stage processes defined by several processing pa-
rameters. Thus, the ’phase space’ over which the combinatorial exploration has to be performed
is high-dimensional resulting in the so-called ’combinatorial explosion’ of possibilities for complex
processing operations. This motivates high throughput, automated, fault-tolerant materials science
exploration. The MapReduce paradigm naturally facilitates this exploration.
The large scale exploration and characterization of the phase space results in a wealth of data
about the final microstructure or/and evolution paths. Very often many configurations in the phase
space of processing conditions result in very similar microstructure. Consequently, it is reasonable
to cluster similar structures together, and focus on representative structures. This key observation
naturally enables formulating the problem in terms of the Reduce operation. When a microstructure
is emitted in the mapping stage, it is annotated with descriptor(s) that is used as a key for sorting.
Subsequently, in the Reduce step, individual reducers get a list of morphologies that exhibit a
similar range of descriptor (Key) values. In this way, detailed analysis of microstructures can be
performed with a focus on the classes of structures, rather than on individual structures. This
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results in the smart use of available computational resources while covering the desired space of
processing conditions with a high level of fidelity.
4.4.1 Expressing PSP using MapReduce
In general, the process-structure-property triangle consists of two steps: linking process with
structure and linking structure with properties.
• In the first step, we sample the phase space of process variables. The phase space is sampled
in an a priori determined manner. For every sampling point, the Process → Structure model
is executed to compute the microstructure (or its evolution). Every execution is independent
and can be performed as an autonomous task. Using MapReduce terminology, we say that
we map the space of processing conditions and emit microstructures. In particular, we emit
the microstructure (value) with its descriptor(s) (key). We use the descriptor to abbrevi-
ate/annotate the microstructure. Note that the descriptor serves as a similarity measure to
cluster microstructures from different sampling points (processing conditions). The outcome
of this process is a list of morphologies with their associated descriptors:
map(fabrication variables,-) → list(descriptor,morphology)
• In the second step, we collect all microstructures with their associated descriptors. Microstruc-
tures with similar descriptors are considered to belong to the same class. Microstructures be-
longing to the same class are conceptually lumped together and denoted by a representative
microstructure. Subsequently, the Structure→ Property model is deployed on these represen-
tative microstructures to determine the properties of interest. Using MapReduce terminology,
we say that in the reduction stage we reduce microstructures of the same descriptors and emit
properties:
reduce (descriptor,list(morphology)) → list(properties)
It is important to emphasize how naturally the principles of MapReduce paradigm align with the
basic steps of Process-Structure-Property exploration (see Figure 4.2). Thus, regardless of the
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application that one is interested in performing, this technique can be customized and deployed.
Application specific changes can be incorporated by the user simply by defining two functions: Map
and Reduce. This is illustrated in algorithm 2, where we detail the workflow of typical execution
of PSP using MapReduce paradigm.
ALGORITHM 2: PSP using MapReduce
1: Input: file with list of processing conditions, v0 . . . vn
2: procedure Map ( key=processing condition vi, value=empty)
3: generate config file based on given processing condition vi
4: execute in silico Process → Structure framework for sampling point vi
5: procedure Quantify ( for each j=1..nm) . For all nm generated microstructures





11: procedure Reduce ( key=descriptor, value=list(microstructure))
12: choose representative microstructure
13: execute in silico Structure → Property framework for each representative microstructure.
14: Emit list of properties along with ms and v
15: end procedure
16: Output: file with list of tuples: v, ms, d, p . processing condition, structure, descriptor, property
We conclude this section with several remarks that we believe might be helpful when expressing
specific PSP analysis via MapReduce:
• Ingredients: Three application specific standalone software packages are needed in this for-
mulation: (a) a Process → Structure framework, (b) a Structure → Property framework,
and (c) a microstructure annotation (descriptor) framework. Ingredient (a) could be any
microstructure evolution framework. Representative examples include applications in organic
electronics (Wodo et al., 2012a), polycrystal plasticity (Sundararaghavan and Zabaras, 2006)
ect. Ingredient (b) can be any microstructure interrogation framework. Representative ex-
amples include applications for solar cells (Kodali and Ganapathysubramanian, 2012c), hard-
ness (Kalidindi et al., 1992), and thermal properties (Ganapathysubramanian and Zabaras,
2007). Ingredient (c) can be any method that extracts microstructure descriptors. Repre-
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sentative examples include graph based methods (Wodo et al., 2012a), FFT based methods
(Niezgoda et al., 2010), and general n-th order correlations (Torquato, 2013).
• Encapsulation: The in silico frameworks (ingredients (a) and (b) above) can be treated as
black boxes and can be swapped with different implementations as needed. Moreover, if
popular MapReduce implementation, such as Hadoop, is used the burden of managing I/O
can be off-loaded to this framework.
• Every microstructure is annotated with descriptor(s). This is because microstructure (most
generally) is an example of unstructured data. Thus, the descriptor enables a concise and
finite length representation of each arbitrary microstructure. This consistent representation
serves as a key for the reduction step, where the microstructures are classified according to
their descriptor values. It should be apparent that the choice of the microstructure descriptors
used must be motivated by the application.
• The microstructure can be annotated with a list of descriptors. This will enable exploring the
effects of several descriptors on property. Such an approach can be very valuable for identi-
fying correlations as well as for solving inverse problem. Specifically, once the best properties
are identified, such annotation facilitates the backtracking of the fabrication conditions.
• If every microstructure is of interest, then a unique key can be generated for every microstruc-
ture. In this way, no problem reduction is made and the MapReduce library runs all possible
cases.
• We emphasize the simplicity of the algorithm. In practice, a few dozen lines of code is the
only programming required to orchestrate the high throughput analysis to build various PSP
maps. No scheduling, monitoring or rescheduling in the case of failure is required. I/O
operations are handled in an automated way. For the experienced user, MapReduce libraries
also deliver monitoring tools to trace the process of the execution.
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• We have only illustrated one cycle of the MapReduce framework. However, multiple cycles
can be easily implemented. This feature may be of importance for multistage processing. In
such cases, there is a need to explore combination of various processing conditions in a nested
sequence of stages. MapReduce can orchestrate such execution. Furthermore, by carefully
defining reduction criteria, significant saving can be gained, as many variants in the earlier
stages may lead to similar intermediate microstructures.
4.5 Results: PSP for Organic Electronics
Organic electronics (OE) covers a whole spectrum of technologies ranging from transistor, solar
cells, diode lighting and flexible displays to integrated smart systems (RFIDs, smart textiles, skin).
Almost from its inception, OE has ignited the imagination to build devices that exhibit flexibility,
stretchability, softness, and compatibility with biological systems features traditionally missing in
silicon-based solutions. OE has already revolutionized the product market of smart phones with
built-in organic light emitting diode displays. However, many promising OE technologies are still
bottlenecked at the property optimization stage. The underlying challenges can be traced back to
a lack of understanding of the link between manufacturing and the resulting morphologies and how
they impact performance. Creating designer morphologies holds the key to improved properties
and their subsequent commercialization. Current progress is very often based on trial and error
approaches that focus on a very narrow processing parameter space to improve properties. A
fundamental challenge with such strategies – both experimental as well as computational – is to
rationally explore the huge parameter space of processing conditions. Motivated by this challenge,
we leverage the MapReduce paradigm to explore and identify key relationships between process,
structure and property.
We focus our attention on a smaller subset of the class of OE, specifically organic solar cells
(OSC). A critical research thrust over the past decade has been to enhance the power conversion
efficiency of OSC. In this context, it is well known that the microstructure (or morphology) of the
OSC critically affects performance. Thus, research has focused on identifying processing pathways
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and post-processing operation (post annealing) that can tailor the morphology to achieve higher
power conversion efficiency. A critical bottleneck is that standard solution based fabrication of
these thin film devices provides a large number of processing parameters that can be tuned (blend
ratio, solvent type, evaporation rate, annealing temperature and time).
Therefore, our attention is on using the proposed PSP framework to identify fabrication con-
ditions leading to an optimal morphology. We use this science question to illustrate the power of
MapReduce paradigm. We perform high throughput analysis to search the phase space of differ-
ent blend ratios and thermal annealing conditions. Using the results of the MapReduce paradigm
we identify key morphological features that affect (correlate with) each stage of the multi-stage
photovoltaic process.
4.5.1 Description of the individual software
In this work, we focus on the thermal annealing of the thin film consisting of a blend of two
constituents (donor and acceptor). Thermal annealing is usually performed after fabrication to
control the morphology evolution and obtain improved efficiency of the devices (Kim et al., 2005;
Moule´ and Meerholz, 2008; Liang et al., 2010). As stated earlier, our three in situ computational
ingredients are:
(a) Process → Structure framework: the module that models morphology evolution as a
function of processing conditions (Wodo and Ganapathysubramanian, 2012b; Wodo et al.,
2012c). This in-house software is a modular, scalable, efficient time-adaptive finite element
framework to model multi-physics (evaporation, substrate, fluid shear) driven morphology
evolution in multi-component systems that describe the active layer in organic solar cells.
This framework generates 2D/3D snapshots of the morphology by modeling the evolution of
the morphology under the effect of processing conditions. For the results presented in this
work, we deploy the framework to investigate the evolution of a binary system undergoing
thermal annealing in 2D. The binary system consists of an electron donor material and an
electron acceptor material. The system undergoes phase separation (due to thermal anneal-
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ing). The free energy for this system is described by the Flory-Huggins free energy system
with interaction parameter, χ. The domain size is 400 nm × 100 nm. The discretization
used to model the system is 400 × 100. A total of 12000 time steps were evaluated and the
morphology at every 20th step is stored. We explore a range of blend ratios (concentration
of donor: concentration of acceptor) and interaction parameters as our processing variables.
Figure 4.3 illustrates several representative morphologies that are produced as a result of
these simulations.
(b) Structure → Property framework: the module that models the device physics of a given
microstructure (more accurately, nanostructure) to compute the current-voltage operation
characteristics that the particular structure produces, (Kodali and Ganapathysubramanian,
2012c,a, 2013). This in-house software is based on a finite element based solution strategy to
the excitonic drift diffusion equations. The morphology-aware software solves for the spatial
distribution of excitons, electrons, holes and the electric potential across the domain. The soft-
ware can account for the effects of morphology by incorporating spatially varying mobilities,
dielectric constants as well as interface dependent exciton dissociation, and recombination.
Figure 4.4 illustrates a representative result of the software for material parameters corre-
sponding to a P3HT:PCBM system (Kodali and Ganapathysubramanian, 2012c). In the
current work we investigate the physics at short circuit (Jsc) conditions. Each microstructure
was mapped onto a clustered mesh with a discretization of 3000 × 800. In addition to elec-
tron density, hole density, potential and exciton density distribution, in situ post-processing
of the data was used to extract electron and hole current densities, as well as dissociation
and recombination density distributions. We are particularly interested in four measures of
performance: (i) the efficiency of exciton generation given as the ratio of excitons generated
to incident radiation, and denoted as ηabs, (ii) the efficiency of exciton dissociation given as
the ratio of exciton dissociated to exciton generated, and denoted as ηdiss, (iii) the efficiency
of charge transport given by the ratio of charge collected at electrodes to exciton dissociation,
and denoted as ηCT and (iv) the short circuit current, denoted as Jsc.
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(c) Structure Annotation framework: the module that annotates the morphology (Wodo
et al., 2012c). We deploy an in-house framework that can efficiently construct a compre-
hensive suite of microstructure descriptors to annotate the large set of microstructures that
are created. It is based on a graph-based framework to efficiently construct a broad suite of
physically meaningful descriptors. These descriptors are further classified according to the
physical subprocess of the photo-generation process, exciton diffusion, charge separation and
charge transport. This approach is motivated by the equivalence between a discretized 2-
D/3-D morphology and a labeled, weighted, undirected graph. Figure 4.5 shows an example
of the various descriptors that can be evaluated. A detailed discussion of this methodology
is provided in (Wodo et al., 2012c). We extract and annotate each morphology by a large
suite of descriptors. We subsequently identify descriptors that are highly correlated with the
performance measures (defined earlier). Particularly promising descriptors were: (i) frac-
tion of domain that can absorb incident radiation (to characterize absorption), (ii) (gaussian
weighted) average distance from any donor region to the donor-acceptor interface (to char-
acterize dissociation), and (iii) average tortuosity of the domains, the fraction of the domain
that was useful (percolating), the fraction of the domain with complementary paths to each
electrode and contact area of preferential material with respective electrode (to characterize
charge transport).
4.5.2 MapReduce test enviroment
We deployed our framework on a 31 node Hadoop cluster with a total of 248 GB main memory,
and 5.4 TB secondary storage with average of 60 MB/s buffered read (as reported by hdparm
-t) under the control of HDFS. The cluster has 31 nodes with dual AMD 2.2 GHz 4-core CPUs
for a total of 248 cores, and uses Gigabit Ethernet for interconnect. We used a typical Hadoop
configuration with one node serving as a master tracking jobs and maintaining the HDFS metadata,
and remaining nodes acting as workers executing computations and storing data blocks.
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The actual code required to orchestrate the entire MapReduce execution consists of less than
100 lines of code (two shell scripts). Map and reduce functions have been implemented as shell
scripts that invoke the three independent SPS modules. These modules are compiled standalone
applications. The complete software package constitutes a cloud-enabled framework, which we
named COMA (Cloud Open Morphology Analyzer).
4.5.3 Correlations
We searched the phase space of blend ratio (φ=0.5 to 0.63) and interaction parameter (χ=2.2
to 4) with 10 sampling points for each variables. This gives us 100 independent configurations
that undergo thermal annealing. For each configuration we emit a microstructure every 20 times
steps. Every microstructure is annotated with the library of descriptors as described in the pre-
vious section. Structures characterized with similar interfacial area are grouped together and two
representative structures are chosen for every 100nm2 change in the area. We use the interfacial
area as the similarity metric. The choice is application specific and is motivated by the large effect
of interfacial area on the photo-physics. Specifically, the donor-acceptor interface is the only loca-
tion where an exciton can charge separate. In the PSP experiment, we emitted 32,000 structures
that are subsequently reduced to 2,000 representative structures based on the similarity metric.
Example microstructures are plotted in Figure 4.3. For each microstructure in the reduced set, we
run the full physics solar cell simulator and emit properties, as described in the previous section.
The total execution time was ∼ 48 hrs on the 32 node cluster with few failures being rescheduled
by the Hadoop library.
We collect all results and ask the following science question: what is the minimal number of
descriptors that comprehensively describe the photovoltaic performance of the microstructures. To
answer this question, we perform correlation studies by pairing each microstructure descriptor with
each full-physics metrics that was computed. Note that three of the physics based metrics encode
each of the three stages of the photo-physics during OSC operation: light absorption efficiency,
exciton diffusion efficiency and charge transport efficiency.
72
Figure 4.6 plots some of the most promising descriptors. For absorption efficiency the best
descriptor (with a very high correlation coefficient, ∼ 0.99) is the volume fraction of the donor
(Figure 4.6 (a)). This intuitively makes sense as the donor is the material that absorbs incident
light to create excitons. In the case of exciton dissociation efficiency, the most promising descriptor
is the weighted fraction of averaged donor domain. Figure 4.6 (b) plots the correlation between this
descriptor and the exciton dissociation efficiency. Note that exciton undergoes diffusive transport
across the donor domain. Thus, a weighting function that reflects this random walk (a gaussian
weighting function) encodes the physics of exciton diffusion and subsequent dissociation (Wodo
et al., 2013). Figure 4.6 (c-f) show correlation plots for three different descriptors that are correlated
with the charge transport efficiency. All three descriptors give less than satisfactory correlations,
with the best correlation achieved for the descriptor that measures the fraction of domains with
direct connection to the respective electrodes (contact area of donor domains on the anode, and
contact area of accepting material on the cathode).
We next combine these descriptors to perform correlation analysis with the key quantity of
interest – the short circuit current, Jsc. We identify the best combination(s) of microstructure
descriptors that predict the short circuit current. We consider products of descriptors to perform
correlation analysis with Jsc. Specifically, we consider (triple) products of descriptors that corre-
late with absorption (1 descriptor), dissociation (1 descriptor) and charge transport (3 descriptors),
respectively. Figure 4.7 plots the four possibilities. The results indicate that using the fraction of
the domain directly connected to the electrode as the charge transport descriptor (along with the
absorption descriptor and the dissociation descriptor) predicts well the short circuit performance
of a microstructure (with a ∼ 0.85 Pearson’s linear correlation coefficient). However, the best
correlation we report for the contact area of preferential material with the preferential electrode
(with a ∼ 0.98 Pearson’s linear correlation coefficient). The identification of this joint descriptor
that correlates well with Jsc is a significant breakthrough towards rapid identification and rank
ordering of morphologies in terms of their photo-voltaic performance. Currently, several morpho-
logical features are discussed and used by the community in the context of evaluating photovoltaic
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performance in OSC. The results reported in this paper enable a rigorous ranking of morphological
features and illustrate their utility in evaluating the performance of OSC. These three morphol-
ogy descriptors can be used as a basis to formulate a morphology design framework to identify
morphologies that will deliver improved OSC performance. Specifically, using these descriptors
we can perform quick screening of morphologies or use it as a cost function for the topological
optimization of morphologies. To our best knowledge this is the first successful attempt to find the
minimal number of descriptors that comprehensively describe the photovoltaic performance of the
microstructures. This analysis and result would have been extremely time-consuming to produce
without the MapReduce framework utilized here.
4.6 Conclusions
We describe a methodology to reformulate the challenge of high throughput exploration during
Process-Structure-Property analysis into the workflow under the MapReduce model in order to
take advantage of advances in cloud computing with minimal specialized knowledge in HPC. We
hope that the algorithmic details outlined in this work will serve as a template for the material
science community to reformulate other high throughput materials science problems using the
MapReduce paradigm. We showcase this generic approach in the context of exploring the process-
structure-property relationships in organic solar cells. We specifically focus our efforts on identifying
correlations between specific morphological traits and efficiency of stages of the photovoltaic process.
Through the high throughput analysis, we found three morphological traits that correlate well with
the short circuit current. This has significant implications for the design of morphologies for high
performance organic photovoltaic devices.
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Figure 4.2: Outline of the MapReduce framework developed for establishing PSP.






(B) Electron current at short circuit 
(C) Hole current at short circuit 
(D) J-V curve
Figure 4.4: Representative results of the Structure → Property framework. (A) shows a represen-
tative microstructure, (B) and (C) show the distribution of the electron and hole current densities
across the domain. (D) plots the computed current-voltage curve that this particular microstructure
produces.
Fraction of donor domain connected to anode: 0.34
Fraction of acceptor domain connected to anode: 1
Fraction of interface with path to both electrodes: 0.33
(A) (B) 
(C) 
Figure 4.5: Extracting morphology descriptors from a realistic 3-D morphology. (A) shows a
representative morphology, (B) plots the fraction of the donor domain at a specific distance from
the donor-acceptor interface. In this morphology 99% of the domain is within 8 nm to the interface.























































































































































Figure 4.6: Correlation study between morphology descriptors and device performance metrics:
(a) correlation between the light absorption efficiency (ηabs) and fraction of donor material in the
morphology; (b) correlation between the exciton diffusion efficiency (ηdiss) and weighted fraction
of donor material in the morphology; (c) correlation between the charge transport efficiency (ηCT )
and the fraction of the interface with the complementary paths to both electrodes, (d) correlation
between the charge transport efficiency (ηCT ) and the fraction of domain with the straight rising
paths (tortuosity t=1) (e) correlation between the charge transport efficiency (ηCT ) and the fraction
of useful domains – with direct connection to the electrode (f) correlation between the charge








































































































Figure 4.7: Correlation study between morphology descriptors and device property (Jsc). Morphol-
ogy descriptor constitute of three descriptors corresponding to three basic steps in the photovoltaic
phenomena: light absorption, exciton diffusion and charge transport, where charge transport de-
scriptor is changed between three options: (a) the fraction of the interface with the complementary
paths to both electrodes, (b) the fraction of domain with the straight rising paths (tortuosity
t=1) (c), and the contact area of preferential material on respective electrode (d).
82
CHAPTER 5. NANOSCALE MORPHOLOGY OF DOCTOR BLADED
VERSUS SPIN-COATED ORGANIC PHOTOVOLTAIC FILMS
A paper accepted in Advanced Energy Materials
Balaji Sesha Sarath Pokuri, Joseph Sit, Olga Wodo, Derya Baran, Tayebeh Ameri, Christoph J.
Brabec, Adam J. Moule and Baskar Ganapathysubramanian
5.1 Abstract
Recent advances in efficiency of organic photovoltaics are driven by judicious selection of pro-
cessing conditions that result in a desired morphology. An important theme of morphology research
is quantifying the effect of processing conditions on morphology and relating it to device efficiency.
State-of-the-art morphology quantification methods provide film-averaged or 2D-projected features
that only indirectly correlate with performance, making causal reasoning nontrivial. Accessing
the 3D distribution of material, however, provides a means of directly mapping processing to
performance. In this paper, two recently developed techniques are integrated–reconstruction of
3D morphology and subsequent conversion into intuitive morphology descriptors – to comprehen-
sively image and quantify morphology. These techniques are applied on films generated by doctor
blading and spin coating, addition- ally investigating the effect of thermal annealing. It is found
that morphology of all samples exhibits very high connectivity to electrodes. Not surprisingly,
thermal annealing consistently increases the average domain size in the samples, aiding exciton
generation. Furthermore, annealing also improves the balance of interfaces, enhancing exciton dis-
sociation. A comparison of morphology descriptors impacting each stage of photophysics (exciton
gen- eration, dissociation, and charge transport) reveals that spin-annealed sample exhibits supe-
rior morphology-based performance indicators. This suggests substantial room for improvement
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of blade-based methods (process optimization) for morphology tuning to enhance performance of
large area devices.
5.2 Introduction
Research into photovoltaic (PV) devices composed of organic materials (organic PV or OPV)
have been a recent hot topic because organic materials can be deposited from solution over large
areas, which promised to greatly reduce the cost of PV device fabrication (Li et al., 2014; Espinosa
et al., 2014). In addition, to reduced fabrication cost, OPV layers can be coated onto substrates
with nontraditional form factors for building integrated applications. (Adams et al., 2015; Treossi
et al., 2009; Steirer et al., 2009) Potential advances in flexible transparent substrates also open the
possibility of extremely light weight or flexible devices (Pierre et al., 2014; Hu et al., 2010; Krebs
et al., 2009c,a). Recent validated device efficiency records of over 10% demonstrate that OPV
devices can be fabricated with high power conversion efficiency (Liu et al., 2014; Li and Brabec,
2015; You et al., 2013; Zhang et al., 2016; Baran et al., 2017, 2016). Also, OPVs have recently
been demonstrated to be more efficient than crystalline Si under indoor lighting, opening a niche
application for OPV that will require consistent manufacturing (Cutting et al., 2016). However,
it has also been demonstrated that group-to-group consistency is low for the solution-fabricated
devices in large part, because small differences in fabrication technique can lead to large differences
in device performance (Krebs et al., 2009b). These differences come about because OPV active
layers are mixtures of donor polymers with small-molecule acceptors that self-assemble and phase
separate during the film-drying process. As a result, the length scale for phase separation and
the purity of the domains are a complex product of the donor/acceptor miscibility, solubilities of
the donor and acceptor, surface energies of the donor, acceptor, and substrate, drying rate, and
postdrying thermal treatments (Moul and Meerholz, 2009; Koster et al., 2009).
Despite the challenge of controlling self-assembly, the greatest advantage of OPV technology
is the ability to coat PV layers quickly and cheaply over large areas. Most efficiency records are
made on small-area devices produced using spin coating, which is a solution-coating technique that
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is difficult to scale up to large areas (Krebs et al., 2009a; Moul, 2010; Krebs, 2009a,b). Recently,
there has been significant interest in fabrication of OPV devices using large-area compatible coat-
ing methods such as spray coating (Treossi et al., 2009; Steirer et al., 2009; Hoth et al., 2009;
Vak et al., 2007; Green et al., 2008), slot coating (Machui et al., 2014; Krebs, 2009b), and blade
coating (Bolognesi et al., 2016; Hong et al., 2014; Lim et al., 2012; Schneider et al., 2014; Shin
et al., 2013; Tait et al., 2015; Tsai et al., 2015). Blade coating, in particular, is attractive for rapid
exploration because a blade coater is small enough to fit onto a typical fume hood research bench,
is compatible with roll-to-roll coating, and makes efficient use of expensive polymer samples. Blade
coating has been used to fabricate OPV devices with over 6% efficiency (Lim et al., 2012; Tait
et al., 2015) and optimized using solvent mixtures for various polymers (Bolognesi et al., 2016;
Hong et al., 2014; Lim et al., 2012; Schneider et al., 2014; Shin et al., 2013; Tait et al., 2015). The
optimization of solvent mixtures is used to improve the device efficiency and mutual solubility of
polymer (P) and fullerene (F) (Tait et al., 2015). The optimization of the self-assembly process
translates to optimizing the morphology of the donor/acceptor phases. A key step in this process
is a comprehensive nanoscale analysis of morphology of the fabricated device and its link to the
coating process. A characterization methodology is needed that can accurately characterize the
3D position, orientation, and concentration of materials with nanometer resolution providing more
insights into these effects. Even if these data can be acquired, it is necessary to accurately quantify
the morphology with descriptors that serve as a basis for quantitative processstructureproperty
relationship.
While there have been substantial advances in the characterization of OPV films (Chen et al.,
2012; Huang et al., 2014; DeLongchamp et al., 2012), organic donoracceptor mixture films present
huge characterization challenges because they are often amorphous or semicrystalline, limiting the
amount of information that can be gleaned from diffraction techniques. Methods like Grazing Inci-
dent Wide- and Small-Angle X-ray Scattering (GIWAXS and GISAXS) give information about the
orientations of polymer crystals in the film but are unable to provide information about amorphous
domains or to quantify the absolute amount of phase separation or crystallinity in the film. Ultra-
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fast spectroscopic techniques can provide information about the average domain size and average
lifetimes of excited states, but they are unable to provide real space information because the phase
separation is on a much smaller length scale than the visible or UV wavelengths. OPV films are
mostly composed of light elements (C, H, S, O, N, and F), which provide low scattering contrast for
both X-rays and electron beams. For this reason, electron microscopy provides little bright field or
dark field contrast for organic mixtures. Further, most transmission electron microscopy methods
(TEM) give a 2D projection of the 3D object, which averages composition information vertically
through the sample (Hammond et al., 2011). In order to obtain 3D information, it is usually neces-
sary to perform electron tomography (ET), in which a series of images are taken at different angles
between the sample and the film followed by numerical reconstruction into a 3D volume. Initial
ET images of OPV films used the scattering contrast between crystalline and amorphous domains
to create images. It was possible to distinguish between crystalline and noncrystalline domains,
but the domain composition could not be quantified. However, amorphous domains with differing
compositions are not distinguishable (Barrau et al., 2009; Jo et al., 2009; Oosterhout et al., 2009;
van Bavel et al., 2009). Recent work on energy-filtered TEM makes use of spectroscopic and real
space information simultaneously. High energy losses by core electrons of specific elements (C or
S) (Vajjala Kesava et al., 2013) or low energy losses by the surface phonons of the molecules (Herz-
ing et al., 2010) are used to create contrast between donors and acceptors. In some cases, this
information was converted to tomographic images that could give spatial, but not concentration
information in three dimensions (Hawks et al., 2014). In a recent work, we used an acceptor
molecule Lu@C80-PCBEH with heavy metals to create scattering contrast between donor and ac-
ceptor phases (Ross et al., 2009b,a). In this case, the contrast is very high because each acceptor
molecule has three Lu atoms in it (Roehling et al., 2016, 2013). Additionally, this fullerene has very
similar mixing properties and current-voltage (I-V) characteristics to PC60BM and PC70BM that
are the most common acceptors used in OPV research (Ross et al., 2009a). To further refine the
image reconstruction we used the discrete area reconstruction technique (DART), which improves
the assignment of domain interfaces, reduces errors from missing wedge artifacts, and allows the
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assignment of relative gray levels in mixed samples (Goris et al., 2013; Chen et al., 2014). We used
the combination of increased contrast, DART, and quantitative mass balance between phases to
reconstruct P3HT/Lu@C80-PCBEH tomographic images with pure P3HT, mixed P3HT/Lu@C80-
PCBEH, and Lu@C80-PCBEH-rich phases. In addition, we were able to quantify these data for
analysis of charge transport properties (Wodo et al., 2013) and vertical phase segregation (Roehling
et al., 2014). Comparison against vertical concentration measurements from reflectometry shows
qualitative agreement in all concentration features, but missing vertical concentration information
due to the missing wedge artifact (Roehling et al., 2014).
In this paper, we build upon the imaging and characterization strategies that we previously
reported to analyze OPV morphologies obtained from blade- and spin-coating P3HT/Lu@C80-
PCBEH mixtures both before and after thermal annealing. We use scanning transition electron
tomography (STET) to reconstruct and compare morphologies with 3D nanoscale resolution. Mor-
phology reconstructions show a mixture of pure P3HT, acceptor-rich and mixed phase (M) regions.
We take the further step of quantifying how the differences in morphology affect exciton quenching
and charge transport to the electrodes in these films. We use graph-based analysis techniques to
convert the reconstructed morphology into intuitive descriptors that represent various performance
indicators (exciton generation, dissociation, and charge transport). For example, to estimate ex-
citon dissociation characteristics, we analyze the mean/effective distance that a generated exciton
must diffuse to be quenched at the nearest donor/acceptor interface. To predict charge transport
characteristics, we look at volume fractions of each phase connected to the electrodes. We find that
an annealed spin-coated sample imparts a near-perfect balance of paths to respective electrodes
and thus an optimized morphology for OPV applications. In contrast, both annealed and as-cast
doctor-bladed samples had better donor connectivity than acceptor connectivity and thus would
be expected to demonstrate poorer OPV efficiency. These analyses give deeper insights into the
morphological effect of processing conditions on the performance of a device. More importantly,
by analyzing morphologies before and after thermal annealing, we show how various stages in
the fabrication process can help/hinder certain aspects of performance. Because we analyze true
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3D morphologies, we envision that these procedures can link the coating process to the resultant
morphology and device performance.
5.3 Results
A series of thin films fabricated with four fabrication conditions were measured using STET
and the reconstructed volumes were quantified. Figure 5.1 shows the morphologies from all four
fabrication methods, along with the volume fraction of each phase. The spatial distribution of the
acceptor (A) (purple), donor (D) (blue), and mixed (M) regions (green) is displayed to provide
a visual indication of the spread and distribution of the three phases. Three trends are clearly
noticeable. The first is that relaxation by thermal annealing results in precipitation of the donor
from the mixed phase to form more of the pure-donor phase. Correspondingly, there is a decrease in
the volume fraction of the pure acceptor phase. The second trend is that annealing only minimally
changes the volume fraction of the mixed phase for both blade-coated and the spin-coated samples.
Finally, spin coating yields a larger volume fraction of pure P3HT phases than blade coating.
Spin coating followed by annealing seems to result in a balanced volume fraction (≈ 19%)
of pure donor and pure acceptor phases. This is indicative of superior charge dissociation and
transport behavior, as subsequent analysis later in the paper reveals. To further explore the effect of
processing (especially surface and shear effects), we look at the vertical distribution of the material
in the films in Figure 5.2. Interestingly, we show that the as-cast blade-coated sample exhibits a
significantly higher degree of uniformity in the vertical distribution of all three phases than the
as-cast spin-coated sample. Comparing the coating methods, spin coating is expected to induce
a higher shear than blade coating. In addition, the spin-coated film dries with a relatively higher
reduction in surface temperature on a room temperature substrate compared to a blade-coated film
that dries on a substrate heated to 70 C. Also, the spin-coated sample has a skin layer of P3HT
at both interfaces as was reported previously (Germack et al., 2010, 2009), while the blade-coated
sample does not appear to have this skin layer. It is difficult to quantify the composition at the
interfaces using STET because surface roughness affects the density distribution at the interfaces
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and artificially increases the apparent polymer prevalence. We correct for this by removing surface
data that appear to be an artifact, but at the same time lose information about real surface
composition.
Thermal annealing greatly increases the density of the donor phase in both samples as previously
reported (Yang et al., 2005; Ma et al., 2005b). However, the impact on vertical composition
distribution is dramatically different. While annealing results in nearly equal vertical distribution
of pure donor and pure acceptor phases in the spin-cast sample, the blade-cast and annealed samples
have uniformly less pure donor phase. Previous measurements of vertical distribution of spin-cast
and annealed P3HT/Lu@C80-PCBEH samples showed a flat distribution of pure acceptor phase
and a concentration of pure donor phase near the center of the film as seen here. We posit that the
differences in the vertical distribution of materials seen previously and here are due to the higher
MW of the P3HT. Also the previous samples were spin-cast from chlorobenzene and heated to
150 °C, while here the samples were cast from dichlorobenzene (DCB) and then annealed at 140
°C (Roehling et al., 2013; Wodo et al., 2013; Roehling et al., 2014). For both annealed samples,
there is a much higher content of mixed phase near both interfaces, which is consistent with all
previous tomography measurements (Roehling et al., 2013; Wodo et al., 2013; Roehling et al., 2014).
Figure 5.3 shows the relative interfacial area between individual phases, DM, DA, and AM.
Regardless of the processing, all films show nearly zero amount of donoracceptor interface as pre-
viously reported (Wodo et al., 2013). This lack of DA interface confirms that the mixed phase is
distributed between the donor and acceptor phases. Annealing enhances the amount of DM inter-
face content with the increase of donor phase volume fraction. The AM interface area decreases for
both spin-cast and blade-cast samples, also proportional to the reduction in acceptor volume frac-
tion. This further strengthens the observation that annealing essentially moves the acceptor from
a pure phase to a mixed phase, while precipitating out the donor from the mixed phase to a pure
donor phase. This observation is not consistent with the previous measurement of spin-cast films
using chlorobenzene as the casting solvent. In that case, almost all of the volume was kinetically
trapped in the mixed phase, and both the donor and acceptor phases increased in volume fraction
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upon thermal annealing (Roehling et al., 2013). It can also be seen that the spin-cast and annealed
sample has a very balanced distribution of DM and AM interface fractions. The balanced ratio
of DM and AM interface areas is consistent with our previous work (Wodo et al., 2013). Finally,
the differences in the volume fractions and surface areas of the samples seen here and in previous
measurements show that our understanding of the combined effects of polymer molecular weight,
polydispersity, regioregularity, weight ratio of the donor and acceptor, solvent quality, drying time,
annealing temperature, and coating-induced shear is still not sufficient, in spite of thousands of
papers of exhaustive research on P3HT/fullerene mixtures, to provide predictive information about
morphology development.
5.3.1 Exciton Dissociation Measures
Having looked at coarse scale measures, we next focus on extracting descriptors that correlate
with the exciton dissociation capacity of these morphologies. We quantify this by calculating the
path lengths of all potential locations of exciton generation in pure phases to the nearest interface
of the mixed phase (where charge separation occurs). We assume that excitons generated within
a mixed phase have a 100% probability of dissociating. Within pure phases, excitons generated
at locations closer to an interface have a higher probability of successfully dissociating to create
viable charge carriers. While fluorescence-quenching measurements can be used to estimate exciton
dissociation efficiency in terms of an average spherical domain size (Lin et al., 2014), our graph-based
approach allows direct calculation of the path length (distance) to the nearest interface for every
voxel in the morphology. Based on all path lengths, histograms (Figure 5.4) are constructed, which
also report the average distance to the interface (which would be indicative of the domain size radius
assuming a spherical domain). We see that the distribution of distances to the mixed phase interface
for acceptor-rich and donor-rich phases is very similar, independent of the processing history. As
expected, thermal annealing broadens the distribution of the distances to the interfaces, indicating
an increase in average domain size. This is also clearly seen in Figure 1. Most importantly, the
average distance to the dissociating interface for all four cases is much smaller than the average
90
exciton dissociation length (≈7 nm) (Lin et al., 2014; Mikhnenko et al., 2015). This suggests that
all four samples suffer minimal geminate recombination and will exhibit high internal efficiency.
5.3.2 Charge Transport Measures
We next construct descriptors that quantify various aspects of charge transport capabilities of
the four samples. As a first measure, we identify the connectivity of the domains with the respective
electrodes. This descriptor is computed by identifying the number of donor voxels connected directly
(meaning without going through another phase) to the anode or acceptor voxels directly connected
to the cathode or mixed phase voxels connected to either electrode (Figure 5.5). Note that pathways
against electric field are treated the same as those in the direction of electric field. We efficiently
perform this calculation using connected components algorithm for graphs. It can be observed that
the acceptor and mixed phases exhibit a very high connectivity to the electrodes, regardless of
the processing conditions, which are consistent with previous STET measurements (Wodo et al.,
2013). The as-cast samples show low connectivity of the donor phase to the anode, which can
be attributed to the low volume fraction (Figure 5.1) of donor-rich phase in these samples and
can be correlated to poor hole mobility in as-cast P3HT/PCBM films (Nakamura et al., 2005; Li
et al., 2005). Annealing increases the volume fraction of donor-rich phase; the connectivity is also
increased substantially (Moule et al., 2014). Here, it is also clear that spin-cast samples have higher
donor-phase connectivity both before and after annealing, which should indicate better transport
of holes to the anode compared to blade-cast samples. This result shows that significant research is
needed to optimize the blade-coating conditions, in particular substrate temperature and solvent to
affect drying rate, which, in turn, can be used to optimize the formation of donor phases (Schmidt-
Hansberg et al., 2009). We see that purely relying on postannealing is not sufficient to improve
charge transport pathways.
While high connectivity is necessary for good charge transport, high connectivity alone may
not be sufficient to guarantee good charge transport characteristics. This is because connectivity
does not consider the actual transport path length that charges must take to reach the electrodes.
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Morphologies exhibiting longer charge transport pathways could suffer higher rates of recombina-
tion. We therefore next quantify the charge transport path lengths across the four samples. First,
we measure the charge transport length from each voxel in a pure phase to the respective elec-
trode. Next, we identify the fraction of the volume of each phase that is connected to an electrode
and exhibits perfect charge transport pathways. By perfect, we mean the shortest possible charge
transport pathway from a voxel to the respective electrode. We call this pathway a straight ris-
ing pathway, since the shortest path is simply the straight line from that voxel to the electrode.
Figure5.6 shows this fraction of straight rising paths (of the total volume) to the respective elec-
trodes. Figure5.6 (in conjunction with the morphology shown in Figure 5.1) suggests that only a
very small fraction of the volume (irrespective of the processing) has low tortuosity (or is a straight
rising path).
As a final measure of charge transport, we consider the relative distances that complementary
charges must travel to be collected, which is a more detailed and perhaps important measure
than the comparison of hole and electron mobilities that is standard (Nakamura et al., 2005; Li
et al., 2005). We consider a morphology to have a well-balanced structure if there is a good overlap
between the distribution of hole-transport pathways and electron-transport pathways. We compute
this in the following way: for each voxel in the morphology the (shortest) distance (along the
respective phase) to the corresponding electrode is computed using a graph shorted path algorithm
(Dijkstra’s algorithm). Using this charge transport distance, we compute the tortuosity of the path
that a charge (starting from a voxel) must endure to get to its electrode. The tortuosity is the ratio
of the actual distance to the shortest linear distance to the electrode (the tortuosity distribution for
each of the acceptor-/donor-rich phases is provided in the Supporting Information (Figure 5.10).
Using the tortuosity distribution allows us to identify what fraction of the donor and acceptor
phases exhibit similar tortuosity. This provides a measure of balance in pathways. A balanced
tortuosity distribution suggests that for every donor voxel with a very tortuous pathway for a hole
to reach the electrode, there is a complementary acceptor voxel that exhibits a similarly tortuous
pathway for an electron to reach its electrode. Figure 5.7 shows this plot. It can be inferred from the
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plots that as-cast samples show very little balance in charge transport pathways. Both blade- and
spin-cast samples show large variation in the fraction of isotortuous paths comparing the acceptor-
and donor- rich phases. Thermal annealing significantly improves the balance of pathways for
both coating methods. However, it is clear that spin coating plus annealing yields balanced charge
pathways for holes and electrons, while blade coating plus annealing yields a higher tortuosity for
holes in donor phases than for electrons in acceptor phases. This mismatch can be seen to originate
in the lower volume fraction of pure donor phase and the reduced charge pathways for holes, which
is shown in Figure 5.5.
All of these results taken together show that if OPV devices are to be mass produced using a roll-
to-roll coating method; significant research is needed to optimize the coating conditions that yield
better charge transport characteristics. This result could be achieved by changing one of several
blade-coating fabrication parameters: for example, by increasing the ratio of P3HT to fullerene
in the coating solvent (Moul et al., 2006), by reducing the substrate temperature to allow longer
drying times and thus more P3HT crystallization (Li et al., 2005; Schmidt-Hansberg et al., 2009),
by addition of a solvent additive to induce phase segregation in P3HT/fullerene (Peet et al., 2007;
Moule´ and Meerholz, 2008), or by changing the casting solvent to affect better phase segregation
the P3HT/fullerene (Al-Ibrahim et al., 2005; Machui et al., 2011).
5.4 Conclusions
In this paper, we used scanning transmission electron tomography and discrete area reconstruc-
tion technique to generate quantitative 3D nanoscale position and concentration specific maps of
P3HT/Lu@C80-PCBEH bulk-heterojunction organic photovoltaic devices. We specifically studied
how the use of spin coating versus blade coating affected the resulting morphology in as-cast and
thermally annealed films. All the imaged films could be described using a three-phase morphology
consisting of pure donor (crystalline-P3HT), acceptor-rich (amorphous Lu@C80-PCBEH), and a
mixed phase of amorphous P3HT mixed with Lu@C80-PCBEH. The mixed phase is distributed
directly between pure donor and acceptor phases. It can be inferred that excitons formed in pure
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phases of either polymer or fullerene will undergo charge separation at the interface between a pure
and a mixed phase. In all films measured in this study, the distance between a pure phase voxel
and a mixed phase voxel, which corresponds to the distance that an exciton must diffuse before
charge separating at a donor/acceptor interface, is far smaller than the typical exciton diffusion
length. This strongly suggests that the exciton separation step is expected to occur with ≈ 100%
efficiency in all measured morphologies.
Comparing spin-coated and blade-coated films, we found that spin-coated films had a larger
volume fraction of pure P3HT phases both before and after thermal annealing the films. Referring
to the vast literature on P3HT/fullerene processing, it appears that control of the drying time
and/or control of the P3HT aggregation using solvent additives could be used to increase the
volume fraction of the P3HT phase in the as-cast film. This study shows that thermal annealing is
not sufficient to increase the pure P3HT volume fraction in the blade-cast film to match the pure
P3HT volume fraction in the spin-coated film. The consequences of reduced P3HT volume fraction
in the blade-coated film are reduced charge transport pathways (volume fraction) to the anode.
The reduction in charge pathways results in a more tortuous pathway for holes to reach the anode
compared to electrons, which is summarized as an unbalanced, tortuous pathway. Spin-coating
plus annealing yields a balanced charge pathway and, as seen in many articles, a high internal
quantum efficiency and fill factor in OPV devices. Thus, we can conclude that more research is
needed to determine the fabrication conditions in blade-coated films that will yield optimized device
characteristics, with particular focus on enhance charge transport.
5.5 Appendix: Experimental procedures
5.5.1 Experimental details
Figure 5.8 shows the various stages of the analysis pipeline. Each stage of the pipeline was
discussed below.
Materials and Fabrication Protocol: The materials used were purchased from Merck (P3HT)
and Luna Nanoworks (Lu@C80 – PCBEH). All samples were coated onto glass substrates that
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were coated with Poly(3,4 - EthyleneDioxyThiophene) PolyStyrene Sulfonate (PEDOT:PSS) from
(Clevios P). P3HT/Lu@C80 – PCBEH blends were prepared using spin-casting and blade-coating
techniques from o-DCB solutions with 20 mg/mL total concentration. The 1:1 (w:w) P3HT:PCBM
(phenyl–C61–butyric acid methyl ester) and 1:1.3 (w:w) P3HT/Lu@C80–PCBEH (Phenyl–C61 Bu-
tyric acid 2–ethylhexyl ester) solutions from o-DCB were prepared and kept at 70 °C overnight for
better mixing. The spin-casting method was used to obtain 100 ± 5 nm films. Thermally annealed
films were annealed at 140 °C for 10 min in an inert atmosphere to enable P3HT crystallization
and phase separation. Solutions were blade-coated using 15 mm/s blade speed at 70 °C to yield
100 ± 5 nm films after drying. The same annealing conditions were applied to blade-coated films
in an inert atmosphere.
Morphology Imaging—HAADF–STEM Protocol : For STET imaging, samples were floated onto
the surface of a water bath by dissolving the water soluble PEDOT:PSS layer in deionized water.
Then flakes of the bulk-heterojunction layer were picked up onto lacey carbon TEM 200 mesh grid.
Imaging for electron tomography reconstructions was conducted using high angle annular dark field
scanning transmission electron microscopy (HAADF-STEM) using a JEOL 2100F transmission
electron microscope (JEOL Ltd, Tokyo, Japan) operated at 200 kV. The tilt series was taken
using dynamic focus via a STEM tomography plugin for Digital Micrograph (Gatan). Images were
acquired at 1°intervals from at least +65 to 65.
Morphology Reconstruction—DART Algorithm: HAADF-STEM images were manually aligned
using IMOD (Kremer et al., 1996). Volume reconstructions were then performed in MATLAB
using a custom code to implement DART by using HAADF-STEM images as an input. Gray levels
and thresholds were adjusted in DART until the difference between the reconstruction volume and
original microscopy images (back projection error) was minimized. Full details on the reconstruc-
tion methods are published elsewhere (Batenburg and Sijbers, 2011; van Aarle et al., 2015). The
reconstruction process usually results in the inclusion of surface layers of noise which have to be
removed (Roehling et al., 2014). Previously, surface layers were removed by visual inspection of
the reconstructed morphology, which resulted in an admittedly subjective removal of surface layers.
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In this work, concepts from computational homology were utilized to characterize the morphology
in a layer-by-layer fashion. Surface layers that are not part of the thin film are noisy with no
long-range structure, thus exhibiting a large number of small components of connected voxels of
each phase. This is quantified in computational homology in terms of the zeroth Betti number (β0).
Thus, a layer-by-layer plot of the zeroth Betti number shows a jump when a surface noise layer
is encountered (Figure 5.9), which results in an objective criterion to identify and remove surface
layers.
Morphology Analysis–GraSPI : The 3D morphologies resulting from the reconstruction were
converted into an equivalent graph. It was previously shown that representing morphologies as
graphs enables using very efficient and sophisticated algorithms to computationally characterize
and interrogate complex morphologies(Wodo et al., 2013, 2012a,b). Since each stage of the photo-
physics intimately depends on the 3D morphology, graph-based algorithms were used to compute
metrics that served as meaningful performance descriptors of each stage. This includes morphol-
ogy descriptors that quantify light absorption, exciton diffusion, exciton dissociation, and charge
transport (Peumans et al., 2003). This was shown to be an especially useful tool when looking at
tomography data that exhibit complex 3D morphological variations and are of large size. In par-
ticular, the morphology was characterized in terms of the size, shape, and topology of donor-rich
domains as a measure of light absorption and exciton dissociation, the proportion of acceptormixed
(AM)/mixeddonor (MD)/acceptordonor (AD) interfaces as a measure of exciton dissociation, and
types of paths to electrodes as an indicator of charge transport.
5.5.2 Preprocessing
Utilizing the above-mentioned imaging technique, surface roughness in the film may be inter-
preted as a polymer rich region, precluding information about film boundary. This misrepresenta-
tion becomes a significant challenge, as it affects estimation of charge transport traits of the film.
In the current work, we use principles from computational homology to identify and isolate layers
of morphology that are potentially due to imaging artifact. For example, air (on a rough surface)
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is usually imaged as noisy data. Noisy data have a very small correlation length and form more
isolated clusters, often 1 voxel in thickness, in contrast to the film which consists of much larger
clusters. The number of clusters per layer is represented in computational homology as zeroth Betti
number (β0). In graph theory, the zeroth Betti number (β0) is given by the number of connected
components. For each voxel layer of morphology, we compute the number of connected components
in the sample. Figure 5.9 shows the sum of connected components of each of the three phases per
layer. We can observe that two of the top and bottom layers have a large β0 compared to all other
layers. However, this can be deceptive as noise in one phase can dominate the sum of 0 per layer.
Therefore, we look at the 0 of the largest phase in the film of the mixed phase. This can give better
information for deciding the number of voxel layers to be removed for proper analysis of morpholo-
gies. Following figure plots the 0 of the mixed phase, per layer, we remove the following number
of layers: (a) BladeAsCast: 3-top, 3-bottom; (b) BladeAnneal: 1-top, 1-bottom; (c) SpinAsCast:
1-top, 1-bottom; (d) SpinAnneal: 2-top, 1-bottom.
5.5.3 Mass Analysis
In this section, we show that cropping the morphologies using principles from computational
homology does not alter the relative mass contents of the polymer and fullerene. Classification of
a voxel as P, F, or M is based on the threshold provided in Table 5.1.
5.5.4 Tortuosity Distribution
We discuss tortuosity distribution in the films. This supplements the discussion on the straight
rising paths in the main text. Tortuosity is calculated for all voxels in the domain which have a
path to the respective electrode through voxels of the same phase. (To reiterate, tortuosity of a
path is defined to be the ratio LcLs ; where Lc is the length of the charge transport pathway from a
voxel to the electrode; and Ls is the shortest straight path from that voxel to the electrode (same
as the length of charge pathway for a straight rising path)). Results for this calculation are shown
in Figure 5.10 in the form of histograms. The effect of annealing on the average domain size can
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be seen as widening of the tortuosity distribution. This widening of the distribution is primarily
because more pure acceptor (and donor)-rich regions are formed during annealing. We also observe
the tortuosity distribution becoming smoother upon annealing. This smoothing is primarily due to
improved charge transport pathways (as shown in Figure 5.11) arising from removal of cul-de-sacs
during annealing. Interestingly, such doubly curved pathways (as shown in Figure 5.11) are not
prominently observed in the spin-coated samples. We speculate that there is an intricate interplay
between solvent extraction rate, coating speed (shear rate), and the durations of coating. This is a
rich area for further analysis using full-scale models (Pokuri and Ganapathysubramanian, 2016).
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5.7 Figures and Tables
Figure 5.1: Reconstructed morphologies and isovolumes of acceptor, donor and mixed for the
four different samples (BladeAsCast, BladeAnneal, SpinAsCast, and SpinAnneal). Below each
iso-volume representation, the volume fraction of the phase is provided.
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Figure 5.2: Vertical distribution of donor, acceptor, and mixed phases.
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Figure 5.3: The distribution of interfaces between D/A, D/M, and A/M across the four samples.
The complete lack of D/A interface indicates that the mixed phase lies in between the pure donor
and pure acceptor phases.
Figure 5.4: Exciton dissociation measure. The distance distribution of donor (top row) and acceptor
(bottom row) voxels to the nearest interface (D/M or A/M) is shown as a histogram.
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Figure 5.5: Charge transport measure: the connectivity of each phase to the respective electrode.
Figure 5.6: Charge transport measure: the fraction of total volume with straight rising paths to
the corresponding electrode.
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Figure 5.7: Charge transport measure: the path length (in terms of the tortuosity) distribution
of all voxels to their corresponding electrode. This provides a measure of balance of pathways,
essentially illustrating the difference in charge transport pathways for electrons versus holes. Note
that this does not include the fraction with straight rising paths that are shown in Figure 5.6.
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Figure 5.8: Workflow of the experimentimaginganalysis pipeline. The experiment consists of fabri-
cating thin films using two sets of fabrication processes (spin coating and doctor blading). HAADF-
STEM imaging is performed on the thin films, and the morphology is reconstructed with the DART
algorithm. Noise removal and feature extraction are finally performed using graph-based analysis.
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Figure 5.9: Plot of Betti numbers for each sample. The red lines indicate the new boundary of
the film after preprocessing. Layers with high total 0 were discarded to account for any imaging
artifact.
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Figure 5.10: Histogram of tortuosity distribution of pure phases to the respective electrode. Note
the log scale of the fractions.
Figure 5.11: Explanation for smoothening of tortuosity distribution upon annealing (blade-coated
sample). We speculate that this is due to an interplay between solvent extraction rate, shear rate,
and time of processing the samples.
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Table 5.1: Composition (mass%) of polymer and fullerene in each phase and volume fraction before
and after cropping. Calculating the mass fraction of polymer and fullerene for each sample indicates
that the original 1:1 ratio is not affected by the removal of the noisy layers. Although the change
is very small, it nonetheless makes the system very close to the original mass% ratio
BladeAsCast






Polymer-rich 100 0 9.8 4.2
Fullerene-rich 42 58 28.0 29.0
Mixed 59 41 63.2 66.8
BladeAnneal






Polymer-rich 100 0 14.3 9.7
Fullerene-rich 29 71 21.9 23.2
Mixed 58 42 63.0 67.1
SpinAsCast






Polymer-rich 100 0 10.6 6.6
Fullerene-rich 32 68 26.4 27.6
Mixed 62 38 63.0 65.8
SpinAnneal






Polymer-rich 100 0 18.1 19.0
Fullerene-rich 3 97 22.5 19.3
Mixed 58 42 59.4 61.7
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MICROSTRUCTURE-DEPENDENT PROPERTIES IN THIN FILM
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6.1 Abstract
The processing conditions during solvent-based fabrication of thin film organic electronics sig-
nificantly determine the ensuing microstructure. The microstructure, in turn, is one of the key
determinants of device performance. In recent years, one of the foci in organic electronics has been
to identify processing conditions for enhanced performance. This has traditionally involved either
trial-and-error exploration, or a parametric sweep of a large space of processing conditions, both
of which are time and resource intensive. This is especially the case when the process → structure
and structure → property simulators are computationally expensive to evaluate.
In this work, we integrate an adaptive-sampling based, gradient-free, Bayesian optimization
routine with a phase-field morphology evolution framework that models solvent-based fabrication
of thin film polymer blends (process→ structure simulator) and a graph-based morphology charac-
terization framework that evaluates the photovoltaic performance of a given morphology (structure
→ property simulator). The Bayesian optimization routine adaptively adjusts the processing pa-
rameters to rapidly identify optimal processing configurations, thus reducing the computational
effort in process → structure → property explorations. This serves as a modular, parallel ’wrapper’
framework that facilitates swapping-in other process simulators and device simulators for general
process → structure → property optimization. We showcase this framework by identifying two
processing parameters, the solvent evaporation rate and the substrate patterning wavelength, in
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a model system that results in a device with enhanced photovoltaic performance evaluated as the
short-circuit current of the device. The methodology presented here provides a modular, scalable
and extensible approach towards the rational design of tailored microstructures with enhanced
functionalities.
6.2 Introduction
The field of organic electronics continues to grow at a rapid pace, delivering a number of emerg-
ing technologies with disruptive potential (Forrest, 2004; Someya et al., 2016; Chang et al., 2017;
Sekitani et al., 2009; Brabec et al., 2010). This includes organic photovoltaics (OPVs) (Hoppe and
Sariciftci, 2006b; Brabec et al., 2010), light-emitting diodes (OLEDs) (Sekitani et al., 2009; White
et al., 2013), transistors (OFETs) (Someya et al., 2004; Lai et al., 2017), memory diodes (Sung
and Boudouris, 2015; Lee et al., 2017), and energy storage devices (Kim et al., 2015), to name a
few. This broad appeal stems from a set of unique properties inherent to these devices; namely, the
full range of electronic functionalities packed into an ultra-thin yet flexible form factor (Sekitani
et al., 2009). Moreover, such devices may be sustainably produced at low-costs through established
high-throughput printing processes (Teichler et al., 2013; Diao et al., 2014). With the increasing
availability of biodegradable and nontoxic organic materials, these scalable printing techniques are
expected to pave the way for disposable designs with minimal environmental impact - marking
a significant step towards a fully-sustainable product development pipeline (Irimia-Vladu et al.,
2012).
However, despite significant progress over the years, relatively few applications utilizing organic
electronic have attained market-ready status. In many cases, performance improvement and long-
term reliability remain challenges. A common denominator continues to be understanding and
controlling the active layer microstructure, which is known to critically affect the overall device
performance (Hoppe and Sariciftci, 2006b; Campoy-Quiles et al., 2008; Sung and Boudouris, 2015;
Schaefer et al., 2016). There remains a limited understanding as to how fabrication processes influ-
ence morphology evolution, and subsequently how this morphology affects the device performance.
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This link is often described as a process–structure–property (PSP) relationship; a comprehensive
understanding of which would provide a recipe for fabricating devices with designer properties.
Numerous emerging areas, such as wearable electronics, RFID tags (a key component for the In-
ternet of Things (IoT) paradigm (Zhan et al., 2014)), and bioelectronics (Someya et al., 2016;
Simon et al., 2016; Lai et al., 2017), would significantly benefit from an improved understanding
of the underlying PSP relationships. Consequentially, as part of a community-wide effort to shed
more light on PSP relationships and accelerate materials development, a concerted effort has been
directed towards high-throughput methodologies and intelligent database mining, as well as the
development of increasingly sophisticated computational models (Panchal et al., 2013; Qin et al.,
2013; Wodo et al., 2015; Gupta et al., 2015; Brough et al., 2017). It is this latter point that provides
the motivation for this work. The development of extensible and highly efficient ‘forward’ models
allows for established optimization frameworks to systematically identify promising pathways that
produce microstructures with desirable properties (Sundararaghavan and Zabaras, 2006; Fullwood
et al., 2010; Qin et al., 2013; Li and Mu¨ller, 2016; Khaira et al., 2014).
In our previous work (Pfeifer et al., 2017), we introduced an integrated phase-field – particle
swarm optimization routine to systematically identify fabrication conditions capable of producing
a specified morphology, in a fully-automated fashion. This process-to-structure model explored
and optimized two fabrication parameters (annealing time and substrate patterning) to identify
processing conditions capable of producing desirable microstructures. In contrast, the current work
focuses on an optimization problem associated with device performance, rather than microstructure;
thus directly connecting the process-to-property relationship and providing a more comprehensive
approach towards the development of high-performance devices.
While the framework is generally applicable to microstructure-sensitive process design, we show-
case an application based on enhancing the photoconversion efficiency in solution processed bulk-
heterojunction (BHJ) organic solar cells. A typical BHJ active layer consists of phase-separated do-
mains of electron-donating and electron-accepting materials, leading to highly complex microstruc-
tures. Hence, the performance of these devices, particularly the short-circuit current, Jsc, depends
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non-linearly on competing microstructural features (domain size for exciton dissociation, tortuosity
and connectivity for charge transport, connectivity with electrodes for charge collection, among oth-
ers). Thus, instead of designing processing conditions for a desired microstructure (notably difficult
to specify), we focus on designing conditions that maximize a given microstructural property.
We accomplish this by linking a morphology evolution framework (Wodo et al., 2012a; Wodo and
Ganapathysubramanian, 2011b, 2014b) (process→ structure simulator) and a morphology quantifi-
cation framework (Wodo et al., 2012b, 2013; Pokuri et al., 2017a) (structure→ property simulator)
with an efficient, parallelized, Bayesian optimization routine. We explore how two experimentally
meaningful processing conditions can be tuned to achieve an improved device performance. The
first processing parameter of interest is the rate of solvent evaporation (Wodo and Ganapathysub-
ramanian, 2014b). The interplay between evaporation of one component and the diffusion of the
other components results in a rich diversity of microstructures that exhibit varied performances. In
particular, the resultant microstructure is notably dependent on the solvent type (Hoppe and Sari-
ciftci, 2006b; Kawano et al., 2009a) and evaporation profile (Dalnoki-Veress et al., 1997; Budkowski
et al., 2003; Kouijzer et al., 2013; van Franeker et al., 2015). The second processing parameter is the
pattern of substrate surface chemistry (Pfeifer et al., 2017). Preferential wetting at the substrate
can trigger surface-directed composition waves, influencing the final phase-separated morphology
and often leading to surface enrichment layers (Bjo¨rstro¨m et al., 2007; Schaefer et al., 2017). Im-
posing a tailored pattern (through dip-pen nanolithography, for example) can effectively modulate
the morphology development (Krausch, 1995; Bo¨ltau et al., 1998; Park et al., 2008).
Hence, in this work, we systematically tune the evaporation rate as well as substrate patterning
wavelength in an effort to guide the morphology evolution. This combination of processing condi-
tions is chosen to illustrate microstructure design using distinct yet interacting phenomena. These
processing conditions, evaporation rate and substrate patterning, highlight the interplay between
two competing mechanisms: a top-down, evaporative phenomena, and a bottom-up, surface-driven
influence. We do note that while substrate patterning is not a commonly used in organic solar cell
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fabrication, we use it as an illustrating example of the possibility of controlling morphology using
a diverse set of processing parameters.
The outline of the rest of the paper is as follows: We provide a brief description of the ternary,
evaporation-based phase-field methodology which serves as the process → structure simulator in
Section 2. Then, Section 3 is devoted to a discussion of the structure → property simulator,
which uses graph-based performance indicators. Sections 4 and 5 address the optimization routine
and implementation details. Finally, Section 6 provides illustrative results from the optimization
framework, followed by concluding remarks in Section 7.
6.3 Ternary Phase-Field Model: The Process → Structure Simulator
We consider solution-based fabrication of an organic thin film consisting of two distinct com-
ponents, an electron donor, and an electron acceptor. Both materials are initially dissolved in a
volatile solvent before the ternary mixture is then coated on a specified substrate. As the volatile
solvent evaporates from the top surface, the two non-volatile organic components phase separate to
form the final thin film morphology (Wodo et al., 2012a; Kim and Kang, 2009; Negi et al., 2018).
Figure 6.1 provides several representative snapshots of the phase-field based morphology evolution
as the solvent is evaporated.
The phase-field model tracks the evolution of order parameters, φi(~x, t) ∈ [0, 1] i = 1, 2, which
represent the volume fraction of each non-volatile component in the volume1. The evolution of the
order parameters are determined by the boundary conditions as well as the free energy functional
of the system, which is defined as follows:











dΩ + Fs(~x, φ1, φ2) (6.1)
Here, f(φ1, φ2, φ3) is the local, homogeneous (bulk) free energy of mixing. This functional has a
double-well profile, corresponding to the equilibrium concentrations of the separated phases. The
square gradient term in Eq. 6.1 represents the interfacial energy, and depends on the composi-
1Only two components are tracked in the ternary system; since the volume fraction is conserved, the third com-
ponent is found via:
∑
i=1,2,3 φi = 1.0.
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tion gradient, scaled by the interfacial coefficient ε2. Finally, Fs(~x, φ1, φ2) introduces a spatially-
dependent surface potential at the lower boundary to incorporate substrate patterning effects. As
is standard for polymeric systems, the homogeneous energy is constructed using the Flory-Huggins














where Ni is the degree of polymerization of component i, χij is the Flory-Huggins binary interac-
tion parameter between component i and j. For computational efficiency, all terms are dimension-
less (Wodo et al., 2012a).
The surface energy component, Fs, selectively introduces the effects of substrate patterning
throughout the fabrication process. This is defined as the following surface integral:
Fs(~x, φ1, φ2) = −
∫
Γ












The spatially-dependent function, pi(~x) → {-1, 0, 1}, describes the local, point-wise, nature of the
surface pattern. A non-zero value, pi(~x) = ±1, at point ~x, indicates an attractive or repulsive
surface chemistry towards component i. Otherwise, a zero-value is imposed, indicating component
neutrality. The magnitude of the surface potential is then introduced through the parameters hi
and gi (Jones et al., 1989; Jones, 1999); in this work, h1 = h2, and g2 = g2. As in Ref. (Pfeifer
et al., 2017), the substrate patterning scheme consists of an alternating attractive/repulsive motif
applied to the lower boundary as a surface flux. A simple square wave, of wavelength λp, is used
to represent the imposed pattern2.
Next, using the continuity relation and Fick’s First Law, one can derive the governing equations
















2Note: λp is normalized by a characteristic length scale for convenience, `d. In this work, we choose the final film
















Here, Mi is the species mobility of component i, which is assumed to be spatially uniform and
independent of concentration. The advection term accounts for the change in height, h, due to
evaporation (this is the consequence of the moving boundary, see (Wodo et al., 2012a; Saylor et al.,
2009)). The solvent component, φ3, is assumed to evaporate uniformly from the top surface. Hence,
as the solvent is removed, the height of the system, h, decreases with time, ∂h∂t = −keφ¯top3 . Here, ke
is the evaporation rate, and φ¯top3 is the average content of the solvent at the top layer (Wodo et al.,
2012a).
A final statement regarding the process → structure simulator is worth noting here. The
model used in this work only accounts for evaporation (and substrate) induced phase-separation to
predict the final morphology, and has been experimentally validated for select organic photovoltaic
systems (Negi et al., 2018). There are other phenomena that also affect the final morphology
including crystallization, as well as fluid shear effects. These can be naturally accounted for in a
phase-field setting (Wodo et al., 2012b) and included into the optimization framework instead of
the current model.
6.4 Graph-based Morphology Metrics: The Structure → Property Simulator
The next step is to virtually interrogate the given microstructure and determine device per-
formance. As stated earlier, we are primarily interested in the short-circuit current exhibited by
the microstructure. In organic solar cells, the photophysics consists of three distinct processes, all
of which are intimately connected to the microstructure. The first process is sunlight absorption
(photons) by the electron-donating material and the ensuing creation of tightly bound electron-hole
pairs (excitons). These charge-neutral excitons have a finite lifespan to diffuse (or randomly hop)
within the donor domains before decaying. Within this finite lifespan, if an exciton encounters
an interface (i.e., the donor-acceptor interface), it may dissociate into ‘free charge carriers,’ in
which the electron jumps into the acceptor, leaving the hole behind in the donor material. This is
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the second process, called exciton diffusion and dissociation. In the third process, the separated
free charges drift within their respective domains to the electrodes, resulting in charge collection.
A standard approach to modeling the photophysics is via the morphology-aware excitonic drift-
diffusion equations, a tightly coupled set of highly nonlinear differential equations (Kodali and
Ganapathysubramanian, 2012d,b). We choose to deploy this full-physics simulator only for verify-
ing the performance of the optimized configurations while relying on a more approximate but faster
structure → property simulator for the optimization. In this context, our previous work has shown
that specific morphological traits are highly correlated to how efficient each of the three processes
are, thus providing a direct link between morphology and performance (Wodo et al., 2015, 2012a,
2013).
We deploy an in-house framework to construct a set of quantities that effectively describe
each of the above processes. These quantities are calculated by using the equivalence between a
discretized 2-D/3-D morphology and a labeled, weighted, undirected graph. By efficiently querying
the equivalent graph, specific morphological traits that correlate with the efficiency of each physical
subprocess of the photo-generation process – light absorption, exciton dissociation, and charge
transport and collection – are extracted. A detailed discussion of this methodology is provided in
ref (Wodo et al., 2012b, 2015). The three morphology traits that we use to quantify performance
are as follows:
• fabs - Light absorption efficiency: The electron-donor material absorbs the incident solar ra-
diation and generates excitons. Assuming all of the donor material is available for absorption,
the morphology descriptor reduces to the volume fraction of the donor material within the
morphology3. Thus, fabs ∈ [0, 1] represents the relative amount of donor material capable of
absorbing incident radiation and producing an exciton;
• fw·diss - Exciton dissociation efficiency: We approximate the ratio of excitons successfully
dissociated to the total number of excitons generated. Since exciton transport exhibits (Brow-
3A more realistic descriptor is to consider thickness dependant absorption that accounts for attenuation of the
incident radiation as well as reflection from the bottom electrode (Wodo et al., 2012a).
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nian) random behavior, lengthy pathways to the donor-acceptor interface greatly reduces the
probability of a successful dissociation. Following (Wodo et al., 2015), we use a weighted
‘distance to interface’ descriptor to quantify this process. For each voxel of the donor ma-
terial, the shortest distance to a donor-acceptor interface (di) is computed. This distance is
weighted with the probability of the exciton successfully traversing this length, which is given







Thus, fw−diss ∈ [0, 1] with higher values indicating a larger fraction of successful exciton
dissociation.
• fuseful - Charge transport efficiency: Now, we define a descriptor to approximate the ratio of
free charges collected at the electrodes to the total number of dissociated excitons. While this
is a relatively complicated process involving drift and diffusion of electrons and holes under
the effect of a spatially-varying electric field as well as the recombination of electrons and
holes due to Coulomb attraction, earlier work suggests that the fraction of interface voxels
(i.e., voxels on a donor-acceptor interface, in which excitons dissociate into free charges) that
exhibit viable pathways to the electrode serves as a good indicator of this subprocess (Wodo
et al., 2015). This quantifies the relative amount of material connecting donor-acceptor
interfaces to the electrodes; this metric provides a natural way to penalize poorly connected
morphologies (i.e., islands). Again, fuseful ∈ [0, 1], in which higher values indicate more
efficient charge collection.
Earlier work (Wodo et al., 2015) has shown that the product of these three features shows a high
correlation with the short circuit current density, Jsc:
Jsc ∼ fabs · fw·diss · fuseful. (6.8)
4In this work, we define Ld in terms of the characteristic length scale: Ld = 0.1 · `d.
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We end this section with a similar caveat for the structure → property simulator. We empha-
size that the simulator chosen in this work provides a simple and computationally efficient way of
quantifying the effect of microstructure on performance. With this simplicity comes a lack of phys-
ical resolution in accounting for detailed device physics including the effect of crystallinity (OHara
et al., 2017), anisotropy, and polymorphism (Jacobs et al., 2018) on the photovoltaic performance.
We note that the modular design of the optimization framework makes it simulator agnostic and
allows replacing with more complicated device simulators. Our intent here is to showcase this
autonomous optimization using an available structure → property simulator.
6.5 Cost Functional and Bayesian Optimization
We frame the problem of identifying the fabrication conditions (namely, substrate patterning
wavelength, λp, and solvent evaporation rate, ke) that result in morphologies with large Jsc as
an optimization problem. That is, we search for processing conditions, ke and λp, that result in
morphologies with a maximum Jsc. To do so, we seek to maximize an objective function F :
x→ [0, 1], that maps a processing condition x ≡ {ke, λp} to the performance. Thus, the objective
function maps the space of processing conditions to a positive real number between 0 and 1, with
larger numbers indicating better performance. The objective function essentially fuses the process
→ structure, and structure → property simulators together as:
F(x) = fabs · fw·diss · fuseful. (6.9)
Notice that while the morphology plays a critical role in both simulators, it appears only implicitly
in the cost functional which directly links processing conditions with the desired performance
measure.
We select a surrogate-based optimization routine, as cost function evaluations can be unavoid-
ably expensive; each F(x) evaluation requires a complete phase-field simulation before performing
the graph-based morphology interrogation and post-processing. Depending on system configuration
(fabrication conditions) this can be considerably expensive. Thus, we seek to minimize the number
of function evaluations required to identify the optimal processing conditions. Secondly, we seek
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an optimization algorithm that is non-gradient–based (since gradient calculations are infeasibly
expensive). Finally, we are interested in algorithms that can assimilate data in an asynchronous
manner, since it is a priori difficult to predict the computational wall-clock time for each campaign
of simulations.
To meet these requirements, we select a Bayesian optimization (BO) routine as our optimization
solver. This approach uses Gaussian processes to construct a surrogate cost function. Then, with
every successive iteration, in which a finite set of processing conditions are evaluated in parallel,
this surrogate is updated using Bayesian statistics, which continues until a termination criteria is
satisfied (Gutmann, 2001; Brochu et al., 2010). In addition to reducing the number of function
evaluations (relative to comparable global optimization routines), BO offers additional advantages;
such as asynchronous iteration updates, which allows for efficient parallelization. In materials design
problems, Bayesian optimization routines are well-suited and growing in popularity (Negoescu et al.,
2011; Ju et al., 2017). In this work, we employ an in-house Bayesian optimization framework with
asynchronous update capabilities, custom built for deployment on large computing clusters (Pokuri
et al., prep). This framework is modular in design, and is agnostic to the objective function F(x).
We next detail the Bayesian optimization framework.
Bayesian optimization proceeds through the construction of a surrogate of the function y ≡ F(x)





where N pairs of data (i.e. (xi, yi) pairs, i ∈ [1, N ]) are available at a particular stage of optimiza-
tion. The basis function k(x, xi) is typically a kernel function (Carl Edward and Christopher, 2004).
The construction of a stable surrogate requires the kernel functions to be positive semi-definite.
The weights, wi, are determined by inverting the Gram matrix (K, Ki,j = k(xi, xj)) formed by the
kernel functions at the existing data locations yi, i ∈ [1, N ]. Two key metrics are computed from
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the surrogate, the mean (µ) and the variance (σ).
µ(x) =kTK−1y (6.11)
σ(x) =k(x, x)− kTK−1k (6.12)
k =[k(x, x1) k(x, x2) ... k(x, xi) ... k(x, xN )] (6.13)
The mean is the expectation of all gaussian functions passing through the given data (at a particular
location, x) and the variance represents the variance of the gaussian functions at a given location,
x. Hence, by definition, the mean curve interpolates the data and the variance goes to zero at the
known data points. Iterations in this optimization procedure involve selecting the most informative
locations, performing cost function evaluation and subsequent assimilation of this information to
update the surrogate. This procedure offers several advantages – primarily to adaptively select
locations for the (expensive) cost function evaluation.
The most informative locations are determined by the acquisition function. This function,
defined using the mean and variance, provides a way to quantify the information content of any
new evaluation point. Locations which result in extrema of the acquisition function value are good
candidates for the next evaluation. There are several possible choices of acquisition functions (Jones
et al., 1998; Brochu et al., 2010), and we choose the Lower Confidence Bound (LCB) in this work:
LCB(x) = µ(x)− κσ(x) (6.14)
where κ represents the so-called ‘exploration-exploitation’ trade-off. Large values of κ direct the
algorithm to explore the parameter space and build confidence in the surrogate whereas small values
of κ force the optimizer to exploit existing confidence. This definition of the acquisition function
enables easy parallelization of the traditionally sequential Bayesian optimization algorithm. For ex-
ample, instead of using one single optima determined by one acquisition function, one can generate
multiple evaluation points through the usage of multiple parametrized acquisition functions.
For this work, we use Latin hypercube sampling to generate an initial dataset to deploy the
optimizer. The Matern 5/2 kernel function is used for the construction of the surrogate. Optimiza-
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tion was performed in two dimensions (evaporation rate and patterning frequency) with 8 distinct
κ-strategies used via parallelization. In order to make the best use of exploration-exploitation na-
ture of the acquisition function, we chose an annealing type κ strategy5 (Sasena et al., 2002a). This
helped the optimization to initially explore the domain, eventually leading to an exploitative search.
The length scale parameters in the kernel function were optimized by minimizing the maximum
likelihood estimate of the posterior (Jones et al., 1998; Brochu et al., 2010).
6.6 Numerical Implementation
For this work, we assume a 1:1 blend ratio for a model system characterized by the following
material parameters: χ12 = 1.0, χ13 = χ23 = 0.4, Np = Nf = 5, Ns = 1, with an interfacial
coefficient of 2 = 4e-6. The coupled Cahn-Hilliard equations are solved via finite elements on
two-dimensional cross-sections, consisting of 800× 50 linear elements6. This geometry was selected
to provide a rich palette of structural features while requiring modest computational resources.
Numerical experiments revealed that finite size effects are minimal due to the large aspect ratio
(16 × 1) of the domain. The nonlinear system is solved using an in-house, finite element (FEM)
framework written in C++, which utilizes a parallelized Newton-Raphson scheme provided by the
PETSc solver library (Arge et al., 1997). Each simulation was solved via 12 CPUs on the Comet
cluster7. Solution times are highly variable, ranging from 30 min to 4 hours, depending primarily
on the evaporation rate. Further implementation details may be found in earlier reports (Wodo
et al., 2012a; Wodo and Ganapathysubramanian, 2011b).
6.7 Results and Discussion
In this section, we first illustrate morphology evolution under the effect of various solvent
evaporation rates and substrate patterning. Then, we perform the optimization and discuss the
5Annealing type kappa strategy was inspired from the cooling curves used in simulated annealing. The eight
strategies differed in their starting value of κ and the rate of cooling.
6Each simulation is initialized with an identical Gaussian-distributed random field: φ(~x, 0) = φ0 + N (0, σ), in
which σ = 0.005. This initial noise ensures that phase separation is initiated similarly across simulations.
7Comet is an XSEDE resource consisting of 1,944 nodes with 24 - 2.5 GHz Xeon E5-2680v3 cores per node and
124 GB of RAM.
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results, including an exploration of the process-performance space. We evaluate the performance
of the best morphology by performing a full-physics drift-diffusion simulation to compute the Jsc.
Then, to illustrate the versatility of this methodology and framework, the optimization procedure is
repeated for a different material system that exhibits a different photophysical property (specifically,
an exciton diffusion length that is twice that of the original system).
6.7.1 Influence of evaporation rate and substrate patterning
In solution processing applications, solvent evaporation is the key phenomena driving phase
separation. Here, solvent removal at the top surface is pitted against the mass diffusion within
the film. The interplay between these competing phenomena significantly affects the final phase-
separated morphology. High evaporation rates, in which solvent removal outpaces diffusion, leads
to an early phase separation near the top surface. This produces smaller domain sizes with an
affinity towards a ‘layered’ final structure. Alternatively, slower evaporation rates enable a more
homogeneous phase-separation profile, leading to larger, often ‘interpenetrated,’ domain structures.
Figure 6.1 provides a set of representative examples, comparing two evaporation rates, ke = 10 (left)
and ke = 1.0 (center), which illustrates this point. Note that evaporation rates can be easily varied
by up to two orders of magnitude in experimental settings (Zhao et al., 2016a). We thus consider
a range of ke ∈ [0.1, 10].
In addition, Figure 6.1 also shows the effects of substrate patterning, Fig. 6.1 (right). While
high evaporation rates often produce ‘layered’ microstructures, introducing a well-chosen substrate
pattern can act as a guiding force throughout the evolution. As an example, Fig. 6.1 (right) shows
a high evaporation rate ke = 10 with a commensurate substrate pattern. The result is a breakup




To illustrate the highly corrugated nature of the solution, we exhaustively construct the process-
performance space by sampling the {ke, λp} space in 400 ( 20 × 20) points, and performing the
process → structure and structure → property mappings to evaluate the cost-functional, as shown
in Fig. 6.2. The blue dots represent how the Bayesian optimization samples this highly corrugated
surface and adaptively hones in on the optima in the far left. The morphology corresponding to
the optima is shown as point (A), along with two other points of interest.
The microstructure corresponding to point (A) consists of a number of thin, yet highly con-
nected, domain structures. This is the result of a relatively high evaporation rate coupled with a
narrow patterning wavelength. These spaghetti-like structures are often ideal for OPV applications:
domains are relatively thin (on the order of the dissociation length scale), highly connected, and
have a relatively high interfacial area.
A further exploration of the objective function space provides a more clear window into the
interplay between evaporation rate and substrate patterning. Comparing points (A), (B) and (C)
in Fig. 6.2, reveals a consistent domain growth as the evaporation rate decreases. This leads to a
columnar morphology in Fig. 6.2 (C), in which the columns are larger than that of the patterning
wavelength, λp. This indicates that the characteristic domain size is largely determined by the
evaporation rate and that the substrate patterning has a limited ability to direct the morphology
towards a specified template.
We next evaluate the performance of the predicted morphology using the full-physics drift dif-
fusion model that accurately predicts the short circuit current density (Kodali and Ganapathysub-
ramanian, 2012d,b). We remind the reader that the graph-based structure → property framework
used in the optimization routine is a surrogate model; fast, but approximate. The results of the
full-physics simulation are shown in Fig. 6.3 which plots the electron and hole current density
distributions for the morphologies corresponding to points (A) and (B) in Fig. 6.2. The value
of the cost functional as well as the full-physics short-circuit current density are provided. Since
both morphologies have good electrode connectivity (top and bottom), the net charge collected is
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relatively high (as observed in the current density values for both electrons and holes). However,
the larger domain structures in morphology (B) results in sub-optimal exciton dissociation at the
donor-acceptor interface, reducing total charge collection at the electrodes.
These results emphasize an important point about the reachability of a desired morphology,
given a set of processing conditions (and their ranges). While it is well known that an inter-
digitated (i.e. columnar type, with column widths double the exciton diffusion length ) morphology
is an optimal morphology, there is currently no clear approach to fabricate such a morphology. In
contrast, the current process → structure, → property optimization identifies a morphology with
the best performance within the constraints of the possible processing conditions. This optimal
morphology (A) is not a simple columnar structure, but exhibits characteristics similar to an ideal
columnar morphology. These include a low tortuosity associated with the donor and acceptor
regions, as well as thin domains with domain length close to the desired exciton diffusion lengths.
Interestingly a true columnar morphology is also reachable within the constrains of the chosen
processing conditions. This is morphology (C). However, this is not an optima as it exhibits large
domain sizes that reduce its exciton dissociation efficiency, and hence photovoltaic performance.
We next consider a material system that has double the exciton dissociation length and rerun
the optimization routine. The results from this study are shown in Fig. 6.4, in which the optimal
structure now corresponds to point (B), rather than (A). This is consistent with the photophysics,
as the larger exciton dissociation length ensures that a larger domain is viable for exciton dissoci-
ation, and the resulting less-tortuous pathways ensure that the charge transport is unhindered by
recombination.
We again plot the full process-property space in Fig. 6.4. Notice, in this case the slight advan-
tage configuration (B) has over (A). For pattern wavelengths larger than λp = 0.5, the objective
function again becomes highly corrugated. Here, the substrate pattern has a diminished ability
to control the domain structures – leading to sharp changes in connectivity, as seen in the mor-
phologies corresponding to points (D), (E), and (F). Fig. 6.5 shows a full-physics comparison of
the morphologies corresponding to points (A) and (B) in Fig. 6.4 by plotting the electron and hole
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current densities. In this case of a higher exciton diffusion length, it can be clearly seen here that
the larger domains are more favorable to exciton dissociation and free charge carrier production.
The Bayesian optimization only required around 60 function evaluations, resulting in approxi-
mately 12 hours of total computing time on SDSC Comet to converge to a global maximum. This
is a significant improvement from an exhaustive exploration of the process space, as well as our
earlier work of using other heuristic, gradient-free optimization strategies (Pfeifer et al., 2017).
6.8 Conclusions
In this work, we describe a comprehensive process–structure–property optimization framework
to efficiently identify processing conditions that maximize a set of performance metrics. The frame-
work consists of integrating a generic process → structure simulator and a structure → property
simulator with an efficient and scalable Bayesian optimization routine. As an illustrative example,
we considered identifying promising processing conditions for the fabrication of organic photovoltaic
thin films that result in devices with enhanced photovoltaic performance. We specifically explored
two experimentally viable processing conditions – solvent evaporation and substrate patterning.
When the material properties were changed, the optimization routine identified a distinctly dif-
ferent processing condition that respected the effect of change of material properties. Our results
also indicated the importance of choosing the right set of processing conditions to optimize, which
can strongly affect the feasible set of morphologies. Future avenues of research include utilizing
more detailed process → structure simulators (including crystallization and roll-to-roll manufac-
turing conditions) as well as extending this to other materials applications. The modular design
of the optimization framework also enables easy plug-in of complex multi-physics models aimed at
comprehensive process optimization.
We envision that this adaptive sampling based approach of process-structure-property explo-
ration and design is easily generalized to a variety of other material systems and performance
metrics. This opens up the possibility of an efficient, automated, and rational identification of
processing conditions to produce optimal morphologies with tailored properties. We make the
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asynchronous, parallel adaptive Bayesian optimization framework freely available (at this link) to
the community with the intent of accelerating computational as well as experimental materials
discovery (Pokuri et al., prep).
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6.10 Figures
High Evaporation Rate Med Evaporation Rate High Evaporation & Substrate Patterning
Figure 6.1: Illustrative representations of microstructural evolution and solvent evaporation. As
the solvent evaporates the films become thinner and phase separation is initiated. The bottom row
represents the final morphology. The figures in the left column are morphology snapshots under
a high evaporation rate (ke = 10); while that in the middle column is for a moderate evaporation
rate (ke = 1.0). Notice that the final morphology in the high evaporation case forms a ‘layered’
structure. This morphology is altered in the right column, where, in addition to a high evaporation
rate, substrate patterning is applied (ke = 1.0, λp = 0.2).
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Figure 6.2: (Left) The objective function evaluated across the search space (interpolated for visu-
alization purposes) with several points of interest highlighted. The blue points indicate where the
Bayesian optimization samples this objective function as it proceeds to find the optima. Point (A)
indicates the optima found, while (B) and (C) correspond to other interesting points in the phase
space. (Right) Corresponding morphologies for points (A - C) (Note: Images have been truncated
for visualization purposes; only one-third of the domain length is shown)
Figure 6.3: Electron and hole current densities for (Left) The optimal solution predicted by the
Bayesian optimization framework; and (Right) Nearby, high-performing morphology.
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Figure 6.4: (Left) The objective function for 2Ld (interpolated for visualization purposes). The
blue points indicate where the Bayesian optimization samples this objective function as it proceeds
to find the optima. Here, point B, indicates the global maxima (optimal solution), while A–F
represent other interesting morphologies. (Right) Corresponding morphologies for points A - F
(Note: Images have been truncated for visualization purposes; only one-third of the domain length
is shown)
Figure 6.5: Electron and hole current densities for 2Ld simulation; (Left) The predicted optimal
solution for 2Ld; and (Right) Previous optimal solution, predicted for Ld.
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CHAPTER 7. PARyOpt: A SOFTWARE FOR PARALLEL
ASYNCHRONOUS REMOTE BAYESIAN OPTIMIZATION
A paper submitted to ACM Transactions on Mathematical Software
Balaji Sesha Sarath Pokuri, Alec Lofquist, Chad M.Risko and Baskar Ganapathysubramanian
7.1 Abstract
PARyOpt1 is a python based implementation of the Bayesian optimization routine designed
for remote and asynchronous function evaluations. Bayesian optimization is especially attractive
for computational optimization due to its low cost function footprint as well as the ability to
account for uncertainties in data. A key challenge to efficiently deploy any optimization strategy
on distributed computing systems is the synchronization step, where data from multiple function
calls is assimilated to identify the next campaign of function calls. Bayesian optimization provides
an elegant approach to overcome this issue via asynchronous updates. We formulate, develop and
implement a parallel, asynchronous variant of Bayesian optimization. The framework is robust
and resilient to external failures. We show how such asynchronous evaluations help reduce the
total optimization wall clock time for a suite of test problems. Additionally, we show how the
software design of the framework allows easy extension to response surface reconstruction (Kriging),
providing a high performance software for autonomous exploration. The software is available on
PyPI, with examples and documentation.
7.2 Introduction
Simulation-based design is a resource efficient approach of solving inverse and/or design prob-
lems in science and engineering. The goal of inverse/design problems is to identify conditions –
1Paryopt is pronounced as /pEr"japt/. It means competent and optimal in Hindi.
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these can be initial conditions, boundary conditions or property/coefficient distribution – that re-
sult in a desired behavior of the engineered system. Examples of these are ubiquitous. A good
example is in the identification of tailored processing conditions that result in electronic devices
with high performance metrics. In most electronics manufacturing, it has been shown that varying
processing conditions can critically impact device properties and the identification of optimal pro-
cessing conditions is a key problem from the financial and sustainability standpoint (Zhao et al.,
2016a; Pokuri et al., 2017b; Wodo and Ganapathysubramanian, 2012b). Another example is in the
identification/design of useful molecular architectures that exhibit a suite of desired physicochem-
ical properties (absorption, miscibility, solubility, toxicity, among others). This has substantial
implications in the pharmaceutical and the chemical industries. In all such cases of simulation-
based engineering, considerable effort has been expended to construct excellent ”forward” models
of the engineering problem, i.e. models that map the set of input conditions, boundary conditions
and property distributions to the output quantity of interest (F : input→ property). The design
problem, however, calls for knowledge of the reverse mapping (F−1 : property→ input ) that
maps a desired value of the output to a set of inputs.
Explicit construction of the reverse mapping is unfeasible in most applications with complex
forward models. The design problem of identification is usually posed as an optimization problem.
That is, the forward model, F , is solved multiple times within an optimization framework to
identify those input conditions that minimize a cost function, with the (argument of the) minima
representing the desired input values. In complex engineering applications, this cost function is often
very tedious to calculate. It can involve simulations which are computationally expensive. In such
situations, these ‘forward’ simulations are performed on large high performance computing (HPC)
resources. This federated approach to simulations is quite common, and gives several benefits such
as parallelization and cost effectiveness. However, such large shared compute resources often work
with a job scheduler that balances the load across several processes, users and projects, leading
to uncertain times of completion (queueing time + initialization time + compute time) for each
simulation. Added to that is the logistical effort of managing data between a local machine and a
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HPC client. Therefore, in such applications, one can expect the cost function to: a) be solved on a
HPC cluster, b) have long, uncertain compute times, c) require some form of data transfer across
computers, and d) fail with a small (but finite) probability due to hardware/network failures. In
recent years, there have been various approaches proposed to solve optimization problems under
such constraints.
Bayesian Optimization (BO) is a one such approach, especially for expensive cost function op-
timization. BO works by adaptively sampling the input parameters to construct a surrogate of
the forward model through basis expansion. By efficiently constructing a surrogate, it achieves
two purposes: one, to interpolate the surrogate through all existing data points and two, to give
confidence estimates on the constructed surrogate. Furthermore, this information provides a rig-
orous way to determine the next set of evaluations/ experiments (the adaptive sampling). This
form of surrogate construction helps to directly reduce the total number of function evaluations and
iterations, helping to efficiently identify the optima. Additionally, the Gaussian (mean, variance)
description used for construction of the surrogate enables a diversity of searches, ranging from pure
exploration to pure exploitation. Exploration helps to build confidence in the constructed surro-
gate and exploitation takes advantage of this confidence to find optima. A mixture of exploration
and exploitation avoids the optimizer to be stuck at a local optima. Hence, efficient BO usage
involves strategic, possibly simultaneous, exploration and exploitation searches. This parallelized
cost function evaluation can often increase the total time of optimization, often due to delays in
resource availability and management. BO is superior to other algorithms in this aspect, since the
update of the surrogate is Gaussian and hence the order of data assimilation does not affect the
posterior surrogate. Additionally, asynchronous data assimilation (Janusevskis et al., 2012) can
also be incorporated into this algorithm, with unusually long function evaluations (could be due
to difficult convergence, hardware failures and several other logistic reasons) being assimilated in
later iterations. Another common challenge with integration with an HPC system is to harmonize
the several runs across simulation nodes. One may also be interested to post-process simulation
142
results to calculate the actual cost function value. That will require a complete setup to manage
data across several systems, quite often using a secure shell protocol.
Utilizing these advantages and addressing the concerns, we present a parallelized implementation
of Bayesian Optimization that can: a) perform asynchronous updates per iteration, b) comes with
a secure shell login (SSH) module for HPC integration, and c) has fault tolerant restart capability.
Using PARyOpt, the user can thus perform optimization on a local machine, with the flexibility
to perform simulations either on the same local machine or a remote machine with/without a
job scheduler. To tackle delays in simulation time, we provide an asynchronous evaluator class
that can manage and keep track of status of simulations and adaptively assimilate them with
completion. To tackle hardware/software failures, we provide functionality to restart optimization
in case of head-node failure and also functionality to re-evaluate cost function in case of simulation
failures. In the presented test cases, the asynchronous remote evaluator has improved the total
time of optimization by up to 50%. Additionally, the software can also be used for general surface
reconstruction, commonly known as Kriging.
The rest of the paper is structured as follows – in section 7.3, we discuss the basic math
behind surrogate construction, Bayesian update and acquisition function, and potential avenues of
parallelization. Section 7.4 discusses current implementation of the algorithm, and development and
usage of the asynchronous evaluator class. In section 7.5, several standard optimization problems
as well as kriging are considered along with a thorough analysis of the novel asynchronous evaluator
class. Finally in section 7.6, code availability, reproducibility and future directions of this software
are discussed.
7.3 Bayesian Update – Gaussian Processes
In this section, we present a brief discussion of the algorithm of Bayesian Optimization. The
core algorithm is well studied and not the topic of this work. We refer the reader to (Brochu
et al., 2010; Shahriari et al., 2016) for a detailed explanation of the algorithm, its requirements and
limitations.
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Bayesian optimization proceeds through construction of a surrogate cost function y˜(x). This
surrogate is represented via a basis function expansion, around each evaluated point ( xi, i = 1, ..., N
). This ensures that the surrogate passes through (interpolates) the evaluated points. In the case of
evaluations with noisy data, the surrogate shall pass within one standard deviation from the mean






Typically, k(xi,x) is a kernel function (section 7.3.1), i.e., it takes in two arguments, x, xi, and
returns a scalar representative of correlation of the function y(x) between the points x and xi. The
weights wi are calculated by solving the system of N linear equations in wi. In matrix notation,
this is represented using a covariance matrix (K):
K w¯ = y (7.3)
Ki,j = k(xi,xj), i, j ∈ [1, N ] (7.4)
yi = y(xi), i ∈ [1, N ] (7.5)
w¯ = {wi}, i ∈ [1, N ] (7.6)
Hence the weights are calculated through the inversion w¯ = K−1 y. Note that the covariance
matrix K is a Gram matrix of a positive definite kernel function, making it symmetric and positive
semi-definite (see section 7.3.1). Furthermore, since with every iteration only a finite number of
rows are added to the covariance matrix, efficient inversion is possible through incremental Cholesky
decomposition (Polok et al., 2013). The mean and variance of the surrogate are then calculated as:
µ(xN+1) = k
TK−1y1:N (7.7)
σ2(xN+1) = k(xN+1,xN+1)− kT K−1 k (7.8)
k = k(xN+1) = [k(x1,xN+1) k(x2,xN+1) ...k(xN ,xN+1)] (7.9)
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At each iteration, the surrogate is updated with new data from the cost function. The locations
where the next evaluation is done is determined through optimization of an acquisition function
(section 7.3.2). An acquisition function is a means to estimate the new information content at a
location. It uses the mean and variance calculated in the above steps. In total, the algorithm is
summarized in the following figure (figure 7.1).
7.3.1 Kernel function
The kernel function, fi(x) = k(x,xi), is the most important component of Bayesian Opti-
mization. It embeds the information about continuity, periodicity and correlation lengths of the
underlying cost function, y. In order to be used as a kernel function in Gaussian processes the
function should be a positive semi-definite function, i.e,
∫
k(x,x′)g(x)g(x′) dµ(x) dµ(x′) ≥ 0 (7.10)
for all g ∈ L(χ, µ), µ is any measure. An exhaustive description of the requirements of covariance
functions can be found in (Carl Edward and Christopher, 2004). Some examples of standard
stationary covariance functions include:


















where Kν is the modified Bessel function, ν, l are positive constants









5. Rational quadratic covariance function




6. Peicewise polynomials with compact support: Several algorithms are discussed in (Wendland,
2005), one such example with compact support in D dimensions is given by
kppD,0 = (1− r)j+ (7.16)
where, j = bD2 c+ q + 1
where
r = ||x− x′||
While several classes of kernel functions can be used, in our implementation, we focus on stationary
functions (radial basis functions). It contains some of the most commonly used kernel functions like
squared exponential, Matern 3/2 and Matern 5/2. It is implemented as a separate kernel function
class, so that users can derive this class and supply their own custom kernel functions. This class
also contains the functionality to set the length scale parameters. This functionality is used to
estimate and tune the current length scales for the construction of a better surrogate with a given
class of kernel functions.
7.3.1.1 Maximum Likelihood estimate
The Maximum Likelihood Estimate (MLE) for a Gaussian process gives information about the
goodness of the surrogate based on the current available data. This provides a rigorous means of
estimating the length scale in the kernel function. Generally known as hyper-parameter estimation,
this is done by minimizing the MLE of the surrogate (Mongillo, 2011). The MLE is defined as:










The right hand side of 7.17 can be broken into two terms: the first term quantifies how well
the model fits the data, which is simply a Mahalanobis distance (Mahalanobis, 1936) between the
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model predictions and the data; and the second term quantifies the model complexity – smoother
covariance matrices will have smaller determinants and therefore lower complexity penalties. Pa-
rameters of kernel function that minimize this metric is the best set for the constructed surrogate.
It should be noted here that premature kernel parameter optimization can often lead to highly
skewed estimates and there should be performed only after sufficient number of data points are
evaluated (Benassi et al., 2011; Bull, 2011). A detailed discussion of hyper-parameter estimation
in Bayesian optimization can be found in (Wang and de Freitas, 2014; Jones et al., 1998; Shahriari
et al., 2016).
7.3.2 Acquisition function
The acquisition function informs the selection of the next point for evaluation of the cost
function, y. It is also sometimes called the ’in-fill’ criterion. The acquisition function is expected
to locate the most useful point for evaluation of the cost function. This is particularly necessary
when dealing with very expensive cost functions. The acquisition function operates on the mean
and variance of the surrogate, y˜, and identifies the ‘best’ point for next evaluation. Typically,
these functions are defined such that low acquisition values corresponds to a) low values of cost
function (exploitation) b) high value of uncertainty (exploration) c) a balance between exploration
and exploitation Minimizing the acquisition function is used as a guide to select the next point of
evaluation. Some of the commonly used acquisition functions, that are implemented in the software
are given below:
1. Lower Confidence Bound: Based on the mean and variance of the surrogate, the lower confi-
dence bound of the surrogate is defined as
LCB(x) = µ(x)− κσ(x) (7.18)
κ is a manually tunable parameter that signifies exploitative search for smaller values and
explorative search for large values.
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2. Probability of Improvement: This estimates the probability of improvement of surrogate at
a given location. It is given by:
PI(x) =

φ(fmin−µ(x)σ(x) ), if σ(x) > 0







is the effective improvement at a given location and φ(x) is the normal probability distribution
function.
3. Expected Improvement: This metric estimates the expectation of improvement of the surro-
gate at a location, given by:
EI(x) =

µ(x) + (fmin − µ(x))Φ(fmin−µ(x)σ(x) ) + σ(x)φ(fmin−µ(x)σ(x) ), if σ(x) > 0
0, if σ(x) = 0
(7.20)
Similar to lower confidence bound, expected improvement can also be parametrized for di-
recting the optimization to exploration vs exploitation. This modified EI is called generalized
EI (g-EI) and is very elaborately explained in (Sasena et al., 2002b).
7.3.3 Parallelization
There are several strategies for parallelization of this algorithm (Wang et al., 2016; Regis and
Shoemaker, 2007). It could be parallelization of a) linear algebra during covariance matrix con-
struction; b) acquisition function optimization for multiple optima/exploration-exploitation; c) cost
function execution; and d) cost function evaluation through multiple worker threads. Of these, the
first two strategies give little computational advantage as the time spent in those stages is much
smaller for expensive cost functions. Therefore, we take the route of parallelizing cost function
execution and evaluation. This is especially critical and useful for HPC based evaluations, which
have the ability to run simultaneous multi-processor jobs. Also, parallelizing function evaluation
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creates a natural setup for asynchronous data assimilation. Since the update is Bayesian, the or-
der in which the data is added to the original prior is insignificant. The choice of next function
evaluation depends exclusively on the data and not the ordering of the data. This can also be
seen in the construction of the covariance/correlation matrix, which is symmetric and the order
of data only affects the order of rows and columns and has no effect on the characteristics of the
matrix. This property of the algorithm enables asynchronocity to be built into it. The chosen
‘in-fill’ points for evaluation can be added later in the case of technical delays (typically long queue
times or hardware failures on a HPC cluster) without affecting the progress of optimization. How
much later and what are the minimum number of evaluations per iteration form a part of analysis
of this algorithm which we present in the results section.
7.4 Asynchronous Function Evaluation
In order to abstract the cost function evaluation from the platform of evaluation, we develop a
cost function evaluator class. The evaluator is a special function that takes two parameters: a list
of ”new” points to evaluate, and a list of ”old” points to include if evaluation has completed. The
function evaluator returns three lists: a list of completed points (and their cost function value), a
list of pending points (that are still being evaluated), and a list of points that failed to be evaluated.
The union of the two lists of input points is always equal to the union of the three lists of output
points.
The most straightforward implementation of a cost function evaluator is one that loops through
all input points and evaluates the cost function at each point serially. We can extend this to evaluate
points in parallel by spawning worker threads (or processes) that work through the list of input
points in parallel until every point has been evaluated, then returning the results. In both cases,
the returned pending list is always empty: all points either complete successfully or fail. We refer
to both of these implementations as ”synchronous” because the Bayesian optimization algorithm
does not continue to the next iteration until all input points have been evaluated.
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As cost function evaluation time may vary significantly, we introduce a tuneable parameter that
controls the fraction of “new” points per iteration that must complete before the function evaluator
returns. A value of 1.0 mimics synchronous/blocking behavior: all points must be evaluated before
the function evaluator returns, and the pending list will always be empty. A value of 0.6 waits
for at least 60% of points from the current iteration to be evaluated before continuing to the next
iteration, returning the remaining points in the pending list. A value of 0.0 will begin evaluating
the input points, then return immediately with all input points in the pending list. Only the ”new”
points (the first argument of the function evaluator) are considered part of this fraction to prevent
a buildup of difficult-to-evaluate stale points holding up an iteration.2
Future calls to the function evaluator pass the previously-returned pending points list as the
second argument (”old” points). Once the evaluator finishes evaluating the list of ”new” points, it
checks to see if any of the pending ”old” points have completed (or failed). If they have, they are
added to the appropriate list. If they have not, they are added to the pending list. The evaluator
never waits for ”old” points.
7.4.1 Implementation details
The package comes with an evaluator class that supports asynchronous function evaluations.
The basic inputs to an asynchronous evaluator class are the maximum simultaneous jobs possible
on the evaluation platform and the blocking-fraction of jobs to be finished before proceeding to the
next bayesian update. For example, the maximum jobs on a typical HPC cluster could be 50 but
on a local 4 core machine is only 4. The blocking fraction can vary from 0 to 1, with zero indicating
fully asynchronous update while one indicates fully synchronous update. This class has to be
derived for a specific platform, examples are provided for a local machine and a SBATCH scheduler
based HPC system. On a local machine, methods are implemented to spawn processes for each
cost function evaluation. Through the process id, the operating system’s process table is monitored
to detect completion of each function evaluation. For a cluster, sample evaluator sub-classes are
2This also prevents an iteration from completing with mostly stale points.
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included for an SBATCH based queing system, for which methods are implemented to track the
status of the job through its jobId. It comes with a complete setup for performing file transfer and
remote job submission, using Paramiko SSH library for Python. The user only needs to provide
external methods that can parse the output files from a simulation and classify them into either of
the three categories of: a) ValueNotReady ; b) EvaluationFailed ; and c) EvaluateAgain; Jobs with
ValueNotReady are pushed into the pending list for future Bayesian assimilation. If the evaluation is
completed, the result parsing script (user-provided) is invoked and it either returns a cost-function
value (float) or either of EvaluationFailed or EvaluateAgain. Jobs with a EvaluationFailed status
will not be evaluated in the future. Those with a EvaluateAgain status will be submitted again.
7.5 Results and Discussion
7.5.1 Optimization
We first show that parallelization does not affect the ability of the algorithm to find true global
optima. Optimization was performed on the standard Rastrigin [7.21] cost function over a domain
(x, y) ∈ [−12, 12]× [−12, 12]. The global minimum is located at (0, 0) with a function value of 0.0.
No asynchronocity was used and all the evaluations were used to update the surrogate. In all the
cases, a squared exponential kernel function was used with LCB as the acquisition function. Across
all runs, the same κ strategy was used for uniformity. Two different levels of parallelization were
used: the first with 4 in-fill points per iteration and the second with 8 in-fill points per iteration.
Both these cases were compared with a standard serial Bayesian optimization. Figure 7.3 plots the
locations of function evaluations with different levels of parallelization. It should be observed that
by using a parallel optimizer, the optima is not compromised. The path of evaluation is indeed
affected by the degree of parallelization. The simultaneous identification of in-fill points helps to
mimic exploration-exploitation search without explicitly tailoring the κ-strategy.
f(x, y) = 20 + x2 + y2 − 10cos(2pix)− 10cos(2piy) (7.21)
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Asynchronous evaluator
Next, we demonstrate the performance and advantages of our asynchronous evaluator. Using
the same Rastrigin function [7.21], we show how asynchronous optimization can improve total
optimization times under uncertain function evaluation time. Since the cost function in this example
is cheap, function evaluations are instantaneous. Hence, to demonstrate asynchronous working,
we artificially enforce a finite total evaluation time. For this, we chose to sample times from a
normal distribution with a mean of 10 sec and a standard deviation of 2.5 sec. This distribution
is representative of the queue wait time in standard schedulers. Other times, such as the time
of evaluation and time of startup are all assumed constant. The mean time of 10 sec is chosen
so that the total time is small and simultaneously not too small to be overshadowed by program
(Python, here) start up time. As with the previous test, a squared exponential kernel function
was used along with a LCB acquisition function. Since the completion time (wait time, here) of
each evaluation is (deterministically) uncertain, several (1000) realizations of the optimization were
performed to get trends in total optimization time. Figure 7.4 shows the total time of completion
of the optimization for different values of blocking fractions. Barring the few outliers (denoted by
dots in figure 7.4a), it can be observed that there is a consistent reduction of total optimization
time with reducing blocking fraction. The mean completion time shows an interesting linear trend
with blocking fraction, indicating a strong advantage of asynchronous optimization over a fully
blocking optimization. In this simple case, the improvement is upto 50% on average. However,
while there is a significant reduction of the average time of completion, the uncertainty increases
for lower blocking fractions. This is an expected outcome of the current test case, the asynchronous
evaluator is highly influenced by the wait times more than the fully blocking optimization. Finally,
it should be noted that in the worst case scenario, the total completion times for all blocking
fractions were similar and not affected by the presence of asynchronocity.
152
Benchmark Optimization
Here, we show the working of the software with standard benchmark functions. Table 7.1,7.2
shows the results. In all these cases, no parallelization was used. The squared exponential kernel
was used with the LCB acquisition function. An annealing type κ parameter (Sasena et al., 2002b)
was used for the LCB function. It can be observed how PARyOpt can identify the optimum without
any trouble.
7.5.2 Kriging
Kriging is a more general interpolation technique based on Gaussian priors and posteriors. It
informs function values at various locations in terms of mean and variance, and works similar to
distance-weighted-interpolation. The algorithmic basis of both Kriging and Bayesian optimization
are very similar – use local basis functions to create interpolant surrogate. In engineering, there
are several applications of kriging, especially in the realm of adaptive, automated design of experi-
ments. Due to the well known curse of dimensionality and expensive experiments, engineers look to
algorithms that inform regions of maximum new information content. Our current implementation
easily enables this by selecting the exploratory mode of acquisition function.
We demonstrate this utility by considering the following example case: what is the most efficient
sampling for a given curve (1-D). We shall compare the number of evaluations of Bayesian sampling
to uniformly spaced evaluations, typical of response surface reconstruction. We consider purely
analytical functions in this study – although their evaluation is cheap, it provides an easy powerful
way to see the dependence of number of evaluations on the complexity of the function.
Table 7.3 shows how the current software can be used for kriging. Each row shows varying
modality of the underlying curve. The left column has the result with unoptimized length param-
eters and the right column shows the result with (MLE) optimized (kernel) parameters. Note the
importance of performing MLE minimization for achieving efficient reconstruction using Kriging.
All the results were done with a pure exploration mode using the LCB acquisition function.
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7.6 Conclusions and Future Work
In this work, we presented a software for performing parallelized asynchronous Bayesian opti-
mization. Several advantages of such asynchronous evaluations are discussed and presented through
test examples. The total time of optimization improved up to 50% using asynchronous parallel
evaluations. This framework is completely modular giving the user the ability to replace any func-
tionality with tailored functions. This framework is also extensible to perform Kriging. Examples
were presented to show how the current framework can do this. This software is freely available
on Bitbucket and the documentation is hosted on ReadTheDocs. We anticipate wide usage of this
framework by the materials design community.
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7.8 Tables and Figures
Table 7.1: Results from optimization of benchmark optimization test functions: 2D
Cost function Optima location Located Optima
Ackley function (0.0, 0.0) (1.35e-11, -2.95e-08)
Rosenbrock function (1.0, 1.0)
(0.9999999945,
1.00000000124)
Rastrigin function (0.0, 0.0) (1.97e-08, 1.17e-09)
Griewangk function (0.0, 0.0) (-0.0003, -0.0009)
Table 7.2: Results from optimization of benchmark optimization test functions: higher dimensions





































Figure 7.1: Modular design of bayesian optimization. Note how the evaluator can be designed with
custom capabilities, such as asynchronocity and remote evaluation. The next figure will explain
the implementation of an asynchronous evaluator.
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Figure 7.2: Asynchronous evaluator: The evaluator recieves two lists of pending points and
new points for evaluation. It returns three lists – evaluation finished, pending points, and failed
evaluation. The fraction of evaluations finished can be controlled by the fraction of asynchronocity
(blocking-fraction).
Function evaluations: Serial
Bayesian optimization - only
one evaluation per iteration
Function evaluations: Par-
allel Bayesian optimization




with 8 evaluations per itera-
tion
Figure 7.3: Bayesian optimization on Rastrigin function with different levels of parallelization
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(a) Distribution of total optimization time for
Bayesian optimization with asynchronous func-
tion evaluations
















(b) Mean of completion times of Bayesian opti-
mization with asynchronous function evaluations
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Table 7.3: Kriging using PARyOpt. In these examples, we perform a budgeted Kriging, i.e., the
total number of function evaluations are fixed. Note how hyper-parameter optimization using MLE
helps to build greater confidence in the constructed surrogate.
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CHAPTER 8. FUTURE WORK
There are still several avenues of modelling and experimental integration that can vastly help
the community. Immediate scope for future work can be classified as follows: a) Extending com-
putational Process −→ Structure models to include multi-physics phenomena; b) Integrating Pro-
cess −→ Structure models with experiments for realistic material systems; and c) Complex quan-
tification methodologies of morphologies.
8.1 Extending Process → Structure Models
The model presented in this work is a ternary phase separating system with external forces
directing phase separation. In reality, this is however very simplistic and doesn’t capture intricate
phenomena such as crystallinity, temperature effects, flow effects, swelling and annealing. Since the
presented framework is highly modular, integrating these additional physics models will give great
insights into controlling morphology and enhancing performance
8.2 Integrating Process → Structure Models with Experiments
The presented model is highly efficient to compute phase separation in idealistic systems. A very
critical component of this model is the Flory Huggins free energy approximation. However, many
modern polymers have several stages of entropic and enthalpic contributions to phase separation.
Subsequently, there is still a large gap between the characteristics of morphologies from experimental
and computational communities. This gap can be heavily reduced if both process as well as material
specific parameters are informed from more fundamental studies than approximation such as the
group contribution method. To this end, firstly, experiments should be used to inform precise
material specific and processing parameters of phase separation. This also includes accessible
ranges of processing conditions, secondary effects and boundary effects such a substrate energies
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and roughness. Secondly, for the purpose of computational design, these parameters are often
restrictive to consider entropic contribution to the free energy. For this, the free energy of the
system should be informed from fundamental molecular dynamics simulations. This integration can
enable complete in-silico design and control of processing conditions for improved morphologies.
8.3 Complex Quantification Methodologies
The presented graph based morphology quantification tool is very powerful in light of morphol-
ogy design. The identified traits for stage-wise conversion efficiencies act as a handy tool for fast
quantification and optimization. However, recent advances in experimental quantification reveal
complex multi-scale conversion phenomena, which are hard to capture using a simplistic graph
representation. Hence, tools need to be developed that can integrate these complex phenomena
without additional graph query overhead. Additionally, the recent surge of machine learning and
artificial intelligence should pave way for a more comprehensive interpretable algorithms that can
capture these implicit phenomena. This will be of great importance to the community trying to
explain performance using morphological traits.
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