Chordal probe graphs  by Golumbic, Martin Charles & Lipshteyn, Marina
Discrete Applied Mathematics 143 (2004) 221–237
www.elsevier.com/locate/dam
Chordal probe graphs
Martin Charles Golumbic, Marina Lipshteyn
Department of Computer Science, Caesarea Rothschild Institute, University of Haifa, Haifa, Israel
Received 23 February 2003; received in revised form 18 December 2003; accepted 29 December 2003
Abstract
In this paper, we introduce the class of chordal probe graphs which are a generalization of both interval probe graphs and
chordal graphs. A graph G is chordal probe if its vertices can be partitioned into two sets P (probes) and N (non-probes)
where N is a stable set and such that G can be extended to a chordal graph by adding edges between non-probes.
We show that chordal probe graphs may contain neither an odd-length chordless cycle nor the complement of a chordless
cycle, hence they are perfect graphs. We present a complete hierarchy with separating examples for chordal probe and
related classes of graphs. We give polynomial time recognition algorithms for the subfamily of chordal probe graphs
which are also weakly chordal, 3rst in the case of a 3xed given partition of the vertices into probes and non-probes, and
second in the more general case where no partition is given.
c© 2004 Published by Elsevier B.V.
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1. Introduction
This paper introduces the class of chordal probe graphs, a new family of perfect graphs. We prove a number of basic
properties of chordal probe graphs, and give a result on the enhancement of a graph which generalizes a previous result of
Zhang [15] on interval probe graphs. We then study the chordal probe graphs which are also weakly chordal, a subfamily
which includes both the interval probe graphs and the chordal graphs.
1.1. Basic de!nitions
Let G = (V; E) be a 3nite, undirected, simple graph (i.e., without self-loops and parallel edges). The complement
>G = (V; >E) of G has the same set of vertices and edge set de3ned by >E = {(x; y) | x; y∈V and x = y and (x; y) ∈ E}.
Given a subset X ⊂ V, the subgraph induced by X is GX = (X; E(GX )), where E(GX ) = {(v; w)∈E | v∈X and w∈X }.
A set X ⊆ V is a stable set in G if for all u; v∈X , (u; v) ∈ E. A set Y ⊆ V is a clique in G if for all u; v∈ Y; u = v,
(u; v)∈E. If Y = V, then G is a complete graph.
A sequence [v1; : : : ; vk ] of distinct vertices is a path in G if (v1; v2); : : : ; (vk−1; vk)∈E. These edges are called the edges
of the path. The length of the path is the number k − 1 of its edges. A closed path [v1; : : : ; vk ; v1] is called a cycle if in
addition (vk ; v1)∈E. A chord of a cycle [v1; : : : ; vk ; v1] is an edge between two vertices of the cycle that is not an edge
of the cycle. A cycle is chordless if it contains no chords. Trivially, a triangle has no chord, so we refer to a chordless
cycle in this work as having length strictly greater than 3. We denote by Ck the chordless cycle on k vertices.
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Denition 1. An undirected graph G is a chordal (triangulated) graph, if every cycle in G of length strictly greater than
3 possesses a chord. A graph G = (V; E) is a weakly chordal graph if neither G nor its complement >G have an induced
subgraph Ck , k¿ 5.
We often use the notation PH [v;w] to denote a chordless path [v = v1; : : : ; vk = w] in the induced subgraph H , that is,
v1; : : : ; vk ∈V (H) and {(v1; v2); : : : ; (vk−1; vk)} = E(H{v1 ;:::;vk}). If C = [v1; : : : ; vk ; v1] is a chordless cycle in G, then we
denote by PC[v;w] the path [v= vi; vi+1; : : : ; w] in the cycle C starting with vertex v∈C and ending with the vertex w∈C,
following the same cyclic order.
Denition 2. The graph G = (V; E) is a bipartite graph if there exists a partition of its vertex set into two stable sets,
which is called a bipartition of the graph. The graph G=(V; E) is a split graph if there exists a partition of its vertex set
into a clique and a stable set. A split graph is characterized as being a graph which is chordal and whose complement is
also chordal.
Denition 3. An undirected graph G=(V; E) is an interval graph if its vertices can be put into one-to-one correspondence
with a set of intervals 
= {Iv}v∈V of a linearly ordered set (like the real line) such that two vertices are adjacent in G
if and only if the corresponding intervals have a non-empty intersection that is, (u; v)∈E ⇔ Iu ∩ Iv = ∅.
Three vertices of G form an asteroidal triple of G if for every pair of them there is a path connecting these two
vertices that avoids the neighborhood of the remaining vertex. For details, see for example [5].
Theorem 4 (Lekkerkerker and Boland [11]). A graph G is an interval graph if and only if it is chordal and does not
contain an asteroidal triple.
1.2. Chordal probe graphs: de!nitions and examples
Denition 5. An undirected graph G=(V; E) is a chordal probe graph if its vertex set can be partitioned into two subsets,
P (probes) and N (non-probes), where N is a stable set and there exists a completion E′ ⊆ {(u; v) | u; v∈N; u = v} such
that G′ = (V; E ∪ E′) is a chordal graph.
Example 6. The graph C4 is not chordal by de3nition. However, it is chordal probe as shown in Fig. 1, since there exists
a partition P = {c; d}, N = {a; b} that can be completed into a chordal graph by adding the edge (a; b).
Remark 7. Bipartite graphs are chordal probe graphs.
Proof. A chordal completion can be obtained by taking the same bipartite partition (X; Y ) of the vertices into two stable
sets, and making X probes and Y non-probes and 3lling in edges to make Y into a clique. This completion is a split
graph and thus a chordal graph.
Interval probe graphs, a generalization of interval graphs, were introduced by Zhang [15] and used in [16,17] to model
certain problems in physical mapping of DNA when only partial data is available on the overlap of clones (i.e., the
intervals).
Denition 8. An undirected graph G=(V; E) is a interval probe graph if its vertex set can be partitioned into two subsets,
P (probes) and N (non-probes), where N is a stable set and there exists a completion E′ ⊆ {(u; v) | u; v∈N; u = v} such
that G′ = (V; E ∪ E′) is an interval graph.
Remark 9. Interval probe graphs are chordal probe graphs.
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Proof. Any interval completion is also a chordal completion. The converse is not true, as follows. The even chordless
cycles of length greater than 4 are chordal probe graphs, because they are bipartite. Since interval probe graphs are
weakly chordal (see [8,13,14]), the even length chordless cycles greater than 4 are chordal probe but not interval probe
graphs.
The odd chordless cycles of length greater than 4, however, are not chordal probe graphs as we will show in Section 2.
The de3nitions of interval probe and chordal probe graphs do not specify a particular partition of the vertices in advance.
However, in the biology applications, the partition into probes and non-probes is part of the input. Therefore, we may
distinguish between the general case of interval probe or chordal probe graphs, where we must 3nd both a partition
and a completion for it, and the special case of partitioned interval probe or partitioned chordal probe graphs, where
we are given a 3xed partition and must only 3nd a completion for it. A polynomial time algorithm for the problem
of recognizing partitioned interval probe graphs (i.e., with respect to a 3xed partition) was 3rst reported in [10]. Their
method uses PQtrees and constructs an interval probe model in O(n2) time. Another method given in [12], uses modular
decomposition and has complexity O(n+m log n) for a graph with n vertices and m edges. In contrast to this, however, the
complexity of the general problem of recognizing interval probe graphs (when no partition is given) is an open problem.
In this paper, we give O(m2) algorithms for recognizing whether a graph is a weakly chordal, chordal probe graph, 3rst
in the partitioned case (Section 5) and second in the general case (Section 7).
Denition 10. A graph G = (V; E) is a tolerance graph if each vertex v∈V can be assigned a closed interval Iv and a
tolerance tv ∈R+ so that (x; y)∈E if and only if |Ix ∩ Iy|¿min(tx; ty), see [7,8].
Every interval probe graph is a tolerance graph, by assigning in3nite tolerances to non-probes and very small tolerances
to probes. The complexity of recognizing tolerance graphs is an open problem. In [6], we presented the hierarchy of
tolerance, interval probe and interval graphs, and the restricted cases of having an interval representation where (i)
intervals have unit length or (ii) no interval properly contains another interval, see also [8].
1.3. Outline of the paper
The paper is organized as follows. The initial results on chordal probe graphs are given in Sections 2 and 3. In Section
4, we give the complete hierarchy with separating examples for the classes of chordal probe, weakly chordal, interval
probe and related families of graphs. In the remainder of the paper, we discuss the algorithmic aspects of recognizing those
graphs which are chordal probe graphs and are also weakly chordal. As shown in Section 4, this class properly contains
the class of interval probe graphs. In Section 5, we consider the case with respect to a given partition. The chordless
4-cycles play a special role in our algorithms which we develop in Section 6. The more challenging case without being
given the partition is presented in Section 7.
2. First results
Lemma 11. If G = (V; E) is a chordal probe graph with respect to a given partition of the vertex set of G into P
(probes) and N (non-probes), where N is a stable set, then probes and non-probes alternate in every chordless cycle
in G.
Proof. Suppose there is a chordless cycle C = [x1; : : : ; xk ; x1] in G (k¿ 4), such that probes and non-probes do not
alternate in C. There is no pair of consecutive non-probes in C, because N is a stable set. Therefore, (by renumbering
if necessary) let {x1; x2} be a pair of adjacent probes in C. Let G′ be any chordal completion graph of G. The probes
x1 and x2 remain with the same neighborhood in G′, because edges are added only between non-probes. Let (xi; xj) be a
completed edge in G′, such that i ¿ 2 is smallest possible and j is the largest possible among the neighbors xj of xi in
the completion. Assign C′ = [x1; x2; V (PC(x2 ; xi)); xi; xj; V (PC(xj ; x1)); x1]. Now C
′ is a chordless cycle of length greater than
3 in G′, because the cycle contains at least x1, x2, xi and xj . This contradicts the chordality of G′. Therefore, the given
partition (P; N ) of vertex set of G does not have a chordal completion, contradicting the assumption. Hence, probes and
non-probes alternate along the cycle C.
Theorem 12. If G = (V; E) is a chordal probe graph, then G has no induced subgraph C2k+1, for k¿ 2, i.e., G has no
odd chordless cycle of length greater than 4.
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Proof. Suppose there exists an odd chordless cycle C of length greater than 4 in G. For any partition of the vertex set
of G into P and N, probes and non-probes cannot alternate in C. This is a contradiction to Lemma 11.
Theorem 13. Let G be a chordal probe graph, then G has no induced subgraph Ck , for k¿ 5, i.e., G has no complement
of a chordless cycle of length greater than 4.
Proof. Let G = (V; E) be a chordal probe graph. By Theorem 12, G has no induced C5, since C5 is isomorphic to
C5. Suppose there exists k¿ 6, such that Ck is an induced subgraph of G. Let x1; : : : ; xk be the vertices of Ck ordered
according to the ordering of vertices in Ck . Observe that C′ = [x2; x4; x1; x5; x2] is a chordless cycle of length 4 in G. In
any partition of V into probes (P) and non-probes (N ), which has a chordal completion, either x1 and x2 are non-probes
or x4 and x5 are non-probes. Without loss of generality, assume that x1 and x2 are non-probes. The vertex x1 is adjacent
to all the vertices in Ck , except for x2 and xk . Therefore, all the vertices in Ck , except possibly x2 and xk are probes.
But C′′ = [x3; x5; x2; x6] is also a chordless cycle of length 4 in G. In any partition (P; N ) of V, which has a chordal
completion, either x2 and x3 are non-probes or x5 and x6 are non-probes. Contradiction.
Denition 14. A graph G is called perfect if every induced subgraph GX satis3es the equality !(GX ) = (GX ), where !
denotes the size of the largest clique and  is the chromatic number.
Theorem 15. Strong perfect graph theorem (Chudnovsky et al. [3]). A graph G is perfect if and only if it contains
neither a chordless odd cycle of length greater than 4 nor its complement.
Therefore, Theorems 12 and 13 prove the following.
Corollary 16. Chordal probe graphs are perfect.
3. Even-chordal graphs
Denition 17. A graph G = (V; E) is an even-chordal graph if it has no induced chordless cycle of even length strictly
greater than 4. (This is what would be called (1; 6)-even-chordal in [2]).
Corollary 18. If G is a chordal probe graph, then G is even-chordal if and only if G is weakly chordal.
Proof. (⇐) This direction is immediate, since weakly chordal graphs are even-chordal.
(⇒) Suppose G is an even-chordal graph. By Theorem 12, G contains no odd chordless cycle of length ¿5, so G
contains no Ck , k¿ 5. In addition, by Theorem 13, the complement of G contains no chordless cycle of length ¿5.
Therefore, G is a weakly chordal graph.
Denition 19. Let G be a graph whose vertices are partitioned into P (probes) and N (non-probes). Let C = [a; c; b; d; a]
be a chordless cycle in G, such that probes and non-probes alternate in C, as shown in Fig. 1. Any chordal completion
of G=(P∪N; E) must have the edge (a; b), which we call an enhanced edge and the probes {c; d} are called the creator
pair of the enhanced edge (a; b). The enhanced graph G∗ = (P ∪ N; E∗) is the graph obtained from G by adding all
enhanced edges.
The notion of the enhanced graph was 3rst introduced for interval probe graphs in [15], (see [14]). We apply it more
generally.
Denition 20. Let G = (V; E) be a graph. We call a partition of its vertex set into two subsets P (probes) and N
(non-probes) valid if N is a stable set and probes and non-probes alternate in every chordless cycle in G.
We now present the main result of this section.
Theorem 21. Let G= (V; E) be an even-chordal graph. If there exists a valid partition of V, then G is a chordal probe
graph and the enhanced graph G∗ is a chordal completion.
Proof. Let G = (P; N; E) be an even-chordal graph with a given valid partition of V into P and N . By the de3nition of
valid partition, there are no chordless cycles of odd length in G, hence all chordless cycles in G are 4-cycles.
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We will show by contradiction that G∗ has no induced chordless cycle. Suppose C is a chordless cycle in G∗, with
the smallest possible number t of enhanced edges.
If C has no enhanced edge (t=0), then C is a 4-cycle in G. Since probes and non-probes alternate in C, it must have
enhanced edge. Contradiction.
Thus, t¿ 1 and there is no chordless cycle in G∗ with less than t enhanced edges. Let {(a1; b1); : : : ; (at ; bt)} be the
enhanced edges in C.
We prove the two following claims needed to complete the proof.
Claim 22. Let {c; d} be a creator pair of an enhanced edge (a; b) in C. At most one of c or d may have a neighbor
x∈C, such that x = a, x = b.
Proof. Suppose both c and d have a common neighbor x∈C, such that x =a and x =b, as shown in Fig. 2. The vertex
x cannot be adjacent to both a and b, because C is a chordless cycle with at least 4 vertices. If (a; x)∈E∗, then let
C′ = [c; b; d; x; c], else let C′ = [c; a; d; x; c]. In either case, C′ is a chordless cycle of length 4 in G∗ and also in G.
Therefore, probes and non-probes alternate in C′, and consequently it must have an enhanced edge. Contradiction!
Suppose c and d have no common neighbor, then let Q = [a = x1; : : : ; xt = b] be the longer path from a to b on the
cycle C. Let xi be a 3rst vertex on Q, which is a neighbor of either c or d, and let xj be the next on Q which is a
neighbor of the other of d or c, as shown in the Fig. 3. Then C′ = [a; : : : ; xi; : : : ; xj; d; a] is a chordless cycle in G∗, with
less than t enhanced edges. Contradiction. This proves Claim 22.
Claim 23. No creator pair creates more than one enhanced edge in C. In other words there are no two equal creator
pairs {ci; di}= {cj; dj}, i = j, which create (ai; bi) and (aj; bj), respectively.
Proof. Suppose that there exist creators {ci; di}= {cj; dj}, i = j, which create (ai; bi) and (aj; bj), respectively, as shown
in Fig. 4, while possibly ai = aj or bi = bj . Then the pair {ci; di} also creates the enhanced edges (ai; bj), (bi; aj), and
(bi; bj) if bi = bj and (ai; aj) if ai = aj . This means that the vertices ai, aj , bi, bj form a clique in G∗, which contradicts
the assumption that C is a chordless cycle in G∗. This proves Claim 23.
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We now complete the proof of Theorem 21. By Claim 22, there exists a creator di for every enhanced edge (ai; bi),
such that di is adjacent only to vertices ai and bi in C. All the elements of X = {d1; : : : ; dt} are diMerent because their
neighborhoods are diMerent.
If X is a stable set of G, then by replacing each enhanced edge (ai; bi) by the two edges (ai; di); (di; bi)∈E(G), we
would obtain a chordless cycle C′ of G of length greater than 4. Contradiction!
Otherwise, (by renumbering if necessary) there exist probes d1 and di, i ¿ 1, such that (d1; di)∈E(G). If a1 = bi, then
b1 =ai due to Claim 23. If a1=bi, then assign C′=[b1; d1; di; ai; V (PC[ai ;b1]); b1], else assign C′=[a1; d1; di; bi; V (PC[bi ;a1]); a1].
The cycle C′ is a chordless cycle in G∗ with fewer than t enhanced edges. Contradiction!
Thus, we have shown that the enhanced graph G∗ of G, with respect to the given valid partition, is a chordal graph.
Therefore, it is a chordal completion and G is a chordal probe graph.
Corollary 24. Let G = (P; N; E) be a chordal probe graph with respect to a given partition of V (G) into P and N ,
where N is a stable set. If G is an even-chordal graph, then the enhanced graph G∗ is chordal.
Proof. According to Lemma 11, probes and non-probes alternate in every cycle greater than 3 in G. Since G is an
even-chordal graph, then according to Theorem 21 the enhanced graph G∗ is chordal.
By Remark 9, every interval probe graph is a chordal probe graph with respect to the same partition and is also an
even-chordal graph. Therefore, we obtain an alternate proof of the following:
Corollary 25 (Zhang [15]). Let G=(V; E) be an interval probe graph with respect to the partition of its vertex set into
P and N , where N is a stable set. The enhanced graph G∗ is chordal.
4. Hierarchy of chordal probe and even-chordal graphs
In this section, we present the hierarchical relationships of chordal probe graphs and other well-studied families of
graphs, as summarized in Fig. 5.
We say that a hierarchy is complete, when all containment relationships are given. That is, (1) a downward edge from
class A to class B indicates that class A contains class B, (2) the lack of a hierarchical (containment) relation indicates
that the classes are incomparable, (3) classes that appear in the same box are equivalent, (4) an example appearing along
the edge between two classes is a separating example for those classes.
Theorem 26. The hierarchy and separating examples in Fig. 5 are correct. Moreover, the hierarchy is complete.
Proof. The hierarchical containment of interval ⊂ interval probe ⊂ tolerance ⊂ weakly chordal is presented in [6]
(see also [8]). The containment of weakly chordal graphs in the family of even-chordal graphs and the containment of
chordal ⊂ (chordal probe ∩ even-chordal) ⊂ chordal probe are immediate from the de3nitions. Interval graphs are
contained in the family of chordal graphs as stated in [11], and according to Remark 7, bipartite graphs are contained in
the family of chordal probe graphs. The family of weakly chordal graphs contains those chordal probe graphs which are
also even-chordal according to Corollary 18. Interval probe graphs are even-chordal and are contained in the family of
chordal probe graphs due to Remark 9.
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Fig. 5. The complete hierarchy between chordal probe graphs and other well-studied families of graphs.
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Fig. 6. Partition of the graph H2 and its chordal completion.
We now prove that the examples shown along edges of the diagram are the separating examples (Fig. 6).
The graph H1: In order to complete the graph H1 to chordal, one must add a chord to the chordless cycle [a; b; d; c; a].
Suppose the chord is (b; c), then {a; d; e} are probes, in which case a chordless cycle [a; b; d; e; a] cannot be completed.
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Fig. 7. Tolerance representation of the graph H1.
Table 1
Separating examples between incomparable classes
A B G1 ∈A− B G2 ∈B− A
Chordal probe Even-chordal=weakly chordal=tolerance C6 H1
Bipartite Even-chordal=weakly chordal=tolerance=interval probe=interval C6 C3
Tolerance Chordal probe ∩ even-chordal=chordal H1 T3
Suppose the chord is (a; d) and so {b; c; f} are probes, then a chordless cycle [a; c; f; b; a] cannot be completed. Thus,
any partition of H1 has no chordal completion and therefore H1 is not a chordal probe graph. However, the graph H1 is
a tolerance graph, since it has a tolerance representation as shown in Fig. 7.
The graph H2: To complete this graph into a chordal graph, one must add a chord to the chordless cycle [b; c; f; d; b].
Suppose the chord is (b; f), then {a; c; d; e; g} are probes, in which case no other completed edges can be added and
therefore {a; e; g} compose an asteroidal triple. Suppose the chord is (c; d) and so {b; e; f; g} are probes and {a} is
either a probe or a non-probe, in which case only completed edges (a; c), (a; d) can be added and therefore again {a; e; g}
is an asteroidal triple. Hence, any chordal completion of the graph H2 has an asteroidal triple and therefore H2 is not
an interval probe graph. However, the graph H2 is even-chordal and also is a chordal probe graph, since it has a valid
partition and a completion of that partition as shown in Fig. 6.
The graph T3: This tree is not a tolerance graph, as proved in [7]. However, it is a chordal graph and therefore is a
chordal probe graph and also an even-chordal graph.
The graph C3: The triangle is obviously an interval graph, thus it is chordal probe, but it is not bipartite.
The graph C4: The 4-cycle is not chordal by de3nition and therefore is not an interval graph. It is interval probe, since
it can be completed into an interval graph as in Fig. 1.
The graph C6: The 6-cycle is not an even-chordal graph by de3nition. It is chordal probe, since by partitioning the
vertices such that probes and non-probes alternate in the cycle, it can be completed into a chordal graph by connecting
the non-probes into a clique. Finally, every chordless cycle of even length is bipartite.
The graph C7: The 7-cycle is even-chordal, but it is not a weakly chordal graph by de3nition. It is not chordal probe
by Theorem 12.
Finally, we verify the incomparabilities between pairs of classes. We show that classes A and B are incomparable by
exhibiting graphs G1 ∈A− B and G2 ∈B− A in Table 1.
5. Recognition of those chordal probe graphs which are also even-chordal with respect to a given partition
According to Corollary 18, a chordal probe graph is weakly chordal if and only if it is even-chordal. The recognition
of weakly chordal graphs can be done in O(m2), see [1] or [9]. We, therefore, use this method in our algorithm. The
algorithm may fail at the 3rst stage, meaning that the graph is not weakly chordal, or it may fail at the second stage, in
which case the graph is weakly chordal, but is not chordal probe. The overall time complexity of the algorithm is O(m2)
by the following remark.
Remark 27. The number of 4-cycles in a graph having m edges is at most O(m2) and generating them can be done in
O(m2) time.
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Algorithm 1. Recognition of chordal probe graphs which are even-chordal graphs with respect to a given partition.
Let G = (V; E) be a graph with V partitioned into P and N , where N is a stable set.
begin
1. verify that the graph G is weakly chordal using the algorithm in [1] or [9];
2. for each 4-cycle C in G, verify that probes and non-probes alternate in C;
end
Theorem 28. Let G = (V; E) be a graph with vertex set partitioned into P and N , where N is a stable set. The graph
G is a chordal probe graph with respect to (P; N ) and an even-chordal graph i: Algorithm 1 recognizes it.
Proof. (⇐) Suppose the graph G is recognized by the algorithm. Then the graph is weakly chordal (Step 1) and hence
even-chordal by de3nition. Since probes and non-probes alternate in every chordless cycle of G (Step 2), (P; N ) is a valid
partition and the graph is chordal probe due to Theorem 21.
(⇒) Let G be a chordal probe graph, which is also even-chordal. According to Corollary 18, G is a weakly chordal
graph. In addition, probes and non-probes alternate in every chordless cycle in G due to Lemma 11.
6. The C4-connectivity relation
We open this section with the following remark on the valid partitions of 4-cycles. We will then investigate the valid
partitions of larger components of the graph.
Remark 29. A chordless cycle of length 4 has exactly two valid partitions where either pair of non-adjacent vertices
could be the non-probes. Moreover, assigning any one of its four vertices to be a probe (respectively non-probe) forces
its neighbors in the cycle to be non-probes (resp. probes) and its non-neighbor to be a probe (resp. non-probe).
Denition 30. Let G = (V; E) be a connected graph and let S(G) denote the set of all 4-cycles in G. We de3ne the set
Sx(G) = {C ∈ S(G) | x∈V (C)} for each x∈V . We call a path [v1; : : : ; vi; : : : ; vn] in G a C4-path if there exists a 4-cycle
Ci ∈ S(G) such that (vi; vi+1)∈E(Ci) for each i=1; : : : ; n− 1. A pair of vertices is C4-connected if there exists a C4-path
that connects the vertices. A graph is a C4-connected graph if each pair of its vertices is C4-connected.
Example 31. Let G be the graph shown in Fig. 8. Every pair of vertices in the cycle C′ are C4-connected and also every
pair of vertices in C′′ are C4-connected. However, none of the vertices in C′ is C4-connected to a vertex in C′′.
Denition 32. The C4-connectivity is an equivalence relation on V, so it partitions the set V into vertex disjoint maximal
C4-connected components, which we call C4-components. A C4-component which has only one vertex is called a singleton
C4-component.
Let H1; : : : ; Ht be the C4-components of G. The edges {(x; y) | x∈Hi and y∈Hi; i = 1; : : : ; t} are called the internal
edges of the graph. For each x∈Hi we de3ne the set Nj(x) = {y∈Hj | (x; y)∈E(G); j = i} and each such edge (x; y) is
called an external edge. If Nj(x)= {y} and Ni(y)= {x}, then (x; y) is an exclusive external edge which connects Hi and
Hj and the vertices x and y are called exclusive endpoints in Hi and in Hj .
Example 33. H1; : : : ; H8 are the C4-components in the graph shown in Fig. 9, where H1, H2, H3, H6 are singleton
C4-components.
Lemma 34. If (P1; N1), (P2; N2) are two di:erent partitions of a C4-connected graph G, such that probes and non-probes
alternate in every chordless cycle in G, then P1 = N2 and N1 = P2.
Proof. Suppose there exists v∈V, which is either assigned to be a probe in both partitions or a non-probe in both
partitions.
C' C'' 
Fig. 8. A graph which is not C4-connected.
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H 4 
H 5 
H 6 
H 7 
H 8 
H 1 
H 2 H 3 
non-exclusive external edge 
exclusive external edge 
internal edge 
Fig. 9. A graph which has 8 C4-components.
Fig. 10. Two valid partitions of a C4-connected graph.
Fig. 11. A C4-connected graph with only one valid partition.
We will now prove by induction on the length of a C4-path Q = [v= v0; : : : ; vi; : : : ; vm] that the vertex vm has the same
assignment in both partitions.
In the case that Q= [v0; v1], since the edge (v0; v1) belongs to a 4-cycle, v1 has the same assignment in both partitions,
due to Remark 29.
Assume that for every path of length i ¡m, the vertex vi has the same assignment in both partitions.
Let Q = [v = v0; : : : ; vm] be a C4-path of length m. By induction, each vertex vi (16 i ¡m) must have the same
assignment in both partitions. Consequently, the vertex vm must have the same assignment in both partitions, since the
length of the C4-path [vi; : : : ; vm] is less than m.
Therefore, all the vertices in G have the same assignment in both partitions and hence P1=P2 and N1=N2. Contradiction!
Thus, the assignment of each vertex in (P1; N1) is diMerent than its assignment in (P2; N2), so P1 =N2 and P2 =N1.
Recall that a partition of V into probes and non-probes is called valid if probes and non-probes alternate on all chordless
cycles and the non-probes form a stable set. Lemma 34 yields the following.
Corollary 35. A C4-component has two valid partitions if and only if it is an induced bipartite subgraph.
Example 36. Fig. 10 demonstrates a C4-connected graph with two valid partitions and Fig. 11 demonstrates a C4-connected
graph with only one valid partition.
Lemma 37. Let G be a weakly chordal graph, and Hi be a C4-component of G. Then the induced subgraph GNj(x) is
connected for any x∈Hi (i = j).
Proof. Suppose GNj(x) is not connected. Choose vertices a; b∈Nj(x) which are not connected by a path in GNj(x) but
whose path P = [a; v1; : : : ; vk ; b] from a to b in Hj is shortest possible over all such pairs. Note that (a; b) ∈ E(G),
vi ∈V (Hj)−Nj(x) and k¿ 1. Therefore, the cycle C=[x; a; v1; : : : ; vk ; b; x] is chordless of size greater than 3 and consists
of vertices from diMerent C4-components. Contradiction.
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Lemma 38. There exists at most one exclusive external edge that connects the C4-components Hi and Hj in G.
Proof. Suppose (u; v) and (a; b) are exclusive external edges that connect Hi and Hj , where u; a∈Hi and v; b∈Hj . By the
de3nition of exclusive external edge u = a and v = b. Let x be the 3rst vertex on PHi [a;u], which has neighbors on PHj [b;v],
and let y be the 3rst vertex on PHj [b;v] which is adjacent to the vertex x (y = b since (a; b) is an exclusive external edge).
The cycle C′ = [a; PHi [a; x]; x; y; PHj [y; b]; b; a] is chordless of size greater than or equal to 4 and has vertices from diMerent
C4-components. Contradiction.
The following FindC4Components procedure 3nds all the C4-components in a graph. The procedure is a variant of
breadth 3rst search, and combines those 4-cycles that are not vertex disjoint into a C4-component. Those vertices which
are not in a vertex set of a 4-cycle are singleton C4-components.
Procedure: FindC4Components
Input: A graph G = (V; E), the set S(G) and the sets Sx(G) for each x∈V .
Output: The set H = {H1; : : : ; Ht} of C4-components in G.
begin
i ← 1;
mark all vertices in G white;
while there are white vertices in G do
arbitrarily choose a white vertex v∈V ;
Hi ← {v};
if Sv(G) = ∅ then
mark v gray and insert it into the queue Q;
while Q is not empty do
remove vertex u from Q and mark it black;
for each C ∈ Su(G) do
if all vertices in C besides u are white or gray then
Hi ← Hi ∪ V (C);
insert all white vertices of C into Q;
else
mark v black;
i ← i + 1;
end
Lemma 39. The FindC4Components procedure !nds the set of C4-components of a graph G. The time complexity of
the procedure is O(m2).
Proof. Each Hi is C4-connected, since it is either a single vertex, which is not C4-connected to any other vertex in G
and hence a singleton C4-component, or a union of non-disjoint 4-cycles.
Suppose Hi is not a maximal C4-connected component in G. Then there exists a pair of C4-connected vertices x∈V (Hi),
y ∈ V (Hi). Let P= [x= v1; v2; : : : ; vn−1; vn = y] be a C4-path connecting x and y and let C1; : : : ; Cn ∈ S(G) be 4-cycles in
G, satisfying vi; vi+1 ∈V (Ci) for all i = 1; : : : ; n − 1. The 4-cycles C1; : : : ; Cn are not vertex disjoint and therefore are all
contained in Hi. Contradiction.
Only white or gray vertices are inserted into the queue, and each vertex is marked black after it is removed from
the queue. Thus, each vertex is inserted into the queue only once. For each vertex u that is removed from the queue,
the procedure checks all the cycles in the set Su(G). Therefore, each 4-cycle is checked at most 4 times and the time
complexity of the procedure is O(m2).
7. Recognition of those chordal probe graphs which are also even-chordal without being given the partition
We begin this section by outlining the 3ve stages of our algorithm for recognizing the class of graphs (chordal probe ∩
even-chordal) in the case where a partition of the vertices into probes and non-probes is not given in advance.
In the 3rst stage of our algorithm, we test whether G is a weakly chordal graph, using the method in [1] or [9].
In the second stage, for each vertex x in the graph, we 3nd the set Sx(G) of 4-cycles containing x, and in the third
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stage, we construct the C4-components H1; : : : ; Ht of G. Stage four 3nds all valid partitions of each Hi. If there exists a
C4-component Hi, which does not have a valid partition, then Hi is not a chordal probe graph due to Lemma 11 and,
therefore, G is not a chordal probe graph by the hereditary property.
At the 3fth stage, we extend the partitions from the C4-components to the entire graph, and upon success we construct
a graph G1 = (V1; E1), whose vertices correspond to the vertices of G and edges correspond to the internal edges and a
certain subset of exclusive external edges of G. We will prove that if stages 1–5 succeed, then G1 is a chordal probe
graph. Finally, we will show that G1 is a chordal probe graph if and only if G is a chordal probe graph.
Algorithm 2. Recognition of chordal probe graphs which are even-chordal graphs without being given the partition.
Let G = (V; E) be a graph;
begin
1. verify that the graph G is weakly chordal using the algorithm in [1] or [9], otherwise return ‘failure’;
2. construct the set S(G) of all 4-cycles in G and the sets Sx(G) for each x∈V ;
3. 3nd the set H = {H1; : : : ; Ht} of C4-components of G by calling the Find-C4-Components procedure;
4. for each Hi ∈H do
if Hi is a singleton C4-component then Pi = V (Hi), Ni = ∅, li = 1;
else
3nd a valid partition (Pi; Ni) and the number li of valid partitions of Hi by calling the FindPartitions procedure;
if FindPartitions fails, then return ‘failure’;
5. build the graph G1 = (V1; E1) by calling the Propagate-Constrained-Graph procedure; if it fails, then return ‘failure’,
otherwise return ‘success’;
end
We now give the details of the procedures that are used in the algorithm. The routines for Stages 1–3 were presented in
Section 6.
Stage 4
The FindPartitions procedure 3nds all the valid partitions of a weakly chordal C4-connected component Hi and assigns
a label li, which is the number of valid partitions of Hi, namely 1 or 2. If Hi does not have a valid partition, then the
FindPartitions procedure fails. The procedure 3rst 3nds a partition of vertices, such that probes and non-probes alternate
on every chordless cycle. It marks an arbitrary vertex v to be a probe and then propagates the assignment of all the other
vertices accordingly.
Applying Lemma 34, there exist at most two such partitions of Hi, where in the case of two valid partitions the set
of probes in one of the partitions is exactly the set of non-probes in the other partition. Then the procedure checks if
non-probes are a stable set and if probes are a stable set in the partition.
Procedure: FindPartitions
Input: A C4-component Hi and the set Sx(G) for each x∈V .
Output: A valid partition (Pi; Ni) of Hi and the label li, which is the number of valid partitions of Hi, or failure.
begin
step a
(Pi; Ni)← ({v}; ∅), where v is an arbitrary vertex in Hi;
li ← 0;
insert the vertex v into a queue Q;
while the queue Q is not empty do
remove vertex u from Q;
for each cycle Ci ∈ Su(G) do
if the non-neighbor x of u in Ci has a diMerent assignment than u then
return ‘failure’;
if x is not yet assigned then
assign x to have the same assignment as u;
insert x into Q;
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if either neighbor y1 or y2 of u in Ci has the same assignment as u then
return ‘failure’;
if either yi is not yet assigned then
assign yi to have diMerent assignment than u;
insert yi into Q;
step b
if Ni is a stable set then
if Pi is a stable set then li ← 2;
else li ← 1;
else if Pi is a stable set
swap the sets Pi and Ni;
li ← 1;
else return ‘failure’;
end
Claim 40. Let Hi be a non-singleton C4-component of a weakly chordal graph G. The FindPartitions procedure !nds
all the valid partitions of Hi. The time complexity of the procedure is O(|E(Hi)|2).
Proof. Each partition that is found by the FindPartitions procedure is valid, since probes and non-probes alternate in
every 4-cycle (this is checked in step (a)) and non-probes are a stable set (this is checked in step (b)).
According to Lemma 34, there exists at most two partitions where probes and non-probes alternate in every cycle,
while the set of probes in one of the partitions is exactly the set of non-probes in the other partition. The FindPartitions
procedure checks if both partitions are valid at step (b), by checking if the probes and the non-probes are stable sets.
Each vertex is inserted into the queue exactly once. The procedure removes each vertex u from the queue and checks
all the cycles into the set Su(G). Therefore, each 4-cycle is checked at most 4 times and the time complexity of the step
(a) is O(|E(Hi)|2). At step (b) we check whether a set of vertices is a stable set, this can be done in time complexity of
O(|E(Hi)|2). Thus, the time complexity of the FindPartitions procedure is O(|E(Hi)|2).
Lemma 41. The time complexity of the Stage 4 of Algorithm 2 is O(m2).
Proof. At the fourth stage, the FindPartitions procedure is called for each C4-component Hi of the graph. Since the
time complexity of FindPartitions procedure is O(|E(Hi)|2) according to Claim 40, the fourth stage has time complexity∑
i O(|E(Hi)|2) = O(m2).
Stage 5
The following Propagate-Constrained-Graph procedure identi3es the external edges of G and builds the graph
G1 = (V1; E1), enforcing the constraint that the set of non-probes must be a stable set. In the process, a vertex can
be forced to be a probe using the ForceVertexToBeAProbe procedure.
Procedure: Propagate-Constrained-Graph
Input: The set H = {H1; : : : ; Ht} of C4-components in a graph G = (V; E), and a valid partition {Pi; Ni} of Hi together
with the label li, for all i.
Output: Finds the graph G1 = (V1; E1), or ‘failure’.
begin
/* Step I: marking of internal edges */
for each Hi, mark the internal edges E(Hi);
/* Step II: marking of non-exclusive external edges */
for each v∈V, let v∈Hi do
for each unmarked edge (u; v)∈E(G), u∈Nj(v), |Nj(v)|¿ 1 do
mark the edge (u; v);
if there is at least one non-probe in Nj(v) then
call the ForceVertexToBeAProbe(v) procedure, which forces v to be a
probe or fails;
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/* Step III: marking of some exclusive external edges */
insert all C4-components with label equal to 1 into the queue Q;
while Q is not empty do
remove component Hi from Q;
for each v∈Hi do
if there exists an unmarked edge (u; v)∈E(G), u∈Nj(v) then
mark the edge (u; v);
if u, v are both non-probes then
call the ForceVertexToBeAProbe(u) procedure, which forces u to be
a probe or fails;
insert Hj into Q;
let G1 = (V1; E1) be a graph whose vertices correspond to vertices of G
(V1 = V ) and edges correspond to the remaining unmarked edges of G
together with all internal edges
⋃
E(Hi).
end
Procedure: ForceVertexToBeAProbe(v)
Input: A vertex v∈Hi and a valid partition (Pi; Ni) of Hi together with the label li.
Output: Modi3es the partition (Pi; Ni) and the label li, such that v is a probe or ‘failure’.
begin
if v∈Ni and li = 1 then ‘failure’;
else if v∈Ni and li = 2 then
swap the sets Pi and Ni;
li ← 1;
end
Lemma 42. The Propagate-Constrained-Graph procedure has time complexity O(m).
Proof. The time complexity of Step I is O(m), since we mark all the internal edges of all the C4-components of G.
At Step II, we check the adjacency set of each vertex in the graph in all the other C4-components. Therefore, Step II
has time complexity of O(m).
At Step III, each C4-component with label equals to 1 is inserted into the queue exactly once. For each C4-component
that is removed from the queue, we check the external unmarked edges that have an endpoint in this C4-component. The
time complexity of Step III is O(m).
Thus, the time complexity of the Propagate-Constrained-Graph procedure is O(m).
We now prove several properties which will be needed to prove the correctness of the algorithm.
Lemma 43. If the Propagate-Constrained-Graph procedure succeeds, and e is an external edge of G, then e∈E1 if and
only if e is an exclusive external edge that connects two C4-components both having two valid partitions remaining at
the end of the procedure.
Proof. Let e= (u; v)∈E(G), v∈Hi, u∈Nj(v) be an external edge. Since the procedure succeeds, it follows that at steps
I and II, the procedure marks all internal and non-exclusive external edges in G. Thus, if e is unmarked, then it is an
exclusive external edge.
Observe that Step III marks an edge (u; v) precisely when Hi is removed from Q. Suppose e∈E1, then Hi and Hj
never entered the queue. Since every C4-component whose label is 1 does enter the queue, it follows that li = lj = 2.
Consequently, li = 2 and similarly lj = 2.
Conversely, if li = lj = 2, then Hi and Hj are never inserted into the queue, so e is not marked, which implies that
e∈E1.
Lemma 44. Every chordless cycle of length greater than 3 in G1 is an induced subgraph of a C4-component of G.
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Fig. 12. The graph G2 of the example graph shown in Fig. 9.
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Fig. 13.
Proof. Suppose there exists a chordless cycle C′ = [c1; : : : ; ck ; c1] of length k ¿ 3 in G1, such that C′ is not an induced
subgraph in a C4-component. Thus, the set of edges E(C′) contains some exclusive external edges of G. According to
Lemma 43, for each exclusive external edge e = (cm; cm+1)∈E(C′), if cm ∈Hi and cm+1 ∈Hj , then lm = 2 and lm+1 = 2.
If k = 4, then C′ is a 4-cycle in G, and since C′ is not contained in a C4-component, it is not a chordless cycle in G.
Otherwise, k ¿ 4 and since G is a weakly chordal graph, C′ is also not a chordless cycle in G. Therefore, there exists a
chord e′ = (ci; cj)∈E(G), e′ ∈ E(G1), which is an external edge in G. Let ci ∈Hi and cj ∈Hj . The chord e′ was marked
by the Propagate-Constrained-Graph procedure. Therefore, li = 1 or lj = 1 due to Lemma 43. Contradiction.
We will recall the following well-known characterization of chordal graphs based on perfect elimination orderings,
which we will need to prove the correctness of the algorithm (Fig. 12).
Denition 45. A vertex is called simplicial if its adjacency set is a clique. Let G= (V; E) be an undirected graph and let
+ = [v1; : : : ; vn] be an ordering of the vertices. We say that + is a perfect elimination ordering if each vi is a simplicial
vertex of the induced subgraph G{vi ;:::;vn}.
Theorem 46. A graph is chordal if and only if it has a perfect vertex elimination ordering [4].
Let G2 = (V2; E2) be the quotient graph of G1, having vertex set V2 = {h1; : : : ; ht}, where hi ∈V2 corresponds to the
C4-component Hi in G and E2 = {(hi; hj)|∃(u; v)∈E1 such that u∈Hi; v∈Hj}.
Remark 47. Obviously G2 is a chordal graph, since every chordless cycle in G1 is contained in a C4-component due to
Lemma 44. Therefore, there exists a perfect elimination ordering += [h1; : : : ; ht] of V2, which corresponds to an ordering
-= [H1; : : : ; Ht] of the C4-components in G.
Lemma 48. Let G be a weakly chordal graph and - = [H1; : : : ; Ht] the ordering of the C4-components in G, which
corresponds to a perfect elimination ordering in G2. There exists at most one exclusive endpoint of an edge in Hi that
connects Hi with any of the C4-components {Hi+1; : : : ; Ht} in G1.
Proof. Suppose there exist exclusive external edges (x1; y1) and (x2; y2), x1 = x2, such that x1; x2 ∈Hi, y1 ∈Hj , y2 ∈Hk
and j; k ¿ i. Then j = k according to Lemma 38. Since hi is a simplicial vertex in the induced subgraph G2{hi ;:::;ht}, there
exists an exclusive external edge (z1; z2), z1 ∈Hj , z2 ∈Hk , as demonstrated in Fig. 13 (possibly y1 = z1 or y2 = z2). The
cycle C = [x1; PHi [x1 ; x2]; x2; y2; PHk [y2 ; z2]; z2; z1; PHj [z1 ;y1]; y1; x1] in G is chordless of length greater than 3 with vertices from
diMerent C4-components. Contradiction.
Lemma 49. If the Propagate-Constrained-Graph procedure succeeds, then G1 is a chordal probe graph.
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Proof. By Remark 47, let + be perfect elimination ordering of G2 that corresponds to an ordering - of the C4-components
in G. Let Hi be a C4-component of G. If hi is an isolated vertex in G2, then (Pi; Ni) is a valid partition of Hi. Otherwise,
let x be the exclusive endpoint in Hi that connects Hi to Hj , for all j¿ i in G1, as in Lemma 48. There exist two valid
partitions of Hi due to Lemma 43. Let (Pi; Ni) be the valid partition of Hi, such that x∈Pi.
Consider the partition (P=
⋃
(Pi), N =
⋃
(Ni)) of V (G1). Probes and non-probes alternate in every cycle of size greater
than 3 in G, since such a cycle is an induced subgraph in a C4-component due to Lemma 44. Suppose there exists an edge
(u; v)∈E1, such that u∈Ni, v∈Nj and j¿ i. Then u is the exclusive endpoint of Hi and therefore u∈Pj , a contradiction.
Thus, N is a stable set and (P; N ) is a valid partition of G1. Therefore, G1 is a chordal probe graph according to
Theorem 21.
Theorem 50. The Propagate-Constrained-Graph procedure succeeds if and only if G is a chordal probe graph.
Proof. (⇒) If the Propagate-Constrained-Graph procedure does not fail, then G1 is a chordal probe graph by Lemma
49. Let (P =
⋃
(Pi); N =
⋃
(Ni)) be a valid partition of G1, where (Pi; Ni) is a valid partition of Hi. We will prove that
(P; N ) is a valid partition of G and hence G is a chordal probe graph due to Theorem 21.
Since G is a weakly chordal graph, each chordless cycle of size greater than 3 in G is an induced subgraph of a
C4-component and therefore probes and non-probes alternate in the cycle. Thus, we only need to prove that N is a stable
set. Suppose for a contradiction that there exists an edge (u; v)∈E(G), such that u; v∈N . Moreover, u∈Hi and v∈Hj ,
since Ni is a stable set for all i. In case that |Nj(v)|¿ 1, the procedure either fails or forces the vertex u to be a probe.
Therefore, |Nj(v)|=1 and similarly |Ni(v)|=1. Thus, (u; v) is an exclusive external edge. Neither Hi nor Hj were inserted
into Q, since otherwise the procedure would remove Hi (or Hj) from Q and force v (or u) to be a probe. Thus, (u; v) is
unmarked by the procedure, meaning that (u; v)∈E1 and N is not a stable set in G1. This is a contradiction, since G1 is
a chordal probe graph with respect to the partition (P; N ).
(⇐) We prove that if the procedure fails, then G is not a chordal probe graph. In the case that thePropagate-Constrained-
Graph procedure fails at Step II, there exists an edge (u; v)∈E(G), v∈Hi, u∈Nj(v), |Nj(v)|¿ 1, such that there is at
least one non-probe in Nj(v) in a given partition (Pj; Nj), v is a non-probe in a given partition (Pi; Ni) and li = 1. Since
Nj(v) is a connected set by Lemma 37 and Nj is a stable set, u has a probe neighbor in Nj(v) in the given partition
(Pj; Nj). Thus, there is also a non-probe in Nj(v) in the opposite partition of Hj . Therefore, there exists a non-probe in
Nj(v) in any valid partition of Hj . Suppose G is a chordal probe graph. Now, (Pi; Ni) is the only valid partition of Hi,
since v must be a non-probe in any valid partition of G. Thus, there would be a pair of adjacent non-probes in any valid
partition of G, a contradiction.
In the case that the Propagate-Constrained-Graph procedure fails at Step III, there exists an edge (u; v)∈E(G),
u∈Nj(v), |Nj(v)|= 1, where u; v are both non-probes in the given partitions (Pi; Ni), (Pj; Nj) and lj = li = 1. Suppose G
is a chordal probe graph. Since both Hi and Hj have only one valid partition, u and v are both non-probes in any valid
partition of G. Thus, there would be a pair of adjacent non-probes in any valid partition of G, a contradiction.
Theorem 51. The time complexity of the Algorithm 2 is O(m2).
Proof. The 3rst stage of the algorithm has time complexity O(m2), using the algorithm in [1] or [9]. According to Remark
27, the second stage also has time complexity O(m2). At the third stage, we call the FindC4Components procedure, which
has complexity O(m2) according to Lemma 39. The time complexity of fourth stage is O(m2) due to Lemma 41. The
time complexity of the 3fth stage is O(m) according to Lemma 42.
8. Conclusion
We have introduced the family of chordal probe graphs and have given an eQcient algorithm for recognizing those
chordal probe graphs which are also even-chordal. This subfamily includes the interval probe graphs. The complexity
of recognizing chordal probe graphs in general and recognizing interval probe graphs without being given a partition in
advance are open questions.
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