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Abstract
When using complex Bayesian models to combine information, the checking for con-
sistency of the information being combined is good statistical practice. Here a new
method is developed for detecting prior-data conflicts in Bayesian models based on
comparing the observed value of a prior to posterior divergence to its distribution un-
der the prior predictive distribution for the data. The divergence measure used in our
model check is a measure of how much beliefs have changed from prior to posterior,
and can be thought of as a measure of the overall size of a relative belief function. It is
shown that the proposed method is intuitive, has desirable properties, can be extended
to hierarchical settings, and is related asymptotically to Jeffreys’ and reference prior
distributions. In the case where calculations are difficult, the use of variational approx-
imations as a way of relieving the computational burden is suggested. The methods are
compared in a number of examples with an alternative but closely related approach in
the literature based on the prior predictive distribution of a minimal sufficient statistic.
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1 Introduction
In modern applications, statisticians are often confronted with the task of either combining
data and expert knowledge, or of combining information from diverse data sources using
hierarchical models. In these settings, Bayesian methods are very useful. However, whenever
we perform Bayesian inference combining different sources of information, it is important to
check the consistency of the information being combined. This work is concerned with the
problem of detecting situations in which information coming from the prior and the data are
in conflict in a Bayesian analysis. Such conflicts can highlight a lack of understanding of the
information put into the model, and it is only when there is no conflict between prior and
data that we can expect Bayesian inferences to show robustness to the prior (Al-Labadi and
Evans 2015). See Andrade and O’Hagan (2006) for a discussion of Bayesian robustness and
the behaviour of Bayesian inferences in the case of prior-data conflict.
Here a new and attractive approach to measuring prior-data conflict is introduced based
on a prior to posterior divergence, and the comparison of the observed value of this statistic
with its prior predictive distribution. We show that this method extends easily to hierarchical
settings, and has an interesting relationship asymptotically with Jeffreys’ and reference prior
distributions. For the prior to posterior divergence, we consider the class of Re´nyi divergences
(Re´nyi 1961), with the Kullback-Leibler divergence as an important special case. In the
present context, the Re´nyi divergence can be thought of as giving an overall measure of the
size of a relative belief function, which is a function describing for each possible value of a
given parameter of interest how much more or less likely it has become after observing the
data. Evans (2015) and Baskurt and Evans (2013) give details of some attractive solutions
to many inferential problems based on the notion of relative belief. A large change in beliefs
from prior to posterior (where this is calibrated by the prior predictive) may be indicative of
conflict between prior and likelihood, so that a check with prior to posterior Re´nyi divergence
as the checking discrepancy is an intuitive one for prior-data conflict detection.
Checks for prior-data conflict have usually been formulated within the broader frame-
work of Bayesian predictive model checking, although much of this work is concerned with
approaches which check the prior and model jointly (see, for example, Gelman et al. (1996)
and Bayarri and Castellanos (2007) for entries into this literature). In general the idea is
that there is a discrepancy function D(y) of data y (where a large value of this discrepancy
might represent an unusual value) and then for some reference predictive density m(y) a
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p-value is computed as
p = P
(
D(Y ) ≥ D(yobs)
)
, (1)
where Y ∼ m(y) is a draw from the reference predictive distribution and yobs is the observed
data. A small p-value indicates that the observed value of the discrepancy is surprising under
the assumed model, and that the model formulation might need to be re-examined. The
choice of discrepancy will reflect some aspect of the model fit that we wish to check, and this is
generally application specific. The reference predictive density m(y) needs to be chosen, and
there are many ways that this can be done. For example, m(y) might be the prior predictive
density
∫
g(θ)p(y|θ)dθ (Box 1980), where g(θ) is the prior density and p(y|θ) is the density
of y given θ. Another common choice of reference distribution is the posterior predictive for
a hypothetical replicate (Guttman 1967; Rubin 1984; Gelman, Meng, and Stern 1996). More
complex kinds of replication can also be considered, particularly in the case of hierarchical
models. In some cases, the discrepancy might also be allowed to depend on the parameters,
in which case the reference distribution defines a joint distribution on both the parameters
and y. When the discrepancy is chosen in a casual way in the posterior predictive approach
it may be hard to interpret checks in a similar way across different problems, and a variety of
authors have suggested modifications which have better calibration properties (Bayarri and
Berger 2000; Robins, van der Vaart, and Ventura 2000; Hjort, Dahl, and Steinbakk 2006).
The choice of a suitable discrepancy and reference distribution in Bayesian predictive model
checking often depends on statistical goals, and this is discussed more later.
Checking for prior-data conflict is distinct from the issue of whether the likelihood com-
ponent of the model is adequately specified. An incorrect likelihood specification means that
there are no parameter values which provide a good fit to the data, whereas a prior-data
conflict occurs when the prior puts all its mass in the tails of the likelihood. See Chapter 5 of
Evans (2015) for a discussion of different kinds of model checks. Although we focus here on
prior-data conflict checks, and not on checking the adequacy of the likelihood specification,
Carota et al. (1996) describe one method for the latter problem related to the current work.
They consider checking model adequacy by defining a model expansion and then measuring
the utility of the expansion. Their preferred measure of utility is the marginal prior to poste-
rior Kullback-Leibler divergence for the expansion parameter, and they consider calibration
by comparison of the Kullback-Leibler divergence with its value in some reference situations
involving simple distributions. Their use of a prior to posterior divergence in a model check
is related to our approach and an interesting complement to our method for prior-data con-
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flict checking. The approach is very flexible, but the elements of their construction need
to be chosen with care to avoid confounding prior-data conflict checking with assessing the
adequacy of the likelihood, and their approach to calibration of the diagnostic measure is
also quite different.
Henceforth we will focus exclusively on model checking with the aim of detecting prior-
data conflicts. We postpone a comprehensive survey of the literature on prior-data conflict
assessment to the next section, after first describing the basic idea of our own approach.
However, one feature of many existing suggestions for prior-data conflict checking is that
they require the definition of a non-informative prior. Among methods that don’t require
such a choice our approach is closely related to that of Evans and Moshonov (2006). They
modify the approach to model checking given by Box (1980) by considering as the checking
discrepancy the prior predictive density value for a sufficient statistic, and they use the prior
predictive distribution as the reference predictive distribution. They show that these choices
are logical ones for the specific purpose of checking for prior-data conflict. We will use this
method as a reference for comparison in our later examples.
In Section 2 we introduce the basic idea of our method and discuss its relationship
with other approaches in the literature. In Section 3 a series of simple examples where
calculations can be done analytically is described. In Section 4 we consider the asymptotic
behaviour of the checks, and some more complex examples are considered in Section 5
where computational implementation using variational approximation methods is considered.
Section 6 concludes with some discussion.
2 Prior-data conflict checking
2.1 The basic idea and relationship with relative belief
Let θ be a d-dimensional parameter and y be data to be observed. We will assume henceforth
that all distributions such as the joint distribution for (y, θ) can be defined in terms of
densities with respect to appropriate support measures and that in the continuous case
these densities are defined uniquely in terms of limits (see, for example, Appendix A of
Evans (2015)). We consider Bayesian inference where the prior density is g(θ) and p(y|θ) is
the density of y given θ. The posterior density is g(θ|y) ∝ g(θ)p(y|θ). We consider checks
for prior-data conflict based on a prior to posterior Re´nyi divergence of order α (Re´nyi 1961)
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(sometimes referred to as an α divergence).
Rα(y) =
1
α− 1 log
∫ {
g(θ|y)
g(θ)
}α−1
g(θ|y)dθ, (2)
where α > 0 and the case α = 1 is defined by letting α → 1. This corresponds to the
Kullback-Leibler divergence, and we write
KL(y) = lim
α→1
Rα(y) =
∫
log
g(θ|y)
g(θ)
g(θ|y) dθ.
Also of interest is to consider α → ∞, which gives the maximum value of log g(θ|y)
g(θ)
, and we
writeMR(y) = limα→∞Rα(y). Our proposed p-value for the prior-data conflict check is
pα = pα(yobs) = P (Rα(Y ) ≥ Rα(yobs)) (3)
where yobs is the observed value of y and Y ∼ p(y) =
∫
g(θ)p(y|θ)dθ is a draw from the prior
predictive distribution. This is a measure of how surprising the observed value Rα(yobs) is
in terms of its prior distribution. For if this is small then the distance between the prior and
posterior is much greater than expected. The use of p-values in Bayesian model checking as
measures of surprise is well established, but we emphasize here that these p-values are not
measures of evidence, and it may be better to think of the tail probability (3) as a calibration
of the observed value of Rα(yobs). However, we will continue to use the well-established p-
value terminology in what follows. We will use the special notation pKL and pMR for the
p-values based on the discrepancies KL(y) and MR(y) respectively. In the definition (2) it
was assumed that we want an overall conflict check for the prior. If interest centres on a
particular quantity Ψ(θ), however, we can look at the marginal prior to posterior divergence
for Ψ instead of θ in (2).
The prior-data conflict check (3) can be motivated from a number of points of view.
First, the choice of discrepancy is intuitive, since Rα(y) is a measure of how much beliefs
change from prior to posterior, and comparing this measure for yobs against what is expected
under the prior predictive intuitively tells us something about how surprising the observed
data and likelihood are under the prior. This point of view connects with the relative belief
framework for inferences summarized in Baskurt and Evans (2013) and Evans (2015). For
a parameter of interest Ψ = Ψ(θ), the relative belief function is the ratio of the posterior
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density of Ψ to its prior density,
RB(Ψ|y) = g(Ψ|y)
g(Ψ)
.
RB(Ψ|y) measures how much belief in ψ being the true value has changed after observing
data y. If RB(Ψ|y) is bigger than 1, this says that there is evidence for Ψ being the true
value, whereas if it is less than 1 this says that there is evidence against. Use of the Re´nyi
divergence as the discrepancy in (3) is equivalent to the use of the discrepancy
‖RB(θ|y)‖s = E
(
RB(θ|y)s|y
)1/s
(4)
as a test statistic, where s = α − 1, since Rα(y) = log‖RB(θ|y)‖s. (4) is a measure of the
overall size of the relative belief function. The limit s → 0 gives exp(KL(y)), s → ∞ gives
RB(θˆ|y) where θˆ denotes the maximum relative belief estimate which maximizes the relative
belief function, and s = 1 is the posterior mean of the relative belief.
In Section 4 we also investigate the asymptotic behaviour of pα, which under appropriate
conditions converges in the large data limit to
P
(
g(θ∗)|I(θ∗)|−1/2≥ g(θ)|I(θ)|−1/2
)
(5)
where I(θ) is the Fisher information at θ, θ∗ is the true value of the parameter that generated
the data, and θ ∼ g(θ). To interpret (5), note that g(θ)|I(θ)|−1/2 is just the prior density,
but written with respect to the Jeffreys’ prior as the support measure rather than Lebesgue
measure. So (5) is the probability that a draw from the prior has prior density value less
than the prior density value at the true parameter. It is a measure of how far out in the
tails of the prior the true value θ∗ lies. There is a similar limit result for the check of Evans
and Moshonov (2006), but where the densities are with respect to Lebesgue measure (Evans
and Jang 2011a). Interestingly, (5) might be thought of as giving some kind of heuristic
justification for why the Jeffreys’ prior could be considered non-informative – if we were
to choose g(θ) as the Jeffreys’ prior, g(θ) ∝ |I(θ)|1/2 then the value of the limiting p-value
(5) is 1 and hence there can be no conflict asymptotically. Some similar connections with
reference priors (Berger, Bernardo, and Sun 2009; Ghosh 2011) are considered in Section 4
for hierarchical versions of our checks and we discuss these in Section 2.2.
Further motivation for the approach follows from some logical principles that any prior-
data conflict check should satisfy. Evans and Moshonov (2006) and Evans and Jang (2011b)
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consider for a minimal sufficient statistic T a decomposition of the joint model as
p(θ, y) = p(t)g(θ|t)p(y|θ, t) = p(t)g(θ|t)p(y|t) (6)
where the terms in the decomposition are densities with respect to appropriate support
measures, p(t) is the prior predictive density for T , g(θ|t) is the density of θ given T = t
(which is the posterior density since T is sufficent) and p(y|t) is the density of y given T = t
(which does not depend on θ because of the sufficiency of T ). This decomposition generalizes
a suggestion of Box (1980). In the case where there is no non-trivial minimal sufficient
statistic a decomposition (6) can still be contemplated for some asymptotically sufficient T
such as the maximum likelihood estimator. The three terms in the decomposition could
logically be specified separately in defining a joint model and they perform different roles in
an analysis. For example, the posterior distribution p(θ|t) is used for inference, and p(y|t)
is useful for checking the likelihood, since it does not depend on the prior. Ideally a check
of adequacy for the likelihood should not depend on the prior since the adequacy of the
likelihood has nothing to do with the prior.
For checking for prior-data conflict, Evans and Moshonov (2006) and Evans and Jang
(2011b) argue that the relevant part of the decomposition (6) is the prior predictive distri-
bution of T . Since a sufficient statistic determines the likelihood, a comparison between the
likelihood and prior can be done by comparing the observed value of a sufficient statistic
to its prior predictive distribution. Clearly any variation in y that is not a function of a
sufficient statistic does not change the likelihood, and hence is irrelevant to determining
whether prior and likelihood conflict. Furthermore, a minimal sufficient statistic will be best
for excluding as much irrelevant variation as possible. For a minimal sufficient statistic T ,
the p-value for the check of Evans and Moshonov (2006) is computed as
pEM = pEM(yobs) = P
(
p(T ) ≤ p(tobs)
)
(7)
where tobs is the observed value of T and T ∼ p(t) is a draw from the prior predictive
for T . This approach, however, does not achieve invariance to the choice of the minimal
sufficient statistic, which is generally not unique; see, however, Evans and Jang (2010) for
an alternative approach which does achieve invariance. They also consider conditioning
on maximal ancillary statistics when they are available. Coming back from these general
principles to the check (3), we notice that the statistic Rα(y) is automatically a function of
any sufficient statistic, since it depends on the data only through the posterior distribution.
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Furthermore, it is the same function no matter what sufficient statistic is chosen. So our
check is a function of any minimal sufficient statistic as Evans and Moshonov (2006) and
Evans and Jang (2011b) would require, and is invariant to the particular choice of that
statistic.
2.2 Hierarchical versions of the check
Next, consider implementation of the approach of Section 2.1 in a hierarchical setting. Sup-
pose the parameter θ is partitioned as θ = (θ1, θ2), where θ1 and θ2 are of dimensions d1
and d2 respectively, and that the prior is decomposed as g(θ) = g(θ1|θ2)g(θ2) . Sometimes
it is natural to consider the decomposition of the prior into marginal and conditional pieces
since it may reflect how the prior is specified (such as in the case of a hierarchical model).
We may wish to check the two pieces of the prior separately to understand the nature of
any prior-data conflict when it occurs. Mirroring our decomposition of the prior, write
g(θ|y) = g(θ1|θ2, y)g(θ2|y). To define a hierarchically structured check, let
Rα(y, θ2) =
1
α− 1 log
∫ {
g(θ1|θ2, y)
g(θ1|θ2)
}α−1
g(θ1|θ2, y)dθ1 (8)
denote the conditional prior to conditional posterior Re´nyi divergence of order α for θ1 given
θ2, and define
Rα1(y) = Eθ2|yobs
(
Rα(y, θ2)
)
. (9)
Rα1(y) is a function of both y and yobs although we suppress this in the notation. Also,
define
Rα2(y) =
1
α− 1 log
∫ {
g(θ2|y)
g(θ2)
}α−1
g(θ2|y)dθ2
so that Rα2(y) is the marginal prior to posterior divergence for θ2.
For hierarchical checking of the prior we consider the p-values
pα1 = P
(
Rα1(Y ) ≥ Rα1(yobs)
)
(10)
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where
Y ∼ m(y) =
∫
g(θ2|yobs)p(y|θ)p(θ1|θ2) dθ (11)
and
pα2 =P
(
Rα2(Y ) ≥ Rα2(yobs)
)
(12)
where Y ∼ p(y) = ∫ p(θ)p(y|θ). The p-value (10) is just measuring whether the conditional
prior to posterior divergence for θ1 given θ2 is unusually large for values of θ2 and a reference
distribution for Y that reflects knowledge of θ2 under yobs. The p-value (12) is just the
non-hierarchical check (3) applied to the marginal posterior and prior for θ2. We explore
the behaviour of these hierarchical checks in examples later, as well as by examining their
asymptotic behaviour in Section 4, where we find that these checks are related to two stage
reference priors. In the above discussion we can also consider a partition of the parameters
with more than two pieces and the ideas discussed can be extended without difficulty to this
more general case. We can also consider functions of θ1 and θ2, Ψ1(θ1) and Ψ2(θ2), and prior
to posterior divergences involving these quantities in the definition of Rα1(y) and Rα2(y).
Later we will also use the special notation KL1(y), KL2(y), pKL1 and pKL2 for limα→1Rα1(y),
limα→1Rα2(y), limα→1 pα1 and limα→1 pα2. As mentioned earlier, the limit α → 1 in the
Re´nyi divergence corresponds to the Kullback-Leibler divergence.
There are a number of ways that the basic approach above can be modified. One possibil-
ity is to replace the posterior distribution g(θ2|yobs) in the refence distribution (11) with an
appropriate partial posterior distribution (Bayarri and Berger 2000; Bayarri and Castellanos
2007) g(θ2|yobs\Rα1(yobs)) defined for data y by
g(θ2|y\Rα1(y)) ∝ g(θ2) p(y|θ2)
p(Rα1(y)|θ2) .
The partial posterior removes the information in Rα1(y) about θ2 from the likelihood p(y|θ2)
in calculating a reference posterior for θ2 for use in (11). We would also use the partial poste-
rior in taking the expectation in (9). To get some intuition, imagine receiving the information
in y in two pieces where we are told the value of Rα1(y) first, followed by the remainder; if
we applied Bayes’ rule sequentially, first updating the prior g(θ2) by p(Rα1(y)|θ2), then the
“likelihood” term needed to update the posterior given Rα1(y) to the full posterior g(θ2|y)
would be p(y|θ2)
p(Rα1(y)|θ2) . So the partial posterior just updates the prior for g(θ2) by this second
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likelihood term that represents the information in the data with that from Rα1(y) removed.
This somehow avoids an inappropriate double use of the data where the same information
is being used to both construct a reference distribution and assess lack of fit. Use of the
partial posterior distribution makes computation of (10) more complicated, however.
There are some other ways that the basic hierarchically structured check can be modified
in some problems with additional structure. In their discussion of checking hierarchical
priors, Evans and Moshonov (2006) consider two situations. The first situation is where the
likelihood is a function θ1 only, p(y|θ) = p(y|θ1). In this case, suppose that T is a minimal
sufficient statistic for θ1 in the model p(y|θ1) and that V = V (T ) is minimal sufficient for θ2
in the marginalized model
∫
p(y|θ1)p(θ1|θ2) dθ1. Writing tobs and vobs for the observed values
of T and V , they suggest further decomposing the term p(t) in (6) as p(v)p(t|v) where p(v)
denotes the prior predictive density for V and p(t|v) denotes the prior predictive density for
T given V = v. In this decomposition it is suggested that p(t|v) should be used for checking
g(θ1|θ2), by comparing p(tobs|vobs) with p(T |vobs) for draws of T from p(t|vobs), and then if no
conflict is found p(v) should then be used for checking g(θ2), by comparing p(vobs) with p(V )
for V ∼ p(v). So checking g(θ2) should be based on the prior predictive for V and checking
g(θ1|θ2) should be based on a statistic that is a function of T with reference distribution that
of the conditional for T |V = vobs induced under the prior predictive for the data. Looking
at our hierarchically structured check, if there exists a minimal sufficient statistic V for θ2,
then we see in (12) our checking statistic Rα2(y) is a function of that statistic and it will be
invariant to what minimal sufficient statistic is chosen. We are also using the prior predictive
for the reference distribution so our approach fits nicely with that of Evans and Moshonov
(2006). In the check (10) we can see that the model checking statistic is a function of T
and invariant to the choice of T . If we were to change the reference distribution (11) to that
of T |V = vobs then (10) would also fit naturally with the approach of Evans and Moshonov
(2006). However, sometimes suitable non-trivial sufficient statistics are not available and the
conditional prior predictive of T given V = vobs might be difficult to work with. Our general
approach of using the posterior distribution of θ2 given vobs to integrate out θ2 comes close
to achieving the ideal considered in Evans and Moshonov (2006) when there are sufficient
statistics at different levels of the model. A final observation is that we could consider
a cross-validatory version of the check if interest centred on a certain observation specific
parameter within the vector θ1. This approach is considered further in a later example.
The other situation considered in Evans and Moshonov (2006) for checking hierarchical
priors is the case where p(y|θ) can depend on both θ1 and θ2. Here they suppose there is some
10
minimal sufficient T and a maximal ancillary statistic U(T ) for θ, and a maximal ancillary
statistic V for θ1 (ancillary for θ1 means that the sampling distribution of V given θ depends
only on θ2). Conditioning on ancillaries is relevant since we don’t want assessment of prior-
data conflict to depend on variation in the data that does not depend on the parameter.
They suggest in (6) decomposing p(t) as p(u)p(v|u)p(t|v, u) and using the second term p(v|u)
(the conditional distribution of V given U induced under the prior predictive for the data)
to check g(θ2), with the third term p(t|v, u) (the conditional distribution of T given V and
U under the prior predictive for the data) used to check g(θ1|θ2). Again we can modify
our suggested approach where this additional structure is available. If we change g(θ2|y) to
g(θ2|v) in the definition of Rα2(y), then we are checking g(θ2) using a discrepancy which is
a function of V . If no maximal ancillary for θ were available, the suggestion of Evans and
Moshonov (2006) would use the prior predictive for V for the reference distribution. Because
V is ancillary for θ1 the check does not depend in any way on g(θ1|θ2), which is desirable
because we would like to check for conflict with θ2 separately from checking for any conflict
with g(θ1|θ2). For the check (10) our discrepancy is a function of T as Evans and Moshonov
(2006) would recommend, and if the reference predictive distribution were changed to be that
of T given U and V we could use this approach to check for conflict with g(θ1|θ2). However,
in complex situations identifying suitable maximal ancillary statistics may not be possible.
Nevertheless consideration of problems like this provides some guidance as an ideal.
2.3 Other suggestions for prior-data conflict checking
Now that we have given the basic idea of our method we discuss its connections with other
suggestions in the literature. Perhaps the approach to prior-data conflict detection most
closely related to the one developed here has been suggested by Bousquet (2008). Similar
to us, Bousquet (2008) considers a test statistic based on prior to posterior (Kullback-
Leibler) divergences, but uses the ratio of two such divergences. Briefly, a non-informative
prior is defined and then a reference posterior distribution for this non-informative prior is
constructed. Then, the prior to reference posterior divergence for the prior to be examined is
computed and divided by the prior to reference posterior divergence for the non-informative
prior. When the non-informative prior is improper, some modification of the basic procedure
is suggested, and extensions to hierarchical settings are also discussed. The approach we
consider here has similar intuitive roots but is simpler to implement because it does not
require the existence of a non-informative prior. We consider the prior to posterior divergence
for the prior under examination, a measure of how much beliefs have changed from prior to
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posterior, and compare the observed value of this statistic to its distribution under the prior
predictive for the data. There is hence no need to define a non-informative prior, although
as mentioned earlier there are interesting asymptotic connections between the checks we
suggest and Jeffreys’ and reference non-informative priors. This will be discussed further in
Section 4. Our focus here is not on deriving non-informative prior choices, however, but on
detecting conflict for a given proper prior.
A quite general and practically implementable suggestion for measuring prior-data con-
flict has been given recently by Presanis et al. (2013). Their approach generalizes earlier
work by Marshall and Spiegelhalter (2007) and also relates closely to some previous sugges-
tions by G˚asemyr and Natvig (2009) and Dahl et al. (2007). They give a general conflict
diagnostic that can be applied to a node or group of nodes of a model specified as a directed
acyclic graph (DAG). The conflict diagnostic is based on formulating two distributions rep-
resenting independent sources of information about the separator node or nodes which are
then compared. Again, in general, there is a need in this approach to specify non-informative
priors for the purpose of formulating distributions representing independent sources of in-
formation. O’Hagan (2003) is an earlier suggestion for examining conflict at any node of
a DAG that was inspirational for much later work in the area, although the specific pro-
cedure suggested has been found to suffer from conservatism in some cases. Scheel et al.
(2011) consider a graphical approach to examining conflict where the location of a marginal
posterior distribution with respect to a local prior and lifted likelihood is examined, where
the local prior and lifted likelihood are representing different sources of information coming
from above and below the node in a chain graph model. Reimherr et al. (2014) examine
prior-data conflict by considering the difference in information in a likelihood function that
is needed to obtain the same posterior uncertainty for a given proper prior compared to a
baseline prior. Again, some definition of a non-informative prior for the baseline is needed
for this approach to be implemented. Finally the model checking approach considered in Dey
et al. (1998) can also be used for checking for prior-data conflict. There is some similarity
with our approach in that they use quantities associated with the posterior itself in the test.
Specifically they consider Monte Carlo tests based on vectors of posterior quantiles and the
prior predictive with a Euclidean distance measure used to measure similarity between the
vectors of quantiles.
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3 First examples
To begin exploring the properties of the conflict check (3), we consider a series of simple
examples where calculations can be done analytically. These examples were also given in
Evans and Moshonov (2006), and we compare with their check (7) in each case.
Example 3.1. Normal location model.
Suppose y1, . . . , yn ∼ N(µ, σ2) where µ is an unknown mean and σ2 > 0 is a known variance.
In this normal location model the sample mean is sufficient for µ and normally distributed
so without loss of generality we may consider n = 1 and write the observed data point as
yobs. The prior density g(µ) for µ will be assumed normal, N(µ0, σ
2
0) where µ0 and σ
2
0 are
known.
To implement the conflict check of Evans and Moshonov (2006) we need p(y) which is
normal, N(µ0, σ
2 + σ20) (the sufficient statistic in this case of a single observation is just
y). Here and in later examples we use the notation A(y)
.
= B(y) to mean that A(y) and
B(y) are related (as a function of y) by a monotone transformation. When conducting
a Bayesian model check with discrepancies D1(y) and D2(y) then they will result in the
same predictive p-values if D1(y)
.
= D2(y) (although care must be taken to compute the
appropriate left or right tail area, since in our definition of the
.
= notation the relationship
between A(y) and B(y) can be either monotone increasing or decreasing). Now we can write
log p(y)
.
= (y − µ0)2 and we see that the check of Evans and Moshonov (2006) compares
(yobs − µ0)2 to the distribution of (Y − µ0)2 for Y ∼ p(y). Following the similar example of
Evans and Moshonov (2006), p. 897, the p-value is
pEM = 2
(
1− Φ
(
|yobs − µ0|√
σ2 + σ20
))
.
Next, consider the prior-data conflict check based on the Re´nyi divergence statistic. The
posterior density for µ is N(τ 2γ, τ 2) where τ 2 = (1/σ20 + 1/σ
2)−1 and γ = (µ0/σ20 + y/σ
2)
and the prior to posterior Re´nyi divergence of order α is (using, for example, the formula in
Gil et al. (2013)),
Rα(y) = log
σ0
τ
+
1
2(α− 1) log
σ20
σ2α
+
1
2
α(τ 2γ − µ0)2
σ2α
,
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where σ2α = ασ
2
0 + (1− α)τ 2. Here only γ depends on y, so that
Rα(y)
.
= (τ 2γ − µ0)2 .= (γ − µ0/τ 2)2 = (y − µ0)2/σ2 .= (y − µ0)2
and the divergence based check is equivalent to the check of Evans and Moshonov (2006) in
this example for every value of α.
Example 3.2. Binomial model
Suppose that y ∼ Binomial(n, θ) and write yobs for the observed value. The prior density
g(θ) of θ is Beta(a, b), which for data y results in the posterior density g(θ|y) being Beta(a+
y, b+ n− y). Using the expression for the Re´nyi divergence between two beta distributions
(Gil, Alajaji, and Linder 2013)
Rα(y) = log
B(a, b)
B(a+ y, b+ n− y) +
1
α− 1 log
B
(
a+ αy, b+ α(n− y)
)
B(a+ y, b+ n− y)
=T1 + T2 (13)
where B(·, ·) denotes the beta function. Now consider the check of Evans and Moshonov
(2006). y is minimal sufficient and the prior predictive for y is beta-binomial,
p(y) =
(
n
y
)
B(a+ y, b+ n− y)
B(a, b)
, y = 0, . . . , n.
Hence a suitable discrepancy for the check of Evans and Moshonov (2006), which we denote
by EM(y), is
EM(y) = log p(y)
= log
(
n
y
)
+ log
B(a+ y, b+ n− y)
B(a, b)
.
= log Γ(a+ y) + log Γ(b+ n− y)− log Γ(y + 1)− log Γ(n− y + 1). (14)
The check of Evans and Moshonov (2006) and the divergence based check are not equivalent
in this example. However, they can be related to each other when y and n − y are both
large. Using Stirling’s approximation for the beta function
B(x, z) ≈
√
2pi
xx−
1
2 zz−
1
2
(x+ z)x+z−
1
2
,
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for x and z large, we obtain
T1
.
= logB(a, b)− (a+ b+ n)θˆn log θˆn + 1
2
log θˆn
− (a+ b+ n)(1− θˆn) log(1− θˆn) + 1
2
log(1− θˆn) +O
(
1
n
)
, (15)
where some constants not depending on y have been ignored on the right hand side and
θˆn = (a + y)/(a + b + n) is the posterior mean of θ. Another application of Stirling’s
approximation to to T2 in (13) gives
T2 =
1
α− 1 log
B
(
a+ αy, b+ α(n− y)
)
B(a+ y, b+ n− y)
=
1
α− 1
{
(a+ b+ αn) θ˜n log θ˜n + (a+ b+ αn) (1− θ˜n) log(1− θ˜n)
− (a+ b+ n) θˆn log θˆn − (a+ b+ n) (1− θˆn) log(1− θˆn)
}
+O
(
1
n
)
,
where θ˜n = (a+ αy)/
(
b+ n+ αn
)
. Making the Taylor series approximations
θ˜n log θ˜n =θˆn log θˆn + (θ˜n − θˆn)(1 + log θˆn) +O
(
1
n2
)
,
(1− θ˜n) log(1− θ˜n) =(1− θˆn) log(1− θˆn)− (θ˜n − θˆn)
(
1 + log(1− θˆn)
)
+O
(
1
n2
)
and also observing that n(θ˜n − θˆn) = α−1α
{
(a+ b)θˆn − a
}
+O
(
1
n
)
gives
T2 =nθˆn log θˆn + n(1− θˆn) log(1− θˆn) +
(
(a+ b)θˆn − a
)
log θˆn
+
(
(a+ b)θˆn − b
)
log(1− θˆn) +O
(
1
n
)
. (16)
Combining (15) and (16) gives
Rα(y)
.
= logB(a, b)− 1
2
log θˆn − 1
2
log(1− θˆn)− (a− 1) log θˆn − (b− 1) log(1− θˆn) +O(1/n)
.
=− log g(θˆn) + 1
2
log|I(θˆn)|+O(1/n)
where I(θ) = n/(θ(1− θ)) is the Fisher information and g(θˆn) is the prior density evaluated
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at θˆn. The posterior mean can be replaced by any other estimator differing from it by O(1/n)
such as the maximum likelihood estimator. We explain in Section 4 why the form of the
result above is expected much more generally.
Turning now to the check of Evans and Moshonov (2006), appropriate Taylor expansions
in (14) gives
log Γ(a+ y) = log Γ(y + 1) + (a− 1)ψ(a+ y)
= log Γ(y + 1) + (a− 1) log(a+ y) +O(1/n),
log Γ(b+ n− y) = log Γ(n− y + 1) + (b− 1)ψ(b+ n− y)
= log Γ(n− y + 1) + (b− 1) log(b+ n− y) +O(1/n)
which gives
log p(y)
.
= log Γ(y + 1) + (a− 1) log(a+ y) + log Γ(n− y + 1) + (b− 1) log(b+ n− y)
− log Γ(y + 1)− log Γ(n− y + 1) +O(1/n)
.
=(a− 1) log(a+ y) + (b− 1) log(b+ n− y) +O(1/n)
.
= log g(θˆn) +O(1/n),
where as before θˆn is the posterior mean for θ. A general result about the check of Evans
and Moshonov (2006) explaining the limiting form of the check above is given in Evans and
Jang (2011a). So the two checks differ asymptotically according to the presence of the term
−0.5 log I(θˆn(y)). See the next Section for further discussion.
It is helpful to consider finite sample behaviour in some particular cases. We see that for
Rα(y) if we consider α→∞, we obtain
MR(y) = log
B(a, b)
B(a+ y, b+ n− y) +
y
n
log
y
n
+
(
1− y
n
)
log(n− y).
If a = b = 1 so that the prior is uniform, we see that
pMR =
#
{
y :
(
n
y
) (
y
n
)y (
1− y
n
)n−y ≥ ( n
yobs
) (
yobs
n
)yobs (1− yobs
n
)n−yobs}
n+ 1
and plotting
(
n
y
) (
y
n
)y (
1− y
n
)n−y
reveals that it is symmetric with an antimode at n/2 when
n is even and at {(n+ 1)/2, 1 + (n+ 1)/2} when n is odd. So prior-data conflict is detected
whenever yobs is near 0 or n. This does seem strange when the prior is uniform but is perhaps
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not surprising given the asymptotic connection between our checks and the Jeffreys’ prior,
which is also not uniform in this example. On the other hand note that, letting p(m) denote
the prior predictive density of MR(y), then p(m) = 2/(n+1) when n is even for all m except
when m is the antimode and when n is odd then p(m) = 1/(n+ 1) for all m. So if we were
to check the prior using p(m) as the discrepancy rather than MR(y) the p-value would never
be small and any conflict would be avoided.
Example 3.3. Normal location-scale model, hierarchically structured check
Extending our previous location normal example, suppose y1, . . . , yn are independentN(µ, σ
2)
where now both µ and σ2 are unknown. Write y = (y1, . . . , yn). We consider a normal inverse
gamma prior for θ = (µ, σ2), NIG(µ0, λ0, a, b) say, having density of the form
g(θ) =
√
λ0
σ
√
2pi
ba
Γ(a)
(
1
σ2
)a+1
exp
(
−2b+ λ0(µ− µ0)
2
2σ2
)
.
This prior is equivalent to g(θ) = g(θ2)g(θ1|θ2) = g(σ2)g(µ|σ2) with g(σ2) inverse gamma,
IG(a, b) and g(µ|σ2) normal, N(µ0, σ2/λ0). In this model a sufficient statistic is T = (y¯, s2)
where y¯ denotes the sample mean and s2 the sample variance and we write tobs = (y¯obs, s
2
obs)
for its observed value. The normal inverse gamma prior is conjugate, and the posterior is
NIG(µ′0(y), λ
′
0, a
′, b′(y)) where µ′0(y) = (n + λ0)
−1(µ0λ0 + ny¯), λ′0 = n + λ0, a
′ = (a + n/2)
and b′ = b′(y) = b + (n − 1)s2/2 + n(y¯ − µ0)2/(2(n/λ0 + 1)). It is natural to consider the
hierarchical checks we discussed earlier for testing the two components of g(θ). First, let’s
consider the check for conflict with g(µ|σ2). Using the expression for the Re´nyi divergence
between normal densities we get
Rα(y, σ
2) = log
λ′0
λ0
+
1
2(α− 1) log
λ′0
2
λ20
+
1
2
α(µ′0(y)− µ0)2
σ2α
where σ2α = ασ
2
0/λ0 + (1− α)σ2/λ′02 and we note that
Rα1(y)
.
=
(
µ′0(y)− µ0
)2 .
= (y¯ − µ0)2.
Our suggested hierarchical check compares Rα1(yobs) to a reference distribution based on
Y ∼ m(y) = ∫ p(σ2|yobs) ∫ p(y|µ, σ2)p(µ|σ2) dµ dσ2 Noting that the distribution of y¯ under
m(y) is t2a′
(
µ0,
√
b′(yobs)
a′
(
1
λ0
+ 1
n
))
we see that the divergence based check just computes
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whether
y¯obs − µ0
σ∗
=
y¯obs − µ0√
b′(yobs)/a′(1/λ0 + 1/n)
is larger in magnitude than a t2a′(0, 1) variate. The hierarchical check of Evans and Moshonov
(2006), p. 909, on the other hand calculates the probability that (y¯obs − µ0)/σ˜ is larger in
magnitude than a t2a′−1(0, 1) variate, where σ˜2 = (1/λ0(n/λ0+1)(2b+(n−1)s2obs))/(n/λ0(n+
2a−1)). Clearly these checks are very similar, since both σ∗ and σ˜ are approximately s/√λ0
for large n and there is only one degree of freedom difference in the reference t-distribution.
We also note that in our check if we change the reference distribution to be that of y given s2
(noting that s2 is ancillary for µ and following the discussion of Section 2.2) then our check
would then coincide with that of Evans and Moshonov (2006).
Consider next the check on p(σ2). For two inverse gamma distributions, p1(σ
2) and
p2(σ2), being IG(a
′, b′) and IG(a, b) respectively, the Re´nyi divergence between them is
log
{
Γ(a)b′a
′
Γ(a′)ba
}
+
1
α− 1 log
{
Γ(aα)
Γ(a′)
b′a
′
bα
aα
}
.
where aα = a
′α + (1 − α)a and bα = αb′ + (1 − α)b. Since a, b and a′ don’t depend on the
data, this gives
Rα2(y)
.
=a′ log b′ +
1
α− 1a
′ log b′ − 1
α− 1aα log bα.
Using log bα = log(αb
′ + (1− α)b) = logαb′ + (1− α)b/(αb′) +O(1/n) and collecting terms
Rα2(y)
.
=
a
a′
log b′ +
aα
a′α
b
b′
+O
(
1
n
)
.
= log
b′/a′
b/a
+
b/a
b′/a′
+O
(
1
n
)
.
Note also that s2 ≈ b′/a′ for large n, so that for large n using Rα2(y) as discrepancy is
approximately the same as using
log
s2
b/a
+
b/a
s2
. (17)
The check described in Evans and Moshonov (2006), p. 910, compares s2/(b/a) to an
Fn−1,2a density. Plugging in s2/(b/a) to the expression for the log of the F density, we have
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the statistic
EM(y)
.
=
n− 3
2
log
s2
b/a
− n+ 2a− 1
2
log
(
1 +
n− 1
2a
s2
b/a
)
,
and then using the approximation log(1 + x) ≈ log x+ 1/x for large x gives approximately
EM(y)
.
=
n− 3
2
log
s2
b/a
− n+ 2a− 1
2
log
(
s2
b/a
)
− n+ 2a− 1
2
2a
n− 1
b/a
s2
+O
(
1
n
)
.
=− a− 1
2
log
s2
b/a
− n+ 2a− 1
n− 1
b
s2
+O
(
1
n
)
.
So for large n, we have approximately
EM(y)
.
=
a− 1
2a
log
s2
b/a
+
b/a
s2
,
which, comparing with (17), clarifies the relationship to the divergence based check .
Example 3.4. A non-regular example
The following example is adapted from Jaynes (1976) and Li et al. (2016). Suppose we
observe y1, . . . , yn ∼ f(y|θ) where f(y|θ) = r exp
(
−r(y − θ)
)
I(y > θ) where r is a known
parameter, θ > 0 is unknown and I(·) denotes the indicator function. We consider an
exponential prior on θ, g(θ) = κ exp(−κθ)I(θ > 0). Note that this is a non-regular example
when inference about θ is considered, due to the way that the support of the density for
the data depends on θ. This means, for example, that the MLE as well as the posterior
distribution are not asymptotically normal.
The likelihood function is
p(y|θ) = c(y) exp
(
−nr(ymin − θ)
)
I(0 < θ < ymin),
where ymin denotes the minimum of y1, . . . , yn and c(y) = r
n exp
(
−nr(y¯ − ymin)
)
where y¯
denotes the sample mean. A sufficient statistic is ymin, and its sampling distribution has
density
p(ymin|θ) = nr exp
(
−nr(ymin − θ)
)
I(0 < θ < ymin).
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The prior predictive of ymin is
p(ymin) =nrκ exp (−nrymin)
∫ ymin
0
exp ((nr − κ)θ) dθ
=
nrκ
nr − κ
(
exp(−κymin)− exp(−nrymin)
)
, (18)
and this is the discrepancy for the test of Evans and Moshonov (2006). Consider now the
statistic Rα(y). We have g(θ|y) ∝ exp
(
(nr − κ)θ
)
I(0 < θ < ymin) so that
g(θ|y) = (nr − κ)
exp(t)− 1 exp
(
(nr − κ)θ
)
I(0 < θ < ymin),
where t = (nr − κ)ymin. Then∫ ymin
0
(
g(θ|y)
g(θ)
)α−1
g(θ|y)dθ = κ
αnr − κ
(
(nr − κ)
κ(exp(t)− 1)
)α [
exp
(
(αnr − κ)ymin
)
− 1
]
,
and so
Rα(y) =
1
α− 1 log
κ
αnr − κ +
α
α− 1 log
(
(nr − κ)
κ(exp(t)− 1)
)
+
1
α− 1 log
(
exp
(
(αnr − κ)ymin
)
− 1
)
.
To simplify notation, we write t = (nr − κ)ymin as κ(ν − 1)ymin, where ν = nr/κ. We write
tobs for the observed value. Then the prior predictive for t obtained by a change of variables
in (18) is
p(t) =
ν
(ν − 1)2
[
exp
(
− t
ν − 1
)
− exp
(
− νt
ν − 1
)]
I(t > 0).
The p-value pα is
pα = pα(y) = 1−
∫ t2
t1
ν
(ν − 1)2
[
exp
(
− t
ν + 1
)
− exp
(
− νt
ν − 1
)]
dt,
where t1 and t2 are such that Rα(t1) = Rα(t2) = Rα(tobs) with t1 < t0 < t2 and t0 is the
value of t at which Rα(y) = Rα(t) is minimal. There is a single global minimum with Rα(t)
decreasing for t < t0 and increasing for t > t0. Either t1 or t2 will be equal to tobs. We can
easily see that if tobs = t0 then pα = 1, and if tobs →∞ then pα → 0. Figure 1 considers the
20
special case of the KL divergence and shows some plots of how pKL varies with tobs for a few
different values of ν = nr/κ.
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Figure 1: Plots of pKL versus tobs for ν = 2, 8 and 50.
4 Limiting behaviour of the checks
We now give derivations of some of the limit results stated in Section 2. We will consider
the special case of the Kullback-Leibler divergence first. Let y1, . . . , yn be independent and
identically distributed from p(y|θ) and denote the true value of θ by θ∗. Write nI(θ) for the
Fisher information and nIˆn for the observed information. Then under suitable regularity
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conditions (see for example Theorem 1 of Ghosh (2011), which summarizes the discussion
in Ghosh et al. (2006); see also Johnson (1970)) an asymptotic expansion of the posterior
distribution gives
log g(θ|y) + d
2
log
2pi
n
− 1
2
log|Iˆn|+n(θ − θˆn)
T Iˆn(θ − θˆn)
2
= Op
(
1√
n
)
almost surely Pθ∗ . Adding and subtracting log g(θ) from the left hand side and taking
expectation with respect to g(θ|y) gives
KL(y) +
∫
log g(θ)g(θ|y) + d
2
log
2pi
n
− 1
2
log|Iˆn|+
∫
n(θ − θˆn)T Iˆn(θ − θˆn)
2
g(θ|y)dθ = Op
(
1√
n
)
and using the asymptotic normality of the posterior and noting that Iˆn − I(θ) converges
to zero almost surely, and θˆn converges to θ
∗ almost surely under the assumed regularity
conditions, gives
KL(y) + log g(θ∗) +
d
2
log 2pie− 1
2
log|I(θ∗)| = Op
(
1√
n
)
Hence the p-value (3) converges as n→∞ to
P
(
1
2
log|I(θ)|− log g(θ) ≥ 1
2
log|I(θ∗)|− log g(θ∗)
)
= P
(
g(θ∗)|I(θ∗)|−1/2≥ g(θ)|I(θ)|−1/2
)
.
Next, consider our hierarchical checks and the conflict p-values (10) and (12). The check
(12) is really just the same check as in the non-hierarchical case, but applied to the model and
prior with θ1 integrated out so the limit is the same as in the non-hierarchical case with the
Fisher information being that for the marginalized model p(y|θ1) =
∫
p(y|θ)p(θ2|θ1), provided
that an appropriate asymptotic expansion of the marginal posterior is available. For the check
(10), the reference predictive distribution m(y) converges to p(y|θ∗2) =
∫
p(y|θ)p(θ1|θ∗2)dθ1 as
n→∞ and in this model with θ2 = θ∗2 fixed we will get the limiting p-value
P
(
g(θ∗1|θ∗2)|I11(θ∗1, θ∗2)|−1/2≥ g(θ1|θ∗2)|I11(θ1, θ∗2)|−1/2
)
where I11(θ) denotes the submatrix of I(θ) formed by the first d1 rows and d1 columns and
θ1 ∼ g(θ1|θ∗2). Just as the choice of g(θ) as the Jeffreys’ prior results in a limiting p-value of 1
in the non-hierarchical case, choosing g(θ) according to the two stage reference prior (Berger,
Bernardo, and Sun 2009; Ghosh 2011) results in both the limiting p-values corresponding
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to (10) and (12) being 1. This provides at least some heuristic reason why, from the point
of view of avoidance of conflict, a reference prior might be considered desirable. It is not
our intention here however to develop methodology for default non-subjective prior choice
or even to justify existing choices, but rather to develop methods for checking for conflict
with given proper priors.
Regarding the extension of the above ideas to the more general case of the Re´nyi diver-
gence, using a Laplace approximation to the integral∫ {
g(θ|y)
g(θ)
}α−1
g(θ|y)dθ =
∫
g(θ)−(α−1)g(θ|y)αdθ,
expanding about the mode θˆ of g(θ|y) and replacing the Hessian of log g(θ|y) at the mode
with nIˆn, gives
(2pi)d/2g(θˆ|y)αg(θˆ)−(α−1)|αnIˆn|−1/2, (19)
and using the asymptotic normal approximation to g(θ|y), N(θˆ, n−1Iˆ−1n ), so that
g(θˆ|y) ≈(2pi)−d/2|nIˆn|1/2, (20)
and combining (19) and (20), gives
Rα(y) ≈ 1
α− 1
(
−d
2
log 2pi − αd
2
log 2pi +
αd
2
log n+
α
2
log|Iˆn|
−(α− 1) log g(θˆ)− αnd
2
− 1
2
log|Iˆn|
)
.
=− log g(θˆ) + 1
2
log|Iˆn|,
which converges to − log g(θ) + 1
2
log|I(θ)| and hence we expect a similar limit will hold for
the p-value as for the Kullback-Leibler case, under suitable conditions.
5 More complex examples and variational Bayes ap-
proximations
To calculate the check (3) or its hierarchical extensions may seem difficult. Computation of
Rα(y) involves an integral which is usually intractable, and an expensive Monte Carlo pro-
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cedure may be needed to approximate it. Furthermore, the integrand involves the posterior
distribution. Even worse, as well as computing Rα(yobs), we need to compute a reference dis-
tribution for it, and this may involve calculating Rα(y
(i)) for y(i), i = 1, . . . ,m, independently
drawn from the prior predictive distribution. So a straightforward Monte Carlo computation
of pα may involve calculating Rα(y) for m + 1 different datasets where m might be large
and with each of these calculations itself being expensive. Here we suggest a way to make
the computations easier using variational approximation methods. Tan and Nott (2014) also
considered the use of variational approximations for computation of conflict diagnostics in
hierarchical models and they show a relationship between the diagnostics they consider and
the mixed predictive checks of Marshall and Spiegelhalter (2007). Their use of variational
approximations for conflict detection is very different to that considered here, however.
In the variational approximation literature there are quite general methods for learning
approximations to the posterior that are in the exponential family (Attias 1999; Jordan
et al. 1999; Winn and Bishop 2005; Rohde and Wand 2015). If the prior distribution
for a certain block of parameters is also in the same exponential family as its variational
approximation, it is possible to compute the Re´nyi divergence in closed form (Liese and
Vajda 1987). Furthermore, because variational approximations are fast to compute, they
are ideally suited to the repeated posterior computations for samples under a reference
predictive distribution that we need to compute pα.
More generally there are also useful methods for learning approximations which are mix-
tures of Gaussians (Salimans and Knowles 2013; Gershman et al. 2012) and if the prior can
also be approximated by a mixture of Gaussians then useful closed from approximations to
Kullback-Leibler divergences are available (Hershey and Olsen 2007). We illustrate the use of
variational methods for computing approximations of our conflict p-values in two examples.
In these examples we use the Kullback-Leibler divergence as the divergence measure. In
the first example we use a variational mixture approximation, and in the second a Gaussian
approximation in a hierarchically structured check for a logistic random effects model.
Example 5.1. Beta-binomial example
We consider the example in Albert (2009, Section 5.4). This example estimates the rates of
death from stomach cancer for males at risk aged 45−64 for the 20 largest cities in Missouri.
The data set cancer mortality is available in the R package LearnBayes (Albert 2009). It
contains 20 observations denoted by (ni, yi), i = 1, . . . , 20, where ni is the number of people
at risk and yi is the number of deaths in the ith city. An interesting model for these data
is a beta-binomial with mean η and precision K, where the probability function for the ith
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observation is
p(yi|η,K) =
(
ni
yi
)B(Kη + yi, K(1− η) + ni − yi)
B
(
Kη,K(1− η)
) .
Albert (2009) considers the prior g(η,K) ∝ 1
η(1− η)
1
(1 +K)2
and then reparametrizes to
θ = (θ1, θ2) where
θ1 = logit(η) = log
(
η
1− η
)
, θ2 = log(K).
We use this parametrization, but since Albert’s prior on (η,K) is improper we consider a
Gaussian prior for θ, g(θ) = N(µ0,Σ0), where µ0 is the mean and Σ0 the covariance matrix.
The posterior distribution g(θ|y) has a non-standard form, and we approximate it using a
Gaussian mixture model (GMM). Variational computations are done using the algorithm in
Salimans and Knowles (2013, Section 7.2) where the same dataset was also considered but
with Albert’s original prior. We consider a two component mixture approximation,
g(θ|y) ≈ q(θ) = ω1q1(θ) + ω2q2(θ),
where q(θ) denotes the variational approximation, ω1 and ω2 are mixing weights with ω1 +
ω2 = 1, and q1(θ) and q2(θ) are the normal mixture component densities with means and
covariance matrices µ1,Σ1 and µ2,Σ2 respectively. In our check, we replace
KL(y) =
∫
log
g(θ|y)
g(θ)
g(θ|y)dθ
with
K˜L(y) =
∫
log
q(θ)
g(θ)
g(θ|y)dθ. (21)
K˜L(y) replaces the true posterior g(θ|y) with its variational approximation. Then we replace
the exact computation of (21) with the closed form approximation of Hershey and Olsen
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(2007, Section 7), which here takes the form
ω1 · log
ω1 + ω2 · exp
(
−D(q1||q2)
)
exp
(
−D(q1||g)
) + ω2 · log ω1 · exp
(
−D(q2||q1)
)
+ ω2
exp
(
−D(q2||g)
) ,
where D(q1||q2), D(q1||g), D(q2||g) are the Kullback-Leibler divergences between q1 and q2,
q1 and g and q2 and g respectively where g is the prior. There are closed form expressions
for these Kullback-Leibler divergences since they are between pairs of multivariate Gaussian
densities. After application of the Hershey-Olsen bound, we have an approximating statistic
KL∗(y) to KL(y). Then we can approximate pKL by simulating datasets y(i), i = 1, . . . ,M
under the prior predictive, computing KL∗(y(i)) and KL∗(yobs) and then
pKL ≈ 1
M
M∑
i=1
I
(
KL∗(y(i)) ≥ KL∗(yobs)
)
.
For illustration, consider three different normal priors, all with prior covariance matrix Σ0
diagonal with diagonal entries 0.25, but with prior means representing a lack of conflict,
moderate conflict and a clear conflict (µ0 = (−7.1, 7.9), µ0 = (−7.4, 7.9) and µ0 = (−7.7, 7.9)
respectively). Figure 2 shows for the three cases contour plots of the prior and likelihood
(left column) and the true posterior together with its two component variational posterior
approximation computed using the algorithm of Salimans and Knowles (2013). The three
rows from top to bottom show the cases of lack of conflict, moderate conflict and a clear
conflict. The p-values approximated by the variational method and Hershey-Olsen bound
with M = 1000 are 0.58, 0.25 and 0.03 for the three cases. We can see that the variational
posterior approximation is excellent even with just two mixture components and the p-values
behave as we would expect.
Example 5.2. Bristol Royal Infirmary Inquiry data
We illustrate the computation of our conflict checks in a hierarchical setting using a logistic
random effects model. Here the data are part of that presented to a public enquiry into excess
mortality at the Bristol Royal Infirmary in complex paediatric surgeries prior to 1995. The
data are given in Marshall and Spiegelhalter (2007, Table 1) and a comprehensive discussion
is given in Spiegelhalter et al. (2002). The data consists of pairs (yi, ni), i = 1, . . . , 12
where i indexes different hospitals, yi is the number of deaths in hospital i and ni is the
number of operations. The first hopsital (i = 1) is the Bristol Royal Infirmary. Marshall
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Figure 2: Contour plots of log-likelihood and prior (left) and true posterior together with
Gaussian mixture approximation (right) for priors centered at (−7.1, 7.9), (−7.4, 7.9) and
(−7.7, 7.9) (from top to bottom).
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and Spiegelhalter (2007) consider a random effects model of the form yi ∼ Binomial(ni, pi)
where log(pi/(1 − pi)) = β + ui and ui ∼ N(0, D) so that ui are hospital specific random
effects, and they consider formal measures of conflict involving the prior for ui given D.
Particular interest is in whether there is a prior data conflict for i = 1 (Bristol) which
would indicate that this hospital is unusual compared to the others. In our analysis here
we consider priors on β and D where β ∼ N(0, 1000) and logD ∼ N(−3.5, 1) which were
chosen to be roughly similar to priors chosen in Tan and Nott (2014) for this example. So
we have a hierarchical prior, g(θ) = g(u, β,D) = g(u|D)g(β,D) and we can use our methods
for checking hierarchical priors to check for conflict involving each of the ui.
We will use a multivariate normal variational approximation to g(θ|y) (but with D trans-
formed by taking logs) and computed using the method described in Kucukelbir et al. (2016).
The conditional prior p(u|D) is normal, and in the variational posterior the conditional for
u given β,D is also normal, so that conditional prior to (variational) posterior divergences
can be computed in closed form. For checking for conflict for the uis we will use the statisic
KL1(y) = limα→1Rα1(y), except that we replace the conditional posterior and prior for u
given β,D in the definition (8) with that of ui given β,D when checking ui. This is because
we are intersted in checking for conflicts for individual hospital specific effects. We will
approximate KL1(y) by KL
∗
1(y) obtained by replacing all computations involving the true
posterior with the equivalent calculations for the variational Gaussian posterior.
Figure 3 shows for the observed data the variational posterior distribution, together with
the true posterior approximated by MCMC. Table 1 also shows our conflict p-values for
the different hospitals. Also listed are cross-validated mixed predictive p-values obtained
by the method of Marshall and Spiegelhalter (2007) by MCMC and given in Tan and Nott
(2014, Table 1), as well as a cross-validated version of our divergence based p-values. The
cross-validated divergence based p-values use the posterior distribution for (β,D) obtained
when leaving out the ith observation, g(θ2|yobs,-i), instead of g(θ2|yobs) in the definition
of the reference distribution (10) and in taking the expectation in (9). We can see that
the p-values are similar although the priors on the parameters (β,D) were not exactly the
same in Tan and Nott’s analysis. For comparison with previous analyses of the data, we
have computed a one-sided version of our conflict p-value here, which makes sense because
excess mortality is of interest. We have modified our p-value measuring surprise to pKL1 =
P
(
KL1(Y ) ≥ KL1(yobs) and Eq(ui|Y ) > 0
)
for clusters i with Eq(ui|yobs) > 0, and to
pKL1 = P
(
KL1(Y ) ≤ KL1(yobs)
)
+ P
(
KL1(Y ) ≥ KL1(yobs) and Eq(ui|Y ) > 0
)
for clusters
i with E(ui|yobs) < 0, where in these expressions Eq(·) denotes expectation with respect to
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Table 1: Cross-validatory conflict p-values using the
method of Marshall and Spiegelhalter (pMS,CV), KL di-
vergence conflict p-values (pKL), and cross-validated KL
divergence p-values (pKL,CV) for hospital specific ran-
dom effects
Hospital pMS,CV pKL pKL,CV
Bristol 0.001 0.010 0.002
Leicester 0.436 0.527 0.516
Leeds 0.935 0.912 0.947
Oxford 0.125 0.173 0.123
Guys 0.298 0.398 0.383
Liverpool 0.720 0.690 0.745
Southampton 0.737 0.680 0.715
Great Ormond St 0.661 0.595 0.628
Newcastle 0.440 0.455 0.430
Harefield 0.380 0.474 0.452
Birmingham 0.763 0.761 0.787
Brompton 0.721 0.591 0.631
the appropriate variational posterior distribution. Although it is not expected that these
conflict p-values should be exactly the same, it is seen that they give a similar picture about
the degree of consistency of the data for each hospital with the hierarchical prior.
6 Discussion
We have proposed a new approach for prior-data conflict assessment based on comparing the
prior to posterior Re´nyi divergence to its distribution under the prior predictive for the data.
The method can be extended to hierarchical settings where it is desired to check different
components of a prior distribution, and has some interesting connections with the method-
ology of Evans and Moshonov (2006) and with Jeffreys’ and reference prior distributions. It
works well in the examples we have examined, and we have suggested the use of variational
approximations for making the methodology implementable in complex settings.
There are a number of ways that this work could be further developed. One line of future
development concerns the computational approximations developed in Section 5, which can
no doubt be improved. On the more statistical side, Evans and Jang (2011b) define a notion
of weak informativity of a prior with respect to a given base prior, inspired by ideas of
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Figure 3: Marginal posterior distributions computed by MCMC (red) and Gaussian varia-
tional posteriors (blue) for u (top) and (β,D) (bottom).
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Gelman (2006), and their particular formulation of this concept makes use of the notion
of prior-data conflict checks. It will be interesting to examine how the prior-data conflict
checks we have developed here perform in relation to this application.
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