Abstract. We prove that the bilinear Hilbert transform along two polynomi-
Introduction
The Hilbert transform along a curve γ : R → R n is defined by (1.1)
Here S(R n ), n ∈ N, denotes the space of Schwartz functions on R n . Stein ([13] ) raised the question that under what condition on γ is H γ bounded from L p (R n ) to itself for some p. Among many curves, a simple but important two dimensional example is the curve γ a,b (t) = (t a , t b ), where a, b are distinct natural numbers. For this particular type of curve, (1.1) becomes
The L 2 -boundedness of H γ a,b was first proved by Fabes [1] and Stein and Wainger [15] , using different methods. Nagel et.al. [10, 11] obtained the L p -boundedness for p ∈ (1, ∞). It turns out γ a,b is the model curve for the very general "well-curved" curves ( [17] ).
The purpose of this article is to investigate a bilinear analogue of H γ a,b . Given two polynomials P and Q on R, define the bilinear Hilbert transform along P, Q by (1.3) B P,Q (f, g)(x) := R f (x − P (t))g(x − Q(t)) dt t , f, g ∈ S(R).
In the above definition, instead of just t a and t b , two arbitrary polynomials are involved, which provides a more general framework. A natural question is that under what condition on P and Q does B P,Q satisfy any L p estimates. For this problem, we can assume without loss of generality that both P and Q contain no constant term. There are already some positive results in the literature. For example, when P and Q are distinct linear polynomials, B P,Q is in fact the famous bilinear Hilbert transform, whose boundedness was proved by Lacey and Thiele in a pair of breakthrough papers ( [4, 5] ). Xiaochun Li first studied the case P (t) = t, Q(t) = t d , d ∈ N, and showed that B P,Q is bounded from L 2 × L 2 to L 1 ([8] ).
Together with Lechao Xiao, Li later ( [9] ) obtained the L p estimates in full range when P (t) = t and Q is any polynomial without linear term. Following the approach in [8, 9] , we obtain the theorems below which can be viewed as an extension of LiXiao's result to a larger range of pairs of polynomials.
Definition. The correlation degree of any two polynomials P and Q is defined as the smallest natural number d such that any non-zero real root of P ′ (x) − Q ′ (x) has multiplicity at most d. Theorem 1.1. Given two polynomials P and Q without constant terms, we can always write them as
Then there is a constant C P,Q depending on P and Q (and of course p, q, r) such that B P,Q defined in (1.3) satisfies B P,Q (f, g) r ≤ C P,Q f p g q for any f, g ∈ S(R), whenever p, q ∈ (1, ∞),
Here d is the correlation degree of P and Q.
Remarks. 1. In the expressions (1.4) and (1.5), we can call d 1 and d 2 the leading degrees, as they are the degrees of the leading terms. Similarly, e 1 and e 2 may be called trailing degrees if we name a e1 t e1 and b e2 t e2 as trailing terms. So the condition imposed on P and Q in the theorem can be phrased in words as "P and Q have distinct leading and trailing degrees".
2. We conjecture that the constant C P,Q in the theorem may be chosen to be independent of the coefficients of the polynomials. This seems to be a hard and technical problem, whose solution may involve the ideas in the proof of uniform estimate for the bilinear Hilbert transform ( [2, 6, 18] ).
3. For any fixed natural number d, there exist polynomials P and Q with correlation degree d such that B P,Q is unbounded whenever r < d d+1 (see Section 3.2 in [9] for an example). In this sense the lower bound for r given in Theorem 1.1 is sharp up to the endpoint. However, if we fix the polynomials P and Q, the lower bound of r in Theorem 1.1 may not be the best. For instance, let P (t) = t 6 and Q(t) = 3t 4 − 3t 2 . Then B P,Q is the zero operator, which is trivially bounded for r > 1 2 . But the correlation degree of P and Q is 2. It is interesting to find a way to determine the lowest r for any given P and Q. This task requires improvement on Lemma 2.1 (see Section 2) .
As a byproduct of the proof of Theorem 1.1, we obtain the same estimate for the bilinear maximal function M P,Q defined by
Theorem 1.2. Let P, Q and p, q, r satisfy the conditions stated in Theorem 1.1.
Just like the relationship between B P,Q and H γ a,b , M P,Q can be viewed as a bilinear analogue of the the maximal function associated with H γ a,b ,
The L p -boundedness of M γ a,b was proved in [12] (see [14, 16, 17] for further developments on more general curves), and Theorem 1.2 is the parallel result in the bilinear setting.
The rest of the paper is organized as follows. In section 2, we make careful decompositions on our operator, and after throwing away the paraproduct part, reduce Theorem 1.1 to two estimates (Proposition 2.4 and Proposition 2.5): a scale-type decay estimate when p = q = 2, and a moderate blow-up estimate for general p and q. The decay estimate will be proved in section 3 and 4, using TT* method and σ-uniformity method. In the last section, we show how to obtain the moderate blow-up estimate by adapting methods from [9] , and prove Theorem 1.2.
Throughout the paper we use C to denote a positive constant (which may depend on P and Q) whose value is allowed to change from line to line. A B means A ≤ CB. A ≃ B is short for A B and B A. We use A ∼ B to denote the statement that B is the leading term (principal contribution) of A after using Taylor expansion or stationary phase method. χ E will be used to denote the indicator function of a set E.
decomposition and reduction
Pick an odd function ρ ∈ S(R) supported in the set {x : |x| ∈ ( 1 2 , 2)} with the property that t −1 = j∈Z 2 j ρ(2 j t) for any t = 0. Then we can write
where
We first prove that each T j is bounded.
Lemma 2.1. Let P and Q be two arbitrary polynomials.
, where d is the correlation degree of P and Q.
Proof. We only consider the operator T 0 , as the other cases are similar. The idea of the proof is based on Lemma 9.1 in [8] . Note that when r ≥ 1 the boundedness of T 0 follows from Minkowski inequality. So we assume now r < 1. Since |t| ≃ 1, we can restrict x and the support of f and g to a bounded interval I P,Q . When the Jacobian
by Cauchy-Schwarz inequality. Now we focus on the case that there is a root of Q ′ (t)− P ′ (t) lying in the support of ρ. Let t 0 be such a root and I(t 0 ) be a small neighborhood of t 0 . It suffices to prove that
for p, q ∈ (1, ∞),
. Because of the restriction on I(t 0 ), the function ρ in (2.3) can be dropped. Let ρ 0 be a bump function supported in {t : |t| ∈ ( 1 2 , 2)} and satisfies j∈Z ρ 0 (2 j t) = 1 for all t ∈ R. Then (2.3) will be proved once we can show that there is some ǫ > 0 such that
holds for all large positive j. Changing variable t − t 0 → t and translating f and g by P (t 0 ) and Q(t 0 ) respectively, (2.4) becomes (2.5)
where P 1 (t) := P (t + t 0 ) − P (t 0 ) and Q 1 (t) := Q(t + t 0 ) − Q(t 0 ). By the support of ρ 0 , |t| ≃ 2 −j . This implies that P 1 (t) 2 −j and Q 1 (t) 2 −j by mean value theorem. So we can for free restrict x to an interval of length ≃ 2 −j . Let I N be such an interval and define
It remains to show
By Fubini theorem, T N is bounded with norm 2 −j when r = 1. Next we aim to get a slow increasing
1 .
T N (f, g) 1 can be calculated by changing variables u = x−P 1 (t) and v = x−Q 1 (t). Using Taylor expansion and the fact that t 0 has multiplicity at most d, the Jacobian Q
Combining (2.7) and (2.8), we get (2.9)
Interpolating (2.9) with the L 1 -norm, we obtain (2.6).
By lemma 2.1, to prove Theorem 1.1 it suffices to prove the following theorem.
Theorem 2.2. Let P and Q be two polynomials with distinct leading and trailing degrees. Then there is a large N depending on P and Q such that |j|>N
. From the definition (2.1), we see that j > N corresponds to small |t|, in which case the trailing term dominates each polynomial; j < −N corresponds to large |t|, in which case P and Q behave almost the same as their leading term. We will only deal with j>N T j (f, g)(x) since the other case is similar.
Let P, Q be polynomials written as (1.4) and (1.5). in When j is large (i.e. |t| is close to 0), the trailing terms a e1 t e1 and b e2 t e2 dominate P (t) and Q(t), respectively. Since all the constants in our proof are allowed to depend on the coefficients of P and Q, we may assume without loss of generality that a e1 = b e2 = 1. For notation simplicity, from now on we denote a := e 1 and b := e 2 . Recall that e 1 = e 2 and thus we may assume a < b. With these new notations, we can write P (t) = t a + P ǫ (t) and Q(t) = t b + Q ǫ (t), where P ǫ (t) (resp. Q ǫ (t)) consists of terms whose degree is higher than a (resp. b). As P ǫ (t) and Q ǫ (t) are small when j > N and can be viewed as error terms. We urge the reader to ignore them in the first reading of this paper.
The overall idea of the proof is to look at the size of the symbol m j (ξ, η) defined in (2.2), which can be estimated by stationary phrase method after proper cut-off and rescaling. By a change of variable,
The expression (2.10) suggests that we need to consider the sizes of Then decompose T j as T j = (m,n)∈Z 2 T j,m,n where (2.13)
is the bilinear operator with symbol
In estimating its size, the symbol M j,m,n can be viewed roughly as
which decays rapidly if |m−n| is large. In fact, j>N |m−n| 1 T j,m,n (f, g)(x) can be reduced to the paraproduct studied in [7] (see Section 7.2 in [9] for details). To deal with the remaining |m − n| 1 case, we can assume without loss of generality that m = n. For notation simplicity, denote M j,m := M j,m,m and T j,m := T j,m,m . Using oddness of ρ and Taylor expansion, j>N m≤0 T j,m can also be reduced to the paraproduct in [7] . Thus we will only focus on the most difficult case in proving Theorem 2.2: handing the operator j>N m>0 T j,m . Our goal is to prove Theorem 2.3. For all p, q ∈ (1, ∞),
By interpolation, the above theorem follows from two propositions below.
Proposition 2.4.
Proposition 2.5. For p, q ∈ (1, ∞),
T T * method
We prove Proposition 2.4 in this section and the next. Since we can for free insert cut-offs onf andĝ according to the support of M j,m , in proving Proposition 2.4 we only need to consider the estimate for a single scale, i.e. 
This proposition follows from the two estimates below. We prove Proposition 3.3 in this section, using a T T * method. More precisely, we aim to obtain a L 2 × L 2 → L 2 bound with good decay. By making suitable partitions in time spaces, we see that x can be assumed to be supported in an interval of length ≃ 2 (b−a)j+m . This observation indicates that it suffices to prove
Rewrite B j,m as
Let ϕ(t) := ξ(t a + ǫ P (t)) + η(t b + ǫ Q (t)) and t 0 be a solution of ϕ ′ (t) = 0. Let φ(ξ, η) := ϕ(t 0 ). By stationary phase method,
Thus we can regard B j,m as
We claim that whenever ξ, η, ξ − τ, η + τ 2 (b−a)j ∈ suppΦ, we have (3.7)
Let's briefly justify (3.7) . By the definition of Q τ and mean value theorem, we need to show that |∂ 
and t 1 be a root of
. Clearly the mixed derivatives of φ * (ξ, η) are bounded below by some positive C. It remains to show that |Err(ξ, η)| ≤ C −1 for some large C. Since F 0 and F 1 are "close", the difference of their inverses t 0 − t 1 (and its derivatives) is also very small (see Definition A.1 and Lemma A.2 in [9] for details). By this observation and the facts that |ǫ P (t 0 )| and |ǫ Q (t 0 )| are tiny when N is large enough, we conclude that |Err(ξ, η)| is very small compared with 1. This finishes the justification of (3.7).
By (3.7) and Hömander principle (Theorem 1.1 in [3] ),
Therefore,
, from which (3.2) follows.
σ-uniformity method
We prove Proposition 3.4 and hence finish the proof of Proposition 2.4 in this section. Let I ⊆ R be a fixed interval. Let σ ∈ (0, 1] and Q be a collection of real-valued functions.
for all q ∈ Q.
The main tool of proving Proposition 3.4 is the following theorem, whose proof can be found in Theorem 6.2 in [8] .
be the set of all L 2 functions that are σ-uniform in Q and U σ := sup
.
Then for all functions f ∈ L 2 (I),
Now we start to estimate U σ . Recall that we can assume x is restricted in an interval of length ≃ 2 (b−a)j+m . We fix such an interval and partition it into 2 m intervals of length ≃ 2 (b−a)j , which are denoted by
To each I k we assign an enlarged interval
k whenever x ∈ I k and t ∈ suppρ. So B j,m can be partitioned accordingly as
and I ρ,m is defined as (3.4). Since |ξ| ≃ 1, I ρ,m has rapid decay unless |η| ≃ 1. So we may insert a cut-off functionΦ(η) for free in the above integrand.
Thanks to the cut-off χ I k (x), and we can replace e 
, and
As before, we can replace I ρ,m with 2 
This finishes the computation of U σ . Now we turn to Q 0 . Letf (ξ) = e iq(ξ) for some q ∈ Q. Let h ∈ L ∞ be a function supported on an interval of length ≃ 2 (b−a)j+m as before. Define
Our goal is to show
This means that Q 0 2 −ǫm . Combining this with (4.2), Proposition 3.4 will be proved by Theorem 4.1.
To prove (4.3), we will use the strategy similar to the previous cases: rescaling, stationary phase, and (local) TT*. Let By rescaling, (4.3) follows from the estimate
for any h ∈ L ∞ supported in an interval of length ≃ 1. Write
where C ′ := 
Since the termΦ(ζ(y − (t a + ǫ P (t)) + B ′ )) can be dropped by Fourier expansion, we havẽ
This finishes the use of the stationary phase method. The last step is to use TT* method to obtain the decay. Change variable s = t b + ǫ Q (t). Define three new functions κ, l andρ by
where ∆(h)(y) := e iAβ(y+
and
By the same idea in the proof of (3.7), we see that the mixed partial derivatives of O τ (u, v) is bounded below by C|τ |. By the operator version of van der Corput lemma (see for example Lemma 5.8 in [9] ), we have
By definitions, it is easy to see that H τ 2 h 2 ∞ and Θ τ 2 1. So we can break the integral against τ in (4.6) into two parts as before: |τ | ≤ τ 0 and τ 0 < |τ | 1, and use the estimate (4.7) to obtain the desired result (4.5). where T j is defined as in (2.1) and f, g are non-negative. By Lemma 2.1 and symmetry, we can further assume that the supremum is taken over j > N for some large N . As before, decompose T j = (m,n)∈Z 2 T j,m,n (see (2.13)). Let E := {|m − n| 1} ∪{max{m, n} ≤ 0}. Using Fourier expansion and integration by parts (or Taylor expansion), it is easy to see that sup j>N (m,n)∈E T j,m,n (f, g)(x)
Mf (x)Mg(x).
By Hölder inequity and the boundedness of M, sup j>N | (m,n)∈E T j,m,n (f, g)| is bounded from L p × L q into L r . For (m, n) ∈ Z 2 \ E, we can assume without loss of generality that m = n. In this case we bound sup j>N |T j,m,m (f, g)(x)| crudely by j>N |T j,m,m (f, g)(x)|. Since each j>N |T j,m,m | is bounded with 2 −ǫm decay in norm by Theorem 2.3, we conclude that sup j>N | (m,n)∈Z 2 \E T j,m,n | is bounded. This finishes the proof of Theorem 1.2.
