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A transition is unobservable if it is labeled by a symbol removed by a projection. The present
paper investigates a new structural property of incomplete deterministic finite automata –
a number of states incident with an unobservable transition – and its effect on the state
complexity of projected regular languages. We show that the known upper bound can
be met only by automata with one unobservable transition (up to unobservable multi-
transitions). We improve this upper bound by taking into consideration the structural
property of minimal incomplete automata, and prove the tightness of new upper bounds.
Special attention is focused on the case of finite languages. The paper also presents and
discusses several fundamental problems which are still open.
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1. Introduction
A typical automaton model of a real-world system usually consists of a huge number of states. Therefore, the
simplification of the system plays an important role in many fields of computer science and engineering, such as
compositional verification, fault diagnoses, or supervisory control [2,4,21–24,33,37]. Projections, also called natural
projections because they can be seen as natural transformations of category theory, are one of the forms of abstraction
methods that are used for such a simplification. Given a regular language L and a projection P , it is well-known that the
minimal deterministic finite automaton (dfa) accepting the language P(L) can be of exponential size in comparison with
the dfa accepting the language L. However, from the practical point of view, only those projections which ensure that the
automaton for the projected language is significantly smaller than the automaton of the original language are of interest.
In this paper, we summarize the known results on this topic, improve the known upper bounds of the projected regular
languages, and formulate several open problems.
Wong in [36] proved that the upper bound on the state complexity of projections of regular languages is 3 · 2n−2 − 1.
However,Wong did not consider the structure of automata in his result. This is of interest because, as we show in this paper,
this upper bound can bemet only by automata with one unobservable transition, that is, with one transition which is labeled
by a symbol removed by the projection. In that result and in what follows, we disregard unobservable multi-transitions,
thus, several unobservable transitions connecting the same two states in the same direction are considered as only one
unobservable transition.
In this paper, we improve the known upper bound by considering the structure of the automata. Specifically, we study
the state complexity with respect to the number of states incident with unobservable transitions. This parameter turns out
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to be more convenient for this study than the number of unobservable transitions. We show that, given a projection and a
minimal incomplete dfa with n states, m of which are incident with the unobservable transitions, the minimal incomplete
dfa accepting the projected language has no more than 2n−1 + 2n−m − 1 states. This bound can be met if the number
of unobservable transitions is m − 1. However, any additional unobservable transition may introduce a new unreachable
subset, which means that the bound is not tight if there are more than m − 1 unobservable transitions. Therefore, we also
discuss the case the automaton has at least m unobservable transitions, and show that in this case the tight upper bound
can be improved to 3 · 2n−3 + 2n−m − 1.
The paper also discusses the case of projected finite languages, and shows that the upper bounds on the number of states
correspond to the upper bounds on the nfa to dfa conversion [32].
For several operations, op(·), such as the determinization of nfa’s, it has been shown that for all integers n and α with
f (n) ≤ α ≤ g(n), where f (n) and g(n) are the tight lower and upper bounds for the operation op(·), there exists a
regular language L represented by a minimal dfa of size n such that the minimal dfa for op(L) is of size α. A number α
for which no such language exists is called magic for n with respect to op(·). For instance, there are no magic numbers for
the determinization of nfa’s with the input alphabet of cardinality at least three, where f (n) = n and g(n) = 2n. During the
last few years, this topic has widely been discussed in the literature. The reader is referred to [9,11,13–16,18,35] for more
information on this topic. We solve the magic number problem for projections by showing that all the values in the range
from 1 to 2n−1 + 2n−2 − 1 can be produced as the state complexity of projected regular languages.
We conclude the paper with several remarks on sub-regular languages and a short overview of fundamental open
problems concerning projected regular languages.
2. Preliminaries and definitions
It is assumed that the reader is familiar with automata theory and regular languages. For all unexplained notions, we
refer the reader to monograph [34].
For an alphabetΣ , denote byΣ∗ the set of all finite strings over the alphabetΣ including the empty string ε. A language
overΣ is any subset ofΣ∗. A language L is finite if L is a finite set; otherwise, L is an infinite language.
Let Σo ⊆ Σ be two alphabets. A homomorphism P : Σ∗ → Σ∗o is called the (natural) projection if it is defined so that
P(a) = ε for all a ∈ Σ \Σo, and P(a) = a for all a ∈ Σo.
An (incomplete) deterministic finite automaton (dfa) is a quintuple A = (Q ,Σ, δ, s, F), where Q is a finite set of states,Σ
is an input alphabet, δ : Q × Σ → Q is a (partial) transition function, s ∈ Q is the initial state, and F ⊆ Q is the set of final
states. In the usual way, transition function δ can be extended to the domain Q × Σ∗ by induction. The language accepted
by A is defined as the set L(A) = {w ∈ Σ∗ | δ(s, w) ∈ F}. A transition δ(p, a) = q is said to be unobservablewith respect to
a projection P if a ∈ Σ \Σo, that is, if P(a) = ε.
A nondeterministic finite automaton (nfa) is a quintuple M = (Q ,Σ, δ, S, F), where Q , Σ , F are as in a dfa, S ⊆ Q is
a set of initial states, and δ : Q × (Σ ∪ {ε}) → 2Q is a transition function which can be generalized to the function
δˆ : 2Q × Σ∗ → 2Q . The language accepted by M is defined as the set L(M) = {w ∈ Σ∗ | δ(S, w) ∩ F ≠ ∅}. The subset
automaton M ′ = (2Q ,Σ, δˆΣ , S, F ′), where δˆΣ : 2Q × Σ → 2Q is a restriction of δˆ, and F ′ = {R ⊆ Q | R ∩ F ≠ ∅}, is a dfa
equivalent toM , that is, L(M) = L(M ′).
For a regular language L, we denote by ∥L∥ the smallest number of states in any incomplete dfa accepting the language
L. In comparison with complete dfa’s, each incomplete dfa A represents two languages: a marked language, which is the
language accepted by A as defined above, and a generated language, which is the language accepted by the dfa obtained
from A by setting every state of A to be final. For complete dfa’s, the latter language is equal to Σ∗. This pair of languages
associated with each incomplete dfa is of interest in the theory of discrete-event systems, cf. [4,37].
3. Motivation
To motivate the investigation discussed in this paper, let us consider an example of a small model of a real system. The
dfa in Fig. 1 describes the behavior of this simple system, which is a paint factory, located at the Faculty of Mechanical
Engineering of the Eindhoven University of Technology. This machine produces cups of colored fluids. It has vessels to store
and mix fluids, a switched network of pipes and pumps to drive the fluids, and a turntable where the cups are eventually
filled. The operations include the pumping of the fluids between vessels, from a vessel to the turn table, and the cleaning
operations of the mixing vessel and of the pipes. The interested reader will find the details in [3].
The dfa of this system consists of 729 states, 4400 transitions, and the cardinality of the alphabet is 19. It is obvious
that for a human reader, it is impossible to understand the behavior and to verify any properties. Fortunately, to verify a
property, it is not always necessary to have the complete model, but it is sufficient to keep only an important abstracted
part. Assume that the property we need to check concerns only seven of those 19 symbols of the alphabet. We can then use
the projection to keep only these symbols and to remove all the other symbols. The minimal dfa for the projected language
of our example is depicted in Fig. 2. The dfa has only 27 states and 62 transitions, and it is quite readable even for a human
reader. However, the computation of the projection takes (on a current PC) about 23 min, which means that to produce one
state of the resulting automaton takes oneminute, on average. For bigger systems this becomes infeasible. Furthermore, the
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Fig. 1. An example of a simple system G: 729 states, 4400 transitions, 19 events.
Fig. 2. Projection of G: 27 states, 62 transitions, 7 events.
projectionused in this example satisfies the so-called observer property, see [36],which ensures that theminimal automaton
for the projected language has no more states than the minimal automaton for the input language, cf. also [29]. Moreover,
Wong [36] proposed a polynomial-time algorithm running in time O(n7m2), where n is the number of states and m is the
cardinality of the co-domain of the projection satisfying the observer property. This implies that the best known algorithm
for this special case needs on the order of 5361530467444105601241 steps to produce the dfa with 27 states of Fig. 2.
Based on this example, let us summarize the questions we are able to answer, and the questions which are open and of
interest. Given a language Lwith ∥L∥ = n and a projection P . In timeO(1), we can immediately get an answer to the question
‘‘What is the state complexity of P(L)?’’ The answer is ‘‘1 ≤ ∥P(L)∥ ≤ 2n−1+2n−2−1’’, that is, ‘‘∥P(L)∥ is a number between
1 and 2n−1 + 2n−2 − 1’’. In what follows, we improve this result by considering the structural property of the automaton
representation of the given language. The required time complexity to verify our structural property is linear with respect
to the size of the minimal dfa for L. In addition, the observer property [36] can be verified in time O(n3), so in this time we
get that if L satisfies the observer property, then 1 ≤ ∥P(L)∥ ≤ ∥L∥. Note that the languages satisfying the observer property
(with respect to a given projection P) and the class of finite languages projected onto unary finite languages are the only
known language classes for which it is true that ∥P(L)∥ ≤ ∥L∥.
On the other hand, what we expect for practical applications is a bit different. The fundamental question is ‘‘What is
∥P(L)∥?’’ Of course, this can be computed, but the known algorithm is exponential and, therefore, infeasible in general. Are
there feasible algorithms to answer this question? Or at least to produce an answer of the form ∥P(L)∥ = O(x), for some
x ∈ {n, n log n, n2, . . .}?
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Fig. 3. The worst case of Lemma 1.
4. Deterministic finite automata as graphs
In this section, we concentrate our attention on the number of states potentially reachable in the subset automaton
constructed from a given dfa after the application of a projection. For simplification, we consider the important parts of the
automata as graphs.
A directed graph is a pair G = (V , E), where V is a finite set of nodes, and E ⊆ V ×V is a set of edges. An edge (u, v) ∈ E is
called a loop if u = v. Let v ∈ V be a node, thenwe define in-degree and out-degree of v as the sizes of sets {u ∈ V | (u, v) ∈ E}
and {w ∈ V | (v,w) ∈ E}, respectively. A node with in-degree 0 and out-degree 1, or with in-degree 1 and out-degree 0 is
called a leaf. This definition requires that the node is incident to an edge. Thus, a node incident to no edge is not considered
to be a leaf.
A path in G is a sequence of nodes v0, v1, . . . , vk, for some k ≥ 1, such that vi ≠ vj if i ≠ j, and (vi, vi+1) is an edge in
E, for i = 0, 1, . . . , k − 1. A non-oriented path is a sequence v0, v1, . . . , vk, for some k ≥ 1, such that vi ≠ vj if i ≠ j, and
either (vi, vi+1) or (vi+1, vi) is an edge in E, for i = 0, 1, . . . , k− 1. Graph G is connected if for all nodes u, v in V , there is a
non-oriented path from u to v. For a node v in V , let G \ {v} denote the graph constructed from G by removing node v and
all edges incident to v.
A subset X of V is said to be bad in graph G = (V , E) if there exists an edge (u, v) in E such that u ∈ X and v /∈ X . A set is
said to be good if it is not bad; thus, each good subset of V is closed under outgoing transitions. Let b(G) denote the number
of bad subsets in G, and g(G) the number of good subsets in G. Our first lemma studies the number of bad subsets in a graph.
Lemma 1. Let m, n ≥ 2 and G = (V , E) be a directed graph without loops with n nodes. Let U = {u, v ∈ V | (u, v) ∈ E} and
assume that U is of size m. Then b(G) ≥ (2m−1 − 1) 2n−m.
Proof. Let G and U be as assumed in the theorem, and consider a special case where the edges involved in nodes of U go
only from m − 1 different nodes to the last m-th node, see Fig. 3. This means that there exists a node v in V such that for
each node u in U \ {v}, the edge (u, v) is in E, while for each node z in V , the edge (z, u) is not in E. Then there are 2m−1 − 1
nonempty subsets of U which do not contain node v, and so are bad. This gives b(G) ≥ (2m−1 − 1) 2n−m.
Now we show the theorem to be true in general, and not just under the assumption that the edges in U go only from
m− 1 different nodes to the lastm-th node as was done in the paragraph above. The proof is by induction onm.
If m = 2, then U involves either one or two edges. Note first that if X is a bad subset in G, then X is bad after addition
of any number of edges to G. Thus, we can consider that there is only one edge because the other one cannot decrease the
number of bad subsets. Then, if we have one edge, say (a, b), we can have a along with any combination of elements of
V \ {a, b} in a bad subset, and thus we have b(G) ≥ 2n−2 = (22−1 − 1) 2n−2. Assume that the statement holds for all sets U
of size less than m, and consider the case U is of size m. There are two possibilities. Either the number of edges is strictly
less than m, or it is greater then or equal to m. In the former case, consider the number of edges and denote it by t , and in
the latter case, consider the subset of edges of size t forming the minimal spanning tree (forest). Thus t < m and there is a
leaf v in U such that v is connected with a node u in U \ {v}. Then, either (i) all nodes in U \ {v} are incident with some of
the t edges, or (ii) node uwas connected only with v and now it is not incident with any other node in U \ {v}.
In case (i), the set U \ {v} is of size m − 1, and by the induction hypothesis, there are at least 2m−2 − 1 bad subsets of
U \ {v}. If (v, u) ∈ E, then for each subset A of U \ {v} that is bad in U \ {v}, the sets A and A ∪ {v} are bad in U , and {v} is a
new bad set. This gives b(G) ≥ (2m−2 − 1 + 2m−2 − 1 + 1) 2n−m. Similarly, if (u, v) ∈ E, then for each subset A of U \ {v}
that is bad in U \ {v}, the sets A, A ∪ {v} are bad in U , and the set U \ {v} is a new bad set.
In case (ii), the set U \ {u, v} is of size m − 2, and so, there are at least 2m−3 − 1 bad subsets of U \ {u, v}. We now
have m ≥ 4. The sets ∅ and U \ {u, v} are not bad. Thus {v} or {u}, and U \ {u} or U \ {v}, depending on the direction of
the edge connecting u and v, are two new bad subsets. Moreover, all bad subsets of U \ {u, v} are also bad in U . If there
is at least one more proper non-empty good subset B of U \ {u, v}, then B ∪ {u} or B ∪ {v} is the third new bad subset
of U . Summarized, this gives b(G) ≥ (22 (2m−3 − 1) + 3) 2n−m = (2m−1 − 1) 2n−m. If there are only two good subsets of
U \ {u, v}, namely ∅ and U \ {u, v}, then the number of bad subsets of U \ {u, v} is 2m−2 − 2, which, since m ≥ 4, gives
b(G) ≥ 22(2m−2 − 2) 2n−m = (2m−1 − 1+ 2m−1 − 7) 2n−m ≥ (2m−1 − 1) 2n−m. 
Consider the statement of Lemma 1. Then the number of all the subsets of V \U is 2n−m while the number of bad subsets
of U is at least 2m−1−1. Moreover, there is a graph G = (V , E)with U of size |E|−1, for which the equality holds. However,
ifm ≤ |E|, each additional transition can introduce a new bad subset. This problem is discussed in the following result that
gives a lower bound that is strictly greater than (2m−1 − 1)2n−m.
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(a) Case 1. (b) (a) Case 2. (c) Case 3.
Fig. 4. The three possibilities in the proof of Lemma 2.
Lemma 2. Let m, n ≥ 2 and G = (V , E) be a directed graph without loops with n nodes. Let U = {u, v ∈ V | (u, v) ∈ E} and
assume that |U| = m ≤ |E|. Then b(G) ≥ (5 · 2m−3 − 1) 2n−m.
Proof. The proof is by induction on m. If m = 2, then the graph consists of two nodes connected by two edges. This gives
two bad subsets of U , which results in b(G) = 2 · 2n−m ≥ 3/2 · 2n−m. Assume that the statement holds for all sets U of
cardinality less thenm, and consider the case U is of cardinalitym. Recall thatm ≤ |E|. Consider a subset ofm edges forming
a minimal spanning tree (forest). Then there is a leaf v in U . If |U \ {v}| ≤ |E(G \ {v})| then by the induction hypothesis, the
set U \ {v} has at least 5 · 2m−4 − 1 bad subsets. Otherwise, by Lemma 1, the set U \ {v} has at least 2m−2 − 1 bad subsets
by examining the subgraph of Gwith U \ {v} as vertices.
In the former case, if (v, u) ∈ E, then for each bad subset A of U \ {v}, the set A ∪ {v} is a new bad subset of U and, in
addition, {v} is a new bad subset of U . If (u, v) ∈ E, then for each bad subset A of U \{v}, the set A∪{v} is a new bad subset of
U and, in addition, the setU \{v} is a newbad subset of setU . Thus b(G) ≥ (5·2m−4−1+5·2m−4) 2n−m = (5·2m−3−1) 2n−m.
In the latter case, notice that there are at least two edges connecting v and U \ {v} in G. We have three possibilities
illustrated in Fig. 4:
1. Node v is connected with U \ {v} by edges (v, u1) and (v, u2) with u1 ≠ u2. Then the sets A ∪ {v}, A ∪ {v, u1}, and
A ∪ {v, u2} are bad in U for every subset A of U \ {v, u1, u2}. Thus we have at least 3 · 2m−3 new bad subsets in U .
2. Node v is connected with U \ {v} by edges (u1, v) and (u2, v). Then for each subset A of U \ {u1, u2, v}, if A ∪ {u1} is bad
in U \ {v}, then A∪ {v, u1} is bad in U , otherwise A∪ {u1} is bad in U; if A∪ {u2} is bad in U \ {v}, then A∪ {v, u2} is bad
in U , otherwise A∪ {u2} is bad in U; if A∪ {u1, u2} is bad in U \ {v}, then A∪ {u1, u2, v} is bad in U , otherwise A∪ {u1, u2}
is bad in U . Summarized, there are 3 · 2m−3 new bad subsets in U .
3. Node v is connected with U \ {v} by edges (u1, v) and (v, u2). Then the sets A∪ {v} and A∪ {u1, v} are bad in U for each
subset A of U \ {u1, u2, v}. In addition, if A ∪ {u1, u2} is bad in U \ {v}, then the set A ∪ {u1, u2, v} is a new bad subset
of U . Otherwise, the set A ∪ {u1, u2} is a new bad subset of U . Thus there are at least 3 · 2m−3 new bad subsets of U .
Summarized, this gives b(G) ≥ (2m−2 − 1+ 3 · 2m−3) 2n−m = (5 · 2m−3 − 1) 2n−m. 
5. State complexity of projected regular languages
Recall that it is shown in [36] that the worst-case tight upper bound on projected regular languages is 2n−1 + 2n−2 − 1,
where n is the number of states of the minimal incomplete dfa recognizing the given language.
Theorem 3 ([36]). Let n ≥ 2 and L be a regular language overΣ with ∥L∥ = n. LetΣo ⊆ Σ and P be the projection ofΣ∗ onto
Σ∗o . The tight upper bound on the size of the minimal incomplete dfa for the projected language P(L) is 3 · 2n−2 − 1.
In what follows, we improve the upper bound by taking into account the structure of nonloop unobservable transitions.
More specifically, we consider the number of states that are incident with nonloop unobservable transitions. Note that it
follows from the following results that the previous bound is reachable only by dfa’s with one unobservable transition,
disregarding the unobservable multi-transitions.
Theorem 4. Let m, n ≥ 2, Σo ⊆ Σ , and P be the projection of Σ∗ onto Σ∗o . Let L be a regular language over Σ with ∥L∥ = n,
and (Q ,Σ, δ, s, F) be the minimal incomplete dfa recognizing language L, in which
|{p, q ∈ Q | p ≠ q and q ∈ δ(p,Σ \Σo)}| = m.
Then ∥P(L)∥ ≤ 2n−1 + 2n−m − 1.
Proof. Consider the minimal incomplete dfa (Q ,Σ, δ, s, F) accepting L, and construct a directed graph G = (Q , E)without
loops so that E contains an edge (p, q) inQ×Q if and only if p ≠ q and there is a transition δ(p, a) = q for some unobservable
symbol a in Σ \ Σo. Construct an nfa for language P(L) from dfa A by replacing all the unobservable transitions with ε-
transitions. Observe that each subset of Q that contains p, but not q, is not reachable in the corresponding subset automaton
because every string leading the nfa to state p also leads the automaton to state q. This means that no subset of Q that
is bad in graph G is reachable. By Lemma 1, for the number g(G) of good subsets (that is, subsets closed under outgoing
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Fig. 5. The minimal incomplete dfa for a language Lwith ∥P(L)∥ = 2n−1 + 2n−m − 1.Σ = {a, b, c} andΣo = {a, b}.
Fig. 6. An nfa accepting the projection of the language from Fig. 5.
transitions) we have g(G) = 2n − b(G) ≤ 2n − (2m−1 − 1) 2n−m = 2n−1 + 2n−m. Good subsets of Q in graph G correspond
to potentially reachable states in the subset automaton. This number is decreased by one because the empty set (the dead
state) is potentially reachable but it is not present in the minimal incomplete dfa. 
Notice that Theorem 3 is a consequence of Theorem 4 since ∥P(L)∥ is maximal if m = 2. The next result shows that the
bound 2n−1 + 2n−m − 1 is tight. Moreover, the worst-case example in the following theorem is defined over a three-letter
alphabet which also improves the result of Wong [36].
Theorem 5. Let m, n ≥ 2 and P be the projection of {a, b, c}∗ onto {a, b}∗. There exists a regular language L over {a, b, c} with
∥L∥ = n, such that the minimal incomplete dfa accepting L has m− 1 unobservable nonloop transitions connecting m states, and
∥P(L)∥ = 2n−1 + 2n−m − 1.
Proof. Let L be the language over {a, b, c} accepted by the incomplete dfa shown in Fig. 5. After applying the projection onto
{a, b} and removing ε-transitions, we get the n-state nfa shown in Fig. 6. The nfa accepts the string bn only from state n− 1,
and the string aibn only from state n−1−1 (0 ≤ i ≤ n−1). It follows that the states in the corresponding subset automaton
are pairwise distinguishable. To prove the theorem, we only need to show that the subset automaton has 2n−1 + 2n−m − 1
reachable non-empty states.
We first prove by induction that every subset of {0, 1, . . . , n − 1} containing state 0 is reachable. The initial state {0}
goes to state {n − m} by an−m, then by a string in b∗ to states {0, i} with n − m + 1 ≤ i ≤ n − 2. State {0, n − 2} goes to
state {0, 1, n − 1} by a, and then by a string in b∗ to states {0, i, n − 1} with 1 ≤ i ≤ n − 2. State {0, n − 2, n − 1} goes
to {0, n − 1} by b, and then to {0, 1} by a. By a string in b∗, state {0, 1} goes to states {0, i} with 1 ≤ i ≤ n − m. Thus each
subset of size 2 containing state 0 is reachable. Now let X = {0, i1, i2, . . . , it} be a set of size t + 1, where 2 ≤ t ≤ n− 1 and
1 ≤ i1 < i2 < · · · < it ≤ n− 1. Consider two cases:
(i) it = n− 1. Then X is reached from {0, i2 − i1, . . . , it−1 − i1, n− 2} by abi1−1, and the latter set of size t is reachable by
the induction hypothesis.
(ii) it < n− 1. Then X is reached from {0, i2 − i1, . . . , it − i1, n− 1} by abi1−1, and the latter set of size t + 1 contains state
n− 1, and is reachable by (i).
This proves reachability of all subsets containing state 0. Next, if {i1, i2, . . . , it} is a non-empty subset of the set
{1, 2, . . . , n−m}, then it is reached from the set {0, i2 − i1, i3 − i1, . . . , it − i1} containing state 0 by ai1 . This gives
2n−1 + 2n−m − 1 reachable non-empty states, and completes our proof. 
In the theorems above, the number of unobservable transitions is considered to be less than the size of the set of states
{p, q ∈ Q | p ≠ q and q ∈ δ(p,Σ \Σo)}. However, an additional unobservable transition may introduce a new unreachable
subset. The following example shows that if the size of this set is less than or equal to the number of unobservable nonloop
transitions, then the upper bound is not tight. The precise upper bound for this case is open.
Example 1. Letm, n ≥ 2. Consider a minimal incomplete dfa (Q ,Σ, δ, s, F) of n states. Let the incomplete automaton have
at leastm unobservable transitions. Let U = {p, q ∈ Q | p ≠ q and q ∈ δ(p,Σ \Σo)} and assume that |U| = m. Construct a
directed graph G = (Q , E)without loops so that the set E contains an edge (p, q) in Q × Q if and only if p ≠ q and there is
a transition δ(p, a) = q for some unobservable symbol a inΣ \Σo.
In the case ofm = 2, there must be a cycle of length two in G. In this case, however, we have g(G) = 2n − 2 · 2n−2 = 2n−1.
In the case ofm = 3, there are three possibilities, see Fig. 7:
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(a) Case 1. (b) Case 2. (a) Case 3.
Fig. 7. The three possibilities of Example 1.
1. if U contains a cycle of length three, then there are at least 6 subsets that are bad for U because all but the empty set and
the whole set U are bad;
2. if U contains a cycle with one transition reversed, then there are at least 4 bad subsets of U;
3. if U contains a cycle of length two and an edge to (or from) the third node, then there are at least 5 bad subsets of U .
In all three cases, we get g(G) ≤ 2n − 4 · 2n−3 = 2n−1. Since only non-empty good subsets for G can be reached in the
incomplete dfa for the projected language, we get the bound 2n−1−1 on the size of this dfa in both cases. This is strictly less
than 2n−1 + 2n−m − 1 given by Theorem 4.
Finally, the situation is significantly different for projections of regular languageswith one-letter co-domains. Note that it
is not hard to construct an incomplete dfa with n+1 states such that its projection results in the Chrobak’s unary automaton
[5] with n states meeting the upper bound from the following theorem. However, to do this, we need an alphabet of size
linear with respect to n. It is an open problem whether the upper bound can be met using a fixed alphabet.
Theorem 6. Let a be a symbol in an alphabetΣ and P be the projection of strings inΣ∗ to strings in a∗. Let L be a regular language
overΣ with ∥L∥ = n. Then ∥P(L)∥ ≤ e(1+o(1))
√
n ln n.
Proof. Replace all the transitions unobservable for projection P in the minimal incomplete dfa recognizing language Lwith
ε-transitions to get an n-state unary nfa for language P(L). This unary nfa can be simulated by a dfa with no more than
e(1+o(1))
√
n ln n states [5,9,26], and the upper bound follows. 
The following theoremdiscusses a special case that gives an idea how to treat the caseswithmore andmore unobservable
transitions.
Theorem 7. Let m, n ≥ 2 and Σo ⊆ Σ . Let P be the projection of strings in Σ∗ to strings in Σ∗o . Let L be a regular
language over alphabet Σ with ∥L∥ = n, and (Q ,Σ, δ, s, F) be the minimal incomplete dfa recognizing language L, in which
|{p, q ∈ Q | p ≠ q and q ∈ δ(p,Σ \ Σo)}| = m. If at least m transitions in the dfa are unobservable for the projection, then
∥P(L)∥ ≤ 2n−2 + 2n−3 + 2n−m − 1.
Proof. Consider the minimal incomplete dfa (Q ,Σ, δ, s, F) for language L, and construct a directed graph G = (Q , E)
without loops so that E contains an arc (p, q) if and only if p ≠ q and there is a transition δ(p, a) = q for some unobservable
symbol a inΣ \Σo. Construct an nfa for language P(L) from the dfa for L by replacing all the unobservable transitions with
ε-transitions. Then every subset that is reachable in the corresponding subset automaton must be good for G. By Lemma 2,
we have g(G) ≤ 2n− (5 · 2m−3− 1) 2n−m = 2n−2+ 2n−3+ 2n−m. This number is decreased by one because of the empty set
(the dead state). 
The next result proves the tightness of the bound 2n−2 + 2n−3 + 2n−m − 1 in the case of a four-letter domain alphabet
and a two-letter co-domain alphabet. Let us remark that in the preliminary version of this paper [20], there is an error in
defining the corresponding dfa. In fact, the automaton in figure 3 on page 206 of the DCFS paper is not deterministic since
two transitions on symbol d go from state 2. Therefore, to get a deterministic automaton, one more symbol must be used, so
the domain alphabet should be of size 5. The following theorem fixes this error, and moreover, decreases the size of domain
and co-domain alphabets.
Theorem 8. Let 3 ≤ m ≤ n and P be the projection of {a, b, c, d}∗ onto {a, b}∗. There exists a regular language L over {a, b, c, d}
with ∥L∥ = n such that the minimal incomplete dfa accepting L has m unobservable nonloop transitions on no more than m
states, and ∥P(L)∥ = 2n−2 + 2n−3 + 2n−m − 1.
Proof. Let L be the language accepted by the dfa of Fig. 8. Here by a, state n− 1 goes to itself, state n− 2 goes to state 0, and
every other state i goes to state i + 1. By b, state 0 goes to itself, state n − 1 goes to state 1, and every other state i goes to
state i+ 1. By c , every state i with n− m+ 1 ≤ i ≤ n− 1 goes to state 0. By d, state n− 1 goes to state n− 2. State n− 3
is the sole accepting state. Construct the nfa for P(L) by replacing transitions on c, d by transitions on ε, as shown in Fig. 9.
Let us show that 2n−2+ 2n−3+ 2n−m− 1 states are reachable and pairwise distinguishable in the corresponding incomplete
subset automaton.
Denote byR the following family of 2n−2 + 2n−3 + 2n−m − 1 subsets of {0, 1, . . . , n− 1}:
R = {X ⊆ {0, 1, . . . , n− 1} | 0 ∈ X and n− 1 /∈ X} ∪
{X ⊆ {0, 1, . . . , n− 1} | {0, n− 2, n− 1} ⊆ X} ∪ {X ⊆ {1, 2, . . . , n−m} | X ≠ ∅},
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Fig. 8. The minimal incomplete dfa for a language Lwith ∥P(L)∥ = 2n−2 + 2n−3 + 2n−m − 1.Σ = {a, b, c, d} andΣo = {a, b}.
Fig. 9. An ε-nfa for the projection of the language from Fig. 8.
that is, familyR consists of all the subsets containing state 0 but not containing state n− 1, all the subsets containing states
0, n− 2, and n− 1, and all the non-empty subsets of {1, 2, . . . , n−m}. The proof of reachability of all the subsets inR is by
induction on the size of subsets. All the subsets inR of size 1 and 2 are reachable since for all i, jwith 0 ≤ i < j ≤ n− 2, we
have {0} a→ {1} a→ {2} a→ · · · a→ {n−m} b→ {0, n−m+1} b→ {0, n−m+2} b→ · · · b→ {0, n−2} a→ {0, 1} bj−1→ {0, j}; and
{0, j− i} ai→ {i, j}. Now let 3 ≤ k ≤ n and assume that all the subsets inR of size k−1 are reachable. Let X = {i1, i2, . . . , ik},
where 0 ≤ i1 < i2 < · · · < ik ≤ n− 1, be a set inR of size k. We have nine cases:
1. i1 = 0, i2 = 1, n − m + 1 ≤ ik ≤ n − 2. Then {0, i3 − 1, . . . , ik − 1} is a set inR of size k − 1. This set is reachable by
the induction hypothesis and goes to X by a.
2. i1 = 0, i2 ≥ 2, ik = n−m+ 1. Then {i2 − 1, . . . , ik − 1} is reachable by induction and goes to X by a.
3. i1 = 0, i2 ≥ 2, ik = n− m+ 2. Then {0, i2 − 1, . . . , ik − 1} is reachable as shown either in case (1) or in case (2), and it
goes to X by b. In such a way, by induction on ik, we prove the reachability of all the subsets X with i1 = 0, i2 ≥ 2, and
ik = n−m+ 1, n−m+ 2, . . . , n− 2.
4. i1 = 0, i2 = 1, ik ≤ n−m. Then {0, i3 − 1, . . . , ik − 1, n− 2} is reachable as shown in (1) or (3) and goes to X by a.
5. i1 = 0, i2 ≥ 2, ik ≤ n−m. Then {0, 1, i3 − (i2 − 1), . . . , ik − (i2 − 1)} is reachable as in (4) and goes to X by bi2−1.
6. i1 ≥ 1, ik ≤ n−m. Then {0, i2 − i1, . . . , ik − i1} is reachable as shown in (4) or (5), and goes to X by ai1 .
7. i1 = 0, i2 = n− 2, i3 = n− 1 if k = 3. Then {0, n− 2} goes to X by b.
8. i1 = 0, i2 = 1, ik−1 = n − 2, ik = n − 1 if k ≥ 4. Then {0, i3 − 1, . . . , ik−2 − 1, n − 2, n − 1} is a set inR of size k − 1
that is reachable by the induction hypothesis, and it goes to X by a.
9. i1 = 0, i2 ≥ 2, ik−1 = n − 2, ik = n − 1 if k ≥ 4. Then {0, i2 − 1, . . . , ik−2 − 1, n − 2} is reachable by the induction
hypothesis and goes to X by b. This completes the proof of reachability of all the subsets in familyR.
To prove distinguishability, notice that the string bi with 0 ≤ i ≤ n − 4 is accepted by the nfa for P(L) only from state
n− 3− i, and the string bn−3 only from state n− 1. Thus, if two subsets differ in a state 1, 2, . . . , n− 3, or n− 1, then they
can be distinguished by the corresponding string in b∗. If 0 ∈ X and 0 /∈ Y , then Y ⊆ {1, 2, . . . , n− m}, and therefore an−3
is accepted from X but not from Y . If n − 2 ∈ X and n − 2 /∈ Y , then n − 1 /∈ Y , and therefore an−2 is accepted from X but
not from Y . This proves distinguishability. 
6. State complexity of projected finite languages
In this section, we consider the state complexity of projected finite languages. First, let us consider the case of projections
with co-domains of size one.
Proposition 9. Let a be a symbol in an alphabetΣ and let P be the projection ofΣ∗ onto a∗. If L is a finite regular language over
Σ , then ∥P(L)∥ ≤ ∥L∥. The bound is tight for any alphabet.
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Fig. 10. The minimal incomplete dfa over {a, b, c} accepting a finite language meeting the upper bound on the projection onto {a, b}∗; k = ⌈n/2⌉ − 1.
Proof. Consider the minimal complete dfa with n states accepting language L. Since L is finite, there must exist a string
that leads the dfa to the dead state. Hence the minimal incomplete dfa accepting L has n − 1 states. After replacing all the
unobservable transitions with ε-transitions and eliminating ε-transitions, the resulting nfa with n − 1 states accepts the
finite language P(L). Therefore, this nfa can be simulated by an n-state complete dfa [32]. Again, some string must lead this
complete dfa to the dead state, which implies that the minimal incomplete dfa accepting P(L) has at most n− 1 states. Thus
∥P(L)∥ ≤ ∥L∥. The bound is met if we only have loops by unobservable letters. 
The following theorem deals with finite languages and binary co-domain alphabets.
Theorem 10. Let a and b be symbols in an alphabetΣ and P be the projection ofΣ∗ onto {a, b}∗. Let L be a finite language over
the alphabetΣ with ∥L∥ = n. Then
∥P(L)∥ ≤

2 · 2⌊n/2⌋ − 2 if n is even,
3 · 2⌊n/2⌋ − 2 if n is odd.
In addition, the bound is tight in the case of a ternary domain alphabet.
Proof. We first prove the upper bound. Consider an incomplete dfa accepting language L, and construct an n-state nfa for
P(L) by replacing all the unobservable transitions with ε-transitions, and eliminating the ε-transitions. The n-state nfa for
finite language P(L) can be simulated by a complete dfa of 2n/2+1 − 1 states if n is even, or of 3 · 2⌊n/2⌋ − 1 states if n is odd
[32]. Since some string must lead this complete dfa to the dead state, this state is removed from theminimal incomplete dfa
representation of P(L).
For tightness, consider the ternary finite regular language recognized by the incomplete dfa shown in Fig. 10, where
k = ⌈n/2⌉ − 1. The application of the projection P results in the language
P(L) =
⌈n/2⌉−1
i=0
(a+ b)ia(a+ b)⌊n/2⌋−1
that can be written as P(L) = {uav ∈ {a, b}∗ | |uav| < n and |v| = ⌊n/2⌋ − 1}. However, the minimal complete dfa
accepting P(L) has 2n/2+1 − 1 states if n is even, or 3 · 2⌊n/2⌋ − 1 states if n is odd, as shown in [32]. Since P(L) is finite, the
minimal incomplete dfa for P(L) has one less state than the complete dfa. Hence the bounds are tight. 
In the next theorem, we consider the case of projections of finite languages with co-domains of size k with k ≥ 2. In
comparison with the previous result, where the sizes of the domain and co-domain differ by one, note that the size of the
domain of the projection is required to be of linear size with respect to the number of states. It remains open if it can be
limited by a constant.
Theorem 11. Let k, n ≥ 2. There exist alphabets Σ and Σo with Σo ⊆ Σ and |Σo| = k, and a finite language L over Σ with
∥L∥ = n such that
∥P(L)∥ = k
⌊n/(log k+1)⌋+1 − 1
k− 1 − 1
where P is the projection of strings inΣ∗ onto strings inΣ∗o . In addition, for any finite language L′ overΣ ,
∥P(L′)∥ ≤ k
⌈(n/(log k+1)⌉+1 − 1
k− 1 − 1.
Proof. The upper bound follows from [32, Theorem 5] in a similar way as shown in the proof of Theorem 10. To prove the
lower bound, let t = ⌈log k⌉ and let m = ⌊n/(t + 1)⌋. LetΣo = {0, 1, . . . , k− 1}, letΣ = {a1, a2, . . . , an−m−1} ∪ Σo, and
let P be the projection ofΣ∗ ontoΣ∗o .
Set Si = {j ∈ Σo | j mod 2i ≥ 2i−1} for i = 1, 2, . . . , t . Notice that a symbol j is in Si if and only if the i-th digit from the
end in the binary notation of j is 1.
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Fig. 11. The minimal incomplete n-state dfa over {a,#} for a language Lwith ∥P(L)∥ = α; 1 ≤ α ≤ n− 2.
Fig. 12. The minimal incomplete n-state dfa over {a,#} for a language Lwith ∥P(L)∥ = n− 1.
Fig. 13. The minimal incomplete n-state dfa Bn,k over {a, b, c,#}with ∥P(L(Bn,k))∥ = n− k+ 2k−1 + 2k−2 − 1.
Now let L′ be the language over Σo consisting of all strings of length n − 1 that have a symbol from Si in position i m
from the end (i = 1, 2, . . . , t). Language L′ is accepted by an n-state incomplete dfa A′ overΣo with states 0, 1, . . . , n− 1,
of which 0 is the initial state, and n− 1 is the sole final state.
Construct an incomplete dfa A over Σ from dfa A′ by adding an unobservable transition on aℓ from the initial state 0
to state ℓ for ℓ = 1, 2, . . . , n − m − 1. Let L be the language over Σ recognized by A. The projected language P(L)
consists of all suffixes of length at least m of strings in L′. As shown in [31,32], every complete dfa for P(L) needs at least
(k⌊n/(log k+1)⌋+1 − 1)/(k− 1) states. 
7. The magic number problem for projections of regular languages
Here we consider the state complexity of projections not only in the worst case, but we rather ask what values may be
produced as the state complexity of a projection of a regular language L with ∥L∥ = n. The problem is known as magic
number problem in the literature [9,11,13–18,35] and values that possibly cannot be produced are called ‘‘magic numbers’’.
This section proves that no magic numbers exist for projections of regular languages. We show that for every number α in
the range from 1 to 2n−1+ 2n−2− 1, there exist a projection P and a regular language Lwith ∥L∥ = n such that ∥P(L)∥ = α.
The result can be obtained using a similar result for star operation [17], however, paper [17] does not provide all the proofs.
Moreover, the constructions can be simplified in the case of projections. Therefore, we provide all the proofs here. The three
lemmata below deal with the following three cases:
(1) 1 ≤ α ≤ n− 1;
(2) α = n− k+ 2k−1 + 2k−2 − 1 for an integer kwith 2 ≤ k ≤ n;
(3) all the other values of α from n to 2n−1 + 2n−2 − 1.
Lemma 12. Let n ≥ 2, 1 ≤ α ≤ n− 1, and P be the projection of {a,#}∗ onto {a}∗. There exists a regular language L over {a,#}
with ∥L∥ = n such that ∥P(L)∥ = α.
Proof. If 1 ≤ α ≤ n− 2, then take the minimal incomplete n-state dfa of Fig. 11. The projected language is {ai | i ≥ α− 1},
for which the minimal incomplete dfa has α states. If α = n − 1, then take the minimal incomplete dfa of Fig. 12. The
projected language is (an−1)∗, for which the minimal incomplete dfa has n− 1 states. 
Lemma 13. Let2 ≤ k ≤ n and P be the projection of {a, b, c,#}∗ onto {a, b, c}∗. There exists a regular language L over {a, b, c,#}
with ∥L∥ = n such that ∥P(L)∥ = n− k+ 2k−1 + 2k−2 − 1.
Proof. Consider the language accepted by the minimal incomplete n-state dfa Bn,k of Fig. 13. Construct the ε-nfa for P(L) by
replacing the transition on # by the transition on the empty string. Let us show that n − k + 2k−1 + 2k−2 − 1 subsets are
reachable and pairwise distinguishable in the incomplete subset automaton corresponding to this nfa. Every singleton set
{i}with k ≤ i ≤ n− 1 is reached from the initial state {n− 1} by a string in a∗. We prove the reachability of all the subsets
of {0, 1, . . . , k − 1} containing state 0 by induction on the size of subsets. The set {0} is reached from the singleton set {k}
by a. Every set {0, i1, . . . , it} of size t + 1, where 1 ≤ t ≤ k − 1 and 1 ≤ i1 < i2 < · · · < it ≤ k − 1, is reached from the
set {0, i2 − i1, . . . , it − i1} of size t by abi1−1. Finally, every non-empty set {i1, i2, . . . , it} with i1 ≥ 2 is reached from the
{0, i1 − 1, i2 − 1, . . . , it − 1} containing state 0 by c.
To prove distinguishability, notice that the string ai is accepted by the nfa for P(L) only from state k − 1 − i for
i = 0, 1, . . . , k − 2, and the string ajbkak−1 is accepted by the nfa only from state k − 1 + j for j = 1, 2, . . . , n − k.
Thus, for every state q, except for state 0, there exists a stringwq that is accepted only from state q. Therefore, if two subsets
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differ in a state qwith q ≠ 0, then the stringwq distinguishes the two subsets. If 0 ∈ X and 0 /∈ Y , then 1 /∈ Y , and therefore
the string bkak−1 is accepted from X and rejected from Y . This concludes our proof. 
Lemma 14. Let 2 ≤ n ≤ α ≤ 2n−1+2n−2−1. There exists an alphabetΣ of size O(α)with # /∈ Σ , a projection P of (Σ ∪{#})∗
ontoΣ∗, and a regular languages L overΣ ∪ {#} with ∥L∥ = n such that ∥P(L)∥ = α.
Proof. If α = n − k + 2k−1 + 2k−2 − 1 for an integer k with 2 ≤ k ≤ n, then take the automaton Bn,k from the previous
lemma. Otherwise, number α is between two such values, that is,
n− k+ 2k−1 + 2k−2 − 1 < α < n− (k+ 1)+ 2k + 2k−1 − 1.
Then
α = n− k+ 2k−1 + 2k−2 − 1+m,
where m is an integer such that 1 ≤ m ≤ 2k−1 + 2k−2 − 2. The idea is to start with automaton Bn,k, and define transitions
on m new symbols d1, d2, . . . , dm so that every new symbol di produces exactly one new subset of the form {k} ∪ Si with
Si ⊆ {0, 1, . . . , k− 1} in the subset automaton corresponding to the nfa for the new projected language. To guarantee that
just one new subset is added by a new symbol, the new subsets {k} ∪ Si for i = 1, 2, . . . ,m will be produced according to
their cardinality. To this aim, let
S1, S2, . . . , Sℓ, (1)
where ℓ = 2k−1 + 2k−2 − 2, be all the non-empty subsets of {0, 1, . . . , k − 1} containing state 0, or not containing states
0 and 1, except for the whole set {0, 1, . . . , k − 1}. The sets are ordered in such a way that S1 = {0}, and if |Si| < |Sj| then
i < j. Now let S1, S2, . . . , Sm be the firstm sets in sequence (1), and consider the input alphabet
Σ = {a, b, c,#, d1, d2, . . . , dm}.
Construct minimal incomplete n-state dfa C = Cn,k,m over Σ from automaton Bn,k of Fig. 13 by adding transitions on
symbols d1, d2, . . . , dm in the following way. For i = 1, 2, . . . ,m, by di, every state in Si goes to itself, and every state in
{0, 1, . . . , k− 1} \ Si goes to state k. In the incomplete subset automaton corresponding to projected language P(L(C)), the
following subsets are reachable:
• the singleton sets {n− 1}, {n− 2}, . . . , {k}; and all the non-empty subsets of {0, 1, . . . , k− 1} containing state 0 or not
containing states 0 and 1 since they are reached by strings over {a, b, c} as shown in the above lemma;
• the subsets {k} ∪ Si for i = 1, 2, . . . ,m since the set {0, 1, . . . , k− 1} goes to {k} ∪ Si by di.
Denote the family of the above mentioned n− k+ 2k−1+ 2k−2− 1+m reachable subsets byR, and let us show that no
other subset is reachable. Since the initial state {n− 1} is inR, it is enough to show that each subset inR goes to a subset
inR or to the empty set by a, b, c , and by every di. This is straightforward for symbols a, b, c. By every di, the singleton sets
{n− 1}, . . . , {k} go to the empty set. Every subset S of {0, 1, . . . , k− 1} inR goes by di to itself if S ⊆ Si, and to {k}∪ (Si ∩ S)
otherwise. If Si ∩ S is not Si, then it either is empty, or is non-empty with smaller cardinality than Si, and either contains
state 0, or does not contain states 0 and 1. Therefore, if it is non-empty, then it precedes Si in our sequence (1), and the set
{k} ∪ (Si ∩ S) is in familyR. Similarly, every set {k} ∪ Sj (1 ≤ j ≤ m) goes by di either to the empty set, or to Sj, or to {k} ∪ Si,
or to {k} ∪ St with t < i.
Two distinct subsets inR can be distinguished by strings over {a, b, c} in the same way as in the previous lemma, and
our proof is complete. 
Putting the above three lemmata together, we get the following result showing that no magic numbers exist for
projections. However, the alphabet used to prove this result grows exponentially with n.
Theorem 15. Let n ≥ 2 and 1 ≤ α ≤ 2n−1 + 2n−2 − 1. There exist an alphabet Σn with # /∈ Σn, the size of which grows
exponentially with n, a projection P of strings in (Σn ∪ {#})∗ onto strings in Σ∗n , and a regular language L over Σn ∪ {#} with∥L∥ = n such that ∥P(L)∥ = α. 
8. Conclusions and future directions
The results for finite languages immediately imply the reachable exponential upper bounds for sub-regular languages
such as definite languages, strictly locally testable languages, locally testable languages, generalized definite languages,
ordered languages, star-free languages, and power separating languages, see [1] for the definitions and more information.
In [19] we studied union-free languages. The next result shows that the upper bound for projections can also be met by
union-free languages.
Theorem 16. Let n ≥ 2 and P be the projection of {a, b, c}∗ onto {a, b}∗. There exists a union-free regular language L over
{a, b, c} with ∥L∥ = n such that ∥P(L)∥ = 2n−1 + 2n−2 − 1.
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Fig. 14. A dfa for a union-free language meeting the exponential upper bound on the number of states for projection.
Proof. Consider the language L given by the dfa of Fig. 14. Then, the application of projection P from {a, b, c}∗ to {a, b}∗
results in an nfa of Theorem 11(8) of [19] without the initial state q0. It is shown there that the nfa-to-dfa conversion results
in a dfa with 2n−1 + 2n−2 states. As the initial state is missing, we get 2n−1 + 2n−2 − 1 states. 
The dfa accepting a projected language is obtained from the dfa accepting an input language by replacing unobservable
transitions with ε-transitions and by applying the subset construction to the resulting nfa. Theminimal dfa for the projected
language, however,may be of exponential size in comparisonwith the input automaton [12,25,27,28]. This observation gives
rise to a challenging open problem. How can we characterize classes of dfa’s, for which the minimal dfa for the projections
is of a linear (polynomial, logarithmic) size?
Problem 1. Let P be a projection, and let AfP denote the class of all minimal dfa’s such that A ∈ AfP if and only if the minimal
dfa accepting P(L(A)) has no more than f (n) states, where f is a (recursive) upper bound state-space function. Given a
projection P and a function f , characterize the class AfP .
It follows from the results of this paper that the classAfP does not include allminimal acyclic dfa’s for any reasonable upper
bound f (such as linear or polynomial). Note that there exists a property called an observer property [36] ensuring that the
minimal automaton for the projected language has no more states than the minimal automaton for the input language, see
also [29]. This property is well known and widely used in supervisory control of hierarchical and distributed discrete-event
systems, and, asmentioned in [30], also in compositional verification [8] andmodular synthesis [6,10]. If the projection does
not satisfy the property, the co-domain of the projection can be extended so that it satisfies it. However, the computation
of such a minimal extension is NP-hard. Nevertheless, there exists a polynomial-time algorithm that finds an acceptable
extension [7]. A different approach with further references can be found in [30]. Although we know that the result is of
polynomial size, the problem is how to compute it in polynomial time. Consider the determinization procedure of an nfa. This
procedure can produce an exponential number of states where most of the states are equivalent. In [36], a polynomial-time
algorithm running in O(n7m2), where n is the number of states and m is the cardinality of the co-domain of the projection
satisfying the observer property, has been proposed. However, the precise time complexity of this problem is open.
Problem 2. How to compute the minimal dfa accepting the projected language when the projection satisfies the observer
property?
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