Abstract Depth transects of benthic foraminiferal oxygen isotopes from the Atlantic Ocean show that glacial-interglacial changes are larger at deep (>~2,000 m) than at intermediate water levels. Our model results suggest that the smaller changes in the upper 1,000 m of the water column are a result of the glacial sea level lowering of about 120 m, leading to warmer temperatures of around 1°C and hence a smaller glacial-interglacial stable oxygen isotope difference. In contrast, a shoaling of the water mass boundary tõ 2,000-m water depth between the northern and southern source waters is caused by the expansion of a cold (close to the freezing point) southern source water in the abyssal ocean, increasing the oxygen isotope values of benthic foraminifera from the Last Glacial Maximum in the deep Atlantic. These two effects explain the different amplitudes of glacial-interglacial stable oxygen isotope differences in the upper and deeper water column of the Atlantic Ocean.
Introduction
The climate of the Last Glacial Maximum (LGM, 19,000-23,000 years before present; e.g., Mix et al., 2001) was characterized by a reduction in sea surface temperatures (SSTs) of~2°C (Multiproxy Approach for the Reconstruction of the Glacial Ocean Surface (MARGO) Project Members, 2009), tightly linked to low atmospheric CO 2 concentrations of~190 ppm (Monnin et al., 2001 ) and associated with large Northern Hemisphere continental ice sheets leading to a sea level lowering of~120 m (Clark et al., 2009; Fairbanks, 1989) . Thus, the LGM constitutes a climate that differed significantly from today. Changes in climate are closely related to changes in ocean circulation, in particular the Atlantic Meridional Overturning Circulation (AMOC), which plays a key role in regulating heat transport especially in the Atlantic realm and altering glacial-interglacial global atmospheric CO 2 concentrations (Brovkin et al., 2007; Ganopolski & Brovkin, 2017) by storing carbon in the deep ocean for long time periods. So far, model studies and proxy reconstructions have produced conflicting results regarding the strength of the glacial AMOC: some estimate a weaker and shallower AMOC, whereas others a stronger and deeper AMOC (Lippold et al., 2012; Lynch-Stieglitz et al., 1999 McManus et al., 2004; Otto-Bliesner et al., 2007; Yu et al., 1996) . A recurring hypothesis emerging from paleoceanographic reconstructions is the shoaling of the glacial water mass boundary between the North Atlantic Deep Water (NADW) and Antarctic Bottom Water (AABW) to approximately 2,000-m water depth, based on the distribution of the ratio of stable carbon isotopes (δ 13 C c ) in benthic foraminiferal carbonate (Curry & Oppo, 2005; Duplessy et al., 1988; Sarnthein et al., 1994) . This shoaling is suggested to be accompanied by the expansion of a cold (close to the freezing point) southern source water in the deep abyssal ocean (Duplessy et al., 2002; Labeyrie et al., 1992) . The processes behind the rearrangement of the water mass distribution during the LGM are controversial but may be linked to the expansion of summer sea ice around Antarctica (e.g., Ferrari et al., 2014; Mackensen et al., 1996; Paul & Schäfer-Neth, 2003) . This would also explain the salt stratification as well as the reversed meridional gradient of salt in the glacial ocean as demonstrated by pore fluid measurements , because the southern deep water upwelled to the surface under sea ice, leading to high salinities due to strong brine rejection. Moving the water mass boundary away from the zone of intense mixing near the seafloor might have led to a reduced vertical mixing of the southern source water with the overlying northern source water, which may have enhanced the ocean's ability to store carbon (Adkins, 2013; Ferrari et al., 2014; Lund et al., 2011) .
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However, the interpretation of the water mass distribution based on δ 13 C can be complicated, due to the nonconservative nature of the tracer. While it is affected by ocean circulation, biological remineralization of organic matter further alters its signal. In contrast, the individual concentrations of H 2
16
O and H 2 18 O as well as temperature are conservative in the interior of the ocean away from the sources and sinks at the sea surface. Using these to calculate the ratio of stable oxygen isotopes in benthic foraminiferal carbonate (δ 18 O c ) may be a more accurate attempt to provide information about the water mass distribution.
For the glacial western Atlantic Ocean, Lund et al. (2011) and Keigwin (2004) showed that below 2,000-m water depth the δ 18 O c differences between the LGM and Holocene increase by~0.3‰, which may be linked to a rearrangement of the water masses. This seems to be a rather robust pattern, because similar observations have been reported before from the Indian and Pacific Oceans (Herguera et al., 1992 ).
Here we investigate whether the increased glacial-interglacial δ
18
O c anomalies below 2,000-m water depth are also recognizable in the eastern Atlantic Ocean and may as well correspond to the glacial water mass boundary consistent with other proxy reconstructions. Therefore, we analyzed benthic δ
O c values of five sediment cores off North West Africa (NW Africa) and compared their depth profile to ocean model results obtained from the Massachusetts Institute of Technology general circulation model (MITgcm) including stable water isotopes as passive tracers (Völpel et al., 2017) . In this way, we evaluated the effect of water mass and sea level changes on the glacial-interglacial δ 18 O c profile. By means of the model simulation, we further analyzed the LGM ocean state and assessed the strength of the glacial AMOC.
Materials and Methods

The Ocean Model-MITgcm
For the reconstruction of the LGM ocean, the MITgcm was employed to solve the Boussinesq form of the hydrostatic Navier-Stokes equations in conjunction with a nonlinear free surface Marshall et al., 1997) . Using a cubed-sphere grid that consisted of six faces with 32 × 32 horizontal grid cells, a nearly uniform resolution of~2.8°was established and pole singularities were avoided . The ocean was divided into 15 vertical levels of increasing thickness, from 50 m at the surface to 690 m at the seafloor. This relatively coarse resolution provided an efficient tool to study the large-scale circulation pattern of the global circulation. We used the vertical coordinate z* to avoid the possible vanishing of the upper layer associated with the nonlinear free-surface and the partial cell formulation of Adcroft et al. (1997) to represent the bathymetry.
A dynamic-thermodynamic sea ice model with viscous-plastic rheology (Losch et al., 2010) was coupled to the ocean model. By using the Gent-McWilliams/Redi scheme (Gent & McWilliams, 1990; Redi, 1982) , isopycnal diffusion and eddy-induced mixing were parametrized. We set the background vertical diffusivity for tracers uniformly to 3 · 10 −5 (m 2 /s) and used the polynomial approximation of Jackett and McDougall (1995) for the equation of state. The advection of tracers was computed using third-order advection with direct space-time treatment (Hundsdorfer & Trompert, 1994 O, and HDO were simultaneously simulated as passive tracers. To account for the isotopic fluxes at the sea surface, the model was forced with the isotopic content of precipitation and water vapor, while the fractionation during evaporation was treated explicitly in the MITgcm. A detailed description of the implementation of the stable water isotopes and the evaluation of the model results under pre-industrial (PI) conditions is given in Völpel et al. (2017) . This PI simulation will also be used as a reference for the new LGM simulation when analyzing the anomalies between those two time periods. Even though the fractionation during the formation of sea ice was neglected and the isotopic content of river runoff was only estimated based on the isotopic composition of the local precipitation at the river mouth, a good agreement between the modeled δ 18 O w values and observational data (the NASA
Experimental Setup
Because of the buildup of large continental ice sheets and its associated sea level lowering of approximately 120 m during the LGM, the model bathymetry was adjusted by remapping the ICE-5G topography (Peltier, 2004) onto our model grid. Thus, both the PI and LGM simulations used the same vertical grid (15 levels with the same resolution), but the land-sea mask and bottom topography differed, resulting in a smaller volume of the glacial ocean.
The model was forced with climatological monthly-mean atmospheric fields (air temperature, specific humidity, zonal and meridional wind velocity, wind speed, [snow] precipitation, incoming shortwave radiation, and river runoff) derived from an LGM simulation with the fully coupled Community Climate System Model Version 3 (CCSM3; Merkel et al., 2010) following the Paleoclimate Modeling Intercomparison Project 2 (Braconnot et al., 2007a (Braconnot et al., , 2007b , but modified by Kurahashi-Nakamura et al. (2017) to be consistent with proxy reconstructions of annual-mean SST (MARGO Project Members, 2009), benthic δ 18 O c (Marchal & Curry, 2008) , and benthic δ 13 C c (Hesse et al., 2011 ) using a data assimilation technique (Errico, 1997; Giering & Kaminski, 1998; Heimbach et al., 2005) . These optimized atmospheric fields were based on a model simulation without the Mediterranean Sea. To avoid any artificial signals, we also excluded the Mediterranean Sea. To test whether this may have had an effect on the subtropical North Atlantic Ocean, we performed an additional simulation that included the Mediterranean Sea.
Climatological monthly means of the isotopic content of precipitation and water vapor were available from the National Center for Atmospheric Research Community Atmosphere Model including a water isotope scheme (NCAR IsoCAM; Tharammal et al., 2013) . Since Tharammal et al. (2013) used the SST from Merkel et al. (2010) as a boundary condition, a consistency of our forcing fields from two different sources was obtained. Besides the above mentioned atmospheric fields, the MITgcm also needed incoming longwave radiation Ǫ L↓ (W/m 2 ) as an external forcing field for calculating the net surface heat flux.
Only the net longwave flux Ǫ L * (W/m 2 ) was available from the CCSM3. Thus, we estimated Ǫ L↓ following
where A ice was the ice-covered area fraction, ε O = 1 and ε I = 0.95 were the emissivity for ocean and ice, respectively, σ = 5.56 · 10 −8 (W·m −2 ·K −4 ) was the Stefan-Boltzmann constant, and SST and IST (K) were the surface temperatures of the ocean and ice, respectively. All variables were taken from the CCSM3 to reproduce Ǫ L↓ as accurately as possible.
Both the freshwater and isotopic air-sea fluxes were internally computed in the model following the bulk formulae by Large and Yeager (2004) . Furthermore, to prevent uncontrolled drifts in salinity and tracer concentration, a correction factor for the precipitation field/tracer specific precipitation field has been implemented, whereby the global freshwater flux/isotopic flux was annually balanced (cf. Völpel et al., 2017) .
The ocean was initialized with the salinity, temperature, and tracer distributions from the PI simulation (Völpel et al., 2017) . To account for the lower sea level due to the continental ice sheets during the LGM (Adkins & Schrag, 2001) , the global mean salinity of the initial state was increased by 1.1. Starting the model from a state of rest, we integrated it for 3,000 years to reach a quasi steady state and continued it for a further 3,000 years with the individual stable water isotopes added. For analysis, we used the average of the last 100 years. 
where R is the ratio of the abundance of the heavier water isotope H 2
18
O to the abundance of the lighter isotope H 2
16
O and R STD is the Vienna Standard Mean Ocean Water standard (Baertschi, 1976) . The continental ice volume effect of 1.1‰ Duplessy et al., 2002; Schrag et al., 2002) 
with T being the temperature. Due to the different standards of water and carbonate samples (Vienna Standard Mean Ocean Water and Vienna Peedee belemnite), the δ
18
O w values needed to be converted by subtracting 0.27‰ (Hut, 1987) . The δ 18 O c anomalies were then compared against a planktonic δ 18 O c data set compiled by Waelbroeck et al. (2014) . They used the same LGM chronozone quality levels as defined for the MARGO SST reconstruction by Kucera et al. (2005) . Anomalies were calculated for the most abundant species: Globigerinoides ruber white, Globigerina bulloides, Neogloboquadrina pachyderma sinistral, and Globigerinoides sacculifer. However, data coverage is relatively sparse, especially in the Southern and Pacific Oceans, and most of the data are located along continental margins.
Implementation of Dye Tracers
For a clear visualization of the distribution of water masses, passive dye tracers were additionally implemented in the MITgcm (cf. Gebbie, 2014; Kurahashi-Nakamura et al., 2017) , representing the northern and southern source waters. The dye tracer for the northern source water was released at the sea surface of the Atlantic Ocean between 50°N and 80°N and that for the southern source below 2,000-m water depth between 50°S and 60°S. Their concentrations were fixed at a value of 1 for every grid cell in these two regions.
Interpolation to Higher Resolution
Investigating anomalies between the LGM and PI requires the consideration of the sea level change, which especially becomes apparent when benthic foraminiferal δ
18
O c anomalies are considered. Since benthic foraminifera live on the sea bed or just beneath the sediment surface, properties of the water at the sea floor might have changed during the LGM due to the reduction in height of the overlying water column. Thus, the sea level affects the analysis of the LGM simulation, depending on whether the same water depth or the same height above the seafloor is used for the comparison with the PI simulation. To take into account the reduced height of the glacial water column, an LGM depth level shallower by 120 m (e.g., 1,880 m) had to be compared to the PI depth level (e.g., 2,000 m). In this way, two anomalies can be investigated: one with and one without consideration of the sea level change.
To do so, we interpolated the ocean levels to a higher vertical resolution, because with only 15 levels of unequal level spacing the comparison could not be realized. We used the Data-Interpolating Variational Analysis (DIVA) software (Troupin et al., 2012) , which is an open source software that employs a variational inverse method (Brasseur et al., 1996) that is related to objective interpolation and kriging but is specifically designed to interpolate irregularly spaced oceanographic data in two dimensions. This method consists of a minimization of a cost function solved by a finite element approach, finding a smooth analyzed field close to the data set and taking bathymetric constraints into account. In contrast to, for example, spline interpolation, it can handle coarse and unequal level spacing, as well as a variable bottom topography, thereby avoiding spurious oscillations. Thus, our vertical distribution along the transects shown in Figure 1 was divided into 86 equally spaced levels, each of which was 60 m thick (commensurate with the thickness of the first model level of 50 m and a sea level change of 120 m) starting from a depth of 30 m at the surface and spanning the water column down to a depth of 5,190 m. Simultaneously, we increased the horizontal resolution of each transect by a factor of 10.
10.1029/2018PA003359
Paleoceanography and Paleoclimatology VÖLPEL ET AL.
Calculating the Vertical Gradient in δ
18 O c Lund et al. (2011) and Hoffman and Lund (2012) demonstrated that determining the vertical gradient in δ 18 O c highlights the water mass boundary. Thus, to rigorously asses the water mass boundary in our simulation, we calculated the vertical δ
18
O c gradients for the PI, LGM, and glacial-interglacial anomaly for the simulated depth profiles in the East and West Atlantic Ocean, using the interpolated model output and centered differences.
Sediment Cores off NW Africa
We compared our model results to five high-resolution sediment cores retrieved from the continental slope off NW Africa (Figure 1 ) on Meteor-Expedition M65/1 (Mulitza et al., 2006) . The isotope records of core GeoB9508-5 and GeoB9526-5 have been previously published (Mulitza et al., 2008 , Zarriess & Mackensen, 2011 . Oxygen isotope analyses have been performed on Cibicidoides wuellerstorfi and Cibicidoides pachyderma in different isotope laboratories (see Table 1 ). For GeoB9513-3, one oxygen isotope value at 8-cm depth was rejected due to a suspicious carbon isotope value. Downcore calendar age distributions were modeled with the R-script BACON (Blaauw & Christen, 2011) using the IntCal13 calibration curve and a local reservoir age of 540 years (± 200 years, 2σ; Mulitza et al., 2010) . BACON was employed with a memory (mem.mean) set to 0.4 and a flat prior distribution of the accumulation rate (acc.shape) of 0.5. A shape parameter of 9 (t.a) and a scale parameter of 10 (t.b) were used to model the age distributions (see Table 2 ). For GeoB9512-5 and GeoB9510-1 the age models are based on a mix of radiocarbon ages (two for each core) and a visual alignment of uncalibrated XRF Fe/Ca ratios to those of GeoB9508-5 ( Figure 2 ). Fe/Ca elemental ratios were measured on the three cores every 2 cm downcore using the AVAATECH XRF Core Scanner I at MARUM, University of Bremen. Variations in sedimentary Fe/Ca are mainly driven by changes in dust deposition related to continental aridity and are therefore likely synchronous in geographically restricted areas. We identified Fe/Ca maxima related to Heinrich Stadials 1 and 2 and the Fe/Ca minimum during the mid-Holocene in gravity core GeoB9508-5. The mean age and the 1σ age uncertainty of the Fe/Ca events was subsequently assigned to the corresponding events in the gravity cores GeoB9512-5 and GeoB9510-1 and used for age modeling with BACON together with the radiocarbon ages in each of the two cores. For each core, 10,000 oxygen isotope time series were generated by combining age-depth models generated with BACON with 10,000 noisy downcore δ 18 O realizations, obtained through Monte Carlo resampling with an analytical uncertainty of 0.1‰ (1σ; Figure 3 ). The respective Δδ 18 O c values were calculated taking the mean of the LGM (19,000-23,000 years B.P.) minus the Holocene (<7,000 years B.P.).
Results
SST Anomalies
Simulated SST anomalies are generally in agreement with the MARGO data ( Figure 4 and Table 3 ). On an ocean basin perspective, the Atlantic Ocean underwent stronger cooling than the Pacific and Indian Oceans. Strongest annual-mean cooling in the modeled surface ocean (upper 50 m) occurred in the midlatitude North Atlantic ( Figure 4 and Table 3 ) and is consistent with proxy reconstructions. However, the cooling is locally more pronounced in the model (up to −15°C) than observed in the MARGO data ( Figure 4b ). Overall, most of the global surface ocean reveals negative temperature anomalies resulting in a globally area averaged difference of −1.9°C. However, regions with positive temperature anomalies are traceable along the latitude of 30°S or are located in the upwelling regions along the west coasts of the South American and African continents. Note. BP = before present; HS = Heinrich Stadials.
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Planktonic Foraminiferal δ
O c Anomalies
The simulated annual-mean Δδ 18 O c at the ocean surface (upper 50 m) are lowest in the tropics and subtropics ( Figure 5 and Table 4 ). They increase toward the midlatitudes, especially in the North Atlantic, where the highest δ 18 O c anomalies occur (up to 4‰). Along 30°S a band of lower values can be identified, which also emerge in the upwelling regions along the west coasts of the South American and African continent as well as the modern Pacific warm pool and thus partially mimic the pattern of the SST anomaly. The general dependence on latitude is consistent with proxy reconstructions from Waelbroeck et al. (2014) . However, apart from the North Atlantic, the model underestimates the actual change in all three ocean basins. O c of the three upper sediment cores (GeoB9513-3, GeoB9512-5, and GeoB9510-1) is 1.21 ± 0.09‰, 1.36 ± 0.07‰, and 1.42 ± 0.11‰, respectively, it increases to 1.81 ± 0.03‰ and 1.63 ± 0.06‰ for the deeper cores (GeoB9508-5 and GeoB9526-5, respectively), resulting in an approximately 0.4‰ larger change in the deeper compared to the upper water column. This is a common pattern, which has also been observed in the western Atlantic Ocean in data from the Blake Ridge (Keigwin, 2004) and Brazil Margin (Curry & Oppo, 2005; Hoffman & Lund, 2012; Figures 6b and 6c O c values of 1.5‰ at a water depth of~500 m, which decrease to 1.4‰ at a water depth of~2,000 m and subsequently increase to 1.5‰ again at depth (Figure 7) . Thus, the change in Δδ Emiliani, 1955; Shackleton, 1974; Urey, 1947) , simulated ΔT and Δδ O w anomalies of the upper~800 m are negative (Figures 8 and 9d-9f ) except for the most northern part of transect B, where a bulge of positive anomalies at 1,000-m water depth reaches the surface. Highest δ 18 O w anomalies (~0.15‰) occur between 1,000-and 2,000-m water depth, while below they tend to be close to 0‰. Overall, changes in Δδ
18
O w are rather small. The effect of the sea level change on glacial-interglacial temperature anomalies is comparatively larger. When the sea level change is not considered, almost the whole water column shows negative temperature anomalies, with smallest changes (> −0.5°C) between 1,000-and 2,000-m water depth (Figures 8a-8c) . Taking into account the 120-m sea level drop results in positive temperature anomalies of up to 1°C around 1,000-and above 200-m water depth (Figures 9a-9c) . In between a shallow tongue of negative temperature 
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Paleoceanography and Paleoclimatology VÖLPEL ET AL. anomalies (~−0.5°C) can be observed. Beneath 1,000-to 1,500-m water depth, temperature anomalies are negative, reaching up to −1.5°C below 3,000-m water depth (Figures 9a-9c ).
Discussion
Simulated LGM State
Simulated SST anomalies between the LGM and PI are consistent with reconstructed SST anomalies. The strongest annual-mean cooling in the North Atlantic coincides with the MARGO reconstruction, and the latitudinal gradients are reasonably reproduced. Small deviations in regions of upwelling along the west coasts of the South American and African continents as well as the equator (Figure 4 ) are likely attributable to the coarse grid resolution (~3°) of the model, which cannot realistically represent the upwelling process.
During the LGM, the sea level lowering may have caused narrow (~100 km) upwelling cells to migrate seaward over the core locations, resulting in large SST anomalies, which would have been recorded by the microfossil-based and geochemical paleothermometers (cf. Giraud & Paul, 2010; Niebler et al., 2003) . In addition, it is claimed that enhanced upwelling of subpolar waters off the coast of southwest Africa occurred, due to increased winds and sea ice extent around Antarctica that are associated with a northward shift in westerlies and Southern Ocean frontal system (Kucera et al., 2005; MARGO Project Members, 2009 ). Further, locally a tongue of very cold temperatures due to the divergence along the equator might have been responsible for the low SST anomalies seen in proxy reconstructions especially in the east Atlantic Ocean. Neither the coastal nor the equatorial upwelling process can be adequately resolved in our global model, leading to discrepancies in the regional means (Table 3) .
The positive temperature anomalies along the latitude of 30°S in the model are likely attributable to the state estimate by Kurahashi-Nakamura et al. (2017) that this study depends on. The state estimate seems to have a warm bias along 30°S, although some of it could be related to the warm anomalies in the original MARGO data (MARGO Project Members, 2009). Furthermore, the PI simulation, which is used as a reference state, is too cold along 30°S (Völpel et al., 2017) and thus might contribute to the positive temperature anomalies as well.
However, these deviations only correspond to specific regions and thus are not of global concern. The rootmean-square error of model-data discrepancy for the glacial-interglacial global anomaly is 2.54°C. Furthermore, the globally averaged difference in SST is −1.9°C based on our model simulation, which agrees with the MARGO estimate of −1.9°C ± 1.8°C, even though some of the regional anomalies differ from the MARGO data (Table 3) . Deviations in the North Atlantic and North Pacific Oceans as well as along 30°S in the Indian Ocean may rather stem from the proxy reconstructions. These SST anomalies are based on alkenones and dinoflagellate cysts. In the case of the dinoflagellate cyst abundances, these particular anomalies may correspond to "no-analog" situations (de Vernal et al., 2006) . Dinoflagellate cysts are also substantially smaller and lighter than planktonic foraminifera shells and thus more prone to reworking and lateral transport in the water column, which may alter the actual signal. SST anomalies based on alkenones on the other hand might be biased at very low temperatures (Conte et al., 2006) and affected by laterally advected (2014) 1.48 ± 0.69 --11 --allochtonous input (Mollenhauer et al., 2006; Rühlemann & Butzin, 2006) . Alkenones as well as most of the dinoflagellate cysts are related to autotrophic production and thus likely record signals of a warm season which could introduce an error when comparing annual-mean values. Not only does the disagreement occur with our model results but also with the other proxy reconstructions, which rather indicate negative anomalies in the aforementioned regions. Thus, the reconstructed SST anomalies based on alkenones and dinoflagellate cysts should be considered carefully. Furthermore, one of the very cold ΔSST proxy records in the equatorial Pacific Ocean is based on the Mg/Ca ratios of planktonic foraminifera shells and exemplary for their susceptibility to dissolution under the influence of undersaturated bottom or pore LGM data based on the maximum vertical gradient determined by Hoffman and Lund (2012) . LGM = Last Glacial Maximum; PI = pre-industrial.
water, whereby values are biased toward colder temperatures (Brown & Elderfield, 1996; Rosenthal et al., 2000) . Thus, SST reconstructions based on foraminiferal assemblages seem to be more reliable and compare well with our model simulation.
Regarding the surface δ Atlantic region correspond to the strong annual-mean cooling, which, compared to proxy records is, too large. However, further to the north the agreement between simulated and reconstructed δ 18 O c is good, which supports the assumption that the warm SST anomalies based on alkenones and dinoflagellate cysts are biased and the simulated temperature is reasonable. As discussed before, coastal upwelling cannot be properly simulated by the model and thus might account for larger discrepancies between the model and the proxy reconstruction as seen at 30°S in the Atlantic Ocean. Here one proxy Δδ 18 O c value is anomalously high, which may indicate a strong local change in coastal upwelling that corresponds to a large SST anomaly as recorded in the foraminiferal shells. Nevertheless, the general latitudinal pattern and gradient seen in the model match the proxy reconstructions.
Since the δ Duplessy et al., 2002; Labeyrie et al., 1987; Schrag et al., 2002) is good, even though the proxy data are sparse and mainly located along the coasts presenting very local patterns of glacial-interglacial changes at the sea surface.
Regarding the comparison of simulated δ 18 O c with the sediment cores off NW Africa, the exclusion of the Mediterranean Sea in the LGM simulation might introduce a small error at least in the upper water column. To test whether this is indeed the case, we performed an additional simulation, in which the Mediterranean Sea was included. According to this simulation the Mediterranean outflow led to warmer waters, which were also enriched in H 2
18
O at a water depth of around 1,000 m. These two parameters (warmer temperatures and more enriched δ 18 O w ) had compensating effects on the δ Despite the reasonable consistency of temperature and δ 18 O c anomalies at the surface between the simulated data and proxy records, additional properties of the LGM climate should be taken into account. The AMOC and the water mass structure of the Atlantic Ocean are extensively discussed from the viewpoint of both paleoceanographic proxy records (e.g., Adkins et al., 2002; Curry & Oppo, 2005; Howe et al., 2016; LynchStieglitz et al., 2007) and numerical modeling (e.g., Otto-Bliesner et al., 2007; Paul & Schäfer-Neth, 2003) and thus enable a further assessment of the model. The addition of dye tracers in the MITgcm provides information about the water mass geometry. The NADW cell in the PI simulation (Figure 11b ) is slightly too shallow as compared to modern observations such that the AABW may cause too cold temperatures in the deep ocean. A similar systematic error may also affect the LGM simulation. Nevertheless, our model results show 
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a slight reduction in the AMOC during the LGM (the maximum of the overturning stream function amounts to 15.5 Sv as compared to 18.2 Sv for the PI, where 1 Sv = 10 6 m 3 /s) and a northern source water cell that occupies shallower depths of the Atlantic Ocean (Figure 11 ). The influence of the southern source water in the deep Atlantic Ocean seems to be increased especially north of the equator. However, the deep Atlantic is not solely occupied by southern source water during the LGM, since some remnants of northern source water are still visible. These model results are in accord with a number of different proxy reconstructions (e.g., Curry & Oppo, 2005; Freeman et al., 2016; Howe et al., 2016; Marchitto & Broecker, 2006; Marchitto et al., 2002) , confirming that the simulated LGM climate state is consistent not only with the surface proxy data but also with the proxy data from the deep ocean. In comparison to KurahashiNakamura et al. (2017) it further implies that the shallower overturning cell is a robust result for the LGM ocean, while the strength of the AMOC remains uncertain. Both proxy-based reconstructions as well as modeling studies show controversial AMOC strength estimates. Our result of an (albeit slightly) weakened AMOC, however, corroborates the estimates based on vertical density gradients obtained from 
Paleoceanography and Paleoclimatology by up to 30-40% (McManus et al., 2004) . This would rule out some of the more extreme scenarios presented by, for example, Otto-Bliesner et al. (2007), implying that the AMOC was neither extremely sluggish nor enhanced compared to the PI.
Effect of the Sea Level Lowering on Glacial-Interglacial δ 18 O c Anomalies
During the LGM the sea level was approximately 120 m lower (Clark et al., 2009; Fairbanks, 1989 ) than during modern times. Whether this is an explanation for the smaller glacial-interglacial δ 18 O c difference in the sediment cores GeoB9513-3, GeoB9512-5, and GeoB9510-1 from the upper water column (Figure 7 ), was tested with the ocean model.
Results of the model simulation show smaller glacial-interglacial changes in δ
18
O c above 2,000-m water depth than below (Figures 7 and 9g-9i) , as seen in the sediment cores off NW Africa. The effect of the sea level change on temperature, δ 18 O w , and δ 18 O c becomes most apparent when the two glacial-interglacial anomalies with and without a 120-m sea level change (ΔΔ) are compared ( Figure 12 ). Due to the sea level lowering, core locations were exposed to warmer temperatures since they experienced relatively shallower water depths (Figures 12a-12c) . The temperature of the water column above 1,000 m was warmer by ~1°C and more. The relative warming decreased toward 2,000 m depth and became negligible below. Since the differences in modeled δ
O w are very small (ΔΔδ 18 O w ≤ 0.06‰; Figures 12d-12f) , the temperature change of 1°C can entirely explain the observed change in δ
O c , consistent with a slope of 0.21‰ to 0.27‰ for a 1°C increase in temperature (Craig, 1965; Erez & Luz, 1983; McCrea, 1950; O'Neil et al., 1969) . This effect is most pronounced in the permanent thermocline where the vertical temperature gradient is largest, while in the deep ocean, the influence of the water column shift is no longer apparent. Hence, a glacial sea level lowering of 120 m brings the core locations closer to the surface, which results in warmer temperatures and smaller glacial-interglacial δ To determine the temperature (T) and salinity (S) properties of the different water masses in the Atlantic Ocean, T-S diagrams were produced ( Figure 13 ). Geochemical Ocean Sections Study (GEOSECS) data were taken from 10 stations in the East Atlantic and 8 stations in the West Atlantic (Figure 13c) , while the ocean model output of the PI and LGM (Figure 13b ) simulations was sampled at the closest grid cells. The GEOSECS data fall right into the respective T-S ranges for Antarctic Intermediate Water (AAIW), NADW, and AABW defined by Emery and Meincke (1986) . In contrast, the NADW and AABW of the PI run seem to be slightly too salty and cold, which likely causes the overestimated δ 18 O c values in the deep Atlantic Ocean (cf. Figure 6 ), while the AAIW is less pronounced than in the observations in the East Atlantic compared to the West Atlantic respectively) . During the LGM the density of both the AABW and NADW (or the southern and northern source waters, respectively) increased. Regarding the northern source water, this is most likely attributable to an increase in salinity, since the temperature remained nearly unchanged. At the same time, the southern source water density increase results from a combination of more saline and colder waters, with temperatures approaching the freezing point. Duplessy et al. (2002) Adkins et al., 2002; Adkins & Schrag, 2003; Schrag et al., 1996 Schrag et al., , 2002 however, reveals that the simulated temperature anomalies in the North Atlantic are not as cold as the reconstructed ones (< −2°C in the model vs.~−4°C reconstructed by pore fluid measurements). It is possible that the southern source water influence in these regions is too low (cf. the pore fluid measurements on Ocean Drilling Program (ODP) site 981, Feni Drift, at 55°N and 14°W, 2,184-m water depth), since the overturning during the LGM might be slightly to strong and/or the region of northern source water formation might be located too far north in the model simulation, still affecting depths exceeding 2,000 m ( Figure 11 ).
Nevertheless, the northern source water is still the saltiest water mass in the model, while the southern source water is by far the coldest. Water masses corresponding to the modern AAIW are more diffuse during the LGM and thus hardly distinguishable. Pore fluid measurements of [Cl] (interpreted as salinity) suggest that the glacial deep ocean was filled with cold and salty water formed around Antarctica and that the salinity difference between the NADW and AABW was reversed Adkins & Schrag, 2003; Schrag et al., 1996 Schrag et al., , 2002 . In particular, the salinity estimates based on pore fluid measurements of ODP site 1063 (Bermuda Rise, at 33°N and 57°W) and 981 (Feni Drift, at 55°N and 14°W) are faithfully simulated in the model, but the Southern Ocean ODP site 1093 (Shona Rise, at 49°S and 5°E) indicates that the modeled southern source water may not be as salty as proposed by the pore fluid reconstructions. On the one hand, this may be due to the missing process of brine rejection in the model. During sea ice formation, salt accumulates in brines and over time drains out, sinking as dense plumes with high salinities and mixing with the surrounding water. This process is not simulated in the MITgcm, which may lead to a bias in the salinity of water masses formed near or under sea ice. On the other hand, there may be issues in the pore water reconstructions of temperature and salinity. Both Miller et al. (2015) and Wunsch (2016) conclude that the pore water results may be inconclusive because their uncertainty has been underestimated previously. Furthermore, T-S profiles similar to ours are obtained by Gebbie and Huybers (2006) , which also indicate a more saline glacial NADW (cf. Figure 8 in Gebbie and Huybers (2006) ).
Given these caveats, we propose based on the changes of the water mass properties in combination with the increased influence of southern source water in the deep Atlantic Ocean (Figure 11 ) that the stronger cooling Figure 13. Temperature-salinity diagrams for (a) the GEOSECS data taken from 10 stations in the East Atlantic (orange) and eight stations in the West Atlantic (purple). The model output for (b) the PI (circles) and the LGM (diamonds) was sampled at the closest geographic grid cell to the GEOSECS stations. The number of the respective GEOSECS stations are given in (c). The potential density of sea water at atmospheric pressure is shown in gray and replicates the sigma-theta (density-1,000 kg/m 3 ) value. Rectangles in (a) and (b) correspond to the temperature and salinity ranges for the different water masses in the Atlantic Ocean defined by Emery and Meincke (1986) . LGM = Last Glacial Maximum; PI = pre-industrial; AAIW = Antarctic Intermediate Water; NADW = North Atlantic Deep Water; AABW = Antarctic Bottom Water; GEOSECS = Geochemical Ocean Sections Study. below~2,000 m is driven by the glacial AABW (Figure 9) . Consequently, the larger differences in Δδ 18 O c below 2,000 m are mainly a temperature effect, because the changes in Δδ 18 O w in these depths are negligible. This implies that the water depth at which the increase in glacial-interglacial δ
O c differences is observed corresponds to the glacial water mass boundary as indicated by previous studies (Curry & Oppo, 2005; Duplessy et al., 1988; Sarnthein et al., 1994) . Calculating the vertical gradient of δ 18 O c for the PI, LGM, and glacial-interglacial anomalies for the depth profiles off NW Africa, at the Blake Ridge, and the Brazil Margin highlights the water mass boundary (Figure 14) . During the PI, locations off NW Africa and at the Blake Ridge are mainly bathed in NADW, whereby no clear maximum vertical gradient occurs (Figures 14a and 14b) . The more southerly location at the Brazil Margin, however, experiences a relatively large influence by AABW, which leads to a maximum vertical gradient at~2,000-m water depth (Figure 14c ). During the LGM, the influence of the southern source water increases in the deep Atlantic Ocean even north of the equator (Figure 11 ). This can be seen in both transects at the Blake Ridge and Brazil Margin. While a distinct vertical gradient in δ 18 O c occurs at a water depth of~2,500 m at the Blake Ridge, it is shallower (~1,800 m) at the Brazil Margin (Figures 14e and 14f ) due to the more southerly position. However, in our model the glacial profile off NW Africa lacks such a distinct vertical gradient (Figure 14d ), which may be attributed to the fact that water mass changes in our model are less pronounced in the eastern Atlantic Ocean far away from the deep western boundary current. Furthermore, differences between the eastern and western Atlantic Ocean are expected, because the thermocline is shallower at the eastern side and deeper at the western side of the Atlantic Ocean, whereby lighter δ
O c values reach further down on the western side and thus increase the shift between the upper and lower water column. By investigating the glacial-interglacial δ 18 O c differences, a clear vertical gradient is apparent in all three profiles, even though it is strongly weakened off NW Africa (Figures 14e-14g) . These maximum vertical gradients in Δδ Marchitto et al., 2002) . The maximum vertical gradient in Δδ 18 O c at approximately 2,000 to 2,500 m likely corresponds to the water mass boundary of southern and northern source water. The shoaling of the glacial NADW fits well the picture that emerges from ε Nd (Howe et al., 2016) , in which southern source water expanded further into the Atlantic Ocean. Even though sea ice around Antarctica increased in our model simulation, we do not see a reversal of the Atlantic meridional salinity gradient. Thus, we cannot support the hypothesis by Ferrari et al. (2014) that the southern deep water upwelled to the surface under sea ice, which imprinted it with high salinities due to strong brine rejection, leading to the reversed salinity pattern. However, our simulation of a shallower water mass boundary is consistent with the proposition made by Lund et al. (2011) : The transition of the water mass boundary to shallower water depths away from the zone of intense mixing near the sea floor may have reduced the mixing between southern and northern source water. This together with the increased volume of southern component water may have led to a more stratified deep ocean with a higher ability to trap carbon (Adkins, 2013; Lund et al., 2011) .
Conclusions
A common pattern in profiles of benthic LGM-Holocene δ
18
O c differences from the western Atlantic Ocean is that they increase with depth (Keigwin, 2004; Lund et al., 2011) . This pattern is also seen in a new transect of sediment cores off NW Africa. While the δ 18 O c anomalies above 2,000-m water depth show a signal of around 1.3‰, they increase to approximately 1.7‰ below. To determine the causes of the shift of 0.4‰ between the upper and deeper water column, an equilibrium simulation of the LGM ocean with the MITgcm, including a water isotope scheme, was performed.
The modeled LGM ocean state is consistent with both the surface proxy data and the proxy data from the deep ocean, simulating a shoaling of the water mass boundary accompanied by an expansion of southern source water and a slight reduction in the AMOC. The occurrence of the glacial water mass boundary can also be observed in the vertical gradients of the modeled glacial-interglacial δ
O c anomalies at a water depth of approximately 2,000 m. However, it is slightly more pronounced in the western Atlantic Ocean than in the eastern Atlantic Ocean. Based on this glacial ocean state, a similar shift in Δδ 18 O c (0.3‰) between the upper and lower water column off NW Africa is simulated. Our model results suggest that the glacial-interglacial δ 18 O c anomalies in the upper 1,000 m are strongly affected by the sea level lowering of 120 m during the
LGM. Thereby, deeper waters move closer to the surface, resulting in relatively warmer (by around 1°C) temperatures and smaller glacial-interglacial δ 18 O c differences. This sea level effect does not affect the deep ocean (>2,000 m); it is mainly recognizable in the permanent thermocline, where the vertical temperature gradient is largest. However, the ocean model clearly shows that the sea level change needs to be considered when glacial δ
O c values are investigated. Thus, while the glacial-interglacial δ
O c anomalies in the upper water column are reduced due to the sea level lowering, increased glacial-interglacial δ 18 O c differences in the deep ocean are related to a greater influence of cold, close to the freezing point, southern source water. Hence, we claim that the shift in glacial-interglacial δ 18 O c anomalies between the upper and lower water column is the combined result of the sea level lowering and cooling of the southern source water. Since we get similar results for the western Atlantic Ocean, this does not appear to be a local signal off north West Africa but may be representative for at least both the tropical eastern and western Atlantic Ocean. 
