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4. FUNCIONES PROPOSICIONALES. CUÁNTIFICADORES. 
 
4.1. FUNCION PROPOSICIONAL 
 
Sea E un conjunto no vacío finito o infinito llamada referencial. 
 
Se llama función preposicional sobre E, a toda expresión   tal que al sustituir , por cualquier elemento 
, se obtiene una proposición  que es V (verdadera) o F (falsa), ósea su valor de verdad queda 
determinado. 
 
Ejemplo:  En el conjunto de los números enteros  , la expresión: 
 "f(x), x es impar”, es función preposicional.  De ella resultan proposiciones como f (4): 4 es impar (falsa)    o         
f (5): 5 es impar (verdadera). 
 
Una función proporcional determina en el conjunto E una clasificación: 
    Clase de verdad 
     Clase de falsedad 
 
Para las funciones proposicionales se define conjunción , disyunción  y negación, de modo análogo a 
como se hizo para las proposiciones.  
 
Tenemos las siguientes propiedades: 
  
 
En general, se pueden definir funciones proposicionales de 2 o más variables y lo mismo que en el caso anterior 
para cada particularidad de las variables resulta una proposición.  
 
4.2. PROPIEDADES DE LAS FUNCIONES PROPOSICIONALES. 
 
a) F(x), g(x), 2 funciones proposicionales sobre el mismo referencial. 
 La clase de verdad de la función proposicional conjunción es igual a la intersección de las clases de verdad de 
las 2 funciones preposicionales  
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b) La clase de verdad de la función proposicional disyunción, es igual a la unión de las clases de verdad de 
las funciones proposicionales.  
 
Demostración: 
 
 
c) La clase de verdad de la función proposicional negación es igual, al complementario de la clase de 
verdad de la función proposicional:  
 
Demostración: 
 
 
4.3. CUANTIFICADORES 
 
Cuantificador universal:  
Si una función proposicional f(x)  está definida en conjunto E, puede suceder que   se dice que f(x) 
se cumple , simbólicamente:   
El símbolo  que convierte la función proposicional en proposición, recibe el nombre de cuantificador 
universal. 
Ejemplo: 
  E={2, 3, 6, 8} consideramos función proposición "f(x): x es múltiplo de 2” 
Es claro que todos los elementos de E, se obtiene proposición cierta, podemos escribir   
  
 
Cuantificador existencial. 
Puede suceder que al menos un elemento la función proposicional sea cierta. En este caso, se dice, 
que existe al menos un , que cumple f(x).  Simbólicamente se expresa mediante        , que 
transforma la función proposicional en proporción, se llama cuantificador existencial. 
Ejemplo:    Sea E= {2, 6, 8, 9, 10} La función proposicional "f(x), x es múltiplo de 3”, Evidente que en 6 y 9 la 
proposición es cierta entonces podemos escribir: 
  es de 3 
Si la función proposicional es de 2 variables, para convertirla en una proposición, hay que aplicar un 
cuantificador a cada variable, pues si sólo se aplica un cuantificador a una variable, se convierte en función 
proposicional de la otra. 
 Si existe un único elemento en A para el que se cumple la función proposicional P(x) de dice:
  
  
4.4. NEGACIÓN DE PROPOSICIONES CON CUANTIFICADORES 
 
Sea la proposición:  "todo número entero es impar”, que se expresa: 
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La negación de las proposiciones "no todo número entero es impar” o bien "existen enteros no impares” es decir:
 Si llamamos f(x) a la función proposicional: x es impar   
Consideremos ahora la proposición:  
"Existen números enteros que son impares” su negación es "No existen enteros impares” o bien "todo número 
entero es par” simbólicamente: 
 
Este razonamiento es general, luego se puede dar la siguiente regla: 
Para negar una proposición cuantificada, se cambia el cuantificador y se niega la función proporcional. 
 
5. EJEMPLOS Y APLICACIONES AL RAZONAMIENTO MATEMÁTICO. 
 
Veamos como las implicaciones y las equivalencias son usadas en el razonamiento matemático. 
Consideremos la implicación    (condicional que nunca es falsa). 
En matemáticas tal implicación se llama TEOREMA. (Teorema directo). 
p es la Hipótesis y q es la Tesis. 
 
Ejemplo:   
• Si un punto equidista de los extremos de un segmento, entonces dicho punto pertenece a la mediatriz del 
segmento   
b) si 2 rectas son perpendiculares        se cortan formando ángulo recto. 
 De la misma manera la bicondicional que siempre es verdad se llama  
 
5.1 IMPLICACIÓN Y EQUIVALENCIA 
 
EQUIVALENCIA,  se simboliza    y se lee "p si y solo si q”. 
 
Ejemplo: "Un punto pertenece a la mediatriz de un segmento  equidista de los extremos del segmento”. 
Considerando la tabla de verdad de la condicional, para demostrar que se trata de una implicación, basta que 
cuando el antecedente p es V, la consecuente q es V, o bien que cuando q es falsa, p es falso. 
 Para que una bicondicional sea equivalencia   
Hay que probar que si p es falso, q es falsa, o bien que si q es falso, p ha de serlo. 
Si p es v, q es v, o si q es v, p es v. 
 
 En matemáticas, la implicación     (por ejemplo si llueve me mojo) indica que "p es condición 
suficiente para q” y "q es necesaria para p”. 
  Mientras que la equivalencia   se traduce "p es condición necesaria y suficiente  para 
q” 
 
 Considerando nuevamente la implicación   (válido para cualquier condicional)  La 
llamaremos teorema directo, a partir de ella se pueden obtener otras 3 implicaciones (o condicionales). 
 
  Recíproca (teorema recíproco).  Si me mojo ha llovido. 
  Contrarecíproca (teorema contrarrecíproco).  
       Si no me mojo no llueve. 
 Contraria (teorema contrario).Si no llueve no me mojo. 
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 Las 4 condicionales se llaman conjugadas 
Cualquiera de ellas puede ser considerada como teorema directo. 
 El esquema siguiente nos da la relación que hay entre ellas: 
 
 
 
 
 
 
 
 
 
 
Como se observa de la tabla de verdad, las condicionales Contrarecíprocas son equivalentes: 
 
 
  
De la tabla de verdad también se deduce: 
 
Cuando la condicional directa es V, también lo es la Contrarecíproca. 
No podemos afirmar que lo sea la contraria y la recíproca.  
En cambio cuando lo es la condicional directa y su recíproca, o su contraria, las 4 son verdaderas. 
  
Resumiendo:  
El teorema directo implica automáticamente la verificación del teorema contrarrecíproco, y viceversa.  
De la misma manera que la verificación del recíproco implica la del contrario y viceversa. 
 
 
5.2. DEMOSTRACIÓN POR REDUCCIÓN AL ABSURDO. 
 
 La demostración por Reducción al absurdo, es aquella que para demostrar el teorema se prueba su 
contrarrecíproco. 
 
 Si queremos demostrar  entonces demostraremos que si no se verifica q no se verifica p   . 
 
Ahora bien, esto último es contrario a la hipótesis que dice que se verifica p, luego caemos en un absurdo. Luego 
forzosamente ha de verificarse q, pues de otro modo se cae en un absurdo.  
Concepto difícil de asimilar la primera vez que se ve. 
 
Ejemplo: Demostración por reducción al absurdo que ,  no son racionales: Supongamos que  
es racional  con p, q enteros podemos exigir sin factores comunes.   
p
 
q
 p
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Elevando al cuadrado    Luego  es algún número por 2  es par (Pero el cuadrado 
de impar, es impar) luego p es par.  
Se puede poner de la forma  con s entero.  Sustituyendo   q también 
es par luego absurdo (Habíamos supuesto que eran primos, era la fracción irreducible). 
 
 
5. 3. RAZONAMIENTO INDUCTIVO Y DEDUCTIVO. 
 
Razonamiento inductivo, proceso mediante el cual se sacan conclusiones a partir de la información 
obtenida en la observación de varias veces de que una acción produce el mismo resultado.  
 
Si las veces anteriores tuvo un determinado resultado se concluye, en general, que esta acción tendrá 
siempre dicho resultado, la conclusión que se obtiene del razonamiento inductivo se llama generalización. 
 
En matemáticas, tenemos un ejemplo importante de razonamiento inductivo que es la inducción 
completa, y su variante el principio de inducción. 
 
Se trata de comprobar un teorema en unos cuantos casos particulares n= 1, 2, 3, 4,…. 
 
Y pensando que la hipótesis es cierta hasta un cierto valor   n=k se pasa a comprobar que es cierta para
 n=k+1  lo que permite generalizarlo  
 
Cuando esta segunda parte no se logra, no se puede considerar demostrado el teorema, por muchos casos 
particulares que se demuestren.  
 
Además si encontramos un único caso en que no se verifique, si podemos generalizar que no es cierto.  
 
Es el fundamento de la demostración por contraejemplo, encontrando un caso en que el teorema o propiedad 
nos e verifica, se demuestra que el teorema no es cierto. 
 
Ejemplos:  
1.      
Cierto para n=1, n=2,  ya que:       
Supuesto cierto para n=k,    
Veámoslo para n = K + 1, luego: 
Cierto . 
2.       
Cierto para n = k   luego:   
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 Tenemos que el razonamiento inductivo es el primero usado en la construcción de un modelo 
matemático, para fijar los hechos o resultados deterministas que van a fijar los axiomas y definiciones. 
 
El razonamiento deductivo, es un proceso mediante el cual, se comprueba que las generalizaciones 
descubiertas son ciertas en todos los casos. 
El razonamiento deductivo precisa la aceptación de unas cuantas generalizaciones básicas, sin comprobarlas 
(axiomas, postulados).  
Todas las demás generalizaciones se pueden probar como verdaderas a partir de la lógica vista del razonamiento 
deductivo, se llaman teoremas. 
 
En resumen: el razonamiento deductivo, se rige por las siguientes normas: 
1. Se enuncian, sin definición, con conceptos primarios (punto, recta, elemento,…). 
2. A partir de los conceptos primarios se definen otros conceptos. 
3. Se admiten sin demostración determinadas propiedades (axiomas). 
4. De estos axiomas se deducen lógicamente por medio del razonamiento las restantes propiedades 
(teoremas). 
En la construcción de un modelo matemático se usan razonamientos inductivos y deductivos según las 
necesidades que se tienen en un momento concreto, en que uno se encuentra.  
En el acierto ala hora de reordenar los resultados obtenidos radica, en parte, el éxito en la difusión del 
modelo matemático, sin olvidar la importancia del problema que dio lugar al modelo. 
 
 
5.4. RAZONAMIENTO MATEMÁTICO. 
 
Una constante en el quehacer matemático es el énfasis en la lógica y las demostraciones.  
El cálculo proposicional no es suficiente para expresar cualquier razonamiento matemático, ya que no permite el 
uso de un número infinito de proposiciones, incluso la notación se complica con un gran número finito de 
proposiciones. Es necesario recurrir al cálculo de predicados. 
 
No obstante, las demostraciones en matemáticas utilizan el mismo esquema lógico que el cálculo 
proposicional, aunque su estructura no se presenta en la misma forma. 
 
Un teorema consiste en algunas proposiciones  llamadas hipótesis o premisas, que se suponen 
verdaderas, seguidas de otra proposición final T llamada tesis o conclusión. 
 Demostrar el teorema, significa probar que es válido. Si la tesis puede ser falsa a pesar de la veracidad de la 
hipótesis se dice que el teorema es falso. 
 
Demostración directa, aquella que la tesis se deriva únicamente de las hipótesis del teorema. 
 
Demostración condicional, cuando la conclusión tiene forma condicional. 
 
Demostración por contrarrecíproco, se basa en que:  
 
Demostración por reducción al absurdo: supone la tesis falsa y con eso y la hipótesis cierta, se llega a 
una contradicción,  luego la suposición inicial de que la tesis es falsa es mentira, luego la tesis es verdadera. 
 
Demostración por inducción: método de demostración que generalmente se usa cuando se trata de establecer la 
veracidad de una lista infinita de proposiciones sobre elementos del conjunto de los números naturales. 
 
Se usa el primer principio de inducción matemática: 
 
nHH ,.....,1
)()( ABBA ⇒⇔⇒
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Sea P(n) un enunciado sobre el conjunto de los números naturales, entonces se supone que todas las 
proposiciones P(n) son verdaderas, tenemos que demostrar que: 
1. P(1) es verdadera 
2. P(n+1) es verdadera 
 
 
5.5. RESOLUCIÓN DE PROBLEMAS 
 
Desde la antigüedad, una de las actividades más importantes que se les ha planteado a los matemáticos, 
ha sido la resolución de problemas 
 
 Un problema es una proposición dirigida a averiguar un resultado utilizando los datos que ofrece el 
enunciado. 
 
Resolver un problema consiste en pasar de la situación inicial, en la que desconocemos el resultado, a 
otra ideal en la que este se conoce. 
 
Un modelo de resolución de problemas es un conjunto de procedimientos que clasifiquen y analicen las 
fases del proceso y conducen a la solución del problema. 
Matemáticos importantes de todos los tiempos han tratado de hallar un método pautado para resolver problemas. 
 
El primer matemático del que se tiene constancia que trabajó en este campo es Pappus de Alejandría, 
hacia el año 320 antes de Cristo. 
 
Más de mil años después, René Descartes quiso hallar un método universal de resolución de problemas, 
para ello, inició la redacción del libro "Reglas para la dirección de los ingenios”, que nunca concluyó. 
 
En el siglo XVII, Leibniz, quiso escribir un libro sobre esta misma tena, "Arte de la invención”, pero no 
llegó a hacerlo. 
 
A principios del siglo XIX, Bolzano, analizó la resolución de problemas con la intención de clasificar los 
caminos a seguir. 
 
Fue a finales del siglo XIX, cuando se inició un proceso sistemático de los diferentes procesos para la 
resolución de problemas. De los primeros modelos planteados, en más importante se debe a Wallas, en su libro 
"El arte del pensamiento”, hay cuatro fases para la resolución de problemas: 
 
1. Preparación: recolectar la información y primeros intentos de solución. 
2. Incubación: se aparca el problema para realizar otras actividades y descansar 
3. Iluminación: surge una idea que será clave para la solución. 
4. Verificación: se comprueba la solución. 
 
            Como puede observarse, el modelo de Vallas es más un descripción de las fases de la resolución de 
problemas que un auténtico modelo para ella. 
La heurística moderna nació a raíz de la publicación en 1945 del libro escrito por Polya. A partir de este 
momento la resolución de problemas se entiende como el estudio de todas las operaciones mentales útiles para 
llegar a la solución, considerando los aspectos emocionales, culturales, etc. Que no habían tenido en cuenta los 
matemáticos anteriores.  
 
         Polya analiza la figura del resolutor ideal, entendido como un sujeto que avanza linealmente desde el 
planteamiento del problema has su solución. 
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Según Polya, la resolución de problemas atraviesa cuatro fases: 
1. Comprender el problema. 
2. Concebir un plan 
3. Determinar la relación entre datos y la incógnita. 
4. De no encontrar la relación inmediata, se pueden considerar problemas auxiliares. 
5.   Obtener finalmente un plan de solución. 
6. Ejecutar el plan. 
7. Examinar la solución obtenida. 
 
          Polya afirma que como los estudiantes aprenden por imitación y práctica estos deben combinar las 
explicaciones con su práctica individual. 
 
5.6. RELACIÓN CON LA FILOSOFÍA 
 
¿Cuáles son las leyes del razonamiento humano? 
¿Qué posibilidades se tiene del alcanzar la verdad? 
¿Cuáles son sus límites? 
La lógica se ocupa fundamentalmente de establecer las leyes del pensar correcto. 
El razonamiento deductivo, es el problema central de la lógica 
 
¿Qué es razonar? 
 Es pensar de algo conocido una nueva verdad no conocida o menos conocida. 
Razonamiento inductivo: de una serie de casos particulares, se obtiene una verdad más general. 
La lógica pretende buscar procedimientos que permitan,  a partir de verdades más simples y conocidas llegar a 
otras verdades mediante inferencias. 
La lógica investiga estas fórmulas validas de implicación de ahí que requiera de un peculiar simbolizó. 
 
Para que un lenguaje evite los equívocos para que sea correcto, ha de, estar formalizado, esto es lo que ocurre en 
matemáticas, y esto es lo que la lógica ha buscado durante siglos. 
Lo buscaron los griegos como Aristóteles, y los escolásticos como los medievales, usando un cierto simbolismo. 
 
Pero es Fregué y Russell con quien la lógica encuentra un simbolismo adecuado. 
Ventajas: 
- Significado totalmente preciso. 
- Análisis lógico. Se sustituyen los contenidos por variables, haciéndonos ver que lo esencial no son los 
contenidos, sino la forma 
- El simbolismo lógico va encaminado a ser un cálculo, a valerse de una serie de reglas de formación y de 
transformación. 
Pero en el lenguaje lógico no se busca más que la precisión de trata de un lenguaje matemático con todas sus 
limitaciones y todas sus ventajas. ● 
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