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THE TRACE INEQUALITY AND SOME APPLICATIONS
MIROSLAV KRBEC
1. Introduction.
As is well known the trace inequality
(1.1)
��
Rn
u2(x )V (x ) dx
�1/2
≤ c
��
RN
(∇u(x ))2 dx
�1/2
, u ∈W 1,2(RN ),
and its various clones have turned out to be a very powerful tool to handle manytopical problems in analysis, in particular, in PDEs theory.We shall give a (by no means complete) survey of relevant results about(1.1) and its local variant, namely, of conditions for a weight function V inorder that
(1.2)
��
B
u2(x )V (x ) dx
�1/2
≤ c
��
B
(∇u(x ))2 dx
�1/2
, u ∈W 1,20 (B),
where B is a ball in RN . Applications of these and similar inequalities havebeen the reason for a strong effort to obtain various conditions, either suf�cientor necessary and suf�cient. Our concern will be ef�cient and manageableconditions for the function V , guaranteeing validity of (1.2) and the so calledsize condition. We shall use a natural idea of a decomposition of the imbeddingin (1.2) into an imbedding of W 1,20 into a suitable target space and an imbedding
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from this target into L2(V ); we invoke imbedding theorems for the Sobolevspace W 1,20  the classical Sobolev theorem and a re�nement in terms of Lorentzspaces in the role of target spaces in the dimension N ≥ 3, and the limitingimbedding theorem due to Bre´zis andWainger [4] (see also [35], Lemma 2.10.5)in the dimension N = 2, which can be viewed as an analogous re�nementof Trudingers celebrated limiting imbedding [31]. The method suggested forproving (1.2) is a kind of a generator of n-dimensional Hardy inequalities or,alternatively, of weighted imbeddings W 1,20 �→ L2(V ).It is rather surprising that working with superpositions of imbeddings wedo not lose much. Next, we shall combine our conditions for validity of (1.2)with the conditions for the SUCP due to Chanillo and Sawyer [7] and we recoveror generalize some of known results about the strong unique continuationproperty for |�u| ≤ V |u| in dimensions 2 and 3. This text is based on a jointwork with Thomas Schott (see [19]).
2. Recent history  a partial survey.
The natural idea is to study the behaviour of Riesz potential between actingfrom a(n unweighted) Lebesgue space into a weighted Lebesgue space.Necessary and suf�cient conditions have been found for the case of imbed-dings of W 1,p into Lq (V ), see Adams inequality in [1] and Mazya [23], whenp < q . If p = q = 2 and N ≥ 3, then a necessary and suf�cient condition isdue to Kerman and Sawyer [17]; it reads
(2.1)
�
RN
��
Q
V (y)
|x − y|N−1 dy
�2 dx ≤ K �
Q
V (x ) dx
for all dyadic cubes Q ⊂ RN , with a constant K independent of Q . This condi-tion uses local potentials in an intrinsic way since it hangs on Sawyers theoremon two weight maximal inequality (see [29]) and on the good-λ-inequality dueto Muckenhoupt andWheeden [25]; the latter gives a link between an inequalityfor the corresponding Riesz potential and for the associated fractional maximalfunction. The condition (2.1) can sometimes be dif�cult to verify since it in-volves the local potential of V , or, alternatively, the fractional integral of V .Hence various suf�cient conditions, including those preceding [17] are of im-portance.Inequalities of this type have been studied in pioneering works by Mazya,[21], [22] already in the early 1960s. Necessary and suf�cient conditions are,however, formulated in the language of capacities and were also published only
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in Russian. The conditions in terms of Marcinkiewicz or Morrey spaces can bederived from them.Let Iα be the Riesz potential of order α. Then
capα(E) = inf
��
�
g p dx : g ∈ L p+, Iαg ≥ χE
�
is the Riesz capacity (of order α) of a Borel set E ⊂ �.
Theorem 2.1. ([23], [2], [32]). The following conditions are equivalent(i) �Iαu�L p(V ) ≤ c�u�L p , u ∈ L p;(ii) �Iαu�L p,∞(V ) ≤ c�u�L p , u ∈ L p,∞;
(iii)
�
B
(Iα ∗ V )(y) dy
p dx ≤ cV (B) where B = Br (x ) is an arbitrary ball;
(iv) V (E) ≤ c capα(E) for all Borel sets E .
Remark 2.2. The conditions from the above theorem are more general than thetwo weight condition
(|B(x , r)|)1/p(V (B(x , r))1/p ≤ cr,
which can be shown to coincide with
V (B(x , r)) ≤ crn−αp
for all balls B(x , r). (Indeed, it is capα(B(x , r)) ∼ rn−αp ).
Feffermans paper [12] gave the following suf�cient condition: Let usrecall that the Fefferman-Phong class Fp , 1 ≤ p ≤ N/2 consists of functionsV such that
�V�Fp = supx∈RNr>0
r2
� 1
|B(x , r)|
�
B(x,r)
|V (y)|p dy
�1/p
<∞.
Theorem 2.3. (Fefferman [12]). Let N ≥ 3, 1 < p ≤ N/2, and V ∈ Fp. Then(1.1) holds.
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A particularly �ne and elegant proof of (1.1) was given by Chiarenza andFrasca [9].It is worth observing that Fp2 ⊂ Fp1 for 1 ≤ p1 ≤ p2 ≤ N/2, and plainlyFN/2 = LN/2 . Provided that we restrict ourselves to balls B(x , r) with radiussmaller than some ε0 > 0 in the above de�nition one can talk about theMorreyspace Lp,N−2p . Let us recall that, for 0 < λ ≤ N and 1 ≤ p < ∞, the Morreyspace Lp,λ is the collection of all V ∈ L ploc such that
�V�Lp,λ = sup
x∈RN0<r≤r0
r−λ/p
��
B(x,r)
|V (y)|p dy
�1/p
<∞.
Inserting a hat function, that is,
u(x ) = (r − |x |)χB(0,r), x ∈RN ,
into (1.1) shows that the weight V must belong to L1,1 in order that (1.1) holds.Nevertheless, as is well known this is not suf�cient. Further investigation showsthat the situation near L1,N−2 is of rather delicate nature. Observe also thatwhen passing to various re�ned conditions, then the constant C in (1.1) candepend on suppu; this is quite suf�cient for relevant applications.For f ∈ L1loc, let us denote
η( f, ε) = sup
x∈RN
�
|x−y|≤ε
| f (y)|
|x − y|N−2 dy.
The Stummel-Kato class is de�ned by
S = { f ; η( f, ε) <∞ for all ε and η( f, ε)� 0 as ε � 0}.
A variant of the Stummel-Kato class, sometimes denoted by �S is de�ned as
�S = { f ; η( f, ε) <∞ for all ε > 0}.
Restriction of these spaces to a domain in RN , say, � can be done in an obviousway, namely, by considering χ�V instead of V .
Relations between the spaces considered up to now are discussed e.g. inZamboni [34], Di Fazio [10], Piccinini [27] and Kurata [20]; the last quoted au-thor considers also other variants of the Stummel-Kato class to get a backgroundtailored for more general elliptic operators.
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Proposition 2.4. The following statements are true:(i) L1,λ ⊂ S ⊂ �S ⊂ L1,N−2, λ > N − 2;(ii) LN/2,∞ ⊂ Fp for every 1 ≤ p < N/2, where the former space denotes theweak LN/2 space (the Marcinkiewicz space);(iii) For each p ≥ 2 and each 0 < λ < n, there exists a function f ∈Lp,λ \ Lqfor every q > p;(iv) For every suf�ciently small p > 1 there exists a function f ∈ Fp \ LN/2,∞ ;(v) S(�) ⊂ F1(�), and LN/2(�) is incomparable with S(�).
Let us observe that (ii) gives a suf�cient condition for the validity of (1.1)in terms of another scale of function spaces, namely, of weak Lebesgue spaces.We shall come to use of more general Lorentz spaces later.For instance, employing the class �S, it is possible to prove ([34]):
Theorem 2.5. Let V ∈�S. Then for every r > 0 there is Cr depending only on
η(V , r) and N such that�
RN
u2(x )V (x ) dx ≤ Cr
�
RN
|∇u(x )|2 dx
holds for every u ∈C∞0 supported in B(0, r).
Further interesting results can be found e.g. in Chang, Wilson and Wolff[6], who consider a certain Orlicz variant of Morrey spaces. An Orlicz typere�nement of the well-known Adams inequality [1], has recently appeared inRagusa and Zamboni [28].
3. Rotation-invariants weights.
Rotation invariant weights admit a particularly simple approach. Let usconsider
(3.1)
�
B
| f (x )|2V (|x |) dx ≤ c
�
B
|∇ f (x )|2 dx , f ∈C∞0 (B),
where B = B(0, 1) ⊂ Rn , n ≥ 1 (and f is not necessarily rotation-invariant).
Proposition 3.1. The inequality (3.1) holds for all f ∈C∞0 (B) iff
0�
1
|ϕ(r)|2V (r)rn−1 dr ≤ c
� 1
0 |ϕ
�(r)|2rn−1 dr,(3.2)
for all ϕ ∈C∞, ϕ(1) = 0.
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Proof. Assume (3.1), let f be rotation-invariant, i.e. f (x ) = ϕ(|x |) with
ϕ ∈C∞ , and ϕ vanishes near 1. Then�
B
| f (x )|2V (|x |) dx = |Sn−1|
1�
0
| f (r)|2V (r)rn−1 dr
and �
B
|∇ f (x )|2 dx =
�
B
���� xj|x |ϕ�(|x |)
����2 dx = |Sn−1|
1�
0
|ϕ�(r)|2rn−1 dr.
This together with (3.1) yields (3.2).
Assume (3.2), let f ∈C∞0 (B), not necessarily rotation-invariant. Then, forany σ ∈ Sn−1 ,
1�
0
| f (r, σ )|2V (r)rn−1 dr ≤ c
1�
0
|∂ f (r, σ )|2rn−1 dr.
We have, for every x = |x | · x/|x | = rσ ,
|∂ f (r, σ )| ≤ |(∇ f )(x )|,
hence 1�
0
| f (r, σ )|2V (r)rn−1 dr ≤ c
1�
0
|∇ f (r, σ )|2rn−1 dr.
Now integrate over Sn−1 . �
Recall (Muckenhoupt 1972) that, for 1 < p < ∞, and weight function vand w,
1�
0
|ϕ(r)|pv(r) dr ≤ c
1�
0
|ϕ�(r)|pw(r) dr
for all ϕ ∈C∞, ϕ(1) = 0
iff
sup0<r<1
� 1�
0
vdt
�� 1�
r
w1/(1−p)dt
�
<∞.
Put p = 2, v(r) = V (r)rn−1 , w(r) = rn−1 , then Proposition (3.1) yields:
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Theorem 3.2. The inequality (3.1) holds iff
B = sup0<r<1 B(r) =
= sup0<r<1
� r�
0
V (t)t n−1dt
�� 1�
r
t1−ndt
�
<∞.
Remark 3.3. We have
B(r)= (1 − R)
r�
0
V (t)dt for n = 1,
B(r)=
�
log 1r
� r�
0
V (t)tdt for n = 2,
B(r)= r2−n − 1n − 2
r�
0
V (t)dt for n = 3.
Example 3.4. Let V (r) = rα . Then
(i) if n = 1, then (3.1) holds iff α > −1;(ii) if n = 2, then (3.1) holds iff α > −2;(iii) if n = 3, then (3.1) holds iff α ≥ −2.
Example 3.5. The limit case for n = 2. Let
V (r) = r−2 logβ � er � ,
then
B(r) =
�
log 1r
�� r
0
1
t logβ
�e
t
� dt .
The last integral is �nite iff β + 1 < 0. Now if β < −1, then
B(r) = 1
|β + 1|
�
log 1r
�
logβ+1 �er � .
Hence (3.1) holds iff β ≤ −2.
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4. The size condition and some applications.
For the sake of applications we shall pay a special attention the so calledsmallness condition or the size condition (see (4.1) below), playing a im-portant role in the study of the strong unique continuation property. We shallrestrict ourselves to a differential inequality arising from the Schro¨dinger oper-ator, namely, |�u| ≤ V |u|.As in the case of the trace inequality there is a very rich literature on thesubject of the unique continuation property and the references included herecover just a part of those relevant for what we pursue here.A locally integrable function u is said to have a zero of in�nite order at x0if
limr→0+ r−k
�
|x−x0 |<r
|u(x )|2 dx = 0
for all k = 1, 2, . . .. If every solution of a given differential equation, witha zero of in�nite order, vanishes identically, then the corresponding operatoris said to satisfy the strong unique continuation property (the SUCP). As tonon-analytic setting of the problem let us recall that in 1939 Carleman [5]proved that the operator −� + V has the strong unique continuation propertyprovided V ∈ L∞loc, that is, he showed that under this assumption a solution ofthe equation−�u+V (x )u = 0 with a zero of in�nite order vanishes identically.There is a lot of results concerning the SUCP, with various assumptions onthe potential V and also on coef�cients in the case of a more general ellipticoperator in question. Here we shall go along the lines of suf�cient conditionsin terms of integrability of the potential with no apriori assumptions on itspointwise behaviour.Recall Jerison and Kenig [16], Stein [30], where the SUCP is proved
for V ∈ LN/2loc or for V locally small in the Marcinkiewicz space LN/2,∞ ,N ≥ 3, Garofalo and Lin [14], and Pan [26] with the pointwise growth conditionV (x ) ≤ M/|x |2 (and variations of that), N ≥ 2, and without the size conditionsfor V .Wolff [33] has constructed counterexamples for N = 3 and N = 2,showing that the assumption about the local smallness of the imbedding norm in(1.1) cannot be removed in general. For N = 2 there is the result due to Gossezand Loulit [15] with the suf�cient condition V ∈ L1 log L for the SUCP.
Theorem 4.1. (Wolff [33]). The following statements are true:(i) There exists a function u : R3 → R1, smooth and not identically zero,vanishing at in�nite order at the origin and such that |�u| ≤ V |u| withV ∈ L3/2,∞.
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(ii) There exists a function u : R2 → R1, smooth and not identically zero,vanishing at in�nite order at the origin and such that |�u| ≤ V |u| withV ∈ L1 .
Chanillo and Sawyer [7] considered the classes Fp for p > (N − 1)/2and proved the SUCP for potentials V which have locally small Fp-norm in thesense that
lim sup
r→0 �VχB(y,r)�Fp ≤ ε(p, N )
for all y ∈RN ,
where ε(p, N ) is a suf�ciently small constant. Since LN/2,∞ ⊂ Fp for allp < N/2 (see Proposition 2.4) this gives a result for V in a larger class than in[16], [30], however, with the size constraint, this time in the Fp class; again thevalue of the constant appearing in the size condition is not speci�ed.If N ≤ 3, then a condition for the SUCP in terms of the local smallness ofthe constant C in (1.1) appears; more speci�cally:
Theorem 4.2. (Chanillo and Sawyer [7]). Let us assume that N = 2 or N = 3and that � is a bounded open and connected subset of RN . Let T (V ) denotethe imbedding in (1.1). If
(4.1) lim sup
r→0+
�T (VχB(x,r))� ≤ ε
with a suf�ciently small ε > 0 for all x ∈�, then any solution u ∈W 2,2loc of theinequality |�u| ≤ V |u| in � has the SUCP.
It turns out that the size condition can be effectively veri�ed in some cases.We shall consider the scale of Lorentz spaces in the dimension 3, and for N = 2we present a general theorem, including [15] as a special case. Proofs can befound in [19].We shall need some basic facts from the Orlicz, Lorentz-Zygmund andOrlicz-Lorentz spaces theory. Let us agree that all the spaces in the sequel willbe considered on a ball B ⊂ RN with the unit measure, N ≥ 2, or on the interval(0, 1); we shall usually omit the appropriate symbol for the domain since it willbe clear from the context.We shall also need a �ner scale of spaces, which includes Orlicz spacesin a rather same manner as Lorentz spaces include Lebesgue spaces (see, e.g.Montgomery-Smith [24]).
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Let us recall that an even and convex function Φ : R → [0,∞) such thatlimt→0Φ(t) = limt→∞ 1/Φ(t) = 0 is called a Young function.LetΦ and Ψ be Young functions. For a function g even on R1 and positiveon (0,∞) put
�g(t) = � 1/g(1/t), t > 0,�g(−t), t < 0,g(0), t = 0.
Let V be a weight in B and let f ∗V denote the non-increasing rearrangement off with respect to the measure V (x ) dx . AnOrlicz-Lorentz space LΦΨ (V ) is theset of all measurable f on B for which the Orlicz-Lorentz functional
� f �Φ,Ψ ;V = � f ∗V ◦ �Φ ◦ �Ψ −1�Ψ =(4.2)
= inf�λ > 0; ∞�
0
Ψ
� f ∗V (�Φ(�Ψ −1(t)))
λ
�
dt ≤ 1�
is �nite. A measurable function f de�ned on B belongs to a weak Orlicz (orOrlicz-Marcinkiewicz) space LΦ,∞(V ) if its Orlicz-Marcinkiewicz functional
(4.3) � f �Φ,∞;V = sup
ξ>0
�Φ1(ξ ) f ∗V (ξ )
is �nite. If V ≡ 1, we shall simply write LΦ,Ψ and LΦ,∞ instead of LΦ,Ψ (1)and LΦ,∞(1), resp.For brevity and in accordance with a general usage we shall often use onlythe major part of a Young function (that is, functions equivalent to the Youngfunction in question in a neighbourhood of in�nity) in symbols for spaces.The quantities in (4.2) and (4.3) are not generally norms. Nevertheless,they are quasinorms in many relevant cases; cf. Montgomery-Smith [24], andKrbec and Lang [18].Let us observe that LΦ,Φ = LΦ , the Orlicz space. If Φ(t) = |t |p and
Ψ (t) = |t |q , then LΦ,Ψ = L p,q , the Lorentz space, LΦ,∞ = L p,∞ , theMarcinkiewicz space; analogously for the weighted variants.Special cases of the Orlicz-Lorentz spaces are the Lorentz-Zygmundspaces, that is, logarithmic Lorentz spaces, investigated by Bennett and Rudnick[3]. For 0 < p, q ≤ ∞ and α ∈ R1, the Lorentz-Zygmund space L pq(log L)αconsists of functions f with the �nite functional
� f �L p,q(log L)α =
� 1�
0
[t1/p(log(e/t))α f ∗(t)]q dtt
�1/q for q <∞,
� f �L p,q(log L)α = sup0<t<1 t1/p (log(e/t))
α f ∗(t) for q = ∞
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(we put t1/∞ = 1). It is easy to check that these spaces increase with decreasingp, increasing q and decreasing α.
Later we shall also need the spaces of the form Lexp t r � ,t r , where 1/r +1/r � = 1. It turns out that they coincide (see [11]) with spaces characterized bythe integral condition (used e.g. in [4] and in [35], Lemma 2.10.5)
1�
0
� f ∗(t)
log(e/t)
�r dt <∞,
which equal to L∞,r (log L)−1 in the [3] notation. Also, the Zygmund spaceL log L equals to L1,1 log L and it is nothing but Lt log t ,t log t .
Remark 4.3. We recall that L p1,q1(log L)α1 ⊂ L p2,q2(log L)α2 if any of thefollowing conditions holds:(i) p1 > p2;(ii) p1 = p2, q1 > q2, and α1 + 1/q1 > α2 + 1/q2;(iii) p1 = p2 <∞, q1 ≤ q2, and α1 ≥ α2;(iv) p1 = p2 = ∞, q1 ≤ q2, and α1 + 1/q1 ≥ α2 + 1/q2(see [3], Theorems 9.1 and 9.3 and 9.5).
Remark 4.4. According to the limiting imbedding theorem due to Bre´zis andWainger [3] we have, for N = 2,
(4.4) W 1,20 �→ L∞,2(log L)−1.
The latter space, as was observed above, is the Orlicz-Zygmund space Lexp t2,t2 ,a space smaller than Lexp t2 = Lexp t2,exp t2 , and this interpretation of the targetspace in (4.4) gives a natural analogue to the (sublimiting) imbeddings ofSobolev spaces into Lebesgue spaces and their Lorentz re�nements.
5. Decomposition of imbeddings.
For the sake of simplicity we suppose again that the domain B is a ball,
|B| = 1 and we shall usually omit the symbol for it in notation. We are seekingfor suf�cient conditions for (1.2) and (4.1). We shall even �nd a conditionstronger than (4.1), namely,
(5.1) lim
δ→0 supA⊂B
|A|<δ
�T (V χA)� = 0.
First consider separately the scale of Lorentz spaces.
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Theorem 5.1. ([19]). Let N ≥ 3 and V ∈ LN/2,r , N/2 ≤ r < ∞. Then (1.2)and (5.1) hold.
We shall pass to Lorentz-Zygmund spaces to get a more general suf�cientcondition for (1.2) and various suf�cient conditions for (5.1) The situation isnot straightforward since three parameters can change. The �rst parameter willbe kept �xed, equal to 1 since its changes lead to changes too big for the �netuning we need.
Theorem 5.2. ([19]). Let N = 2.(i) The inequality (1.2) holds if V ∈ L1,∞(log L)2 .(ii) Let V ∈ L1,s(log L)β , where either
(5.2) 0 < s ≤ 1, β ≥ 1,
or
(5.3) 1 < s <∞, β ≥ 2− 1/s,
or
(5.4) s = ∞, β > 2.
Then (1.2) and (5.1) hold.
Remark 5.3. The proofs of Theorems 5.1 and 5.2 can be carried out makinguse of the re�ned Sobolev imbedding W 1,2 �→ L2N/(N−2),s for N ≥ 3and of the re�ned limiting imbedding in (4.4) for N = 2 together withconditions (necessary and suf�cient) for the imbeddings of weighted Orlicz-Lorentz spaces, taking, moreover, care about the quantitative behaviour ofnorms of the imbeddings. The details can be found in [19].
Remark 5.4. The space L1,∞(log L)2 can be identi�ed with the Orlicz-
Marcinkiewicz space Lt log2 t ,∞, and L1,s (log L)β , 0 < s < ∞, with Lt logβ t ,t s .This can be checked easily. Indeed, considering for instance V ∈ L1,∞(log L)2 ,that is, if we have sup0<t<1 t(log(e/t))2V ∗(t) < ∞, then �F−1(t) = t(log(e/t))2near the origin, hence F(ξ ) ∼ ξ (log(e/ξ ))2 for large values of ξ .
By way of applications we give a suf�cient condition for the SUCP, relyingon the SUCP theorem in [7] invoked earlier.
THE TRACE INEQUALITY AND SOME APPLICATIONS 107
Corollary. ([19]). The following statements are true:(i) Let N = 3. Let V ∈ L3/2,r , 3/2 ≤ r < ∞. Then the inequality
|�u| ≤ V |u| has the SUCP in W 2,2loc ∩W 1,20 .(ii) Let N = 2. Let V ∈ L1,s (log l)β , where s and β satisfy any of theconditions (5.2)(5.4). Then the inequality |�u| ≤ V |u| has the SUCPin W 2,2loc ∩W 1,20 .
Remark 5.6. The statement in Corollary 5.5 (i) actually says that the sizecondition from Stein [30] is ful�lled under the given conditions.If V ∈ L1,s(log L)β , where the parameters s and β satisfy either (5.2) or(5.4), then V ∈ L1,1(log L)1 and we recover the SUCP theorem due to Gossezand Loulit [15]. Concerning (5.3) one can construct functions, which show thatL1,1(log L)1 and L1,s(log L)2−(1/s) are incomparable for 1 < s <∞.Indeed, if V (α, .), 0 < α ≤ 1, is such that
V ∗(α, t) = 1t (log(e/t))−2 (log (e/t)))−α ,
for t small,
then V (α, .) /∈ L1,1(log L)1 and if s > 1/α, then V (α, .) ∈ L1,s (log L)2−(1/s) .On the other hand, if V (τ, .), 0 < τ < 1, is such that V ∗(τ, t) = χ(0,τ )(t), then
�V (τ, .)�L1,1(log L)1 = τ (2− log τ ), 0 < τ < 1.
Going through some calculation one can check that
lim
τ→0
�V (τ, .)�sL1,s(log L)2−(1/s)
�V (τ, .)�sL1,1(log L)1 = ∞.
Therefore L1,1(log L)1 is not continuously imbedded into L1,s (log L)2−(1/s) andby the closed graph theorem we get L1,1(log L)1 �⊂ L1,s (log L)2−(1/s) .
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