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Abstract
The spaces of differential operators acting on skewsymmetric ten-
sor fields or on smooth forms of a smooth manifold are representations
of its Lie algebra of vector fields. We compute the first cohomology
spaces of these representations and show how they are related to the
cohomology with coefficients in the space of smooth functions of the
manifold.
1 Introduction
In this paper, we will compute the first cohomology spaces of the Lie
algebra of vector fields of a smooth manifold with coefficients in the
space of linear differential operators acting on contravariant skewsym-
metric tensor fields or on differential forms of the manifold.
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As we shall explain in more details below, we show that these
spaces are generated by cohomology classes canonically constructed
out of the cohomology of the Lie algebra of vector fields acting on the
space of smooth functions (the latter is computed in [9]).
Our computation is the first step towards the study of the defor-
mations of the considered modules. Using the results of the present
paper, the miniversal deformation has been computed in [2] in the
case of forms. It is shown that it is equivalent to the infinitesimal one,
a less rich situation than that of the symmetric case.
We will follow mostly the same strategy than in [7], where the oper-
ators act on symmetric contravariant tensor fields instead on skewsym-
metric tensor fields. The method goes as follows. One studies the lo-
cality of 0- and 1-cocycles. One then performs the computation when
M = IRm and then extend it to arbitrary M by some standard glu-
ing arguments. When M = IRm, we filter the cohomology with the
projective embbeding slm+1 of sl(m + 1, IR) as a Lie subalgebra of
V ect(IRm). This allows to use the results of [6]. We then extend to
the whole algebra of vector fields using relative cohomology.
As far as local computations are concerned, the calculations are
essentially the same for the two representations we are dealing with.
Therefore, we detail explicitely only the case of contravariant skewsym-
metric tensor fields, indicating just how the results adapt for the dif-
ferential forms.
The computations are valid for manifolds of dimension at least 2.
2 Definitions - Notations
a) Let M be a connected, second countable Hausdorff manifold of
class C∞. Denote by V ect(M), ∧(M) and Ω(M), the Lie algebra
of smooth vector fields, the space of smooth skewsymmetric tensor
fields and that of smooth forms of M respectively. The space ∧(M) is
graded by the tensor degree: ∧(M) =
⊕
i ∧
i(M). Each homogeneous
component is a representation of V ect(M) that acts on it by Lie deriva-
tive. Similarly, we consider Ω(M) =
⊕
iΩi(M) as a graded module of
V ect(M), the gradings being induced by the degree of forms.
For any two spaces of sections E and F of vector bundles over
M , we denote by Dk(E ,F) the space of kth-order linear differential
operators from E into F . This gives a filtration of the space D(E ,F) =⋃
k D
k(E ,F) of all linear differential operators from E into F . If E = F
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then we will often write simply Dk(E) and D(E) instead of Dk(E ,F)
and D(E ,F) respectively.
If V ect(M) acts on E and F , then it also acts on D(E ,F) in the
standard way
LXA = LX ◦ A−A ◦ LX .
In most of the cases, this actions also preserves the filtrations. It is
the case when E and F are one of the representations ∧(M) or Ω(M).
Our goal is to compute the spacesH i(V ect(M),Dk(∧p(M),∧q(M)))
and H i(V ect(M),Dk(Ωp(M),Ωq(M))), i = 0, 1.
b) Recall that, on IRm, any linear kth-order differential operator can
be writen under the form∑
r≤k
∑
i1···ir
Ai1···ir ◦ ∂i1···ir ,
where Ai1···ir belongs to C∞(IRm, V ∗⊗W ), V andW being the typical
fibers of the bundles of which the arguments and the values of the
operator are sections. Moreover
∂i1...ir =
∂
∂xi1
· · ·
∂
∂xir
acts on C∞(IRm, V ) by ordinary partial derivatives.
In typical situations, V andW are representations of gl(m, IR) and
the corresponding Lie derivative of V ect(IRm) on C∞(IRm, V ) is just
given by
L
ρ
Xf = X.f − ρ(DX)f.
(Here, X.f is the usual derivative of f in the direction of X, DX is
the Jacobian matrix of X and ρ denotes the action of gl(m, IR) on V .)
c) The Lie algebra sl(m+ 1, IR) of matrices of vanishing trace, has
a decomposition of the shape :
IRm
⊕
gl(m, IR)
⊕
IRm∗
where for h ∈ IRm and α ∈ IRm∗, the braket is given by [h, α] =
α(h)1 + h
⊗
α, the other brackets are the obvious one. This decom-
position gives sl(m + 1, IR) a structure of graded Lie algebra where
IRm, gl(m, IR) and IRm∗ are the homogeneous components of degree
−1, 0 and 1 respectively. We can realize sl(m+1, IR) as a subalgebra
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of V ect(IRn) where the vector fields associated to h = (hi) ∈ IRm,
A = (Aij) ∈ gl(m, IR) and α = (αi) ∈ IR
m∗ are respectively
h∗ = −hi∂i, A
∗ = −Aijx
j∂i and α
∗ = α(x)xi∂i
For the sake of brevity, we denote slm+1 the above realization of sl(m+
1, IR).
We will need the following result, taken from [6]. Let the map
χ : ∧(gl(m, IR),∧(IRm∗, V ))→ ∧(slm+1, C∞(IR
m, V ))
be given by
(X0, . . . ,Xt+u−1)→
(−1)t
t!u!(m+1)u
∑
ν sign(ν)(γ(DXν0 , . . . ,DXνt−1)(dtr(DXνt), . . . , dtr(DXνt+u−1))).
Then
Theorem 2.1 The map induced in cohomology
χ♯ : H(gl(m, IR),∧(IR
m∗, V ))→ H(slm+1, C∞(IR
m, V ))
is a bijection.
3 The space Hk(slm+1,D(∧
p(IRm),∧q(IRm)))
To compute that cohomology space, we proceed by induction on k,
like in [6], using the short exact sequence
0→ Dk−1(∧p,∧q)
i
→ Dk(∧p,∧q)
σ
→ Sk(∧p,∧q)→ 0
that induces an exact triangle
H(slm+1,D
k−1(∧p,∧q))
ց i♯
θ
x H(slm+1,Dk(∧p,∧q))
ւ σ♯
H(slm+1,S
k(∧p,∧q))
(1)
To simplify the notations, we have replaced ∧∗(IRm) by ∧∗. Moreover,
we denote by Sk(∧p,∧q) the space
C∞(IRm,∨kIRm ⊗ ∧pIRm∗ ⊗ ∧qIRm)
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of k-symmetric contravariant tensor fields valued in Hom(∧p,∧q),
which is isomorphic to the space of principal symbols of Dk(∧p,∧q).
The map θ is the induced connecting homomorphism; it is of degree
1 [4].
Proposition 3.1 a)If k ≥ 2 or if p < q then H(slm+1,S
k(∧p,∧q)) =
0.
b)The space H(slm+1,S
0(∧p,∧q)) is isomorphic to (∧gl(m, IR)∗)g−inv.
c)The space H(slm+1,S
1(∧p,∧q)) is isomorphic to (∧gl(m, IR)∗)g−inv
if p > q and is vanishing if p = q.
Proof. It follows from Theorem 2.1 that, if it is not vanishing, the
space Hu(slm+1,S
k(∧p,∧q)) is isomorphic to
Hu−p+q+k(gl(m, IR),∧p−q−k(IRm∗, V )),
where V = ∨kIRm ⊗ ∧pIRm∗ ⊗ ∧qIRm is equipped with the canonical
action of gl(m, IR). By [6], Proposition 4.3,
Hu−p+q+k(gl(m, IR),∧p−q−k(IRm∗, V )) =
(∧u−p+q+kgl(m, IR)∗)g−inv
⊗
(∧p−q−k(IRm∗, V ))s−inv
where g − inv and s − inv denotes the invariant elements with re-
spect to gl(m, IR) and sl(m, IR) respectively. It follows then easily
from the theory of invariants of classical groups (see e.g. [5]) that
(∧p−q−k(IRm∗, V ))s−inv is non vanishing only if k = 0 or k = 1. In
both cases, it is 1-dimensional. It is spanned by the mapping
I0 : (α1, . . . , αp−q) 7→ (T 7→ iα1 · · · iαp−qT )
in the first case and by
I1 : (α1, . . . , αp−q−1) 7→ (T 7→ iηiα1 · · · iαp−q−1T )
in the second case. (Here, we view an element of V as being an
homogeneous polynomial of degree k in η ∈ IRm∗ valued in the space of
linear mappings from ∧pIRm into ∧qIRm.) The result then immediately
follows.
Lemma 3.2 Assume that k = 1 and p > q and identify the source and
target of the connecting homomorphism in (1) with (∧gl(m, IR)∗)g−inv.
One has
θ(γ) = (−1)|γ|(p− q + 1)(m+ 1)γ,∀γ ∈ (∧gl(m, IR)∗)g−inv.
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Proof. (sketch) Let γ ∈ (∧agl(m, IR)∗)g−inv be given. According to
the above proof, the coboundary ∂χ(γ⊗ I1) of χ(γ⊗ I1) is of the form
χ(γ′ ⊗ I0) and we have to show that γ
′ = (−1)a(p − q + 1)(m + 1)γ.
Set b = p− q. Since
χ(γ′ ⊗ I0)(A
∗
0, . . . , A
∗
a−1, α
∗
0, . . . , α
∗
b) = γ
′(A0, . . . , Aa−1)I0(α0, . . . , αb)
where γ′ and I0 have constant coefficient, it suffices to compute
∂χ(γ ⊗ I1)(A
∗
0, . . . , A
∗
a−1, α
∗
0, . . . , α
∗
b )|x=0 (2)
Recall that the coboundary (∂c)(X0, . . . ,Xt) writes∑
i
(−1)iLXic(X0, . . . , Xˆi, . . . ,Xt)+
∑
i<j
(−1)i+jc([Xi,Xj ], . . . , Xˆi, . . . , Xˆj , . . .).
One easily sees that, in (2), the terms corresponding to the second
sum are vanishing as well as, in the first sum, these for which Xi is
one of the A∗j . One is thus left to evaluate
∑
i(−1)
a+iLα∗
i
χ(γ ⊗ I1)(A
∗
0, . . . , A
∗
a−1, α
∗
0, . . . , αˆ
∗
i , . . . , α
∗
b)|x=0 =
(−1)aγ(A0, . . . , Aa−1)
∑
i(−1)
iLα∗
i
I1(α
∗
0, . . . , αˆ
∗
i , . . . , α
∗
b).
A direct computation shows that
(−1)iLα∗
i
I1(α
∗
0, . . . , αˆ
∗
i , . . . , α
∗
b )|x=0 = (m+ 1)I0(α0, . . . , αb).
Hence the Lemma.
The next theorem imediately follows from Proposition 3.1 and
Lemma 3.2
Theorem 3.3 One has
(a) If p < q, then H(slm+1,D
k(∧p,∧q)) = 0 for all k.
(b) If p = q, then the spaces H(slm+1,D
k(∧p,∧q)), k ≥ 0, and
H(slm+1,D(∧
p,∧q)) are isomorphic to ∧(gl(m, IR)∗)g−inv.
(c) If p > q, then H(slm+1,D
0(∧p,∧q)) is isomorphic to ∧(gl(m, IR)∗)g−inv;
the spaces H(slm+1,D
k(∧p,∧q)), k ≥ 1, and H(slm+1,D(∧
p,∧q)) are
vanishing.
In particular
H1(slm+1,D(∧
p,∧q)) =
{
IR if p = q
0 otherwise
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4 The space H0(V ect(M),Dk(∧p(M),∧q(M)))
We use the notations of Section 2. The dimension of the manifold M
is at least 2.
Theorem 4.1 For every k ≥ 0, one has
H0(V ect(M),Dk(∧p(M),∧q(M))) =
{
IR if p = q
0 otherwise
Proof. Let T ∈ Dk(∧p(M),∧q(M) be V ect(M)-equivariant. It is a
local map. Indeed, assume that T ∈ ∧p(M) vanishes on some open
subset ofM and let a be an arbitray point of that subset. According to
[3], there exist finitely many vector fields Xi and tensors Ti vanishing
in a neighborhood of a such that
T =
∑
LXiTi.
Therefore
T (T ) =
∑
LXi(T (Ti))
vanishes in that neighborhood. Hence, T is local. It follows from
a well known theorem of Peetre that the restriction of T over any
relatively compact domain of chart U of M is a differential operator.
It is moreover slm+1-equivariant. Applying theorem 2.1, we see that
T|U vanishes if p 6= q or is some constant multiple kU of the identity
otherwise. Clearly, M being conneced, kU is independant of U . The
result then follows immediately.
5 The space H1(V ect(M),Dk(∧p(M),∧q(M)))
We use again the notations of Section 2. The dimension of the mani-
fold M is at least 2.
Theorem 5.1 One has
(a) For each q ≥ 0, H1(V ect(M),D0(∧q+1(M),∧q(M))) ≡ IR.
(b) For each p, k ≥ 0, H1(V ect(M),Dk(∧p(M),∧p(M))) ≡ IR ⊕
H1DR(M).
(c) In the other cases, H1(V ect(M),Dk(∧p(M),∧q(M))) = 0.
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Proof. (sketch) Let c : V ect(M) → Dk(∧p(M),∧q(M)) be a 1-
cocycle. A straightforward adaptation of the argument of [7], p. 98,
shows that it is a local map. As above for 0-cocycle, we first determine
its restriction c|U over a relatively compact domain of chart U of M .
It is of course a 1-cocycle of the embedding slm+1 associated to
the chart. From Theorem 2.1, the restriction of c|U to slm+1 is of the
form

X → ∂bU if p < q or if p > q and k > 0,
X → rU trDX + ∂bU (X) if p = q,
X → rU ιdtrDX + ∂bU (X) if p > q and k = 0,
(3)
for some bU ∈ D
k(∧p(U),∧q(U)) and some constant rU . In each case,
that mapping extends to the algebra V ect(U) as a 1-cocycle of that
algebra in an obvious way. Substrating it from c|U , we are left with a
1-cocycle of V ect(U) that vanishes on slm+1.
As a mapping from V ect(U) × ∧p(U) into ∧q(U), such a cocycle
is a slm+1-equivariant differential operator. It follows first that it has
constant coefficients and that it is gl(m, IR)-equivariant. As easily
seen, this, together with the fact that it vanishes on slm+1, implies
that it is in fact equal to 0. This means that c|U is of the form (3)
over the whole V ect(U). In other words, Theorem 5.1 is proven when
M = IRm. A simple adaptation of the argument of [7] allows to extend
it to M . Hence the theorem.
Let us describe some generators of the cohomology space
H1(V ect(M),Dk(∧p(M),∧q(M))).
There is a canocical map
H1(V ect(M), C∞(M))→ H1(V ect(M),Dk(∧p(M),∧p(M))).
It is induced by the map c 7→ c.id at the level of cocycles. From (b) of
Theorem 5.1, we see that it is an isomorphism. There is also a map
H1(V ect(M), C∞(M))→ H1(V ect(M),Dk(∧q+1(M),∧q(M))),
induced by the correspondance that maps a C∞(M)-valued cocycle c
onto the cocycle
X ∈ V ect(M) 7→ ι(dc(X)) ∈ Dk(∧q+1(M),∧q(M))). (4)
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Due to the formula
ιdιXξT = LX(ιξT )− ιξLXT,
this cocycle is a coboudary when c is a closed 1-form ξ, so that the map
induced in cohomology could only be non trivial on the component IR
ofH1(V ect(M), C∞(M)), that is spanned by any divergence operator.
It follows from the above theorem that it is only non trivial for k = 0.
This means that the cocycle (4) is the coboudary of a differential
operator of order at least 1. Let us show directly that it is indeed
the case. Let c be any C∞(M)-valued cocycle of V ect(M) of order 1.
There exists an atlas of M in each chart (U,ϕ) of which
c(X) = rtr(DX),∀X ∈ V ect(M),
for some nonzero real number r, independant of the chart. As easily
seen, X 7→ rtr(DX) is the coboudary of the map
T 7→ r
∑
i
ιdxi∂iT.
Due to Theorem 4.1, this map doesn’t depend on the chart (U,ϕ):
it is the restriction on U of a globally defined map of which c is the
coboundary.
6 Cohomology with coefficients in Dk(Ωp(M),Ωq(M))
In this section, we describe the two first cohomology spaces of V ect(M)
acting by Lie derivatives on the space of differential operators from
the space Ωp(M) of smooth p-forms into Ωq(M). We will not give
the details of the computation, just pointing out a few remarks. It is
indeed exactly taylored on the same scheme than the above calculation
and most of it is a straight adaptation of what we have done up to
here.
We first assume that M = IRm and filter by the subalgebra slm+1.
We use again the short exact sequence associated to the order k of
differentiation to get an exact triangle analoguous to (1). At this
stage, it is worth noticing that
H(slm+1,S
k(∧p,∧q)) ≡ H(slm+1,S
k(Ωq,Ωp)).
Indeed, both are computed via Theorem 2.1 whith the representation
V equal to Vpq = ∨
kIRm ⊗∧pIRm∗⊗∧qIRm for the lhs and Vqp for the
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rhs. In particular, the rhs is vanishing for k > 1. Moreover, the space
(∧q−p−k(IRm∗, Vqp))s−inv is generated by
J0 : (α1, . . . , αq−p) 7→ (ω 7→ α1 ∧ . . . ∧ αq−p ∧ ω)
for k = 0 and by
J1 : (α1, . . . , αq−p) 7→ (ω 7→ η ∧ α1 ∧ . . . ∧ αq−p ∧ ω)
for k = 1. In the latter case, one still has to compute the connecting
homomorphism θ. This is more easy than in the contravariant case
and one finds that it vanishes. This leads to the following result.
Theorem 6.1 One has, replacing Ω∗(IRm) by Ω∗ for simplicity,
(a) If p > q, then H(slm+1,D
k(Ωp,Ωq)) = 0 for all k.
(b) If p = q, then the spaces H(slm+1,D
k(Ωp,Ωq)), k ≥ 0, and
H(slm+1,D(Ω
p,Ωq)) are isomorphic to ∧(gl(m, IR)∗)g−inv.
(c) If p < q, then H(slm+1,D
0(Ωp,Ωq)) is isomorphic to ∧(gl(m, IR)∗)g−inv;
the spaces H(slm+1,D
k(Ωp,Ωq)), k ≥ 1, and H(slm+1,D(Ω
p,Ωq)) are
isomorphic to ∧(gl(m, IR)∗)g−inv ⊕ ∧(gl(m, IR)
∗)g−inv .
In particular
H1(slm+1,D(Ω
p,Ωq)) =


IR if p = q or q = p+ 2
IR2ifq = p+ 1
0 otherwise
The space H1(slm+1,D(Ω
p,Ωq)) is generated by the classes of the
cocycles defined by c0(X) : ω 7→ tr(DX)ω, c01(X) : ω 7→ tr(DX)dω,
c10(X) : ω 7→ dtr(DX) ∧ ω and c2(X) : ω 7→ dtr(DX) ∧ dω.
These cocycles extend to the algebra V ect(IRm) and, as in the con-
travariant case, one sees that they generate the spaceH1(V ect(IRm),D(Ωp,Ωq)).
One goes from IRm to the arbitrary manifold M (still of dimen-
sion at least 2) in the same way than in the contravariant case either.
The result is thus stated below whithout proof. It can be again in-
terpreted using the cohomology of V ect(M) acting on C∞(M), as
follows: a 1-cocycle γ : V ect(M) → C∞(M) leads to four cocycles of
our cohomology, namely these given by
q = p : γ(X)ω
q = p+ 1 : γ(X)dω
q = p+ 1 : d(γ(X)) ∧ ω
q = p+ 2 : d(γ(X)) ∧ dω
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One easily sees that if a closed 1-form is added to γ, then the
cohomology class of the last two cocycles is not modified. This is not
the case for the two first. More precisely, we can state
Theorem 6.2 One has
(a) For each q, k ≥ 0, H1(V ect(M),Dk(Ωq(M),Ωq(M))) ≡ IR ⊕
H1DR(M).
(b) For each q > 0, H1(V ect(M),D0(Ωq(M),Ωq−1(M))) ≡ IR.
(c) For each q, k > 0, H1(V ect(M),Dk(Ωq(M),Ωq−1(M))) ≡ IR
2 ⊕
H1DR(M).
(d) For each q > 1, k > 0, H1(V ect(M),Dk(Ωq(M),Ωq−2(M))) ≡ IR.
(e) In the other cases, H1(V ect(M),Dk(Ωp(M),Ωq(M))) is vanishing.
Applying the previous results, we could also compute the 0-cohomology
space of V ect(M) acting on D(Ωp,Ωq), at least that of the complex
of local cochains. It’s trivial to see that a V ect(M)-equivariant oper-
ators from Ω(M) into Ωq(M) is local when q > 0. This is not true
for q = 0 (one can integrate forms of maximum degree, at least if M
is oriented). This would give back well known results [10], so that we
will not achieve these additional computations.
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