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Suppose we want to invert an Y x Y matrix A. To this end, consider the 
system of linear equations 
(1) 
where w is a complex variable. If we can find x,~ =f(w, s), s = 1, 2 ,..., Y, 
without inverting the matrix A and then expand f (w, s) in any region where 
the expansion is possible, then obviously the coefficient of wi is the (s, i)th 
element of the matrix A-l. This can easily be done in certain patterned 
matrices which satisfy low order difference equations subject to boundary 
conditions. For example, let the r x r matrix 
a b 0 0 a*. 0 0 
c a b 0 .*’ 0 0 
!= 0 c a b ... 0 0 \ . 
For the above matrix (2) the system of Eqs. (1) is equivalent to the differ- 
ence equation 
CG-~ + ax, + bz,+, = us, all integer s, 
subject to 
x(j - 0, x7+1 = 0. 
The general solution of (3) is 
(3) 
(4) 
where m, , m2 are the roots of bx2 + ax + c = 0, i.e., 
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and p, q constants to be determined from the boundary conditions (4), i.e., 
7+1 ,Ftl 
!?= (m;+l --m’:, &Jr,- ; + bw) ’ 
Thus, 
7+1 -.J+1 
P= (,;+I .- mTl ) (m-1 + a +- bw) - 
1 
i 
t?llW-l m,w-l 
a’ = b(m, - m2) (m;+l - m,‘+‘) 1 - m,w-l - 1 - rngw-l 1 
X (ws(m:+’ - rni’l) - wr+l(mls - mgs) + m,“m~” - m~+‘mz3). (6) 
If we expand (6) in 1 w j > max {I m, j , j m, I), then the (s, i)th element of 
A-l is the coefficient of w”, i.e., 
_ (mg - m,8) (m:-‘+l - miei+l)] i<s 
(m;+l _ m;t!J (ml _ m,) b [- (ml” - mz”) (m?” - C+‘)l i 2 S. (7) 
Similarly, we find that the (s, i)th element of B-l, where 
d -e 0 a.. 0 0 0 
d -e .*a 0 0 0 
; i ii; ; ; ; 
is given by 
(8) 
i < s, 
s < i <:: k, (9) 
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i.fi ($)j -
i - k. 
Certain matrices do not satisfy low-order difference equations but if we 
partition them in blocks, the blocks do so. For instance, let the 
(r + k) x (Y + k) matrix 
where A, B are given by (2), (8). Then we easily get 
where A-l, B-l are given by (7) and (9). 
Sometimes a matrix does not satisfy a low-order difference equation, but 
does so if we pre- or post-multiply this matrix by a suitable nonsingular 
matrix. For example, let the (I x Y) matrix 
. (10) 
Then, instead of 
we consider 
(11) 
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where in this case 
n 
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0 
0 
0 
0 
. . . 0 
. . . . . . . . . . . . 
. . . 1 
. . . 0 
- 
Thus, (11) is equivalent to 
(c -f) (z, - z,+J = ws - w*+1, all integer s, 
subject to 
so that 
wa - WSfl 
% = (c -f) (1 - w) + (c-f) ,iY;,,-:, - 1)f) 
and the (s, i)th element of D-l is the coefficient of wi, i.e., 
(c -f) (c-c:, - 1)f) ’ 
ifs 
c 1, - (c -f) (c $ (r - 1)f) ’ 
i = s. 
(12) 
(13) 
(14) 
In conclusion, we stress that, although the method of difference equations 
can be applied to more general matrices, it is advantageously applied only to 
certain patterned matrices. We should always bear in mind that we must 
have as many boundary conditions as the order of the difference equation. 
