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ABSTRACT 
COMPUTATIONAL MODELING OF S-THIOLATION REACTION: 
TOWARD DISCOVERING THE ENZYMATIC MECHANISMS OF 
ENDOGENOUS HNO FORMATION 
Elena V. Ivanova, B.S.  
Marquette University, 2017 
 S-nitrosothiols (RSNOs) have long been proposed as potential sources of the 
elusive endogenous nitroxyl (HNO) via S-thiolation reaction with thiols. It is however not 
clear how S-thiolation can compete with the trans-S-nitrosation pathway commonly 
observed in vitro. Based on the insights into the highly unusual, antagonistic chemical 
nature of RSNO molecules, we hypothesize that, while difficult in vitro, S-thiolation 
could easily lend itself to enzymatic catalysis. To explore this possibility, we adopted a 
bottom-up computational approach that aims to identify possible catalytic mechanisms 
able to steer the RSNO + thiol reaction toward HNO production. Inspired by recent 
discovery of small bioactive HSNO molecule and its involvement in HNO production, 
we first study HSNO molecule and its subsequent isomerization reactions that can 
possibly lead to other potentially bioactive small molecules or reactive intermediates that 
can undergo S-thiolation reaction. Then, we mapped out the profile of the uncatalysed S-
thiolation reaction that suggests that the most difficult step of S-thiolation is the R’SH to 
RSNO proton transfer, and that the reaction proceeds through unusual highly polar 
zwitterionic species R’SS+(R)N(H)O– that further decomposes yielding HNO and 
disulfide RSSR’. Therefore, facilitating the proton transfer and stabilizing this 
zwitterionic intermediate could lead to dramatic acceleration of this reaction. Further, we 
identified the required arrangements of amino acid residues using theozyme (‘theoretical 
enzyme’) modeling. These calculations showed that several of these putative active site 
models can drop the energetic barrier for S-thiolation/HNO formation to less than 10 
kcal/mol. An extensive search in the RCSB protein data bank yielded over 600 structures 
that match one of these successful theozyme models. Remarkably, among these proteins 
we found DJ-1 protein known to be involved in RSNO-related processes. Furthermore, 
full-scale modeling of S-thiolation between an incoming RSNO and DJ-1 Cys106 using a 
hybrid quantum mechanics/molecular mechanics approach have shown that the reaction 
can be indeed efficiently catalyzed by the His126–Glu18 dyad, a prediction whose 
relevance to the DJ-1/RSNO biochemistry presents an intriguing question to the 
experimentalists. 
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1 
1.! Introduction 
! Biological Role of Nitric Oxide 
 Nitric oxide (NO) is an important signaling molecule of great biochemical and 
pharmacological interest.1-3 It was recognized as a key player in biological processes such 
as vasodilation (widening of blood vessels), immune response, neuronal signaling, etc.2,4,5 
 Such specific biological functions of NO are directly related to its electronic 
structure and reactivity. NO is a free radical, gaseous, uncharged diatomic molecule with 
unpaired electron delocalized on both atoms (Figure 1-1).6 The presence of an unpaired 
electron imparts paramagnetic properties, making NO reactive only with other unpaired 
electron species such as radicals and transition metal ions.2 In addition, NO is both poor 
oxidant and reducing agent under physiological conditions, and thus, reduction to 
NO−/HNO and oxidation to NO+ are likely to be rare.6 Therefore, although NO is a free 
radical, it is a (relatively) stable and unreactive molecule that reacts rapidly only with few 
targets in the cell, which is a critical characteristic to its function as a signaling molecule. 
 
Figure 1-1 2p orbitals of N and O interact to produce NO molecular. Unpaired electron occupies a π* 
antibonding orbital and although it is delocalized on both atoms it is shared unevenly towards the nitrogen 
nucleus. 
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Being a small gaseous molecule NO can easily diffuse and cross cell membranes. 
However, the lifetime of NO is still relatively short from millisecond to seconds and it 
can only diffuse through membrane into underlying cells to activate/deactivate enzymes 
(i.e., direct NO action) or it can be transferred by a longer life-time molecule into other 
cells (i.e., indirect NO action).7 For example, upon production in endothelial cell from L-
argenine by an enzyme NO synthase (NOS), it may diffuse into muscle or lumen cells 
(Figure 1-2). 
 
Figure 1-2 Scheme of endolethium NO production catalyzed by eNOS and reactivity of NO in muscle and 
Lumen. NO diffuse into muscle and activates soluable guanylate cyclase enzyme (sGC) by binding to Fe2+ 
heme component of sGC. Active sGC is responsible for catalytic conversion of guanosine triphosphate 
(GTP) to cyclic guanosine monophosphate (cGMP) that initiate a cascade of reactions, leading to protein 
phosphorylation and muscle relaxation. In the lumen, NO forms S-ntrosocyteine with hemoglobin and 
further transported to other cells.  
In the muscle cell, NO activates soluable guanylate cyclase enzyme (sGC) by 
binding to Fe2+ heme component of sGC (direct action). Active sGC is responsible for 
catalytic conversion of guanosine triphosphate (GTP) to cyclic guanosine monophosphate 
(cGMP) that initiate a cascade of reactions, leading to protein phosphorylation and 
muscle relaxation (vasodilation)— an important NO signaling mechanism.  
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In the lumen cell, diffused NO is believed to react with oxyhemoglobin where it 
firstly binds to the iron heme and then transfers to the cysteine thiol, thus forming S-
nitrosocysteine.7 Further, NO is transported around the body in the bloodstream in the 
form of S-nitrosated cysteine and is released together with oxygen in the oxygen-deficient 
tissues acting as a vasodilator in this region of the vasculature (indirect action).  
The S-nitrosation of thiol groups is not unique to hemoglobin; in fact, S-
nitrosation was identified as another important NO action (besides direct NO 
signaling)—posttranslational modification of key cysteine residues. The class of 
compounds formed through S-nitrosation is called S-nitrosothiols (RSNOs), which were 
identified as a major carrier of NO in biological systems. 
! Biological Role of S-Nitrosothiols  
 Biological RSNOs occur as products of NO formation and protect NO from 
degradation (oxidation and radical reactions).8 RSNOs are responsible for NO storage 
and transport in the form of S-nitrosated cysteine residues. They can deliver NO to the 
appropriate cells and tissues, where presence of NO triggers various biological actions.9 
Several thousands of S-nitrosated proteins (SNO-proteins) has been reported to be 
involved many physiological processes such as regulation of enzymatic activity, 
cardiovascular functions, cell apoptosis etc.10-12 For example, among most well-known 
examples of RSNOs are S-nistrosated thioredoxin, S-nitrosoglutathione and even a small 
signaling molecule, HSNO (Figure 1-3).13-18  
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Figure 1-3 X-ray crystal structure of S-nitrosated human thioredoxin-1 (hTrx1, PDB 2IIY) with two S-
nitrosated cysteines (Cys-62 and Cys-69) , which display planar cis geometries (A). S-nitrosated tripeptide 
glutathione (GSNO) is the major endogenous RSNO with concentrations of 1-5 µM in mammalian cells (B). 
Thionitrous acid (HSNO) is the smallest RSNO molecule (C). 
 As S-nitrosation of certain cysteine residues is crucial in regulation of various 
biological processes, understanding of the mechanism of RSNO formation is of critical 
importance and currently is a matter of intense debate. 
1.2.1! RSNO Formation 
 Due to radical character of NO, RSNOs are not formed simply from an addition 
of NO to thiol but instead, RSNO formation requires one electron oxidation. Several 
mechanisms of RSNO formation have been proposed: aerobic NO autoxidation, NO and 
thiyl radicals recombination and a transition metal catalyzed pathway.2,19,20  
 Nitic oxide generated by NOS can undergo oxidation reaction of NO that results 
in NO2 molecule. In case of high concentration of NO, recombination of NO and NO2 
radicals results in N2O3 formation, which then reacts with a thiolate (RS–) to form a 
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nitrosothiol (RSNO) and nitrite (NO2–). The N2O3 pathway may be favored near the NOS 
isoforms where local NO concentrations are increased. 
 
 Several transition metal catalyzed RSNO formation pathways are possible. For 
example, in one of them NO can bind to ferric heme, and the resulting Fe3+–NO complex 
(which possesses significant Fe2+–NO+ character) then reacts with a thiolate to form 
RSNO and ferrous heme.  
 
 The last mechanism of RSNO formation involves radical recombination of NO 
with thiyl radicals. Among the mechanisms of RSNO formation, only thiyl radical 
recombination is fast enough to compete with NO binding to heme. 
 
1.2.2! RSNO Reactions with Thiols 
 Once RSNO is formed, it can further react with protein or peptide thiols as well as 
with thiol-like small molecule H2S to generate a new RSNO through reaction of trans-S-
nitrosation or generate HNO—a biologically important molecule—through reaction of S-
thiolation.21-23 However, the possible enzymatic mechanisms that control RSNO 
reactivity towards one reaction or another are still poorly understood. 
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1.2.2.1!  Trans-S-nitrosation 
 Trans-S-nitrosation is a reversible reaction between S-nitrosothiol and a thiol.22,23 
It proceeds through nucleophilic attack of a thiol at nitrogen atom of –SNO group 
resulting in a nitroxyl disulfide intermediate that decomposes into new thiol and S-
nitrosothiol (Figure 1-4A). Trans-S-nitrosation can also proceed via the significantly 
more reactive thiolate, which presents in sufficiently high concentrations in aqueous 
solutions at pH 7.21,22 Thus, both pathways depending on the conditions allow direct 
transfer of NO group without a free NO generation (Figure 1-4B).23  
 
Figure 1-4 Trans-S-nitrosation reaction of RSNO with thiol (A) and thiolate (B) 
 Trans-S-nitrosation reaction was recognized as a major pathway of protein S-
nitrosation and denitrosation in vivo. However, not all thiols are equal with regards to 
trans-S-nitrosation, and some protein thiols are S-nitrosated preferentially. For example, 
human hemoglobin is selectively S-nitrosated by GSNO on cysteine residue 93. 24  
 The extensive statistical analyses failed to reveal specific structural motifs that 
discriminate cysteine residues with respect to S-nitrosation.25 However, several factors 
were proposed that can influence this selectivity, among which steric hindrance, solvent-
accessibility and thiol pKa are of the most importance.8 In particular, solvent-exposed 
thiols are much more susceptible to modification by trans-S-nitrosation than thiols buried 
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within the protein. In addition, depending on surrounding amino acids, cysteine thiols 
may exhibit pKas that can be up to 4 pKa outside of the typical range of 8-9, and may 
favor or restrict trans-S-nitrosation reaction.26,27 
1.2.2.2! Trans-S-nitrosation in Action: HSNO Formation 
 Trans-S-nitrosation that results in a simple NO group exchange between the two 
thiols can also result in generation of HSNO–the smallest RSNO molecule that until 
recently was not believed to exist under physiological conditions.18,28,29 HSNO has been 
first observed experimentally in 1975 as a photolysis product of its isomer HNSO in an 
argon matrix.29 However, in 2012 it was shown that HSNO could also form under 
physiologically relevant conditions and may act as an important intermediate in NO-
related biochemical processes.18 It has been proposed that HSNO could form in trans-S-
nitrosation reaction between H2S and cysteine-based RSNOs, thereby connecting 
biochemistries of the two important biological messengers, H2S and NO: 
 
 Given the universal abundance of H2S and RSNOs in biological systems, it is 
plausible that HSNO is produced in vivo. The diffusion ability of HSNO to cross a 
membrane allows it to transport +NO and facilitate further trans-S-
nitrosation/denitrosation of other targets in the cell such as hemoglobin (Figure 1-5).  
RSNO + H2S HSNO + RSH
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Figure 1-5 Circulating H2S could react with RSNOs (e.g. S-nitrosated albumin) forming HSNO via trans-S-
nitrosation, where HSNO would then freely diffuse across the red blood cells membrane to transfer its 
“NO+” moiety to the hemoglobin forming S-nitrosohemoglobin. 
1.2.2.3! S-Thiolation 
 There is an accumulating evidence for the alternative pathway of the RSNO–thiol 
reaction that involves a nucleophilic attack by thiol sulfur at the sulfur of –SNO group 
(Figure 1-6).21,30 While trans-S-nitrosation may involve either thiol or thiolate, S-
thiolation with thiolate is spin-forbidden process due to the fact that the anionic form of 
nitroxyl, NO–, has a triplet ground state much lower in energy
 
than the singlet state 
(Figure 1-7).31 Thus, S-thiolation reaction will proceed via reaction with thiol and should 
result in a disulfide bond formation and production of a powerful biological signaling 
agent nitroxyl, HNO (Figure 1-6).  
 
Figure 1-6. Two possible pathways of the S-thiolation reaction between RSNO and thiol. 
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 Among other possible sources of endogenous production of HNO are L-arginine 
oxidation by NOS, oxidation of NH2OH and reduction of NO by metalloproteins or by 
cytochrome C.32,33 
HNO 
 Nitroxyl (HNO)— a one-electron reduced form of nitric oxide—exhibits unique 
biological activity and distinct pharmacological advantages that are different from NO.34-
36 For example, HNO serves as a positive cardiac inotrope and lusitrope that provides a 
great promise in the treatment of heart failure; it also inhibits aldehyde dehydrogenase 
with a potential to treat alcoholism; as well as it participates in many other processes of 
pharmacological importance.37-40  
 Despite being one electron-reduced form of NO, chemical characteristic and 
properties of HNO are more complex as compared to NO.31,41 For example, HNO is a 
week acid with an accepted pKa of 11.4 and a singlet ground state (Figure 1-7). However, 
the deprotonated state of HNO corresponds to 3NO– anion, a triplet ground state. Thus, 
the loss of a proton from HNO is not a typical acid-base equilibrium as it is a slow spin-
forbidden reaction. Therefore, under physiological conditions (pH=7.4), only the 
protonated form of HNO is present. 
 
Figure 1-7 Schematic relative energy diagram vs. pH of singlet and triplet states of HNO and NO– 
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 Besides that, HNO chemistry is significantly difficult to characterize 
experimentally due to its high reactivity. HNO has short-half life in the cell and 
spontaneously dimerizes to produce hyponitrous acid that consequently produces nitrous 
acid: 
 
As a result, for a long time there was no evidence for endogenous HNO formation due to 
methodological limitations; and only recently direct HNO detection became possible with 
development of new detection strategies such as fluorescence probes.42-44  
HNO generation in reaction between GSNO and GSH 
 RSNO as a possible endogenous source of HNO was first proposed based on in 
vitro reaction between GSNO and GSH.17,45,46  
 
Due to the limited methodology at that time, it was not possibile to directly detect highly 
reactive HNO molecule and existence of HNO was surmised by detection of HNO 
dimerization product, N2O.  Concentration of N2O increased as the GSH/GSNO ratio 
increased until the ratio reached 2:1 suggesting that the secondary reactions of HNO with 
GSH and GSNO occurred. 
 
 
2HNO HONNOH N2O + H2O
GSNO + GSH +  HNOGSSG
GSNO + GSH
N2O
GSNO
GSH
... ...
+  HNOGSSG
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HNO generation from decomposition of nitroso-dithiols: example of thioredoxin 
 Several studies suggested the generation of HNO from nitroso-dithiols.15,46-49 One 
of the biological examples of ubiquitous cellular dithiols is thioredoxin (Trxn) protein 
(Figure 1-3A). Thioredoxin is a protein whose activity has been linked to cell growth, 
transcription factor regulation, DNA synthesis, and protein binding as well as S-
nitrosation/denitrosation of SNO-proteins and GSNO. It catalyzes the denitrosation of S-
nitrosothiols through trans-S-nitrosation reaction in the active site that results in S-
nitrosation at cysteine 32 or 35.47 Finally, decomposition of NO leads to HNO production 
and disulfide formation between Cys-32 and Cys-35.  
 
 Other studies also proposed generation of HNO from mononitrosated-
dithiothreitol (NODTT).48 The HNO generation from NODTT was suggested via direct 
concerted elimination reaction similar to Trxn: 
 
 HNO generation in the reaction between HSNO and H2S 
 The reaction of S-nitrosothiols with H2S was studied to observe the generation of 
the smallest S-nitrosothiol, thionitrous acid (HSNO).18 Despite its intrinsic instability due 
to relatively low S-N bond dissociation energy, HSNO lives long enough to react with 
H2S—important signaling molecule with physiological effects similar to those of NO: 
SNO
SH
Trxn
Cys-35
Cys-32
S
S
Trxn
Cys-35
Cys-32
+  HNO
SNO
SH
HO
HO S
S
HO
HO
+  HNO
  
12 
 
The formation of HNO was detected indirectly using methemoglobin as a scavenger and 
by monitoring the hydroxylamine, which is a final product of the reaction of nitroxyl with 
thiols.  
 The first direct intracellular detection of HNO generation was also demonstrated 
for reaction between HSNO and H2S using recently developed fluorescence sensor for 
nitroxyl (CuBOT1). An increase of the CuBOTl fluorescence was observed when the 
cells were treated with the combination of GSNO (in order to increase the intracellular 
content of S-nitrosothiols) and H2S, indicating the intracellular HNO generation. As a 
result of this experiment, HNO can also be possibly produced directly in the reaction of 
GSNO and H2S: 
 
HNO generation in reaction between hydrogen sulfide and sodium nitroprusside 
 Sodium nitroprusside (SNP, Na2[Fe(CN)5(NO)]) is a vasodilator still used in 
acute hypertensive crises.50 In SNP, coordinated NO has NO+ character making feasible 
the formation of HSNO in a direct reaction of SNP with HS–. In the second reaction step, 
sulfide reacts with coordinated HSNO and [(CN)5Fe(HNO)]3- is formed, which further 
produces HNO: 
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The formation of HNO was detected using fluorescent sensor CuBOT1 and by increased 
release of calcitonin gene-related peptide (CGRP), a potent vasodilator.  
Trans-S-nitrosation vs S-thiolation 
 As can be seen, there are two reaction pathways of RSNO with thiols: trans-S-
nitrosation and S-thiolation. While S-thiolation reaction with thiolate is a slow spin-
forbidden reaction, trans-S-nitrosation reaction is more favorable with a thiolate than with 
a thiol. Thus, at physiological conditions, where thiolate form is prevalent, trans-S- 
nitrosation is expected to be more favorable than S-thiolation. Indeed, it was 
demonstrated by measuring changes in transmembrane current at pH 7.4 for the reaction 
between the cysteine residues of P7SH and GSNO that S-thiolation occur less frequently 
(only 12% of experimental steps) than trans-S-nitrosation.51 In addition, S-thiolation 
occurrence decreases at pH 8.4 to only 2% and completely disappears for the reaction 
with tertiary SNAP (both at pH 7.4 and 8.4). However, the RSNO reactions appear to be 
tightly controlled in vivo,63 likely via specific enzymatic catalysis.11 Although the actual 
enzymatic mechanisms of RSNO reactions remains undiscovered,11 mainly because these 
highly labile species are challenging to study experimentally in biological milieu or even 
in vitro, the presence of enzymatic mechanisms implies that protein environment can 
control electronic structure and reactivity of S-nitrosothiols, selectively 
catalyzing/inhibiting one of the two pathways of the RSNO-thiol interaction.  
! RSNO Electronic Structure 
 Dual reactivity of RSNO with nucleophiles, i.e. trans-S-nitrosation and S-
thiolation, can be characterized by the unusual properties of –SNO group. Its S–N bond is 
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elongated (~1.8 Å) and relatively weak with a homolytic bond dissociation energy of 
~25-30 kcal/mol.52-56 On the other hand, RSNOs have cis- and trans- conformers (Figure 
1-8), with rotation around the S-N bond barrier ≥10 kcal/mol, suggesting a double bond 
character. 57,54  
 
Figure 1-8 Cis and trans isomers of MeSNO.  
The experimental studies demonstrate that the properties of –SNO group can be 
altered by complexation with transition metal ion or Lewis acid (LA). For example, 
coordination of Cu+ at the RSNO sulfur weakens the S–N bond, thus promoting RSNO 
decomposition, while coordination at the nitrogen or oxygen has opposite effect of 
strengthening S–N bond, thus stabilizing even very unstable RSNO.55,58  
 These contradictory properties of RSNOs can be elegantly accounted for using a 
resonance representation that, in addition to the standard structure S, employs two 
antagonistic resonance structures D and I (Figure 1-9).59 These structures are referred to 
as antagonistic because they imply opposite bonding patterns (double covalent vs. no-
bond/ionic S–N bond) and opposite formal charges (positive vs. negative charge on S 
atom), and thus impart opposite reactivity trends. Indeed, the structure D should favor a 
nucleophilic attack at the sulfur atom (S-thiolation reaction), whereas the structure I 
∆H‡ ~ 10 kcal/mol
cis-MeSNO trans-MeSNO
1.757Å
1.768Å
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should favor a nucleophilic attack at the nitrogen atom (trans-S-nitrosation reaction). 
Thus, substantial contribution from both antagonistic structures results in the observed 
dual-mode reactivity of RSNOs, which explains occasional observation of S-thiolation 
reaction along the more predominant trans-S-nitrosation reaction.  
 
Figure 1-9 Resonance representation of RSNO electronic structure. 
As D and I structures imply opposite formal charges on the −SNO group atoms, 
coordination of charged or neutral Lewis acids can effectively modulate RSNO 
properties.59,60 It was demonstrated that coordination of Lewis acid at NO moiety leads to 
the enhancement of D resonance structure, thus catalyzing S-directed nucleophilic attack 
and promoting S-thiolation reaction (Figure 1-10). At the same time, coordination of 
Lewis acid at S atom increases contribution of I and promotes N-directed nucleophilic 
attack, thus favoring S-thiolation reaction.  
 
Figure 1-10. Resonance description of Lewis acid (LA) effects on the electronic structure of RSNO. 
Electrostatic interactions of a cation or electron-poor neutral LA change the relative contributions of D and 
I, leading to significant change in the −SNO group geometry, stability, and reactivity, which can be 
summarized as D and I effects. Reproduced from reference [60].  
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 The computational investigation of the effects of charged residues on the 
properties of the −SNO group also demonstrated that the charged residues play an 
important role in protein control of the reactions of biological RSNOs.60 Charged residue 
interactions can promote one resonance structure and reduce the contribution of another. 
For example, carboxylic oxygen of negatively charged MeCOO– (model residue of 
arginine and aspartate) coordinated at sulfur disfavors I structure and stabilizes D 
structure (Figure 1-11A). The promotion of structure D will be even stronger when 
positively charged model of lysine is also coordinated  at oxygen atom (Figure 1-11B). 
As can be seen, upon simultaneous coordination of Lys and Arg the S-N bond distance 
shortens from 1.76Å to 1.65Å— 0.11 Å difference, which a dramatic change in the 
electronic structure. Therefore, it is certainly possible that proteins can control the 
electronic structure of biological RSNOs via specific interactions with charged residues 
and thus modulating their stability and reactivity. 
 
Figure 1-11 Geometries of a complex between Asp/Glu and CysNO models (A) and a CysNO model dual 
coordinated by negatively and positively charged residue models (B). 
 The specific interactions with charged residues are not the only way to control the 
RSNO chemistry in proteins. It was also computationally demonstrated, that catalytic 
effects of external electric fields (EEFs) exerted by nearby charged residues, α-helix 
A B
D-effect stronger D-effect
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dipoles, or membrane potentials can also dramatically modify the RSNO structure and 
reactivity.61 For example, the water assisted MeSNO + MeSH model reactions suggest 
moderately high barriers, 21.1 and 22.4 kcal/mol for trans-S-nitrosation and S-thiolation, 
respectively, however, EEFs directed along the S−O vector of the RSNO molecule can 
alter the barriers and significantly promote one reaction over another (Figure 1-12). ). 
This clearly demonstrates the possible catalytic effect of local external electric fields and 
protein environment. 
 
Figure 1-12 Estimated effects of EEFs directed along the S−O axis on the reaction barriers, evaluated as 
single-point electronic energy differences between the TS and the reagent cluster, reproduced from 
reference [61]. 
! Objectives 
 Despite the numerous computational and experimental studies almost nothing is 
known about the enzymatic regulation for selective S-nitrosation of cysteine residues in 
proteins via trans-S-nitrosation pathway, and HNO production/disulfide formation via S-
thiolation pathway. As these reactions are challenging to study experimentally, often 
related to numerous experimental difficulties of working with usually highly labile 
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biological RSNOs and S-nitrosated proteins, computational modeling can provide 
valuable help in identification of possible enzymatic mechanisms involving RSNOs, in 
particular S-thiolation reaction.  
 In this respect, we adopted a bottom-up computational approach to identify the 
catalytic mechanisms that selectively promote S-thiolation pathway of the RSNO reaction 
with thiols and thus can underline the enzymatic control of this reaction. The following 
computational studies will be performed to succeed in this approach: 
•! Inspired by discovery of small bioactive HSNO molecule and its involvement in 
HNO production, we first study HSNO molecule and its subsequent isomerization 
reactions that can possibly lead to other potentially bioactive small molecules or 
reactive intermediates that can undergo S-thiolation reaction. 
•! Then, we carefully investigate the potential energy profile of the uncatalysed S-
thiolation reaction between MeSNO and MeSH with particular emphasis on the 
nature of the transition structures and intermediate species, and the role of non-
specific solvation as well as the explicit involvement of the water molecules.  
•! Further, we investigate the effect of coordination of Lewis acids and Lewis bases 
on S-thiolation reaction barrier.  
•! Finally, we design S-thiolation theozyme (theoretical enzyme) using truncated 
models of charged amino acid residues (lysine, histidine, and aspartic/glutamic 
acid) and model S-thiolation reaction in a real protein.  
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2.! On the Possible Biological Relevance of HSNO Isomers:   
 A Computational Investigation* 
! Introduction 
 S-nitrosothiols (RSNOs)—usually in the form of S-nitrosated cysteine residues—
play an important biological role being involved in the storage and transport of nitric 
oxide NO as well as in exerting its regulatory function via protein S-nitrosation.2,8,19,57,62-
65 Until very recently, the smallest RSNO molecule—thionitrous acid HSNO—has not 
been considered as a biologically relevant species, although it has been observed 
experimentally as a photolysis product of its isomer, HNSO, in an argon matrix.28,29,66-68 
However, recent studies have shown that HSNO could form at physiologically relevant 
conditions and may act as an important intermediate in NO-related biochemical 
processes.18,50,69 It has been proposed that HSNO could form in reactions between 
hydrogen sulfide H2S and cysteine-based RSNOs, thereby connecting biochemistries of 
the two important biological messengers, H2S and NO.18,68,70,71 If HSNO is indeed formed 
in biological milieu, its subsequent reactions may lead to other potentially bioactive small 
molecules or reactive intermediates.68,70,72 For instance, King70 has recently hypothesized 
that cyclic three-membered ring isomer of HSNO, further referred to as cycl-SONH, 
could be produced from HSNO in a stepwise process through HONS tautomer (Figure 
2-1A).  
 This cyclic isomer could then undergo a reaction with H2S producing hydrogen 
disulfide HSSH and HNO (Figure 2-1B). Thus, cycl-SONH may possibly be involved in 
 
*Published as: Ivanova, L. V.; Anton, B. J.; and Timerghazin, Q. K. On the Possible Biological Relevance 
of HSNO Isomers: A Computational Investigation. Phys. Chem. Chem. Phys. 2014, 16, 8476-8486. 
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formation of the elusive endogenous nitroxyl, HNO/NO–, a potent signaling molecule of 
great pharmacological potential.31,35,73 Unfortunately, this intriguing hypothesis is hard to 
verify experimentally, as cycl-SONH and HONS should be difficult to detect. In this 
respect, accurate electronic structure calculations can help to assess the likelihood of 
these HSNO isomers forming at physiological conditions.  
 
Figure 2-1 Scheme of proposed70 HSNO isomerization into a cyclic three-membered ring isomer cycl-
SONH (A) and its subsequent reaction with hydrogen sulfide (B). 
 Reliable ab initio calculations of HSNO, and RSNOs in general, are challenging, 
as their geometry and energetic properties are highly dependent on the method and the 
basis set used.52,74 Among ab initio methods, coupled cluster method including single, 
double, and triple excitations, CCSD(T), appears to be the lowest level of theory able to 
properly describe RSNOs.52,75 The S–N bond properties are particularly sensitive to the 
level of the electron correlation treatment, which indicative of a multireference character 
of the –SNO group.52,76 The accurate ab initio calculations of HSNO was already 
reported by our group at the CCSD(T) level corrected for the effect of quadruple 
excitations and extrapolated to the complete basis set  limit (CBS), with corrections for 
core-valence electron correlation and relativistic effects.52 On the other hand, 
computational investigations of HSNO isomers and their interconversion reactions 
reported in the literature have been performed less systematically and at lower levels of 
tautomerization
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theory.77-79 Moreover, HSNO isomerization reaction transition states (TSs) and 
corresponding barriers calculated in the gas phase may not be relevant for the aqueous 
biological environment, where they are likely to proceed via water-assisted proton 
transfer mechanism that significantly decreases reaction barriers. However, no water-
assisted HSNO isomerization reaction studies have been reported so far, to the best of our 
knowledge.  
 
Figure 2-2 Recommended geometric and energetic parameters of HSNO estimated at the CCSD(T)/CBS 
level with corrections for quadruple excitations, core-valence correlation, relativistic effects, and zero-point 
vibrational energy (ZPE, for energetic parameters). Earlier results in Ref.80 have been updated with 
improved correction for quadruple excitations and improved ZPE values, as detailed in the text.  
 Here, we report a computational investigation of the possible pathways of 
formation of the three-membered cyclic isomer cycl-SONH from HSNO using high-level 
ab initio coupled cluster calculations as well as hybrid density functional theory (DFT) 
and composite CBS-QB3. First, we use high-level coupled-cluster calculations at the 
CCSD(T) level extrapolated to the complete basis set limit and corrected for the effect of 
quadruple excitations to examine HSNO transformation pathways in the gas phase. High-
level reference parameters for HSNO geometry and the S–N bond dissociation energy 
reported previously52 have also been updated with improved correction for the effect of 
quadruple excitations in the coupled cluster expansion as well as an improved ZPE 
S N
O
S N
O
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80
 Å114.7°
1.842 Å
1.183 Å116.0°
D0(S–N) = 
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             = 0.9 kcal/mol 
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correction (Figure 2-2). The coupled-cluster reference data have been used to validate 
less computationally expensive CBS-QB3 and DFT methods. These methods have been 
used to investigate the effect of aqueous environment on HSNO isomerization reactions, 
and to study the feasibility of HNO formation in the reactions of HSNO isomers with 
hydrogen sulfide. 
! Computational Details  
 Ab initio electronic structure calculations were performed with the Molpro 2010.1 
package81 using coupled cluster method with single double and perturbative triple 
excitations CCSD(T).82,83 The CCSD(T) results were further improved with coupled 
cluster calculations with single, double, triple, and perturbative quadruple excitations, 
CCSDT(Q),84 performed using MRCC85 code interfaced with CFOUR program.86 
Standard T1 and D1 diagnostics87,88 were used to estimate the quality of single-reference 
description of the wavefunction. Molecular geometry optimizations were performed at 
the CCSD(T) level using numerical gradients. As these calculations are time consuming 
and require significant computational power, the geometry optimizations were performed 
using DL-FIND89 code using in-house interface with Molpro and CFOUR to split the 
numerical gradient calculations across the nodes of a computational cluster (see Section 
2.2.1 below for details). Geometries were optimized with L-BFGS90,91 method in 
Cartesian coordinates and transition states were found with the partitioned rational 
functional optimization (P-RFO)92-95 using delocalized internal coordinates (DLC) with 
total connections (TC).96 The convergence criteria were 4.5×10-5 and 1.0×10-6 for the 
component of gradient and energy change respectively.  
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 A series of Dunning’s augmented correlation consistent basis sets,97 aug-cc-pVxZ 
(x = D, T, Q and 5) were used for all elements except sulfur, for which basis sets with 
additional tight d-functions, aug-cc-pV(x+d)Z were employed,98 a combination 
abbreviated as AVxZ. Molecular geometries were optimized at the frozen-core CCSD(T) 
level with AVDZ, AVTZ, AVQZ and AV5Z basis sets. Transition state geometries were 
optimized at CCSD(T) level with AVDZ, AVTZ and AVQZ basis sets, and single-point 
energy calculations were performed with AV5Z basis set for AVQZ geometries. 
Extrapolations to the complete basis set (CBS) of the energy and molecular geometry 
were employed using three slightly different schemes.  
 The first, most accurate extrapolation scheme used, CBSTQ5/Q5, from here on 
referred to as simply CBS, was applied to molecular geometries and their energetic 
properties. It uses an average of the mixed Gaussian/exponential formula99,100  
" # = "%&' + )#* +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++(1) 
for AVTZ, AVQZ and AV5Z basis sets (n = 3, 4, 5), and the two-parameter extrapolation 
formula101 " # = "%&' + )/0 102 + 3/0 102 4++++++++++++++++++++++++++++++++++++++++(2) 
for AVQZ and AV5Z (n =4, 5). As the transition state (TS) calculations are generally 
more difficult, TS geometry optimizations were done only up to the AVQZ basis set. In 
this case, two-parameter extrapolation using AVTZ and AVQZ basis sets, CBSTQ, was 
used for geometries and energies. Also, the two-parameter extrapolation was applied to 
AVQZ and single-point AV5Z energies calculated for AVQZ-optimized geometries, 
denoted as CBSQ5sp. 
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 The effect of inclusion of quadruple excitation in the coupled cluster calculations 
∆Q was estimated at the frozen core CCSDT(Q) level as a difference between the results 
obtained with CCSDT(Q)/cc-pVDZ and CCSD(T)/cc-pVDZ geometry optimizations.  
 Corrections for the scalar-relativistic effects ∆SR were estimated with the 
Douglas-Kroll-Hess102,103 approach using the cc-VQZ_DK81 basis set as a difference 
between the values obtained from geometry optimizations at CCSD(T)/cc-VQZ_DK with 
and without the inclusion of SR effects. Core-valence correlation corrections ∆CV were 
estimated at the CCSD(T) level using weighted CV basis set, aug-cc-pwCVQZ,104 for 
geometries optimized at CCSD(T)/aug-pwCVTZ level as a difference between the values 
obtained with full-electron correlation (excluding sulfur 1s electrons) and those from 
frozen-core calculations. Zero-point vibrational energies (ZPEs) were calculated from 
CCSD(T)/AVQZ harmonic vibrational frequencies evaluated numerically. 
 As one of the TSs calculated here (TS5) has been found to have a significant 
open-shell character, its geometry along with the corresponding product and reagent, 
were optimized with second-order multireference perturbation theory (CASPT2)105 
method as implemented in Molpro.81 The reference complete active space self-consistent 
field (CASSCF)106,107 wavefunction used ‘6 electrons in 6 orbitals’ (6,6) active space, 
chosen from the analysis of the natural orbitals from the second-order perturbation theory 
calculation with RHF reference for the TS structure. CASPT2 geometry optimizations 
were performed using AVDZ, AVTZ, AVQZ and AV5Z basis sets with analytical 
gradients.108 Zero-point vibrational energies (ZPEs) were calculated from 
CASPT2/AVQZ harmonic vibrational frequencies in the Molpro.81 Single point 
multireference configuration interaction with Davidson correction106,107,109 (MRCI+Q) 
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calculation with AVQZ basis set was applied for geometries optimized at the 
CASPT2/AVQZ. 
 Density functional theory (DFT) calculations with Perdew-Burke-Ernzenhof 
hybrid functional (PBE0) method,110,111 as well as calculations using a composite CBS-
QB3 methodology112 were performed with Gaussian 09 package.113 PBE0 calculations 
used a polarized triple-zeta basis set by Weigend and Ahlrichs114 with diffuse functions 
by Rapport and Furche,115 def2-TZVPPD. The chemical nature of all transition states 
obtained with PBE0 and CBS-QB3 was confirmed by the intrinsic reaction coordinate 
(IRC) reaction path calculations.116,117 Solvent effects were included using the implicit 
integral equation formalism polarizable continuum model (IEF-PCM).118 
2.2.1! DL-FIND Interface 
 Geometry optimization and transition state search, especially with high-level 
computational methods, can be very time-consuming, require significant computational 
power, and often may not even be feasible.  Conventional geometry optimization 
algorithms require evaluation the energy gradients at every step of optimization; the 
gradient can be determined either analytically or by numerical differentiation. Analytical 
gradient evaluation is much faster, but usually not available for complex ab initio method 
such as CCSD(T); therefore numerical computation of the gradient is required in this case. 
The numerical gradient can be represented by the following energy gradient vector: 6"672 , 6"692 , 6"6:2 ,⋯ , 6"671 , 6"691 , 6"6:1 ++++++++++++++++++++++++++++++++++++++++++++(3) 
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where n is the number of atoms and element 
<=<>? is a derivative of energy with respect to 
coordinate q=x, y or z of atom i, which can be calculated by the two-point energy 
difference formula: 6"6@A = " @A + ∆ − " @A − ∆2∆ ,+++++++++++++++++++++++++++++++++++++++++++++++(4) 
with ∆ being a length of distortion along coordinate q set to 0.05 Å. Therefore, for each 
element in the gradient vector two single point energy calculations are required: " @A +∆@  and " @A − ∆@ . Given 3n elements in the gradient matrix, 6n single point energy 
calculations of distorted molecular geometries are required. 
 However, most electronic structure codes (e.g. Gaussian62, Molpro30, CFOUR35) 
are not efficient for the optimization using numerical gradients; the major limitation of 
these packages is that they perform the computation on a single node, thus the power of 
high-performance computing (HPC) clusters consisting from many nodes remains unused. 
Then, the parallelization of the numerical gradient calculation across the nodes of the 
cluster would significantly speed up the optimization.  
 Unfortunately, no efficient implementations of geometry optimization with 
distributed parallel evaluation of numerical gradients are available. Therefore, we 
develop an interface between an efficient stand-alone geometry optimization code DL-
FIND and the electronic structure codes (Gaussian, Molpro, and CFOUR) to perform 
optimization in parallel using Message-Passing Interface (MPI) in Python programming 
language (Figure 2-3).  
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Figure 2-3 The algorithm for efficient geometry optimization that uses parallelization of single point energy 
calculations across the nodes of computational cluster. 
 The optimization starts from the computation of the numerical gradients for the 
given input geometry. The implemented interface distributes 6n distorted geometries and 
the original undistorted geometry across the computational nodes, where the single point 
energy is calculated using the selected electronic structure package. As a result, 
calculation of the gradient vector (eq. 3) on 6n+1 nodes can be performed during the time 
needed for a single point energy calculation on one node in case of ideal linear speed up. 
 After gradient vector is computed, it is sent to the DL-FIND—the code for 
geometry optimization.38 DL-FIND supports a wide variety of optimization methods such 
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as steepest descent, conjugate gradient, Newton-Raphson, BFGS and limited memory 
BFGS (L-BFGS).39-40 Transition state search methods include P-RFO41-44 and nudged 
elastic band (NEB)72 for finding reaction paths. DL-FIND accepts geometry in Cartesian 
coordinates but after subsequent coordinate transformation it can also optimize it in 
delocalized internal coordinates (DLCs), total connection, and hybrid delocalized internal 
coordinates (HDLCs).45 In addition, it supports constraint optimization of geometry. At 
each step, DL-FIND reads gradients and tests geometry for convergence; if the geometry 
meets convergence criteria the optimization is finishe; if geometry is not converged DL-
FIND generates new geometry for the next step of the optimization and the cycle.  The 
technical details of the interface developed here are given in the Appendix B. 
 The efficiency of the method was tested for the single point calculation of HSNO 
molecule with CCSD(T)/avtz using 1, 2, 5, 7, 13 and 25 nodes. The speedup Sp of p 
nodes is presented on the Figure 2-4 and calculated by the formula: 
EF = G2GF ,+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++(5) 
where G2 and GF are time of the calculation on one node and p nodes of computational 
cluster, correspondingly. Linear speedup or ideal speedup is obtained when EF = I and 
presented by the green line on Figure 2-4. In practice, speed up does not increase linearly 
as the number of processors increases but tends to saturate and accordingly the efficiency 
drops as the number of processors increases. Adding extra processors to the system 
reduces the computation time but increases the communication. The increase in 
communication time may be larger than the decrease in computation time, which leads to 
a dramatic decreasing of performance. In addition, some single point calculation can 
require more time to complete than others thus the program performance is delayed by 
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waiting when the all single point calculations will be finished. The efficiency presented in 
Table 2-1, which calculated by the formula: 
"F = EFI ,++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++(6) 
shows that 25 nodes performance is only 50% efficient and speedup is comparable with 
calculation on 13 nodes. The calculations using 13 nodes are 73% efficient, thus 13 nodes 
is recommended for these calculations.  
 
Figure 2-4 Speedup  calculated for trans-HSNO molecule calculations with CCSD(T)/avtz. 
Table 2-1 Speed up and efficiency of trans-HSNO calculations with CCSD(T)/avtz. 
 
 #p Sp Ep 
1 1.00 1.00 
2 1.96 0.98 
5 4.52 0.90 
7 5.03 0.72 
13 9.46 0.73 
25 12.81 0.51 
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! Results and discussion 
 Our calculations show that the reaction pathway of HSNO isomerization into the 
cyclic form, cycl-SONH, is more complicated (Figure 2-5A) than previously proposed ( 
Figure 2-1 Scheme A): it requires transformations between trans- and cis- conformers of 
HSNO and HONS and proceeds via additional intermediate, SN(H)O or the Y-isomer. 
Besides this pathway, which involves six isomers and five TSs, we found a shorter, two-
step pathway (Figure 2-5B) for the trans-HSNO transformation into cycl-SONH via the 
Y-isomer only. 
 
Figure 2-5 Scheme of calculated HSNO isomerization pathways leading to the cyclic isomer cycl-SONH.  
Figure 2-6 (page 32) shows the energy profiles for the two possible pathways of trans-
HSNO conversion into cycl-SONH, computed at the coupled-cluster level, along with the 
structures of relevant of HSNO isomers and transition states (TSs). While the structures 
of HSNO isomers were optimized with the basis sets up to AV5Z that allowed accurate 
CBS extrapolations of the energetic and geometric parameters, which are reported at the 
CCSD(T)/CBS+CORR, CORR=∆Q+∆CV+∆SR level, with the energies also corrected 
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for the zero-point vibrational energy, ZPE. As the TS structures are difficult to optimize, 
the reported TS geometries and the reaction barriers are based on slightly less accurate 
CBSTQ and CBSQ5sp extrapolation schemes. In the most computationally challenging case 
of the HSNO molecule and its trans-to-cis isomerization barrier the CBSQ5sp results are 
within 0.1 kcal/mol and the bond lengths obtained with CBSTQ are within 0.003 Å of the 
full CBS values. For consistency, the energies and geometries shown in Figure 2-6 (page 
32) are based on the CCSD(T)/CBSQ5sp+CORR+ZPE and CCSD(T)/CBSTQ+CORR 
results, respectively. Table 2-2–4 list the geometries and energies (relative to trans-
HSNO) of HSNO conformers and isomers obtained at various levels of theory, and table 
A-1 (in the Appendix) lists electronic energies and extended geometrical parameters for 
all isomers and transition states.  
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Figure 2-6 Energetic profiles for the two reactions pathways of HSNO isomerization into the cyclic isomer cycl-SONH (scheme on Figure 2-5). Energetic 
parameters calculated at the CCSD(T)/CBSQ5sp+CORR+ZPE level, except TS5 which is calculated at the CCSD(T)/CBSTQ+CORR+ZPE level. Molecular and 
TS geometries are obtained at the CCSD(T)/CBSTQ+CORR+ZPE level.
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Table 2-2 Geometric parameters of trans- and cis-HSNO, energy difference between them, geometric parameters of the TS for their interconversion, and the 
corresponding barrier height (∆E1‡, kcal/mol), calculated at different levels of theory. 
 
trans-HSNO 
 
cis-HSNO 
 
TS1 
  S–N/Å N–O/Å SNO/°   S–N/Å    N–O/Å SNO/° Ecis-HSNO   S–N/Å N–O/Å SNO/° ONSH/° ∆E1‡ 
CCSD(T)/ 
              AVDZ 1.903 1.189 114.50 
 
1.894 1.192 115.49 1.05 
 
2.067 1.171 112.92 87.63 8.08 
AVTZ 1.860 1.183 114.55 
 
1.847 1.187 115.76 0.97 
 
2.031 1.161 112.99 87.48 8.62 
AVQZ 1.846 1.181 114.54 
 
1.830 1.184 115.88 0.93 
 
2.019 1.158 113.00 87.51 8.85 
AV5Z 1.841 1.181 114.50 
 
1.825 1.184 115.87 0.91 
 
2.015 1.157 112.95 87.51 8.93 
CBS 1.837 1.181 114.47 
 
1.821 1.184 115.86 0.90 
 
2.012 1.157 112.91 87.51 8.99 
CBSTQ 1.836 1.180 114.53 
 
1.818 1.182 115.97 0.91 
 
2.010 1.156 113.01 87.53 9.02 
CBSQ5sp 
       
0.89 
     
9.00 
               ΔQ 0.033 -0.001 0.34 
 
0.034 -0.001 0.04 0.10 
 
0.025 0.000 0.03 0.45 0.54 
ΔCV -0.007 -0.001 0.01 
 
-0.008 -0.001 0.07 -0.01 
 
-0.007 -0.001 0.02 -0.02 0.11 
ΔSR -0.005 0.001 -0.07 
 
-0.005 0.001 -0.04 0.00 
 
0.006 -0.001 -0.03 0.08 -0.09 
ΔZPE 
       
-0.10 
     
-0.83 
               CBS+CORR 1.858 1.180 114.74 
 
1.842 1.183 115.93 1.00 
 
2.035 1.155 112.94 88.02 9.52 
CBS+CORR+ZPE 
      
0.90 
     
8.69 
CBSTQ+CORR 1.856 1.179 114.81 1.839 1.181 116.04 1.00 2.034 1.154 113.04 88.05 9.57 
CBSTQ+CORR+ZPE       0.91      8.74 
CBS5sp+CORR+ZPE       0.89      8.72 
               
PBE0/def2-TZVPPD 1.828 1.167 115.31 
 
1.811 1.170 116.95 1.07 
 
1.983 1.144 113.59 87.89 11.06 
PBE0/def2-TZVPPD+ZPE 
     
0.88 
     
10.25 
               CBS-QB3 1.929 1.163 115.27 
 
1.917 1.165 116.24 1.13 
 
2.082 1.145 113.35 87.87 8.66 
CBS-QB3+ZPE 
      
0.99 
     
7.91 
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2.3.1! HSNO: Improved Coupled-Cluster Description 
 Previously, we reported a high-level ab initio coupled-cluster investigation of 
HSNO that highlighted the slow convergence of the S–N bond properties with respect to 
the single-electron basis set size and the level of electron correlation treatment. For 
instance, coupled cluster calculations with only single and double excitations included 
(CCSD) were found highly unreliable, as they underestimate the S–N bond length by 
>0.05 Å and its bond dissociation energy by >6 kcal/mol. Even the “gold standard” 
CCSD(T) method is not sufficient for accurate quantitative description of HSNO, as it 
requires a correction for the effect of computationally expensive quadruple excitations in 
the coupled-cluster expansion. In the earlier work, we estimated the effects of quadruple 
excitations at the CCSDT(Q) level using a smaller VDZ basis set by Ahlrichs and partial 
geometry optimization with only the S–N bond relaxed. Here, we improve upon these 
calculations by fully relaxed geometry optimizations of the two HSNO conformers at the 
CCSDT(Q) level with larger, fully polarized cc-pVDZ basis set, which suggest even 
larger effect of quadruples on the S–N bond length and dissociation energy, 0.03 Å and 
1.3 kcal/mol vs earlier estimations of 0.02 Å and 1 kcal/mol, respectively. Tables 1 and 
Table A-1 (in the Appendix A) summarize the calculated geometric parameters of HSNO; 
the final recommended S–N lengths in trans- and cis-HSNO are 1.858 Å and 1.842 Å, 
respectively, evaluated at the CCSD(T)/CBS+CORR level (Figure 2-6 page 32). 
The calculated energetic properties of HSNO were also improved in this work by using 
harmonic ZPE correction obtained at the CCSD(T)/AVQZ level, whereas the earlier work 
used a smaller AVTZ basis set. The recommended value for the energy of cis-HSNO 
relative to the more stable trans-form is 8.69 kcal/mol at the 
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CCSD(T)/CBS+CORR+ZPE level. The final recommended S–N bond dissociation 
energy is 29.4 kcal/mol (Figure 2-6), calculated at the CCSD(T)/CBS+CORR+SO+ZPE 
level, which also includes a spin-orbit (SO) energy correction52 for the HS˙ radical. 
 We also calculated TS for trans-to-cis isomerization (Table 2-2, TS1 in Figure 
2-6); it is characterized by 345i cm-1 imaginary frequency, and has a nearly perpendicular 
geometry and a highly elongated S–N bond, ~0.18 Å longer than in trans-HSNO. As in 
the case of the equilibrium HSNO structures, the calculated S–N bond length in the TS 
decreases with the basis set size, from 2.067 Å with AVDZ to 2.015 Å with AV5Z, and 
significantly increases (~0.025 Å) when a correction for quadruple excitations is included. 
The corresponding barrier height increases with the basis set size, form 8.08 kcal/mol 
with AVDZ to 8.93 kcal/mol with AV5Z, and the inclusion of quadruple excitations 
further increases it by 0.5 kcal/mol. Harmonic ZPE correction decreases the barrier by 0.8 
kcal/mol. The final estimation for the trans-to-cis isomerization barrier is 8.7 kcal/mol at 
the CCSD(T)/CBS+CORR+ZPE level (Table 2-2). 
 Compared to the full CBS scheme, less computationally expensive CBSQ5sp 
extrapolation gives the energies within 0.03 kcal/mol while the CBSTQ extrapolated bond 
lengths are within 0.003 Å. DFT calculations with PBE0 functional as well as 
calculations with CBS-QB3 composite methodology reproduce the high-level results 
reasonably well. The S–N bond optimized at PBE0 method is underestimated by 0.03 Å 
for trans-HSNO and cis-HSNO, by 0.05 Å for the TS.  This method overestimates the 
trans-to-cis interconversion barrier by 1.5 kcal/mol, 10.3 kcal/mol vs 8.7 kcal/mol at the 
CCSD(T)/CBS+CORR+ZPE.  However, the energy difference between cis- and trans-
forms is almost the same, 0.9 kcal/mol (Figure 2-6, Table 2-2). CBS-QB3 methodology, 
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which employs B3LYP/6-311G(2d,d,p) DFT method for geometry optimization, 
overestimates the S–N bond by 0.05 Å for transition state, by 0.07 Å for trans-HSNO and 
cis-HSNO. Trans-to-cis interconversion barrier is underestimated by 0.8 kcal/mol (7.9 
kcal/mol), while the energy difference between cis- and trans-forms is overestimated by 
0.1 kcal/mol (1.0 kcal/mol). 
2.3.2! HONS, the Tautomeric Form 
 HONS, the tautomeric form of HSNO, also exists as nearly isoenergetic trans- 
and cis- conformers (Figure 2-6 page 32). Slightly more stable cis-HONS is 5.6 kcal/mol 
higher in energy relative to trans-HSNO, whereas trans-HONS is just 0.3 kcal/mol less 
stable (Table 2-3, Figure 2-6). The TS for cis-to-trans isomerization is slightly higher 
than for the similar transformation of HSNO 11.7 kcal/mol vs 8.7 kcal/mol, respectively. 
Overall, the calculated HONS properties demonstrate much more robust convergence 
with respect to the basis set size and electron correlation treatment. Interestingly, 
compared to the other bonds in HONS, the O–N bond length still demonstrates the 
slowest convergence with the basis set and the largest ∆Q correction (~0.005 Å). Also, 
somewhat reminiscent to the S–N bond in HSNO, this bond O–N bond demonstrates 
significant elongation in the cis-to-trans isomerization TS (~0.09 Å).  
 Compared against the high-level coupled-cluster data, CBS-QB3 methodology 
reproduces the energetic and geometric parameters of HONS and its cis-to-trans 
isomerization TS, while PBE0 slightly overestimates HONS energy relative to trans-
HSNO as well as the cis-to-trans isomerization barrier, both by ~2 kcal/mol
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Table 2-3 Geometric parameters of cis- and trans-HONS, their energy relative to trans-HSNO (∆E, kcal/mol), geometric parameters of the TS for their 
interconversion, and the corresponding barrier height (∆E3‡, kcal/mol) calculated at different levels of theory. 
 
cis-HONS 
 
trans-HONS 
 
TS3 
  S–N/Å N–O/Å SNO/° ∆E  S–N/Å N–O/Å SNO/° ∆E  S–N/Å N–O/Å SNO/° HONS/° ∆E3
‡ 
CCSD(T)/ 
              AVDZ 1.608 1.374 115.85 5.51 
 
1.597 1.403 112.42 5.55 
 
1.591 1.468 112.78 86.77 11.95 
AVTZ 1.591 1.361 115.99 3.62 
 
1.581 1.389 112.85 3.75 
 
1.574 1.450 113.13 87.00 12.23 
AVQZ 1.585 1.355 116.11 3.23 
 
1.575 1.382 113.04 3.49 
 
1.568 1.441 113.31 87.15 12.56 
AV5Z 1.582 1.353 116.12 3.07 
 
1.573 1.380 113.10 3.35 
      CBS 1.580 1.352 116.13 2.98 
 
1.571 1.379 113.15 3.27 
      CBSTQ 1.580 1.350 116.19 2.95 
 
1.571 1.376 113.18 3.29 
 
1.564 1.435 113.43 87.27 12.80 
CBSQ5sp 
  
2.91 
    
3.21 
     
12.65 
                ΔQ 0.003 0.003 -0.12 0.93 
 
0.003 0.005 -0.12 0.89 
 
0.003 0.003 -0.03 0.15 0.17 
ΔCV -0.004 -0.003 0.07 -0.12 
 
-0.004 -0.003 0.69 -0.14 
 
-0.003 -0.003 0.07 -0.01 0.04 
ΔSR 0.001 0.000 -0.01 -0.29 
 
0.001 0.001 -0.08 -0.29 
 
0.001 0.001 -0.06 -0.03 -0.04 
ΔZPE 
   
2.21 
    
2.26 
     
-1.16 
                CBS+CORR 1.581 1.353 116.06 3.50 1.571 1.382 113.63 3.74 
CBS+CORR+ZPE  5.71     6.00       
CBSTQ+CORR 1.581 1.350 116.13 3.48  1.571 1.378 113.66 3.76  1.565 1.435 113.42 87.38 12.96 CBSTQ+CORR+ZPE  5.68     6.02      11.80 
CBS5sp+CORR+ZPE 
 
5.64 
    
5.94 
     
11.65 
                PBE0/ 
def2-TZVPPD 1.571 1.325 117.16 5.35  1.562 1.352 114.30 6.18  1.552 1.409 114.50 88.31 15.26 def2-TZVPPD+ZPE 
 
7.55 
    
8.48 
     
14.05 
                CBS-QB3 1.585 1.340 116.87 2.93 
 
1.573 1.378 113.92 2.94 
 
1.563 1.434 114.03 87.94 12.31 
CBS-QB3+ZPE 
  
5.11 
    
5.21 
     
11.09 
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2.3.3! SN(H)O, Y-isomer  
 Both pathways of HSNO isomerization into the cyclic structure (Figure 2-5) 
involve the Y-isomer SN(H)O which is 4.66 kcal/mol higher in energy relative to trans-
HSNO at the CCSD(T)/CBS+CORR+ZPE (Table 2-4). 
 The Y-isomer is also planar, with the S–N bond ~0.2 Å shorter compared to trans-
HSNO (1.624 vs 1.858Å, Table 2-4). The calculated SN(H)O properties converge rather 
fast with the basis set size, and the inclusion of quadruple excitations has a relatively 
small effect on the geometry and the energetic properties of SN(H)O. Inexpensive CBSTQ 
extrapolation scheme demonstrates very close result to CBSTQ5/Q5, with the maximum 
difference between extrapolated bond lengths less than 0.002 Å. Again, the results of 
CBS-QB3 and PBE0 calculations agree well with the high-level coupled-cluster reference 
data (Table 2-4)
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Table 2-4 Geometric parameters of the Y-isomer SN(H)O and the cyclic isomer cycl-SONH, and their energy relative to trans-HSNO (∆E, kcal/mol) calculated at 
different levels of theory. 
 
Y-isomer SN(H)O 
 
Cyclic isomer cycl-SONH 
  S–N/Å N–O/Å S–O/Å N–H/Å SNO/° ∆E   S–N/Å N–O/Å S–O/Å N–H/Å SNO/° ∆E 
CCSD(T)/ 
             AVDZ 1.647 1.248 2.619 1.036 129.07 4.48 
 
1.789 1.484 1.744 1.039 63.61 33.75 
AVTZ 1.629 1.239 2.597 1.028 129.20 2.21 
 
1.754 1.473 1.702 1.028 62.97 28.39 
AVQZ 1.624 1.236 2.588 1.027 129.17 1.81 
 
1.745 1.468 1.694 1.026 62.94 28.09 
AV5Z 1.622 1.235 2.585 1.027 129.16 1.77 
 
1.743 1.466 1.691 1.026 62.90 27.80 
CBS 1.620 1.234 2.583 1.027 129.16 1.75 
 
1.740 1.465 1.688 1.026 62.87 27.63 
CBSTQ 1.620 1.233 2.582 1.027 129.14 1.52 
 
1.739 1.463 1.688 1.025 62.91 27.86 
CBSQ5sp 
     
1.73 
      
27.50 
              ΔQ 0.006 0.003 0.006 0.000 -0.14 0.47 
 
0.003 0.003 0.004 0.001 -0.02 1.21 
ΔCV -0.003 -0.002 -0.005 -0.001 0.00 -0.29 
 
-0.003 -0.003 -0.004 -0.001 -0.04 0.02 
ΔSR 0.001 0.000 0.001 0.000 0.01 -0.20 
 
0.002 0.000 0.002 0.000 0.02 -0.14 
ΔZPE 
     
2.93 
      
2.22 
              CBS+CORR 1.624 1.235 2.586 1.026 129.03 1.73 
 
1.742 1.465 1.690 1.026 62.82 28.71 
CBS+CORR+ZPE 
    
4.66 
      
30.94 
CBSTQ+CORR 1.624 1.233 2.585 1.026 129.02 1.50 
 
1.741 1.464 1.689 1.025 62.87 28.95 
CBSTQ+CORR+ZPE 
   
4.43 
      
31.17 
CBS5sp+CORR+ZPE 
   
4.67 
      
29.72 
              PBE0/def2-TZVPPD 1.616 1.216 2.569 1.031 129.75 1.30 
 
1.728 1.438 1.678 1.026 63.25 30.25 
PBE0/def2-TZVPPD+ZPE 
   
4.14 
      
32.54 
              CBS-QB3 1.636 1.223 2.594 1.035 129.65 0.60 
 
1.769 1.448 1.731 1.029 64.19 28.33 
CBS-QB3+ZPE 
    
3.45 
      
30.42 
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2.3.4! Cyclic Isomer cycl-SONH 
 CCSD(T) calculations confirm that the three-membered cyclic structure (Figure 
2-6, cycl-SONH, Table 2-4) exists as a local minimum on the potential energy surface. 
The S–N bond in this molecule, 1.742 Å at the CCSD(T)/CBS+CORR (Table 2-4), is 
significantly shorter compared to trans-HSNO (1.858 Å), but longer compared to the Y-
isomer SN(H)O (1.624 Å). The N–O bond in cycl-SONH, 1.465Å, is significantly longer 
compared to trans-HSNO (1.180 Å) and the Y-isomer (1.235 Å). Inclusion of quadruple 
excitations does not affect the geometry to the same degree as in the case of HSNO, 
which suggests a smaller role of multireference effects. Indeed the values of the T1 and 
D1 coupled cluster diagnostics, 0.016 and 0.046, respectively, are below the threshold 
values established for multi-reference systems, 0.02 and 0.05, respectively. Unlike the 
other HSNO isomers considered here, the cyclic form cycl-SONH is significantly higher 
in energy, ~31 kcal/mol above trans-HSNO, as estimated at the 
CCSD(T)/CBS+CORR+ZPE level (Table 2-4). The deviations of the geometric 
parameters calculated with CBS-QB3 and PBE0 are slightly larger for cycl-SONH 
compared to the other isomers, e.g. the S–N bond length is underestimated by >0.01 Å 
with PBE0 and overestimated it by ~0.03 Å with CBS-QB3. However, the energy 
difference relative to trans-HSNO (31 kcal/mol) is well reproduced with CBS-QB3 and 
slightly overestimated by PBE0 (30 and 33 kcal/mol, respectively, Table 2-4). 
2.3.5! Possible Pathways of HSNO Isomerization Into cycl-SONH 
 The first pathway for the formation of cycl-SONH from trans-HSNO (Figure 
2-5A and Figure 2-6 on the page 30 and 32, respectively) studied here is an extended 
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version of the reaction scheme proposed by King70 (Figure 2-1A). In order to tautomerize 
into HOSN, trans-HSNO first has to convert into its cis-conformer via a small barrier 
(TS1, 8.7 kcal/mol). Then, cis-HSNO can isomerize into cis-HONS via hydrogen/proton 
transfer between the sulfur and oxygen atoms, which requires 28.4 kcal/mol to overcome 
the energy barrier (TS2). Next, cis-HONS must convert into the trans-conformer via 11.7 
kcal/mol barrier (TS3). However, instead of direct transformation into cycl-SONH, trans-
HONS first converts into the Y-isomer SN(H)O via oxygen to nitrogen hydrogen/proton 
transfer (TS4) with a sizable energetic barrier of 45.7 kcal/mol.  
 Finally, SN(H)O undergoes cyclization into cycl-SONH that involves closing of 
S–N–O angle form ~130° to 63° and pyramidalization at the nitrogen atom through TS5 
associated with a high activation barrier, estimated to be >50 kcal/mol at the 
CCSD(T)/CBSTQ+CORR+ZPE level. However, a large effect of quadruple excitations on 
the TS5 geometry (+0.014 Å) and the corresponding barrier height (-1.8 kcal/mol), as 
well as large values of T1 and D1 diagnostics (0.07 and 0.30, respectively, Table 2-5) 
suggests a highly multireference character of the TS5 structure. Indeed, stability analysis 
of the corresponding Hartree-Fock wavefunction revealed a significant RHF ! UHF 
instability, with the UHF solution 13.5 kcal/mol lower in energy and the "S2# value of 
~0.9 are indicative of the strongly open-shell character of this TS. Thus, we 
supplemented the closed-shell coupled-cluster calculations of the SN(H)O cyclization 
reaction with multireference second-order perturbation theory (CASPT2) calculations 
that employed (6,6) active space, as described in Computational Details section. The 
reactions barrier calculated  with CASPT2 is even higher than the CCSD(T) predictions 
(~58 kcal/mol, Table 2-6). Improvement of the correlation treatment using single point 
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multireference configuration interaction (MRCI) with Davidson correction (MRCI+Q) 
calculation slightly decreases the barrier (by ~3 kcal/mol). 
Table 2-5 Calculated T1 and D1 coupled cluster diagnostics for HSNO isomers and transition states TS1-
TS6 at CCSD(T)/AVQZ, see Figure 2-6. 
structure T1 D1 
cycl-SONH  0.016 0.046 
SN(H)O 0.022 0.069 
trans-HONS 0.021 0.057 
cis-HONS 0.022 0.067 
trans-HSNO 0.027 0.079 
cis-HSNO 0.026 0.077 
TS1 0.022 0.074 
TS2 0.029 0.101 
TS3 0.019 0.048 
TS4 0.029 0.091 
TS5 0.073 0.303 
TS6 0.030 0.093 
 
 Besides the multi-step isomerization trans-HSNO in the Y-isomer SN(H)O via the 
tautomer HONS (Figure 2-5 Scheme A page 101), we found that trans-HSNO can 
directly convert into SN(H)O via a hydrogen/proton transfer form sulfur to nitrogen 
through TS6 (Figure 2-5 Scheme B). Like a similar oxygen to nitrogen hydrogen/proton 
migration TS (TS4), TS6 has a highly strained three-membered ring geometry and thus 
associated with a large barrier height, ~49 kcal/mol (Figure 2-6 page 32). The second and 
final step in this alternative pathway also involves SN(H)O cyclization into cycl-SONH.   
Despite some ambiguity in the calculated reaction barrier for the SN(H)O 
cyclization step, it is clear that the formation of the cyclic form cycl-SONH from HSNO 
at physiological conditions is highly improbable. Indeed, besides a prohibitively high 
energetic barrier, >50 kcal/mol, formation of cycl-SONH is thermodynamically 
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unfavourable, as it is ≥25 kcal/mol higher in energy compared to HSNO and its other 
isomers (Figure 2-6 page 32). At the same time, the Y-isomer SN(H)O and the tautomer 
HONS are only 4.6 and 5.6 kcal/mol less stable than HSNO, and thus may be 
thermodynamically accessible at physiological conditions. Interconversion between these 
three species requires hydrogen/proton migration reactions with substantial (30-50 
kcal/mol) energetic barriers. However, in aqueous environment these barriers can be 
significantly decreased by involvement of water molecules.119,120 Although calculations 
of water-assisted isomerization reactions at the CCSD(T)/CBS level are prohibitively 
expensive at the moment, CBS-QB3 and PBE0 methods provide a viable alternative. 
Indeed, the barriers for the hydrogen/proton migration reactions (TS2, TS4, and TS6, 
Figure 2-6) predicted with CBS-QB3 and PBE0 are within 0.8 and 1.0 kcal/mol, 
respectively, of the high-level coupled-cluster results (Table A-2 in the Appendix A). 
Thus, we further apply these methods to investigate water assisted interconversion 
reactions of HSNO isomers and their possible reactions with H2S. 
Table 2-6 CASPT2 energy calculations for reaction SN(H)O!cycl-SONH with CASPT2/AVXZ and single 
point MRCI+Q calculations with fixed reference function (kcal mol-1) 
 
∆E5‡ ∆E5rxn 
CASPT2/   
AVDZ 56.97 32.56 
AVTZ 57.40 29.44 
AVQZ 58.07 29.64 
AV5Z 58.19 29.45 
CBS 58.30 29.29 
   ZPE -2.66 -1.59 
CBS+ZPE 55.64 27.70 
   
MRCI+Q/ AVQZ//   
CASPT2/AVQZ 55.57 25.31 
   
CCSD(T)/   
AVQZ 53.31 26.03 
AVQZ+Q 51.54 26.77 
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2.3.6! Water-Assisted HSNO Isomerization Reactions 
 Schematic profiles of the isomerization reactions via water-assisted 
hydrogen/proton migration and the corresponding transition structures obtained at the 
CBS-QB3 level are shown in Figure 2-7. The transition structure for sulfur-to-oxygen 
migration necessary for cis-HSNO!cis-HONS transformation,TS2, is less strained 
compared to the other two reactions, and the corresponding reaction barrier is relatively 
low, ~29 kcal/mol (Figure 2-7A).  Addition of a water molecule relives the strain 
provides and a proton shuttle in a six-membered ring TS2-1W, which lowers the reaction 
barrier to 15.4 kcal/mol. While addition of the second water molecule leads to 8-member 
ring TS2-2W and has a much weaker effect on the barrier height (14.6 kcal/mol barrier). 
The transformation form trans-HONS to the Y-isomer SN(H)O proceeds via a 
highly strained three-membered ring transition structure corresponding, TS4. Addition of 
a single water molecule leads to five-membered ring TS4-1W and dramatic lowering of 
the barrier height, from 46.5 to 22.5 kcal/mol (Figure 2-7B). Addition of the second water 
molecule leads to even more relaxed 7-member ring TS4-2W and further barrier 
lowering to 15.2 kcal/mol. Much the same way, the water-assisted mechanism decreases 
the reaction barrier from 48.7 to 15.2 kcal/mol for the direct trans-HSNO!SN(H)O 
transformation that has very similar strained transition structure TS6 (Figure 2-7C).   
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Figure 2-7 Effect of the aqueous environment on the transformation between HSNO isomers: energetic 
profiles for ‘dry’ and water-assisted reactions in the gas phase and in PCM water (for two-water assisted 
reactions), and the structures of the relevant transition states.  
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 Besides the significant barrier-lowering effect of the addition of water molecules 
that act as a bridge for a proton transfer, the HSNO isomerization reactions could benefit 
from the non-specific solvation in highly polar aqueous environment. Indeed, the barrier 
heights for the reactions assisted by two water molecules calculated using polarizable 
continuum model (PCM) drop by 4-6 kcal/mol: to 8.0 kcal/mol for cis-HSNO!cis-
HONS transformation, to 10.6 kcal/mol for trans-HONS!SN(H)O, and to 9.0 kcal/mol 
for trans-HSNO!SN(H)O transformation (Figure 2-7). Thus, two of the HSNO isomers, 
the Y-isomer SN(H)O and the tautomer HONS appear to be both thermodynamically and 
kinetically assessable at physiological conditions.  
2.3.7! Reaction of Hydrogen Sulfide with Y-isomer and cycl-SONH 
 Our calculations suggest that the cyclic form cycl-SONH is very unlikely to form 
at physiological conditions, and thus is a very unlikely source of biological nitroxyl HNO 
in the reaction with H2S (Figure 2-1B). However, a similar but less strained thus 
thermodynamically more plausible Y-isomer SN(H)O may react with H2S in a similar 
way (Figure 2-8). 
 
Figure 2-8 Scheme of the possible reaction of the Y-isomer SN(H)O and H2S; (cf. Figure 2-1B). 
S
N
H
O
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SN(H)O,
H2S HSSH + HNO+
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Figure 2-9 Energetic profiles for ‘dry’ and water-assisted reactions between the Y-isomer SN(H)O and 
hydrogen sulfide H2S, and the relevant transition state structures, calculated at the UPBE0/def2-TZVPPD 
level. 
Indeed, we were able to locate a transition state for reaction of Y-isomer with H2S, 
TS7 (Figure 2-9). This transition structure corresponds to simultaneous hydrogen/proton 
transfer between the two sulfur atoms and leads to a covalent bond formation between 
them. As TS7 was found to have an open-shell character, we used symmetry-broken 
unrestricted PBE0 (UPBE0) approach to study this reaction. Similar to the isomerization 
reactions (Figures 2 and 3), water-assisted proton shuffle significantly decreases the 
reaction barrier, from 31.4 kcal/mol to 26.1 and 19.8 kcal/mol for one- and two-water 
assisted reactions (TS7-1W and TS7-2W, Figure 2-9). At the same time, addition of 
water molecules decreases the open-shell character of the transition structure:  "S2# = 0.5 
for the ‘dry’ TS7, while it drops to 0.2 and 0.1 for TS7-1W and TS7-2W, respectively. 
The corresponding differences between the closed shell (RPBE0) and open-shell (UPBE0) 
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energies are 2.6, 0.3, and 0.2 kcal/mol for TS7, TS7-1W, and TS7-2W, respectively. 
Transition into polarizable aqueous environment modeled with PCM approach further 
decreases the barrier height to 17.8 kcal/mol for two-water assisted reaction (TS7-2WPCM, 
Figure 2-9). 
Table 2-7 Calculated T1 and D1 coupled cluster diagnostics for TS8, hypervalent intermediate and TS9 for 
reaction cyclic structure with H2S at CCSD(T)/AVTZ, see Figure 2-10 
structure T1 D1 
TS8 0.019 0.063 
intermediate 0.021 0.061 
TS9 0.029 0.121 
 
 For completeness, we also investigated the reaction of cycl-SONH with H2S 
proposed in the literature70 (Figure 2-1B). The energetic barrier for this reaction (~30 
kcal/mol, Figure 2-10) is associated with the transition structure TS8 that corresponds to 
simultaneous sulfur-sulfur bond formation and hydrogen atom exchange, which is similar 
to the TS of the SN(H)O + H2S reaction (TS7, Figure 2-9). Curiously, CCSD(T), CBS-
QB3, as well as PBE0 calculations suggest that TS8 does not directly lead to the 
products—HSSH and HNO—but rather leads to an unusual intermediate structure 
HSS(H)ONH that preserves the initial SNO three-membered ring (Figure 2-10) and 
features a hypervalent sulfur atom simultaneously connected to the H, O, and N atoms, as 
well to the other S atom. Natural Bond Orbital (NBO) analyses suggest that the in-ring 
sulfur atom is indeed hypervalent as its  -bonds to N and S atoms involve sp20d11 and 
sp11d9 hybridized orbitals, respectively. This makes the HSS(H)ONH intermediate very 
unusual, as the hypervalent compounds of sulfur and other elements usually do not make 
use of spydz hybrids and conform the octet rule.121 In addition, coupled-cluster and T1 and 
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D1 diagnostics (Table 2-7) as well as the wavefunction stability tests do not suggest 
significant multi-reference or open shell character for HSS(H)ONH intermediate.  
 
Figure 2-10 Energetic profile for the proposed (Figure 2-1B) reaction between the cyclic isomer cycl-
SONH  and reaction H2S and the structures of relevant transition states and the HSS(H)ONH intermediate, 
calculated at the CCSD(T)/AVTZ+ZPE level. 
Decomposition of the HSS(H)ONH intermediate by breaking the S–O and S–N 
bonds (TS9, Figure 2-10) is associated with a small (~7 kcal/mol) energetic barrier. 
Although the reaction of cycl-SONH with H2S is rather unlikely to have biochemical 
relevance, its unusual mechanism revealed by our calculations illustrates and underscores 
the richness of the chemistry of sulfur-nitrogen species.   
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! Summary 
 Recent discoveries of the potential biological relevance of the smallest S-
nitrorsothiol—HSNO—opened up numerous possibilities of the secondary biochemical 
processes involving this molecule, including formation of derivative species, including, 
but not limited to, SNO– and SSNO– anions, and HSNO isomers. In this computational 
study, we revisited the possible pathways of HSNO isomerization at physiological 
conditions and tested a recent hypothesis70 on the possibility of HSNO transformation 
into its cyclic isomer cycl-SONH. Our calculations suggest that while formation of this 
cyclic structure is not feasible thermodynamically as well as kinetically, formation of the 
tautomeric form HONS and the Y-isomer SN(H)O via water-assisted proton transfer 
reactions is not at all impossible in the physiological, aqueous environment (Figure 2-11). 
These two HSNO isomers then may engage in a variety of reactions with other molecules 
present in biological milieu. In fact, while the proposed70 formation of nitroxyl HNO in 
the reaction of H2S with the cyclic form is unlikely, possibility of a reaction between H2S 
and the Y-isomer SN(H)O leading to HSSH and HNO cannot be excluded. Further studies 
of the reactions involving HSNO and its derivative species will be required to reveal the 
entire spectrum of possible reactions that can tie together the biological signaling 
pathways the two gasotransmitters, NO and H2S. 
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Figure 2-11 Isomerization of HSNO with the under physiological conditions: formation of the tautomeric 
form HONS, and the Y-isomer is plausible, but the formation of the cyclic form is highly unlikely. 
 Methodologically, this work once again highlighted the complex and unusual 
electronic structure of the –SNO group: compared to its isomers, the computed properties 
of HSNO demonstrate the slowest convergence with respect to the electron correlation 
treatment and the basis set size. Therefore, computational methods used to study the 
HSNO/RSNO reactions should be always carefully benchmarked and validated against 
high-level ab inito results. To this end, we implemented an interface to conventional 
electronic structure packages with the DL-FIND optimization code through the parallel 
distribution of the single-point energy calculations. The interface developed here 
dramatically increases the efficiency of geometry optimization and makes it possible to 
study RSNO reactions even with very high-level ab initio methods.   
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3.! Modeling of S-Nitrosothiol–Thiol Reactions of Biological 
Significance: HNO Production via S-Thiolation Requires a Proton 
Shuttle and Stabilization of Polar Intermediates* 
! Introduction 
 Nitric oxide (NO) is an important signaling molecule that plays a key role in 
numerous of physiological processes such as vasodilation, immune response, neuronal 
signaling, etc.2-4 The reduced form of nitric oxide, HNO/NO–, usually referred to as 
nitroxyl, exhibits its own unique biological activity31,34-36,38,40,41,73,122,123 and has a 
significant pharmacological potential. For instance, HNO can act as a positive cardiac 
inotrope and lusitrope that provides a great promise in the treatment of heart failure; also, 
since nitroxyl inhibits aldehyde dehydrogenase, it has a potential as an alcoholism 
treatment.31,37-40,124-126 However, it still remains a mystery whether or not HNO is 
endogenously produced in living organisms, although there is a mounting evidence that 
this may be the case.18,50,69 One of the possible endogenous sources of HNO is S-
nitrosothiols (RSNOs), ubiquitous biological derivatives of NO present in the form of S-
nitrosated cysteine residues (CysNO) within proteins or peptides,2,8,19,57,62-65 and, possibly, 
as thionitrous acid HSNO.18,69,70 The most likely pathway of HNO production from 
RSNOs is S-thiolation reaction with thiols R`SH (Figure 3-1).16,17,34,45,47,127,128 As this 
reaction also yields a disulfide, it may be responsible for S-glutathionylation of cysteine 
residues, an important post-translation modification of proteins.129 However, S-thiolation  
 
 
*Published as: Ivanova, L. V.; Cibich, D.; Deye, G.; Talipov, M. R.; and Timerghazin, Q. K. Modeling 
of S-Nitrosothiol-Thiol Reactions of Biological Significance: HNO Production Via S-Thiolation 
Requires a Proton Shuttle and Stabilization of Polar Intermediates. Chembiochem. 2017, 
DOI:10.1039/c4cp00469h 
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is far less common than the alternative pathway of the RSNO-thiol reaction—trans-S-
nitrosation—that involves an exchange of the NO moiety (formally nitrosonium NO+ 
exchange) between two thiols, which is believed to be a major mechanism of selective 
protein S-nitrosation in vivo.19  
 Trans-S-nitrosation can proceed via significantly more reactive thiolate which is 
present in sufficiently high concentrations in aqueous solutions at pH 7.18,130-132 On the 
other hand, S-thiolation involving thiolate is stifled by the fact that the anionic form of 
nitroxyl, NO–, has a triplet ground state which is ~17 kcal/mol lower in energy than the 
singlet state,133,134 which makes S-thiolation a spin-forbidden process. Thus, trans-S-
nitrosation is the predominant pathway, at least in the case of in vitro RSNO-thiol 
reactions. However, the RSNO reactions appear to be tightly controlled in vivo63, likely 
via specific enzymatic catalysis.11 Although the actual enzymatic mechanisms of RSNO 
reactions are yet to be established,11 the unusual features of the –SNO group electronic 
structure suggest that the protein environment should be able to exert an unprecedented 
control of the RSNO reactivity, selectively catalyzing/inhibiting one of the two pathways 
of the RSNO-thiol interaction.61  
 
Figure 3-1 Trans-S-nitrosation vs. S-thiolation reaction. 
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 The dual reactivity of RSNOs in reactions with nucleophiles (e.g. trans-S-
nitrosation vs. S-thiolation, Figure 3-1), as well as the contradictory properties of the S–N 
bond in RSNOs (which is unusually long and weak while also demonstrating significant 
double bond character), can be elegantly accounted for using a resonance representation 
that, in addition to the standard structure S, employs two antagonistic resonance 
structures D and I (Figure 3-2).59 We refer to these structures as antagonistic because 
they imply opposite bonding patterns (double covalent vs. no-bond/ionic S–N bond) and 
opposite formal charges (positive vs. negative charge on S atom), and thus impart 
opposite reactivity trends. Indeed, the structure D should favor a nucleophilic attack at 
the sulfur atom, whereas the structure I should favor a nucleophilic attack at the nitrogen 
atom. Thus, substantial contribution from both antagonistic structures results in the 
observed dual-mode reactivity of RSNOs, which explains occasional observation of S-
thiolation reaction along the more predominant trans-S-nitrosation reaction.  
 
Figure 3-2 RSNO resonance representation. 
 The opposite formal charge distributions of the antagonistic resonance 
components also underline the extreme malleability of the RSNO molecule, whose 
properties can be modified in a wide range via specific interactions of the –SNO group 
atoms with positively or negatively charged species/Lewis acids and bases.60,135-137 
Therefore, it is conceivable—and, in our opinion, quite likely—that the nature uses 
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specific arrangements of charged and polar amino acid residues (and possibly metal ion 
centers as well) to exercise precise control over the RSNO reactivity in vivo. This sort of 
enzymatic regulation may be responsible for selective S-nitrosation of cysteine residues 
in proteins via trans-S-nitrosation pathway, and HNO production/disulfide formation via 
S-thiolation pathway. Unfortunately, lack of experimental data, often related to numerous 
experimental difficulties of working with usually highly labile biological RSNOs and S-
nitrosated proteins, have so far precluded identification of the enzymatic mechanisms 
involving RSNOs. Moreover, even given reliable data, the experimental researches 
should be able to recognize the consequences of a particular arrangement of the charged 
residues on the RSNO reactions.  
 Therefore, we adopted a bottom-up computational approach that aims to identify 
the catalytic mechanisms that selectively promote either trans-S-nitrosation or S-
thiolation pathways of the RSNO reactions with thiols and thus can underline the 
enzymatic control of these reactions. To this end, we first need to develop a detailed 
mechanistic understanding of both processes, which is lacking at the moment, especially 
in the case of the S-thiolation pathway. Therefore, in this work, we carefully map out the 
potential energy profile of the uncatalysed S-thiolation reaction, with particular emphasis 
on the nature of the transition structures and intermediate species, and the role of non-
specific solvation as well as the explicit involvement of the water molecules. A detailed 
investigation of the trans-S-nitrosation pathway will be reported in a subsequent 
publication. 
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! Computational Details 
 The electronic structure calculations of reactants, products and transition states 
(TSs) were performed with Gaussian 09 package.113 RSNOs geometries and energetic 
properties are highly dependent on the method and the basis set used.52 Recently, we 
performed a systematic benchmarking study to find reliable and computationally 
inexpensive density functional theory (DFT) methodology for RSNOs calculations. 
Among them, a range-separated ωB97XD hybrid functional,138 Perdew-Burke-Ernzenhof 
hybrid functional (PBE0)110,111 and mPW2PLYPD double hybrid functional139 
demonstrate the best overall agreement with the high level ab initio calculations.140,141 
These functionals were used with “UltraFine” integration grid as defined in Gaussian. 
Segmented polarization consistent double- and triple- ζ basis sets (aug-pcseg-1 and aug-
pcseg-2) by Jensen, obtained from the EMSL Basis Set Exchange Database have been 
used.142 All reaction pathways calculations were performed at the ωB97XD/aug-pcseg-2 
and PBE0/aug-pcseg-2 level of theory and reaction pathway calculated in water assisted 
with two water molecules was also performed at the mPW2PLYPD/aug-pcseg-1 level of 
theory. Solvent effects were included using the implicit integral equation formalism 
polarizable continuum model (IEF-PCM) with diethyl ether and water parameters to 
mimic protein environment.118 Diethyl ether calculations with PBE0/aug-pcseg-2 were 
only performed for reaction assisted by two explicit water molecules. The geometry 
optimization was performed in redundant internal coordinates with the default 
convergence criteria (4.5×10-4 and 1.0×10-6 for the component of gradient and energy 
change respectively). Wavefunction stability test143,144 has been performed for analysis of 
all optimized structures and the structures with RHF!UHF instability that were 
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recalculated with broken-symmetry unrestricted PBE and ωB97XD approach145 (UPBE 
and UωB97XD, respectively). Transition states obtained with PBE, ωB97XD (except 
TS1 for unassisted reactions) and mPW2PLYPD have been fully characterized as first-
order saddle points on the potential energy surface (PES), and their chemical nature has 
been verified using intrinsic reaction coordinate (IRC) reaction path calculations116,117 
with step size ranging from 0.1 to 0.15 amu1/2Bohr (the default step is 0.1 amu1/2Bohr) 
and with local quadratic approximation (LQA) 146,147 for the predictor step. Enthalpies 
and Gibbs free energies were calculated from harmonic vibrational frequencies in 
Gaussian 09 without scaling factor. The charges along PBE0 gas phase reaction 
coordinate profile were calculated using natural bond orbital (NBO) approach with NBO 
3.1148 code integrated in Gaussian 09 package. Natural resonance theory (NRT) analysis 
was performed using NBO 5.9.149 Spin densities were visualized with Jmol 13.0150 with 
isosurface absolute value threshold 0.007, with the positive and negative spin density 
values shown by blue and red color, respectively. 
 We also performed ab initio second-order multireference perturbation theory 
(CASPT2)105 and explicitly correlated CASPT2-F12151 electronic structure calculation for 
trans-HSNO+H2S reaction using Molpro 2015.1 package.152 The reaction profile was 
obtained using single point calculations over UPBE0 IRC profile geometries taken every 
~1 amu1/2Bohr step. The reference complete active space self-consistent field 
(CASSCF)106,107  wavefunction used 10 electrons in 8 orbitals (10,8) active space, chosen 
based on the natural orbitals from second-order perturbation theory calculations with 
RHF reference. CASPT2 geometry optimizations and numerical harmonic frequency 
calculations were performed with CASPT2 analytical gradients108,153,154 using Dunning’s 
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augmented correlation consistent aug-cc-pVTZ basis set97 with addition of tight d-
function for sulfur atom98 (abbreviated as AVTZ). Single point explicitly correlated 
CASPT2-F12151 calculations using the specially optimized correlation consistent triple-ζ 
F12 basis sets (denoted VTZ-F12)155 was applied for geometries optimized at the 
CASPT2/AVTZ level.  
! Results and Discussion 
3.3.1! Unassisted Reaction Mechanism 
3.3.1.1! Closed-Shell Gas-Phase Profile 
 The calculated profile for the model MeSNO + MeSH reaction in the gas phase 
shows a prohibitively high barrier (>40 kcal mol–1, Figure 3-3A), significantly larger than 
the S–N bond dissociation energy in RSNOs (~30 kcal mol–1). However, a closer look at 
the evolution of the potential energy, geometric parameters, and atomic charges along the 
IRC profile reveal the major mechanistic features that can be exploited to significantly 
reduce this prohibitive energetic barrier. Although the profile features a single 
barrier/transition structure, we approximately partitioned the reaction profiles into three 
phases based on the evolution of the bond lengths, atomic charges, spin densities, change 
of curvature of the IRC profile as well as the evolution of the energy gradient along the 
IRC. More rigorous approaches for partitioning the reaction path into phases exist. 156  
 In Phase 1, the sharp rise of the potential energy (~35 kcal mol–1 at the PBE0 
level and ~43 kcal mol–1 at the ωB97XD; the profiles calculated with ωB97XD are given 
on Figure A-1–5 in the Appendix A) coincides with breaking of the St–H bond (further 
on, the MeSH and MeSNO sulfur atoms will be referred to as St and Sn, respectively), 
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formation of the N–H bond, and contraction of the nitrosothiol Sn–N bond (Figure 3-3, B 
and C), with synchronous sharp increase of the positive charge on the Sn and H atoms and 
negative charge on the NO moiety and St atom (Figure 3-3D).  
 During Phase 2, the energy first rises slightly (<3 kcal mol–1) and then decreases 
after passing through the TS, as the St atom moves out of the plane and forms a disulfide 
bond with the Sn atom (Figure 3-3A). However, this TS occurs before the actual 
formation of the St–Sn bond; rather, it mostly corresponds to the out-of-plane motion of 
the St atom, reminiscent of the gas-phase roaming reactions,157,158 and consistent with the 
low imaginary frequency for this saddle point (~i100 cm-1). The energy sharply drops 
once the St–Sn bond actually begins forming. 
  Although S-thiolation reaction ultimately results in breaking of the Sn–N bond, 
this bond keeps shortening simultaneously with the St–Sn bond formation during Phase 2 
(Figure 3-3, B and C), until the Sn–N distance reaches ~1.64 Å (compared to 1.77 Å in 
free MeSNO). In parallel, the positive charge on the Sn atom and the negative charge on 
the NO moiety increase, till they reach a maximum (Figure 3-3D).  
 Finally, in Phase 3 the Sn–N bond reverses its contraction and breaks, the St–Sn 
bond completes its formation, while the atomic charges (positive or negative) decrease to 
reach their values in the product molecules, MeSNO and HNO.  
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Figure 3-3 Gas-phase IRC profile of MeSH+MeSNO S-thiolation reaction with geometries of selected 
structures along the profile and electrostatic potential map for the [Zi] structure (A), and the evolution of: 
Sn–N, St–H, St–Sn and N–H bond lengths (B, and C), charges of Sn, St, H, N, O atoms and the NO group 
(D), $St–Sn–N–C angle (E), calculated with PBE0  (ωB97XD profile is given in Figure A-1 in the 
Appendix A). Relative electronic energies/enthalpies are shown. 
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 Evolution of the bond lengths and atomic charges (Figure 3-3, B, C and D) 
suggest the following chemical interpretation of the three phases (Figure 3-4). Phase 1 
corresponds to a proton transfer from the thiol to the N atom of the –SnNO group that 
induces shortening of the Sn–N bond. A similar (but expectedly much stronger) effect is 
observed upon N-protonation of free MeSNO molecule (Figure 3-5) when the Sn–N bond 
shortens by 0.1 Å. In terms of the antagonistic resonance structures, N-protonation 
reduces the contribution of the ionic resonance structure I and thus promotes the structure 
D. The increased contribution of D is also consistent with the contraction of the Sn–N 
bond and the increased positive charge on the RSNO sulfur atom Sn, and increased 
negative charge on the NO group (Figure 3-3D).  
 
Figure 3-4 Three phases of S-thiolation reaction. 
 Promotion of the zwitterionic structure D increases the electrophilicity of the Sn 
atom and sets the stage for the attack by the St sulfur (which becomes highly nucleophilic 
after loosing the proton) in Phase 2. This attack results in a zwitterionic structure [Zi] 
with a relatively short Sn–N bond (1.82 Å) and an elongated St–Sn disulfide bond (2.17 Å 
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vs. 2.03 Å in the disulfide), and with significant positive and negative charges on Sn and 
O atoms, respectively. The highly polar, charge separated nature of this intermediate 
structure is also evident from the electrostatic potential map that shows a large 
concentration of negative and positive charges around O and Sn atoms (Figure 3-3A), so 
it is best represented by a zwitterionic Lewis structure MeSS+(Me)N(H)O– (see 
discussion below). This intermediate structure breaks apart in the final phase, as the Sn–N 
bond cleaves giving rise to the final products, HNO and disulfide.  
 
Figure 3-5 Effect of the N-protonation on the MeSNO geometry, atomic charges, and the relative weights 
of the antagonistic resonance structures D and I (gas-phase PBE0/aug-pcseg-2). 
 From this interpretation, we can discern the origin of the prohibitively high 
energetic barrier for this reaction in the gas phase. Proton transfer—the first necessary 
step of the reaction—is energetically costly due to the charge separation, a process which 
is highly unfavorable in the absence of a polar environment. This energetic cost cannot be 
compensated by a simultaneous formation of the disulfide bond because the attacking St 
atom first needs to migrate out of the C-S-N-O plane (Figure 3-3E). Furthermore, when 
the St-Sn bond does form during the second step of the reaction, it only increases the 
polarization of the reactant cluster by producing the zwitterionic intermediate structure.  
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3.3.1.2! Open-Shell Gas-Phase Profile 
 Further investigation has shown that the energetic penalty of the charge separation 
due to the initial proton transfer leads to simultaneous electron transfer from the thiol to 
the –SNO group. This (partial) electron transfer simultaneous with the proton transfer is 
able to reduce the charge separation. Indeed, the wavefunction stability test143,144 has 
shown that the structures calculated along the closed-shell IRC profile demonstrate 
RHF!UHF instability, suggesting a significant open-shell, singlet diradical character of 
the intermediate structures along the reaction pathway. 
 To account for the open-shell character of the gas-phase thiolation reaction, we 
reoptimized the reaction profile using broken-symmetry unrestricted PBE0 and ωB97XD 
(UPBE0 and UωB97XD). The resulting IRC profile (Figure 3-6A) can be split into the 
same three mechanistic phases (Figure 3-4) as the close-shell profile, although now there 
are two TS structures with a local minimum in between.  
 In the open-shell case, the proton transfer in Phase 1 corresponds to the first TS 
structure (TS1, Figure 3-6A) leading to a shallow (<2 kcal/mol) minimum with a 
protonated N atom and the St atom still in the C-Sn-N-O plane. Simultaneously with the 
proton transfer, the system gains open-shell singlet diradical character ("S2# ~ 0.9) due to 
a significant transfer of the β-electron density (>0.8 e–, Figure 3-6E) from the inchoate 
thiolate lone pair of the St atom to the π*(N–O) orbital (Figure 3-6A). This electron 
transfer to some extent compensates the polarization due to the proton transfer, as evident 
from the decrease in the partial charges (Figure 3-6D vs Figure 3-3D) and the overall 
dipole moment (2.5 D vs. 4.3 D in the closed-shell case) at the end of the Phase 1.  
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Figure 3-6 Open-shell gas-phase IRC profile of S-thiolation reaction with geometries, and unpaired spin 
density distributions of selected structures along the profile (A), and the evolution of: Sn–N, St–H, St–Sn 
1 32
Reaction coordinate (amu1/2 Bohr)
Ch
ar
ge
Bo
nd
 le
ng
th
 (Å
)
30.0/31.1
R
el
at
iv
e 
en
er
gy
 (k
ca
l m
ol –
1 )
7.5/8.2
31.6/31.8
31.2/31.9
S
S
H
N
O
NO
t
n
rNH
rS S t n
rS  Nn
rS Ht
H
Sn St
N
O
rS  Nn rS Ht
rS S t n
[Zi] 2.17Å
1.82Å
1.04Å
1.24Å
TS2(i95)  
2.75Å
1.71Å
1.02Å
1.25Å
Int1
2.79Å
2.49Å1.73Å
1.25Å
1.03Å
TS1(i42) 
3.50Å
2.18Å
1.73Å
1.24Å
1.04Å
∠S
 
–S
 
–N–C =16°
 t n n
∠S
 
–S
 
–N–C =43°
 t n n
∠S
 
–S
 
–N–C =55°
 t n n
∠S
 
–S
 
–N–C =74°
 t n n
µ=2.51
A
B
⟨S2 ⟩
Reaction coordinate (amu1/2 Bohr)
C
D
S
St
n
H
NO
Sp
in
 D
en
sit
y
Reaction coordinate (amu1/2 Bohr)
E
  
65 
and N–H bond lengths (B), "S2# value (C), charges of Sn, St, H, N, O atoms and NO group (D), spin 
densities (E), calculated using broken-symmetry unrestricted PBE0 (UPBE0).  
 Formation of the St–Sn bond in Phase 2 corresponds to a TS structure (TS2, 
Figure 3-6A) analogous to the single TS observed in the closed-shell case (Figure 3-3A). 
Simultaneously with the disulfide bond formation, the diradical character of the system 
collapses and the atomic spin populations (Figure 3-6E) and the "S2# values (Figure 3-6C) 
return back to zero. The intermediate structure on the right shoulder of the IRC profile 
which is formed at the end on Phase 2 is virtually the same zwitterionic structure 
observed in the closed-shell case. This structure undergoes Sn–N bond breaking in Phase 
3 which is nearly identical for both profiles.  
 The electron transfer partially mitigates the energetically unfavorable polarization 
of the reactant cluster due to the proton transfer and thus decreases the overall reaction 
barrier from 40 to 32 kcal/mol (48 to 43 kcal/mol at the ωB97XD level). However, this 
electron-coupled proton transfer (ECPT, essentially the same as the well-known proton-
coupled electron transfer mechanism, PCET),159,160 does not provide enough energetic 
relief to make the reaction feasible. Indeed, the ECPT mechanism has no effect on the 
highly charge-separated zwitterionic intermediate structure [Zi] that has a closed-shell 
character.  
3.3.1.3! Application to the Gas-Phase HSNO Chemistry 
 When this manuscript was in the final stages of preparation, Nava et al. had 
reported161 formation of thionitrous acid (HSNO) in the gas phase in a reaction between 
H2S and N2O3. Intriguingly, they observed that excess of H2S lead to decay of HSNO 
which they attributed to S-thiolation reaction:  
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HSNO + H2S ⟶ HNO + HSSH 
 This explanation, however, seems less realistic in the light of the present results, 
which suggest that unassisted gas-phase S-thiolation reactions of RSNOs are not feasible 
as they require very high activation energies. Indeed, preliminary calculations of the 
HSNO + H2S S-thiolation reaction profile (Figure 3-7) show that it follows essentially the 
same mechanism as the MeSNO + MeSH reaction and has a comparably high reaction 
barrier (~ 38 kcal mol–1). This makes the observed depletion of HSNO in the presence of 
H2S even more intriguing, as it suggests even more complex RSNO/thiol chemistry that it 
was thought.  
 
Figure 3-7 Open-shell gas-phase IRC profile with "S2# values of trans-HSNO+H2S S-thiolation reaction 
calculated with PBE0/aug-pcseg-2. 
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3.3.1.4! Multi-Reference Gas-Phase HSNO + H2S Reaction Profile 
 To further verify our conclusions regarding the feasibility of the HSNO + H2S S-
thiolation in the gas phase, we took advantage of the small size of this system and 
investigated this reaction with ab initio second-order multireference perturbation theory 
(CASPT2),105 including the recently developed explicitly correlated version, CASPT2-
F12,151 that has much better convergence with respect to the basis set size. These 
calculations are also useful to assess the quality of the broken-symmetry DFT approach 
for the S-thiolation reaction involving open-shell singlet diradical species.  
The reaction profile obtained with single-point CASPT2-F12/VTZ-F12 calculations 
along the UPBE0 IRC (abbreviated as CASPT2-F12//UPBE0) has a remarkable 
similarity with the reference UPBE0 profile (Figure 3-8A). The CASPT2-F12//UPBE0 
curve closely traces the reference UPBE0 curve; both have minima and maxima at nearly 
same positions, with one notable exception: the kink corresponding to the [Zi] 
intermediate structure on the UPBE0 curve splits into a well-formed minimum/maximum 
pair. CASPT2/AVTZ geometry optimizations (using CASPT2 analytical 
gradients)108,153,154 yielded Zi and the TS for its decomposition via Sn-N bond scission 
with ~4 kcal/mol barrier (TS3, Figure 3-8A).  
 We were also able to optimize other stationary points on the HSNO + H2S S-
thiolation profile (Figure 3-8A), with the exception of TS1 that could not be located due 
to technical difficulties, which likely arise due to rather unusual shape of the potential 
energy surface in this region, with drastically different curvatures before and after TS1.  
Remarkably, the CASPT2-optimized geometries only marginally differ from the 
corresponding UPBE0 structures. Finally, both methods paint the same picture regarding 
the nature and evolution of the diradical character in this reaction (Figure 3-8B): the 
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population of the formally unoccupied CASPT2 natural orbital (NO) no. 26 rises and falls 
synchronously with the UPBE0 "S2# value; at its maximum, the population of this NO 
reaches ~1 indicating transfer of a single electron. Moreover, both methods yield 
essentially the same distribution of the unpaired electrons (Figure 3-8B). These results 
once again support the reliability of the DFT model chemistries used in this work.   
 
Figure 3-8 Open-shell gas-phase IRC profile calculated using broken-symmetry unrestricted PBE0 (UPBE0) 
and single point CASPT2-F12/VTZ-F12//UPBE0/aug-pcseg-2 energies of trans-HSNO+H2S S-thiolation 
reaction with selected UPBE0 structures and corresponding optimized geometries with CASPT2/AVTZ (A), 
"S2# value calculated with UPBE0/aug-pcseg-2 and CASPT2-F12/VTZ-F12//UPBE0/aug-pcseg-2 natural 
orbital (NO) #26 occupation number with unpaired spin density distribution and NO #26 of structure with 
highest occupation number (B). Relative electronic energies calculated with CASPT2-F12/VTZ-
F12//CASPT2/AVTZ are shown. 
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 Highly polar nature of the intermediate structures formed in phases 1 and 2 
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reaction profiles using the implicit integral equation formalism polarizable continuum 
model (IEF-PCM, further referred to as PCM) with parameters for water and diethyl ether 
solvents (the latter used to mimic less polar protein environment162). 
 The closed-shell reaction in aqueous environment has the same single-TS profile 
as in the gas phase, with modest (5-4 kcal mol–1) decrease of the barrier height (Figure 
3-9, Table 3-1). Similar—but weaker—effect on the barrier height is observed in less 
polar diethyl ether environment (<3 kcal mol–1 decrease at the ωB97XD level). In the 
case of ECPT-facilitated open-shell reaction, the aqueous environment has a predictably 
weaker effect on the reaction barrier (1-4 kcal mol–1 decrease). The right-side shoulder on 
the IRC profile that corresponds to the zwitterionic structure formed in Phase 2 becomes 
more prominent upon transition to a polarizable environment, both for closed- and open-
shell profiles (Figure 3-9, A and B). The product complex also has open-shell character in 
gas phase and diethyl ether that arises from open-shell singlet diradical character ("S2# ~ 
0.2 with PBE0 method) of HNO molecule (Figure 3-10). 
 
Figure 3-9 PCM (water) closed-shell IRC profile (A) and open-shell IRC profile with "S2# values (B) of S-
thiolation reaction calculated with PBE0.  
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Figure 3-10 Geometries and unpaired spin density distribution of HNO molecule calculated with PBE0 and 
ωB97XD methods. 
Table 3-1 Electronic energies, enthalpies and Gibbs free energies (kcal mol–1) of unassisted S-thiolation 
reaction calculated at the ωB97XD and PBE0 level of theory in gas phase, water and diethyl ether 
solvents.[a] 
 
 
Gas Phase 
 
Water 
 
Diethyl Ether 
  
TS1 Int TS2 Prod 
 
TS1 Int TS2 Int2 TS3 Prod 
 
TS1 Int TS2 Prod 
ωB97XD 
∆E 47.6 - - 5.0 
 
42.6 - - - - 5.9 
 
44.8 - - 5.7 
∆H 48.2 - - 5.8 43.8 - - - - 6.8 45.8 - - 6.7 
∆G 52.5 - - 5.8 
 
48.5 - - - - 8.9 
 
50.5 - - 7.8 
 ∆E 39.6 - - 7.6 
 
36.0 - - - - 7.6 
 
    
PBE0 ∆H 40.4 - - 8.5 37.1 - - - - 8.7     
 ∆G 47.6 - - 10.9 
 
44.2 - - - - 11.6 
 
    
UωB97XD 
∆E 42.7[b] 32.1 33.6 5.0 
 
38.7[b] 30.7 31.4 20.9 22.0 5.9 
 
40.4[b] 31.1 31.9 5.7 
∆H  33.0 34.0 5.6 
 
 31.8 32.0 22.7 23.0 6.8 
 
 32.1 32.5 6.7 
∆G  33.5 35.2 5.4  31.2 34.9 28.0 28.3 7.5  33.6 35.3 7.4 
"S2# 0.0 1.0 0.9 0.1 
 
0.1 1.0 1.0 0.0 0.0 0.0 
 
0.4 1.0 1.0 0.0 
UPBE0 
∆E 31.6 30.0 31.2 7.5 
 
31.4 28.9 29.1 - - 7.5 
 
    
∆H 31.8 31.1 31.9 8.2 
 
30.9 30.2 29.8 - - 8.4 
 
    
∆G 35.0 35.1 36.7 9.5 36.0 34.1 35.2 - - 10.7     
"S2# 0.8 0.9 0.9 0.2 
 
0.5 0.9 0.8 - - 0.1 
 
    
[a] The empty fields correspond to values not calculated here (Diethyl ether calculations were performed 
only with ωB97XD method). [b] Electronic energy of TS1 calculated with UωB97XD corresponds to the 
electronic energy of not optimized transition state structure taken from unrestricted IRC single point 
calculations along closed shell IRC profile (Figure A-4 in the Appendix A).   
HNO-UPBE0 HNO-UωB97XD
∆E=0.4 kcal/mol ∆E=0.001 kcal/mol
1.06Å
1.19Å1.06Å 1.19Å
⟨S2⟩=0.2 ⟨S2⟩=0.01
1.06Å
1.19Å
1.05Å
1.19Å
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3.3.2! Water-Assisted Mechanism 
 The ECPT mechanism and a polarizable environment partially mitigate the 
energetic penalty due to the large charge separation in the reactant cluster in phases 1 and 
2. However, the other factor leading to the high reaction barrier—the asynchronicity of 
the St to N proton transfer and the St–Sn bond formation—remains. This asynchronicity 
arises because the proton transfer requires the St atom to be in-plane with the –SNO 
group, while the nucleophilic attack at the Sn atom requires the St atom to be above the 
plane. The disulfide bond formation can be made simultaneous with the proton transfer 
by a proton shuttle via water molecule(s), which are usually abundant in the biological 
environment.  
 
3.3.2.1! One Water Molecule Assistance 
 In the gas phase, addition of a water molecule to assist the thiol-to-nitrogen proton 
transfer enables synchronization of the disulfide bond formation and the proton transfer 
steps, i.e. merging of Phase 1 and Phase 2. The single TS structure on the reaction profile 
(Figure 3-11A) corresponds to the combined Phase 1+2 that ends with formation of the 
zwitterionic intermediate [Zi] structure. This structure—which corresponds to a 
prominent shoulder on the IRC profile—transforms into the products via the Sn–N bond 
scission in Phase 3.  
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Figure 3-11 Gas-phase closed-shell (A) and open-shell (B) IRC profiles of S-thiolation reaction assisted by 
water molecule calculated with PBE0.  
 Synchronization of Phase 1 and Phase 2 causes 5-6 kcal mol–1 decrease of the 
overall barrier for the closed-shell profile relative to the 'dry' reaction (33 vs. 40 kcal mol–
1, Table 3-1 and Table 3-2). It also decreases the energetic penalty of proton transfer and 
thus decreases the degree of the concomitant electron transfer in the open-shell case. The 
open-shell profile is remarkably similar to the closed-shell case (Figure 3-11B), with the 
barrier only 1.3 kcal mol–1 lower, although there is still a significant diradical character 
that develops in the TS region and collapses when the [Zi] structure forms at the end of 
the combined Phase 1+2. 
 Transition into a polar environment (Figure 3-12A) modifies the reaction profile 
by separating phases 1 and 2. The single TS structure then corresponds to the proton 
transfer through the assisting water molecule. The disulfide bond formation in Phase 2 
occurs as the system descends down from the TS region and leads to the zwitterionic 
1+2 3 1+2 3
R
el
at
iv
e 
en
er
gy
, k
ca
l/m
ol
Reaction coordinate, amu1/2Bohr
TS-1w-cs
(i1139)
 
5.7/6.8
33.2/30.3
TS-1w-os
(i1539) 
4.9/5.8
31.9/28.6
Reaction coordinate, amu1/2Bohr
⟨S2 ⟩
2.94Å
1.66Å
1.24Å
1.26Å 1.09Å
1.83Å
1.23Å
∠S
 
–S
 
–N–C =71°
 t n n
∠S
 
–S
 
–N–C =67°
 t n n
3.04Å
1.69Å
1.28Å
1.21Å 1.11Å
1.79Å
1.23Å
2.25Å
1.78Å
1.04Å1.24Å
∠S
 
–S
 
–N–C =80°
 t n n
[Zi]
A B
  
73 
intermediate Zi. Interestingly, in PCM water the shoulder corresponding to [Zi] in the gas 
phase develops into a very shallow minimum separated from the products by a tiny 
barrier (~0.1 kcal mol–1) below the ZPE level. Broken-symmetry open-shell calculations 
again demonstrate some diradical character, which emerges during the proton transfer in 
Phase 1 and collapses at the end of Phase 2 (Figure 3-12B). However, this has a minimal 
effect on the barrier height (28.3 kcal mol–1 vs. 28.8 kcal mol–1 in the closed-shell case). 
Table 3-2 Electronic energies, enthalpies and Gibbs free energies (kcal mol–1) of S-thiolation reaction with 
one explicit water molecule calculated at the ωB97XD and PBE0 level of theory in the gas phase, water, 
and diethyl ether[a] 
 
 
Gas Phase 
 
Water 
 
Diethyl Ether 
  
TS1 Prod 
 
TS1 Int TS2 Prod 
 
TS1 Prod 
ωB97XD 
∆E 42.2 5.6 
 
33.7 21.0 22.5 5.5 
 
36.4 4.9 
∆H 40.4 7.5 34.6 23.0 23.5 6.7 36.7 6.0 
∆G 43.9 6.6 
 
40.8 26.5 28.1 6.5 
 
43.0 5.8 
 
∆E 33.2 5.7 
 
28.8 17.9 18.0 7.0 
 
  
PBE0 ∆H 30.3 6.8 28.9 19.7 19.0 8.0   
 
∆G 37.0 7.4 
 
36.3 24.8 24.5 7.4 
 
  
UωB97XD 
∆E 40.8 5.6 
 
33.0 21.0 22.5 7.0 
 
35.8 5.0 
∆H 38.1 7.5 
 
32.3 23.0 23.5 6.5 
 
34.2 6.0 
∆G 41.4 6.6 31.9 26.5 28.0 6.1 40.3 6.2 
"S2# 0.4 0.0 
 
0.2 0.0 0.0 0.1 
 
0.1 0.1 
UPBE0 
∆E 31.9 4.9 
 
28.3 17.9 18.0 6.2 
 
  
∆H 28.5 5.8 
 
27.0 19.7 19.0 7.1 
 
  
∆G 34.5 6.7 33.6 24.8 24.5 8.2   
"S2# 0.3 0.0 
 
0.1 0.0 0.0 0.3 
 
  
[a] The empty fields correspond to values not calculated here (Diethyl ether calculations were performed 
only with ωB97XD method). 
  
74 
 
Figure 3-12 PCM (water) closed-shell IRC profile (A) and open-shell IRC profile with "S2# values (B) of S-
thiolation reaction assisted by water molecule calculated with PBE0. Relative electronic energies/enthalpies 
are shown 
3.3.2.2! Assistance by Two Water Molecules 
 Using a proton bridge made of two water molecules (Figure 3-13A) further 
decreases the barrier of the gas-phase reaction by 11 kcal mol–1. In this case, too, Phase 1 
and Phase 2 occur simultaneously. The diracical character observed in the case of the 
open-shell profile is further decreased (maximum value of "S2# ~0.5 vs ~0.7 in the single-
water case), and does not affect the barrier height. Now, even in the gas phase the 
zwitterionic intermediate develops into a plateau/very shallow minimum on the IRC 
profile (Figure 3-13B).  
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Figure 3-13 Gas-phase closed-shell (A) and open-shell (B) IRC profiles of S-thiolation reaction assisted by 
two water molecules calculated with PBE0. 
 Finally, transition from the gas phase into polarizable aqueous environment 
(Figure 3-14) not only decreases the reaction barrier by 4.3 kcal mol–1 (7.6 kcal mol–1 
with ωB97XD) and stabilizes the zwitterionic intermediate, but also eliminates the partial 
electron transfer from the thiol to the RSNO molecule. All structures calculated along the 
closed-shell profile do not demonstrate RHF!UHF instability, and broken-symmetry 
open-shell calculations for these structures collapse to the closed-shell solutions. In the 
case of a less polar diethyl ether solvent, which mimics protein environment, the barrier 
height is roughly in between the barriers in the gas phase and aqueous solution (Table 3-3, 
Figure A-3 and Figure A-5 in the Appendix A). However, even this less polar 
environment is sufficient to stabilize the charge-separated intermediate structures and 
eliminate any contribution from the open-shell ECPT mechanism. 
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Figure 3-14 PCM (water) IRC profile of S-thiolation reaction assisted by two water molecules calculated 
with PBE0. Relative electronic energies/enthalpies are shown. 
Table 3-3 Electronic energies, enthalpies and Gibbs free energies (kcal mol–1)  of S-thiolation reaction with 
two explicit water molecules calculated with ωB97XD/aug-pcseg-2 and PBE0/aug-pcseg-2 level of theory 
in gas phase, water and diethyl ether solvents and with mPW2PLYPD/aug-pcseg-1 in water. 
 
 
Gas Phase 
 
Water 
 
Diethyl Ether 
  
TS1 Int TS2 Prod 
 
TS1 Int TS2 Prod 
 
TS1 Int TS2 Prod 
ωB97XD 
∆E 36.6 - - 4.4 
 
29.0 19.1 20.6 5.4 
 
32.7 21.5 21.9 5.0 
∆H 32.8 - - 5.3 27.3 21.2 21.8 6.6 30.1 23.6 22.9 5.9 
∆G 39.5 - - 5.8 
 
32.1 25.8 26.4 6.0 
 
35.9 27.2 27.3 5.8 
 
∆E 28.4 - - 7.0 
 
24.1 14.7 15.3 7.0 
 
25.4 14.8 15.0 6.3 
PBE0 ∆H 24.4 - - 8.0 21.9 16.6 16.4 8.1 22.5 16.6 16.2 7.3 
 
∆G 31.5 - - 9.0 
 
30.4 23.9 23.9 8.2 
 
31.3 23.1 23.3 7.1 
UωB97XD 
∆E 36.5 21.0 21.1 4.3 
 
        
∆H 32.6 22.8 22.3 5.4 
 
         
∆G 39.6 26.7 27.1 6.6          
"S2# 0.1 0.5 0.3 0.1 
 
         
UPBE0 
∆E 28.4 15.3 15.4 6.4 
 
         
∆H 24.2 16.9 16.4 7.2 
 
         
∆G 31.1 21.4 21.5 7.1          
"S2# 0.0 0.2 0.2 0.3 
 
         
mPW2PLYPD 
∆E     
 
27.5 18.5 19.3 5.9 
 
    
∆H     25.5 20.5 20.6 7.3     
∆G     
 
32.7 25.4 25.6 9.3 
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 Thus, combination of the water-assisted proton transfer and stabilization of the 
polar/charge separated species along the reaction profile is able to decrease the barrier of 
the thiolation reaction by >10 kcal/mol. This brings the reaction barrier below the S–N 
bond BDE (~30 kcal/mol), suggesting that the thiolation pathway of RSNO-thiol reaction 
is indeed feasible at physiological conditions. At the PBE0 level, the enthalpic barrier for 
the two-water molecule assisted thiolation in PCM water is 22 kcal/mol, well below 
BDE(S–N), while the ωB97XD value is somewhat higher, 27 kcal/mol. Considering that 
global hybrid functionals with small contribution of the Hartree-Fock exchange, such as 
PBE0 (25% HF exchange), tend to underestimate barrier heights, the former value is best 
considered as the lower estimate.  
 To get a better feel for the activation barrier of the thiolation reaction in aqueous 
environment, we recalculated the profile for the reaction assisted by two water molecules 
using double-hybrid functional mPW2PLYPD (Figure A-6), which has been found to 
provide very good description of RSNO properties.140 These calculations yield a profile 
very similar to PBE0 and ωB97XD, with the predicted enthalpic barrier roughly in 
between, ~25 kcal/mol. 
3.3.3! The Nature of the Zwitterionic Intermediate 
 Formation of intermediates or products with trivalent, sulfonium-like sulfur 
appears to be common for the reactions that originate from the antagonistic structure D, 
which implies a trivalent sulfur atom with positive formal charge (Figure 3-2). For 
instance, 1,3-dipolar cycloaddition reactions of RSNOs have been predicted to yield 
sulfonium ylide like products163 (scheme on Figure 3-15A), while sulfur-directed 
hydrolysis of O-protonated RSNO has been predicted to proceed through a zwitterionic 
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intermediate135 (scheme on Figure 3-15B) which is very similar to the zwitterionic 
intermediate of the thiolation reaction reported here. 
 
Figure 3-15 Sulfonium-Like Products and Intermediates of RSNO Reactions Promoted by the Antagonistic 
Resonance Structure D: 1,3-dipolar cycloaddition163 (A), Hydrolysis of O-Protonated RSNO135 (B) 
 In the unassisted gas-phase thiolation reaction, the zwitterionic structure does not 
correspond to a stationary point on the PES and is only discernable as a small shoulder on 
the IRC profile (Figure 3-3A). This shoulder becomes more prominent and eventually 
develops into a shallow minimum plus a small barrier that corresponds to the S–N bond 
scission in Phase 3. However, in the calculated profiles (e.g. Figure 3-14) the height of 
this barrier (0.1-0.8 kcal mol–1) is below the ZPE level, and the calculated TS structure 
has actually a lower enthalpy than the Zi structure.  
 However, the charge-separated nature of the Zi structure—in particular, the large 
concentration of the negative charge at the oxygen atom, as evidenced by the electrostatic 
potential map (Figure 3-3A)—suggests that this intermediate can be made more stable by 
specific interactions stabilizing the excess negative charge at the oxygen atom. Indeed, 
addition of a water molecule which is directly hydrogen-bonded to the oxygen atom 
makes the Zi structure an extremely shallow local energy minimum (the energetic barrier 
for its decomposition is only 0.3 kcal mol–1, Figure 3-16A). Addition of a second water 
molecule hydrogen-bonded to the oxygen atom leads to non-negligible energetic as well 
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as enthalpic barriers (2 and 1.2 kcal mol–1, respectively). Transition into PCM water 
significantly stabilizes both single- and double-solvated structures (Figure 3-16, C-E), 
leading to a sufficiently large decomposition barrier (up to 5 kcal mol–1) 
 
Figure 3-16 Zwitterionic intermediate Zi geometry and NRT structures calculated with one water molecule 
coordinated at oxygen in gas phase (A), with two water molecules coordinated at oxygen in gas phase (B), 
with one water molecule coordinated at oxygen in PCM water (C), with two water molecules coordinated at 
oxygen in PCM water (D), and with three water molecules coordinated at oxygen in PCM water (E); Zi 
structure, its unpaired spin density distribution, and % and & NRT structures from the open-shell gas-phase 
profile assisted by two water molecules (F). 
 Natural Resonance Theory (NRT) analysis suggests three main resonance 
components of Zi electronic structure (Figure 3-16). The main contribution is from the 
zwitterionic structure MeSS+(Me)N(H)O– with a sulfonium-like positively charged 
trivalent sulfur atom and a negatively charged oxygen atom  (>55%), while the two minor 
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components correspond to RSSN/HNO pair (5-15%) and an ion pair of a thiolate and the 
N-protonated structure D of RSNO (~10%). Stabilization of the Zi structure by addition 
of water molecules hydrogen-bonded to the oxygen atom, as well as transition from the 
gas phase to PCM water increases the contribution of the main zwitterionic structure at 
the expense of the non-bonded resonance structures (Figure 3-16 A–E).  
 Interestingly, the Zi structure that corresponds to the extremely shallow minimum 
on the open-shell profile of the two-water assisted reaction in the gas phase (Figure 
3-13B) has some diradical character  ("S2# ~0.2). In this case, the water dimer interacts 
with the intermediate via hydrogen bonding to the proton at the N atom and to the St atom 
(the latter acts as a weak hydrogen bond acceptor). These interactions are much less 
effective at stabilizing the Zi intermediate compared to hydrogen bonding to the oxygen 
atom (0.1 kcal/mol vs 2 kcal/mol S–N bond scission barriers, respectively). Therefore, 
this structure retains some of the diradical character which mitigates the charge 
separation unfavorable in the gas phase. NRT analysis is complicated in the open-shell 
cases such as this, because it yields two sets of resonance structures, one for % and 
another for & electrons. Unlike the close-shell cases, in the resulting separate % and & 
resonance structures the bonds and lone pairs correspond to a single electron not an 
electron pair. For the open-shell Zi stucture (Figure 3-16F), the three leading & electron 
resonance structures are the same as for the more stable closed-shell forms (Figure 3-16, 
A–E), although the contribution of the thiolate/protonated D RSNO pair is larger (15%) 
at the expense of the main zwitterionic structure (50%). On the other hand, the 
zwitterionic resonance structure is not even among the leading % electron resonance 
structures. Instead, the two main resonance structures correspond to the 
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thiolate/protonated RSNO pairs (50% and 20% protonated S and D resonance structures, 
respectively), plus the RSSR/HNO pair (7%).  
 Importantly, stabilization of the zwitterionic intermediate is expected to also 
decrease the S-thiolation reaction barrier. Indeed, addition of three spectator water 
molecules hydrogen-bonded to the RSNO oxygen not only lowers the relative energy of 
Zi by ~15 kcal mol–1 making it isoenergetic with the reactant cluster (∆E=-0.3 kcal mol-1), 
and also decreases the main reaction barrier in Phase 1+2 by 7 kcal mol–1(∆E‡=17.4 kcal 
mol-1) while expectedly increasing the Zi decomposition barrier in Phase 3 from 
negligible to ~4 kcal mol–1 (Figure 3-17). 
 
Figure 3-17 PCM (water) IRC profile of S-thiolation reaction assisted by two water molecules calculated 
with PBE0/aug-pcseg-2; two water serves as a proton shuttle and another three waters coordinated at 
oxygen atom stabilize polar intermediate structure. Relative electronic energies/enthalpies are shown. 
 Furthermore, coordination of a strong Lewis acid, such as boron trifluoride, BF3, 
at the RSNO oxygen atom can dramatically alter S-thiolation reaction profile. According 
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to our calculations, O-coordination of BF3 decreases the barrier in Phase 1+2 by ~16 kcal 
mol–1 (~6 kcal mol–1 vs ~22 kcal mol–1 calculated with PBE0/aug-pcseg-1, Figure 3-18), 
and stabilizes the zwitterionic intermediate to the degree its formation becomes ~10 kcal 
mol–1 exothermic. This stabilization of Zi causes the reaction to stop before Phase 3, as 
the S–N bond scission with formation of HNO and RSSR becomes possible only after 
removal of the Lewis acid.  
 
Figure 3-18 PCM (water) IRC profile of MeSNOBF3 + MeSH S-thiolation reaction assisted by two water 
molecules calculated with PBE0/aug-pcseg-1 (The corresponding barrier of S-thiolation reaction assisted 
by two water molecules calculated with PBE0/aug-pcseg-1 is 24.4/21.9 kcal/mol); Lewis acid (BF3) 
coordinated at oxygen atom greatly stabilizes polar intermediate structure, and significantly decreases 
activation barrier.  
! Summary 
 This computational investigation of S-thiolation reaction between the MeSNO 
and MeSH model molecules provides a number of insights into the mechanism of this 
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potentially important but poorly understood reaction. The main mechanistic features of 
this reaction can be understood in terms of three major mechanistic phases (Figure 3-4). 
First, N-protonation of the RSNO should occur via proton transfer from the thiol  (Phase 
1). N-Protonation promotes the zwitterionic resonance structure RS+=N–O–, thus 
increasing electrophilicity of the RSNO sulfur and nucleophilicity of the thiol sulfur. 
Then, the thiol sulfur needs to move out of the plane to be able to start the nucleophilic 
attack at the RSNO sulfur atom in order to form a disulfide bond (Phase 2). Interestingly, 
formation of the disulfide bond does not occur synchronously with breaking of the S–N 
bond. Rather, the reaction goes through formation of a charge separated intermediate 
structure Zi which is best described as a zwitterion with a tri-coordinated sulfur atom, 
MeSS+(Me)N(H)O–. Finally, the S–N bond scission should occur to release HNO 
molecule (Phase 3).  
 Asynchronisity of the proton transfer and the disulfide bond formation makes the 
barrier for unassisted S-thiolation prohibitively high (>40 kcal mol–1). Unassisted 
reaction is particularly unlikely in the gas phase, where charge separation due to proton 
transfer is highly unfavorable. Therefore, S-thiolation of HSNO by H2S recently 
hypothesized to be responsible for the decay of gas-phase HSNO in the presence of H2S 
gas161 appears to be highly unlikely. 
 However, the reaction barrier can significantly decrease (by ~20 kcal mol–1) in 
aqueous environment, where proton shuttle via water molecules assists thiol to RSNO 
proton transfer that now can occur simultaneously with the S–S bond formation. The 
barrier is further decreased in solution because the charge-separated intermediate 
structure Zi becomes stabilized by the polar solvent. Stabilization of the negative charge 
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on the oxygen atom in this metastable structure, MeSS+(Me)N(H)O–, is especially 
efficient in driving down the reaction barrier.  
 The mechanistic features of S-thiolation revealed in this study indicate that this 
reaction can easily lend itself to efficient enzymatic catalysis, which may involve a 
combination of promoting the zwitterionic resonance structure RS+=N–O–, facilitating N-
protonation of RSNO and deprotonation of the thiol, stabilization of the Zi intermediate, 
etc. Therefore, although S-thiolation is usually not competitive with trans-S-nitrosation, 
the alternative pathway of thiol-RSNO reaction, this reaction still may be a possible route 
of endogenous HNO production (as well as protein S-glutathionilation and/or S-
sulfhydration). 
 Finally, our results suggest that by using a sufficiently strong Lewis acid (such as 
BF3) it may be possible to dramatically decrease the S-thiolation reaction barrier and 
experimentally produce stable O-coordinated Zi species. Also, it maybe envisioned that a 
(temporary) stable Zi-type species may be produced in the protein environment. These 
intriguing possibilities underscore the complexity and richness of the RSNO chemistry 
that will undoubtedly play a role in the chemical biology of these fascinating species. 
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4.! Thiol/Carboxylic Acid pKa Inversion 
! Introduction 
 Relative acidity of Bronsted acids, usually quantified by their pKa values, is the 
central for their reactivity in organic and biochemical reactions.164 Among the amino acid 
side chains only carboxyl group of aspartic and glutamic acids, have pKa values that are 
less than neutral pH, and therefore exist in anionic form most of the time. Cysteine, 
another amino acid with acidic properties, generally has much higher pKa values ca. 
8.3.165 However, one of the most versatile amino acids groups, cysteine thiol group, can 
reach much lower pKa values depending on the protein environment, hydrogen bonding 
in particular.27,166 For instance, the recent publications report a dramatic pKa value 
lowering of a cysteine side chain (to ~5.4 pKa) in catalytic site of protein deglycase DJ-1 
in the presence of a proximal carboxyl group of glutamic acid (Figure 4-1).167 Moreover, 
analysis of the X-ray crystal structure of DJ-1 further supports that thiolate accepts a 
hydrogen bond from a protonated glutamic acid side chain. Similarly, elevated pKa of 
aspartate amino acid (6.1 pKa) in Mtu RecA intein was found to be coupled to the 
depressed pKa of neighboring cysteine residue (7.5 pKa) and involved in the mechanism 
of protein splicing.168 
 
Figure 4-1 Scheme of ionized Cys 106 hydrogen bonded to protonated Glu 18 observed in DJ-1 protein.  
Cys 106
S H O
C
O
Glu 18
1.21 Å
1.30 Å
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 One may wonder what is the chemical origin of this intriguing phenomenon of 
pKa inversion, and whether it is a result of the specific protein environment or it could be 
a general phenomenon relevant not only in protein chemistry but in organic chemistry in 
general. While it is known that the protonated state is more favorable in the molecules 
with higher pKa, here we discuss in details the pKa inversion effect that was observed 
between thiol group of cysteine and carboxyl group of Asp/Glu. We first study the 
presence of this effect in the model system and simple organic molecules, then we 
investigate how the acidity of different carboxylic acids affects the carboxylic acid-thiol 
pKa inversion and demonstrate the origins of this phenomenon. 
! Computational Details 
 The electronic structure calculations of reactants, products and transition states 
(TSs) were performed with Gaussian 09 package.113 The molecular geometries was 
optimized with Perdew-Burke-Ernzenhof hybrid functional (PBE0)110,111 with “UltraFine” 
integration grid as defined in Gaussian. Segmented polarization consistent double- and 
triple- ζ basis sets (aug-pcseg-1 and aug-pcseg-2) by Jensen, obtained from the EMSL 
Basis Set Exchange Database have been used.142 Solvent effects were included using the 
implicit integral equation formalism polarizable continuum model (IEF-PCM) with 
dichloromethane (CH2Cl2) and water parameters.118 The geometry optimization was 
performed in redundant internal coordinates with the default convergence criteria 
(4.5×10-4 and 1.0×10-6 for the component of gradient and energy change respectively). 
Transition states have been fully characterized as first-order saddle points on the potential 
energy surface (PES), and their chemical nature has been verified using intrinsic reaction 
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coordinate (IRC) reaction path calculations116,117 with step size ranging from 0.1 to 0.15 
amu1/2Bohr (the default step is 0.1 amu1/2Bohr) and with local quadratic approximation 
(LQA)146,147 for the predictor step. Enthalpies, zero point energy (ZPE) corrections and 
Gibbs free energies were calculated from harmonic vibrational frequencies in Gaussian 
09 without scaling factor. Natural bond orbital (NBO) analysis was performed using 
NBO 5.9.149 NBO orbitals were visualized with Jmol 13.0150 with isosurface absolute 
value 0.007. 
! Results and Discussion 
4.3.1! Carboxylic Acid-Thiol Pair: A Model System 
 To investigate whether the pKa inversion is affected by specific protein 
environment or is a general phenomenon, we performed density functional theory 
modeling of the proton transfer in the model acetic acid/methyl thiol ionized pair in the 
gas phase and polarizable continuum model (PCM). These calculations show (Figure 4-2) 
that when taken separately, carboxylic acid anion and neutral thiol are lower in energy 
than a neutral carboxylic acid and thiolate (by 6.8 kcal/mol in the gas phase, 3.6 kcal/mol 
in water, shown as expected ∆E in Figure 4-2), as expected from their accepted pKa 
values. However, when allowed to form a hydrogen-bonded dimer, the carboxylic 
acid/thiolate pair is 2.1/0.3 kcal/mol (water/gas, shown as actual ∆E) lower than the 
dimer with a “traditional” ionization states, that is carboxylate plus neutral thiol. 
Moreover, the electronic energy barrier for the proton transfer from thiol to the 
carboxylate is only 0.5/0.1 kcal/mol (water/gas), which is below the zero-point 
vibrational energy level, suggesting essentially barrierless process. Considering the 
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quantum nature of a proton, it is likely that it is significantly delocalized between the 
oxygen and the sulfur atom, with a certain preference to the oxygen. 
 
Figure 4-2 PCM (water) energetic profile for reaction of proton transfer from thiol to acetate calculated 
with PBE/aug-pcseg-1. Relative electronic energies/electronic energy + ZPE are shown, distances are given 
in angstroms. 
 Therefore, it appears that the inversion of acidic properties in the carboxylic 
acid/thiol pair is a general phenomenon applicable not only in the context of the protein 
environment. It is therefore expected that organic molecules that contain carboxylic and 
thiol moieties can demonstrate the same behavior.  
4.3.2! Intramolecular Proton Transfer in Ionized Carboxylic Acid-Thiol Pairs 
 We further computationally investigate the pKa inversion on the example of 
organic molecules that contain both carboxyl and thiol groups. One of them is 
thioglycolic acid, which has numerous applications in the form of the monosodium salt, 
where it acts as a reducing agent. For example, it is a useful reagent for reducing the 
disulfide bonds in proteins, including the hair protein keratin. Thioglycolic acid, with 
1.35 1.54
1.411.70 1.971.04
+ +
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germinal carboxylic and thiol groups, has 3.8 and 9.3 pKa values reported in the literature, 
ascribed to the deprotonation of the –COOH and –SH groups, respectively.169 
 
However, considering the discovered pKa inversion effect we decided to examine these 
assumptions by computationally investigating the possible forms of the thioglycolic acid 
anion. 
 Our calculations of singly ionized thioglycolic acid demonstrate that the lowest 
energy form has a protonated carboxylate and anionic thiolate, whereas the form with 
"traditional" ionization pattern is 2.4 kcal/mol in PCM(water) higher in energy (Figure 
4-3). Decreasing of solvent polarity to dichloromethane (CH2Cl2) stabilizes the thiolate 
form by 2.8 kcal/mol, while switching to the gas phase stabilizes the thiolate form even 
more, 4.7 kcal/mol. The gas-phase proton transfer barrier of 0.3 kcal/mol is similar to the 
one calculated for separate carboxylic acid and thiol, which is below the zero-point 
vibrational energy level. In the polarizable medium it is slightly higher, 2.2 and 2.7 
kcal/mol in dichloromethane and water, respectively, and less than 2 kcal/mol when 
considering zero-point corrected energy in both cases. Therefore, contrary to the 
chemical intuition, the thioglycolic acid mono anion is expected to have a significant 
thiolate character, which undoubtedly affects its chemical reactions, including the 
reduction. It is also consistent with the fact that thioglycolic acid is a full pKa unit more 
acidic than acetic acid: it is likely that energy lowering due to the proton transfer from 
thiol to carboxylate (more than 2 kcal/mol) stabilizes the thioglycolic anion relatively to 
the acetate. 
OH
O
HS
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Figure 4-3 PCM (water) IRC profiles of reaction of proton transfer from thiol sulfur to carboxylate oxygen 
calculated with PBE)/aug-pcseg-1 in gas (red), dichloromethane (green) and water (blue) with geometries 
of reactant, product and transition state calculated in dichloromethane. Relative electronic 
energies/electronic energy + ZPE are shown. 
 Another example of an organic molecule with both thiol and carboxylic acid 
functionalities is thiosalicylic acid, which is widely used in organic synthesis. 
 
It has a single reported pKa of 3.5 ascribed to the deprotonation of carboxylic acid 
group.170 It may seem that as in the case of thioglycolic acid anion, thiosalicylic acid 
anion may exists in solution in both thiolate/carboxylic acid form with the proton 
delocalized in between (Figure 4-4A) and thiol/carboxylate form (Figure 4-4B). However, 
our calculations suggest that thiosalicylic acid anion exists only as thiolate form (Figure 
4-4A) and the next lowest energy (10.6 kcal/mol difference) structure having the 
hydrogen pointed outside of carboxylate oxygen (Figure 4-4C). This difference in our 
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observations between thiosalicylic and thioglycolic acids anions seems reasonable in the 
light that the pKa of thiophenol group of 6.6 is more acidic than alkyl thiol of ~10 pKa. 
 
Figure 4-4 Thiosalysilic acid anion structures: the lowest energy anion (A), nonexistent structure that 
always converges to structure A (B), and the next lowest energy anion 10.6 kcal/mol higher in energy than 
structure A (C) calculated in PCM(water) with PBE0/aug-pcseg-2. 
4.3.3! Intermolecular Proton Transfer in Ionized Carboxylic Acid-Thiol Pairs 
 To understand the scope and the origins of the thiolate stabilization in the 
presence of carboxylic group, we next investigate the proton transfer in a series of model 
hydrogen-bonded complexes formed by ionized pair of methyl thiol CH3SH and different 
carboxylic acids with various pKa values (2.4–5.2 pKa range, Figure 4-5). The 
calculations showed that for weaker carboxylic acids with pKa > ~4 the form with 
protonated carboxylic acid and ionized thiol, RCOOH⋯–SR, is more energetically 
favorable than the form with hydrogen-bonded carboxylate-thiol complex, RCOO–⋯HSR. 
On the other hand, in the case of the stronger carboxylic acids the effect seems to 
disappear, since they give preference to the carboxylate-thiol form.  
     E/E+ZPE
10.6/9.4 kcal/mol
1.89
1.02
1.35A B C
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Figure 4-5 PCM (water) energetic profiles for reactions of proton transfer from thiol sulfur to carboxylate 
oxygen along the change of SH bond calculated with PBE0/aug-pcseg-1. The X axis represents a 
percentage of SH bond length relative to the sum of SH and OH bond lengths. The black dot corresponds to 
transition state structure. 
 To quantify the effect of thiol on the acidity of carboxylic acids, we calculate the 
difference (∆∆E) between the electronic energy (or free energy) of proton transfer from 
CH3SH to the carboxylate when separated (expected ∆E/∆G) and in the hydrogen-bonded 
complex (actual ∆E/∆G) as demonstrated on Figure 4-2: 
      "#$"%&"'(∆* = * ,-. + ,0112 − * ,-2 + ,011.         (1) 
           4%&546(∆* = * ,-.⋯ 110,2 − * ,-2 ⋯.110,         (2) 
     ∆∆* = "#$"%&"'(∆* − 4%&546(∆*           (3) 
Alternatively, ∆∆E can be viewed as the difference between energies of hydrogen-bonded 
RSH⋯–OOCR and RS–⋯HOOCR complexes: ∆∆* = * ,-. + * ,0112 − * ,-.⋯ 110,2 − 
     −* ,-2 + * ,011. − * ,-2 ⋯.110,         (4) 
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 These calculations show that the ∆∆G values linearly increase with decreasing 
carboxylic acid pKa (Figure 4-6). Thus, counterintuitively, the thiol/thiolate effect on the 
carboxylic acid pKa actually increases with increasing RCOOH acidity. Although the 
effect is not strong enough to make the 'inverse' RS–/RCOOH form lower in energy than 
the 'traditional' RSH/RCOO– form, the relative pKa shift is actually larger for stronger 
carboxylic acids.  
 
Figure 4-6 ∆∆G effect for reaction of proton transfer from thiol sulfur to carboxylate oxygen without 
assistance of water molecule (blue) and with assistance of water molecule (red) calculated with PBE0/aug-
pcseg-1 in PCM(water) plotted against experimental pKa.  
 Clearly, pKa shift/inversion in the interacting thiol-carboxylic acid pair is related 
to the relative strength of hydrogen bonding in RSH⋯–OOCR vs. RS–⋯HOOCR 
complexes (eq. 4). The latter is stronger than the former, so in the case of weaker 
carboxylic acids the stabilization due to –S–⋯HOOC– hydrogen bonding is sufficient to 
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overcome the energetic penalty of transferring a proton from a weaker acid (thiol) to a 
conjugate base of the stronger acid.  
 To rationalize why the RS–⋯HOOCR hydrogen bond is much stronger than the 
RSH⋯–OOCR hydrogen bond, we resort to Natural Bond Orbital (NBO) methodology. 
171  
 The perturbation theory of NBO donor-acceptor interactions allows calculation of 
second order correction energy ∆Eij(2) or the stabilization energy due to perturbation 
(mixing) between occupied donor and vacant acceptor orbitals that can be expressed in 
the following equation:  
      ∆*78(:) = −<7 =>? @A?2A>           (5) 
where ɛi is energy of unperturbed occupied orbital (bonding or lone pair orbital), ɛj is 
energy of unperturbed vacant orbital (antibonding orbital such as B*,(π*), qi is the 
occupancy of the orbital, Fij is Fock element, square of which, |Fij|2 is proportional to the 
overlap between orbitals. The schematic perturbation diagram for doubly occupied donor 
orbital i interacting with vacant orbital j is demonstrated on Figure 4-7. In the presence of 
a perturbation these levels mix and split to become the final perturbed lower energy level 
ɛ– and higher energy ɛ+. Because only two electrons are involed in this interaction, the 
only lower perturbed energy level is occupied, resulting in overall energy lowering or 
stabilization energy ∆Eij(2). Thus, the closer the energy between occupied and vacant 
orbital (denominator difference term in eq. 5), the lower is the perturbed level. Besides 
that, stabilization energy depends on the Fock element, which is proportional to overlap 
between orbitals. 
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Figure 4-7 Schematic perturbation diagram for doubly occupied donor orbital i interacting with vacant 
orbital j. 
 We conduct a detailed second order NBO perturbation analysis on the nature of 
hydrogen bonding in the same set of complexes as in Figure 4-5. This investigation 
demonstrates that the energy of the donor-acceptor orbital interaction n(S–) → σ*(H–O) 
in RS–⋯HOOCR hydrogen bonded complexes increases with increasing of ∆∆E effect 
(Figure 4-8A). At the same time, n(O–) → σ*(H–S) interaction in the complexes with 
'traditional' protonation states, i.e. RSH⋯–OOCR (Figure 4-8B) decreases with increasing 
∆∆E effect. For example, the largest difference is observed for the complex with highest 
∆∆E effect, cyanoacetic acid (C3H3NO2, 2.43 pKa and ∆∆E=9.9 kcal/mol). Its donor-
acceptor orbital interaction energy of n(S–) → σ*(H–O) of 97 kcal/mol is about 6 times 
stronger than for n(O–) → σ*(H–S) interaction of 17 kcal/mol. Among the smallest 
stabilization energies, complex with acetic acid (∆∆E = 5.7 kcal/mol) has donor-acceptor 
orbital interaction energy of n(S–) → σ*(H–O) (60 kcal/mol) twice as much as for n(O–) 
→ σ*(H–S) interaction (29.0 kcal/mol). 
∆εij
∆Eij
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Figure 4-8 The energy of the donor-acceptor orbital interaction vs. different carboxylic acids ∆∆E effect for 
(n(S–) → σ*(H–O) in RS–⋯HOOCR,  hydrogen bonded complexes (B), for n(O–) → σ*(H–S) in RSH⋯–
OOCR hydrogen bonded complexes(A); Fock element of the donor-acceptor orbital interaction vs. different 
carboxylic acids ∆∆E effect for (n(S–) → σ*(H–O) in RS–⋯HOOCR,  hydrogen bonded complexes (C), for 
n(O–) → σ*(H–S) in RSH⋯-OOCR hydrogen bonded complexes(D). 
 In order identify what controls the observed greater stabilization of (n(S–) → 
σ*(H–O) interaction in RS–⋯HOOCR as compared with n(O–) → σ*(H–S) in RSH⋯-
OOCR, we refer to the constituents of the stabilization energy ∆Eij as defined in eq. 5. In 
this context, we note that while the energy difference between the occupied and vacant 
orbitals ∆ɛij remains unchanged for different pairs of RS–⋯HOOCR and RSH⋯-OOCR, 
A
C
B
D
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the Fock element Fij is higher for RS–⋯HOOCR than for corresponding RSH⋯–OOCR 
hydrogen bonded complexes. Interestingly, the Fock element linearly increases for RS–⋯HOOCR complexes and decreases for RSH⋯–OOCR, with increasing ∆∆E effect 
(Figure 4-8 C, D). For example, the RS–⋯HOOCR complex of acetic acid and thiolate 
has donor-acceptor orbital interaction energy of n(S–) → σ*(H–O) (60 kcal/mol) twice 
higher than for n(O–) → σ*(H–S) interaction (29 kcal/mol) in RSH⋯–OOCR mainly due 
to twice higher corresponding Fock element (0.2 vs. 0.1). The fact that |Fij|2 is 
proportional to the overlap between orbitals allows to qualitatively visualize these 
interactions (Figure 4-9). This difference in overlaps arises due to two factors: firstly, the 
n(S–) orbital is much larger than a compact n(O–) orbital and secondly, the σ*(H-X) 
orbital lobe on the hydrogen atom is larger for more electronegative atom X, i.e. oxygen 
(the situation is reverse in the case of bonding orbitals). Moreover, the relative 
contribution of the hydrogen atomic orbital to σ*(O–H) orbital increases as the –COOH 
group becomes more acidic. Thus, NBO provided an elegant explanation to the counter-
intuitive pKa inversion in the thiol-carboxylic acid pair.  
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Figure 4-9 Overlap presented by isovalue and contour plots between n(S–) and σ*(H-O) orbitals (A), and 
between n(O–) and σ*(S-O) (B) for acetic acid/methane thiol anion. 
! Summary 
 In this work, we demonstrate that the preference of thiolate form in the complex 
of singly ionized thiol-carboxylic acid pair is a general phenomenon and does not 
dependent on the protein environment, but rather depends on acidity of carboxylic acid 
group. The observed pKa shift/inversion in the interacting pair is related to the relative 
strength of hydrogen bonding. The preference of intra/intermolecular RS–⋯HOOCR 
over RS⋯–OOCR hydrogen bond arises mainly due to much better overlap between the 
donor n(S–) and acceptor σ*(H–O) orbitals than the overlap between n(O–) and σ*(H-S) 
orbitals. 
 Discovery of this general effect may have extremely important consequences for 
organic chemistry. Indeed, pKa values reported for many well-known molecules 
containing both thiol and carboxylic groups may in many cases refer to deprotonation of 
the thiol, not the carboxylic group. For instance, our calculations show that, contrary to 
A B
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the generally accepted belief, the most stable forms of anions of thioglycolic and 
thiosalicilic acids—widely used organic reagents—correspond to a protonated carboxylic 
group hydrogen bonded to the thiolate. Moreover, active sites in numerous proteins 
involve a proton transfer between neighboring amino acid residues. The 
protonation/deprotonation of cysteine residue in the presence of carboxylic acid group 
(aspartic/glutamic acids) can be responsible for various protein functions. 
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5.! Design of S-thiolation Theozymes and Modeling of S-Thiolation 
Reaction in Proteins 
! Introduction 
Enzymes are biological catalysts that can accelerate chemical transformation by 
stabilization of the transition state and are capable of increasing reaction rates by up to 17 
orders of magnitude for the variety of reactions.172,173 Like all other catalysts, enzymes 
increase the rate of chemical reactions without being consumed or permanently altered 
and without altering the chemical equilibrium between reactants and products.174 The 
catalytic activity of enzymes involves the binding of their substrates to form an enzyme-
substrate complex (ES). The substrate binds to a specific region of the enzyme, called the 
active site. The interaction between enzyme and substrate lowers activation energy and 
favors formation of the transition state (Figure 5-1). Then, the substrate is converted into 
the product of the reaction, which is released from the enzyme. 
 
Figure 5-1 The reaction of substrate (S) conversion to product (P). The uncatalyzed reaction has higher 
activation barrier then the reaction catalyzed by enzyme (E).  
catalyzed 
reactionSubstrate (S)
Product (P)
Transition state
S+E ES P+E
Ac
tiv
at
io
n 
en
er
gy
uncatalyzed 
reaction
  
101 
In order to understand the atomistic details of the enzyme activity, it is essential to 
know the three-dimensional structure of the enzyme. X-ray crystallography and NMR 
spectroscopy provide structural information about enzymes and their interactions with 
other molecules in both in solid state and solution. However, in many cases where no 
experimental data is available, theoretical calculations can provide important structural 
information on transition states geometries and energies. Quantification of specific 
catalyst-transition state interactions is essential for understanding the mechanism of 
biological catalysis.175 Progress in this area has been facilitated by the application of 
theoretical models representing truncated active site—theoretical enzyme 
(theozyme).172,175,176 The theozyme is defined as an array of functional groups (truncated 
amino acid residues) optimized to bind a substrate in geometry predicted by theory to 
provide stabilization of transition state.175,177 The theozyme model provides a theoretical 
method of predicting a geometry of the active site and allows either to identify an 
existing enzyme catalyzing the target reaction or to design a novel enzyme.178-180 
The first step in the theozyme design is a search for a transition state for the 
reaction of interest in the absence of external catalytic groups.175,177,178 This transition 
state structure is then decorated with residues that interact noncovalently and the 
geometry of the resulting theozyme is optimized in the presence the transition state. 
Usually, these residues consist from the fragments of amino acid sidechains or peptide 
backbone functionalities. 
In this chapter we investigate the possibility of enzymatic S-thiolation reaction of 
RSNO by interactions with charged amino acid residues. Truncated models of RSNO, i.e. 
CH3SNO, and the side chains of lysine, histidine, and aspartic/glutamic acid residues will 
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be used to model the possible enzymatic active sites, or theozymes, that are capable of 
catalyzing S-thiolation reaction. We will generate candidate structures of these theozymes 
(with and without assisting water molecules) using the chemical insights from the 
resonance description and the understanding of the role of the zwitterionic intermediate 
discussed in Chapter 3.  
! Computational Details 
The electronic structure calculations of reactants, products and transition states 
(TSs) were performed with Gaussian 09 package.113 The molecular geometries was 
optimized with Perdew-Burke-Ernzenhof hybrid functional (PBE0)110,111 with “UltraFine” 
integration grid as defined in Gaussian. Segmented polarization consistent double- and 
triple- ζ basis sets (aug-pcseg-1 and aug-pcseg-2) by Jensen, obtained from the EMSL 
Basis Set Exchange Database have been used.142 Solvent effects were included using the 
implicit integral equation formalism polarizable continuum model (IEF-PCM) with water 
parameters.118 The geometry optimization was performed in redundant internal 
coordinates with the default convergence criteria (4.5×10-4 and 1.0×10-6 for the 
component of gradient and energy change respectively). Transition states have been fully 
characterized as first-order saddle points on the potential energy surface (PES), and their 
chemical nature has been verified using intrinsic reaction coordinate (IRC) reaction path 
calculations116,117 with step size ranging from 0.1 to 0.15 amu1/2Bohr (the default step is 
0.1 amu1/2Bohr) and with local quadratic approximation (LQA)146,147 for the predictor 
step. Enthalpies, zero point energy (ZPE) corrections and Gibbs free energies were 
calculated from harmonic vibrational frequencies in Gaussian 09 without scaling factor.  
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Hybrid quantum mechanics/molecular mechanics calculations were performed for 
S-thiolation reaction between DJ-1 protein and MeSNO molecule with three-layer 
ONIOM technique.181,182 ONIOM is the hybrid method that enables different levels of 
theory to be applied to different parts of a molecule/system and combined to produce a 
consistent energy expression. The objective is to perform a high-level calculation on just 
a small part of the system and to include the effects of the remainder at lower levels of 
theory, with the end result being of similar accuracy to a high-level calculation on the full 
system. The high-level layer treated with PBE0/def2-SV(P)+d  (double- ζ by Weigend 
and Ahlrichs augmented by a tight d function at the sulfur atom) includes MeSNO and 
His+-126, Glu-18, Cys-106 amino acid residues of DJ-1 protein. The medium layer 
treated with semi empirical method PM6 includes amino acid residues within single layer 
of residues from Cys 106 active site. The molecular mechanics layer was treated with the 
Amber94 force field. Force field parameters for the −SNO group were generated with the 
Antechamber tool using the general AMBER force field (GAFF) and R.E.D.-vIII.4 
program to calculate atomic charges. 
! Results and Discussion 
5.3.1! S-Thiolation Theozyme via Stabilization of Zwitterionic Intermediate 
A detailed DFT investigation of uncatalyzed S-thiolation reaction (Chapter 3) 
revealed that the reaction always passes through an unusual highly polar intermediate 
zwitterionic structure (Zi, RSS+(R)N(H)O-) before the formation of disulfide and 
HNO.183 Depending on the polarity of the environment this structure may or may not 
correspond to a local energy minimum. However, water molecules coordinated at 
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negatively charged oxygen stabilize Zi intermediate and decrease the activation barrier. 
For example, we have demonstrated that stabilization of the Zi intermediate by three 
water molecules along with synchronization of the proton transfer and the S–S bond 
formation via two water molecules proton shuttle decrease the activation barrier from 
37.1 to ~15.5 kcal/mol (Figure 3-17). Therefore, the intrinsic high polarity of the 
intermediate can be exploited to catalyze the reaction by stabilizing the emerging charges 
on the sulfur and oxygen atoms. Here, we would like to investigate how the protein 
environment can possibly stabilize intermediate and thus catalyze S-thiolation reaction.  
The Zi intermediate can be stabilized by coordination of a Lewis acid at the 
negatively charged oxygen and/or Lewis base at the positively charged sulfur (Figure 
5-2). Among various Lewis acids, we investigate stabilization by the models of amino 
acid residues such as MeNH3+, i.e. a model of lysine, and protonated imidazole ring, i.e. a 
model of His+. Among the Lewis bases chalcogen-bonded184 to sulfur, we use MeCOO, 
i.e. model of Glu and Asp, and N-methylacetamide (NMA), i.e. protein backbone amide 
group model.  
 
Figure 5-2 Schematic representation of zwitterionic intermediate stabilization by Lewis acid (MeNH3+ and 
protonated imidazole ring) coordination at RSNO oxygen and by Lewis base (NMA and MeCOO–) 
coordination at RSNO sulfur. 
Lewis Acid: 
MeNH3+
Protonated imidazole ring
Lewis Base:
• NMA
• MeCOO–
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All calculations of S-thiolation reactions were performed with assistance of the 
proton shuttle via two water molecules in PCM(water) with PBE0/aug-pcseg-1. 
Uncatalyzed S-thiolation reaction calculated in PCM(water) has energetic barrier of 21.9 
kcal/mol with no local minimum at intermediate Zi along reaction pathway (Figure 5-3) 
and was thoroughly investigated in Chapter 3.  
 
Figure 5-3 IRC profile for uncatalyzed S-thiolation reaction of MeSNO+MeSH calculated with PBE0/aug-
pcseg-1. The intermediate structure Zi does not correspond to a local minima that was found for same 
reaction calculated with aug-pcseg-2 basis (Figure 3-14, Chapter 3), because the lower level theory 
underestimates the stability of Zi intermediate. Relative electronic energies/enthalpies are shown. 
S-thiolation assisted by MeNH3+ (model of Lys) 
We first investigated catalysis of S-thiolation by stabilization of the Zi structure 
using MeNH3+, a model of lysine residue. The coordination of MeNH3+ at the oxygen 
stabilizes the Zi structure to the local minimum on the reaction profile with energy of 7.5 
kcal/mol (Zi, Figure 5-4, Table 5-1). Besides that, the interaction of MeNH3+ also 
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stabilizes the transition state and thus decreases activation barrier by 2 kcal/mol (19.3 
kcal/mol). Then, the reaction proceeds via second transition state (TS2) with insignificant 
activation barrier of 0.2 kcal/mol that corresponds to cleavage of S–N bond in Zi leading 
to formation of HNO and disulfide. The salt bridge and hydrogen bonding interaction in 
the product complex makes the reaction more thermodynamically favorable in 
comparison with uncatalyzed reaction (3.2 kcal/mol vs 9.0 kcal/mol). 
 
Figure 5-4 IRC profile for S-thiolation reaction of MeSNO+MeSH catalyzed by MeNH3+ calculated with 
PBE0/aug-pcseg-1. Relative electronic energies/enthalpies are shown. 
S-thiolation assisted by protonated Imidazole (model of His+) 
Histidine often plays a critical role in the active site of an enzyme due to its ability 
to be present in both, protonated and deprotonated states depending on the surroundings. 
Thus, here we consider S-thiolation reaction catalyzed by imidazole, which we use as a 
model of histidine. Due to the higher acidity of a protonated imidazole in comparison 
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with MeNH3+ (7.1 vs. 10.6), stabilization of intermediate results in the proton transfer 
from imidazole to RSNO nitrogen (Zi, Figure 5-5, ). Thus, the first transition state 
corresponds to two proton transfer reactions, and the barrier is insignificantly decreased 
by 1 kcal/mol to 20.1 kcal/mol in comparison with uncatalyzed reaction. The 
intermediate Zi structure with protonated oxygen and nitrogen finally dissociates with 
higher than usual activation barrier (3.8 kcal/mol vs. almost barrierless) together with the 
reverse proton transfer from oxygen to imidazole nitrogen. The final product is 8.5 
kcal/mol higher in energy than reactants. 
 
Figure 5-5 IRC profile for S-thiolation reaction of MeSNO+MeSH catalyzed by protonated imidazole 
calculated with PBE0/aug-pcseg-1. Relative electronic energies/enthalpies are shown. 
S-thiolation assisted by MeCOO– and NMA (models of Asp/Glu and amide group) 
While in previous two cases, stabilization of the intermediate was assisted by 
coordination of Lewis acid at oxygen of RSNO, here we exploit the possibility of 
chalcogen-bond interaction between Lewis base and RSNO sulfur to stabilize the 
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intermediate. To this end, we use MeCOO– (Figure 5-6) and NMA (Figure 5-7) to model 
a possible interaction between RSNO sulfur with Asp/Glu and protein backbone amide 
group, respectively. Although coordination by MeCOO– and NMA Lewis bases stabilize 
Zi to the local minimum (19.5 kcal/mol in both cases, Table 5-1), activation energy is 
decreased only negligibly, i.e. by less than 1 kcal/mol (21.7 and 21.6 kcal/mol, 
respectively). Unfortunately, due to the weak binding in chalcogen-bonded complex 
between RSNO and NMA/ MeCOO–, cleavage of S-N bond in Zi results in coordination 
of NMA/ MeCOO– at the hydrogen of methyl group in the disulfide. Therefore, the 
expected transition state structure (TS2) for the S-N bond cleavage was not located for 
this reaction. 
 
Figure 5-6 IRC profile for S-thiolation reaction of MeSNO+MeSH catalyzed by MeCOO– calculated with 
PBE0/aug-pcseg-1. Relative electronic energies/enthalpies are shown. 
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Figure 5-7 IRC profile for S-thiolation reaction of MeSNO+MeSH catalyzed by NMA calculated with 
PBE0/aug-pcseg-1. Relative electronic energies/enthalpies are shown. 
S-thiolation assisted by frustrated Lewis pair (MeCOO– and MeNH3+) 
Further, we exploit the possibility of catalysing S-thiolation reaction by 
stabilization of the Zi intermediate using simultaneous coordination of a Lewis acid and a 
Lewis base, similar to the frustrated Lewis pair catalysts.185,186 Frustrated Lewis pairs are 
widely used in catalysis such as in imine hydrogenation, alkyne hydrogenation and 
borilation. Here, we use MeNH3+ as Lewis acid coordinated at RSNO nitrogen and 
MeCOO– as Lewis base coordinated at RSNO sulfur (Figure 5-8). In such arrangement, 
we stabilize both arising charges of Zi intermediate, the negative charge on oxygen and 
positive charge on sulfur. However, the simultaneous coordination of frustrated Lewis 
pair increases the relative basicity of RSNO group, which results in additional proton 
transfer from MeNH3+ to RSNO oxygen (similarly to the reaction with protonated 
imidazole). The transition state corresponding to two proton transfers has slightly higher 
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activation barrier in comparison with single MeNH3+ coordination (20.1 kcal/mol vs 19.3 
kcal/mol, respectively, Table 5-1). Then the reaction proceeds via S–N bond dissociation 
together with the reverse proton transfer from RSNO nitrogen back to MeNH2 (with 
barrier of 4.7 kcal/mol), which results in product complex 9.2 kcal/mol higher in energy. 
Table 5-1 Uncatalizede and catalyzed  MeSNO+MeSH S-thiolation reaction energies and geometric 
properties calculated with PBE0/aug-pcseg-1. 
 
Rcomplex TS Zi 
S-thiolation Reaction 
S–S 
bond 
S–N 
bond 
S–N 
bond 
S–S 
bond 
N–H 
bond ∆E‡TS1 ∆H‡TS1 
S–N 
bond 
S–S 
bond ∆EZi ∆HZi 
2w bridge 5.18 1.75 1.68 2.98 1.36 24.4 21.9 
    2w + MeNH3+ (O) 4.72 1.71 1.65 2.75 1.46 22.2 19.3 1.71 2.18 7.1 7.5 
2w + His+ (O)* 6.49 1.71 1.65 2.75 1.46 23.0 20.1 1.69 2.10 5.7 6.8 
2w + MeCOO– (S) 4.92 1.73 1.70 4.64 1.23 21.5 19.4 1.70 4.68 17.6 19.5 
2w + NMA (S) 4.48 1.74 1.68 3.14 1.33 24.2 21.6 1.67 2.50 17.8 19.5 
2w + MeNH3+ (O) + 
MeCOO– (S)* 4.90 1.69 1.64 2.89 1.43 23.0 20.1 1.69 2.12 5.6 6.0 
 
 
Figure 5-8 IRC profile for S-thiolation reaction of MeSNO+MeSH catalyzed by frustrated Lewis pair of  
MeCOO– and MeNH3+ calculated with PBE0/aug-pcseg-1. Relative electronic energies/enthalpies are 
shown. 
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So far, we have considered the catalysis of S-thiolation reaction using a 
conventional theozyme approach by stabilization of the highly polar intermediate species 
(transition state and Zi) using truncated models of His+, Lys, Asp/Glu amino acid 
residues and model of protein backbone amide group. However, the coordination of these 
Lewis acids and Lewis bases decreases overall reaction barrier at most by 2 kcal/mol with 
the overall activation barrier in 19.6-21.7 kcal/mol range for all models. The proton 
transfers from thiol to RSNO nitrogen in such mechanism remains energetically the most 
difficult step.  
5.3.2! S-Thiolation Theozyme via Proton Transfer from Amino Acid Residues  
To further investigate the enzymatic control of S-thiolation reactions, we propose 
a different mechanism of S-thiolation reaction catalysis, where one amino acid residue 
activates thiolate by accepting the proton from thiol and the second amino acid donates 
its proton to RSNO nitrogen (Figure 5-9). Such a catalytic dyad (so-called) allows 
simultaneously protonate nitrogen and have a correct attack angle of thiolate sulfur, and 
thus may potentially lower the activation barrier. 
We used the same truncated models of charged amino acid residues (lysine, 
histidine, and aspartic/glutamic acid) to design theozyme. For example, the proton of 
thiolate will be transferred to a Lewis base, among which imidazole, methyl ammonium 
and carboxylate are possible (Figure 5-9, Table 5-2). At the same time, the RSNO 
nitrogen will accept proton from a Lewis acid, e.g. acetic acid, protonated imidazole and 
methyl ammonia. Based on the pKa, one would obviously not expect the acetate to act as 
a proton acceptor from less acidic methyl thiol. However, we demonstrated in Chapter 4 
that regardless of more acidic pKa of carboxylic acid in comparison with thiol, in the 
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complex, the pKa inversion occurs and the thiolate/carboxylic acid complex becomes 
more favorable. 
 
Figure 5-9 Scheme of S-thiolation catalytic mechanism via introduced amino acid proton acceptor (Base B) 
and amino acid proton donor (Acid A). 
Table 5-2 Proposed proton acceptors and donors with corresponding pKa values. 
 
Imidazole (HIS) as an acceptor and Acetic Acid (ASP/GLU) as a donor 
 
First, we consider a catalytic dyad consisting of an imidazole as a proton acceptor 
from methylthiol molecule and acetic acid as a proton donor to RSNO nitrogen. The 
reaction has three transition states with overall reaction barrier of 14.6 kcal/mol (Table 
5-3).  The first transition state is a proton transfer from thiol sulfur to imidazole nitrogen 
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and it has an activation barrier of 1.4 kcal/mol with product intermediate higher than 
transition state energy (3.0 kcal/mol) due to lower contribution of zero-point correction in 
comparison with the transition state (Figure 5-10).  The second transition state with the 
reaction barrier of 10.4 kcal/mol corresponds to a proton transfer from acetic acid oxygen 
to RSNO nitrogen. This transition state is similar to the regular S-thiolation reaction in a 
sense that it also results in Zi intermediate structure (compare Int in Figure 3-14 and Int2 
in Figure 5-10). Also similarly, the thiolate anion stabilizes positive charge on sulfur, thus 
promoting D resonance structure. However, the protonation of negative NO moiety has 
lower activation barrier then regular S-thiolation reaction due to increase acidity of acetic 
acid in comparison with water in the proton shuttle mechanism. The final transition state 
corresponds to the S–N bond cleavage simultaneously with disulfide bond formation with 
activation barrier of 0.3 kcal/mol. In addition, during the last transition state both 
catalytic residues, i.e. imidazole and acetic acid, return to their initial protonation states 
completing the catalytic cycle. The resulted complex of disulfide, HNO, acetic acid and 
imidazole molecules is more favorable than uncatalyzed S-thiolation reaction (3.8 vs. 9.0 
kcal/mol) due to salt bridges and hydrogen bonding. 
  
114 
 
Figure 5-10 Energetic profile of RSNO+MeSH S-thiolation reaction assisted by catalytic dyad of imidazole 
and acetic acid.  Relative enthalpies are shown. 
Imidazole (HIS) as an acceptor and protonated Imidazole (HIS+) as a donor 
 
In this catalytic dyad, the first transition state structurally remains the same as in 
the previous case with the activation barrier slightly higher (3.4 kcal/mol, Figure 5-11). 
The second transition state (energetic barrier of 5.6 kcal/mol) corresponds to the proton 
transfer from protonated imidazole to RSNO nitrogen, which also results in Zi 
intermediate with 2.43 Å S–S bond and S–N bond slightly shorter than in the reactant 
complex (1.68 Å vs 1.73 Å). Although the overall reaction barrier of 15.4 kcal/mol is 
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lower than for uncatalyzed reaction, the formation of product complex through 2 
kcal/mol activation barrier is highly unfavorable, by 12.6 kcal/mol. 
 
Figure 5-11 Energetic profile of RSNO+MeSH S-thiolation reaction assisted by catalytic dyad of pair of 
imidazoles. Relative enthalpies are shown. 
Imidazole (HIS) as an acceptor and methylammonium (LYS) as a donor 
 
This catalytic dyad does not provide a significant catalysis of the S-thiolation 
reaction as its overall reaction barrier is 19.4 kcal/mol (vs. 21.9 kcal/mol in the 
uncatalyzed case). This reaction proceeds through four transition states (Figure 5-12): 1. 
12.6
TS3
15.4
0.0
TS1
3.4 Int1
5.5
TS2
11.4 Int2
13.4
3.62Å
1.74Å
1.90Å
2.06Å1.20Å
3.43Å
1.73Å
1.88Å
1.66Å
1.27Å1.20Å
3.33Å
1.73Å
1.87Å
1.91Å
1.20Å
2.62Å
1.67Å
1.38Å
2.09Å
1.25Å
1.21Å
2.19Å
1.99Å
2.28Å
1.25Å
1.06Å
1.90Å
2.43Å
1.68Å
2.19Å
1.27Å
1.08Å
1.67Å
2.11Å
2.80Å
2.28Å
1.22Å
1.06Å
2.01Å
S
H
S
NO
N
NH
N
H
H
H
SS
NO
N
N
H
N
H
H
∆H‡ = 19.4
∆Hrxn = 12.7
  
116 
proton transfer from thiol to imidazole; 2. proton transfer from protonated imidazole to 
MeNH2 nitrogen; 3. proton transfer from MeNH3+; 4. S–N bond cleavage with HNO and 
disulfide formation. The second step is rate limiting with the activation barrier of 15.5 
kcal/mol, while other three steps occur almost barrierlessly (< 1.3 kcal/mol). The high 
activation energy of the second transition state is due to the poor acidic properties of 
MeNH3+ in comparison with previously considered acetic acid and imidazole (10.6 vs. 
4.8 and 7.1 pKa, respectively). In addition, the product complex is highly unfavorable, 
12.7 kcal/mol higher in energy than the reactant complex. 
 
Figure 5-12 Energetic profile of RSNO+MeSH S-thiolation reaction assisted by catalytic dyad of imidazole 
and methylamine. Relative enthalpies are shown. 
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Table 5-3 Assisted by catalytic dyad MeSNO+MeSH S-thiolation reaction energies and geometric 
properties calculated with PBE0/aug-pcseg-1. 
 
TS-proton transfer to N Zi Overall 
S-thiolation Reaction 
S–N 
bond 
S–S 
bond ∆H‡TS ∆HTS 
S–N 
bond 
S–S 
bond ∆HZi <S2> ∆H‡total ∆Hrxn 
Imidazole (A)  
Acetic Acid (D) 1.7 2.67 10.4 13.4 1.71 2.46 14.3 0.18 14.6 3.8 
Imidazole (A)  
Protonated Imidazole (D) 1.67 2.62 5.9 11.4 1.68 2.43 13.4 0.06 15.4 12.6 
Imidazole (A) 
Methylammonium (D) 1.69 2.51 15.5 17.2 1.69 2.46 18.1 0.13 19.4 12.7 
Methylamine (A)  
Acetic Acid (D) 1.65 2.48 4.9 4.3 1.69 2.17 3.4 0.00 5.6 0.6 
Methylamine (A) 
Protonated Imidazole (D) 1.69 2.63 7.4 9.1 1.69 2.58 10.4 0.09 13.3 7.4 
Methylamine (A) 
Methylammonium(D) 2.04 2.23 12.9 14.8 no Zi TS=0 14.8 9.6 
Acetate (A)  
Protonated Imidazole (D) 1.69 2.65 4.6 3.3 1.69 2.51 5.3 0.13 6.7 0.5 
 
Methylamine (LYS) as an acceptor and protonated imidazole (HIS) as a donor 
 
In this catalytic dyad we change the proton acceptor to MeNH2 and the proton 
donor to protonated imidazole. The overall reaction barrier is 13.3 kcal/mol with the 
enthalpy of reaction 7.4 kcal/mol (Figure 5-13, Table 5-3). The reaction proceeds through 
three transition states similarly to the reaction with imidazole/protonated imidazole, 
acceptor/donor pair with the highest transition state corresponding to the protonation of 
RSNO nitrogen by imidazole ring (7.4 kcal/mol).  
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Figure 5-13 Energetic profile of RSNO+MeSH S-thiolation reaction assisted by catalytic dyad of 
methylamine and protonated imidazole. Relative enthalpies are shown. 
Methylamine (LYS) as acceptor and methylammonium (LYS) as a donor 
 
Another catalytic dyad with the methylamine being acceptor has a different 
proton donor—methylammonium. The first transition state corresponds to the proton 
transfer from thiol to proton acceptor methylamine with reaction barrier of 0.1 kcal/mol 
(TS1, Figure 5-14). The second transition state of proton transfer from methyl ammonium 
to RSNO nitrogen (activation barrier of 11.9 kcal/mol) is similar to the previously 
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considered reaction with methylammonium being a proton donor. However, this catalytic 
reaction does not stabilize Zi to the local minimum and thus the reaction proceeds 
barrierlessly to S–S bond formation and S–N bond cleavage. The overall reaction barrier 
is 14.8 kcal/mol with the enthalpy of reaction of 9.6 kcal/mol. 
 
Figure 5-14 Energetic profile of RSNO+MeSH S-thiolation reaction assisted by catalytic dyad of 
methylamine and methylammonium. Relative enthalpies are shown. 
Methylamine (LYS) as an acceptor and acetic acid (ASP/GLU) as a donor 
 
In this catalytic dyad we change proton donor to acetic acid and keep the proton 
acceptor as methylamine. The presence of acetic acid significantly decreases the overall 
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activation barrier to 5.6 kcal/mol. The first barrierless transition state results in 0.6 
kcal/mol more favorable structure (Int1, Figure 5-15) with hydrogen bonding between 
MeNH3+ and thiols sulfur, MeNH3+ and acetic acid oxygen, acetic acid hydrogen and 
RSNO nitrogen. These hydrogen bonds stabilize transition state and catalyze proton 
transfer from acetic acid to RSNO nitrogen that results in lower activation barrier of 4.9 
kcal/mol. The hydrogen bonding between these complexes also stabilizes the product 
complex (0.6 kcal/mol). 
 
Figure 5-15 Energetic profile of RSNO+MeSH S-thiolation reaction assisted by catalytic dyad of 
methylamine and acetic acid. Relative enthalpies are shown. 
Acetate (Asp/Glu) as an acceptor and protonated imidazole (His+) as a donor 
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The final catalytic dyad that we consider exploits the pKa inversion effect in the 
complexes between thiols and carboxylic acids (Chapter 4). The calculations suggest that 
protonation of carboxylate and formation of S⋯H hydrogen bond between acetic acid 
and thiolate is barrierless and favorable by 1.3 kcal/mol (Int1, Figure 5-16). The second 
step, i.e. a proton transfer from imidazole ring to RSNO nitrogen, has an activation 
barrier of 4.6 kcal/mol, similarly to the previously considered catalytic dyad. The 
formation of HNO and disulfide is almost isoenergetic with reactant complex and it 
proceeds through 1.4 kcal/mol activation barrier. The overall reaction barrier of 6.7 
kcal/mol is 15.2 kcal/mol lower than for uncatalyzed S-thiolation reaction with assistance 
of two water molecules (21.9 kcal/mol). 
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Figure 5-16 Energetic profile of RSNO+MeSH S-thiolation reaction assisted by catalytic dyad of acetate 
and protonated imidazole. Relative enthalpies are shown. 
5.3.3! S-Thiolation Reaction in Real Proteins 
After making the initial headway with model theozyme calculations of the 
possible enzymatic active sites for S-thiolation reaction, we proceed into modeling of S-
thiolation catalysis in real protein structures. This direction should bring us closer to 
identifying an experimentally testable system that can provide the evidence for enzymatic 
HNO production from RSNO.  
For this reason, we would like to identify the protein structure that will resemble 
the proposed theozyme structures. Here, we will use two promising theozyme structures 
with overall energetic barrier less than 10 kcal/mol, i. e methylamine acceptor with acetic 
acid donor, and acetic acid acceptor with protonated imidazole donor.  
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Due two the limited number of available S-nitrosated X-ray crystal and NMR 
structures, we search for any protein which cysteine residue is surrounded by amino acid 
residues present in theozyme model in such position that the distance between proton 
donor/acceptor atoms and cysteine sulfur is similar distance predicted by quantum 
mechanical theozyme model (± 0.5 Å). We developed an algorithm for the search routine 
and applied it to 34483 non-redundant PDB structures with resolution better than 3.0 Å 
obtained from RCSB data bank.187 The technical details of the algorithm and search 
routine are demonstrated in Appendix C.  
S-thiolation in the proteins with Lys and Glu/Asp  
The several possible cases can satisfy the theozyme model with lysine as an 
acceptor and Glu/Asp as a donor. The first one (case A, Figure 5-17A), when S-thiolation 
reaction occurs between S-nitrosated cysteine residue of the protein and small molecule 
or peptide, e. g. glutathione (GSH) in the vicinity of Lys and Glu/Asp side chains. For 
this case of theozyme model, 649 structures were identified based on the geometrical 
criteria. Besides that, we can match the resulted protein structures with database of 
known S-nitrosated proteins. Although it was reported that thousands of proteins found to 
be S-nitrosated not all of them are assigned to be S-nitrosylated in Uniprot database and 
only 134 crystal structures correspond to initial set of 34483 nonredundant structures. So, 
we found that only 3 of 649 PDB structures that satisfy SNO related protein criteria. 
 The second possible case for this theozyme is S-thiolation reaction between 
cysteine and RSNO molecule or peptide, e. g. S-nitrosoglutathione (GSNO) (Case B, 
Figure 5-17B). We identified 47 structures that satisfies such geometrical criteria.  
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Finally, the third case C is S-thiolation reaction between two cysteine residues 
(one of them is S-nitrosated) that are in vicinity of each other and are within one protein 
(Figure 5-17C). The search using geometrical criteria resulted in 61 structure and no one 
structure was reported to be S-nitrosated. 
 
Figure 5-17 S-thiolation reaction in protein environment catalyzed by Lys and Glu/Asp catalytic dyad 
between: S-nitrosated cysteine and GSH (A), Cysteine and GSNO (B), and cysteine and S-nitrosated 
cysteine within one protein (C). 
S-thiolation in the proteins with Glu/Asp and His+ 
A similar search routine was applied for theozyme model of Glu/Asp being proton 
acceptor and His+ being proton donor. We have identified 611 structures that correspond 
to case A—S-thiolation reaction between S-nitrosated protein and thiol molecule or GSH 
(Figure 3-18A). We found 5 PDB structures from this search that satisfy to reported S-
nitrosated proteins. For case B—S-thiolation reaction between protein cysteine and 
RSNO molecule or GSNO, 25 structures were found to satisfy geometrical criteria 
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(Figure 5-18B). Finally, for S-thiolation reaction within one protein (case C), we found 
25 structure matching the theozyme geometrical criteria (Figure 5-18C). 
 
Figure 5-18 S-thiolation reaction in protein environment catalyzed by Glu/Asp and His+ catalytic dyad 
between: S-nitrosated cysteine and GSH (A), Cysteine and GSNO (B), and cysteine and S-nitrosated 
cysteine within one protein (C). 
Overall, we have identified 1295 non-redundant PDB structures that correspond 
to the two quantum mechanically constructed theozyme models. This 3.8% of the initial 
set is the promising number of potential sites of endogenous HNO production. To further 
investigate S-thiolation reaction in the proteins, we look at possible posttranslational 
modifications at the S-thiolation sites of identified proteins S-nitrosated proteins. For 
example, S-thiolation reaction with H2S molecule results in sulfhydration of cysteine 
residue and S-thiolation with GSH results in S-glutathionylation. Besides that, hydrolysis 
of disulfide bond will result in formation of a sulfenic acid (Cys–SOH) and thiolate, 
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formation of sulfinic acid (Cys–SO2H) and sulfonic acid (Cys–SO3H). After application 
of the search criteria for these posttranslational modifications we have identified that 
cysteine (Cys106) of protein deglycase DJ-1 (theozyme model Figure 5-19A) is known to 
be involved in RSNO-related processes, and also was reported to be oxidized to sulfinic 
acid.  
S-thiolation reaction in DJ-1 protein 
DJ-1, a ubiquitously expressed protein identified as an oncogene product, was 
first found to be involved in breast cancer, lung cancer and prostate cancer.188 Recently, 
loss of DJ-1 function was connected to Parkinson’s disease, a common neurodegenerative 
disorder caused by the progressive loss of dopaminergic neurons. Its irreversible 
oxidation of the thiolate Cys106 (pKa 5) to a sulfenate is widely seen as a regulator of 
its biological functions. Under oxidative conditions, DJ-1 protects neurons against 
oxidative stress and cell death. In addition, Protein DJ-1 acts as a positive regulator of 
androgen receptor-dependent transcription. Our search as described above revealed that 
DJ-1 contains the His and Glutamic acid residue in its protonated forms (Chapter 4). The 
position of these residues (Figure 5-19B) matches the search criteria and thus a quantum 
mechanically (QM) calculated model (Figure 5-19A). 
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Figure 5-19 S-thiolation reaction in protein environment catalyzed by Glu/Asp and His+ catalytic dyad: 
model based on quantum mechanical (QM) calculations (A), and corresponding DJ-1 protein PDB: 
4RKWstructure (B). 
Recently, DJ-1 protein was reported being involved in trans-S-nitrosation reaction 
with CysNO at Cys106 residue.189 This could mean that S-thiolation reaction is 
outcompeted by trans-S-nitrosation reaction. However, another work reports that major 
modification of DJ-1 Cys106 under treatment of NO donor (CysNO) was oxidation to 
disulfides rather than S-nitrosation.190 Therefore, it is conceivable that DJ-1 can produce 
HNO via S-thiolation at Cys106 residue.  
To further explore this hypothesis, we performed hybrid quantum 
mechanical/molecular mechanical canculations181,182 of S-thiolation reaction between DJ-
1 and MeSNO molecule. 
Optimized geometry of DJ-1 revealed that Cys-106 residue in DJ-1 is in thiolate 
state with sulfur being hydrogen bonded to glutamic acid (reactant, Figure 5-20). Then, 
we introduce MeSNO molecule into active site in such way that its nitrogen interacts with 
protonated Histidine side chain (His126). The first transition state corresponds to proton 
transfer from protonated histidine to MeSNO nitrogen with activation barrier of 6.9 
kcal/mol (TS1, Figure 5-20). The intermediate structure (Int1) produced in this step is 8.2 
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kcal/mol higher in energy than reactant and has elongated S–S bond of 2.73 Å. Then, this 
intermediate structure can be converted to more favorable zwitterionic intermediate Zi 
with S–S bond of 2.44 Å (Int2) that is just 1.3 kcal/mol higher in enthalpy than reactant 
complex. Further the reaction proceeds barrierlessly by dissociation of S–N bond and 
formation of HNO and disulfide MeS–S-Cys. Thus the formation of nitroxyl in the 
protein environment has overall reaction barrier of 8.2 kcal/mol and is favorable by 2 
kcal/mol. 
 
Figure 5-20 Energetic profile of S-thiolation reaction between DJ-1 and MeSNO calculated using hybrid 
quantum mechanical/molecular mechanical canculations. Relative electronic energies/enthalpies are shown. 
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were used to model the possible enzymatic active sites, or theozymes, for catalyzing S-
thiolation reaction.  
First, we attempted to exploit the inherent high polarity of charged-separated 
intermediate structure Zi to catalyze S-thiolation reaction. Coordination of Lewis acid 
(MeNH3+, imidazole+) at RSNO oxygen and Lewis base (MeCOO–, NMA) at RSNO 
sulfur promote the zwitterionic resonance structure D (RS+=N–O–), thus facilitating N-
protonation of RSNO and deprotonation of the thiol. The produced charge-separated 
intermediate structure Zi (MeSS+(Me)N(H)O–) becomes stabilized that drives down the 
reaction barrier. However, the stabilization by such protein available Lewis acids and 
bases decreased the overall reaction barrier at most by 2 kcal/mol to overall activation 
barrier from 19.6 to 21.7 kcal/mol. The proton transfer from thiol to RSNO nitrogen in 
such mechanism remains the rate-determining step. 
Further, we explored the possibility of enzymatic S-thiolation reaction by 
different mechanism of S-thiolation reaction. We eliminate rate-determining step—proton 
transfer from thiol—by introducing proton donor amino acid residue. Such mechanism 
includes activation of thiolate by proton transfer from thiol to amino acid acceptor. Then, 
thiolate attacks RSNO sulfur and promotes zwitterionic resonance structure D (RS+=N–
O–), thus facilitating proton transfer from donor amino acid residue coordinated at RSNO 
nitrogen. We used the same truncated models of amino acid side chains to design the 
theozymes using proposed mechanisms and found that the overall S-thiolation activation 
barrier were decreased from 21.9 kcal/mol to 6.7-19.4 kcal/mol range depending on the 
proton/donor acceptor pair. The most promising theozymes are methylamine (Lys) 
acceptor with acetic acid (Glu/Asp) donor (overall activation barrier of 5.6), and acetic 
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acid (Glu/Asp) acceptor with protonated imidazole (His) donor (overall activation barrier 
of 6.7 kcal/mol). 
An extensive search in the RCSB protein data bank yielded over 1200 structures 
that match these two successful theozyme models. Remarkably, among these proteins we 
found DJ-1 protein known to be involved in RSNO-related processes. Furthermore, 
modeling of S-thiolation between an incoming MeSNO and DJ-1 Cys106 using a hybrid 
quantum mechanics/molecular mechanics approach have shown that the reaction can be 
indeed efficiently catalyzed by the His126–Glu18 dyad, a prediction whose relevance to 
the DJ-1/RSNO biochemistry presents an intriguing question to the experimentalists. 
Therefore, although S-thiolation is usually not competitive with trans-S-nitrosation, this 
reaction still may be a possible route of endogenous HNO production (as well as protein 
S-glutathionilation and/or S-sulfhydration). 
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6.! Conclusions 
 S-nitrosothiols (RSNOs) have long been proposed as potential sources of the 
elusive endogenous nitroxyl (HNO) via S-thiolation reaction with thiols, although it is not 
clear how S-thiolation can compete with the trans-S-nitrosation pathway commonly 
observed in vitro. Recent discoveries of the potential biological relevance of the smallest 
S-nitrorsothiol—HSNO—opened up numerous possibilities of the secondary biochemical 
processes involving this molecule. Particularly, the reaction between HSNO and H2S 
attracts a lot of attention because it was demonstrated that it could be the possible 
pathway of endogenous HNO production. In this work we exploited a bottom-up 
computational approach to identify possible catalytic mechanisms of endogenous HNO 
production from RSNOs. 
 In Chapter 2, we demonstrated that in physiological conditions HSNO molecule 
can easily isomerize via water assisted proton transfer reactions to HONS and SN(H)O 
(or Y-isomer) through activation barrier of ~10 kcal/mol. These two HSNO isomers then 
may engage in a variety of reactions with other molecules present in biological milieu, 
for instance S-thiolation reaction with H2S. While uncatalyzed S-thiolation reaction 
between HSNO and H2S has activation barrier higher than bond dissociation energy of 30 
kcal/mol (Chapter 4), the reaction between H2S and the Y-isomer SN(H)O leading to 
HSSH and HNO assisted by two water molecules has activation barrier of ~17 kcal/mol. 
This suggests that the observed formation of HNO in the reaction between H2S and 
HSNO could occur via the Y-isomer SN(H)O. 
 In Chapter 3, we carefully investigated the uncatalyzed model of S-thiolation 
reaction between MeSNO and MeSH. We identified the three mechanistic phases of the 
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reaction: the most difficult—proton transfer from thiol to the RSNO nitrogen, 
asynchronously followed by the S–S bond formation that result in an unusual highly 
polar zwitterionic species Me’SS+(Me)N(H)O–, and the final step—decomposition of this 
intermediate yielding HNO and disulfide MeSSMe’. The asynchronicity of proton 
transfer and disulfide bond formation can be alleviated via two water molecules proton 
shuttle resulting in reaction barrier of 21.9 kcal/mol that is lower than S–N bond 
dissociation energy of 30.0 kcal/mol. In addition, stabilization of zwitterionic 
intermediate could lead to dramatic acceleration of this reaction. Stabilization of the 
RSNO oxygen by three water molecules decreases the reaction barrier to 15.5 kcal/mol. 
We also have demonstrated that the stabilization of zwitterionic intermediate by a strong 
Lewis acid such as BF3 significantly decreases the activation barrier to 6 kcal/mol and 
stabilizes the intermediate so its formation becomes ~10 kcal mol-1 exothermic while its 
decomposition into HNO and RSSR becomes possible only after removal of the Lewis 
acid. 
 As deprotonation of the thiol is the critical first step of S-thiolation reaction, in 
Chapter 4, we investigated the origin of intriguing phenomenon—the preference of 
thiolate form in the complex of singly ionized thiol-carboxylic acid pair. We 
demonstrated that this effect is not specific only to the protein environment, but rather a 
general phenomenon that depends on the acidity of carboxylic acid group. The observed 
pKa shift/inversion in the RSH/RCOOH ionized pair is related to the relative strength of 
hydrogen bonding. The preference of intra/intermolecular RS–⋯HOOCR over RSH⋯–
OOCR hydrogen bond arises mainly due to the much better overlap between the donor 
n(S–) and acceptor σ*(H–O) orbitals than the overlap between n(O–) and σ*(H–S) orbitals. 
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 In Chapter 5, we investigated the possible catalysis of the S-thiolation reaction in 
a protein environment using truncated models of RSNO, i.e. CH3SNO, protein backbone 
amide group, and the side chains of lysine, histidine, and aspartic/glutamic acid residues. 
First, we exploited the inherent high polarity of a charged-separated intermediate 
structure Zi, MeSS+(Me)N(H)O–, to catalyze the S-thiolation reaction via coordination of 
a Lewis acid (MeNH3+, imidazole+) at the RSNO oxygen and a Lewis base (MeCOO–, 
NMA) at the RSNO sulfur. The stabilization by such protein-available Lewis acids and 
bases decreased the overall reaction barrier at most by 2 kcal/mol to the overall activation 
barrier in the range 19.6-21.7 kcal/mol with the proton transfer from the thiol to the 
RSNO nitrogen being the most energetically difficult step. Therefore, we explored a 
possibility of enzymatic S-thiolation reaction by a different mechanism by introducing 
external proton acceptor/donor amino acid residues. This mechanism includes activation 
of the thiolate by a proton transfer from the thiol to an amino acid acceptor, attack by the 
thiolate on the RSNO sulfur and a proton transfer from the donor amino acid residue to 
the RSNO nitrogen. We further designed theozymes using the proposed mechanism and 
found that the overall S-thiolation barrier can be dramatically decreased from 21.9 
kcal/mol to ~7 kcal/mol, using either a methylamine (Lys) acceptor, and an acetic acid 
(Glu/Asp) donor, or an acetic acid (Glu/Asp) acceptor, and a protonated imidazole (His+) 
donor. We further identified over 1200 experimental protein structures from the PDB 
database (www.rcsb.org) that match these two successful theozyme models. Remarkably, 
among these proteins, DJ-1 is known to be involved in RSNO-related processes in vivo. 
Furthermore, modeling of S-thiolation between an incoming MeSNO model and DJ-1 
Cys106 using a hybrid quantum mechanics/molecular mechanics approach shows that the 
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reaction should efficiently be catalyzed by the His126–Glu18 dyad, a prediction whose 
relevance to the DJ-1/RSNO biochemistry presents an intriguing question to the 
experimentalists.  
 Overall, the present extensive study of the S-thiolation reaction between 
RSNO/HSNO and RSH/H2S demonstrated that although S-thiolation is usually not 
competitive with trans-S-nitrosation, this reaction still may be a possible route for 
endogenous HNO production as well as protein S-glutathionilation and/or S-sulfhydration 
in the specific protein environment. We believe that S-thioaltion reaction can be 
effectively catalyzed by frequently present side chains of His+ and Glu/Asp residues. In 
addition, HSNO molecule can also result in biological HNO formation via indirect 
reaction of its Y-isomer with H2S. 
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Appendix A Supplementary Tables and Figures 
Table A-1 Calculated bond lengths, angles and dihedral angles for HSNO isomers and transition states 
TS1-TS6, see Figure 2-6. 
trans-HSNO r(S–N)/Å r(N–O)/Å S–N–O/° r(S-H)/Å N-S-H/° S–N-H-O/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.903 1.189 114.50 1.350 89.66 180.00 -527.912777 
AVTZ 1.860 1.183 114.55 1.339 90.18 180.00 -528.066835 
AVQZ 1.846 1.181 114.54 1.338 90.46 180.00 -528.114060 
AV5Z 1.841 1.181 114.50 1.338 90.54 180.00 -528.129071 
AV5Z//AVQZ 
      
-528.129067 
CBS 1.837 1.181 114.47 1.338 90.61 180.00 -528.141302 
CBSTQ 1.836 1.180 114.53 1.337 90.66 180.00 -528.148521 
CBSQ5sp 
      
-528.144813 
        ΔQ 0.033 -0.001 0.34 0.001 -0.69 0.00 -0.004970 
ΔCV -0.007 -0.001 0.01 -0.002 0.06 0.00 -0.433051 
ΔSR -0.005 0.001 -0.07 0.003 -0.07 0.00 -1.462397 
        CBS+CORR 1.858 1.180 114.74 1.340 89.90 180.00 
 CBSTQ+CORR 1.856 1.179 114.81 1.339 89.96 180.00 
 
        PBE0/def2-
TZVPPD 
1.828 1.167 115.31 1.340 90.68 180.00 -528.473530 
        CBS-QB3 1.929 1.163 115.27 1.342 89.59 180.00 -528.099521 
        cis-HSNO r(S–N)/Å r(N–O)/Å S-N-O/° r(S–H)/Å N-S-H/° S-N-H-O/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.894 1.192 115.49 1.356 94.28 0.00 -527.911100 
AVTZ 1.847 1.187 115.76 1.345 94.88 0.00 -528.065296 
AVQZ 1.830 1.184 115.88 1.345 95.28 0.00 -528.112573 
AV5Z 1.825 1.184 115.87 1.345 95.35 0.00 -528.127616 
AV5Z//AVQZ 
      
-528.127611 
CBS 1.821 1.184 115.86 1.345 95.41 0.00 -528.139872 
CBSTQ 1.818 1.182 115.97 1.345 95.57 0.00 -528.147073 
CBSQ5sp 
      
-528.143389 
        ΔQ 0.034 -0.001 0.04 0.000 -0.41 0.00 -0.004807 
ΔCV -0.008 -0.001 0.07 -0.002 0.08 0.00 -0.433065 
ΔSR -0.005 0.001 -0.04 0.002 -0.15 0.00 -1.462393 
        CBS+CORR 1.842 1.183 115.93 1.345 94.92 0.00 
 CBSTQ+CORR 1.839 1.181 116.04 1.345 95.09 0.00 
 
        
  
155 
PBE0/def2-
TZVPPD 
1.811 1.170 116.95 1.348 96.89 0.00 -528.471823 
        CBS-QB3 1.917 1.165 116.24 1.348 95.75 0.00 -528.097713 
        cis-HONS r(S–N)/Å r(N–O)/Å S–N–O/° r(O–H)/Å N-O-H/° H-O-N-S/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.608 1.374 115.85 0.986 107.02 0.00 -527.903999 
AVTZ 1.591 1.361 115.99 0.982 106.72 0.00 -528.061071 
AVQZ 1.585 1.355 116.11 0.979 106.87 0.00 -528.108907 
AV5Z 1.582 1.353 116.12 0.979 106.88 0.00 -528.124176 
AV5Z//AVQZ 
      
-528.124170 
CBS 1.580 1.352 116.13 0.978 106.89 0.00 -528.136615 
CBSTQ 1.580 1.350 116.19 0.977 106.98 0.00 -528.143814 
CBSQ5sp 
      
-528.140183 
        ΔQ 0.003 0.003 -0.12 0.001 -0.08 0.00 -0.003484 
ΔCV -0.004 -0.003 0.07 -0.001 0.05 0.00 -0.433243 
ΔSR 0.001 0.000 -0.01 0.000 -0.16 0.00 -1.462856 
        CBS+CORR 1.581 1.353 116.06 0.979 106.70 0.00 
 CBSTQ+CORR 1.581 1.350 116.13 0.978 106.79 0.00 
 
        PBE0/def2-
TZVPPD 
1.571 1.325 117.16 0.981 107.96 0.00 -528.465012 
        CBS-QB3 1.585 1.340 116.87 0.985 108.16 0.00 -528.094847 
        trans-HONS r(S–N)/Å r(N–O)/Å S–N–O/° r(O–H)/Å N-O-H/° H-O-N-S/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.597 1.403 112.42 0.974 102.18 180.00 -527.903926 
AVTZ 1.581 1.389 112.85 0.969 102.30 180.00 -528.060857 
AVQZ 1.575 1.382 113.04 0.967 102.49 180.00 -528.108505 
AV5Z 1.573 1.380 113.10 0.966 102.48 180.00 -528.123730 
AV5Z//AVQZ 
      
-528.123724 
CBS 1.571 1.379 113.15 0.966 102.48 180.00 -528.136134 
CBSTQ 1.571 1.376 113.18 0.965 102.64 180.00 -528.143275 
CBSQ5sp 
      
-528.139692 
        ΔQ 0.003 0.005 -0.12 0.001 -0.15 0.00 -0.003546 
ΔCV -0.004 -0.003 0.69 -0.001 0.09 0.00 -0.433269 
ΔSR 0.001 0.001 -0.08 0.000 -0.03 0.00 -1.462861 
        CBS+Q+CV+SR 1.571 1.382 113.63 0.966 102.39 180.00 
 CBSTQ+Q+CV+SR 1.571 1.378 113.66 0.965 102.55 180.00 
 
        PBE0/def2-
TZVPPD 
1.562 1.352 114.30 0.966 103.55 180.00 -528.463676 
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        CBS-QB3 1.573 1.378 113.92 0.969 103.81 180.00 -528.094829 
        SN(H)O r(S–N)/Å r(N–O)/Å r(S–O)/Å r(N–H)/Å S-N-O/° S-O-N-H/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.647 1.248 2.619 1.036 129.07 180.00 -527.905638 
AVTZ 1.629 1.239 2.597 1.028 129.20 180.00 -528.063319 
AVQZ 1.624 1.236 2.588 1.027 129.17 180.00 -528.111178 
AV5Z 1.622 1.235 2.585 1.027 129.16 180.00 -528.126249 
AV5Z//AVQZ 
      
-528.126244 
CBS 1.620 1.234 2.58 1.027 129.16 180.00 -528.138527 
CBSTQ 1.620 1.233 2.582 1.027 129.14 180.00 -528.146102 
CBSQ5sp 
      
-528.142052 
        ΔQ 0.006 0.003 0.006 0.000 -0.14 0.00 -0.004226 
ΔCV -0.003 -0.002 -0.005 -0.001 0.00 0.00 -0.433514 
ΔSR 0.001 0.000 0.001 0.000 0.01 0.00 -1.462709 
        CBS+CORR 1.624 1.235 2.586 1.026 129.03 180.00 
 CBSTQ+CORR 1.624 1.233 2.585 1.026 129.02 180.00 
 
        CASPT2/ 
       AVDZ 1.629 1.266 2.606 1.030 127.97 180.79 -527.867613 
AVTZ 1.616 1.256 2.588 1.023 128.16 180.59 -528.019999 
AVQZ 1.611 1.253 2.580 1.022 128.15 180.58 -528.071418 
AV5Z 1.609 1.251 2.578 1.022 128.16 180.59 -528.090422 
CBS 1.608 1.251 2.576 1.022 128.17 180.59 -528.105922 
        PBE0/def2-
TZVPPD 
1.616 1.216 2.569 1.031 129.75 180.00 -528.471460 
        CBS-QB3 1.636 1.223 2.594 1.035 129.65 180.00 -528.098559 
 
    
     cycl-SONH r(S–N)/Å r(N–O)/Å r(S–O)/Å r(N–H)/Å S-N-O/° S-O-N-H/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.789 1.484 1.744 1.039 63.61 99.51 -527.858999 
AVTZ 1.754 1.473 1.702 1.028 62.97 99.88 -528.021590 
AVQZ 1.745 1.468 1.694 1.026 62.94 100.01 -528.069302 
AV5Z 1.743 1.466 1.691 1.026 62.90 100.04 -528.084775 
AV5Z//AVQZ 
      
-528.084767 
CBS 1.740 1.465 1.688 1.026 62.87 100.07 -528.097383 
CBSTQ 1.739 1.463 1.688 1.025 62.91 100.11 -528.104119 
CBSQ5sp 
      
-528.100992 
        ΔQ 0.003 0.003 0.004 0.001 0.04 -0.02 -0.003041 
ΔCV -0.003 -0.003 -0.004 -0.001 -0.04 0.02 -0.433020 
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ΔSR 0.002 0.000 0.002 0.000 0.02 -0.10 -1.462624 
        CBS+CORR 1.742 1.465 1.690 1.026 62.88 99.97 
 CBSTQ+CORR 1.741 1.464 1.689 1.025 62.93 100.01 
 
        CASPT2/ 
       AVDZ 1.795 1.480 1.749 1.035 63.70 99.17 -527.815728 
AVTZ 1.761 1.470 1.707 1.026 63.02 99.46 -527.973084 
AVQZ 1.753 1.464 1.699 1.024 63.00 99.60 -528.024190 
AV5Z 1.750 1.463 1.696 1.023 62.97 99.62 -528.043495 
CBS 1.748 1.462 1.693 1.023 62.94 99.64 -528.059243 
        PBE0/def2-
TZVPPD 
1.728 1.438 1.678 1.026 63.25 100.4 -528.425327 
        CBS-QB3 1.769 1.448 1.731 1.029 64.19 99.8 -528.054377 
        TS1 r(S–N)/Å r(N–O)/Å S-N-O/° r(S–H)/Å N-S-H/° O-N-S-H/° E, Hartree 
CCSD(T)/ 
       AVDZ 2.067 1.171 112.92 1.353 87.17 87.63 -527.899905 
AVTZ 2.031 1.161 112.99 1.342 87.40 87.48 -528.053098 
AVQZ 2.019 1.158 113.00 1.341 87.65 87.51 -528.099954 
AV5Z 2.015 1.157 112.95 1.341 87.69 87.51 -528.114847 
AV5Z//AVQZ 
      
-528.114843 
CBS 2.012 1.157 112.91 1.341 87.72 87.51 -528.126980 
CBSTQ 2.010 1.156 113.01 1.341 87.83 87.53 -528.134146 
CBSQ5sp 
      
-528.130465 
        ΔQ 0.025 0.000 0.03 0.001 -0.31 0.45 -0.004115 
ΔCV -0.007 -0.001 0.02 -0.002 0.05 -0.02 -0.432882 
ΔSR 0.006 -0.001 -0.03 0.003 -0.20 0.08 -1.462547 
        CBS+CORR 2.035 1.155 112.94 1.342 87.26 88.02 
 CBSTQ+CORR 2.034 1.154 113.04 1.342 87.36 88.05 
 
         1.983 1.144 113.59 1.343 88.45 87.89 -528.455912 
        CBS-QB3 2.082 1.145 113.35 1.346 87.97 87.87 -528.085713 
        TS2 r(S–N)/Å r(N–O)/Å S-N-O/° r(O–H)/Å N-O-H/° S-O-N-H/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.670 1.288 106.30 1.369 85.26 0.00 -527.860653 
AVTZ 1.652 1.276 106.57 1.369 84.89 0.00 -528.017155 
AVQZ 1.645 1.272 106.73 1.369 85.00 0.00 -528.064886 
AV5Z//AVQZ 
      
-528.080162 
CBSTQ 1.639 1.268 106.85 1.368 85.08 0.00 -528.099717 
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CBSQ5sp 
      
-528.096189 
        ΔQ 0.005 0.003 -0.08 0.002 0.07 0.00 -0.004316 
ΔCV -0.004 -0.002 0.09 -0.001 -0.01 0.00 -0.433186 
ΔSR 0.001 0.000 -0.01 0.001 0.03 0.00 -1.462602 
        CBSTQ+CORR 1.642 1.268 106.85 1.370 85.18 0.00 
 
        PBE0/def2-
TZVPPD 
1.633 1.252 107.20 1.364 85.49 0.00 -528.424125 
        CBS-QB3 1.650 1.259 107.08 1.379 86.05 0.00 -528.049761 
        TS3 r(S–N)/Å r(N–O)/Å S-N-O/° r(O–H)/Å N-O-H/° S-N-O-H/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.591 1.468 112.78 0.974 103.54 86.77 -527.884963 
AVTZ 1.574 1.450 113.13 0.969 103.85 87.00 -528.041580 
AVQZ 1.568 1.441 113.31 0.966 104.10 87.15 -528.088894 
AV5Z//AVQZ 
      
-528.104088 
CBSTQ 1.564 1.435 113.43 0.964 104.29 87.27 -528.123421 
CBSQ5sp 
      
-528.120029 
        ΔQ 0.003 0.003 -0.03 0.001 -0.10 0.15 -0.003220 
ΔCV -0.003 -0.003 0.07 -0.001 0.11 -0.01 -0.433184 
ΔSR 0.001 0.001 -0.06 0.000 -0.06 -0.03 -1.462912 
        CBSTQ+CORR 1.565 1.435 113.42 0.964 104.24 87.38 
 
        PBE0/def2-
TZVPPD 
1.552 1.409 114.50 0.965 105.94 88.31 -528.440691 
        CBS-QB3 1.563 1.434 114.03 0.969 105.06 87.94 -528.075230 
        TS4 r(S–N)/Å r(N–O)/Å S-N-O/° r(N–H)/Å S-N-H/° S-N-H-O/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.605 1.374 124.77 1.180 176.19 179.98 -527.822889 
AVTZ 1.586 1.364 125.10 1.171 175.97 180.00 -527.981123 
AVQZ 1.581 1.358 125.09 1.171 175.92 180.00 -528.028422 
AV5Z//AVQZ 1.579 1.356 125.08 1.171 175.91 180.00 -528.043524 
CBSTQ 1.577 1.354 125.08 1.171 175.89 180.00 -528.062937 
CBSQ5sp 
      
-528.059368 
        ΔQ 0.004 0.009 -0.25 0.002 0.41 -0.11 -0.005190 
ΔCV -0.004 -0.002 0.03 0.000 -0.03 0.00 -0.433250 
ΔSR 0.002 0.000 -0.06 0.000 0.02 -0.03 -1.462809 
        CBSTQ+CORR 1.579 1.361 124.80 1.172 176.30 179.86 
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        PBE0/def2-
TZVPPD 
1.568 1.329 125.95 1.172 174.90 180.00 -528.386500 
        CBS-QB3 1.583 1.343 125.63 1.173 175.10 179.72 -528.014943 
        TS5 r(S–N)/Å r(N–O)/Å S-N-O/° r(N–H)/Å S-N-H/° S-O-N-H/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.767 1.350 88.42 1.037 112.67 113.83 -527.822452 
AVTZ 1.731 1.343 88.57 1.028 114.31 115.86 -527.979371 
AVQZ 1.724 1.336 88.50 1.026 114.77 116.41 -528.026224 
AV5Z//AVQZ 
      
-528.045843 
CBSTQ 1.718 1.332 88.45 1.025 115.11 116.80 -528.060414 
CBSQ5sp 
      
-528.066426 
        ΔQ 0.014 0.002 -1.85 0.001 -0.13 -0.98 -0.007044 
ΔCV -0.005 -0.001 -0.17 -0.001 0.19 0.14 -0.433049 
ΔSR 0.002 0.000 0.02 0.000 -0.24 -0.26 -1.463009 
        CBSTQ+CORR 1.729 1.333 86.45 1.025 114.93 115.70 
 
        CASPT2/ 
       AVDZ 1.789 1.331 91.00 1.035 111.17 113.09 -527.776823 
AVTZ 1.759 1.318 91.20 1.027 112.36 114.70 -527.928530 
AVQZ 1.751 1.313 91.08 1.025 112.82 115.21 -527.978882 
AV5Z 1.749 1.311 91.06 1.025 112.93 115.34 -527.997684 
CBS 1.746 1.310 91.04 1.025 113.02 115.45 -528.013020 
        PBE0/def2-
TZVPPD 
1.729 1.278 90.03 1.030 116.57 119.69 -528.374193 
UPBE0/def2-
TZVPPD 
1.724 1.319 83.83 1.026 115.03 114.51 -528.390152 
        CBS-QB3 1.775 1.291 89.34 1.034 114.41 116.60 -528.012542 
        TS6 r(S–N)/Å r(N–O)/Å S-N-O/° r(N–H)/Å S-N-H/° S-N-O-H/° E, Hartree 
CCSD(T)/ 
       AVDZ 1.774 1.221 124.90 1.264 62.78 95.03 -527.826784 
AVTZ 1.728 1.214 126.01 1.273 62.94 107.87 -527.983344 
AVQZ 1.717 1.211 126.26 1.276 63.08 112.69 -528.030790 
AV5Z//AVQZ 
      
-528.045843 
CBSTQ 1.708 1.208 126.44 1.278 63.19 116.20 -528.065413 
CBSQ5sp 
      
-528.061635 
        ΔQ 0.042 0.000 -0.43 -0.013 -0.81 -3.42 -0.005621 
ΔCV -0.007 -0.003 0.40 0.002 0.04 4.95 -0.433389 
ΔSR 0.004 0.000 -0.26 -0.001 -0.04 -3.81 -1.462641 
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CBSTQ+CORR 1.747 1.204 126.15 1.267 62.37 113.93 
 
        PBE0/def2-
TZVPPD 
1.692 1.194 127.58 1.282 62.93 -179.97 -528.393215 
        CBS-QB3 1.725 1.200 127.56 1.290 62.72 157.43 -528.017478 
 
Table A-2 Calculated activation energies and energies for reactions represented on Figure 2-6 
 
∆E1‡ ∆E1rxn ∆E2‡ ∆E2rxn ∆E3‡ ∆E3rxn ∆E4‡ ∆E4rxn ∆E5‡ ∆E5rxn ∆E6‡ ∆E6rxn 
CCSD(T)/ 
            AVDZ 8.08 1.05 31.66 4.46 11.95 0.05 50.85 -1.07 52.20 29.27 53.96 4.48 
AVTZ 8.62 0.97 30.21 2.65 12.23 0.13 50.03 -1.54 52.68 26.19 52.39 2.21 
AVQZ 8.85 0.93 29.92 2.30 12.56 0.25 50.25 -1.68 53.31 26.28 52.25 1.81 
AV5Z  8.93 0.91 
 
2.16 
 
0.28 
 
-1.58 
 
26.03 
 
1.77 
AV5Z // AVQZ 8.93 0.91 29.77 2.16 12.60 0.28 50.33 -1.58 50.45 26.03 52.22 1.77 
CBS 8.97 0.90  2.08  0.30  -1.52  25.88  1.75 
CBSQ5sp 9.00 0.89 29.62 2.01 12.65 0.31 50.40 -1.48 47.46 25.77 52.19 1.73 
CBSTQ 9.02 0.91 29.72 2.04 12.80 0.34 50.41 -1.77 53.77 26.34 52.15 1.52 
             
ΔQ 0.54 0.10 0.31 0.83 0.17 -0.04 1.03 -0.43 -1.77 0.74 -0.41 0.47 
ΔCV 0.11 -0.01 -0.08 -0.11 0.04 -0.02 0.01 -0.15 0.29 0.31 -0.21 -0.29 
ΔSR -0.09 0.00 -0.13 -0.29 -0.04 0.00 0.03 0.10 -0.19 0.05 -0.15 -0.20 
             ΔZPE -0.83 -0.10 -1.27 2.30 -1.16 0.05 -3.69 0.67 -1.84 -0.71 -2.53 2.93 
             
CBS + CORR 9.52 1.00  2.51  0.24  -2.01  26.98  1.73 
CBSQ5sp+CORR 9.55 0.99 29.72 2.44 12.81 0.25 49.42 -1.97 45.50 26.87 51.42 1.71 
CBSTQ+CORR 9.57 1.00 29.82 2.47 12.96 0.28 49.43 -2.26 52.11 27.45 51.38 1.50 
             
CBS+CORR+ZP
E 8.69 0.90  4.81  0.29  -1.34  26.27  4.66 
CBSQ5sp+CORR+
ZPE 8.72 0.89 28.45 4.74 11.65 0.30 45.73 -1.29 43.95 26.16 48.89 4.65 
CBSTQ+CORR+
ZPE 8.74 0.91 28.55 4.78 11.80 0.33 45.74 -1.59 50.26 26.74 48.84 4.43 
             
PBE0/def2-
TZVPPD 
            Eelec 11.06 1.07 29.93 4.27 15.26 0.84 48.43 -4.88 61.04 28.95 50.40 1.30 
Eelec+ZPE 10.25 0.88 28.72 6.66 14.05 0.93 44.82 -4.34 59.20 28.40 47.93 4.14 
             CBS-QB3 
            Eelec 8.66 1.13 30.09 1.80 12.31 0.01 50.13 -2.34 53.98 27.72 51.48 0.60 
Eelec+ZPE 7.91 0.99 28.84 4.13 11.09 0.09 46.55 -1.76 52.13 26.97 48.78 3.45 
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Table A-3 S-thiolation reaction was also studied with various substituents R in RSNO and RSH (R = H, Me, 
Cysteine (Cys) and tert-butyl (t-Bu)) facilitated by two explicit water molecules calculated in PCM(water) 
with PBE0/aug-pcseg-1.[a] 
S-thiolation Reaction 
∆H‡, 
kcal/mol 
∆Hrxn, 
kcal/mol 
trans-HSNO +H2S 21.46 11.28 
trans-HSNO + MeSNO 24.31 6.11 
trans-HSNO + Cys 21.88 7.17 
trans-HSNO + t-BuSH 26.33 7.22 
MeSNO + H2S 18.31 12.30 
MeSNO + MeSH 21.87 8.98 
MeSNO + Cys 19.41 10.71 
MeSNO + t-BuSH 23.56 8.67 
CysNO + H2S 20.48 13.61 
CysNO + MeSH 22.62 7.47 
CysNO + Cys 19.62 7.44 
t-BuSNO + H2S 22.76 10.44 
t-BuSNO + MeSH 26.16 6.14 
[a] Activation barriers for reactions between CysNO and RSH are similar for corresponding reactions 
between MeSNO and RSH. However, the activation barriers for reactions between HSNO and RSH are 
about 3 kcal/mol higher than for corresponding reactions with MeSNO. S-thiolation reactions between t-
BuSNO and RSH have the highest activation barriers that are close to S–N bond dissociation energy due to 
steric hindrance of tertiary structure. This finding is in agreement with experimental results where S-
thiolation reaction was observed with GSNO, primary RSNO, while was completely unseen in reaction 
with SNAP, tertiary RSNO.51  
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Figure A-1 Closed-shell IRC profiles with |'E| (red) of S-thiolation reaction calculated with ωB97XD 
method in gas phase, PCM water. and PCM diethyl ether. 
 
Figure A-2 Closed-shell and open-shell IRC profiles with |'E| (red) of S-thiolation reaction assisted by 
water molecule calculated with ωB97XD method in gas phase, PCM water, and PCM diethyl ether. 
 
ωB97XD-0w-gas ωB97XD-0w-water ωB97XD-0w-diethylether
ωB97XD-1w-gas ωB97XD-1w-water
UωB97XD-1w-gas UωB97XD-1w-water
ωB97XD-1w-diethylether
UωB97XD-1w-diethylether
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Figure A-3 Closed-shell and open-shell IRC profiles with |'E| (red) of S-thiolation reaction assisted by two 
water molecules calculated with ωB97XD method in gas phase, PCM water, and PCM diethyl ether. 
 
Figure A-4 Gas-phase IRC profile (blue) with corresponding open-shell single point energies (magenta) 
along the profile of MeSH+MeSNO S-thiolation reaction calculated with ωB97XD. Electronic energy of 
first maxima of open-shell curvature is used to estimate energetic barrier. 
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Figure A-5 Closed-shell and open-shell IRC profiles with |'E| (red) of S-thiolation reaction assisted by two 
water molecules calculated with PBE0 method in gas phase, PCM water, and PCM diethyl ether.  
PBE0-2w-gas PBE0-2w-water
UPBE0-2w-gas
PBE0-2w-diethylether
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Figure A-6 PCM (water) IRC profile of S-thiolation reaction assisted by two water molecules calculated 
with mPW2PLYPD/aug-pcseg-1 
 
Figure A-7 S-thiolation reaction between MeSNO and MeS– assisted with His+ calculated in PCM(water) 
with PBE0/aug-pcseg-1. Relative enthalpies are shown.  
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Appendix B DL-FIND Interface Technical Details 
DL-FIND interface for geometry optimization with distributed gradient evaluation: 
Technical Details 
The developed DL-FIND interface package consists of the following files: 
•! m_input.xyz — the file with xyz geometry that is specified by user. In the case of 
nudge elastic band optimization, the second geometry should be specified in the 
m_input2.xyz file. 
•! find.x is D-LFIND executable file that performs predicting of the next step 
geometry. During optimization it also creates additional file that can be kept in the 
folder. Following modifications to DL-FIND code have been added: 
o!  functions for reading user specified optimization settings  
o! geometry constrains  
o! reading energetic gradients  
o! writing coordinates 
•! settings.dat was created to specify type of optimization algorithm (steepest 
descent, conjugate gradient, Newton-Raphson, L-BFGS or P-RFO), coordinate 
type, number of steps in optimization maximum number of steps in optimization, 
convergence criteria, Hessian type and Hessian updated mechanism if necessary, 
constraints, frozen atoms and scanning parameters. This file is read by DL-FIND. 
•! runOpt.py contains templates for input single point calculations files of Molpro, 
Gaussian and CFOUR, which users can modify according to their needs. In 
addition, the user can specify type of gradient calculation (one point forward 
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distortion gradient or two point distortion gradient) and step for geometry 
distortion here and choose electronic structure code that will be used.  
•! coords-grads.xyz contains electronic energy, geometry, and gradient calculated on 
each optimization step as well as final converged geometry. 
•! log file is generated by DL-FIND program and updated each step of optimization 
contains information about convergence on each step. 
•! optimizers.py contains the main algorithm of optimization as described in Section 
II.2.1. The details of its performance are considered below. 
Optimizers.py is written in Python language and performs communication with DL-
FIND optimizer and electronic structure codes (Molpro, Gaussian and CFOUR). The 
communication with DL-FIND is supported through pipes named as follows: coords, 
grads and hess. The DL-FIND program writes coordinates for which gradients should be 
calculated into coords pipe. The python code reads it, makes appropriate coordinate 
distortion and send it to the nodes where electronic structure code calculate single point 
energies. Than, energetic gradient is calculated based on single point calculations, and is 
written by python code into grad pipes. If Hessian calculations are necessary the Hessian 
is numerically calculated in addition to the energetic gradients and result is written into 
hess pipe.  
The optimizers.py defines six classes:  GeomOptimizer, MolproOptimizer, the parent 
class and CfourOptimizer, Gaussian Optimizer and GaussianNEB, classes that inherit 
from GeomOptimizer. 
!! Class GeomOptimizer: 
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The parent class GeomOptimizer performs common procedure in optimization: 
creation of input file (.com file), operations with geometry obtained from DL-FIND 
and writing gradients and Hessians in pipes. 
•! start_DLFIND() 
•! optimize() 
•! create_comfile() 
•! scan() 
•! create_coordslist_from_file() 
•! read_coords_from_pipe() 
•! write_grads_to_pipe(gradients) 
•! write_hess_to_pipe(hessian_matrix,coords_list) 
•! need_hessian() 
 
!! Class MolproOptimizer: 
Class MolproOptimizer is inherited from the class GeomOptimizer and performs 
algorithm of optimization using Molpro 
•! create_comfile(file_number) 
•! create_xyzfile(inputfile,coords_list) 
•! get_energy(file_number) 
•! make_distortion(coords_list,n,step) 
•! double_distortion(coords_list,ii,jj,stepi,stepj) 
•! mpi_get_hessian(coords_list,tasklist) 
•! mpi_two_point_gradient(coords_list,tasklist) 
•! mpi_forward_gradient(coords_list,tasklist) 
•! mpi_create_task_list(coords_list) 
•! optimize() 
 
!! Class MolproOptimizer:  
Class CfourOptimizer is inherited from the class GeomOptimizer and performs 
algorithm of optimization using Cfour: 
•! create_c4i(file_number) 
•! create_xyzfile(inputfile,coords_list) 
•! get_energy(file_number) 
•! make_distortion(coords_list,n,step) 
•! mpi_two_point_gradient(coords_list,tasklist) 
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•! mpi_forward_gradient(coords_list,tasklist) 
•! mpi_create_task_list(coords_list) 
•! optimize() 
 
!! Class GaussianOptimizer:  
Class GuassianOptimizer is inherited from the class GeomOptimizer and performs 
algorithm of optimization using Gaussian: 
•! create_comfile() 
•! create_xyzfile(elem_list) 
•! get_gradients(elem_list) 
•! get_hessian(grads_list) 
•! optimize() 
 
!! Class GaussianNeb: 
Class GuassianNeb is inherited from the class GeomOptimizer and performs only 
NEB optimization with Gaussian: 
•! create_comfile(image) 
•! create_xyzfle(elem_list,image) 
•! get_gradients(elem_lust, image) 
•! get_images() 
•! all_grads(images) 
•! optimize() 
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Appendix C RCSB PDB Search  
1. PDB Data Set 
 A list if all nonredunt X-ray crystal structures determined at a resolution of better 
then 3.0 A was obtained by searching the PDB using RCSB search tool. Nonredundant 
structures were defined ad those that are <90% identical in sequence with other deposited 
structures, and the resulting list (34483 entries) included only the highest resolution 
example of a set of similar proteins.  
2. S-nitrosylated Proteins Data Set 
 7033 proteins found to be S-nitrosylated based on the uniprot.org search using 
key words:  “S-nitrosylated”, “S nitrosylated”, “S-nitrosylation” and S nitrosylation”. Out 
of 7033 proteins there are 2597 PDB (redundant) structures (NMR and Crystal 
Structures). 149 PDB crystal structures are common with 34483 non-redundant crystal 
structures obtained from RCSB.org 
3. S-glutathionylated Proteins Data Set 
 24 proteins found to be S-nitrosylated based on the uniprot.org search using key 
words: “S-glutathionylated” and “S-glutathionylation”. Out of 7033 proteins, there are 69 
PDB (redundant) structures (NMR and Crystal Structures). 21 PDB crystal structures are 
common with 34483 non-redundant crystal structures obtained from RCSB.org. 
4. PDB Search 
 The search algorithm was implemented in Python programming language using 
Biopython library tool.191 The geometrical parameters were chosen based on quantum 
mechanical model calculations of S-thiolation reaction between MeSNO and MeSH 
(Chapter 5). 
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S-thiolation assisted with Glu/Asp and His+ (I) 
 
Figure C-1 PDB search for S-thiolation reaction between protein cysteine and S-nitrosated petptide protein 
or SNO molecule assisted with Glu/Asp and His+ residues. 
S-thiolation assisted with Glu/Asp and His+ (II) 
 
Figure C-2 PDB search for S-thiolation reaction between S-nitrosated protein and anoter thiol containing 
molecule (cysSH, GSH, H2S etc.) assisted with Glu/Asp and His+ residues. 
  
Search Criteria:
• OS < 4.5 Å
• NS < 4.5 Å
1.8% of structures satisfy this seacrh
criteria 
• 5 structures are common with S-nitrosylated
Protein Data Set
GS
H
GLU/ASP
CYS
HIS+
SNO-Protein
GS
NO
GLU/ASP
CYS
HIS+ Protein
Seacrh Criteria:
• OS < 3.5 Å
• NS < 7.0 Å
• Angle SOC (116±15) 
• Angle SOCO (180± 20, 0±20) 
25 structures (0.1%) satisfy the search 
criteria
  
172 
 S-thiolation assisted with Glu/Asp and His+ (III) 
 
Figure C-3 PDB search for S-thiolation reaction between S-nitrosated cysteine residue and cysteine residue 
within one protein assisted with Glu/Asp and His+ residues. 
S-thiolation assisted with Lys and Glu/Asp (I) 
 
Figure C-4 PDB search for S-thiolation reaction between protein cysteine and S-nitrosated petptide protein 
or SNO molecule assisted with Lys and Glu/Asp residues. 
  
Seacrh Criteria:
• S1S2 < 2.5 Å
• OS2 < 3.7 Å
• NS1 < 5.5 Å
44 structures (0.1%) satisfy the search 
criteria
CYS
HNO
GLU/ASP
CYS
HIS
GSH
SNO-Protein
GLU/ASP
LYS
CYS
Search Criteria:
• OS < 4.5 Å 25.4%
• NS < 5.5 Å 3.5%
• NO < 3.5 Å 1.9%
1.9% of structures satisfy the search 
criteria
• 3 structures are common with S-
nitrosylated Protein Data Set
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S-thiolation assisted with Lys and Glu/Asp (II) 
 
Figure C-5 PDB search for S-thiolation reaction between S-nitrosated protein and anoter thiol containing 
molecule (cysSH, GSH, H2S etc.) assisted with Lys and Glu/Asp residues. 
S-thiolation assisted with Lys and Glu/Asp (III) 
 
Figure C-6 PDB search for S-thiolation reaction between S-nitrosated cysteine residue and cysteine residue 
within one protein assisted with Lys and Glu/Asp residues. 
 
 
  
Protein
GLU/ASP
LYS
GSNO
CYS
Seacrh Criteria:
• NS < 3.5 Å
• OS < 5.5 Å
• NO < 3.5 Å
• Angle CNS (111±15) 
47 structures (0.1%) satisfy the search 
criteria
GLU/ASP
LYS
CYS
HNO
CYS
Seacrh Criteria:
• S1S2 <%2.5%Å
• OS2 <%5.0%Å
• NS1 <%4.0%Å
61 structures (0.2%) satisfy the search 
criteria
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Appendix D Development of Diffuse-Electron Corrective Potentials for 
Efficient Simulations of Dipole-Bound/Solvated Electron Reactions 
D.1 Introduction 
D.1.1 Solvated electron and dipole-bound anions 
Solvated electron (SE) is a free electron trapped in a polar solvent; it can be 
considered the lightest chemical species, and plays important role in condensed-phase 
chemistry and physics, and in biology.192  SE has received considerable attention from 
chemists since the middle of the 19th century, when Weyl observed bluish color of 
solution in an experiment of sodium metal dissolution in liquid ammonia.193 In this 
experiment, sodium atoms autoionize producing free electrons; as these electrons cannot 
attach  to ammonia molecule, they instead reside in solvent cavities with a radius of about 
3.3 Å194: Na H IJK NaL 6M< + "2NOPQ 6M< (((((((((((((((((((((((((((((((((((((((((((1) 
The solvated electron can also be present in solutions of other alkali metals (Li, K, Ca 
etc.) in liquid ammonia as well as in other solvents, including water.195-197   However, 
unlike ammonia solutions, SE in water has a short lifetime (~100 ps)198, as it recombines 
with protons/hydronium ions present due to water autoionization. Network of ~4–6 water 
molecules can form quasi-spherical cavity with a radius of about 2.4 Å199 that acts as a 
potential trap for the electron through attractive e–(((HO interactions with nearby 
molecules as well as through electrostatic interaction with molecules of outer solvation 
layers (Figure D-1a).200 The cavity formed is deep enough to bind the electron 
significantly and to support several bound excited electronic states.192,201,202   However, 
the recent theoretical and experimental studies have challenged this traditional picture of 
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SE. They showed that hydrated electron does not reside in a cavity but instead occupies a 
region of enhanced water density with characteristic size of ~5 Å in radius (Figure D-1b). 
200,202. 
 
Figure D-1 Representation of hydrated electron residing in water cavity (a) and hydrated electron 
occupying a region enhanced with water (b) reproduced from reference [200]. 
Besides the fundamental importance of solvated electron concept, it is also of 
interest as a powerful reducing agent that could be used for synthesis of metal ions in 
exotic oxidation states, carbanions and for destruction of hazardous chemical 
wastes.203,204 In addition, solvated electron is of great interest as a key player in the 
radiational damage of genetic material in living cells.205-209     
Ionizing radiation produces free electrons (eq. 2) that have wide range of energies 
(1-20 eV) that eventually lose energy through collisions and can yield solvated electrons: H:O 4< + ℎV → H:OL 4< + "2(((((((((((((((((((((((((((((((((((((((((((2) 
These low-energy electrons can attach to a π* orbital of a nucleobase and form the 
valence anion of the DNA nucleobase that induces the cleavage of C−O bond in the 
phosphate-sugar moiety.206,207  However, the exact mechanism by which the electron 
transfers from the solvated state to the orbital of the valence anion remains unclear. 
Therefore, further investigation of nature and reactivity of solvated electron is necessary. 
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In this respect, thorough theoretical study of small-molecule analogs of solvated 
electron presents a particular interest as they can provide a significant insight into the 
overall nature of the solvated electron.  Examples of small molecule systems include an 
electron bound to a single molecule in a gas phase, a dipole-bound (DB) anion (Figure D-
2a), as well as to a cluster of two or more molecules, a solvated-electron (SE) cluster 
anion (Figure D-2b). 
 
Figure D-2 Schematic representation of polar molecule (Acetonitrile) that can stabilize excess electron as a) 
dipole-bound electron, b) solvated-electron cluster anion. 
D.1.1.1 Dipole-bound anions – first quantum mechanical predictions  
Besides conventional anions that bind excess electron(s) in valence orbitals—
valence-bound (VB) anions, there is a different kind of anions where excess electron 
resides outside the molecule at the orbital whose size, shape, and binding energy are 
governed by the electrostatic and dispersion (polarization) interactions between electron 
and host molecule—dipole-bound (DB) anions. The energy of electron-molecule 
interaction can be represented in a multipole series together with the polarization term: 
(Y Z = −"[Z − "\]Z]Z^ − Θ]` 3Z]Z` − Z:b]` "3Zc − 4Z]Z` ":2Zd + ⋯,((((((((((((((3) 
e-
Gas-Phase 
Solvated-Electron (SE)
Cluster Anion
Gas-Phase 
Dipole-Bound (DB)
 Anion
e-
a b
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where r is electron’s position vector, Q is the total charge of the molecule, µ is the dipole 
moment of the molecule, Θ is the quadrupole tensor of the molecule, b is Kronecker 
symbol and %  is the polarizability tensor of the molecule.  
For a polar neutral molecule, there is no interaction with the charge of the 
molecule, thus the dominant interaction is the electron-dipole potential described by the 
second term (Eq. 3). In fact, the idea that electron can be trapped in the field of a dipole 
was first suggested by Fermi and Teller in 1947 in their theoretical study of the 
interaction between negatively charged mesotrons and polar molecules,210 a system with 
the Schrödinger equation identical to the problem of an electron in the field of a polar 
neutral molecule: 
− ℏ:2gh ∇: − \" cos mZ: Ψ = *Ψ,(((((((((((((((((((((((((((((((((((((((((( 4  
where me is mass of electron, e is charge of electron, µ is the dipole moment of the 
molecule, θ is angle between the molecule’s dipole vector µ and the electron’s position 
vector r. 
 
Figure D-3 The models for describing electron in the field of dipole: a) point dipole model, b) fixed finite 
dipole model. 
Later, in 1967 Crawford and Dalgamo demonstrated that the presence of purely 
attractive charge-dipole potential in eq. 4, commonly referred as the point dipole model 
e
rA
rB
q
-q
r
e
a b
R
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(PD) (Figure D-3a), leads to a minimum dipole moment magnitude (>1.625 D) required 
to support bound states of an electron.211 However, because of missing repulsive potential 
near small r, it turns out that the PD model produces an infinite binding energy for its 
bound states, making the wavefunction not normalizable and thus incorrect. More 
realistic model—fixed finite dipole (FFD) model—proposed by Byers-Brown and 
Roberts212 considers two charges –q and q separated by a distance R that define a dipole 
moment of magnitude µ=qR, as shown in Figure D-3b. The Schrödinger equation for an 
electron moving under the attraction to the charge q and repulsion from charge –q is 
almost identical to the electron moving in the field of H2+ molecule, except for the change 
of the sign of one of the nuclei: 
− ℏ:2gh ∇: + "< 1Zp − 1Zq Ψ = *Ψ,((((((((((((((((((((((((((((((((((((((((((((5) 
where me is the mass of electron, e is the charge of electron, q is point charge, rA and rB 
are distance from electron to the negative and positive charges respectively. This 
equation is exactly solvable and the binding energies are presented on the Figure D-4.213 
All of the energy levels associated with the first critical moment (µ =1.625 D) correspond 
to a symmetrical wavefunction with respect to bond axis () symmetry).  The levels 
associated with the second critical moment of 9.637 D correspond to * symmetry. The 
critical dipole moments are the same as for PD moment but the FFD models gives finite 
binding energy. 
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Figure D-4 Energies of an electron in the potential due to a finite dipole with Q=1. The energies are 
calculated using a large set of primitive s, p, d, and f Gaussian-type functions centered on the positive 
charge. Energies less than about 10-4 eV in magnitude are unreliable due to the limitations of the basis set 
reproduced from reference [213]. 
However, FFD model still lacks consideration of the nuclear motion as well as the 
excess electron interaction with the valence electrons: Coulomb repulsion, exchange 
repulsion, and electron correlation. As the result, the FFD model binding energies 
overestimate the values obtained for real molecules in the experiment. Besides that, the 
treatment of nuclear motion (inclusion of correction to the Born-Oppenheimer 
approximation) reveals that the actual critical moment to bind electron is about 2.5 D that 
is also was confirmed experimentally for real molecules.211 
D.1.1.2 Experimental studies 
An excess electron binding in molecular anions can be characterized using three 
parameters: electron affinity (EA), vertical electron affinity (VEA), and vertical 
detachment energy (VDE) (Figure D-5).  
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Figure D-5 Schematic potential energy diagram of anion (M—) and there neutral molecule plus electron 
(M+e). 
An electron trapped by a neutral molecule results in the corresponding anion with 
potential energy surface (PES) different from PES of neutral molecule. The EA 
represents the difference between the total energies of the neutral and anionic species at 
their respective optimized geometries. VAE is the energy released from the instantaneous 
one electron attachment to a neutral species. No geometry relaxation takes place during 
this process. Therefore, both neutral and anionic molecules reflect the optimized 
geometry of the neutral species. The VDE is the energy required for the instantaneous 
detachment of an electron from the stable anion; both neutral and anionic compounds are 
thus placed at the optimized equilibrium nuclear configuration of the molecular anion. 
Further we will consider how these parameters can be obtained experimentally. 
The two widely used experimental techniques to study dipole-bound anion are 
Rydberg electron transfer spectroscopy (RET) and photoelectron spectroscopy.214,215  
 In RET spectroscopy, conditions of electron acceptance by a molecule are studied. 
A beam of neutral polar molecules is crossed with a beam of laser-excited atoms with 
principal quantum number n. This beam constitutes a precisely controlled tunable source 
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of very low energy electrons.  The electron exchange takes place when there is an energy 
matching of the diffuse orbitals in the highly excited atoms with the dipole-bound states 
of the neutral molecules. At this point, the anion is observed, and energy of anion at the 
geometry of neutral is detected, thus the RET provides information about VEA. The RET 
spectroscopy was used in the first experimental observation of dipole-bound anions in 
1974 by Compton.216 Acetonitrile anions were produced by capture of Rydberg electrons, 
but the nature of those ions was not determined at that point. The first evidence of 
existence of dipole-bound anions was demonstrated later in the direct study of anions.217 
Electrons were photodetached from polyatomic anion at different photon energies. It was 
found that there are states that are different from conventional excited anionic states.  
The alternative technique to study anions is photoelectron spectroscopy where 
kinetic energies of excess electrons photodetached by a laser operating at a fixed-
frequency + are analyzed. The υ → υ′ transitions takes place from vibrational state υ of 
the anion to the state υ’ of the neutral molecule. The threshold of the photoelectron yield 
with kinetic energies u(0,0) determines EA and the maximum of the photoelectron yield 
with electrons having kinetic energies u(υ, υ′) determines VDE, as demonstrated in 
equations 6 and 7, respectively: (*w = ℎν − KE 0,0 ,(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((( 6  (|}* = ℎν − KE υ, υ~ ((((((((((((((((((((((((((((((((((((((((((((((((((((((((((( 7  
 Recently, photoelectron spectroscopy was improved to allow obtaining better 
resolutions for anions with low electron binding energies e.g. using photoelectron-
imaging spectroscopy and the low kinetic energy electrons can be detected using zero-
kinetic energy photoelectron spectroscopy.218 
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D.1.1.3 Quantum Chemistry Calculations 
The role of dispersion interaction  
Early theoretical models of DB electron binding to molecules (Section D.1.1.1) as 
well as first quantum chemistry calculations219,220 considered electron binding only due to 
electrostatic interactions. However, are these anions purely dipole-bound or are there 
other stabilizing interactions involved?  
For highly polar nonionic molecules the average separation between the loosely 
dipole-bound electron and the neutral host molecule is about 10-100 Å. Therefore it has 
been generally assumed that the dynamic electron correlation between loosely bound 
electron and the neutral molecule is relatively unimportant, so electrostatic forces can 
mostly describe the electron binding. However, in a thorough investigation of 
contribution to the biding energies for CH3CN, C3H2 and C5H2 (Figure D-6) molecules 
Gutowski et al. found that the electron dipole attraction (plus other charge-multipole 
interactions) combined with the Coulomb and exchange interactions involving the excess 
electron do not reproduce the full electron binding energy (Table D-1).221 
 
Figure D-6 Dipole-bound anion of acetonitrile, propynylidene and penta-1,3-diyne with dipole moment 
calculated at MP2/aug-cc-pVDZ for neutral molecule based on the reference [222].  
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Table D-1 Contribution of dispersion interaction ΔEdisp calculated at MP2/aug-cc-pVDZ augmented with 
7sp8d diffuse functions (aug-cc-pVDZ+7sp8d) to the binding energies calculated at CCSD(T)/aug-cc-
pVDZ+7sp8d  (in cm-1/meV) for the dipole-bound anionic states of CH3CN, C3H2, and C5H2.  
Method CH3CN C3H2 C5H2 
ΔEdisp 57/7 70/9 288/36 
Ebind 108/13 173/21 614/76 
Experiment 93/12 171±50/21±6 
  
In fact, for the polar acetonitrile, 57 cm-1 out of 108 cm-1 or 53% of the excess 
electron binding arises from the dispersion interaction with the host molecule; similar 
dispersion contributions have been found to many other dipole-bound anions.213,223,224  
Hence, it is not correct to think of these species as being entirely dipole-bound, although 
the charge dipole potential also plays a crucial role.  
Thus, to properly describe excess electron binding to the host molecule the 
electronic structure method should be able to properly reproduce dispersion interactions, 
and thus include an extensive treatment of electron correlation. Among the ab initio 
methods, HF and CASSCF methods are both fail to describe dispersion interaction, as 
they lack dynamic electron correlation. Although second order Møller-Plesset 
perturbation theory (MP2) partially reproduces dispersion interactions, it still 
significantly underbinds the excess electron; only the coupled-cluster method with single 
and double excitations (CCSD) and higher orders of excitation were found to reliably 
describe the excess electron binding in DB anions.221,224 It should be noted that the 
conventional density functional theory methods do not treat the dispersion interaction, yet 
generally significantly overestimate the excess-electron binding energy, likely due to the 
self-interaction error. 
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Valence and extra-diffuse basis set  
The excess-electron binding is also sensitive to the quality of the valence basis set. 
The different valence basis sets were tested with CCSD(T) method for DB anion 
calculation by Skurski et al.224 for CH3CN– and (H:O⋯NH^)2 anions. The valence basis 
set should reliably describe the static charge distribution of neutral molecular host and 
account for the polarization and dispersion stabilization of the anion. It was shown that 
the valence aug-cc-pVDZ or aug-cc-pVTZ97 basis set augmented with extra diffuse basis 
functions produces binding energy in excellent agreement with experimental data. On the 
contrary, Pople-style basis sets are not recommended for DB anion calculation because 
they underestimate binding energy by 30-35%.  
 
Figure D-7 Diffuse distribution acetonitrile anion wavefunction. Excess electron occupies space of about 
24×32 Å. Contour values of wavefunction are presented in au. 
In addition, the extremely diffuse character of dipole-bound electron (Figure D-1) 
requires addition of highly diffuse basis functions that are usually placed at one or several 
~3
2 
Å
~24 Å
~3 Å
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atoms, or added separately, centered at a dummy atom. The extra diffuse basis set is 
usually constructed from uncontracted Gaussian-type orbitals (GTOs): ((((((((((((((((((((((((((((((((((((((((((((((((((((Ä7 #, Å, Ç = #PÅÉÇÑ"2]>Ö@,(((((((((((((((((((((((((((((((((((((((((((((((((((((8) 
where l, m, n define angular momentum L=l+m+n and exponent á7 describes diffuseness 
of basis set—the smaller alpha the more diffuse is an orbital. The exponents of the extra 
diffuse basis set should be small enough to describe the diffuse charge distribution of the 
excess electron and flexible enough to describe dispersion stabilization between the 
excess electron and the electrons of the neutral species. The value of áà depends on the 
dipole moment of the neutral molecule and other exponents are expressed in the form of 
geometrical series: ((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((áÑ = áà<Ñ2à,((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((9) 
where n is the number of extra diffuse functions and q is geometrical progression ratio 
usually in the 3.0–5.0 range. Usually q depends on the dipole moment of the neutral 
molecule—the smaller the dipole moment, the smaller geometric progression ratio. The 
extra diffuse basis functions can be constructed for each type of symmetry, however the 
s- and p- symmetry functions are the most critical for the description of excess electron; 
the d functions have small contribution to the excess electron stability and f-symmetry 
functions can be usually neglected. For acetonitrile anion it was shown that the optimal 
values of áà, q and n are 2.15,10-5, 3.2 and 6, correspondingly with the extra diffuse 
basis functions placed on carbon atom with aug-cc-PVDZ basis set. 
Cluster anions: DB and SE states 
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Figure D-8 Isosurfaces of singly occupied molecular orbitals of acetonitrile monomer anion (a), collinear 
acetonitrile dimer anion (b) and head-to-head acetonitrile dimer anion (c). 
The excess electron can be stabilized not only by one polar molecule but also by 
two or more molecules, forming a cluster anion. For example, acetonitrile dimer 
molecule can stabilize excess electron in two ways: DB state (in collinear head-to-tail 
arrangement of acetonitrile molecules Figure D-8b) with VDE=102meV and SE cluster 
anion state (head-to-head isomer of (CH3CN)2–  Figure D-8c) with VDE=155meV.76 The 
former has the electron distribution similar to the acetonitrile monomer anion (Figure D-
8a) and the later has the electron sandwiched between two polar molecules (Figure D-8b).  
The excess electron is stronger bound in SE anion, but the removal of the electron 
will result in dissociation of dimer into two polar molecules. The computational 
investigation of thermal stability of dimer anions revealed that at the temperature lower 
150K the SE anion is the most unstable, however as the temperature increases the Gibbs 
free energy of DB dimer anion is greatly changed than for SE anion, making SE 
acetonitrile dimer anion the only stable acetonitrile dimer anion at the room temperature 
(Figure D-9). 
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Figure D-9 Temperature dependence of the dimer formation Gibbs free energies of DBE dimer anions. The 
reference free energy is that of the free acetonitrile molecules reproduced from reference [76]. 
D.1.2 Coexistence of DB/SE and VB anions 
Thus far, the discussion has focused on species for which there are no bound or 
low-lying unbound valence-type anion states. For example, the lowest unfilled valence 
**(C–N) orbitals of acetonitrile are relatively high in energy (~2.8 eV higher than the 
HOMO), therefore the valence-bound (VB) acetonitrile anion exist only as a metastable 
anion in the gas phase.225 These species become stable in dimerization with another 
CH3CN molecule in liquid phase or in crystalline acetonitrile.76 However, other 
molecules such as nitromethane and uracil are able to support both DB and VB anions in 
gas phase.226-228   The two important questions arise here: (1) Which anionic state exists 
under which conditions? and (2) How do these two states interconvert?  
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D.1.2.1 Adiabatic and diabatic potential energy surfaces (PES) 
Nitromethane anion is a prototypical system that possesses both a DB and VB 
states, and both states are experimentally and theoretically documented.218,226,228,229    
Formation of the nitromethane anion CH3NO2– was first observed in collision of highly 
excited Rydberg states of Ar and Kr atoms with neutral nitromethane molecules, through 
formation of DB states.216,230  Later, the photoelectron spectra exhibiting the existence of 
VB state were detected. The most recent measured adiabatic EA for DB and VB states 
are 12±3 meV and 172±6 meV correspondingly.218 
In the DB state the extra electron is mostly attached by electrostatic interactions 
with neutral polar (3.46 D) nitomethane molecule. The excess electron occupies an 
extremely diffuse orbital with the average distance >10 Å from the host molecule and is 
localized on the side of methyl group—the positive end of the dipole (Figure D-10a). 
Residing far from the neutral molecule, the electron does not affect the geometry of the 
host molecule in any significant way. Conversely, in the case of the VB state, the extra 
electron resides on the valence π*-type orbitals of nitro (–NO2) group and, upon the 
electron capture, leads to significant change in the geometry. The most prominent 
geometric change is the increasing of the NO2 tilt angle, á from ~1.5° to ~34° (Figure D-
10b). 
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Figure D-10 Geometry and isosurface of singly occupied molecular orbitals (SOMO) of DB and VB 
nitromethane anions. 
The ground electronic state of the nitromethane anion has two minima 
corresponding to the DB and VB anions, and can be described by adiabatic or Born-
Oppenheimer PES (full black line on Figure D-11). In the context of Born-Oppenheimer 
approximation, the movement of nuclei is almost negligible due to much larger mass in 
comparison to electron’s mass. The atoms move along the adiabatic potential energy 
curves as long as they are going much slower than the valence electrons. However, in the 
case of nitromethane anion, going from one minima of PES to another one corresponds to 
the dramatic change in the nature of electronic wavefunction, thus the adiabatically 
negligible derivative coupling elements will show substantial values: 
(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((( ä ''[7 Ä ,(((((((((((((((((((((((((((((((((((((((((((((((((((((((((10) 
where ä is the nuclear wavefunction, Ä is the electronic wavefunction, and [7 are the 
nuclear coordinates.228 The diabatic PESs that retain their character when the nuclei move 
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should be considered (represented by a blue dotted line for DB state and red dotted line 
for VB state in Figure D-11). 
 
Figure D-11 Schematic representations of the adiabatic (full black lines) and diabatic (dotted blue and red 
lines) PES of anion possessing both a dipole-bound and valence state. The PES of neutral molecule is 
indicated as dotted green line. 
The DB and VB states will clearly cross along the cut through two minima and 
transition between two anionic states will be determined by coupling matrix element W in 
avoided crossing model potential V: 
((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((| = |à ãã |: ,(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((11)((( 
where V1 and V2 – diabatic anionic states. 
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D.1.2.2 Interconversion between the DB and VB anions 
The coupling matrix element provides an important information about the 
transition from one state to another. However, the required PES calculation is a 
challenging task because DB and VB electronic states should be calculated in a balanced 
way and possible autodetachment should be considered.  
The orbitals of a DB state are very similar to those of the neutral molecule, 
whereas the orbitals of an anionic valence state differ dramatically from this set. As was 
shown before, dispersion interaction greatly contributes to the interaction energy of 
excess electron in DB anions.221 Therefore, single-reference high-level ab initio 
electronic structure methods with extensive treatment of electron correlation are required 
(Section D.1.1.3 The role of dispersion interaction).213 In addition, the diffuse character 
of the DB orbital (Figure D-7) requires using of extra diffuse basis functions (Section 
D.1.1.3 Valence and extra-diffuse basis set).224   At the same time, the VB anion does not 
require extra diffuse basis functions, but requires high-level multi-reference ab initio 
methods with or without electron correlation to account for its multi-reference 
character.231 
Thus, separate high level calculations for the two states can be performed in a 
straightforward way using the respective orbital set, but the description of both states 
within one calculation requires extensive multi-reference configuration interaction 
(MRCI) calculation, that is only applicable for small molecules.  
Although being computationally challenging, the coupling between VB and DB 
states of nitromethane was investigated by fitting the diabatic PESs (V1 and V2) described 
by harmonic potential to the ground and first excited adiabatic PESs (Figure D-12)228: 
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|7 = 12å7(H − H7): +(V7,(((((((((((((((((((((((((((((((((((((((((((((((((((((((12) 
H = (# − #çq)(#é − #çq),(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((13) 
where ωi , si , νi  are fitted parameters and s is dimensionless coordinate, defined in such 
way that s=0 would be in equilibrium geometry of DB state (xDB ) and s=1 would be in 
equilibrium geometry of VB state (xV). The adiabatic PESs were calculated within a 
single calculation using propagator-based method—equation of motion-coupled cluster 
(EOM-CC)232,233  ab initio method. However, the most stable VB state turned out to have 
negative EA that clearly indicates that EOM-CC description of the two anionic states is 
not perfectly balanced. The calculated coupling element W=30 meV is small with respect 
to the vertical excitation energies of the anionic states that are in order of 1 eV, that 
indicates a necessity for using a diabatic PES for describing the transition between the 
DB and VB states. Moreover, at the geometries of the neutral nitromethane where 
valence anion lies above neutral PES, the VB anion is shape-type resonance with a 
lifetime of 2.6 fs. For these geometries only DB anion exists as a stable anionic state. 
Thus, a more stable VB state can be achieved through transition from the DB state with 
the transition probability determined by Fermi’s Golden rule: èçq→éq ∝ ë0×ã:(((((((((((((((((((((((((((((((((((((((((((((((((((((((14)( 
where FC is the Franck-Condon factor, and W is the coupling matrix element. Therefore, 
in the case of favorable Franck-Condon factor the DB state can act as an effective 
“doorway” for interconversion to VB state.  
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Figure D-12 Adiabatic and diabatic surfaces based on the EOM-CC ab initio data. The full circles represent 
the ab initio points of the adiabatic PES. The corresponding adiabatic and diabetic surfaces obtained from 
least square fit of the model potential V to these data points are indicated as continuous and dotted dashed 
lines respectively. 
Excess electron binding to the RNA and DNA bases uracil, thymine and their 
derivatives is of particular interest, as they can also support DB and VB anions. The 
interconversions between DB (or SE in bulk water) forms of these anions can play a role 
in the radiation damage of genetic material.234,235  The coupling matrix elements between 
DB and VB anions of uracil and 5-clorouracil were estimated by Sommerfeld using a 
similar approach to be 43 meV (Figure D-13).227 Although the coupling element 
estimations provide important information about the DB/VB interconversion, they do not 
provide dynamic representation of this process. 
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Figure D-13 Structure of uracil (μ=4.6)D) and 5-chlorouracil (μ=4.2)D). The direction of dipole moments is 
depicted approximately. 
Ab initio dynamics simulations is a powerful tool that can reveal time evolution of 
DB to VB states.202 However, because of the failure of the Born-Oppenheimer 
approximation to describe the process of DB/VB interconversion, classical dynamic 
simulations (Figure D-14a) are not suitable, thus the non-adiabatic simulation (Figure D-
14b) should be considered. A system evolving with a time with enough energy at the 
point of PES branching can continue to move along adiabatic surface or can hop to 
excited adiabatic states within the same diabatic surface. Given that the full quantum 
mechanical approach is not computationally feasible for large molecules there are several 
semiclassical approaches for studying non-adiabatic effects, among which, the most 
successful is the trajectory surface hopping (TSH) method.236-239  The TSH method is 
based on the hypothesis that the time evolution of a wave packet through a potential-
energy branching region can be approximated by an ensemble of independent 
semiclassical trajectories stochastically distributed among the branched surfaces.239 The 
distribution is achieved by allowing hops between surfaces according to some probability 
distribution that is determined by dij coupling vector: ((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((('87 = − ä8|∇î|ä7 ,((((((((((((((((((((((((((((((((((((((((((((((((((((((15) 
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where ä8, and(ä7 are wavefunctions of j  and I states correspondingly and  ∇î is gradient 
along nuclear coordinates. 
 
Figure D-14 Representation of adiabatic and non-adiabatic dynamic simulations methods. 
D.1.3 Aims of the work 
In order to understand the details of the interconversion mechanism between the 
DB/SE and VB states an extensive investigation of their potential energy surfaces is 
required, including the calculations of the pure DB/SE and VB states as well as the region 
of their coupling. Among variety of the available electronic structure methods only the 
multi-reference configuration interaction method (MRCI) includes static and dynamic 
electron correlation and thus can describe both states in balanced way (Figure D-15). 
However, the computational requirements of this method do not allow any dynamical 
description of the interconversion process.  
 On the other hand, less computationally demanding complete active space self-
consistent field (CASSCF) have been widely used for VB anionic state calculation and 
dynamics simulation. However, it lacks electron correlation and thus significantly 
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underestimates the electron binding energy in DB state and overestimates its diffuse 
character. Thus, if it were possible to correct the CASSCF method for dispersion 
interaction, it could be an appropriate method for interconversion study between DB and 
VB anions. 
 
Figure D-15 Computational method requirements for description of DB, VB states and their coupling 
region. 
 To effectively simulate the effects of the dispersion interactions on the DB/SE 
excess electron within the CASSCF method, we propose to use external potential in the 
form of Gaussian functions: 
Y Z = Z2: %7ZÑ>"2ó>Ö@ò7ôà (((((((((((((((((((((((((((((((((((((((((((((16) 
 The potentials in the form of eq. 16 specially parameterized to properly describe 
the diffuse DB/SE excess electron properties and will be further referred to as diffuse-
electron corrective potentials (DECP).  
Thus, the goals of this work are: 
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•! Parameterize DECP approach to reproduce the binding energies and spatial 
distribution of the DB/SE excess electron with Hartree-Fock method for 
several model molecules 
•! Optimize the DECP with CASSCF scheme to describe DB/SE and VB states 
and their couplings that will enable non-adiabatic direct-dynamics simulations 
of DB/SE–VB processes in a variety of systems 
•! In future work will include non-adiabatic simulations of the DB/SE to VB 
interconversion using parameterized DECP-CASSCF approach for prototype 
organic anions and biomolecules such as nucleic acid bases. 
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D.2 Correcting for the missing dispersion: Diffuse-electron corrective 
potential approach for DB anions 
The idea of diffuse-electron corrective potential (DECP) approach comes from the 
dispersion-corrected potential240-243   (DCP) approach that was developed to correct for 
dispersion interaction in density functional theory (DFT) methods. Conveniently, DECP 
and DCP have the same functional form as the conventional atom-centered effective core 
potentials (ECP).  
D.2.1 Effective core potentials 
Effective core potential approach was primarily developed for the systems 
involving elements with large atomic number Z (third row of periodic table and higher). 
At the same time, the core electrons of such systems are generally unimportant in a 
chemical sense. However, it is necessary to use a large number of basis functions to 
properly describe valence orbitals. Thus, calculations can be made much more efficient 
by replacing the core electrons with a suitable pseudopotential, and explicitly treating 
only valence electrons, which are described by the pseudo-orbitals instead of regular 
valence orbitals. The regular valence orbitals have a series of radial nodes in order to 
make them orthogonal to the core orbitals, while the pseudo-orbitals are design in such 
way that they behave correctly in the outer part, but do not have a nodal structure in the 
core region (Figure D-16).244 
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Figure D-16 Typical shapes for the all-electron orbitals and the pseudo-orbitals öõ. 
Correspondingly, the pseudopotential is constructed in such way, so that solution 
to the Schrödinger equation produces valence orbitals matching the pseudo-orbitals: 
(((((((((((((((((((((((((((Yúùû = YüLà Z + YP Z − YüLà Z |6gPÉô2P 6g|üPô† ,((((((((((((((((((((17) 
where l is the angular momentum quantum number, m is the magnetic quantum number, 
L is the maximum l found in the core, |6g 6g| is the projection operator for quantum 
numbers l and m, Ul is the effective potential for angular momentum l, r is the distance 
from the nucleus. The projection operators are present in part to represent Coulomb and 
exchange interactions with the missing core electrons and in part to impose the 
orthogonality effect of the absent core electrons on the valence electron wavefunction. 
The actual form of UECP is determined by the functions Ul, which for ease of integration 
are represented as linear combinations of Gaussian functions: 
((((((((((((((((((((((((((((((((((((((((((((((((((((((((YP Z = Z2: %P7ZÑ°>"2ó°>Ö@ò°7ôà ,(((((((((((((((((((((((((((((((((((((((((((18) 
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where %P7 is a negative real number if l=L+1 and positive real number if l≤L, Nl is number 
of Gaussian functions, ¢P7 is an integer between 2 and 4, £P7 is positive real number. The 
physical interpretation of this potential is that it is repulsive for the angular momenta 
corresponding to the core orbitals, because of the orthogonality effect, and its attractive 
for angular momenta that are not present in the core, because of the screened Coulombic 
interaction with the missing nuclear charge as the valence electrons penetrates into the 
nuclear region. 
D.2.2. Dispersion-corrected potential (DCP) 
Effective core potential uses a combination of repulsive and attractive terms 
applied to valence electrons to simulate the effect of missing core electrons. The DCP 
uses the same functional to correct for the lack of dispersion in conventional DFT 
methods. Unlike the ECP, DCP includes all-electron treatment together with additional 
external potential in the form of eq. 18 that exerts a weak attractive force on the valence 
electrons of other molecules, so the correct dispersion binding behavior is approximated. 
Initially, the DCP was designed for use with PBE, PW91 and B971 functionals 
with 6-311+G(2d,2p) basis set and was tested on the hydrocarbon dimers.243 The UDCP 
was represented by a sum of two high angular momentum (L=3) Gaussian functions 
placed at carbon atoms with ¢P7=2 in eq. 18: Yçùû Z = %à"2ó§Ö@ + %:"2ó@Ö@,(((((((((((((((((((((((((((((((((((((((((((((((19) 
One of the Gaussian terms was attractive to model dispersion (ci<0), while another one is 
repulsive (ci>0) to prevent over-binding. In the first implementation only ci coefficients 
were individually parameterized to reproduce the experimental binding energies of the 
dimer, while the exponents were fixed in the optimization, and the potential was placed at 
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the carbon atoms only. In order to apply the DCP approach to larger systems (e.g. 
polyaromatic hydrocarbons), the potential was parameterized for use with small basis sets, 
e.g. 3-21G(d) and 6-31G(d). It was shown that two Gaussian terms did not completely 
correct binding energy, thus three Gaussians (two attractive and one repulsive) terms 
were placed at the carbon atom.241 The results of DCP correcting long-range interaction 
for parallel benzene dimer are demonstrated on Figure D-17.241 The potential curve 
obtained with the DCP-corrected interaction stabilizes the dimer and is close to the high-
level CCSD(T)/CBS calculations. 
 
Figure D-17 Parallel benzene dimer potential energy surfaces calculated using B971/6-31G(d) without 
DCPs (solid) and B971/6-31G(d) with the DCPs and with refrence CCSD(T)/CBS reproduced  from 
reference 241. 
Finally, DCPs in the form of three Gaussian functions were employed for H, C, N 
and O for B3LYP in conjunction with 6-31+G(2d,2p). Values of %P7 and £P7 values were 
optimized in such way that the error in the predicted interaction energies of several 
noncovalent-bonded dimers was minimized relative to those obtained by CCSD(T)/CBS-
quality methods.245 Gaussian functions were introduced with fixed ¢P7=2 for hydrogen 
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atom with maximum angular momentum l=p, and for carbon, nitrogen and oxygen with 
maximum of angular momentum l=f. 
Recently, these DCP parameters were thoroughly assessed and compared on 473 
reference complexes with two other dispersion corrected DFT methods, such as B3LYP-
NL246 and B3LYP-D3,247 that use a different corrective potential that acts on nuclei only, 
and revealed that B3LYP-DCP indeed predicts very good binding energies for 
noncovalently bound complexes, particularly with small basis sets.248 The advantage of 
DCP is that dispersion effects are included on the electronic-structure level, allowing the 
electron density to adjust to these effects. Also, DCPs can be used with any quantum 
chemistry code that supports ECPs. 
D.2.3 Diffuse-electron corrective potential for DB and SE anions 
In this work the potential in the form of ECP—diffuse-electron corrective 
potential (DECP)—will be used with inexpensive ab initio methods (HF and CASSCF) to 
simulate dispersion stabilization of a DB excess electron. The DECP with at least two 
Gaussian functions will be parameterized to reproduce high-level ab initio results. The 
attractive atom-centered Gaussian(s) can reproduce missing dispersion interaction by 
attracting excess electron to the host molecule. The repulsive Gaussians of DECP can 
prevent excess electron from over-binding as well as can keep the molecular geometry 
undistorted. In result, carefully constructed DECP for HF or CASSCF calculations should 
provide an inexpensive and reliable computational approach that is able to describe 
DB/SE and VB anionic states in the balanced way, suitable for non-adiabatic dynamic 
simulations. Since CASSCF method is very similar to HF with respect to the inability of 
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reproducing the dispersion interaction, DECPs developed for HF method should be also 
applicable for CASSCF calculations. 
D.2.4 DECP parameterization strategies 
D.2.4.1 Construction of DECP 
The extra electron binding can be simulated by placing the pseudopotential on the 
atom(s) of the positive end of molecular dipole moment in the form of the sum of 
Gaussian functions: 
Yçúùû Z = %7"2ó>Ö@ò7ôà ((((((((((((((((((((((((((((((((((((((((((((((((20) 
The negative Gaussians terms—attractive terms (ci<0)—are responsible for the binding 
between excess electron and host molecule. However, attractive DECP affects not only 
the excess electron but also the valence electrons and thus can distort the molecular 
geometry. Therefore, positive Gaussians terms—repulsive terms (ci>0)—can be used to 
counteract the distortion and keep the proper molecular geometry. The increase of the 
number of Gaussians terms should improve the electron binding and excess electron 
distribution; however, each additional Gaussian term adds two parameters (%7 and •7) that 
should be optimized. In this work different numbers of Gaussians N will be tested and the 
optimal number of Gaussians will be determined. 
D.2.4.2 Qualitative metrics of DB electron binding 
The DECP parameters are fitted to reproduce binding energies (EA or VDE), 
molecular geometries as well as excess electron distribution. However, the latter needs to 
be quantitatively described using a few numerical parameters. One of the possible 
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descriptions could be a visualization of single occupied molecular orbitals isosurfaces 
obtained with the same contour values (Figure D-18); however, it represents only 
qualitative description of the electron distribution. 
 
Figure D-18 Isosurfaces of singly occupied molecular orbital of acetonitrile calculated with HF and CCSD 
method. 
The quantitative description can be obtained from the quantum theory of atoms in 
molecules (QT AIM or simply AIM) theory.249 According to the AIM theory, the 
electronic structure of a molecule can be described by mapping the topology of electron 
density ¶ and the Laplacian of electron density,(ß Z = −∇:¶. For instance, the local 
charge concentration of ¶ is the area where L(r) > 0, and the charge depletion 
corresponds to L(r) < 0, depicted as dotted and solid lines respectively on Figure D-19. 
The critical point (CP) of Laplacian, shown as a star, is determined by the maximum of a 
function ß Z . Thus, the excess electron distribution in DB anion can be characterized by 
the values of electron density, its gradient and Laplacian at the critical point.76 
HF CCSD
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Figure D-19 Contour plot of Laplacian of the electron density Laplacian of acetonitrile DB anion calculated 
with CCSD/aug-cc-pVDZ+6s6p. 
D.2.4.3 Reference data generation 
The DB anions can be reliably described by the single-reference electronic 
structure method that properly describes the electron, coupled-cluster methods in 
particular. The DECP parameters will be optimized against the reference training set 
obtained from these high-level calculations. The electron density, its gradient and 
Laplacian will be calculated with coupled cluster method with single and double 
excitations (CCSD) and the binding energies with coupled cluster method with single, 
double and perturbative triple excitations (CCSD(T)). To properly describe the diffuse 
electron character, different sets of extra-diffuse functions will be tested with double- and 
triple-zeta augmented correlation consistent basis sets by Dunning aug-cc-pVDZ and 
aug-cc-pVTZ.97 
D.2.4.4 Optimization of DECP parameters: genetic algorithm 
Overall, AE or VDE, molecular geometry, and the electron distribution result in a 
large reference data set obtained from high-level ab initio calculation that should be 
reproduced by HF-DECP/CASSCF-DECP approach. Fitting of several Gaussian 
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parameters to reproduce the set of the reference data is a difficult optimization problem. 
One of the methods suitable for such optimization is genetic algorithm (GA).250 The 
algorithm does not need to calculate function’s derivatives, thus there are no 
requirements on the fitness function. Therefore, GAs can be used as a tool to 
simultaneously fit the whole set of Gaussian parameters %7 and •7 for different atoms.  
A GA starts with the initialization of the population by random generation of 
solutions – chromosomes followed by the calculation of their fitness function value 
(score). Each chromosome consists of variables that need to be optimized such as %7 and •7 for our problem. A set of chromosomes is evolving in a GA through the process of 
competition and controlled variation by three genetic operators: selection, crossover, and 
mutation. The selection operator chooses a pair of chromosomes from the population. 
Then, crossover operator breeds them to produce an offspring, which is then added to the 
new generation. A mutation operator can mutate an offspring with a low probability to 
increase the diversity of solutions and avoid sticking in a local minimum. When a new 
generation is created, score is calculated for each new chromosome, and then the next 
iteration starts with the selection of chromosomes for the new generation. Chromosome 
with the best fitness in a population is considered as a solution of the problem. 
Optimization continues until the solution is converged or maximum number of 
generations is reached. 
Genetic algorithm is a flexible procedure with respect to the number of reference 
data (objectives) used in the optimization: single- or multi-objective optimization. In case 
of single objective optimization, the fitness function is determined by only one objective 
and all other objectives from the reference set are not included in the optimization, as 
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opposed to the multi-objective optimization where several objectives are minimized. This, 
however, often leads to the case where there is no ideal solution that satisfies all 
objectives simultaneously. Some solutions can be better with respect to one objective 
while other solutions can better in another objective; thus most of the time there is no a 
single, unique solution to the problem and several solutions are possible.  
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D.3 Computational details 
The coupled cluster with single and perturbative triple excitations (CCSD(T))82 
calculations were performed with Molpro 2010.1 package.81 Because the electron density 
cannot be obtained with CCSD(T) level theory, it was generated with coupled cluster 
with single and double excitations (CCSD).82 Hartree-Fock and diffuse-electron 
corrective potential (DECP) calculations were performed with Gaussian G09 package.113 
The electronic structure calculations were obtained with double- and triple-zeta 
augmented correlation consistent basis sets by Dunning aug-cc-pVDZ and aug-cc-
pVTZ.97 The electron densities were analyzed using AIMPAC251 program. The contour 
plot of electron density Laplacian was visualized using Matplotlib,252 based on the grid 
obtained from AIMPAC program. The profile of electron density and Laplacian was 
analyzed and visualized using MATLAB253 computing environment. The genetic 
algorithm optimization code was used as implemented in genetica254 Python library and 
modified for DECP parameterization problem.  
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D.4 DECP parameterization for model systems 
D.4.1 Acetonitrile anion 
D.4.1.1 Reference data  
Acetonitrile DB anion has been extensively studied experimentally. Its VDE 
determined with photoelectron spectroscopy by Jonson and co-workers is 10±4 meV.255 
In this work we obtain high-level ab initio reference data for acetonitrile DB anion for 
following DECP parameters optimization.  
As mentioned previously, inclusion of electron correlation and use of extra diffuse 
basis functions are required in DB anion calculations. Thus, coupled cluster with single 
double and perturbative triple CCSD(T) method with aug-cc-pVTZ basis set will be 
employed for electronic structure calculations. The extra diffuse functions can be placed 
on the dummy atom Bq at the distance RBq from carbon atom (Figure D-20). We start 
from investigating the position of dummy atom using 6 s, p and d basis functions 
constructed as proposed by Skurski et al.224 The EA was calculated at the different 
position of dummy atom Bq in the direction of dipole moment from the carbon atom 
(Figure D-20).81 The maximum EA corresponds to the distance of 1.1 Å from carbon 
with the value of 13.78 meV, however when the extra diffuse basis functions are placed 
exactly on the carbon atom EA is only 0.01 meV lower, 13.77 meV. Thus the extra 
diffuse function can be placed on the carbon atom. 
To obtain high-level reference data, the binding energy was also tested for 
acetonitrile with CCSD(T)/aug-cc-pVTZ+9s9p9d with nine s, p and d type diffuse 
functions placed on the carbon atom with the smallest exponent equal to 6.6,10-7 and 
geometric progression ratio equal to 3.2. The calculated VDE, 13.78 meV, is improved 
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only by 0.1 meV in comparison with CCSD(T)/aug-cc-pVTZ+6s6p6d and 
CCSD/avdz+6s6p6d (Table D-2). The comparison also reveals that the HF energy is 
underestimated by about 60% from coupled cluster theory, that is the primary effect of 
missing electron correlation in HF. Thus, the VDE obtained from DECP potential 
together with HF method will be fitted to reproduce VDE from the high-level 
CCSD(T)/aug-cc-pVTZ. 
 
Figure D-20 EA calculated at the different distance of dummy atom Bq from carbon atom of acetonitrile 
molecule with CCSD(T)/aug-cc-pVDZ+6s6p6d. The 6 s, p and d functions are placed on dummy atom. 
Table D-2 VDE calculated for acetonitrile anion at the different level of theory. 
level theory VDE, meV 
CCSD(T)/avtz+9s9p9d 13.78 
CCSD(T)/avtz+6s6p6d 13.64 
CCSD(T)/avdz+6s6p6d 13.25 
CCSD/avdz+6s6p6d 13.64 
HF/avdz+6s6p6d 5.73 
 
Since the reference charge distribution of excess electron cannot be obtained for 
CCSD(T) method, it was calculated with CCSD method with aug-cc-pVDZ+6s6p6d. 113 
The position of the critical point of Laplacian corresponding to DB electron (Figure D-19) 
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and values of ¶, ∇¶ and ∇:¶ at the CP were calculate with AIMPACK251 code. As the 
DECP is placed at the carbon atom to improve binding with excess electron, the C–C 
bond can be also affected by DECP parameters as the attractive DECP will tend to 
decrease C–C bond and repulsive DECP will tend to extend it. Thus, in addition to the 
excess electron distribution reference data, the molecular geometry should be added to 
the reference set. The C–C bond calculated with HF can serve as the reference 
geometrical parameter and any deviation from it penalizes the objective function. The full 
reference data that should be reproduced by DECP approach and the initial parameters 
calculated with HF are presented in Table D-3. The distance to the CP point at HF 
method is by ~0.6 au longer than one calculated with CCSD and the absolute values of 
electron density and the Laplacian of electron density at CP are underestimated that 
indicates that the excess electron is more diffuse than in the reference data.  
Table D-3 Reference data calculated for acetonitrile anion that should be reproduced by HF with DECP 
approach. The calculated HF values are also presented. 
parameter Reference HF 
VDE, meV 13.78 5.73 
CP , au 7.33 7.88 ®, au 6.36E-05 2.22E-05 ∇®, au 4.54E-06 1.83E-07 ©™® , au     -4.04E-06 -1.20E-06 
RCC, au 1.469 1.469 
 
The contour plot of electron density Laplacian is presented on Figure D-21 with 
the contour values chosen in 8.0,10-7–3.5,10-6 range, the blue and red colors correspond 
to negative and positive values, correspondingly. The contour plot also shows that the HF 
density is more diffuse and occupies more space than in CCSD method. 
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Figure D-21 Topological map of Laplacian of acetonitrile electron density calculated with CCSD and HF 
method. The contour plot values are chosen in 8.0,10-7–3.5,10-6 au range, the blue and red colors 
correspond to negative and positive values, correspondingly. The black line corresponds to zero value of 
Laplacian. The red points correspond to the position acetonitrile atoms. X and Y axes are in a.u. 
D.4.1.2 DECP parameters fitting 
After the reference data was obtained, the fitting of DCP parameters can be 
started. The two aspects should be investigated: (1) what and how many of the reference 
data—objectives—should be used in the optimization, all 6 parameters or just some of 
them? and (2) what variables of DCP—decision variables—should be used for 
optimization?  
Single-objective optimization with one attractive DECP Gaussian term 
We started DECP parameter fitting from a single-objective optimization with just 
a single attractive Gaussian term in the DECP (N=1, in eq. 20): Yçúùû Z = %"2óÖ@(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((21) 
 As the most important reference data to be reproduced by the DECP is the VDE 
value, the fitness function in the GA optimization was defined as: (((((((((((((((((((((((((((((((((((((((((((((((( é´çú = |}*çúùû − |}*ùù¨ç ≠ ,((((((((((((((((((((((((((((((((((((((((((((22) 
CCSD HF 
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where |}*çùû is VDE calculated at HF with DECP (HF+DECP) and  |}*ùù¨ç ≠  is the 
reference VDE calculated at the CCSD(T)/aug-cc-pVTZ+9s9p9d level.  The two 
parameters—c and •—are optimized to minimize fitness, é´çú. Note, that in case of using 
just one attractive function the geometry could be very distorted, thus the solution for c 
and •will be limited to the very small values in the -0.008÷0.0 and 0.0÷0.008 ranges, 
correspondingly. The results of twelve GA runs with population size=23 are presented in 
Table D-4. Other reference data was also calculated for these solutions and presented in 
the table. The best solution with respect to each of the criteria, is highlighted by green 
color and it is clearly seen that there is no solution that satisfy all reference data. The 
solution with ζ=0.0049 and c=-0.0032 was chosen as the best because it minimizes the 
fitness function and it has RCC, CP and Laplacian at the CP closer to the reference data.  
Table D-4 The result of twelve GA runs for minimization of fVDE fitness function. The best-reproduced 
reference data is highlighted by green color, and the coupled cluster values are presented with the label in 
green color. 
ÆØ∞± ≤ ≥ ¥µµ 1.469Å ® 6.36E-05au Ø® 4.54E-06au ©™® -4.04E-06au CP 7.33au 
0.010 0.0043 -0.0028 1.468 4.17E-05 1.48E-06 -3.85E-06 7.31 
0.001 0.0049 -0.0032 1.467 4.28E-05 1.58E-06 -4.01E-06 7.30 
0.004 0.0041 -0.0027 1.468 4.12E-05 1.43E-06 -3.78E-06 7.32 
0.007 0.0023 -0.0016 1.469 3.66E-05 1.10E-06 -3.16E-06 7.36 
0.001 0.0080 -0.0054 1.464 4.77E-05 2.17E-06 -4.76E-06 7.26 
0.004 0.0055 -0.0036 1.467 4.39E-05 1.69E-06 -4.17E-06 7.29 
0.002 0.0045 -0.0029 1.468 4.21E-05 1.51E-06 -3.90E-06 7.31 
0.001 0.0046 -0.0030 1.468 4.22E-05 1.52E-06 -3.92E-06 7.31 
0.001 0.0061 -0.0040 1.466 4.48E-05 1.80E-06 -4.32E-06 7.29 
0.001 0.0065 -0.0043 1.466 4.55E-05 1.89E-06 -4.42E-06 7.28 
0.001 0.0076 -0.0051 1.465 4.72E-05 2.10E-06 -4.68E-06 7.26 
0.004 0.0044 -0.0029 1.468 4.19E-05 1.49E-06 -3.88E-06 7.31 
 
The contour plot of the Laplacian of electron density for this solution is presented 
on Figure D-22 together with schematic representation of the Laplacian profile. The main 
  
214 
problem of this solution is that unlike the reference CCSD profile there are two local 
minima of the Laplacian (two CPs) instead of one observed for the reference electron 
distribution (Figure D-21). The second CP is 15.3 au from the host molecule and possibly 
does not have a significant effect on the molecule.  Nevertheless, the parameter that 
would quantify the second critical point is required; therefore, the difference between the 
local maximum of Laplacian and the second minimum, indicates as CP2, was included in 
the reference data. In ideal case this value should be equal to zero 
 
Figure D-22 Schematic one-dimensional profile and topology map of Laplacian for the solution with ≤=0.0049 and c=-0.0032. The origin is placed at the position of carbon atom. 
As it can be seen, there are several solutions that reproduce the binding energy 
and do not distort the molecular geometry but poorly describe the electron distribution. 
Therefore, other reference data should be included into the fitness function leading to a 
multi-objective optimization. 
C
7.3 
a.u. 
11.1 15.3 
-4.0E-6 
-9.52E-8 -4.45E-7 
∇2ρ  
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Multi-objective optimization with two Gaussian terms 
In the case of multi-objective (multi-criteria) optimization several objective 
functions fi, expressed as a function of decision variables, should be minimized. For our 
problem they are  
é´çú = |}*çúùû − |}*ùù¨ç ≠ , 
∂´∑∑ = ,ùùçúùû − ,ùù∏= , 
π´ = ¶çúùû − ¶ùù¨ç , ((((((((((((((((((((((((((((((((((((((((((((((((((((((( ∇´π = ∆¶çúùû − ∆¶ùù¨ç ,(((((((((((((((((((((((((((((((((((((((((((((((((((23) ´∇@π = ∇:¶çúùû − ∇:¶ùù¨ç , 
∂´∑∫ = ,ùûçúùû − ,ùûùù¨ç  
ù´û: = 0è2çúùû , 
represented by the difference of HF+DECP value and the corresponding reference value 
of VDE, ,ùù , ¶, ∇¶, ∇:¶, ,ùû and 0è2. 
One of the conventional multi-criteria optimization methods transforms the 
problem of minimization of several functions into the minimization of the preference 
function: 
(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((è # = å7 7´ #ª7ôà ,((((((((((((((((((((((((((((((((((((((((((((((((((((((24) 
where wi ≥0 are weighting coefficients that represent the relative importance of the 
criteria. 256,257   
The disadvantage of such approach is that the weights should be correctly 
predicted against each other before the optimization, which is hard to choose when there 
are several objectives with the different power of the magnitude. For example, the VDE 
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can be changed in 1–100 meV range, while electron density Laplacian is changing in the 
10–6 au range. Also, different combination of the weights can result in the same value of 
the fitness function, thus several optimal solutions are possible. 
This type of optimization was tested for our problem with only two criteria VDE 
and Rcc as these values are close to each other among all reference data and the range of 
their variation can be easily predicted. In the previous optimization only small values of 
the exponent and Gaussian coefficient were used and the Rcc almost did not change. The 
increase of the range for the optimization of exponent value could possibly improve the 
electron distribution, but it also can distort C–C bond, thus the repulsive Gaussian (c2>0) 
was also introduced into optimization. The solution that has VDE within 1 meV and Rcc 
within 0.01 Å can be considered as optimal solutions, thus weights åà and å: were 
chosen to be 1/1=1 and 1/0.01=100, correspondingly and the preference function that 
needs to be minimized become: ((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((è = é´çú + 100 ∂´∑∑(((((((((((((((((((((((((((((((((((((((((((((((((((((25) 
The solutions of c1 and •à for attractive Gaussian was limited in the -0.1÷0.0 and 
0.0÷0.1 range, correspondingly and the both solutions c2 and •: for repulsive Gaussian 
was limited in the 0.0÷0.1 range. Because of the increasing number of optimized 
variables, the population size was also increased to 39. The results of 10 GA runs, 
presented in Table D-5 with the solution that minimizes the fitness function highlighted 
by green color. While the VDE and the C–C bond distance of the reference data are well 
reproduced, electron distribution parameters are even worse than in case of single-
objective optimization (VDE) with one Gaussian and all solutions also have two CPs of 
the electron density Laplacian. 
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Addition of other criteria into the weighted sum optimization is complicated 
because of non-trivial selection of the weighting coefficients (eq. 24). In addition, this 
type of optimization is not optimal for multi-objective optimization.256 Therefore, two 
other algorithms of the chromosomes selection—Pareto front domination and Vector 
Evaluated Genetic Algorithm (VEGA)—were tested for our problem.256,257  Both 
methods do not require preselection of the weighting coefficients. Several objectives 
functions were employed in the optimization ( é´çú, ∂´∑∑, ´∇@π, ∂´∑∫ and ù´û:). However, 
these approaches presented several problems: (1) the obtained solutions still do not 
satisfy all criteria, (2) several objectives demand large populations size and number of 
generations and therefore decrease efficiency of GA; and (3) in the case of more than 
two-objective optimization the solution is hard to choose, because of big set of solutions 
that do not dominate each other. Thus, the big set of reference data greatly complicates 
the optimization even such sophisticated types approaches as Pareto front and VEGA. 
Thus, the number of parameters should be decreased. 
Table D-5 The result of ten GA runs for minimization of P fitness function. The minimized fitness function 
solution and corresponding reference data are highlighted by green color.   º ≥Ω ≤Ω ≥™ ≤™ Ø∞± 
13.78meV 
¥µµ 
1.469Å 
® 
6.36E-05au 
æ® 
4.54E-06au 
©™® 
-4.04E-06au 
CP 
7.33au 
0.704( -0.0359( 0.0304 0.0298( 0.0827( 14.19 1.466( 6.45E-05( 5.65E-06( -7.14E-06( 7.07 
0.972( -0.0334( 0.0270 0.0285( 0.0569( 14.20 1.474( 6.13E-05( 4.72E-06( -6.84E-06( 7.11 
2.986( -0.0522( 0.0342 0.0506( 0.0560( 12.07 1.482( 5.26E-05( 4.05E-06( -5.58E-06( 7.15 
1.247( -0.0293( 0.0266 0.0193( 0.0678( 13.93 1.458( 6.18E-05( 4.99E-06( -6.86E-06( 7.11 
1.113( -0.0477( 0.0339 0.0429( 0.0631( 12.92 1.472( 5.80E-05( 4.83E-06( -6.28E-06( 7.11 
2.982( -0.0895( 0.0350 0.0785( 0.0470( 15.71 1.459( 7.14E-05( 6.29E-06( -8.22E-06( 7.04 
0.549( -0.0507( 0.0243 0.0456( 0.0325( 13.92 1.473( 5.67E-05( 3.67E-06( -6.24E-06( 7.17 
0.672( -0.0054( 0.0077 0.0022( 0.0607( 14.26 1.471( 4.83E-05( 2.13E-06( -4.83E-06( 7.26 
1.626( -0.0185( 0.0213 0.0140( 0.0620( 12.47 1.472( 5.18E-05( 3.47E-06( -5.51E-06( 7.19 
0.677( -0.0703( 0.0440 0.0724( 0.0969( 13.38 1.472( 6.47E-05( 6.70E-06( -6.82E-06( 7.05 
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Fitting on the grid 
The minimization of criteria that describe the electron density distribution metrics 
at the critical point such as( π´, ©´π, ´∇@π, ∂´∑∫ and ù´û: can be substituted by a single 
criterion in the form of root-mean-square-deviation (RMSD) of electron density 
(,ø-}π) or electron density Laplacian (,ø-}∇@π) calculated over the points on the grid. 
The minimization of RMSD is a single-objective problem, with the fitness function in the 
form: 
´M&¢"HH = (¶7çúùû − ¶7ùù¨ç):ò7ôà ¿ ,(((((((((((((((((((((((((((((((((((((((((((26) 
for (,ø-}π) and in the form: 
´M&¢"HH = (∇:¶7çúùû − ∇:¶7ùù¨ç):ò7ôà ¿ ,((((((((((((((((((((((((((((((((((((((27) 
for ,ø-}∇@π, where ¶7ùù¨ç and ∇:¶7ùù¨ç are reference  values calculated with 
CCSD/aug-cc-pVDZ+6s6p6d on the grid of N points. 
 The 2-dimentional reference grid points were taken on the square area within a 
symmetry plain of CH3CN in the vicinity of the CP with the step size 0.1 au and the plain 
center placed in 13 au from carbon atom. The contour plot of the reference electron 
density and electron density Laplacian for selected grid are represented on Figure D-23. 
The contour values for electron density were gradually chosen from 6.5,10-5 to 1.5,10-5 
with the step 5.0,10-6 from the red to blue color, correspondingly and the contour values 
for the Laplacian of electron density were used as described previously.  
  
219 
 
Figure D-23 Reference contour plot of electron density a) and Laplacian b) calculated with CCSD/aug-cc-
pVDZ+6s6p6d. The reference grid points were taken on the 14,14 au2 plain in the vicinity of the CP with 
the step 0.1 au. 
The ,ø-}π and ,ø-}∇@π were minimized for the DECP with one repulsive and 
one attractive Gaussian terms (first two rows in the Table D-6) and the corresponding 
fitted grids are presented on Figure D-24 and Figure D-25. The results revealed that the 
electron density Laplacian was better reproduced in minimization of ,ø-}∇@π and the 
electron density was better reproduced in minimization of ,ø-}π. However, the C–C 
bond obtained with ,ø-}π minimization (1.335 Å) was very distorted, about 0.14 Å 
shorter than reference distance. 
The DECP in the form of two unconstrained Gaussian terms, with the one placed 
at the carbon atom and another placed at the hydrogen atoms, was also tested in the 
optimization (third and fourth rows in the Table D-6). In the case of ,ø-}π 
minimization, the electron density at the critical point was significantly improved (6.51E-
05 au vs reference 6.36E-05 au), the geometry was not distorted and VDE was 2.9 meV 
higher than reference. However, the ,ø-}∇@πminimization very poorly reproduces the 
geometry and the VDE (0.1 Å and 7 meV, respectively, higher than in the reference set).  
a b
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Figure D-24 The contour plot of electron density a) and Laplacian b) for solution obtained in minimization 
of ¥¡¬∞® with DECP consisting of one repulsive and one attractive Gaussian terms. 
 
Figure D-25 The contour plot of electron density a) and Laplacian b) for solution obtained in minimization 
of ¥¡¬∞©™®with DECP consisting of one repulsive and one attractive Gaussian terms. 
  
a b
a b
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Table D-6 The summary of results for different forms of DECP fitted with the different minimization 
objectives ¥¡¬∞® and ¥¡¬∞©™® 
Fitness Form of DECP Ø∞± 
13.78meV 
¥µµ 
1.469Å 
® 
6.36E-05au 
©  
4.54E-06au 
©™® 
-4.04E-06au 
CP 
7.33au ,ø-}π( Yù Z = %à"2ó§Ö@ + +%:"2ó@Ö@( 15.79 1.335( 6.72E-05( 4.53E-06( -7.82E-06( 7.13 ,ø-}∇@π( Yù Z = %à"2ó§Ö@ + +%:"2ó@Ö@ 15.13 1.481( 3.75E-05( 5.24E-07( -3.07E-06( 7.38 ,ø-}π( Yù Z = %ù"2ó∑Ö@ Y∏ Z = %∏"2ó√Ö@ 16.71 1.468( 6.51E-05( 5.69E-06( -6.14E-06( 7.36 ,ø-}∇@π( Yù Z = %ù"2ó∑Ö@ Y∏ Z = %∏"2ó√Ö@ 21.89 1.562( 5.12E-05( 5.61E-07( -4.46E-06( 7.52 ,ø-}π( Yù Z = 1Z %à"2ó§Ö@ + +%:"2ó@Ö@+Z%^"2óKÖ@ 17.19 1.272( 7.00E-05( 6.41E-06( 6.41E-06( 7.12 ,ø-}∇@π( Yù Z = 1Z %à"2ó§Ö@ + +%:"2ó@Ö@+Z%^"2óKÖ@( 83.46 1.455( 4.44E-05( 2.10E-06( -3.57E-06( 7.5 
 
Further, DECPs, consisting of three Gaussian terms multiplied by different power 
of r, (nli = 1, 2 and 3 in eq 18) were also considered: 
Yù Z = 1Z %à"2ó§Ö@ + %:"2ó@Ö@+Z%^"2óKÖ@(((((((((((((((((((((((((((((((((28) ,ø-}π solution distorts geometry by 0.4 Å and the ,ø-}∇@π solution significantly 
over-bind excess electron distribution (VDE=83.5 meV). Thus, DECP constructed only 
of Gaussian terms (nli = 2) will be used in further optimizations.  
As was demonstrated above the minimization with respect to ,ø-}∇@π shows 
slightly better VDE and geometry than ,ø-}π in the case of two Gaussian terms placed 
at the carbon atom (Table D-6). However the ,ø-}π minimization represents better 
results in the case of one Gaussian term placed at the carbon and another at the hydrogen 
atoms: geometry was not distorted and the VDE is by 5 meV better in comparison with ,ø-}∇@πminimization. Thus, the fitting of electron density will be used in the further 
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DECP optimizations. However, both methods demonstrate the problem of the geometry 
distortion that will be solved in the following section. 
The geometry distortion problem: Suppressing the short range region of the DECP 
The attractive DECP (green line on Figure D-26a) affects not only the excess 
electron but also the valence molecular orbitals and thus can distort molecular geometry. 
This problem can be alleviated if the DCP is made to act only on the diffuse DB electron, 
but not on the valence-shell electrons. This can be done by suppressing/removing the 
DCP around the atom it is entered at. The part of the potential that should be removed is 
represented by the area with distance R from the center of the Gaussian function—carbon 
atom (blue line in Figure D-26a). This part of the Gaussian can be removed by 
counteraction of another one or more repulsive (positive) Gaussians (red line in Figure D-
26b). The parameters of these repulsive Gaussian terms can be found by fitting to the part 
of the original attractive Gaussian term with the opposite sign (Figure D-26b). Thus, the 
final DECP is obtained as a sum of the attractive term and the repulsive term fitted to 
cancel the attractive term within the distance R around the carbon atom. (Figure D-26c) 
The suppression procedure was incorporated in the GA optimization as follows. 
The attractive exponents, coefficients and distance R are optimized using GA 
minimization of ,ø-}π. At each generation the repulsive Gaussian exponents were 
determined by the least squares fitting, performed in MATLAB program.253  
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Figure D-26 Schematic representation of DECP potential: a) attractive potential represented by green line 
with the area (blue line) of radius R that should be counteracted with repulsive potential, b) fitted area (blue 
line) with repulsive Gaussian term (red line) and c) final potential obtained as a sum of attractive and 
repulsive potential.  
Table D-7 The summary of GA ¥¡¬∞® minimization results for different form of DECP augmented with 
two counteracted Gaussian terms (red color). ¥¡¬∞® Form of DECP Ø∞± 13.78meV ¥µµ 1.469Å ® 6.36E-05au ©® 4.54E-06au ©™® -4.04E-06au CP 7.33au 
2.23E-06( Yù Z = %à"2ó§Ö@ + ≥™ƒ2≤™≈™ (+ ≥∆ƒ2≤∆≈™( 15.15 1.462( 7.04E-05( 6.65E-06( -7.73E-06( 7.06 
2.23E-06( Yù Z = %à"2ó§Ö@ + %:"2ó@Ö@ +≥∆ƒ2≤∆≈™ + ≥«ƒ2≤«≈™ 15.08 1.470( 7.06E-05( 6.97E-06( -1.36E+01( 7.05 
2.24E-06( Yù Z = %à"2ó§Ö@ + %:"2ó@Ö@ +≥∆ƒ2≤∆≈™ + ≥«ƒ2≤«≈™ 14.23 1.467( 7.35E-05( 8.92E-06( -7.49E-06( 6.99 
2.32E-06( Yù Z = %à"2ó§Ö@ + %:"2ó@Ö@ +%^"2óKÖ@ + ≥«ƒ2≤«≈™ +≥»ƒ2≤»≈™ 12.85 1.424( 6.58E-05( 6.80E-06( -6.87E-06( 7.08 
2.23E-06( Yù Z = %à"2ó§Ö@ + %:"2ó@Ö@ +%^"2óKÖ@ + ≥«ƒ2≤«≈™+ ≥»ƒ2≤»≈™ 16.16 1.512( 6.96E-05( 5.81E-06( -8.12E-06( 7.04 
2.13E-06( Yù Z = %à"2ó§Ö@ + %:"2ó@Ö@ +≥∆ƒ2≤∆≈™ + ≥«ƒ2≤«≈™ Y∏ Z = %à∏"2ó§√Ö@ + ≥™…ƒ2≤™…≈™ (+ ≥∆…ƒ2≤∆…≈™ 14.72 1.416( 6.69E-05( 5.62E-06( -7.18E-06( 7.07 
2.35E-06 
Yù Z = %à"2ó§Ö@ + %:"2ó@Ö@ +≥∆ƒ2≤∆≈™ + ≥«ƒ2≤«≈™ Y∏ Z = %à∏"2ó§√Ö@ + ≥™…ƒ2≤™…≈™ (+ ≥∆…ƒ2≤∆…≈™ 14.8 1.464 6.76E-05 5.67E-06 -7.98E-06 7.04 
 
Two Gaussian terms were used to fit removed area with attractive potential. 
Several DECP potentials were tested with this approach and results of the DECP 
R R
a b c
R R
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optimizations are presented in Table D-7 The terms that are used to counteract the 
attractive part are highlighted by red color. One, two and three Gaussian terms placed at 
the carbon atom were optimized, among which the implementation with two Gaussians 
demonstrates the best result. Then, in addition to the two Gaussians at the carbon atom, 
one Gaussian counteracted with two Gaussians placed on each hydrogen atom was used. 
These optimizations result in even better fitness function score, 2.13E-06, but the 
geometry was still distorted and the optimized C–C bond was equal to 1.412 Å. Therefore, 
another solution with higher ,ø-}π, 2.36E-06 was chosen as the solution to the 
parameterization of DECP for acetonitrile molecule as it demonstrates better length of C–
C bond, but slightly worse result for electron distribution. The VDE calculated with the 
chosen DECP parameters is 14.8meV, only 1meV more than the reference CCSD(T)/aug-
cc-pVDZ+9s9p9d method. The fitted Gaussians at carbon and hydrogen atoms for this 
solution, and the profile of the electron density and electron density Laplacian are 
presented on Figure D-27 and Figure D-28, correspondingly. Although the Laplacian of 
electron density is not reproduced by DECP approach, the excess electron density 
distribution is fitted along CCSD data very well. 
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Figure D-27 DECP potential for carbon atom (left) (GA fitted parameters: ζ1 = 0.1011, c1 = -0.0874, ζ2 = 
0.0280, c2 = -0.0860, RC = 10.00 a. u.; parameters of counteracted Gaussians: ζ3 = 0.1176, c3 = 0.0709, ζ4 = 
0.0318, c4 = 0.1029) and hydrogen atom (right) (GA fitted parameters: ζ1H = 0.1111, c1H = -0.1453, RH = 
4.28 a. u; parameters of counteracted Gaussians: ζ2H = 0.0746, c2H = -0.6795, ζ3H = 0.0809, c3H = 0.8255). 
 
Figure D-28 Profile of the electron density (left) and electron density Laplacian (right) calculated 6 au from 
carbon atom in the direction of dipole moment using HF and using HF with parameterized DECP, CCSD. 
D.4.2 Acetonitrile dimer anion 
D.4.2.1 Reference data 
The dimer of acetonitrile anions is the smallest cluster that can stabilize excess 
electron in two ways: DB state and SE state (Figure D-8). The geometry of dimer anions 
−20 −15 −10 −5 0 5 10 15 20
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
R, a.u.
DE
CP
 
 
gaussian1
fitted part
fitted gauss
Final potential
−20 −15 −10 −5 0 5 10 15 20
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
R,  a.u.
DE
CP
 
 
gauss1+gauss2
gauss1
gauss2
fitted part
fitted gauss
Final potential
Carbon potential Hydrogen potential
0 2 4 6 8 10 12 14−1
−0.5
0
0.5
1
1.5
2 x 10
−5
R, au
𝜵2 𝝆, au
 
 
DECP
CCSD
HF
0 2 4 6 8 10 12 141
2
3
4
5
6
7
8 x 10
−5
R, au
𝝆, au
 
 
DECP
CCSD
HF
  
226 
was obtained by Timerghazin et. al. with second-order Møller Plesset (MP2) theory with 
the Dunning Hay split-valence polarized basis set.76 These geometries were used to 
obtain reference data with single-point CCSD/aug-cc-pVDZ with 6 s,p and d extra 
diffuse basis functions employed for monomer acetonitrile anion (the smallest exponent 
2.15E-06 and the geometrical progression ration is 3.2). In the case of DB dimer anion 
diffuse functions were placed 1 Å from methyl carbon on the positive end of dipole 
moment of the molecule and in the case of SE dimer anion it was placed in the center 
between two methyl groups. The reference VDE of CCSD data together with HF 
calculations that will be used with DECP potential is presented in Table D-8. The 
important geometrical parameter that is used as a reference data is the distance between 
two acetonitrile molecules. In the case of SE anion it is taken as distance between 
methyl’s carbon, RCC; and in the case of DB anion, it is the distance between the nitrogen 
atom and methyl carbon, RCN. 
Table D-8 Distance between acetonitrile molecules, VDE of SE acetonitrile dimer anion, VDESE and of DB 
acetonitrile dimer anion, VDEDB calculated with CCSD/aug-cc-pVDZ+6s6p6d, HF/aug-cc-pVDZ+6s6p and 
HF+DECP/aug-cc-pVDZ+6s6p. 
parameters CCSD HF HF+DECP 
VDESE, meV 149 77.4 128 
RCC, Å 7.4 10.5 2.6 
VDEDB, 
meV 99.0 59.9 117 
RCN, Å 3.1 3.4 3.0 
 
The HF method underestimates the VDE by almost a half as compared to CCSD 
energy calculations: 77.4 meV/59.9 meV using HF vs 149 meV/99.0 meV using CCSD 
method for SE/DB anion. Lack of the electron correlation in HF method also affects the 
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distance between acetonitrile anions. The distance RCC between acetonitrile molecules in 
SE anion calculated is much longer than calculated with CCSD method: 10.5 Å vs 7.4 Å.  
D.4.2.2 Acetonitrile monomer DECP application 
The DECP approach should model the dispersion interaction and thus improve the 
binding energy between acetonitrile molecules. Four Gaussian terms for each methyl 
carbon and three Gaussian terms for each hydrogen atom obtained for monomer DB 
acetonitrile anion were employed here. The results are presented in the Table D-8 and a 
comparison between Laplacian of electron density is presented on Figure D-29.  
The DECP parameterized for DB monomer anion also improves the interaction 
between molecules in DB dimer acetonitrile anion, VDE=117 meV. The two molecules 
slightly overbind with the VDE is 18 meV higher than calculated with CCSD. However, 
the DECP parameters applied for SE anion change the electron distribution in incorrect 
way that the electron resides outside of the molecules instead of being stabilized between 
them. The geometry was distorted too much and the distance RCC  is 4.8 Å smaller than in 
CCSD method. So, this parameterized DECP is only suitable for DB dimer acetonitrile 
anion. Thus, to describe both DB and SE anions, another DECP parameters should be 
optimized, e.g. using the minimization of weighted sum of two VDE calculations.  
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Figure D-29 Electron density Laplacian of DB and SE acetonitrile dimer anions calculated with CCSD, HF 
and HF+DECP. 
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D.4.3 Uracil anion 
D.3.3.1 Potential energy surface description 
 
Uracil, a nucleic acid base, is the molecule that can bind electron in two 
fundamentally different ways, forming DB anion or VB anion. In the DB state, the extra 
electron occupies a very diffuse Rydberg-like orbital (Figure D-30a), and therefore the 
geometry of the dipole-bound anions is almost identical with those of the neutral 
molecules. In case of VB anion, excess electron occupies valence π* orbital. At the 
geometry of the neutral molecule valence anion is unbound and become bound upon 
“puckering” of the ring with geometry different from the neutral molecule (Figure D-30b). 
 
Figure D-30 Isosurface of HOMO of uracial anion: (a) DB state and (b) VB state  
Uracil is a basic element of DNA and RNA, which are responsible for the storage 
and translation of genetic information. Recent experimental results indicate that low-
energy electrons might be trapped on nucleic acid bases whereafter the resulting anions 
can participate in chemical reactions that could damage DNA.206,207,234,258    Thus, study 
of DB and VB anionic states is important. The stability of DB and VB anions was studied 
experimentally and as well as computationally.259-263     The EA, VDE and VAE were 
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calculated with CCSD(T)/aug-cc-pVDZ  and are reproduced on the schematic PESs 
(Figure D-31).262 The DB state of CS symmetry has EA equal to 71meV with PES 
parallel to the neutral molecule PES.  The EA of VB state is 40 meV, thus the 
equilibrium VB state lies higher in energy than the equilibrium of DB state and lower in 
energy than neutral molecule. However, VB state at the geometry of neutral is highly 
unbound with VEA=572meV. So, upon the ring puckering, the VB PES crosses DB PES 
and neutral PES.  
The coupling between DB and VB states was studied by Sommerfeld and the 
electron coupling element was calculated to be 43 meV.227 So the VB state could provide 
a “doorway” for the decay of valence anion via DB state. This process could be important 
in the process of radiation damage of living cells. However, the dynamic aspects of this 
process were not studied due to the difficulties of calculations. So, to overcame 
computational difficulties the DECP approach will be applied for uracil DB anion in 
order to reproduce the reference data calculated with high level ab initio calculations and 
further it could be employed for dynamics simulations of uracil anions. 
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Figure D-31 Schematic representations of PESs along the puckering mode a’’ reproduced from reference 
[262]. The thick curve represents a cut through the potential energy surface of the neutral molecule. The 
thin curves represent the anionic states. The dashed line indicates that the valence anion is vertically 
unbound with respect to the neutral molecule. 
D.4.3.2 Reference data 
To obtain high-level reference data for uracil DB anion the extra diffuse basis set 
functions should be used. The basis functions are constructed using eq. 17, thus the 
exponent, geometrical progression ratio and the number of extra basis function of 
different symmetry should be chosen. Four s and p symmetry basis functions were placed 
at the hydrogen atom on the positive side of dipole moment, pointing toward excess 
electron distribution. The VDE was calculated with HF/aug-cc-pVDZ+4s4p for different 
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values of the largest exponent, αn, in the range of 0.01–0.11 and with the geometrical 
ratio equal to 5 (Figure D-32a). The largest VDE is obtained with αn=0.03.)Then,)the)VDEs)were)calculated)for)different)values)of)geometrical)progression)ratio)in)the)range)of)3–9.5)with)the)same)level)of)theory)with)αn=0.03)and)the)q)that)maximizes)the)VDE)was)determined)to)be)equal)to)4)(Figure D-32b).)The)parameters)αn=0.03)and)q=4)are)used)further)for)CCSD)calculations.)
 
Figure D-32 Uracil VDE profiles calculated at different values of (a) the largest exponent of extra diffuse 
basis functions, αn and (b) the geometrical progression ratio, q calculated with HF/aug-cc-pVDZ+4s4p. 
CCSD reference VDE value of DB anion was calculated to be 70.2 meV with 5s5p 
extra diffuse basis functions placed at the hydrogen atom. In addition, 1s1p functions 
were placed on heavy atoms obtained by dividing the smallest exponent of valence set by 
3 as proposed by Sommerfeld.235 The reference electron distribution (Figure D-33) and 
properties of the Laplacian critical point were also calculated and the total reference data 
set is presented in Table D- 9. 
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Figure D-33 Reference electron distribution of uracil DB anion calculated with CCSD/aug-cc-pVDZ+5s5p. 
The contour values gradually chosen from blue to red, from 0.00001 to 0.0002 correspondingly. 
Table D- 9 Reference data calculated for uracil DB anion with CCSD/aug-cc-pVDZ+5s5p that should be 
reproduced by HF/aug-cc-pVDZ+5s5p with DECP approach. The calculated HF values are also presented. 
parameter CCSD HF 
VDE, meV 70.2 25.9 
CP , au 5.52 5.94 ®, au 3.17E-04 1.33E-04 ∆®, au 5.31E-05 7.21E-06 ©™® , au     -2.95E-05 -1.37E-05 
 
D.4.3.3 DECP parameters fitting 
The same approach as for acetonitrile molecule was used for fitting DECP 
parameter of uracil. Two Gaussian terms were placed at the carbon atom, close to the 
excess electron, and one term was placed at the hydrogen bonded with the carbon. The 
Gaussian terms on each atom (C and H) were suppressed by two in total repulsive terms 
calculated as described previously. In total, 3 exponents, 3 coefficients and area of 
counteraction, described by RH and RC parameters were optimized by GA algorithm with 
the fitness function equal to RMSD of electron density, RMSDρ (Eq. 22). The 
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optimization of uracil molecule for each set of parameters demand large resources of 
computational power and time, so only single point VDE were calculated during the the 
optimization. The solution obtained after 100 generations with the population size 144 
had the RMSDρ)equal)to)5.97EX06)and)VDE)equal)to)41.4meV.)Because)this)solution)does)not)satisfy)by)the)VDE)value,)another)solution)was)chosen)among)the)solutions)from)all)steps)of)the)optimization.)The)solutions)that)correspond)to)the)RMSDρ%<)4.0EX05)are)presented)on)the)plot)of)absolute)difference)between)VDE)calculated)with)DECP)and)reference)VDE)vs)RMSDρ)(Figure D-34).)As)can)be)seen,)the)solutions)contradict)to)each)other:)there)is)the)best)solution)by)VDE)energy)and)there)is)the)best)solution)determined)by)RMSD)value,)but)there)is)no)solution)that)satisfies)both)criteria.)Since)the)RMSD)calculated)with)DECP)approach)was)improved)in)comparison)with)HF,)the)solutions)with)the)zero)value)of)VDE)difference)can)be)used.)Several)of)these)solutions)were)chosen,)for)which)the)geometries)were)optimized)with)HF+DECP)method)and)new)values)of)VDE)and)RMSD)were)obtained.)Among)these)solutions,)the)best)one)has)VDE)and)RMSDρ)equal)to)71.6)meV)and)2.08EX05,)respectively.))The)profile)of)the)electron)density)distribution)shows)that)it)is)fitted)to)CCSD)distribution)fairly)close)and)the)same)can)be)seen)from)the)electron)density)Laplacian)(Figure D-35).)
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Figure D-34 Plot of absolute difference between reference VDE and calculated with DECP vs RMSDρ. All 
solutions, presented on the plot, were generated during 100 generations of GA optimization and correspond)to RMSDρ%<)4.0EX05. 
 
Figure D-35 Profile of the electron density on the left and electron density Laplacian on the right of uracil 
DB anion, calculated 4.5 au from hydrogen atom in the direction of dipole moment using HF and using HF 
with parameterized DECP, CCSD.  
0 2 4 6 8 10 12 14
0
1
2
3
x 10-4  
DECP
CCSD
HF
0 2 4 6 8 10 12 14-5
-4
-3
-2
-1
0
1
2
3 x 10
-5  
DECP
CCSD
HF
𝜌, au 𝛻2 𝜌, au
R, au R, au
  
236 
D.4.3.4 Application of parameterized DECP to VB uracil anion 
Ideally, our approach should reproduce features of PESs calculated by 
Gutowski262 (Figure D-31) with CCSD(T)/aug-cc-pVDZ method. It was already shown 
that DECP+HF reproduces the VDE of a DB anion.  However, the DECP should have 
only a small effect on the VB state. The binding energies of VB and DB anions were 
calculated with both HF and HF+DECP methods and a schematic representation of their 
PESs is shown in Figure D-36 and Figure D-37, respectively.  The EA of DB anion 
calculated with HF+DECP approach (69 meV) was improved in comparison with HF (25 
meV) and is in good agreement with the CCSD(T) result. The EA/VDE of the VB anion 
calculated with HF method (–700 meV/345 meV) was highly underestimated by the 
calculations using the CCSD(T) method (40 meV/596 meV), however the HF+DECP 
method improves these values to –463 meV/509 meV. 
 
Figure D-36 Schematic representation of DB uracil anion PES (dotted blue line), neutral uracil PES (green 
line) and VB uracil anion PES (dotted red line) calculated with HF method. 
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Figure D-37 Schematic representation of DB uracil anion PES (dotted blue line), neutral uracil PES (green 
line) and VB uracil anion PES (dotted red line) calculated with HF+DECP method. 
The description of the VB anion using the CASSCF method should provide 
improved results as compared with the HF method. The state-average CASSCF (SA-
CASSCF) method as implemented in Molpro81 package was used to calculate VDE 
energy of VB anion. The SA-CASSCF was calculated as an average of two CASSCF 
wavefunctions of neutral and VB anion, constructed using ‘7 electrons in 7 orbitals’ (7,7) 
active space, with UHF reference of uracil VB anion.  The geometry of VB anion was 
optimized with CASSCF(7,7)/aug-cc-pVDZ method. Surprisingly, obtained VDE is 
equal to –599 meV, and the calculated CCSD(T) value is equal to 506 meV.  Different 
size of active space was tested for CASSCF calculations, however all results have 
negative VDE. Because the neutral molecule should lie higher in energy at the 
equilibrium geometry of VB anion, this result is not reliable.   
The VDE of DB anion was also calculated with second-order multireference 
perturbation theory (CASPT2) method with the reference wavefunctions obtained from 
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SA-CASSCF(7,7) calculations.105 The VDE (351meV) is in better agreement with 
CCSD(T) calculations. Thus, the reference wavefunction was constructed correctly, but 
the lack of electron correlation in the CASSCF method resulted in incorrect VDE. 
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D.5 Summary 
In this work, the diffuse-electron corrective potential approach (DECP) was applied 
to the HF method in order to reproduce high-level ab initio binding energy and electron 
distribution of the excess electron in the acetonitrile anion, in the acetonitrile dimer anion, 
and in the DB uracil anion. DECPs represented by a sum of several Gaussian functions, 
with corresponding exponents and coefficients acting as parameters were optimized to 
satisfy the large and diverse set of reference data using genetic algorithm minimization. 
The reference set included the data describing the binding of the excess electron with the 
host molecule—VDE, excess electron distribution (electron density, gradient of electron 
density and electron density Laplacian at the critical point and position of the critical 
point), and the geometry of anion (C–C bond in acetonitrile anion). Different types of 
optimization were tested to satisfy this diverse set: single-objective, weighted sum and 
multi-objective (Pareto Front and VEGA) optimization using different reference data as 
the objective. We found that when the solution reproduces the electron density, all other 
objectives, generally, converge to values in acceptable range except the molecules 
geometry; thus, all objectives were substituted by a single objective in the form of root-
mean-square deviation of electron density calculated over the points on the grid outside 
of the host molecule. The problem of geometry distortion was overcome by introducing 
two repulsive Gaussian terms to counteract the effect of the terms on the valence 
electrons of the atom the DECP is centered at. 
The final optimized DECP parameters have been obtained for acetonitrile and 
uracil anions in the form of four Gaussian terms placed at the carbon and three Gaussian 
terms placed at the hydrogen atoms, in the direction of dipole moment. The VDE energy 
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is reproduced within 1.4 meV (acetonitrile anion: 14.8 meV vs. 13.8 meV for HF-DECP 
vs CCSD(T); uracil anion: 71.6 meV vs. 70.2 meV for HF-DECP vs CCSD) and the 
electron distribution in the form of RMSD of the electron density was improved by 80% 
and 62% for acetonitrile and uracil anions, respectively. The acetonitrile monomer anion 
DECP parameters were also applied to DB and SE acetonitrile dimer anions. However, 
the VDE and excess electron distribution were improved only for DB anion, while these 
parameters are not suitable for SE dimer anion. The uracil anion DECP parameters were 
also used for HF calculations of VB uracil anion, which demonstrated improved values 
for VDE and EA of the VB anion. 
DECP approach together with CASSCF calculations can be used as a balanced 
description of VB and DB anions for dynamics simulations on the adiabatic as well as 
non-adiabatic dynamic simulations using surface hopping trajectory method. This 
approach can be further extended for study of formation and DB/SE–VB transformation 
dynamics of anions of other nucleic acid bases, prototypical organic anions, and their 
microsolvatated clusters. This development can provide the first non-adiabatic dynamics 
simulations directly related to the role of diffuse excess electrons in the radiational 
damage of genetic material. 
 
