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SUMARIO 
Este trabajo compara una serie de precondicionadores qiie han atraido la atención de la comunidad 
científica durante los últimos años. Se resuelven varios problemas estáticos lineales que emanan 
de discretizaciones por elementos finitos y se comparan el número de iteraciones requerido para 
convergencia, el tiempo para obtener la solución y aspectos de implementación, para varias tecnicas 
de precondici~namiento. Cuando se analiza una topología bi-dimensional el metodo de factorización 
directa todavía parece ser el más efectivo, no sólo debido al menor CPU, sino también porque los 
requerimientos de almacenamiento son relativamente pequeños. Sin embargo, se concluye que, 
para topologías tri-dimensionales, la iteración es esencial pcirque tanto el CPU como el amacenamiento 
se hacen prohibitivos en el proceso de factorización directa. 
SUMMARY 
In this paper a series of preconditioners which have atracted the atention of the scientific 
community in recent years are compared. Severa1 linear estatic problems which arise from finite 
element discretizations are solved and the number of iterations for convergence, solution time and 
computer implementation aspects are discussed for seversal preconditioning techniques. It has been 
found that for three dimentional problems it is essentional to  iterate due to  both CPU and storage 
requirements, whereas, for two dimensional problems the factorisation method it is more effective. 
INTRODUCCION 
El interés creciente en soluciones iterativas dc.rante los últimos años ha emanado 
del deseo de resolver problemas cada vez más grandes. La referencia (1 ) provee un buen 
resumen al día en algoritmos y su implementacióri. Debido a su simplicidad, el método 
de Gradiente Conjugado Precondicionado (GCP) 'ha ganado considerable popularidad, 
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principalmente debido a que el proceso de solución utiliza un número fijo predetermi- 
nado de vectores. Se han desarrollado varios precondicionadores, cada uno de los 
cuales reclama su propio éxito. 
En este trabajo se realiza una comparación sistemática de varios de estos precondi- 
cionadores para un conjunto de problemas estáticos lineales, que varían desde una 
simple barra unidimensional a placas de Mindlin, donde el mal condicionamiento juega 
un papel extremadamente importante. Empleamos los siguientes precondicionadores: 
precondicionador identidad (CG), precondicionador diagonal '(Diag), precondicionador 
elemento-por-elemento de Cr.out (EBE), precondicionador elemento-por-elemento 
de Cholesky (CEBE), Gauss-Seidel simetrizado (SGS), y precondicionadores de tipo 
desacoplado también conocidos como precondicionadores de Bloque-Sobreextendido- 
(D/BO). Es importante enfatizar que todos los análisis se efectuaron en la misma 
máquina un VAX 11-780 y con el mismo programa. Se espera que cualquier deficiencia 
en la programación haya sido común a todos los procedimientos haciendo así que los 
resultados sean más significativos. 
El trabajo está dividido en cinco partes: el apartado siguiente presenta el algoritmo 
PCG. Tras ello se ofrece una breve descripción de todos los precondicionadores ya 
mencionados junto con algunas consideraciones acerca de su implementación. El 
siguiente apartado descfibe los problemas analizados junto con los resultados obtenidos 
y el apartado final presenta las conclusiones de este estudio. 
ALGORITMO DE GRADIENTE CONJUGADO PRECONDICIONADO 
Consideramos el sistema lineal 
AX = b (1 
donde A es una matriz simétrica definida positiva. El algoritmo PCG se puede describir 
por medio de los siguientes pasos: 
Primer paso. Inicialización 
Segundo paso. Solución corregida y resíduo: 
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Tercer paso. Verificación de convergencia: 
es Ilr,+, ¡ l <  6 1 1  r, I I ?  
si -t detener el proceso 
si -t continúe 
Cuarto paso. Dirección conjugada corregida: 
z, + = B-' r, -, 
vuelva al segundo paso 
Vale la pena mencionar varias características importantes. La primera concierne 
la matriz precondicionante B. Debe notarse que si B = A el algoritmo converge en 
exactamente una iteración. Esto nos lleva a conclilir de inmediato que mientras mejor 
B aproxima a A más rápida es la convergencia. Evidentemente, el uso de la matriz 
de rigidez A como precondicionador equivale a i.esolver el sistema (1) por medio de 
un método directo, que es lo que estamos tratando de evitar. Uno debe también prestar 
atención al hecho de que el único sistema a resolver implica a 6 como la matriz de 
coeficientes. La necesidad de emplear un precondicionador que conduzca a un sistema 
de ecuaciones fácil de resolver es aparente. El valor de 6 se fijó a para los análisis 
presentados aquí. 
Los siguientes aspectos de implementación sor; también importantes: el algoritmo 
requiere exactamente cuatro vectores además del precondicionador B, estos son: 
x, r, z y p. Evidentemente, r puede ocupar al mismo espacio que b. También el 
producto Ap, se puede acumular en z, siempre que el escalar r,. z, se guarde 
para uso futuro cuando se corrige la dirección conjugada p, +, . 
Se puede demostrar (2) que el resíduo en el algoritmo GCP decrece de acuerdo con 
la expresión 
donde k( . )  representa el número de condicionamiento de su argumento. Por-lo tanto, 
un buen precondicionador es uno que hace el núm<:ro de condicionamiento del sistema 
precondicionado B-l  A lo más cercano a 1 posible. 
Otro aspecto implementacional significativo del algoritmo GCP es el procedimiento 
para calcular el producto Ap. En un programa de elementos finitos, se han considerado 
dos maneras distintas: en la primera -la versión elemento-por-elemento- las matrices 
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elementales Ae nunca se ensamblan. En cambio, se almacenan al nivel de elemento y el 
producto se efectúa elemento-por-elemento, de acuerdo a 
La segunda manera de evaluar el producto Ap implica un esquema de almacenaje 
disperso (sparse). Aquí la matriz se ensambla pero, para mantener el almacenaje al 
mínimo, sólo se guardan los elementos distintos de cero en la matriz. Este tipo de 
esquema necesariamente implica una cierta cantidad de almacenamiento general ya 
que debe definirse un conjunto de vectores índices para poder localizar los elementos 
aij de la matriz. Cuando se utiliza una multiplicación dispersa, debe ponerse especial 
cuidado para que el proceso de localización no deteriore el algoritmo. 
En el analisis presente se prefirió una multiplicación dispersa debido a la reducción 
en el número de operaciones requeridas para evaluar el producto Ap comparado con 
el esquema elemento-por-elemento. Para describir la estructura de datos empleada, sea 
nea el número de ecuaciones en el problema, y m, el número de ecuaciones conectadas 
con la ecuación n, con número de ecuación menor o igual a n. Entonces, se puede 
introducir los siguientes vectores. 




SPA R SE 
IADJ es el vector de adyacencia para la matriz bajo consideración. Para cada ecua- 
ción n contiene los números de todas las ecuaciones de número menor o igual a n que 
están conectadas con n. Porque IADJ es un vector unidimensional, se necesita otro 
vector de localización para situar el principio del conjunto de adyacencia para cada 
ecuación. k = IPOINT(n) da la posición de la última ecuación conectada a n, contenida 




Cn=l neq mn = M  
izqlmn = M 
La localización de un elemento aij en particular se realiza por medio del siguiente 
procedimiento : 
MIN = 1 
IF(J. NE. 1)MIN = IPOINT(J - 1) + 1 
MAX = IPOINT(J) 
DO 1 0 K =  MIN, MAX 
IBAR = IADJ(K) 
IF(IBAR. EQ.I)GOT020 
10 CONTINUE 
20 AIJ = SPARSE(K) 
Como ejemplo, consideramos la siguiente matriz: 
Entonces tenemos 
Consideramos varios de los precondicionadoreis de uso más común. Los aspectos 
de implementación de cada uno se mencionarán en forma breve. 
Como veremos, algunos precondicionadores requieren una cantidad extensa de 
almacenamiento general. 
Gradientes Conjugados 
Evidentemente, la forma más simple de precondicionador es cuando B = 1 donde 
1 es la matriz identidad. 
Precondicionador Diagonal 
La siguiente forma más simple de precondicioriador es una multiplicación diagonal 
como ha propuesto Jennings3. Aquí, el precondic:ionador es una matriz diagonal dada 
Por 
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Este precondicionador tiene dos características importantes: primero, es muy 
económico ya que el costo se reduce a un producto interior efectuado en coma flotante. 
Por lo tanto, la vectorización es inmediata. Segundo, tiene un efecto multiplicador 
favorable que es especialmente importante en casos en que hay presentes variables 
de estado de dimensiones diferentes. 
Precondicionador Elemento-por-Elemento de Crout 
Los precondicionadores elemento-por-elemento fueron introducidos por Hughes et al. 
en un esfuerzo por hacer mejor uso de la estructura de datos provista por los programas 
de elemento finitos (véase4 y las referencias citadas allí). Aún cuando existen varios 
tipos de precondicionadores de elementos, el precondicionador elemento-por-elemento 
de Crout se ha demostrado más efectivo en la mayoría de los casos. Está definido por 
donde 
A" es la i-ésima matriz elemental, y L, [ m ] ,  D, [m], y U, [ a ]  representan los factores 
triangular inferior, diagonal y triangular superior respectivamente, en la factorización 
de Crout. 
Debe advertirse que aunque las matrices elementales tienen la misma dimensión 
que la matriz A, todas las operaciones se restringen al conjunto de ecuaciones coiiec- 
tadas con el elemento bajo consideración. Así, tal como en la formación de la matriz 
de rigidez y cálculo de esfuerzos, este tipo de precondicionamiento también puede 
efectuarse al nivel de elemento. Después de que las matrices precondicionadoras 
elementales se forman y factorizan, la evaluación de B-lr, se hace por medio de un 
bucle de tres partes sobre todos los elementos, donde se utiliza un procedimiento 
de "juntar/separar" en la reducción frontal, multiplicación diagonal y substitución 
hacia atrás en cada elemento. Sin embargo, la experimentación numérica ha 
demostrado que esto no es tan importante como podría anticiparse5. 
La vectorización de este algoritmo no es directa pero puede realizarse con éxito6. 
Por otro lado, el algoritmo puede paralelizarse fácilmente, una característica impor- 
tante para aquellos con acceso a procesadores múltiples. 
Precondicionador Elemento-por-Elemento de Cholesky 
En este caso, el precondicionador está dado por 
donde todas las matrices tienen el mismo significado que en el EBE de Crout y L, [.] y 
U, [.] representan respectivamente los factores triangular inferior y superior en la 
factorización de Cholesky. 
La mayor ventaja de Cholesky-EBE sobre Crout-EBE reside en el hecho de que 
sólo requiere un proceso de juntarlesparcir de dos partes lo que reduce el número 
de "páginas" en las máquinas virtuales. 
Precondicionadores de Bloque Sobreextendido 
También conocidos bajo el nombre de precoiidicionadores desensamblados, estos 
precondicionadores fueron desarrollados por Hayes y Devloo7. El precondicionador 
desensamblado es similar a un precondicionador elemento-por-elemento. La diferencia 
principal es que el precondicionador desensamblado implica una suma en vez de un 
producto, como es el caso en los precondicionadores elemento-por-elemento de Crout 
y de Cholesky. 
Para describir el precondicionador desensambliido, consideramos la transformación 
que asocia un elemento Aij en A con un elemento Los elementos xz están definidos 
Por 
donde 
en que i y j son los números de ecuación 1ocalt:s y LM es la matriz de localización 
que asigna los números de ecuación globales correspondientes. Definimos 
donde 
en que A es el operador de ensamblaje de elementos finitos y D es la matriz diagonal 
cuyos elementos son el número de elementos conectados con la ecuación en conside- 
ración 
Una vez que los vectores elementales han sido formados y factorizados, el costo por 
iteración en el precondicionador desensamblado r:s el mismo que para el precondicio- 
nador elemento por-elemento de Crout, excepto que el proceso de "juntar/separarfl 
se realiza sólo una vez por elemento por iteración El precondicionador desensamblado 
tiene dos propiedades importantes: se puede paralelizar fácilmente y es independiente 
del orden de los elementos. 
Como ejemplo consideramos el precondicionador de bloque sobreextendido que se 
obtiene de la discretización por elementos finitos, de una barra unidimensional como 
se muestra en la Figura 1 Para simplificar suponemos que EA = 1. 
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Figura 1 
La rigidez de los elementos está dada por 
donde 'h es la longitud del elemento. Ensamblando las matrices de rigidez elementales 
en una matriz golbal A 0btenem.o~ 
Ahora formamos las matricesáe "desensamblando" la matriz global A: 
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Debido a la forma en que se construye el proceso de desensamblaje tenemos la 
seguridad de que cada Ze está definida positiva. I,a inversión es entonces directa y nos 
da 
que a su vez 
La conectividad de los elementos implica 
Entonces de acuerdo con (3 1 ) tenemos 
7/12 116 O 
B' - 
Gauss-Seidel Simetrizado 
La utilidad del precondicionador simetrizado de Gauss-Seidel está descrita en forma 
completa por ~ o u r - 0 m i d 8 .  La matriz A se descompone en la forma 
donde L es una matriz triangular inferior con-elementos diagonales cero y D es la 
diagonal de A. El precondicionador simetrizado de Gauss-Seidel se define por 
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~ o u r - 0 m i d 8  ha demostrado que cuando se utilisa el precondicionador simetrizado de 
Gauss Seidel el algoritmo de gradiente conjugado se puede modificar en tal forma que 
el tiempo CPU por iteración se puede reducir por un factor cercano a 2 Sin embargo, 
esta modificación no  se utilizó en el análisis que presentamos aquí, de modo que el 
mismo proceso guía de gradiente conjugado pudiese usarse para todos los problemas. 
Debido a la secuencia de las operaciones, el precondiciondor de Gauss-Seiden simetri- 
zado no  se puede paralelizar con facilidad en contraste con precondicionadores del 
tipo elemento por elemento. Las columnas y/o las filas se deben recorrer en un orden 
predeterminado lo que hace difícil dividir el algoritmo en un conjunto de cálculos 
independientes que pudiera efectuarse en forma simultánea por un procesador múltiple. 
Una ventaja del precondicionador simetrizado de Gauss-Seidel es que prácticamente 
no  requiere almacenamiento adicional si suponemos que se usa un procedimiento de 
multiplicación dispersa, porque la misma A se puede usar para definir B. 
PROBLEMAS ANALIZADOS 
Barra Unidimensional 
En el primer problema analizado, una simple barra unidimensional se divide en 100 
elementos lineales y se fija en un extremo. Una carga unitaria se aplica en el otro 
extremo. Se escogieron los siguientes parámetros geométricos y de materiales: 
L = 1 (largo) (46) 
E = 1 (módulo de Young) (47) 
A = 1 (sección de área) (48) 
El tiempo en segundos requerido para la solución se representa por t ,  m es el número 
de palabras en precisión simple,e i es el número de iteraciones necesarias para obtener 
convergencia. Todos los análisis se efectuaron en doble precisión. Los resultados se 
presentan en la Tabla 2. 
TABLA. 2. Resultados para el problema de la barra 
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Viga en Voladizo 
Aquí una viga en voladizo se discretiza con 80 elementos de viga de Timoshenko 
con un punto de quadraturag, que resulta en 160 ecuaciones. Una carga transversal 
unitaria se aplica en el extremo libre. Se emplearon las siguientes propiedades geomé- 
tricas y de materiales: 
L = 1 (largo) 
E = 1 (módulo de Young) 
v = 0.3 (cociente de IPoisson) 
h = 0.01 (espesor) 
Los resultados obtenidos se presentan cn la Tabla 3. 
*No convergió 






Problema de Carga Plana 
En este análisis una viga en voladizo se discretiza en una malla de 16 x 8 elementos 
bilineales, resultando en 288 ecuaciones (véase la Figura 2). Una carga unitaria se aplica 






a = 16 (largo) 
b = 2 (espesor) 
E = 1 (módulo de Young) 
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Figura 2 
Los resultados obtenidos se presentan en la Tabla 4. 
Tabla 4. Resultados para el problema de carga plana. 
Placa cuadrada 
Aquí una placa cuadrada apoyada en los bordes bajo una carga concentrada en el 
centro se discretiza con una malla de 8 x 8 elementos ~ 1 "  (debido a la simetría se 
discretiza sólo un cuarto de la placa) resultando en 736 ecuaciones. Se utilizaron las 
siguientes propiedades geométricas y de materiales: 
L = 10 (largo de los lados) (57) 
E = 1 (módulo de Young) (58) 
t = 0.01 (espesor) (59) 
v = 0.3 (coeficiente de Poisson) (60)  
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Los resultados obtenidos se presentan en la Tabla 5. 






















Para comparar la actuación de los varios precondicionadores en un problema tri- 
dimensional, consideramos un espacio simi-infinito con una carga unitaria actuando en 
la superficie libre. Debido a la simetría sólo un cuarto de dominio se discretizó usando 
una malla de 8 x 8 x 8 elementos tri-lineales, resultando en 1408 ecuaciones. Las 





2710 3 8  
2797.32 
E = 1 (módulo de Young) 
v = 0.3 (coeficiente de Poisson) 
1721 13 
Los resultados obtenidos se presentan en la Tabla 6. 
36260 I 1596 
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CONCLUSIONES 
De los resultados obtenidos se puede sacar las siguientes conclusiones: 
1. El precondicionador diagonal funcionó mejor que el algoritmo de gradiente conjugado 
sin precondicionamiento. Debe notarse que en los problemas estructurales (viga en 
voladizo discretizada con elementos de viga y placa apoyada tenemos desplaza- 
mientos y rotaciones. El precondicionador diagonal elimina problemas que aparecen 
debido a las diferentes dimensiones de las variables. 
2. La iteración no es siempre preferible. De hecho, en los problemas uni y bi-dimensio- 
nales considerados, una solución directa fue más eficiente tanto en términos de CPU 
como de almacenaje. Sin embargo, debe recalcarse que estos son problemas 
pequeños. Evidentemente en el caso unidimensional, el método directo será siempre 
más eficiente que cualquier otro método, debido al ancho de banda extremadamente 
pequeño. 
3 .  Aunque SGS siempre requirió más iteraciones para converger que EBE, el tiempo 
total para la solución en SGS fue siempre menor que el de EBE. Nour-Omid8 discute 
que SGS debería ser siempre más rápido que EBE mientras el número de iteraciones 
en SGS sea menor que tres veces el de EBE. Debemos recordar también que los 
tiempos de solución para SGS presentados aquí pueden reducirse casi a la mitad 
si uno usa el algoritmo descrito en8. Sin embargo, tiene la desventaja de que no es 
adecuado a la paralelización. 
4. Los resultados obtenidos con elementos de flexión son interesantes, es decir, los 
de la viga en voladizo de Timoshenko y la placa de Mindlin. Estos problemas son 
extremadamente mal condicionados, y no se pueden resolver en forma competitiva 
usando métodos iterativos a no ser que se utilicen técnicas especialesu* 12. 
5. Las ventajas de los métodos iterativos sobre métodos directos se evidencian en el 
análisis tri dimensional. Allí se ve que tanto el tiempo de solución como el amace- 
miento son menores. 
6. En estudios previos del problema de Boussinesq13 el precondicionador elemento- 
por-elemento resultó mejor que los precondicionadores diagonal y de gradientes 
conjugados. Se puede concluir de estos resultados que el uso de un esquema con 
multiplicador disperso es responsable del comportamiento superior de los precon- 
dicionadores diagonal y de gradientes conjugados. 
7. Se ha demostrado que en problemas con dominios irregulares, los precondiciona- 
dores elemento-por-elemento son superiores a los de gradientes conjugados con y 
sin precondicionador diagonal. De hecho, en algunos problemas de impacto, el 
precondicionador diagonal no logró converger mientras que el precondicionador 
elemento-por-elemento logró una convergencia satisfactoria6. 
8. Una conclusión final es que aunque el precondicionador elemento-por-elemento 
no se comportó tan bien como el precondicionador diagonal, creemos que la solución 
elemento por elemento se puede todavía mejorar en forma significativa. En esa 
dirección se han obtenido resultados alentadores que se presentarán en publicaciones 
futuras. 
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