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Abstract
We investigate a class of Cantor sets, which has the striking property such that their Hausdorff
dimensions are strictly less than their packing dimensions, while their corresponding measures,
regarded as Borel measures on the sets, are equivalent. Furthermore, we give another class of Cantor
sets which is a subset of the above and give some statistical interpretation on their dimensions and
measures.  2002 Elsevier Science B.V. All rights reserved.
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1. Introduction and preliminaries
Associated with some geometrically defined measures, two definitions of dimension,
the Hausdorff dimension and the packing dimension, are well known and often used.
See the definitions below or, for example, [5] for more detailed information. Though
Hausdorff dimension does not exceed packing dimension generally, these two dimensions
often coincide for most regular sets. In this paper, we treat a specific class of Cantor type,
with respect to which the above two dimensions are different, though, strange to say, the
corresponding measures are equivalent. In the last section, we treat another class of Cantor
set and give some statistical interpretation on dimensions and corresponding geometrical
measures.
Though the details are not yet exactly checked, it seems that the similar results are
obtained if the underlying structures of the Cantor sets are extended to Markov or sofic. It
may be necessary to change the constructions of the reference Bernoulli or Gibbs measures.
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First we give two definitions on geometrical measures and their defining dimensions.
Suppose that R is the real line. For a given subset E ⊂ R, we define the β-dimensional
Hausdorff measureHβ(E) by
Hβρ (E)= inf
{∑
i
|Vi |β; E ⊆
⋃
i
Vi, |Vi | ρ
}
, Hβ(E)= lim
ρ↘0H
β
ρ (E).
Another geometrical measure which we shall deal with in this article is the β-dimensional
packing measure Pβ(E) [6] defined as follows.
Qβρ(E) = sup
{∑
i
|Ei |β; |Ei | ρ,
{Ei} is a family of disjoint balls all centered in E
}
,
Qβ(E) = lim
ρ↘0Q
β
ρ(E), Pβ(E)= inf
{∑
i
Qβ(Ei); E ⊆
⋃
i
Ei
}
.
Here we write |F | = supx,y∈F |x − y| for F ⊂ R. It is well known that Hβ and Pβ
are both metric outer measures so that the families of their measurable sets contain the
Borel σ -fields in R [2]. From these two geometrical measures we can define two kinds of
dimensions for a bounded set E, that is, the Hausdorff dimension dim(E) and the packing
dimension Dim(E):
dim(E)= sup{β ∈R+; Hβ(E)=∞}, Dim(E)= sup{β ∈R+; Pβ(E)=∞}.
In general dim(E)Dim(E) holds and it is easy to see that
dim(E)= inf{β ∈R+; Hβ(E)= 0}, Dim(E)= inf{β ∈R+; Pβ(E)= 0}.
In addition they are countably stable:
dim
(⋃
i
Ei
)
= sup
i
dim(Ei) and Dim
(⋃
i
Ei
)
= sup
i
Dim(Ei).
The following inequalities are useful and crucial for our later arguments. See [4,5]. Then
there exists four positive constants ci, i = 1,2,3,4, with which the following inequalities
are true for any Borel measurable set E and any µ ∈M(R) where M(R) denotes the
space of finite Borel measures on R and B(x, r) denotes the r-closed ball center at x .
c1µ(E) inf
x∈E
(
lim inf
r↘0
µ(B(x, r))
rα
)
 Hα(E)
 c2µ(R) sup
x∈E
(
lim inf
r↘0
µ(B(x, r))
rα
)
, (1.1)
c3µ(E) inf
x∈E
(
lim sup
r↘0
µ(B(x, r))
rα
)
 Pα(E)
 c4µ(R) sup
x∈E
(
lim sup
r↘0
µ(B(x, r))
rα
)
. (1.2)
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Suppose that ν ∈M(R). We define dim(ν) and Dim(ν) by
dim(ν)= inf{dim(Y ): ν(R \ Y )= 0}
and
Dim(ν)= inf{Dim(Y ): ν(R \ Y )= 0},
see [3] for detail. FurthermoreHβ(ν) and Pβ(ν) are defined as follows.
Hβ(ν)= inf{Hβ(Y ): ν(R \ Y )= 0}, Pβ(ν)= inf{Pβ(Y ): ν(R \ Y )= 0}.
In this paper, we shall call Hβ(ν) and Pβ(ν) the β-dimensional Hausdorff measure and
the β-dimensional packing measure of ν, respectively. It directly follows from the above
definitions that
dim(ν) = sup{β ∈R+; Hβ(ν)=∞}= inf{β ∈R+; Hβ(ν)= 0},
Dim(ν) = sup{β ∈R+; Pβ(ν)=∞}= inf{β ∈R+; Pβ(ν)= 0}.
We say that µ,ν ∈M(R) are equivalent on K and write µ K∼ν if the following condition
holds: µ(B)= 0 if and only if ν(B)= 0 for any Borel set B ⊂K .
Now apart from definitions of geometrical characteristic, we shall give some definitions
and notations concerning symbolic dynamics and the Cantor sets.
Suppose that S = {1,2, . . . ,m} with m ∈N, m 2. The topology on the infinite product
space Ω = SN is the one given by the product derived from discrete topology on S. The left
shift on Ω is denoted by σ : σ((ωn)n)= (ωn+1)n for ω = (ωn)n ∈Ω . In what follows, the
element ω is assumed to have the coordinate representation ω = (ωn)n unless otherwise
stated and the space of σ -invariant ergodic Borel probability measures on Ω is denoted by
Eσ (Ω).
Let {Ii1i2···in : (i1, i2, . . . , in) ∈ Sn, n ∈ N} be a family of closed intervals in I ≡ [0,1]
which satisfies the following conditions.
For (i1, i2, . . . , in−1, in), (i1, i2, . . . , in−1, i ′n) ∈ Sn, n ∈N,
Ii1i2···in−1in ∩ Ii1i2···in−1i′n = ∅. (1.3)
Ii1i2···inin+1 ⊂ Ii1i2···in for (i1, i2, . . . , in+1) ∈ Sn+1, n ∈N. (1.4)
We define a family of real numbers {ai1i2···in : (i1, i2, . . . , in) ∈ Sn, n ∈N} by
ai = |Ii | for i ∈ S,
ai1i2···in =
|Ii1i2···in |
|Ii1i2···in−1 |
for (i1, i2, . . . , in) ∈ Sn, n 2.
For convenience we will use the abbreviations an(ω) = aω1ω2···ωn and In(ω) = Iω1ω2···ωn
for ω ∈Ω .
For some technical reasons we have to put some assumptions. We first assume that there
exists a ∈ (0,1) such that
a  an(ω) for any ω ∈Ω, n ∈N, (1.5)
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which indicates the length of smaller intervals do not decrease so rapidly and is used in the
comparison of densities with respect to balls and those with respect to intervals.
Secondly we assume that there exists δ > 0 such that
dist
(
In(ω), In
(
ω′
))
 δmax
{∣∣In(ω)∣∣, ∣∣In(ω′)∣∣}
if ωk = ω′k, k = 1, . . . , n− 1, ωn = ω′n, (1.6)
which indicates that the intervals are uniformly separated (if extended to the unit interval)
and is used in the estimates of Packing measures. Here dist(A,B)≡ infx∈A,y∈B |x− y| for
given Borel sets A,B ⊂ I . We may assume here that δ < 1/2 without loss of generality.
Under these notations and hypotheses we construct
K =
∞⋂
n−1
⋃
(i1,i2,...,in)∈Sn
Ii1i2···in . (1.7)
By (1.3)–(1.5), we see that
a < an(ω) < 1− (m− 1)a for any ω ∈Ω.
Let us put b = 1− (m− 1)a. Since |Iω1ω2···ωn | =
∏n
j=1 aω1ω2···ωj  bn for any ω ∈Ω and
n ∈N, the set ⋂∞n=1 Iω1ω2···ωn consists of a single point which we shall denote by ϕ(ω):
{
ϕ(ω)
}= ∞⋂
n=1
Iω1ω2···ωn . (1.8)
Then the map ϕ :Ω→K is clearly a homeomorphism. We occasionally regard ϕ as a map
from Ω to R.
2. Measure and dimension on cantor sets
Now we begin with the following general results on the Hausdorff characteristics.
Theorem 2.1. Suppose that K ⊆ [0,1] is constructed from {In(ω)}ω∈Ω, n∈N by (1.7) and
assume that {an(ω)}ω∈Ω, n∈N, {In(ω)}ω∈Ω, n∈N satisfy (1.5) and (1.6). Let µ ∈M(R),
such that supp(µ)⊆K .
(1) Suppose that there exists α ∈ (0,1) such that
lim sup
n→∞
µ(In(ω))∏n
j=1 aj (ω)γ
=
{
0 if γ < α,
∞ if γ > α, for any ω ∈Ω. (2.1)
Then dim(K)= α = dim(µ).
(2) Suppose that µ ∈M(R) satisfies a stronger condition at α:
0 < lim sup
n→∞
µ(In(ω))∏n
j=1 aj (ω)α
<∞ for any ω ∈Ω. (2.2)
Then µ K∼Hα .
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To prove Theorem 2.1, it seems to be useful to prepare the following lemma.
Lemma 2.2. Under the hypotheses in Theorem 2.1, the following hold for any ω ∈Ω .
(aδ)α lim inf
n→∞
|In(ω)|α
µ(In(ω))
 lim inf
r↘0
rα
µ(B(ϕ(ω), r))
 a−α lim inf
n→∞
|In(ω)|α
µ(In(ω))
, (2.3)
(aδ)α lim sup
n→∞
|In(ω)|α
µ(In(ω))
 lim sup
r↘0
rα
µ(B(ϕ(ω), r))
 a−α lim sup
n→∞
|In(ω)|α
µ(In(ω))
. (2.4)
Proof. Suppose that ω ∈ Ω and r > 0. Then there exists a unique n ∈ N such that
|In+1(ω)|< r  |In(ω)|. It is clear that µ(In+1(ω)) µ(B(ϕ(ω), |In+1(ω)|)), from which
we have
rα
µ(B(ϕ(ω), r))
 |In(ω)|
α
µ(B(ϕ(ω), |In+1(ω)|))
=
( |In(ω)|
|In+1(ω)|
)α |In+1(ω)|α
µ(B(ϕ(ω), |In+1(ω)|))
 a
−α|In+1(ω)|α
µ(B(ϕ(ω), |In+1(ω)|))
 a
−α|In+1(ω)|α
µ(In+1(ω))
.
Then it immediately follows from the above estimate that
lim inf
r↘0
rα
µ(B(x, r))
 a−α lim inf
n→∞
|In(ω)|α
µ(In(ω))
,
lim sup
r↘0
rα
µ(B(x, r))
 a−α lim sup
n→∞
|In(ω)|α
µ(In(ω))
.
On the other hand, for any r > 0, there exists a unique k ∈ N such that δ|Ik+1(ω)| <
r  δ|Ik(ω)|. Since δ  1/2, at least one of the intervals [ϕ(ω) − δ|Ik(ω)|, ϕ(ω)] and
[ϕ(ω),ϕ(ω)+ δ|Ik(ω)|] is completely contained in Ik(ω) and the others cannot intersect
Ik(ω
′), ω′ ∈Ω, ω1 · · ·ωn = ω′1 · · ·ω′n. (Recall (1.6).)
Since µ is supported on K , the relation µ(Ik(ω))  µ(B(ϕ(ω), δ|Ik(ω)|)) holds.
Henceforth it follows that
rα
µ(ϕ(ω), r)
 (δ|Ik+1(ω)|)
α
µ(B(ϕ(ω), δ|Ik(ω)|))
= δα
( |Ik+1(ω)|
|Ik(ω)|
)α |Ik(ω)|α
µ(B(ϕ(ω), δ|Ik(ω)|))
 (aδ)α |Ik(ω)|
α
µ(B(ϕ(ω), δ|Ik(ω)|))
 (aδ)α |Ik(ω)|
α
µ(Ik(ω))
,
which further implies that
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lim inf
r↘0
rα
µ(B(ϕ(ω), r))
 (aδ)α lim inf
n→∞
|In(ω)|α
µ(In(ω))
,
lim sup
r↘0
rα
µ(B(ϕ(ω), r))
 (aδ)α lim sup
n→∞
|In(ω)|α
µ(In(ω))
. ✷
Proof of Theorem 2.1. (1) First let us recall |In(ω)|γ =∏nj=1 aj (ω)γ . Then it follows
from (2.3) in Lemma 2.2, (1.1) and the assumption (2.1) that
Hγ (K)  d1µ(R) sup
ω∈Ω
lim inf
n→∞
∏n
j=1 aj (ω)γ
µ(In(ω))
= d1µ(R) sup
ω∈Ω
(
lim sup
n→∞
µ(In(ω))∏n
j=1 aj (ω)γ
)−1
= 0
for some constant d1 if γ > α, on the other hand
Hγ (Y )  d2µ(Y ) inf
ω∈ϕ−1(Y )
lim inf
n→∞
∏n
j=1 aj (ω)γ
µ(In(ω))
= d2µ(Y ) inf
ω∈ϕ−1(Y )
(
lim sup
n→∞
µ(In(ω))∏n
j=1 aj (ω)γ
)−1
=∞
for some d2 if µ(Y ) > 0 and γ < α.
Therefore the first estimate says that dim(K) α and the latter says α  dim(µ). Hence
dim(K)= dim(µ)= α as required.
(2) Set Ωn = {ω ∈ Ω : lim infr↘0 rαµ(B(ϕ(ω),r)) < n}. Then in view of Lemma 2.2 we
observe that the condition (2.2) clearly implies that ⋃∞n=1 Ωn =Ω . Suppose that µ(B)=
0, B ⊆K . Then there exists a sequence of open sets {Gk}k such that B ⊂Gk for all k and
µ(Gk) 1/k. Putting µk(·)= µ(·⋂Gk) and taking in account that
lim inf
r↘0
rα
µk(B(x, r))
= lim inf
r↘0
rα
µ(B(x, r))
for x ∈B , we see that Lemma 2.2 and (1.1) say that
Hα(B ∩ ϕ(Ωn)) c2µk(R) sup
x∈B∩ϕ(Ωn)
lim inf
r↘0
rα
µk(B(x, r))
 cn/k
for k, n ∈ N and x ∈ B . Letting k→∞, we immediately obtain Hα(B ∩ ϕ(Ωn))= 0 for
any n ∈N, which further implies that
Hα(B)
∞∑
n=1
Hα(B ∩ ϕ(Ωn))= 0.
On the other hand, if we assume thatHα(B)= 0, B ⊆K . Then if we set
Ω ′n =
{
ω ∈Ω : lim inf
r↘0
rα
µ(B(ϕ(ω), r))
>
1
n
}
,
we easily obtain from (1.1) that
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c1µ
(
B ∩ ϕ(Ω ′n)
)
/n  c1µ
(
B ∩ ϕ(Ω ′n)
)
inf
x∈B∩ϕ(Ω ′n)
lim inf
r↘0
rα
µ(B(x, r))
 Hα(B ∩ ϕ(Ω ′n)),
which implies that µ(B ∩ ϕ(Ω ′n)) = 0 for any n ∈ N. This furthermore means that
µ(B)= 0 because µ(ϕ(⋃∞n=1))= 1. Now the proof is completed. ✷
The following symmetrical results are true as well, the proof of which is quite analogous
to that in the above theorem.
Theorem 2.3.
(1) Let {In(ω)}ω∈Ω, n∈N, {an(ω)}ω∈Ω, n∈N and K are the same as in Theorem 2.1.
Suppose that there exists ν ∈M(R) with supp(ν)⊆K and β ∈ (0,1) such that
lim inf
n→∞
ν(In(ω))∏n
j=1 aj (ω)γ
=
{
0 if γ < β,
∞ if γ > β, for any ω ∈Ω. (2.5)
Then Dim(K)= β =Dim(ν).
(2) If µ ∈M(R), supp(µ)⊆K and β ∈ (0,1) satisfies
0 < lim inf
n→∞
µ(In(ω))∏n
j=1 aj (ω)β
<∞ for any ω ∈Ω, (2.6)
then µ K∼Pβ .
Assume that m= 2 and an(ω)= an for any ω ∈Ω and n ∈ N. In this setting, note that
|In(ω)| =∏nj=1 aj depends only on n.
It is easily seen that, for arbitrary given α,β with 0 < α  β < 1, we can choose {an}
and {In(ω)} which satisfy, in addition to our conditions in Section 1,
0 < lim inf
n→∞
n∏
j=1
(
21/αaj
)
<∞ and 0 < lim sup
n→∞
n∏
j=1
(
21/βaj
)
<∞.
If the above condition holds, Hα and Pβ are both equal to the ϕ-image of the (1/2,1/2)-
Bernoulli measure on Ω . Thus there occurs a strange phenomenon that the Hausdorff
measure and the packing measure of different dimensions are equivalent as Borel measures
restricted on K . Together with Theorems 2.1 and 2.3, we have the following.
Theorem 2.4. Let {In(ω)}, {an(ω)} and K are the same as Theorem 2.1. Assume that
µ ∈M(R), and supp(µ) ⊆ K , and that 0 < α  β < 1 satisfy (2.2) and (2.6). Then we
have
µ
K∼Hα K∼Pβ.
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Now we give an actual example of fractal sets in Theorem 2.4.
Example 2.5. We will show how to construct a Cantor set satisfyingHα K∼Pβ for arbitrary
given 0 < α < β < 1. Let us choose the positive real numbers m1,m2 satisfying
0 <m1 < 2−1/α < 2−1/β < m2 < 2−1.
We assume the sequence {an}n satisfies
lim sup
n→∞
2−n/α
(
n∏
j=1
aj
)−1
= 1= lim inf
n→∞ 2
−n/β
(
n∏
j=1
aj
)−1
.
Actually, now we construct the sequence as following: Fix a1 with 2−1/α < a1 < 2−1/β .
Since m1 < 2−1/α, there exists a unique n1 ∈N such that
2−1/α
a1
n1−1︷ ︸︸ ︷
2−1/α
m1
· · · 2
−1/α
m1
= (2
−1/α)n1
a1m
n1−1
1
< 1 (2
−1/α)n1+1
a1m
n1
1
= 2
−1/α
a1
n1︷ ︸︸ ︷
2−1/α
m1
· · · 2
−1/α
m1
.
Then define {an}n1+1n=2 by
an =
{
m1 (n= 2, . . . , n1),(
2−1/α
)n1+1(∏n1
j=1 aj
)−1
(n= n1 + 1).
Here note that the sequence{
(2−1/α)n∏n
j=1 aj
: n= 1,2, . . . , n1 + 1
}
is clearly monotone increasing. That is
(2−1/α)∏1
j=1 aj
<
(2−1/α)2∏2
j=1 aj
< · · ·< (2
−1/α)n1+1∏n1+1
j=1 aj
.
On the other hand, by the assumption α < β , it holds that
(2−1/α)n1+1∏n1+1
j=1 aj
= 1 < (2
−1/β)n1+1∏n1+1
j=1 aj
.
Since 2−1/β < m2, there exists a unique n2 ∈N such that
(2−1/β)n1+1∏n1+1
j=1 aj
n2−1︷ ︸︸ ︷
2−1/β
m2
· · · 2
−1/β
m2
= (2
−1/β)n1+n2∏n1+1
j=1 ajm
n2−1
2
> 1
 (2
−1/β)n1+n2+1∏n1+1
j=1 ajm
n2
2
= (2
−1/β)n1+1∏n1+1
j=1 aj
n2︷ ︸︸ ︷
2−1/β
m2
· · · 2
−1/β
m2
.
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Then define {an}n1+n2+1n=n1+2 by
an =
{
m2 (n= n1 + 2, . . . , n1 + n2),(
2−1/β
)n1+n2+1(∏n1+n2
j=1 aj
)−1
(n= n1 + n2 + 1).
Again the sequence{
(2−1/β)n∏n
j=1 aj
: n= n1 + 1, . . . , n1 + n2 + 1
}
is monotone decreasing. That is
1= (2
−1/β)n1+n2+1∏n1+n2+1
j=1 aj
< · · ·< (2
−1/β)n1+2∏n1+2
j=1 aj
<
(2−1/β)n1+1∏n1+1
j=1 aj
.
Therefore we can choose n3 and {an}n1+n2+n3+1n=n1+n2+1 in the same way and repeating the same
choice, we finally have a sequence {an}n∈N(
lim sup
n→∞
2(−1/α)n∏n
j=1 aj
)α
= lim sup
n→∞
2−n
(
∏n
j=1 aj )α
= 1= lim inf
n→∞
2−n
(
∏n
j=1 aj )β
=
(
lim inf
n→∞
2(−1/β)n∏n
j=1 aj
)β
. (2.7)
Then, using the above sequence {an}n∈N, we define two families of mappings {f1,n}n∈N
and {f2,n}n∈N on I by
f1,n(x)= anx and f2,n(x)= 1− anx.
Let us define K by
K =
∞⋂
n=1
⋃
(i1,i2,...,in)∈{1,2}n
fi1,1 ◦ fi2,2 ◦ · · · ◦ fin,n
([0,1]),
which clearly consists of uncountable elements. Let us put In(ω) = fω1,1 ◦ fω2,2 ◦ · · · ◦
fωn,n([0,1]) for ω = (ωj )j ∈Ω (= {1,2}N) and let ν be a Borel measure on [0,1] with
ν(In(ω))= 2−n for any n ∈N and ω ∈Ω . It is clear that ν(K)= 1 and |In(ω)| =∏nj=1 aj
for n ∈ N and ω ∈ Ω . Thus recalling (2.7), we see by Theorem 2.4 that α = dimK ,
β =DimK while ν K∼Hα K∼Pβ .
If the reference measures µ, and ν in Theorems 2.1 and 2.3 are the image of σ -invariant
ones in symbolic space Ω , certain results of invariant measures in ergodic theory are
directly translated into the words of our geometrical measures. Namely, formulae for the
dimensions can be obtained as the ratio of the entropy and the characteristic exponents
(with respect to the reference measure) in addition to a positive-finite criterion.
Here we put the following assumption.
0 < lim inf
n→∞
n∏
j=1
aj (ω)
aj (σω)
 lim sup
n→∞
n∏
j=1
aj (ω)
aj (σω)
<∞ for any ω ∈Ω, (2.8)
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which ensures a self-similarity of the Cantor sets in a weak sense. By virtue of (2.8), we can
obtain similar formula of dimension of measures using entropy as in the case of self-similar
sets (in Hutchinson’s sense).
Theorem 2.6. Let K ⊆ [0,1] be the set constructed from {In(ω)}ω∈Ω, n∈N by (1.7).
Assume that {an(ω)} and {In(ω)} satisfy the condition (1.5) and (1.6).
(1) Suppose that µ ∈ Eσ (Ω) and ϕ∗µ is the ϕ-image measure of µ. Then
dim(ϕ∗µ) = hµ(σ)
(∫
lim sup
n→∞
(
−1
n
n∑
j=1
logaj (ω)
)
dµ
)−1
,
Dim(ϕ∗µ) = hµ(σ)
(∫
lim inf
n→∞
(
−1
n
n∑
j=1
logaj (ω)
)
dµ
)−1
,
where hµ(σ) is the entropy of a with respect to the measure µ.
(2a) Suppose that µ ∈ Eσ (Ω) and α = α(µ)= dim(ϕ∗µ). Then the following hold.
Hα(ϕ∗µ)= 0 ⇐⇒ lim sup
n→∞
ϕ∗µ(In(ω))∏n
j=1 aj (ω)α
=∞ µ-a.e. ω.
0 <Hα(ϕ∗µ) <∞ ⇐⇒ 0 < lim sup
n→∞
ϕ∗µ(In(ω))∏n
j=1 aj (ω)α
<∞ µ-a.e. ω.
Hα(ϕ∗µ)=∞ ⇐⇒ lim sup
n→∞
ϕ∗µ(In(ω))∏n
j=1 aj (ω)α
= 0 µ-a.e. ω.
(2b) Suppose that µ ∈ Eσ (Ω) and β = β(µ)=Dim(ϕ∗µ). Then the following hold.
Pβ(ϕ∗µ)= 0 ⇐⇒ lim inf
n→∞
ϕ∗µ(In(ω))∏n
j=1 aj (ω)β
=∞ µ-a.e. ω.
0 <Pβ(ϕ∗µ) <∞ ⇐⇒ 0 < lim inf
n→∞
ϕ∗µ(In(ω))∏n
j=1 aj (ω)β
<∞ µ-a.e. ω.
Pβ(ϕ∗µ)=∞ ⇐⇒ lim sup
n→∞
ϕ∗µ(In(ω))∏n
j=1 aj (ω)β
= 0 µ-a.e. ω.
Proof. (1) As we have seen before, the following estimate is valid.
d1ϕ
∗µ(Y ) inf
ω∈ϕ−1(Y )
(
lim sup
n→∞
∏n
j=1 aj (ω)α
ϕ∗µ(In(ω))
)−1
Hα(Y ) d2ϕ∗µ(R) sup
ω∈ϕ−1(Y )
(
lim sup
n→∞
∏n
j=1 aj (ω)α
ϕ∗µ(In(ω))
)−1
. (2.9)
Set
A+(ω)= lim sup
n→∞
(
−1
n
n∑
j=1
logaj (ω)
)
.
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Then A+(ω) 0, and the condition (2.8) clearly implies that A+(ω)= A+(σω). Since µ
is ergodic, there existsA+µ such that the set {ω ∈Ω : A+(ω)=A+µ } has full measure. Set
Ωµ =
{
ω ∈Ω : A+(ω)=A+µ, limn→∞
1
n
logµ
([ω1,ω2, . . . ,ωn])=−hµ(σ)}.
Then µ(Ωµ) = 1 by the Shannon–McMillan–Breiman theorem. It is a routine work
to compute dim(Ωµ) = hµ(σ)/A+µ if we use (2.9), which directly leads to dim(µ) 
hµ(σ)/A
+
µ .
On the other hand, if µ(Y )= 1, then the set Y ∩Ωµ has full measure and its Hausdorff
dimension is equal to hµ(σ)/A+µ by the same reasoning. This shows that dim(µ) 
hµ(σ)/A
+
µ and together with the above upper estimate, we have dim(µ) = hµ(σ)/A+µ .
Finally, it is easy to see that
A+µ =
∫
lim sup
n→∞
(
−1
n
n∑
j=1
logaj (ω)
)
dµ
and the first equality is proved. Note that
− logbA+(ω)= lim sup
n→∞
(
−1
n
n∑
j=1
logaj (ω)
)
− loga
so 0 <A+µ <∞. The second equality can be shown in just the same way.
(2a) If we set B+(ω) = lim supn→∞(
∏n
j=1 aj (ω)α)/(ϕ∗µ(In(ω))), then (2.8) and the
ergodicity states that the sets {B+ = 0}, {0 < B+ <∞} and {B+ =∞} are all either null
or full with respect to the measure µ.
Suppose that Hα(ϕ∗µ)= 0. Then for any n ∈N there exists Yn ⊂K such that ϕ∗µ(R \
Yn) = ϕ∗µ(K \ Yn) = 0 and Hα(Yn) < 1/n. Let B be one of the above sets {B+ = 0},
{0 < B+ <∞} and {B+ =∞} such that µ(B)= 1 and we set Zn,k = Yn ∩ ϕ(Bk) where
Bk = {1/k  B+  k} if B = {0 < B+ <∞} and Bk = B otherwise. Since µ(Bk)→ 1 as
k→∞, limk→∞ ϕ∗µ(Zn,k)= 1 for any n ∈N. Moreover
Hα(Zn,k)Hα(Yn) < 1/n for any k ∈N.
Then putting Y =Zn,k in the left hand side of (2.9), we obtain
d1ϕ
∗µ(Zn,k) inf
ω∈ϕ−1(Zn,k)
B+(ω)−1 Hα(Zn,k) < 1/n.
Letting m be large enough to satisfy ϕ∗µ(Zn,k) > 1/2, we can observe that
inf
ω∈ϕ−1(Zn,k)
B+(ω)−1 =
(
sup
ω∈ϕ−1(Zn,k)
B+(ω)
)−1
 2/(d1n),
which clearly creates a contradiction if B = {B+ = 0}. On the other hand if B = {0 <
B+ <∞}, the above inequality implies that k−1  2(d1n)−1 for any n and any sufficiently
large k. But this is clearly impossible. Therefore B = {B+ = ∞} follows. Suppose
conversely that B+ = ∞ µ-a.e. Then the right hand side of (2.9) clearly implies that
Hα(Y )= 0 whenever ϕ∗µ(Y )= 1. ThereforeHα(ϕ∗µ)= 0 by the definition and the first
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assertion is proved. The last assertion can be proved similarly and automatically the second
assertion is true as well.
Similarly (2b) follows from the estimate
d3ϕ
∗µ(Y ) sup
ω∈ϕ−1(Y )
(
lim inf
n→∞
∏n
j=1 aj (ω)β
ϕ∗µ(In(ω))
)−1
 Pβ(Y )
 d4ϕ∗µ(R) sup
ω∈ϕ−1(Y )
(
lim inf
n→∞
∏n
j=1 aj (ω)β
ϕ∗µ(In(ω))
)−1
which is obtained from (1.2). ✷
3. Statistical mechanical characterization for dimensions
In this section we consider simple cases in which the condition of all the numbers ai1i2···in
depend only on the length and the last variable: ai1···in = an,in . In these cases the Hausdorff
and the packing dimensions of K are exactly characterized through a statistical mechanical
function and the Hausdorff and the packing measures both coincide with the Gibbs measure
up to constants. These are simple analogies of the characterization of the dimensions of
repellers through so-called thermodynamic formalism in [1].
We firstly define the lower pressure function π(·) and the upper pressure function π(·)
by
π(γ )= lim inf
n→∞
1
n
log
( ∑
i1i2···in∈Sn
n∏
j=1
a
γ
j,ij
)
, (3.1)
π(γ )= lim sup
n→∞
1
n
log
( ∑
i1i2···in∈Sn
n∏
j=1
a
γ
j,ij
)
. (3.2)
We secondly define γ -Gibbs measure µγ by
µγ
([i1i2 · · · in])= n∏
j=1
a
γ
ij
Z
γ
j
, Z
γ
n =
∑
j
a
γ
n,j for any i1 · · · in ∈ Sn, n ∈N. (3.3)
It is clear that the measure µγ uniquely exists by Kolmogorov’s extension theorem.
Lemma 3.1. Both π(γ ) and π(γ ) are strictly decreasing and continuous in γ .
Proof. Suppose that γ > γ ′. Then we have
π
(
γ ′
) = lim inf
n→∞
1
n
log
( ∑
i1i2···in∈Sn
n∏
j=1
a
γ ′
j,ij
)
= lim inf
n→∞
1
n
log
( ∑
i1i2···in∈Sn
n∏
j=1
a
γ
j,ij
a
γ ′−γ
j,ij
)
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 lim inf
n→∞
1
n
log
( ∑
i1i2···in∈Sn
n∏
j=1
a
γ
j,ij
bγ
′−γ
)
= (γ ′ − γ ) logb+ π(γ )
and analogously
π
(
γ ′
)
 lim inf
n→∞
1
n
log
( ∑
i1i2···in∈Sn
n∏
j=1
a
γ
j,ij
aγ
′−γ
)
= (γ ′ − γ ) loga + π(γ ).
These estimates clearly indicate the required properties of π . Analogously we obtain the
strict decrease and the continuity of the function π .
Since π(0) = π(0) = logm and π(− logm/ logb)  0, π(− logm/ logb)  0 by the
above estimates, there exists a unique pair (α,β) such that π(a)= 0 and π(β)= 0. ✷
Theorem 3.2. The numbers α = dim(K) and β = Dim(K) are uniquely characterized by
the following equations.
π(α)= 0, π(β)= 0. (3.4)
FurthermoreHα K∼ϕ∗µα if
0 < lim sup
n→∞
∑
i1i2···in∈Sn
n∏
j=1
aαj,ij <∞ (3.5)
and Pβ K∼ϕ∗µβ if
0 < lim inf
n→∞
∑
i1i2···in∈Sn
n∏
j=1
a
β
j,ij
<∞. (3.6)
Proof. It immediately follows from the definition (3.3) that
µα
([ω1ω2 · · ·ωn])= ϕ∗µα(In(ω))= ∣∣In(ω)∣∣α
(
n∏
j=1
Zαj
)−1
.
Therefore
lim sup
n→∞
ϕ∗µα(In(ω))
|In(ω)|γ = lim supn→∞
∣∣In(ω)∣∣α−γ
(
n∏
j=1
Zαj
)−1
= lim
n→∞
∣∣In(ω)∣∣α−γ exp
(
− lim inf
n→∞
n∑
j=1
logZαj
)
.
Since clearly∑
i1i2···in∈Sn
n∏
j=1
aαj,ij =
n∏
j=1
Zαj ,
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we have
π(α)= lim inf
n→∞
1
n
n−1∑
j=1
logZαj .
Henceforce in view of π(α)= 0 we easily have
lim sup
n→∞
ϕ∗µα(In(ω))
|In(ω)|γ =∞ if γ > α
and
lim sup
n→∞
ϕ∗µα(In(ω))
|In(ω)|γ = 0 if γ < α.
Therefore Theorem 2.1 says that dim(K) = α = dim(ϕ∗µα). Analogously we easily
obtain Dim(K) = β = Dim(ϕ∗µβ). The latter statement easily follows from Theorems
2.1 and 2.3. ✷
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