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ЗАГАЛЬНА ХАРАКТЕРИСТИКА РОБОТИ 
Актуальність теми. Актуальність дослідження з розробки методів виведення з даних та 
застосування каузальних моделей зумовлена зростанням масивів емпіричних даних з різних сфер 
людської діяльності та потребою виявляти приховані в них закономірності, адекватні моделі 
залежностей та каузальні відношення з метою пізнання, пояснення явищ і планування дій. 
Потреба у виведенні каузальних моделей породжується необхідністю розв'язання діагностичних 
задач для технічних та ергатичних систем, задач аналізу біологічних, медичних, соціальних та 
фінансових даних, прогнозно-аналітичних задач у державному, відомчому та корпоративному 
плануванні тощо. Традиційні методи аналізу даних та моделювання не задовольняють усіх потреб 
і вимог щодо ефективності та адекватності, недостатньо підтримують виявлення статистичних 
зв'язків та впливів на основі даних спостережень (за відсутності апріорних знань). У роботі 
досліджуються та розробляються методи та алгоритми виведення структур залежностей в умовах 
неповної спостережуваності, які ґрунтуються на апараті марковських властивостей. Такі моделі 
відомі як каузальні мережі, баєсові, гаусові та гібридні мережі, марковські моделі, системи 
структуральних рівнянь тощо. Методологія виведення каузальних мереж та моделей, 
структурованих орієнтованими графами, долає обмеженість традиційних методів завдяки 
систематичному глибокому аналізу сукупності залежностей. Але такий систематичний аналіз за 
відсутності знань та обмежень потребує екстенсивного перебору, що веде до великої 
обчислювальної складності методів і алгоритмів, особливо для моделей, щільно насичених 
зв'язками. Відомо, що проблема виведення структур баєсових мереж з даних в гіршому випадку є 
NP-важка. Відомі методи стикаються з великими труднощами вже коли кількість дискретних 
змінних досліджуваної системи сягає кількох десятків.  
Методологія виведення каузальних моделей з даних інтенсивно розвивається останні два 
десятиріччя. Теорія каузальних мереж та структур ймовірнісних залежностей була розвинута у 
роботах багатьох вчених. Вагомий внесок зробили С. Лауритзен, Дж. Перл, Н. Вермут, Д.Р. Кокс, 
А.Ф. Девід, К. Боллен, Г. Саймон, С.А. Андерсон, М. Студени, Х. Кіівері, Т. Спід, Дж. Робінс, Д. 
Гейгер. Значний внесок у розробку методів виведення таких моделей з даних зробили: К. 
Глаймор, П. Спіртес, Д. Хекерман, Т. Річардсон, Д. Чікерінг, К. Чоу, К. Мік, К. Аліферіс, Д. 
Маргарітіс, Дж. Занг, І. Цамардінос, Ж.-Ф. Пелле, П. Бюхльман, А. Хівьорінен, М. Каліш та інші. 
Нобелевський лауреат К. Грейнджер запропонував концепцію «не-каузальності» і показав 
важливу роль відношення умовної незалежності для аналізу даних. Багато українських та 
радянських вчених досліджували ймовірнісні та марковські моделі, а також методи побудови 
моделей на основі емпіричних даних.  
Дисертаційна робота є подальшим розвитком ідей та досліджень Дж. Перла, К. Глаймора, П. 
Спіртеса, Р. Шейнеса, Т. Річардсона та інших.  
Зв'язок роботи з науковими програмами, планами, темами. Робота виконувалася у 
відповідності з планами наукових досліджень відділу автоматизованих інформаційних систем 
Інституту програмних систем НАН України, а результати роботи увійшли (як розділи) у звітні 
матеріали з фундаментальних та цільових досліджень, в тому числі з наступних тем: «Розподілене 
прийняття рішень: математичні моделі, методи і застосування» (2002–2006 рр.; № держреєстрації 
0102U0053993); «Дослідження і розробка механізмів прийняття рішень в мультиагентних 
комп'ютерних системах» (2007–2011 рр.; № держреєстрації 0107U002206); «Розробка теоретичних 
основ, методів та засобів синтезу прикладних програмних систем в семантичному Інтернет 
середовищі» (2007–2011 рр.; № держреєстрації 0107U002201); проект ДНТП міністерства освіти і 
науки України – «Моделі, методи та програмно-інструментальні засоби створення семантико-
пошукових систем на основі агентних технологій в мультимедійних розподілених інформаційних 
середовищах» (2003–2004 рр.; № держреєстрації 0103U006437); «Розробка методів та засобів 
підтримки побудови інтелектуальних інформаційних систем у семантичному веб-середовищі» 
(2012–2016 рр.; № держреєстрації 0112U002857).  
Мета і завдання дослідження. Методи дослідження. Мета – створення теоретичних основ, 
методів та алгоритмів аналізу, синтезу та виведення з даних спостережень структур залежностей 
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та каузальних мереж як моделей об'єктів, середовищ та процесів різного характеру. Особливість 
проблеми полягає в тому, що каузальну інформацію необхідно виділяти з «сирих» даних 
пасивних спостережень за об'єктом. У багатьох ситуаціях активні експерименти з об'єктом 
практично неможливі або невиправдані економічно чи з етичних міркувань. Основними вимогами 
до створюваних методів є обчислювальна ефективність, адекватність результатів (моделей), 
працездатність в умовах відсутності апріорних (експертних) знань про модельовані аспекти 
об'єкта та відсутності інформації про темпоральний порядок (послідовність) вимірювання 
змінних. Говорячи загально, метою є комп'ютеризована методологія відкриття знань про 
каузальні відношення або отримання інформації, яка наближається до таких знань з об'єктивно 
зумовленою мірою невизначеності.  
Задачі роботи: розширити теоретичний апарат та методологічні основи аналізу, синтезу та 
індуктивного виведення каузальних мереж; дослідити марковські й інші властивості систем 
залежностей та каузальних мереж; знайти шляхи зменшення перебірної й обчислювальної 
складності методів виведення моделей з даних, водночас зберігаючи асимптотичну коректність 
методів.  
Цілі та задачі з використанням розроблених методів в рамках прикладних досліджень 
уточнюються відповідно до потреб, виходячи з обсягу й точності наявних даних, повноти їх 
формату і обмежень. Прикладні завдання можна представити в стратифікованому вигляді, як 
спектр завдань, де на верхній межі цього спектра стоїть задача ідентифікації адекватної структури 
впливів та каузальних відношень, а на нижній межі – задача компактної репрезентації системи 
статистичних зв'язків (виведення спрощеної моделі).  
Об'єкт дослідження –– моделювання систем залежностей, впливів та каузальних зв'язків 
між субпроцесами та явищами різноманітних об'єктів та процесів у суспільстві, в природі, в 
ергатичних й технічних системах та в інших середовищах в умовах неповної спостережуваності.  
Предмет дослідження –– каузальні мережі та системи ймовірнісних залежностей, 
математичні властивості таких моделей (зокрема, марковські) та методи й алгоритми виведення 
таких моделей з даних спостережень за об’єктом моделювання.  
Методи дослідження – апарат графів, математична статистика, теорія ймовірностей, апарат 
теорії множин, математична логіка, комп'ютерні технології обробки даних, обчислювальні 
експерименти.  
Наукова новизна отриманих результатів. Суть наукових результатів роботи – внесок у 
теорію і методологію виведення каузальних моделей і знань з даних пасивних спостережень. В 
основі результатів лежить поглиблений аналіз та використання марковських властивостей та 
«топологічних» обмежень відповідних класів структур залежностей. Дослідження цих 
властивостей виконано на строгому рівні з відповідним граф-теоретичним обґрунтування.  
Отримано нові логічні закономірності на множині марковських властивостей каузальних 
мереж з використанням поняття локально-мінімального сепаратора. Показано, що з базових 
марковських властивостей та «топологічних» обмежень на структури каузальних мереж 
випливають імплікативні правила, які зв'язують задані конкретні ознаки та знання про структуру 
моделі з іншими характеристиками та обмеженнями на структуру. Використовуючи такі 
імплікативні правила, вдається звужувати простір пошуку спростування для фактів існування 
ребер в структурі моделі. Отже, можна підвищити ефективність синтезу та виведення каузальних 
мереж з даних, адаптивно оптимізувати пошук складних мінімальних сепараторів, виходячи з 
знання вже відомих простих сепараторів та паттернів залежностей у локальному «околі» моделі.  
Розроблено загальні принципи побудови методів й алгоритмів серії «Razor» для 
індуктивного виведення каузальних мереж в широкому класі ациклонних графів залежностей та 
ефективні варіанти алгоритмів. Досліджено поведінку провокованих залежностей та показано 
роль цього інструменту для підвищення надійності ідентифікації спрямування залежності. Також 
розроблено низку ефективних спеціальних алгоритмів для виведення структур залежностей з 
даних в підкласах мереж залежностей, які спираються на обмеження «топології» системи зв'язків 
та залучають техніку провокування залежностей.  
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Розроблено нову аналітичну техніку та методи виявлення прихованих змінних в контексті 
ймовірнісних моделей залежностей. Виведено паттерни залежностей, які «сигналізують» про 
існування прихованого спільного бінарного фактору кількох змінних. Новизна запропонованих 
методів базується на застосуванні нового оригінального індексу залежності номінальних змінних.  
В цілому, створений науковий апарат є основою для розробки цілої родини комп'ютерних 
методів, алгоритмів та засобів глибокого аналізу даних і виведення каузальних моделей з даних.  
Практичне значення отриманих результатів. Розроблені методологічні принципи, методи 
та алгоритмічні засоби дозволяють створювати нові компоненти інформаційно-аналітичних 
систем, які відіграють роль інструмента пізнання в різних предметних галузях. Такі комп'ютерні 
інструменти здатні виявляти каузальні відношення і стійкі структури впливів у досліджуваній 
предметній області, сприяти «інсайту» щодо структури зв'язків процесів. Підвищення 
обчислювальної ефективності методів індуктивного виведення каузальних мереж розширює 
потенційну сферу застосувань таких методів. Пропонована методологія і методи завдяки своїй 
обґрунтованості можуть знайти застосування у наукових дослідженнях (для їх прискорення), а 
також в діяльності корпорацій та державних органів для зменшення ролі суб'єктивних факторів в 
аналізі, моделюванні, плануванні та управлінні. Розроблені методи можуть знадобитися для 
системного моделювання складних технічних та ергатичних систем (зокрема, з метою 
діагностики). Крім того, розроблені методи можуть підвищити рівень «інтелектуальності» 
комп'ютерних засобів пошуку та обробки інформації (зокрема, для web-середовища).  
Особистий внесок здобувача. Всі наукові результати, які становлять суть дисертаційної 
роботи, отримані здобувачем особисто і самостійно. Переважна більшість публікацій за темою 
дисертації написані без співавторів.  
З публікацій, підготовлених із співавторами, на захист виносяться лише результати, 
отримані особисто здобувачем. В роботах, виконаних сумісно, здобувачу належать наступні 
результати. У роботі [4] здобувачу належить формулювання і доведення тверджень та аналіз 
ефективності пропонованого підходу. У роботі [9] здобувачу належить ідея та принципи 
прискорення алгоритмів пошуку сепараторів у структурах залежностей і формулювання умов 
коректності правил. У роботах [15, 23] здобувачу належить аналіз та порівняння різних підходів 
та методів. У роботі [25] здобувачу належить ідея і формулювання нового індексу залежності 
категорних змінних, а також характеристика його властивостей.  
Апробація результатів. Результати доповідалися на 1-й міжнародній науковій конф. з 
індуктивного моделювання “ICІМ-2002” (Львів, 2002 р.), на 1-й, 2-й, 3-й, 4-й міжнародних 
науково-практичних конф. з програмування “УкрПРОГ'2004” (Київ, 1998, 2000, 2002, 2004 рр.), на 
4-му міжнародному семінарі з індуктивного моделювання (2011 р.), міжнародній літній фіз.-мат. 
школі МННЦ ІТС «Індуктивне моделювання: теорія та застосування» (2011 р., с. Жукин, Київ. 
обл.), на семінарі «Образний комп'ютер» МННЦ ІТС НАН та МОН України (2011 р.), на ІІІ-й 
Всеукраїн. науково-практичній конф. «Інформатика та системні науки» (Полтава, 2012 р.), на 4-й 
міжнародній конф. з індуктивного моделювання (Київ, 2013 р.).  
Публікації. Основні результати дисертаційної роботи опубліковано у 29 наукових працях, з 
яких 23 статті надруковано у журналах, які входять до Переліку наукових фахових видань 
України. Вісім праць здобувача [1–3, 8–10, 16, 17] опубліковано у міжнародних наукових 
журналах, які перекладаються англійською мовою й виходять у міжнародних виданнях (Springer, 
Begell House Inc.), включених до міжнародних наукометричних баз. З інших праць здобувача дві 
статті опубліковано у міжнародному науково-технічному журналі [5, 15], одна – у науково-
теоретичному журналі [4], одинадцять – у наукових журналах [6, 7, 11–14, 19–23], дві – у 
збірниках наукових праць [18, 25], чотири – у працях міжнародних наукових конференцій [24, 26–
28].  
Структура та обсяг дисертації. Дисертація складається з вступу, шести розділів, висновків, 
списку використаних джерел (224 найменування). Загальний обсяг роботи становить 352 
сторінки, основний текст дисертації викладено на 304 сторінках. У роботі 58 ілюстрацій й 9 
таблиць, а також 8 додатків.  
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ОСНОВНИЙ ЗМІСТ РОБОТИ  
У вступі викладено сутність та значущість наукової проблеми, стан досліджень в галузі та 
передісторія, порівняння обраного підходу з традиційними, мета та задачі дослідження, головна 
ідея роботи, суть і новизна результатів.  
У першому розділі викладаються базові поняття, синтаксис, семантика та властивості 
каузальних мереж та структур ймовірнісних залежностей. Виділено класи графових моделей 
залежностей та каузальних мереж.  
Між вершинами графу моделі та змінними моделі встановлена взаємно-однозначна 
відповідність. Баєсові та гаусові мережі містять тільки «звичайні» орієнтовані ребра (дуги), які 
позначаються знаком → .  Взагалі, в графових моделях залежностей можуть використовуватися: 1) 
орієнтовані ребра (дуги) вигляду YX → ; 2) неорієнтовані ребра; 3) біорієнтовані (двобічно-
орієнтовані) ребра вигляду YX ↔ . В даному дослідженні моделі з неорієнтованими ребрами не 
розглядаються. Відтак, позначення ребра X —Y  використовується тоді, коли орієнтація цього 
ребра є невідома або ігнорується в даному контексті (несуттєва). Коли маємо X —Y , то кажемо, 
що X  та Y  – суміжні.  
Шлях (суміжності) у графі – це послідовність сусідніх ребер ZYX −⋅⋅⋅−−  будь-якої 
орієнтації, де всі проміжні вершини різні. Коли крайні вершини шляху тотожні, цей шлях є 
циклом. Оршлях (строго орієнтований шлях) – це шлях, на якому всі ребра орієнтовані узгоджено, 
в одному напрямку. Орієнтований цикл («циклон») – це оршлях, на якому початкова вершина 
збігається з останньою. Ациклічний орієнтований граф (АОГ), або ациклонний орграф – це 
орграф, в якому немає циклонів. Якщо в графі є дуга YX → ,  то вершина X  зветься «батьком» 
вершини Y , а вершина Y  – дитиною X . Якщо змінна X  має батьків )F( X , це значить, що X  
є функцією змінних )F( X , а також деяких інших змінних, не репрезентованих в моделі. Якщо 
існує оршлях YX →⋅⋅⋅→ , то вершина X  зветься предком вершини Y , а вершина Y  зветься 
нащадком X .  
Визначення 1.1. Колізором в графі зветься фрагмент з двох сусідніх дуг вигляду 
ZYX ←→ . Колізор ZYX ←→  зветься шунтованим, якщо у графі є ребро X — Z ,  
інакше – не-шунтованим. Змінну Y , яка входить до складу колізора ←→ Y , назвемо колізорною 
на тому шляху, на якому лежить цей колізор ←→ Y .  
Поняття колізора поширюється на наступні структури з біорієнтованими ребрами: 
ZYX ←↔ ; ZYX ↔→ ; ZYX ↔↔ . Ланцюг в орграфі – це шлях, який не містить 
жодного колізора.  
Нерекурсивними каузальними мережами (НРКМ) називаються ациклонні мережі з 
орієнтованими та біорієнтованими ребрами, з обмеженням, що якщо існує оршлях 
YX →⋅⋅⋅→ , то немає ребра YX ↔ .  
АОГ-модель залежностей визначається як ( G , ϑ ), де G  – АОГ, а ϑ  – сукупність 
локально заданих параметрів у формі умовних розподілень ))F(|( XXp , де )F( X  – множина всіх 
батьків вершини X . (Батько відповідає безпосередній «причині».) Найбільш відомими 
різновидами АОГ-моделей є: 1) баєсові мережі, тобто моделі з номінальними (дискретними) 
змінними; 2) гаусові мережі, тобто лінійні моделі з неперервними змінними та нормальними 
дистурбаціями.  
Підкласи АОГ-моделей визначаються «топологічними» обмеженнями на структуру графа 
моделі (забороною шляхів певного вигляду). Монопотоковий граф – це орграф, у якому кожен 
цикл суміжності має два чи більше колізорів. Полі-ліс – це орграф, у якому немає циклів. Ліс – це 
орграф, у якому немає ані циклів, ані колізорів.  
Ключовим інструментом аналізу АОГ-моделей є критерій d-сепарації.  
Визначення 1.2 (d-сепарація). Шлях pi  в АОГ-моделі називають d-перекритим (d-
блокованим) з використанням (кондиціонування) множини вершин S , якщо і тільки якщо 
виконується принаймні одна з двох умов:  
1) існує вершина X ,  pi∈X , S∈X , причому на шляху pi  є дуга →X  або X← ;  
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2) на шляху pi  лежить хоча б один колізор ←→ Y ,  причому S∉Y , й немає жодного 
оршляху вигляду ZY →⋅⋅⋅→ ,  де S∈Z .   
Шлях, який не є d-перекритим, є d-відкритим. Якщо при кондиціонуванні множини S  
( S, ∉YX ) існує принаймні один d-відкритий шлях між X  та Y , то вершини X  та Y  є d-
залежні (d-з'єднані). В протилежному разі вершини X  та Y  є d-сепаровані (d-незалежні), що 
позначається предикатом ( )YX ;S;Ds , а множина S  називається d-сепаратором для пари ),( YX . 
Коли множина S  є порожньою, факт d-сепарації записується коротше як ( )YX ;;Ds .  
Для синтезу АОГ-моделей важлива наступна фундаментальна теорема.  
Теорема еквівалентності: дві АОГ-моделі є еквівалентні, якщо і тільки якщо вони мають 
одні й ті самі ребра та одні й ті самі не-шунтовані колізори.  
Визначальними властивостями всіх графових моделей є марковські властивості, тобто 
система відношень умовної незалежності, які визначаються структурою моделі. Умовну 
незалежність X  від Y  при кондиціонуванні (фіксації) набору змінних Z  будемо виражати 
предикатом ( )YX ;Z;Pr , де Z, ∉YX . Така незалежність означає, що z,, yx∀ : 
=)( zxyp )()( zz ypxp ⋅ . Рангом незалежності ( )YX ;Z;Pr  й розміром сепаратора Z  назвемо 
потужність множини Z .  
Відомим показником (мірою) залежності є взаємна інформація, яку позначатимемо 
)S|,Inf( YX . З факту умовної незалежності ( )YX ;;Pr S  випливає  рівняння 0)S|,Inf( =YX . Отже, 
факти умовної незалежності відображають структуру статистичних зв'язків між змінними 
системи.  
Для класу АОГ-моделей було сформульовано Каузальну марковську умову (КМУ): всі «не-
нащадки» змінної X  умовно незалежні від X  за кондиціонування (всіх) батьків змінної X .  З 
КМУ випливає наступний результат.  
Теорема семантики АОГ-моделей. В кожному розподіленні ймовірностей змінних, 
марковському щодо заданого АОГ, з кожної d-сепарації випливає відповідна умовна 
незалежність, тобто чинна імплікація вигляду  
 Z,,YX∀ :Z)( ∉X,Y [ ( )YX ;Z;Ds  ⇒  ( )YX ;Z;Pr ].   
Якщо для заданого розподілення ймовірностей змінних існують кілька адекватних АОГ-
моделей, то модель, у якій всі умовні незалежності відображені графічно, буде мінімальною (за 
кількістю ребер).  
Генеративна модель – це модель, з якої було генероване наявне розподілення змінних (або 
дані). Для обґрунтування методів індуктивного виведення каузальних мереж необхідне 
припущення Каузальної не-оманливості, яке формально виражається як імплікація, обернена 
щодо твердження теореми семантики.  
Для вимірювання сили (величини) залежності між двома випадковими змінними 
пропонувалося багато індексів (показників). Найбільш універсальною мірою залежності є взаємна 
інформація ),Inf( YX  за К. Шенноном. Для лінійних залежностей застосовують коефіцієнт 
кореляції.  
Для вимірювання сили залежності між двома категорними (дискретними) змінними автором 
були запропоновані коефіцієнт номінальної стохастичної детермінації та індекс детермінації. Це 
несиметричні показники залежності. Ненормалізована форма індексу детермінації визначається 
(там, де 0)( ≠xp ) як:  
 ∑∑ ∑−=
x y x
xyp
X
xypXYd )|(1)|())(( .   
Методи виведення моделі з даних, які розробляються в роботі, базуються на тестуванні 
умовної незалежності. У випадку дискретних (номінальних) змінних аналітики часто 
використовують тест на хі-квадрат.  
Всі задачі із застосуванням каузальних моделей можна розділити на дві групи: 1) пасивні 
міркування (пасивна постановка задачі виведення); 2) каузальні міркування (активна постановка 
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задачі виведення). В каузальних міркуваннях метою є прогноз наслідків активних втручань в 
об'єкт моделювання. Для коректного рішення таких задач необхідно, аби модель адекватно 
відображала не тільки структуру безпосередніх зв'язків, але й напрями впливів між змінними.  
Міркування (від свідчень) на базі АОГ-моделі – це задача обчислення умовного 
розподілення цільових змінних із заданих значень деяких інших змінних. Врахування структури 
моделі значно скорочує обсяг обчислень при виведенні. Практичні застосування каузальних 
мереж та АОГ-моделей залежностей варіюють за складністю від простих схем класифікації до 
великорозмірних моделей управління складними ергатичними об'єктами. Застосування АОГ-
моделей залежностей можна поділити на побудову імовірнісних експертних систем та глибокий 
(каузальний) аналіз даних.  
Наприклад, на рис.1 
показана структура 
каузальної моделі, яку 
вивели (з даних) для 
дослідження впливу свинцю 
на коефіцієнт 
інтелектуального розвитку 
дитини (IQ). Регресійний 
аналіз включив до значущих 
факторів, зокрема, вік матері 
при народженні. Натомість 
каузальна модель (рис.1), яку 
вивели своїми засобами 
відомі дослідники 
методології каузальних 
мереж, показує, що вік 
матері не впливає на 
коефіцієнт IQ дитини.  
У другому розділі провадиться теоретичне дослідження імплікацій марковських 
властивостей АОГ-моделей та каузальних мереж. Незалежно від інших авторів виконавець роботи 
запропонував поняття локально-мінімального d-сепаратора і сформулював необхідні вимоги до 
члена локально-мінімального d-сепаратора, в тому числі – в термінах виключно фактів залежності 
(без специфікації графу). Здобувач вперше отримав низку результатів, які дозволяють визначати 
факт існування та (або) склад локально-мінімальних d-сепараторів на підставі знання (простих) d-
сепараторів для інших пар вершин моделі.  
Дано аксіоматичну характеристику класу АОГ-моделей залежностей та його підкласів. 
Сформульовано аксіоми лісів, полі-лісів та аксіома монопотокових графів залежності (МПГЗ). З 
аксіоми МПГЗ випливає базова властивість МПГЗ:  
 
⇒→→∀ )(&)(:,, YZYXZYX
 
( )ZX ;;Ds .  
Для дослідження імплікацій безумовних залежностей введено апарат генотипів вершин 
(змінних) в АОГ-моделях. Генотип )(XGt  вершини (змінної) X  – це множина кореневих предків 
вершини (змінної) X . Генотипи вершин компактно і повністю відображають множини безумовно 
залежних вершин. Генотипи вершин виводяться процедурою «Геном-1» з множини фактів 
безумовної незалежності вершин моделі. За допомогою генотипів вершин досліджено імплікації 
набору фактів безумовної залежності.  
Показано, що чинне наступне правило «не-поглинання». Якщо в АОГ-моделі чинне 
))()(( YGtXGt ⊆¬  та ))()(( YGtXGt ⊇¬ , то ребро X —Y  неможливе.  
Визначення 2.5. Локально-мінімальним d-сепаратором (ЛоМС) в АОГ для пари вершин 
),( YX  зветься така множина вершин Z , яка є d-сепаратором для ),( YX , за умови, що немає 
жодної Z∈W  такої, що після вилучення W  зі складу Z  отримана множина теж є d-сепаратором 
для ),( YX . Формально це записується як ( )YX ;;Ds Z ; ( )YWXW };{;Ds: \ZZ ¬∈∀ .  
IQ батьків 
Рис. 1. Модель факторів зниження IQ дитини 
Освіта матері 
Вік матері 
 Вплив 
середовища  
IQ дитини 
Виміряне свин-
цеве забруднення  
 Реальна  інтокси- 
кація свинцем   Генетичні  
фактори   
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d-сепаратор *Z  для пари вершин ),( YX  в АОГ називаємо мінімальним сепаратором, якщо 
для всіх інших сепараторів Z  для пари ),( YX  вірне *ZZ ≥ .   
Стрижень сепаратора в АОГ для пари d-залежних вершин ),( YX  – це вершина, яка є 
членом принаймні одного ЛоМС для ),( YX , і яка лежить на декотрому ланцюзі між X  та Y . 
Показано, що у складі кожного не порожнього ЛоМС для пари вершин ),( YX  присутній, як 
мінімум, один стрижень.  
Центральний теоретичної результат роботи формулюється як наступне твердження (чинне 
для АОГ та НРКМ).  
Твердження 2.4 (базова теорема про члена локально-мінімального сепаратора). Нехай в 
орграфі моделі вершина Z  входить до складу деякого локально-мінімального сепаратора S  для 
пари верши ),( YX . Тоді вірне наступне:  
1) вершина Z  перекриває декотрий шлях між вершинами X  та Y , з тим, що на цьому шляху 
є принаймні одна вершина, яка лежить на ланцюгу між вершинами X  та Y ;  
2) існує якийсь оршлях від вершини Z  до вершини X , який не проходить через Y , або існує 
якийсь оршлях ρ  від вершини Z  до вершини Y , який не проходить через X ;  
3) якщо не існує жодного ланцюга між X  та Z , який не проходить через Y , то:  
 3а) існує принаймні один ланцюг між вершинами X  та Y , який закінчується Y→ ;  
 3б) існують принаймні два якісь ланцюги 1λ  та 2λ  між Z  та Y , котрі не проходять через 
X  і закінчуються дугами Y→ ; (відтинки ланцюгів 1λ  та 2λ , що не прилягають до 
вершини Z , можуть мати спільні ребра);  
 3в) існує якийсь ланцюг 0λ  між вершинами X  та Y , який не проходить через вершину Z  
і закінчується Y→ ; частина ланцюг 0λ  (що прилягає до вершини X ) є частиною деякого 
шляху pi  між вершинами X  та Y , який проходить через вершину Z , причому Z  є не 
колізорною вершиною на шляху pi ; всі колізори на тому шляху pi  відкриті при 
кондиціонуванні S }{\ Z ; нехай вершиною, на якій розгалужуються шляхи 0λ  та pi , буде 
Q ; тоді найближчим до X  колізором на шляху pi  буде ←→ Q , а частиною ланцюга 0λ , 
що прилягає до вершини Y , буде оршлях вигляду YQ →⋅⋅⋅→→ .  
Одним з наслідків базової теореми є правило «відсікання апендиксу»: якщо в орграфі чинне 
( )XZW ;;Ds  та ( )YZW ;;Ds , то вершина W  не входить до складу жодного локально-мі-
німального сепаратора для пари вершин ),( YX .  
Сенс і мета розробки імплікативних правил для локально-мінімальних сепараторів в АОГ-
моделях та в каузальних мережах полягає в наступному. Задано деякий неповний набір фактів 
(не)залежності. (Практично будемо розглядати випадок, коли задано (не)залежності нульового та 
першого рангу.) Задача – вивести факти присутності чи відсутності у моделі відповідних ребер, 
або принаймні визначити (звузити) множину кандидатів у відповідні ЛоМС.  
Для з'ясування факту присутності ребра в моделі, яка має заданий набір (не)залежностей, 
достатньо встановити відсутність вершин, які задовольняють необхідним вимогам до членів 
ЛоМС, або відсутність потенційного стрижня сепаратора. Принцип з'ясування того, що ребро не 
входить в модель – це поява «додаткових» («нелегітимних») залежностей внаслідок введення 
ребра або виникнення суперечності. Таким чином, іноді вдається дійти висновку про наявність чи 
відсутність ребра, не знаючи структуру, і навіть не маючи повного переліку незалежностей.  
Доведення багатьох запропонованих правил ідентифікації ребер або сепараторів спирається 
на пункт «2» базової теореми про члена ЛоМС. Більшість правил чинна не лише для класу АОГ-
моделей, але й для їх узагальнень. Деякі з правил використовують заборону циклонів, а відтак, не 
чинні для ор-циклічних моделей.  
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Правило безальтернативного ребра. Якщо ( )YX ;;Ds¬  і в орграфі G  є лише одна вершина, 
d-з'єднана з X  (залежна від X ), тобто ( )};;Ds|{ XZZ ¬ = }{Y , то тоді в G  присутнє ребро 
X —Y , а вершина X  не входить до складу жодного локально-мінімального сепаратора для 
жодної пари вершин.  
Правило «чужого гена» (ідентифікація обопільно-близької колізорної вершини). Якщо в 
орграфі G  для заданої вершини Z  існує така вершина W , що чинне ( )WZ ;;Ds¬  & 
( )XZ ;;Ds¬  & ( )YZ ;;Ds¬  і при цьому виконується ( )XW ;;Ds & ( )YW ;;Ds , то вершина Z  не 
входить до складу жодного ЛоМС для пари вершин ),( YX  в G .  
Правило «відсторонення» кандидатів у сепаратор (‘placing aside’). Якщо в орграфі G  вірне 
( )YXZ ;;Ds , то вершина Z  не є членом ніякого локально-мінімального сепаратора для пари 
),( YX  в G .  
Правило «актуального відсторонення» кандидатів у сепаратор (‘active placing aside’). Якщо 
в орграфі вірне ( )YXZ ;;Ds & ( )YZ ;;Ds¬ , то вершина Z  не є членом ніякого локально-
мінімального сепаратора для пари ),( YX .  
Правило «ізолятора напів-чужих генів». Нехай в АОГ G  існують деякі різні вершини Z , 
Q  та W , такі, що чинне ( )ZW ;;Ds¬ & ( )QW ;;Ds¬ & ( )XW ;;Ds¬ & ( )YW ;;Ds¬ , а також чинне 
( )YZ ;;Ds  та ( )XQ ;;Ds . Тоді в G  неможлива ані дуга YX → , ані дуга YX ← , а вершина 
W  не входить до складу жодного ЛоМС для пари ),( YX .  
Правило ізолятора відстороненої вершини (‘isolator under placing aside’). Якщо в орграфі 
чинне ( )YXR ;;Ds  та ( )WXR ;;Ds¬ , то вершина W  не є членом жодного локально-мінімального 
сепаратора для пари ),( YX .  
Правило обов'язковості потенційного стрижня. До складу кожного не порожнього 
локально-мінімального сепаратора для пари вершин ),( YX  входить, як мінімум, одна вершина 
Z , така, що чинне ( )XZ ;;Ds¬ , ( )YZ ;;Ds¬ , ( )XYZ ;;Ds¬ , ( )YXZ ;;Ds¬ .  
Правило квазі-інструментальної пари. Якщо в орграфі для декотрих вершин 
WVQZYX ,,,,,
 виконується ( )XZV ;;Ds , ( )YZV ;;Ds¬ , ( )XQW ;;Ds¬  й ( )YQW ;;Ds , то 
неможлива ані дуга YX → , ані YX ← .  
Правило взаємної комутації (провокації). Якщо в орграфі G  виконується 
( )ZX ;;Ds & ( )ZYX ;;Ds¬  та ( )RY ;;Ds & ( )RXY ;;Ds¬ , то в G  неможливі ані дуга YX ← , ані 
дуга YX → , ані оршлях між X  та Y  якогось напрямку.  
В класі АОГ-моделей (і взагалі, в орграфах без біорієнтованих дуг) це правило дозволяє 
виявляти не-суміжність вершин.  
Досліджено також марковські та графові властивості монопотокових моделей залежностей.  
Множина комутацій для комутатора Y  – це множина пар )Rwk(Y = 
= ( ) ( )};;Ds&;;Ds|),{( ZYXZXZX ¬ . Якщо в МПГЗ якісь дві вершини є d-залежними від 
декотрих батьків вершини Y , але при цьому вони взаємонезалежні (безумовно), то при 
кондиціонуванні Y  вони стають d-залежними. Важлива властивість МПГЗ передається 
наступним твердженням.  
Твердження 2.12 (про дугу зі складною комутацією). Нехай в МПГЗ існує дуга YX →  і 
існують вершини TZ , , такі, що ( )TZ ;;Ds , ( )TXZ ;;Ds¬ , з тим, що ( )YXZ ;;Ds¬ .  Тоді усі 
ланцюги між Z  та },{ YX  виглядають, як XZ →⋅⋅⋅←  та YZ →⋅⋅⋅←  відповідно, і існує 
щонайменше один ланцюг YZ →⋅⋅⋅← ,  який не проходить через X .  
Третій розділ присвячено принципам та методам сепараційного підходу до індуктивного 
виведення структур каузальних моделей. Викладаються основи виведення каузальних мереж з 
даних, перш за все – АОГ-моделей. Дається огляд методів виведення АОГ-моделей. Оригінальні 
результати полягають в формулюванні підсилених правил орієнтації ребер моделі та в 
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демонстрації ефективності техніки провокованих залежностей. Зокрема, досліджено статистичні 
властивості паттерну залежностей, названого «не-транзитивна трійка випадкових змінних».  
Розглядається проблемна ситуація, коли на вході задано вибірку даних спостережень за 
об'єктом і немає знань про структуру моделі. Невідомим може бути навіть часова послідовність 
змінних. Темпоральна невизначеність є доволі типова для даних в задачах діагностики (технічної 
та медичної). Так, у випадку технічних застосувань може бути невідоме, у якій послідовності 
елементи виходили з ладу. Аналогічно, у медичних застосуваннях може бути невідомо, які 
показники почали раніш відхилятися від норми. Показано неефективність та неспроможність (в 
загальному випадку) регресійної техніки для відтворення структур залежностей і каузальних 
відношень. Регресія не розрахована на ситуацію з невідомим темпоральним порядком змінних 
(факторів). Модель, виведена через регресією, «викривлює» каузальну структуру також внаслідок 
наявності прихованих змінних, навіть коли точно відомий коректний темпоральний порядок 
змінних.  
Обґрунтовується постановка задачі індукції (виведення) моделі з даних. Мета –  виведення 
найпростішої моделі, узгодженої з даними. Відомо два основних підходи до виведення АОГ-
моделі з даних: 1) «constraint-based», або independence-based (або «сепараційний»); 2) 
«оптимізаційний» (або апроксимаційний). «Оптимізаційний» підхід полягає у максимізації 
критерію якості моделі в процесі підбору структури моделі. Підбор здійснюється як послідовність 
внесення змін в структуру моделі (додання, вилучення та реверс ребер). Процес підбору 
структури моделі «оптимізаційним» методом є блуканням у багатовимірному просторі структур, 
де існує багато локальних максимумів критерію якості. В даному дослідженні автор дотримується 
першого підходу. Цей підхід базуються на виявленні паттернів, які відображають структуру 
моделі, а саме – фактів умовної незалежності. Знайти факт незалежності водночас означає знайти 
сепаратор, тому ці методи можна назвати сепараційними.  
Ідеалізованими варіантами постановки задачі є виведення моделі з точно заданого сумісного 
розподілення змінних, а також синтез моделі (побудова моделі, яка задовольняє заданому 
переліку фактів d-сепарації). Можна визначити спільну абстрактну схему алгоритмів розв'язання 
задач у вказаних постановках, де алгоритм звертається до уявного «оракула» із запитами про 
факти незалежності або сепарації. Під час синтезу моделі «оракул» зчитує факти d-сепарації з 
деякого їх джерела. Під час виведення моделі з даних (або розподілення ймовірностей) оракул 
отримує відповіді про умовну незалежність змінних. Практично факти умовної незалежності 
виявляють за допомогою статистичних тестів з використанням вибірки даних.  
Алгоритми сепараційного підходу мають перевагу у швидкості над «оптимізаційними» 
методами. В гіршому випадку сепараційні методи також характеризуються експоненційною 
складністю. Проте коли граф генеративної моделі стає все більш «розрідженим», складність 
суттєво знижується. Обчислювальна важкість алгоритму визначається не тільки кількістю тестів, 
але й важкістю обчислення статистик, необхідних для виконання тестів. Складні тести призводять 
до ненадійності ідентифікації моделі. Найбільш відомим алгоритмом сепараційного підходу є 
алгоритм «PC», який взято як базу для порівняння.  
Метод називається асимптотично-коректним, якщо, починаючи з декотрої достатньо великої 
вибірки даних, метод з заданою ймовірністю (близькою до одиниці) реконструює структуру 
генеративної моделі з точністю до класу еквівалентності. Доцільно розрізняти два режима задачі 
виведення моделі з даних: відтворення (реконструкції) та редукція (структурна апроксимація). 
Режим відтворення маємо, коли генеративна модель вкладається в інструментальний клас методу 
виведення. Режим редукції маємо, коли інструментальний клас моделей, яким оперує метод 
виведення, становить підклас класу генеративних моделей. В такому разі на виході методу 
видається результат у вигляді «покриття» істинної моделі. Наприклад, відомий метод Chow&Liu 
будує дерево покриття для будь-якої генеративної моделі, причому це покриття не збігається з 
генеративною моделлю навіть коли та належить до монопотокових моделей.  
Методи сепараційного підходу виводять структуру моделі залежностей у три етапи: 1) 
виведення скелету моделі; 2) орієнтація ребер; 3) обчислення значень параметрів. Скелет моделі – 
це сукупність всіх ребер (без врахування їх орієнтації). Для видалення ребра між X  та Y  
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потрібно знайти відповідний сепаратор для пари змінних ( X ,Y ). Обчислення значень 
параметрів виконується локально, для кожної «родини» моделі. Результат виведення 
пред'являється як клас еквівалентності моделей. В режимі виведення моделі з даних принцип 
ідентифікації ребер формально виглядає як таке правило:  
 
:Z)Z( ∉∃ X,Y ( )YX ;;Pr Z
 ⇔  ¬ ( X —Y ).   
Мета алгоритму полягає в пошуку сепаратора для кожної пари ( YX , ), і якщо його не 
знайдено, робиться висновок про існування ребра. Це комбінаторна задача. Зростання умови Z  
тесту незалежності призводить до зростання кількості тестів, а також до зниження надійності 
тесту. Для дискретних моделей кожний новий тест потребує нового сканування даних для 
обчислення необхідних статистик. Тому практичні застосування сепараційних методів для 
дискретних змінних стикаються з проблемами, вже коли кількість змінних моделі досягає кілька 
десятків.  
При виведенні моделі бажано задовольнятися якомога простими тестами та запитами до 
бази даних. Це означає, що треба оптимізувати пошук сепараторів та знаходити мінімальні 
сепаратори. Головна ідея вдосконалення методів і алгоритмів, проведена в роботі, – обмеження 
складності маніпуляцій з даними при виведенні моделі за рахунок більш глибокого аналізу 
проміжних результатів та звуження простору подальшого пошуку.  
Базовий принцип орієнтації ребер полягає у розпізнанні не-шунтованих колізорів. 
Алгоритми виконують наступне правило колізорної орієнтації ребер, або «колізорне правило» 
(COR):  
( X — Y — Z )& :S∃ ( )ZX ;;Pr S & ( S∉ZXY ,, )  ⇒   ZYX ←→ .  
Після того, як колізорне правило застосовано для всіх фрагментів графу моделі, де це 
можливо, алгоритм переходить до іншого правила орієнтації ребер, яке можна назвати пост-
колізорним. Правило пост-колізорної орієнтації ребер (PCOR) можна записати так:  
( QYX −→ ) & ( :S∃ ( )QX ;;Pr S )&( S∉QX , )&( S∈Y )  ⇒  QYX →→ . 
Сенс цього правила полягає в тому, що оскільки трійка змінних QYX ,,  не має утворювати не-
шунтованого колізора, але існує дуга YX → , то необхідно орієнтувати ребро Y — Q  саме так, 
оскільки це єдино можлива припустима альтернатива. Відомі й інші правила орієнтації ребер.  
Перший принцип алгоритму PC: сепаратори підбираються і випробовуються в порядку 
зростання їх розміру. Другий принцип: сепаратор для пари ( YX , ) підбирається серед множин 
вершин, які вважаються (гіпотетично) суміжними до X  (відповідно, до Y ) на поточному етапі 
виведення моделі. Ці принципи дозволяють значно звузити область пошуку. Асимптотична 
коректність і результативність алгоритму PC для класу АОГ-моделей встановлена відповідною 
«теоремою коректності». Недоліками тактики алгоритму РС є наступні. Алгоритм продовжує 
шукати сепаратор до вичерпання усіх можливостей, навіть у тих випадках, коли сепаратора не 
існує. Як наслідок, РС може дійти до тестування незалежностей дуже високого рангу. В процесі 
виводу РС виконує складний перебір. Крім того, алгоритм PC далеко не завжди знаходить 
мінімальні сепаратори. Відтак, алгоритм ризикує припуститися помилки ідентифікації ребер.  
Першоджерелом помилок сепараційних методів виведення моделі є вади вибірки даних. 
Сепараційні методи поставлені у дилему вибрати баланс між ризиком встановити зайві ребра 
(через великі значення «гамору») і ризиком пропустити (не встановити) справжні ребра, які 
відповідають слабим залежностям.  
Для обґрунтування методів виведення моделі з даних необхідно прийняти припущення 
Каузальної не-оманливості. Розумно вимагати, аби кожна умовна незалежність в даних була 
вимушеною (марковською), тобто була стабільною до зміни параметрів. Найбільш строга і сильна 
форма припущення Каузальної не-оманливості формулюється як імплікація, обернена відносно 
твердження теореми семантики.  
Припущення (абсолютної, довершеної) Каузальної не-оманливості. В кожному розподіленні 
ймовірностей змінних, генерованому з АОГ-моделі, для всіх змінних чинна імплікація вигляду  
 :,YX∀ [ Z∃ :Z)( ∉X,Y ( )YX ;;Pr Z ]  ⇒ ( )YX ;;Ds Z .   
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Відомо, що припущення Каузальної не-оманливості виконується в розподіленні змінних, 
генерованому з АОГ-моделі, як правило, за виключенням особливих випадків. Коли ми 
переходимо до тестування незалежності у скінченній вибірці даних, то для коректності виведення 
потрібне припущення в більш жорсткій (прагматичній) формі, яке витримується не завжди, що 
призводить до значного ризику помилок. Але для виявлення ребер моделі (на першому етапі 
алгоритмів) можна спиратися на менш жорстке припущення не-оманливості. Припущення 
реберної не-оманливості виражається як  
 :,YX∀ [ Z∃ :Z)( ∉X,Y ( )YX ;;Pr Z ] ⇒  ¬ ( X —Y ).   
Сформульовано ще декілька версій послабленого припущення не-оманливості. Припущення 
«безумовної (маргінальної) ланцюгової не-оманливості»:  
  ( )⇒YX ;;Pr ( )YX ;;Ds .   
Припущення не-оманливості першого рангу:  
 ZYX ,,∀ : ( )⇒YZX ;;Pr ( )YZX ;;Ds .    
Припущення універсальної не-оманливості двох-реберних ланцюгів: якщо між змінними X  
та Y  існує ланцюг довжиною у два ребра, то сепаратор для них має обов'язково включати 
проміжну («медіаторну») змінну.  
Фрагмент моделі, який не вдається орієнтувати, назвемо фрагментом з варіабельними 
орієнтаціями (еквівалентні моделі мають альтернативні орієнтації ребер цього фрагменту). Кожне 
ребро у складі фрагменту з варіабельними орієнтаціями може мати різну орієнтацію. Однак коли 
такі ребра – сусідні, їх орієнтація є взаємозалежна.  
Каузальна інтерпретація (семантика) ребра моделі визначається типом обох кінців ребра 
(«вістря», «хвіст»). Тип кінця ребра може залишатися невизначеним. Ребро, у якого один кінець 
ідентифіковано як вістря, а інший – невизначений, можна назвати субкаузальним. Ребро, один 
кінець якого ідентифіковано як вістря, а інший – як «хвіст», можна назвати каузальним. Отже, 
ребро, орієнтоване алгоритмом за ознакою колізора, є субкаузальною. Ребро між X  та Y , 
орієнтоване пост-колізорним правилом, є каузальним. Щоби підкреслити це, застосовуємо 
позначку  YX a . Нижченаведені побудови ґрунтуються на концепції індуктивної причинності 
(каузальності), яку першими запропонували Т. Верма й Дж. Перл.  
Запропоноване формалізоване визначення «Y-паттерну» каузального впливу (для випадку 
повної відсутності темпоральної інформації.) Для наочності позначимо ( )YX ;;Dep S  замість 
( )YX ;;Pr S¬ .  
Визначення 3.1 («Y-паттерн» каузального впливу). Змінна X  має справжній каузальний 
вплив на змінну Y , якщо чинне  
:)( SS ∉∃∃∃ XRZ  { ( )RZ ;;Pr S & ( )ZX ;;Dep S & ( )RX ;;Dep S  
& ( )YX ;;Dep S & ( )YZ ;;Dep S & ( )YXZ ;;Pr S } .   
Це визначення означає, що між X  та Y  має існувати строго орієнтований шлях, який 
починається від X  (як «хвіст» ребра), а закінчується на Y  як «вістря». Каузальний вплив, 
виявлений через статистичний Y-паттерн, може бути безпосереднім ( YX a ) або 
опосередкованим (оршлях). Показаний на рис. 2 (зліва) безпосередній каузальний вплив – 
спрощений варіант загального випадку, коли множина S  – порожня, і є дві умовні незалежності 
( )YXZ ;;Pr , ( )YXR ;;Pr  та одна безумовна ( )RZ ;;Pr .  
Для обґрунтування інтерпретації зв'язку між X  та Y  як каузального відношення на підставі 
«Y-паттерну» треба показати, що ця інтерпретація має вагомі переваги над альтернативними. 
Нехай гіпотеза 0H  – це твердження про існування оршляху від X  до Y . Існують чотири основні 
альтернативи. Розглянемо, для прикладу, першу альтернативну гіпотезу (рис. 2, справа).  
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Для узгодження факту ( )YXZ ;;Pr  з існуванням ребра Z — Y  аналітик буде змушений 
вдатися до наступного виправдання. В результаті кондиціювання змінної X  наводиться 
(провокується) «додаткова» залежність між її батьками Z  та Y ;  більш того, ця провокована 
залежність між Z  та Y  точно нейтралізує «початкову реберну» залежність між Z  та Y . 
Аналогічно, для виправдання факту ( )YXR ;;Pr  необхідна «анігіляція» ребра R — Y  з 
провокованою залежністю між R  та Y  (через X ). Такі узгодження виглядають штучними 
(«натяжка»).  
Аналогічно, для виправдання інших альтернативних гіпотез також необхідно, аби 
відбувалися взаємні «анігіляції» різних залежностей. Альтернативні гіпотези не лише потребують 
введення додаткових ребер, а ще й накладають жорсткі вимоги на співвідношення параметрів. 
Отже, альтернативні моделі є непереконливі згідно загальних принципів вибору моделі. Лише 
існування дуги YX a  (або оршляху) забезпечує переконливе пояснення вказаних статистичних 
відношень у даних.  
Коли користувач збирається застосувати модель (виведену з даних без апріорних знань) для 
прогнозу наслідків втручань в об'єкт, виходячи з каузальної інтерпретації моделі, необхідно 
застерегти наступне. Треба ретельно порівняти умови збору даних та умови планованих втручань. 
Якщо змінна керування не була репрезентована в даних, то прогноз наслідків керування має 
спиратися на припущення про локальний і неруйнівний (для моделі) характер керування.  
При невеликому розмірі вибірки даних висновок про каузальний характер відношення 
(згідно формулювання Y-паттерну) може іноді бути помилковим. Один з головних ризиків 
помилки походить від ненадійності стандартного колізорного правила. Помилкова орієнтація 
ребер Z — X — R  може, зокрема, відбутися при слабкості транзитної залежності між Z  та R . 
Але можна підвищити надійність колізорної орієнтації ребер за допомогою інструменту 
провокації (реактивації) залежності. Для цього треба включити в формулювання Y-паттерну 
додаткову умову )};{;( Dep RXZ ∪S , яка контрастує з умовою );;(Pr RZ S .  
Для виведення моделей з даних корисним є феномен провокації (реактивації) залежності. 
Дано його визначення і доведено важливі твердження.  
Визначення 3.3. Будемо називати паттерн ( )ZX ;;Pr & ( )ZYX ;;Pr¬  провокованою 
(наведеною) залежністю між X  та Z .  
Твердження 3.5 (строга провокація залежності). Якщо чинний набір відношень ( )ZX ;;Pr , 
( )YX ;;Pr¬  та ( )ZY ;;Pr¬ , то також буде чинним відношення ( )ZYX ;;Pr¬  у наступних 
випадках:  
а) в лінійних системах залежностей;  
б) в системах залежностей з дискретними змінними, де Y – бінарна.  
Для ефективного практичного застосування техніки провокованих залежностей потрібно, 
щоби величина провокованої залежності була достатньо великою. Проведені аналітичний аналіз 
та стохастичні експерименти показали, що величина провокованої залежності у багатьох типових 
випадках є доволі високою (сягає одного рівня або більша у порівнянні з залежностями для 
відповідних ребер). Отримані результати щодо поведінки провокованої залежності дають 
Z 
R 
X Y 
Одна з альтернативних гіпотез  
Паттерн  
каузального зв'язку  
R 
Z 
Y X 
Рис.2. Каузальний паттерн і одна з альтернатив  
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підстави для підвищення надійності індуктивно-емпіричної ідентифікації напрямку каузального 
впливу.  
Для зниження ймовірності помилок замість базової форми колізорного правила 
пропонується нова (підсилена) форма правила колізорної орієнтації:  
( X — Y — Z )& :S∃ ( )ZX ;;Pr S & ( )ZYX };{;Pr ∪¬ S ⇒ ZYX ←→ . 
Використаний тут паттерн :S∃ ( )ZX ;;Pr S  & ( )ZYX };{;Pr ∪¬ S  є узагальненим варіантом 
провокованої залежності, який можна назвати «реактивована» або «реанімована» залежність.  
У четвертому розділі розглянуто методи та алгоритми для моделей у класах лісів, полі-лісів 
та монопотокових графів. Алгоритми синтезу цих моделей та алгоритми виведення їх з 
статистичних даних розглядаються окремо, оскільки останні використовують статистичні 
властивості і кількісні характеристики залежностей. Оскільки мінімальні сепаратори в лісах та 
полі-лісах мають потужність нуль або один, алгоритми синтезу лісу та полі-лісу є прості. 
Достатньо тестувати умовні незалежності тільки нульового та першого рангу (це гарантує кубічну 
складність). Описано процедури синтезу ‘Foresyn’ та ‘PolyForesyn’.  
Для побудови ефективних алгоритмів відтворення лісів та полі-лісів з статистичних даних 
краще не наслідувати алгоритми синтезу, а використати  величину (силу) залежності. Тоді можна 
створити алгоритм квадратичної складності, який буде обчислювати тільки парні (двомісні) 
статистики. Для обґрунтування принципів таких алгоритмів використовуються статистичні 
властивості структур залежностей без циклів.  
Якщо між вершинами (змінними) X  та Y  існує один ланцюг, і для будь-якої змінної Z , 
яка лежить на цьому ланцюзі, чинне ( )YZX ;;Ds , то називатимемо його м-ланцюгом. Тоді 
виконуються нерівності: ≤),Inf( YX ),Inf( ZX ; ≤),Inf( XY ),Inf( ZY .  
Ці співвідношення можна назвати монотонністю взаємної інформації на м-ланцюзі залежностей. 
Аналогічні співвідношення чинні також при вимірюванні залежностей за допомогою індексу 
детермінації ))(( XYd . У разі бінарності проміжних змінних виконується більш сильна 
властивість.  
Твердження 4.2 (про ланцюгову мультиплікативну факторизованість залежності). Якщо 
змінна Z  умовно незалежна від X  за кондиціонування змінної Y , з тим, що змінна Y  – бінарна, 
а змінні X  та Z  – дискретні довільної значності, то тоді:  
 ))((2 XZd = ⋅))(( XYd ))(( YZd .  
Монотонність величини залежності на м-ланцюгах дозволяє розробити прості алгоритми 
виведення лісів та полі-лісів з даних. Завдяки цій властивості задача відтворення лісу залежностей 
(власне, скелету лісу) легко розв'язується за допомогою відомого алгоритма, запропонованого 
Chow&Liu ще у 1968 році.  
Для виведення полі-лісів (полі-дерев) залежностей з даних треба доповнити алгоритм 
Chow&Liu засобом орієнтації ребер. Розроблено такий алгоритм ‘SpaPolyTree’ (також 
квадратичної складності).  
Несиметричність коефіцієнту ))(( XYd , тобто нерівність значень для прямого та 
зворотного напрямків, створює потенційну можливість порівнювати і обирати напрямки 
орієнтації ребер.  
Розглянемо задачу синтезу монопотокових моделей. На відміну від лісів та полі-лісів, в 
МПГЗ дозволені цикли і не існує обмежень на розмір мінімальних сепараторів. Універсальні 
алгоритми (типу РС) виявляються обчислювально неефективними для МПГЗ. Тому для синтезу 
МПГЗ автором було розроблено спеціалізований алгоритм «Генеалог-С». Ідея алгоритму 
«Генеалог-С» полягає у наступному. Оскільки в МПГЗ можливий тільки один оршлях до заданої 
вершини від її заданого предка, то бажано і доцільно відразу встановлювати орієнтовані ребра. 
Сепаратор для довільної вершини та будь-якого її предка є одноелементним. В процесі 
ідентифікації структури МПГЗ треба рухатися від простих генотипів до складних. Генотипи 
можна відтворити на початку алгоритму за допомогою простої процедури «Геном-1». 
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Ефективність роботи алгоритму «Генеалог-С» продемонстровано на прикладі моделі sim-
ALARM, яка має 37 вершин та 42 ребра. Для виведення структури цієї моделі алгоритм 
«Генеалог-С» використав 52 тесту першого рангу. Недоліком цього алгоритму є непрацездатність 
для структур моделей, які не вкладаються в клас МПГЗ.  
Пристосовувати алгоритм «Генеалог-С» для задачі відтворення МПГЗ з даних – 
неприйнятно. Головна проблема виникає через те, що для виведення генотипів змінних 
процедурою «Геном-1» на вхід потрібно задати повну множину всіх фактів безумовної 
залежності. Якщо пара вершин поєднані довгим ланцюгом, а вибірка даних – недостатньо велика, 
виникає проблема: емпірично неможливо відрізнити слабу залежність від «справжньої» 
незалежності. Крім того, бажано розробити такий алгоритм виведення з даних, який забезпечив 
би редукційний режим (для випадку, коли генеративна модель виходить за межі класу МПГЗ).  
Здається привабливою ідея застосувати принцип алгоритму Chow&Liu для монопотокових 
моделей. Але на заваді беззастережному застосуванню стоїть певна статистична властивість – 
явище «двійникових» залежностей. «Двійниковою» («близнюковою») зветься така залежність 
(будемо казати – асоціація) змінних, для якої немає відповідного ребра, але яка дужча за реберні 
асоціації, які її формують. Для конкретності звернемося до взаємної інформації як до міри 
залежності.  
Визначення 4.3 (двійникова асоціація в МПГЗ). В МПГЗ-моделі асоціація між змінними X  
та Y  зветься двійниковою, якщо на кожному ланцюзі між X  та Y  існує щонайменше одне 
ребро Q — Z  таке, що ),Inf( ZQ ),Inf( YX< .  
(Зауважимо, що одна змінна з пари (Q , Z ) може збігатися з X  або Y .) За наявності 
двійникових асоціацій застосування алгоритмів, подібних до Chow&Liu, призведе до 
встановлення неадекватних ребер. Підсумуємо важливі властивості МПГЗ.  
Властивість 4.1. Якщо в МПГЗ асоціація між змінними X  та Y  – двійникова, то: а) всі 
ланцюги між вершинами X  та Y  мають вигляд YX →⋅⋅⋅← ; б) існує не менше двох таких 
ланцюгів; в) немає жодного ребра, спільного всім ланцюгам між X  та Y .  
Отже, змінні, між якими виникає двійникова асоціація, входять до складу відповідних не-
шунтованих колізорів (на позиції «центральних» вершин). Не-шунтовані колізори можна 
ідентифікувати за допомогою інструменту провокації залежності. Це допоможе розпізнати 
двійникові асоціації.  
Множина провокованих залежностей )Pvk(Y  для Y  – це множина всіх тих пар змінних 
),( ZX , для яких чинне ( )ZX ;;Pr & ( )ZYX ;;Pr¬ . Визначено 
=)(YVpv )}(),(:|{ YZXZX Pvk∈∃
 – множину змінних, досяжних для провокації за 
допомогою змінної Y . Доведено, зокрема, наступні твердження.  
Правило швидкого розпізнавання не-реберної асоціації: якщо в МПГЗ виконується 
)(YX Vpv∈  та )( XY Vpv∈ , то неможливі ані дуга YX ← , ані дуга YX → .  
Гнучке правило оперативної дискримінації. Нехай в МПГЗ маємо ≠)( XVpv ∅, 
≠)(YVpv ∅, )(YX Vpv∉  і )( XY Vpv∉ . Тоді, якщо для деяких двох змінних 
)()(, YXZQ VpvVpv ∩∈  вірні співвідношення ),Inf(),Inf( YQXQ >  та ),Inf(),Inf( YZXZ < , 
то не існує ребра X —Y .  
Спираючись на встановлені принципи і правила, було розроблено алгоритм «Proliferator-D». 
Цей алгоритм відтворює моделі у класі МПГЗ і водночас зберігає результативність й у більш 
загальних випадках. Для працездатності цього алгоритму достатньо, щоби провокована 
залежність проявлялася емпірично принаймні для колізорів. Врахування провокованих 
залежностей дозволило в обмеженому режимі застосувати принцип алгоритму Chow&Liu.  
Алгоритм виконує виведення у два основні етапи. На першому етапі обчислюються 
величини всіх парних асоціацій і ідентифікуються всі провоковані залежності. Пари змінних 
упорядковуються за величиною асоціацій. На другому етапі алгоритм конструює структуру 
моделі, починаючи з порожнього графа. При цьому відразу встановлюються орієнтовані ребра 
(якщо для пари змінних виконуються відповідні достатні умови). Контроль припустимих циклів 
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здійснюється за допомогою апарата генотипів змінних, але, на відміну від алгоритму «Генеалог-
С», генотипи виводяться поступово, тобто уточнюються рівночасно з побудовою графа моделі.  
Ребра орієнтуються за спеціалізованими версіями стандартних правил:  
  ( X — Y — Z ) & [ ∈),( ZX )Pvk(Y ] ⇒ ZYX ←→ ;  
  ( YX → — Z )& [ ∉),( ZX )Pvk(Y ] ⇒ ZYX →→ .  
Для випробування та демонстрації роботи алгоритму «Proliferator-D» було проведено 
експеримент з фрагментом структури баєсової мережі ALARM-net, який містить 11 змінних 
(дискретних) та 12 ребер. Маючи вибірку даних обсягом 10000 записів, алгоритм «Proliferator-D» 
вірно відтворив скелет моделі і майже точно відтворив орієнтації ребер (за виключенням двох 
ребер). Алгоритм «Proliferator-D» в процесі роботи виконав загалом 34 теста першого рангу (для 
виявлення провокованих залежностей) і жодного тесту сепарації. (Для порівняння вкажемо, що в 
загальному випадку в моделі з 11-ю змінними можливо максимум 11*10*9/2= 495 тестів першого 
рангу.)  
Коли генеративна модель виходить за межі класу МПГЗ, алгоритм «Proliferator-D» плавно 
деградує, зберігаючи результативність. В гіршому випадку алгоритм побудує покриття моделі 
деревом. Але практично можна очікувати, що редукція (апроксимація) моделі буде прийнятною, 
якщо генеративна модель не містить коротких циклів.  
У п'ятому розділі розробляються нові швидкі методи та алгоритми виведення АОГ-моделей 
та баєсових мереж з даних. Методи і алгоритми виведення структур моделей залежностей 
доцільно оцінювати за обчислювальною складністю та адекватністю (точністю) результату. 
Адекватність каузальної моделі означає збіг структури виведеної моделі з автентичною 
структурою генеративної моделі. Тож, показником неточності виведення моделі має бути 
кількість структурних розбіжностей між автентичною моделлю та виведеною. В рамках АОГ-
моделей неточність виведення моделі треба вимірювати кількістю помилок наступних типів: 
зайве (надлишкове) ребро; пропуск (втрата) ребра; реверсування ребра; не-орієнтація ребра; 
необґрунтована (наївна) орієнтація ребра. Для оцінки обчислювальної складності (витрат) методів 
та алгоритмів доцільно застосувати наступні системо-незалежні показники: 1) кількість всіх 
тестів; 2) найвищий ранг тестів; 3) ранг і кількість тестів найвищого рангу; 4) кількість всіх тестів, 
зважена величинами рангів. Обчислювальна складність і точність методів критично залежать від 
насиченості моделі зв'язками та розмірів моделі.  
 Як кінцевий (інтегральний) показник якості (адекватності) виведеної моделі визначаємо 
каузальну продуктивність:  )/(100 revfalgenrec NNNNodPrCa ++⋅= , де recN  – кількість вірно 
відтворених каузальних дуг; genN  – кількість каузальних дуг у генеративній моделі; falN  – 
кількість помилкових та втрачених каузальних дуг у виведеній моделі; revN  – кількість 
реверсованих каузальних дуг серед виведених.  
Ідея подолання недоліків традиційних алгоритмів виведення АОГ-моделей з даних випливає 
з досліджених в розділі 2 властивостей АОГ-моделей та каузальних мереж. Можливості 
оптимізації виведення криються у системному підході до пошуку сепараторів і використанні 
імплікацій марковських властивостей каузальних мереж. Поставивши за мету пошук саме 
локально-мінімальних сепараторів, можна (згідно розроблених сепараційних правил) використати 
вимоги та обмеження на склад певних сепараторів, виходячи з знання про інші сепаратори в 
моделі. Згідно сепараційних правил можна відсіяти значно більшу кількість кандидатів в склад 
сепаратора. Деякі розроблені правила дають негайні висновки про існування чи відсутність ребер. 
Отже, є можливість адаптивно оптимізувати пошук складних мінімальних сепараторів, виходячи з 
знання вже знайдених в «околі» простих сепараторів та паттернів залежностей. Сепараційні 
правила виконують наступні ролі: забезпечують знайдення мінімальних сепараторів; сприяють 
більш ранньому скороченню списка кандидатів у сепаратор і зменшують кількість необхідних 
тестів; спрощують і прискорюють ідентифікацію деяких ребер (або їх відсутності). Емпіричні 
версії сепараційних правил, тобто правила, які будуються на відношеннях умовної незалежності, 
називаємо сепараційними правилами прискорення індуктивного виведення (СПІВ-правилами).  
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Для демонстрації коректності алгоритмів синтезу моделі з використанням пропонованих 
правил сепарації було визначено простий алгоритм синтезу АОГ-моделі (‘Simple_Consrtuctor’). 
Доведено наступне твердження.  
Твердження 5.1 (теорема коректності простого прискореного алгоритму синтезу моделі). 
Якщо алгоритм ‘Simple_Consrtuctor’ буде отримувати коректні відповіді на всі запити про факти 
d-сепарації для АОГ-моделі M , то цей алгоритм точно відтворить скелет моделі M .  
Наступне правило є спрощеним варіантом доведеного в розділі 2 правила обов'язковості 
потенційного стрижня.  
Правило простої резолюції суміжності. Якщо у складі списку кандидатів у сепаратор для 
пари залежних вершин ( YX , ) немає жодної вершини Z , такої, що чинне 
( )XZ ;;Ds¬ & ( )YZ ;;Ds¬ , то існує ребро X  —Y .  
Визначено алгоритм ‘SSimpleC-2’, який включає тільки два правила – правило «актуального 
відсторонення» кандидатів у сепаратор та правило простої резолюція суміжності. Показано, що 
алгоритм ‘SSimpleC-2’ буде результативним для всього класу АОГ-моделей, і в той же час 
забезпечить синтез лісів та полі-лісів залежностей виключно на основі запитів нульового та 
першого рангу.  
Для наочності було продемонстровано роботу такого алгоритму на прикладах дерев 
залежностей, зокрема, на прикладі 1-рівневого дерева. Це дерево має одну кореневу вершину Y  
та 9 її дітей. При реконструкції цієї моделі алгоритм РС виконує складні тести (запити) аж до 8-го 
рангу включно. Справді, оскільки вершина Y  має 9 суміжних вершин, при верифікації кожного 
ребра Y — iX  алгоритм буде випробувати (як можливі сепаратори) всі підмножини всіх вершин, 
за виключенням самих Y  та iX . Сукупна кількість тестів від 2-го рангу до 8-го дорівнюватиме 
2223. Натомість алгоритм ‘SSimpleC-2’ завершить виведення цієї моделі відразу після виконання 
тестів першого рангу. Наведене порівняння легко поширюється на випадок полі-дерев 
залежностей. Отже, завдяки застосуванню сепараційних правил, алгоритм автоматично 
адаптується до випадків лісів та полі-лісів залежностей. Якщо озброїти алгоритм багатьма іншими 
правилами, адаптивні можливості індуктивного виведення значно розширяться.  
Щоб перенести описані принципи підсилення алгоритмів на режим виведення з даних, треба 
застосувати емпіричні версії вказаних правил мінімальної сепарації. Для отримання таких правил 
достатньо замінити графові предикати ( )*Ds  на ізоморфні емпіричні предикати ( )*Pr . Кожне 
СПІВ-правило схематично виглядає як  
 Конструкція ( )}*;*;*Pr{  ⇒  Висновки. 
Графові правила сепарації схематично мають форму імплікацій вигляду  
 Конструкція ( )}*;*;*Ds{  ⇒  Висновки.  
Для формального обґрунтування коректності СПІВ-правил достатньо прийняти припущення 
у вигляді:  
Конструкція ( )}*;*;*Pr{  ⇒  Конструкція ( )}*;*;*Ds{ ,  
де ліва та права конструкції – синтаксично ізоморфні.  
Оскільки розроблені сепараційні правила використовують незалежності тільки першого та 
нульового рангів, то для обґрунтування запропонованих СПІВ-правил достатньо прийняти дві 
форми припущення не-оманливості: припущення «безумовної (маргінальної) ланцюгової не-
оманливості» та припущення не-оманливості першого рангу. Для прикладу розглянемо одне з 
правил.  
Емпіричне правило «актуального відсторонення». Якщо в процесі виведення моделі 
виявлено ( )YXZ ;;Pr & ( )YZ ;;Pr¬ , то викреслити вершину Z  зі списку кандидатів у сепаратор 
для пари ),( YX .  
Проаналізовано ризики двох розглянутих вище СПІВ-правил. Зокрема, показано, що в 
асимптотично-великій вибірці даних емпіричне правило актуального відсторонення може 
призвести до помилки тільки у випадку, коли виконується рівняння, яке зумовлене виключно 
випадковим збігом значень параметрів.  
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Ключовими питаннями розробки серії нових алгоритмів «Razor» є застосування правил 
мінімальної сепарації, для чого потрібна корекція та доповнення принципів виведення, прийнятих 
в алгоритмі РС. Показано, що підсилений СПІВ-правилами алгоритм вірно побудує скелет 
генеративної моделі M , причому для кожної пари несуміжних вершин буде знайдено 
мінімальний сепаратор. Для продуктивного застосування сепараційних правил треба, аби 
алгоритм розрізняв дві ситуації: «ребро можливе» і «ребро існує». Центральною структурою 
інформації алгоритмів типу «Razor» має бути квадратна матриця зв'язків (суміжностей) АР. 
Головний принцип нових алгоритмів полягає в тому, що як тільки матриця АР позбувається 
невизначених зв'язків, ідентифікація скелету моделі закінчена. Виведення скелету моделі 
зосереджується на покроковому звуженні списків кандидатів у склад сепаратора та списків 
кандидатів в стрижень сепаратора. Вичерпання хоча б одного з таких списків для пари змінних 
тягне висновок про існування відповідного ребра.  
Оскільки на меті був алгоритм виведення в класі АОГ-моделей, було збережено тактику 
алгоритму PC. Множина кандидатів у сепаратор для пари ( YX , ) обмежується вершинами, які 
вважаються (гіпотетично) суміжними до X  (відповідно, до Y ). У формулювання СПІВ-правил 
внесено корекції, які виконують роль запобіжників помилок. За результатами наших 
експериментів (враховуючи ефективність та ризики помилок), було остаточно укомплектовано 
набір СПІВ-правил для алгоритму. Наприклад, СПІВ-правило «відсторонення» остаточно набирає 
наступного вигляду: якщо в поточному графі для вершини Z , суміжної до X  або Y , 
виконується ( )YXZ ;;Pr , то викреслити вершину Z  зі списку кандидатів у сепаратор для пари 
),( YX .  
Запропоновано непараметричну техніку виконання тестів умовної незалежності у випадку 
змінних різних типів з використанням ядра (кернела).  
Оцінку та порівняння обчислювальної складності різних алгоритмів проведено для їх 
реалізацій на однаковій платформі. Базовим аналогом для порівняння було обрано широко 
відомий алгоритм РС, який є асимптотично-коректним і багаторазово випробуваним. Нові 
алгоритми та алгоритм РС було втілено в одному середовищі програмування. (Велика середня 
тривалість виконання задач пояснюється роботою в режимі інтерпретації в середовищі 
MATLAB.) Обчислювальна складність власне алгоритмів в кінцевому рахунку оцінюється 
співвідношенням часу виведення моделі. З практичних міркувань доцільно провадити 
випробування і порівняння розроблених алгоритмів у двох режимах: у режимі граф-логічного 
синтезу (ГЛС) та у режимі реальної роботи з даними. У режимі ГЛС замість виконання тестів 
умовної незалежності на вибірці даних виконується зчитування фактів d-сепарації з графу 
генеративної моделі. Випробування у режимі ГЛС дозволяє перевірити логічну коректність 
методу та безпомилковість алгоритму і програм. Логічна коректність розроблених алгоритмів 
підтверджена перевіркою на репрезентативному наборі АОГ-моделей.  
Для реалістичної оцінки ефективності розроблених алгоритмів в ролі генеративних моделей 
були використані АОГ-моделі, чия структура та параметри були генеровані випадково. 
Зауважимо, що у генерованих моделях зустрічаються як сильні, так і слабкі зв'язки. Використано 
бінарні та тризначні змінні. В базовий пакунок тестових моделей було включено 30 моделей з 20 
вершинами (змінними) кожна. Ці моделі складаються з трьох груп (у кожній групі модель має 
відповідно 40, 50 та 60 ребер). З кожної генеративної моделі було отримано вибірки даних 
розміром 10000 записів та 20000 записів. Також було утворено базовий пакунок задач збільшеної 
розмірності («великі» моделі), які мають по 30 змінних кожна. В цей пакунок входять моделі з 
кількістю ребер 60, 75, 90 та 120 відповідно. Більшість експериментів виконано з розміром 
вибірки даних 20000.  
За результатами випробування перших версій алгоритму було сформовано версію Razor-1.1, 
яка, за очікуваннями, мала забезпечити оптимальне співвідношення швидкості та надійності. 
Результати випробувань алгоритму Razor-1.1 на базовому пакунку тестових задач можна 
підсумувати наступним звідом. В середньому для групи моделей «20 вершин, 40 ребер» алгоритм 
Razor-1.1 показав прискорення (відносно РС) в 5,4 рази. Зокрема, для виведення однієї з моделей 
алгоритм РС витратив біля півтори години, а новий алгоритм – тільки 6 хвилин. Скорочення 
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витрат часу можна пояснити тим, що алгоритм Razor-1.1 знижує максимальний ранг виконаних 
тестів. Одначе алгоритм Razor-1.1 припустив помітно більше помилок, ніж РС.  
Перевага нового алгоритму стає ще помітнішою для задач збільшеної розмірності 
(«великих» моделей, які мають 30 змінних кожна). Алгоритм Razor-1.1 забезпечив середнє 
прискорення у 8,6 разів. При цьому різниця у кількості помилок становить менше 10%. Для групи 
моделей «30 змінних та 90 ребер» алгоритм Razor-1.1 забезпечив середнє прискорення у 5,6 разів і 
разом з тим Razor-1.1 також має перевагу за надійністю (він припустив менше помилок).  
Для групи моделей «30 змінних та 120 ребер» алгоритм Razor-1.1 забезпечив середнє 
прискорення у 7,8 разів, Поведінка алгоритму Razor-1.1 є стабільною, натомість алгоритм РС 
потерпає від значних зростань тривалості виведення. Для групи більш «насичених» моделей 
обидва алгоритми приблизно зрівнялися за надійністю. Але оскільки алгоритм Razor-1.1 в 
середньому для всіх випробуваних моделей припускає більше реберних помилок, ніж РС, була 
розроблена наступна версія алгоритму.  
Нова версія алгоритму – Razor-1.2, – відрізняється від попередніх у двох аспектах. Алгоритм 
Razor-1.2 забезпечує репрезентацію класів еквівалентності моделей в рамках НРКМ, тобто 
підтримує роботу з біорієнтованими ребрами та з неповністю орієнтованими ребрами. Отже, 
алгоритм видає на виході каузальні, субкаузальні та неорієнтовані ребра. Для моделей без 
латентних змінних асимптотична коректність цього алгоритму забезпечена у повному обсязі.  
За результатами випробувань на пакунку «великих» моделей алгоритм Razor-1.2 показав 
себе як більш точний, ніж попередні версії. Алгоритм Razor-1.2 дає менше реберних помилок для 
більшості моделей, і тільки для групи простіших моделей дещо більш точним виявився алгоритм 
РС. А саме, для групи моделей, які містять по 90 ребер, Razor-1.2 вставляє в середньому 0,8 
зайвих ребер на одну модель, а у алгоритма РС цей показник 0,7. Але частіше стаються помилки 
типу «пропуск ребра», яких у Razor-1.2 було 17,8 проти 24,5 у РС. Така поведінка алгоритмів має 
логічне пояснення. Оскільки алгоритм Razor-1.2 виконує меншу кількість тестів всіх рангів, ніж 
РС, то він уникає багатьох ненадійних тестів, які мають великий ризик помилково прийняти 
гіпотезу незалежності (що означає пропуск ребра). Водночас алгоритм Razor-1.2 більше схильний 
до вставки зайвих ребер через те, що радикально звужує простір пошуку сепаратора і іноді не 
знаходить сепаратора.  
Для усіх 24-х «великих» моделей, за виключенням одної, алгоритм Razor-1.2. показав вищу 
швидкодію. За сумою витраченого часу на всі моделі Razor-1.2 виявився у півтора рази швидшим, 
ніж РС. Razor-1.2 також у півтори рази менше за РС виконав тестів (що підтверджує 
методологічний характер переваги нового алгоритму). Таким чином, алгоритм Razor-1.2 показав 
перевагу над РС за обома базовими показниками.  
Оцінено адекватність відтворення каузальних зв'язків. Серед усіх 24-х «великих» моделей 
алгоритм РС припустив три реверсування каузальної дуги (тобто змінив напрямок дуги на 
протилежний). Натомість алгоритм Razor-1.2 не вивів жодної реверсованої каузальної дуги. 
Помилки алгоритму РС типу реверсування дуги можна пояснити гіршою точністю ідентифікації 
ребер, а також ненадійністю колізорного правила орієнтації ребра (яке не застосовує техніку 
підтвердження за допомогою провокації залежності). У підсумку алгоритм Razor-1.2 вірно 
відтворив 221 каузальну дугу, в той час як алгоритм РС відтворив тільки 57 каузальних дуг. Для 
всіх моделей з 30-а змінними алгоритм Razor-1.2 вірно відтворив у 3,9 разів більше каузальних 
дуг, ніж алгоритм РС. Але водночас алгоритм Razor-1.2 вивів у півтора рази більше помилкових 
каузальних дуг, ніж алгоритм РС. Точність відтворення каузальних зв'язків залишається 
недостатньою. Тому необхідно й надалі вдосконалювати методи та алгоритми.  
У випадку моделей з лінійними залежностями можна обраховувати часткові коефіцієнти 
кореляції (для тестування умовних незалежностей) безпосередньо з матриці парних кореляцій. В 
такому разі виключені витрати часу на багатократне сканування даних, а отже, нема потреби 
звужувати простір пошуку моделі, застосовуючи СПІВ-правила. Тому у випадку лінійних 
моделей розроблені алгоритми не дають переваг над алгоритмом РС.  
Розроблений алгоритм було випробувано на прикладі задачі аналізу реальних соціально-
економічних даних. Досліджувалися фактори, причини та наслідки бідності та народжуваності в 
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80 країнах, що розвиваються. Виведено модель з лінійними залежностями з даних, підготовлених 
Д. Бесслером (Bessler) на основі даних Світового банку та ООН. Оскільки вибірка даних дуже 
мала (80 випадків), виведення було повторено кілька разів з різними рівнями значущості 
тестування незалежності (альфа від 0.05 до 0.1). Стабільними вважаються зв'язки, які виявилися 
присутніми у всіх моделях для різних рівнів значущості. Нестабільними та можливими 
вважаються зв'язки, які присутні у більшості з виведених моделей. Виявлено два стабільні 
каузальні зв'язки:  
(GDP a  бідність),  (бідність a  частка_міського_населення).  
(GDP – це прибуток сімейного господарства на душу населення.) У моделі є три стабільні 
суб-каузальні зв'язки: (доходи_сільс._господарства →  GDP), (неписьменність →  
народжуваність), (дитяча_смертність →  народжуваність). Зв'язок бідності з народжуваністю 
виявився нестабільним. Отже, GDP, можливо, впливає на народжуваність через посередництво 
бідності.  
Наша модель узгоджується з моделлю Д. Бесслера у тому сенсі, що обидві ідентифікували 
неписьменність та дитячу смертність в ролі можливих безпосередніх факторів народжуваності. 
Також обидві моделі показали, що GDP впливає на бідність, а безпосереднім фактором GDP є 
доходи сільського господарства та, можливо, індекс несвободи.  
Результати випробувань показали, що озброєння алгоритмів розробленими правилами 
прискорення індуктивного виведення радикально покращує швидкість виведення структур 
непараметричних (дискретних) моделей з даних. Проте (хоча ці правила є асимптотично 
коректними) використання цих правил може спричинити зростання ризику структурних помилок. 
Втім, у випадку складних моделей алгоритми серії «Razor» помиляються менше, ніж алгоритм 
РС.  
Перевага пропонованих алгоритмів проявляється у діапазоні моделей помірної та помірно-
високої насиченості. Водночас для дерев залежностей перевага може сягати багатократної. Для 
розмірних моделей з помірно-високою насиченістю є вагомі підстави очікувати прискорення 
виведення приблизно у 2-5 разів без погіршення точності.  
У шостому розділі розробляються нові методи виявлення прихованих змінних у 
деревовидних та ненасичених структурах залежностей. Зазвичай в наявних даних присутні не всі 
релевантні змінні. Таким чином, виникає феномен прихованих (не спостережуваних) та латентних 
змінних. Латентна змінна – це прихована змінна, яка накладає суттєвий, якісний відбиток на 
розподілення ймовірностей наявних змінних. Для того, аби факт існування прихованої змінної 
емпірично проявлявся, вона мусить впливати принаймні на деякі дві спостережувані змінні. 
Відомий алгоритм FCI може виявляти приховані змінні на підставі певної неузгодженості фактів 
умовної незалежності. В даному розділі розглянуто іншу ситуацію, коли прихована змінна не 
породжує неузгодженості фактів умовної незалежності.  
Найбільш відомий метод виявлення прихованої змінної – інструмент «тетрад-різниць» – 
призначений для лінійних моделей і був винайдений ще на початку 20-го століття. В лінійній 
моделі з чотирма змінними ZYX ,,  та W , які асоційовані тільки через єдину змінну H , 
виконуються «тетрад»-рівності. В даній роботі пропонується аналогічний інструмент, але для 
дискретних моделей. Ця розробка базується на властивості, яка названа у розділі 4 «ланцюгова 
мультиплікативна факторизованість залежності» (ЛМФЗ).  
Нехай маємо деревовидну модель з «вузловою» 
(кореневою) змінною H . «Вузлова» змінна H  є батьком 
(«причиною») для решти змінних («індикаторних» змінних). 
Модель з трьома індикаторними змінними назвемо «3-зірка», а 
модель з чотирма індикаторними змінними – «4-зірка» (рис. 3). 
Кондиціонування змінної H  робить індикаторні змінні умовно 
незалежними. Тоді, в разі бінарності «вузлової» змінної H , 
можна використати результат про ЛМФЗ. В моделі «4-зірка» 
існує 6 двореберних м-ланцюгів, кожен з яких задовольняє 
H 
Рис. 3. Структура «4-зірка» 
Z W 
Y X 
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умовам ЛМФЗ (коли змінна H  – бінарна). Відтак, використовуючи для індексу детермінації 
позначення ≡)(XY ))(( XYd , можемо записати систему 12-ти рівнянь: =)(2 YX )()( YHHX ⋅ ,
  =)(2 XY )()( XHHY ⋅ ,… і так далі. Виключаючи з системи члени зі змінною H , 
отримуємо наступні шість рівнянь для чотирьох змінних:  
 )(YX )(WZ⋅  = )(WX )(YZ⋅ ,  )(YX )(ZW⋅  = )(ZX )(YW⋅ ,  
  )(XY )(WZ⋅  = )(WY )(XZ⋅ ,   )(XY )(ZW⋅  = )(ZY )(XW⋅ ,  
 )(ZX )(WY⋅  = )(WX )(ZY⋅ ,   )(XZ )(YW⋅  = )(YZ )(XW⋅ .  
Це обмеження будемо називати «дітетрад-стримуванням» (ditetrad-constraint).  
Тепер розглянемо аналогічну структуру з трьома індикаторними змінними. Така модель 
містить три м-ланцюга, кожен з яких задовольняє умовам твердження про ЛМФЗ. Отже, можна 
отримати систему шести рівнянь. Члени зі змінною H  входять до системи парами, як 
відношення. Тривіальні алгебраїчні перетворення дозволяють позбавитися цих членів. Тоді 
система редукується до єдиного рівняння – «тріад-стримуванням» (triad-constraint):  
  )(YX )(ZY⋅ )(XZ⋅  = )(XY )(YZ⋅ )(ZX⋅ .   
Рівняння констатує інваріантність добутку трьох парних залежностей до рівночасного 
реверсування цих залежностей. У лінійних моделях аналогічні викладки призводять до 
тотожності (бо коефіцієнт кореляції є симетричний показник залежності).  
Взагалі, принципом виявлення прихованих змінних може бути пошук таких паттернів в 
даних, які є обов'язковими для моделі з прихованою змінною і є необов'язковими та 
малоймовірними для альтернативних моделей без прихованої змінної. Перевагу моделі з 
прихованою змінною можна аргументувати через критерії адекватності та простоти (або 
складності) моделі. Складність моделі визначається кількістю незалежних параметрів.  
Легко переконатися, що розглянуті моделі вигляду «зірка» з бінарною центральною змінною 
мають значно менше параметрів, ніж альтернативні моделі без прихованої змінної. Такими 
альтернативними моделями є структури (фрагменти структури), де всі індикаторні змінні попарно 
поєднані («кліки» змінних). Наприклад, для випадку чотирьох тризначних індикаторних змінних 
X , ,Y  Z , W  модель «4-зірка» має 17 параметрів, а альтернативна (насичена) модель – 80 
параметрів.  
Втім, існують спеціальні альтернативні моделі, які теж задовольняють дітетрад-стримування 
або тріад-стримування відповідно, але які не є насиченими. Одна з альтернатив – це модель, де 
виконується умовна незалежність декотрих двох змінних при кондиціонуванні третьої (бінарної) 
змінної. Прикладом такого випадку є модель з ланцюговою структурою X — Y — Z , де змінна 
Y  – бінарна. Але ця структура легко ідентифікується. Існують й інші альтернативні моделі.  
Для тестування дітетрад-стримування пропонується застосовувати дітет-статистику, яка для 
відповідного рівняння виглядає як:  
 ),,,Ditet( WZYX = )()()()(
|)()()()(|
YZWXWZYX
YZWXWZYX
⋅+⋅
⋅−⋅
.  
(Для тестування моделі береться середнє значення такої статистики для всіх рівнянь.) В разі, якщо 
залежності між змінними WZYX ,,,  описуються вказаною вище моделлю «зірка» з бінарною 
прихованою змінною (гіпотеза «0»), величина ),,,Ditet( WZYX  має наближатися до нуля.  
Для випробування спроможності дітет-статистики розрізняти моделі і виявляти вказану 
модель з прихованою змінною треба дослідити поведінку дітет-статистики за альтернативної 
гіпотези, а саме, для загального випадку моделі. Нехай альтернативна модель – це насичена 
модель з чотирма тризначними попарно суміжними змінними WZYX ,,, . Для чисельного 
експерименту всі параметри цієї моделі були генеровані випадково. Для генерованих даних (6 
тисяч випадків) побудована гістограма *,*)Ditet(*,*, . Виявилося, що значення *,*)Ditet(*,*,  
доволі широко розподілено і помітно зміщено відносно нуля. Навіть мода («пік») цього 
розподілення є значно віддалена від нуля і дорівнює приблизно 0,24. Середнє значення дітет-
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статистики опинилося близько 0,272. Отже, пропонований критерій може ефективно розрізняти 
моделі, коли є достатньо даних.  
Якщо автентична модель з прихованою змінною має вигляд «недовершеної зірки», тобто 
відрізняється від вищеописаного випадку 4-зірки тим, що між змінними X  та Y  є додатковий 
безпосередній зв'язок, то буде виконуватись неповне дітетрад-стримування, яке складається 
тільки з двох рівнянь:  
  )(XZ )(YW⋅ = )(YZ )(XW⋅ ,   )(ZX )(WY⋅ = )(WX )(ZY⋅ . 
Відкриття прихованої змінної допомагає з'ясувати або уточнити каузальні відносини. 
Наприклад, результатом виведення алгоритмом типу РС або «Razor» може бути така «кліка» 
(індикаторних) змінних, що не виключена можливість автентичної структури, де дві, три чи 
більше індикаторних змінних можуть одночасно бути причинами для іншої індикаторної змінної. 
Але після виявлення прихованої змінної, яка пояснює утворення цієї кліки змінних, зазначена 
можлива інтерпретації відпадає. Дійсно, конфігурація типу «зірка» означає, що безпосередні 
зв'язки між індикаторними змінними відсутні, і залишається тільки дві можливості: або всі 
індикаторні змінні є наслідками прихованої змінної, або одна з індикаторних змінних є причиною 
для прихованої змінної, яка у свою чергу є причиною для решти індикаторних змінних. Виявлене 
обмеження на каузальні відношення у поєднанні з іншою інформацією (орієнтація деяких ребер) 
дозволяє суто логічно отримати більш конкретну і точну каузальну інформацію.  
Отже, відкриття прихованої змінної в позиції «вузла» моделі надає додаткову каузальну 
інформацію, що у сукупності з відношеннями незалежності може усунути невизначеність 
каузальних відношень.  
 
ВИСНОВКИ 
У дисертації досліджено широкий клас моделей – каузальних мереж та ймовірнісних 
моделей залежностей, – які визначаються на основі орієнтованих графів та характеризуються 
багатомірними марковськими властивостями. Репрезентація моделі у вигляді мережевої 
структури з орієнтованими (спрямованими) зв'язками надає змогу адекватно відображати систему 
впливів та каузальних відношень в об'єкті (середовищі) за неповної спостережуваності. 
Досліджено методи аналізу, синтезу та індуктивного виведення вказаних моделей. 
Для моделювання об'єктів та процесів (з різних предметних галузей) ставиться задача 
виведення каузальної мережі чи структури системи залежностей на основі даних пасивних 
спостережень. Така задача може ставитися за відсутності апріорних знань. В даній роботі 
показано шляхи подолання проблем високої обчислювальної трудомісткості та низької надійності 
виведення структури моделі з даних. Існує певна межа (яка залежить від якості та обсягу вхідних 
даних), за якою ніякий метод аналізу даних пасивних спостережень не може точно ідентифікувати 
структуру моделі. Неточність результату виведення каузальної мережі проявляється як власне 
структурні помилки, а також як неповнота ідентифікації спрямування зв'язків.  
1. Головним науковим результатом роботи є теоретичний апарат та методологічні принципи 
створення ефективних методів та алгоритмів індуктивного виведення структур ймовірнісних 
залежностей та каузальних мереж, які забезпечують переваги над відомими аналогами за 
обчислювальною складністю, адекватністю результату та вимогами до формату даних.  
2. Введено концепцію локально-мінімального сепаратора в каузальних мережах, яка 
виокремлює таку підмножину марковських властивостей цих мереж, що можна сформулювати 
необхідні вимоги до членів сепараторів виключно в термінах марковських властивостей. 
Необхідні вимоги до членів локально-мінімальних сепараторів дають змогу вивести нетривіальні 
обмеження для фактів незалежності складних форматів за наявності фактів незалежності простого 
формату.  
3. Обмеження на множині локально-мінімальних сепараторів формалізовано у вигляді 
імплікативних правил мінімальної сепарації, які дозволяють на основі набору фактів незалежності 
робити висновки про фрагменти структури або характеристики моделі. Правила мінімальної 
сепарації іноді дозволяють робити висновок про існування чи відсутність відповідного зв'язку в 
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моделі без його прямого тестування і вичерпного пошуку спростування. Включення таких правил 
в алгоритм іноді дозволяє уникнути перебору (факторіальної складності) під час виведення 
моделі.  
4. Сформульовано аксіоми для підкласів моделей залежностей, визначених відповідними 
обмеженнями на типи припустимих шляхів та циклів. Досліджено та формалізовано графові та 
статистичні властивості цих моделей. Розроблено апарат генотипів вершин (змінних) для 
компактної репрезентації множини безумовних залежностей в моделях, а також апарат 
провокованих залежностей. Розроблено нові спеціалізовані алгоритми синтезу моделей (суб-
кубічної складності) в підкласі полі-лісів залежностей та в підкласі монопотокових моделей 
залежностей, які використовують тільки двомісні та тримісні відношення (тести).  
5. Розроблено новий метод й алгоритм «Proliferator-D» суб-кубічної складності, який на 
основі даних відтворює структуру моделей залежностей в підкласі монопотокових моделей. 
Алгоритм «Proliferator-D» застосовує техніку провокованих залежностей та величини безумовних 
залежностей й дозволяє обійтися без пошуку сепараторів. Перевага цього алгоритму визначається 
тим, що він використовує тільки двомісні та тримісні статистики й зберігає здатність виводити 
наближену модель поза межами класу монопотокових моделей.  
6. Розроблено нові ефективні й коректні методи й алгоритми синтезу баєсових мереж та 
каузальних мереж без орієнтованих циклів, побудовані на ідеології звуження простору пошуку 
сепараторів з використанням правил мінімальної сепарації. Ці алгоритми, зберігаючи коректність 
для всього класу моделей, в разі моделі з підкласу полі-лісів дозволяють виконати синтез на 
основі тестів першого рангу.  
7. Розроблено нові ефективні алгоритми (серії «Razor») виведення баєсових мереж та 
каузальних мереж без орієнтованих циклів виключно на основі даних, без апріорних знань. 
Коректність алгоритмів серії «Razor» ґрунтується на доволі простих припущеннях не-оманливості 
розподілення ймовірностей змінних відносно структури генеративної моделі. Завдяки 
застосуванню правил прискорення індуктивного виведення пропоновані алгоритми суттєво 
переважають відомі методи за швидкістю, залишаючись асимптотично-коректними.  
Згідно результатів випробувань на складних моделях з дискретними змінними, новий 
алгоритм Razor-1.2 є більш ефективним при виведення моделі з даних, ніж базовий аналог 
(алгоритм РС). Алгоритм Razor-1.2 робить менше реберних помилок і виконує значно менше 
тестів (від 50% до кількох разів), що забезпечує перевагу у швидкодії. Алгоритм Razor-1.2 
переважає аналог й за каузальною продуктивністю, вірно відтворюючи більше каузальних 
зв'язків.  
8. Розвинуто нові методи виявлення прихованих бінарних змінних у контексті номінальних 
змінних з використанням нового оригінального показника залежності – індексу детермінації. 
Принципом виявлення прихованої змінної, через яку поєднані спостережувані змінні, є перевірка 
виконання відповідних обмежень типу рівність для набору парних залежностей. Відкриття 
прихованої змінної у відповідному контексті дає інформацію для уточнення каузальних 
відношень в моделі.  
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Дисертація присвячена дослідженню теорії каузальних мереж та інших моделей систем 
ймовірнісних залежностей, а також розробці методології виведення таких моделей з статистичних 
даних (зокрема, за відсутності апріорних знань). Для подолання проблем відомих методів 
відтворення каузальних мереж та структур залежностей (спричинених складним перебором) 
запропоновано нові методологічні засоби аналізу, синтезу та виведення з даних. Ідея розроблених 
у дисертації засобів та методів полягає у систематичному використанні поняття локально-
мінімального сепаратора та імплікацій марковських властивостей цих моделей, а також у 
систематичному врахуванні «топологічних» обмежень відповідних підкласів моделей 
залежностей. Це дозволяє суттєво звузити (обмежити) простір пошуку адекватної моделі або 
навіть звести виведення моделі до верифікації відносно невеликого набору певних статистичних 
паттернів та свідчень.  
Створено методологічні засади побудови ефективних методів та алгоритмів виведення 
каузальних мереж та структур залежностей з даних. Встановлено і доведено низку імплікативних 
правил для марковських властивостей (правил мінімальної сепарації), які дозволяють на основі 
набору свідчень логічно виводити елементи структури моделі або звужувати множину 
припустимих структур. Розроблено принципи та правила застосування апарату генотипів змінних, 
техніки провокованих залежностей та «топологічних» обмежень підкласів моделей залежностей 
для підвищення ефективності методів та алгоритмів індуктивного виведення моделей. Розроблено 
новий спеціалізований алгоритм («Proliferator-D») відтворення моделей залежностей в підкласі 
монопотокових структур, який використовує тільки двомісні та тримісні статистики (тести 
нульового та першого рангу), що гарантує кубічну обчислювальну складність.  
Розроблено кілька нових ефективних алгоритмів (серії «Razor») виведення каузальних 
мереж з даних, асимптотично-коректних для ситуації без латентних змінних. Розроблено 
алгоритм Razor-1.2, який робить менше помилок, ніж відомий базовий аналог, і разом з тим у 
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середньому виконує у півтори рази менше тестів (що забезпечує перевагу у швидкодії). Алгоритм 
Razor-1.2 переважає аналог й за адекватністю відтворення каузальних зв'язків.  
Запропоновано нові засоби та методи виявлення прихованих змінних у контексті моделі. 
Виведено обмеження типу рівність («дітетрад-стримування» та «тріад-стримування») для набору 
парних залежностей, які дозволяють виявляти бінарну приховану змінну.  
Загалом, дисертація робить внесок у методологію виведення структур каузальних зв'язків та 
впливів між змінними об'єкту дослідження на основі даних пасивних спостережень.  
Ключові слова: каузальні мережі, умовна незалежність, марковські властивості, розподілення 
ймовірностей, d-сепарація, ациклічний орієнтований граф, орієнтація ребер, обчислювальна 
ефективність, виведення з даних.  
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Рукопись.  
Диссертация на соискание ученой степени доктора физико-математических наук по 
специальности 01.05.01 – теоретические основы информатики и кибернетики. – Институт 
кибернетики им. В.М. Глушкова НАН Украины, Киев, 2014.  
Диссертация посвящена исследованию теории каузальных сетей и других моделей систем 
вероятностных зависимостей, а также разработке методологии выведения таких моделей из 
статистических данных (в частности, при отсутствии априорных знаний). Для преодоления 
проблем известных методов восстановления каузальных сетей и структур зависимостей из данных 
(обусловленных сложным перебором) предложены новые методологические средства анализа, 
синтеза и вывода из данных. Идея разработанных в диссертации средств и методов заключается в 
систематическом использовании понятия локально-минимального сепаратора и импликаций 
марковских свойств этих моделей, а также в систематическом учете «топологических» 
ограничений соответствующих подклассов моделей зависимостей. Это позволяет существенно 
сузить (ограничить) пространство поиска адекватной модели или даже свести вывод модели к 
верификации относительно небольшого набора определенных статистических паттернов и 
свидетельств.  
Созданы методологические основы построения эффективных методов и алгоритмов вывода 
каузальных сетей и структур зависимостей из данных. Установлены и доказаны ряд 
импликативных правил для марковских свойств (правил минимальной сепарации), которые 
позволяют на основе набора свидетельств логически выводить элементы структуры модели или 
сужать множество допустимых структур. Разработаны принципы и правила применения аппарата 
генотипов переменных, техники провоцированных зависимостей и «топологических» 
ограничений подклассов моделей зависимостей для повышения эффективности методов и 
алгоритмов индуктивного вывода моделей. Разработан новый специализированный алгоритм 
(«Proliferator-D») восстановления моделей зависимостей в подклассе монопотоковых структур, 
который использует только двуместные и трехместные статистики (тесты нулевого и первого 
ранга), что гарантирует кубическую вычислительную сложность.  
Разработаны несколько новых эффективных алгоритмов (серии «Razor») вывода каузальных 
сетей из данных, асимптотически-корректных для ситуации без латентных переменных. 
Разработан алгоритм Razor-1.2, который делает меньше ошибок, чем известный базовый аналог, и 
вместе с тем в среднем выполняет в полтора раза меньше тестов (что обеспечивает преимущество 
в быстродействии). Алгоритм Razor-1.2 превосходит аналог также и по адекватности 
восстановления каузальных связей.  
Предложены новые средства и методы обнаружения скрытых переменных в контексте 
модели. Выведены ограничения типа равенство («дитетрад-констрейнт и «триад-констрейнт») для 
набора парных зависимостей, которые позволяют выявлять бинарную скрытую переменную.  
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В целом, диссертация вносит вклад в методологию вывода структур каузальных связей и 
влияний между переменными объекта исследования на основе данных пассивных наблюдений.  
Ключевые слова: каузальные сети, условная независимость, марковские свойства, 
распределение вероятностей, d-сепарация, ациклический ориентированный граф, ориентация 
ребер, вычислительная эффективность, выведение из данных.  
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The dissertation is devoted to the theory of causal nets and graphical models of probabilistic 
dependencies, as well as to the methods of model inference from data. We have considered an acyclic 
digraph structure (ADG) dependency models, and we take a constraint-based approach to model 
reconstruction. In aim to overcome the problems of graphical model induction we propose new 
methodological means and methods of model’s analysis, synthesis and inference from data. The key idea 
to improve inductive inference of model’s structure comes from systematic exploitation of Markov 
properties and topological restrictions of causal nets and of their subclasses. Introducing and intensive 
utilization of the concept of locally-minimal d-separator has allowed us developing several rules of 
minimal separation and their empirical counterparts – separational rules of inductive inference 
acceleration (SIIA-rules). These rules are deduced from the criterion of d-separation and acyclic property 
of digraph. The rules perform such functions as: recognition of edge presence (absence), recognition of 
some variables as non members (obligate members) of supposed separator. Utilization of SIIA-rules in 
inference algorithms can radically reduce a searching space during model’s skeleton identification.  
We have developed a few constraint-based algorithms (“Razor”) for learning Bayesian networks 
from data. Novelty of proposed algorithms comes from SIIA-rules utilization. It has been demonstrated 
that algorithm Razor-1.2, equipped with proposed rules, performs learning Bayesian networks (of 
moderate density) 1.5 times faster then well-known PC algorithm. It has been experimentally 
demonstrated, that Razor-1.2 algorithm improves percentage of causal recovery, increasing it up to 24%, 
whereas PC algorithm provides 6% only.  
We have developed technique and algorithm for recovery of probabilistic dependency model in the 
class of ‘mono-streams’ structures (subclass of Bayesian nets) from data. The “Proliferator-D” algorithm 
relies on dependence provocation rather then separation (i.e. dependence destroying) and utilizes 
dependence’s magnitude (analogously to Chow-Liu algorithm). Due to this the algorithm needs to 
execute a zero- and first-order independence tests only. So the algorithm is of sub-cubic complexity. 
When generic model goes beyond class of ‘mono-streams’ structures, the algorithm gracefully degrades 
to Chow-Liu algorithm and would infer relevant spanning tree model.  
We have proposed new instruments for hidden variable discovery in context of probabilistically 
dependent variables. For a discrete model with tree-like structure it is demonstrated, that if a separating 
variable (a root vertex) is binary, then constraints (like “tetrad difference”) hold. Specifically, when there 
are four or three manifest variables in a model, the “ditetrad-constraint” or “triad-constraint” applies 
respectively. So, these constraints facilitate discovery of hidden binary variable (latent class), which is 
responsible for associations among discrete manifest variables. It has been demonstrated, that these 
constraints do discriminate between the tree-like structure with hidden common factor and the structure 
where manifest variables are pair-wisely adjacent.  
Keywords: causal nets, conditional independence, Markov properties, probability distribution, d-
separation, acyclic digraph, edge orientation, computational efficiency, inference from data.  
