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Resumo Neste trabalho comec¸amos por apresentar os problemas cla´ssicos do
ca´lculo das variac¸o˜es e controlo o´ptimo determin´ısticos, dando eˆnfase
a`s condic¸o˜es necessa´rias de optimalidade de Euler-Lagrange e Princ´ıpio
do Ma´ximo de Pontryagin (Cap´ıtulo 1). No Cap´ıtulo 2 demonstramos
o Teorema de Noether do ca´lculo das variac¸o˜es e uma sua extensa˜o
ao controlo o´ptimo. Como exemplos de aplicac¸a˜o mencionamos as
leis de conservac¸a˜o de momento e energia da mecaˆnica, va´lidas ao
longo das extremais de Euler-Lagrange ou das extremais de Pontryagin.
Numa segunda parte do trabalho introduzimos o ca´lculo das variac¸o˜es
estoca´stico (Cap´ıtulo 3) e demonstramos um teorema de Noether
estoca´stico obtido recententemente por Jacky Cresson (Cap´ıtulo 4).
O Cap´ıtulo 5 e´ dedicado a` programac¸a˜o dinaˆmica: caso discreto e
cont´ınuo, caso determin´ıstico e estoca´stico.
Palavras Chave Ca´lculo das Variac¸o˜es, Controlo O´ptimo, invariaˆncia, teoremas do tipo
de Noether, leis de conservac¸a˜o, Ca´lculo das Variac¸o˜es Estoca´stico,
Teorema de Noether Estoca´stico.

Abstract In this master thesis we begin by presenting the classical determinis-
tic problems of the calculus of variations and optimal control, with
emphasis to the necessary optimality conditions of Euler-Lagrange and
Pontryagin’s Maximum Principle (Chapter 1). In Chapter 2 we prove
the Noether’s theorem of calculus of variations and an extension to
optimal control. As examples of application we mention the conser-
vation laws of momentum and energy, valid along the Euler-Lagrange
or Pontryagin extremals. In the second part of the thesis we intro-
duce the stochastic calculus of variations (Chapter 3) and we prove
a recent stochastic Noether-type theorem obtained by Jacky Cresson
(Chapter 4). The Chapter 5 is dedicated to dynamic programming:
discrete-time and continuous cases, both deterministic and stochastic.
Keywords Calculus of Variations, Optimal Control, invariance, Noether type the-
orems, Conservations laws, stochastic calculus of variations, stochastic
Noether theorems.
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Introduc¸a˜o
O problema primeiramente colocado no ca´lculo das variac¸o˜es deve-se a Galileu, que pre-
tendeu, em 1630, resolver a questa˜o de determinar a trajecto´ria o´ptima que minimizasse
o tempo que uma part´ıcula demora a percorrer entre dois pontos por acc¸a˜o exclusiva da
gravidade. Algumas de´cadas mais tarde, este problema viria a ser formalizado pelos irma˜os
Bernoulli, Newton, Leibniz, Euler e Lagrange, quase imediatamente a seguir a` invenc¸a˜o do
ca´lculo diferencial e integral por Newton e Leibniz.
Um importante problema que ocorre no ca´lculo e´ encontrar um argumento de uma
func¸a˜o no qual ela toma um valor ma´ximo ou min´ımo. O ca´lculo das variac¸o˜es e´ uma ex-
tensa˜o deste problema, que consiste em encontrar uma func¸a˜o que maximize ou minimize
o valor de um integral (chamado funcional) dessa func¸a˜o. Ja´ no se´culo XIX e princ´ıpio do
se´culo XX, muitos autores contribu´ıram para a teoria da soluc¸a˜o de problemas do ca´lculo
das variac¸o˜es. Entre outros, sobressaem os nomes de Weierstrass, Bliss e Bolza.
Enta˜o o problema no ca´lculo das variac¸o˜es tem como objectivo minimizar (ou maximi-
zar) funcionais do tipo integral:
J [x(·)] =
∫ b
a
L(t, x(t), x˙(t))dt→ min1,
onde
x : [a, b] → Rn, L : [a, b]× Rn × Rn → R e x˙(t) = dx(t)
dt
.
O estudo continuado de problemas variacionais levou ao desenvolvimento da teoria do
controlo o´ptimo. No controlo o´ptimo existem treˆs, em vez de dois tipos de varia´veis. Ale´m
do paraˆmetro de tempo e das varia´veis de estado, consideramos tambe´m varia´veis de con-
trolo. Estas varia´veis de controlo desempenham papel fundamental no me´todo, pois sa˜o
1Este problema foi formulado como de minimizac¸a˜o mas tambe´m pode ser formulado como um problema
de maximizac¸a˜o
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os instrumentos de otimizac¸a˜o: procuramos uma pol´ıtica de controlo o´ptima e encontra-
mos, a partir de um estado inicial e desta pol´ıtica o´ptima, o caminho de estado o´ptimo
correspondente. Assim, as varia´veis de controlo ou acc¸o˜es de controlo, que chamaremos
u, infueˆnciam directamente as varia´veis de estado do problema, por isso, tambe´m sa˜o cha-
madas de varia´veis de entrada do sistema. Matema´ticamente, no caso de tempo cont´ınuo,
esta infueˆncia da´-se por meio da equac¸a˜o de um sistema dinaˆmico cont´ınuo no tempo (uma
equac¸a˜o diferencial).
Esta equac¸a˜o, e´ chamada de equac¸a˜o de estado ou equac¸a˜o de movimento:
x˙(t) = f(t, x(t), u(t)). (1)
O problema fundamental do controlo o´ptimo pode ser formulado como
J [x(·), u(·)] =
∫ b
a
L(t, x(t), u(t))dt→ min
onde
x(·) ∈ PC1([a, b],Rn) e u(·) ∈ PC([a, b],Ω ⊆ Rm),
sujeito ao sistema dinaˆmico de controlo (1).
Ainda que os contributos de Isaacs e Bellman (atrave´s da programac¸a˜o dinaˆmica) te-
nham sido importantes, o verdadeiro arranque deu-se com a publicac¸a˜o do livro ”A Teoria
Matema´tica de Processos O´ptimos”(em Russo, em 1958, e em Ingleˆs, em 1962 ) da autoria
de Pontryangin, Boltyanski, Gamkrelidze e Mischenko. A importaˆncia deste livro reside
na˜o so´ na apresentac¸a˜o da formulac¸a˜o rigorosa do problema do ca´lculo das variac¸o˜es com
varia´veis de controlo (restritas), mas tambe´m na demonstrac¸a˜o do Princ´ıpio do o´ptimo (de
Pontryagin) para o problema de controlo o´ptimo.
Note que, assim como o ca´lculo variacional, o controlo o´ptimo esta´ interessado em re-
solver o problema dinaˆmico usando as propriedades do conjunto admiss´ıvel das varia´veis
de estado (e de controlo) para garantir a optimalidade da soluc¸a˜o.
Deste enta˜o, o Ca´lculo das Variac¸o˜es repartiu-se por va´rios ramos. O ca´lculo foi cres-
cendo e continua extremamente vivo, tendo inu´meras aplicac¸o˜es pra´ticas: na mecaˆnica,
economia, cieˆncias dos materiais, engenharia e f´ısica.
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Foi da aplicac¸a˜o do Ca´lculo das Variac¸o˜es a` F´ısica que Emmy Noether chegou ao fa-
moso Teorema de Noether, que estabelece uma relac¸a˜o entre a existeˆncia de simetrias dos
problemas e a existeˆncia de leis de conservac¸a˜o. Como caso particular do Teorema de No-
ether podemos explicar todas as leis de conservac¸a˜o da Mecaˆnica: conservac¸a˜o de energia,
conservac¸a˜o de momento, etc.
A moderna teoria do controlo o´ptimo estoca´stico, a` semelhanc¸a do Princ´ıpio do Ma´ximo
de Pontryagin e do Princ´ıpio de Bellman da Programac¸a˜o Dinaˆmica, nasceu em finais dos
anos cinquenta do se´culo XX [32]. Nesta tese estamos interessados em estudar proble-
mas estoca´sticos do ca´lculo das variac¸o˜es e controlo o´ptimo e em particular obter uma
formulac¸a˜o estoca´stica para o Teorema de Noether.
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Cap´ıtulo 1
Ca´lculo das Variac¸o˜es e Controlo
O´ptimo
1.1 Introduc¸a˜o
O estudo de problemas do Ca´lculo das Variac¸o˜es e´ quase ta˜o antigo quanto o Ca´lculo,
tendo sido os dois assuntos desenvolvidos em paralelo. A ideia do Ca´lculo Variacional e´
um alicerce de muitas teorias em F´ısica e tem um papel fundamental na formac¸a˜o nessa
a´rea bem como em Matema´tica. O objectivo e´ minimizar funcionais do tipo integral:
J [x(·)] =
∫ b
a
L(t, x(t), x˙(t))dt→ min (max),
onde
x : [a, b] → Rn, L : [a, b]× Rn × Rn → R e x˙(t) = dx(t)
dt
Sera˜o apresentados exemplos de problemas cla´ssicos, como o da Rainha Dido e o pro-
blema da Branquisto´crona .
Problema 1 (Problema da Braquisto´crona)1. A questa˜o foi proposta por John Ber-
noulli em 1696, atrave´s da publicac¸a˜o de um artigo intitulado ”Um problema ao qual os
matema´ticos sa˜o chamados”.
Dados dois pontos A e B num plano vertical, determinar o caminho de descida para um
1Foi resolvido por James Bernoulli, Newton, Leibniz, L’Hospital e o pro´prio John Bernoulli, em 1696-
1697
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corpo, sob a forc¸a u´nica do seu pro´prio peso e na auseˆncia de atrito, de a A a B em tempo
mı´nimo.
Problema 2 (Problema de Dido) A histo´ria e´-nos contada pelo poeta Romano Virg´ılio,
em 814 a.C. Depois do marido ter sido morto, Dido fugiu para a A´frica Mediterraˆnica. La´
ela comprou, de um rei inge´nuo, todo o terreno que pudesse ser inclu´ıdo pela pele de um
Boi.
1.2 Ca´lculo das Variac¸o˜es
O problema fundamental do Ca´lculo das Variac¸o˜es consiste na determinac¸a˜o de uma
func¸a˜o x(·) que minimiza a seguinte funcional integral:
J [x(·)] =
∫ b
a
L(t, x(t), x˙(t))dt,
x(a) = A, x(b) = B,
x(·) ∈ C2([a, b];Rn)
(1.1)
onde supomos a < b, A,B ∈ Rn e L(·, ·, ·) ∈ C2 em relac¸a˜o a todos os argumentos.
O problema de minimizar a funcional em (1.1) e´, via de regra, sujeito a diferentes tipos
de restric¸o˜es como:
• Impor condic¸o˜es a x nas extremidades do intervalo, i.e. x(a) = A, e ou x(b) = B;
• Exigir que g(t, x(t), x˙(t)) ≡ 0 para t ∈ [a, b], onde g : [a, b]× Rn × Rn → R e´ dada;
• Exigir que ∫ b
a
g(t, x(t), x˙(t))dt = c, onde g : [a, b]× Rn × Rn → R e c ∈ R;
O primeiro tipo de restric¸a˜o e´ denominado condic¸a˜o de contorno e pode ser exigido em
ambos ou em apenas um dos extremos do intervalo [a, b]. O segundo tipo de restric¸a˜o e´
denominado restric¸a˜o Lagrangeana, devido a` sua semelhanc¸a com as restric¸o˜es presentes
nos problemas da mecaˆnica Lagrangeana. O terceiro tipo e´ denominado de restric¸a˜o iso-
perime´trica (ou integral), uma vez que os primeiros problemas de interesse relacionados a
esta restric¸a˜o apresentavam a exigeˆncia dos candidatos x terem todos o mesmo compri-
mento/per´ımetro.
6
O intervalo [a, b] na˜o precisa ser necessariamente fixo. Este e´ o caso quando uma das
condic¸o˜es de contorno e´ descrita pela curva de n´ıvel de uma func¸a˜o σ : R2 → R. Temos
assim uma restric¸a˜o do tipo:
• σ(T, x(T )) = 0, com T > a
que e´ denominada condic¸a˜o (de contorno) transversal.
As restric¸o˜es acima podem aparecer de forma combinada, de modo que um mesmo pro-
blema pode estar sujeito a restric¸o˜es de diferentes tipos, ou a va´rias restric¸o˜es do mesmo
tipo. Analisamos neste cap´ıtulo apenas os problemas com condic¸o˜es de contorno.
Consideramos, por agora, o caso escalar (isto e´ n = 1).
1.2.1 Caso Escalar
Teorema 3 (Condic¸a˜o necessa´ria de optimalidade para o problema (1.1) — equac¸a˜o de
Euler-Lagrange). Se x(·) e´ minimizante local do problema (1.1), enta˜o x(·) satisfaz a
equac¸a˜o de Euler-Lagrange:
Lx(t, x(t), x˙(t))− d
dt
Lx˙(t, x(t), x˙(t)) = 0. (1.2)
Demonstrac¸a˜o. (seguindo Lagrange) Seja x(·) minimizante local do problema (1.1).
Considere-se uma func¸a˜o admiss´ıvel, na vizinhanc¸a de x(·), arbitra´ria. Tal func¸a˜o pode ser
escrita na forma x(·) + εφ(·), com φ(a) = φ(b) = 0. Por definic¸a˜o de minimizante, a func¸a˜o
Φ(ε) = J [x(·) + εφ(·)] =
∫ b
a
L
(
t, x(t) + εφ(t), x˙(t) + εφ˙(t)
)
dt
tem mı´nimo para ε = 0, para qualquer φ(·). Como a funcional J tem um mı´nimo local em
x(·) e x(a) + εφ(a) = A e x(b) + εφ(b) = B, enta˜o Φ(ε) tem mı´nimo no ponto ε = 0. Logo
0 = Φ′(0) =
∫ b
a
(
L¯x(t)φ(t) + L¯x˙(t)φ˙(t)
)
dt
onde L¯x = L(t, x(t), x˙(t)) e L¯x˙ = Lx˙(t, x(t), x˙(t)). Integrando o segundo membro por
partes, vem ∫ b
a
L¯x˙φ˙(t)dt = L¯x˙φ(t) |ba −
∫ b
a
d
dt
L¯x˙(t)φ(t) = −
∫ b
a
d
dt
L¯x˙(t)φ(t)
e enta˜o
0 = Φ′(0) =
∫ b
a
(
L¯x(t)φ(t) + L¯x˙(t)φ˙(t)
)
dt =
∫ b
a
(
L¯x(t)− d
dt
L¯x˙(t)
)
φ(t)dt. (1.3)
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Utilizamos agora o seguinte lema auxiliar.
Lema 4 (Lema fundamental do ca´lculo das variac¸o˜es)2 Se g(·) for cont´ınua em [a, b] e∫ b
a
g(x)φ(x)dx = 0 (1.4)
para todas as func¸o˜es φ ∈ C2([a, b];R) com φ(a) = φ(b) = 0, enta˜o g(x) = 0.
De (1.3) resulta do Lema 4 que
L¯x(t)− d
dt
L¯x˙(t) = 0 (1.5)
Definic¸a˜o 5 As soluc¸o˜es da equac¸a˜o diferencial de Euler-Lagrange (1.2) (desconsiderando
as condic¸o˜es de contorno) sa˜o denominadas func¸a˜o estaciona´rias ou extremais, indepen-
dente do facto de serem ou na˜o soluc¸o˜es do problema variacional.
Vamos abordar alguns exemplos cla´ssicos do Ca´lculo das Variac¸o˜es.
Problema 6 (um problema auto´nomo) O problema consiste em determinar a extremal de
Euler-Lagrange x˜(·) associada a` funcional
J [x(·)] =
∫ 1
0
(x2 + x˙2 − 2x)dt (1.6)
quando sujeita a`s condic¸o˜es de contorno,
x(0) = 1, x(1) = 0. (1.7)
Neste caso
L(t, x(t), x˙(t)) = x2(t) + x˙2(t)− 2x(t),
logo Lx(t, x(t), x˙(t)) = 2x(t) − 2, Lx˙(t, x(t), x˙(t)) = 2x˙(t). A equac¸a˜o de Euler-Lagrange
toma a forma
d
dt
(2x˙) = 2x− 2 ⇔ x¨(t)− x(t) + 1 = 0
que e´ uma equac¸a˜o diferencial ordina´ria de coeficientes constantes sujeita a`s condic¸o˜es de
contorno (1.7). Obtemos a extremal
x˜(t) = 1− e
t − e−t
e− e−1 . (1.8)
2A demonstrac¸a˜o pode ser vista, por exemplo, em [8].
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Nota 7 Conve´m realc¸ar que a soluc¸a˜o da equac¸a˜o de Euler-Lagrange e´ apenas uma extre-
mal: um candidato a minimizante. Apenas uma ana´lise suplementar pode determinar se
as extremais sa˜o, ou na˜o, soluc¸a˜o do problema.
Vamos mostrar que a extremal (1.8) e´ soluc¸a˜o do problema (1.6)-(1.7).
Qualquer func¸a˜o admiss´ıvel x(·) pode ser escrita na forma x(t) = x˜(t) +ϕ(t), t ∈ [0, 1],
com ϕ(0) = ϕ(1) = 0.
Temos
J [x˜(·) + ϕ(·)]− J [x˜(·)] = 2
∫ 1
0
(x˜(t)ϕ(t) + ˙˜x(t)ϕ˙(t)− ϕ(t))dt+
∫ 1
0
(ϕ2(t) + ϕ˙2(t))dt
e tendo em conta que x˜(t) = 1− et−e−t
e−e−1 enta˜o
2
∫ 1
0
(x˜(t)ϕ(t) + ˜˙x(t)ϕ˙(t)− ϕ(t))dt = −2
∫ 1
0
d
dt
(
ϕ(t)
et − e−t
e− e−1
)
dt = −2ϕ(t)e
t − e−t
e− e−1 |
1
0= 0.
Vem que J [x˜(t) + ϕ(t)]− J [x˜(t)] = ∫ 1
0
(ϕ2(t) + ϕ˙2(t))dt > 0.

Problema 8 Considere-se a funcional integral
J [x(·)] =
∫ pi
0
(x˙2(t)− kx2(t))dt (1.9)
sob as condic¸o˜es de contorno x(0) = x(pi) = 0, onde k e´ uma constante positiva. Assumi-
mos aqui tambe´m que as func¸o˜es pertencem a` classe C2.
Se x(·) e´ uma extremal da funcional integral (1.9), enta˜o resulta de (1.2) que
d
dt
(2x˙(t)) + 2kx(t) = 0 ⇔ x¨(t) + kx(t) = 0.
Trata-se de uma equac¸a˜o diferencial ordina´ria homoge´nea de coeficientes constantes
cuja soluc¸a˜o e´
x(t) = C1 cos
(√
kpi
)
+ C2 sin
(√
kpi
)
onde C1 e C2 sa˜o duas constantes de integrac¸a˜o.
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As condic¸o˜es de fronteira x(0) = x(pi) = 0 implicam que C1 = 0 e C2 sin
(√
kpi
)
= 0.
Vamos ter dois casos
Caso 1:
Se
√
k ∈ N, enta˜o sin (√kpi) = 0, ∀C2. Neste caso temos uma infinidade de extremais da
forma
x(t) = C2 sin
(√
kpi
)
.
Caso 2
Se
√
k na˜o for inteiro, enta˜o C2 = 0, e a u´nica extremal e´ x(t) = 0,∀t ∈ [0, pi]
Problema 9 Analisamos o problema de encontrar, dados dois pontos (t0, x0) e (t1, x1) no
plano, a curva de menor comprimento que os une.
Representamos as curvas admiss´ıveis como parametrizac¸o˜es do tipo
x : [t0, t1] 3 t 7→ x(t) ∈ R;x(t0) = x0, x(t1) = x1
supondo as curvas admiss´ıveis continuamente diferencia´veis. Obtemos o comprimento de
uma curva x(·) pela expressa˜o
J [x(·)] =
∫ t1
t0
√
1 + x˙2dt.
Logo, o problema variacional pode ser formulado como:
MinimizarJ [x(·)] = ∫ t1
t0
L(t, x(t), x˙(t))dt
sujeito a
x ∈ {C1[t0, t1] | x(t0) = x0, x(t1) = x1}
com L(t, x, x˙) =
√
1 + x˙2. Da equac¸a˜o de Euler-Lagrange obtemos
0 = Lx − d
dt
Lx˙ = 0− d
dt
[ x˙
(1 + x˙2)1/2
]
.
Portanto
x˙
(1 + x˙2)1/2
= const,
o que implica que x˙ e´ constante, ou seja, x e´ linear.
A extremal do problema e´ enta˜o
x(t) = x0 +
x1 − x0
t1 − t0 (t− t0).
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1.2.2 Problema fundamental vectorial: n varia´veis dependentes
Vamos agora considerar o problema em que as func¸o˜es admiss´ıveis x(·) sa˜o vectoriais:
x(t) = (x1(t), ..., xn(t)).
Escrevemos o Lagrangeano como anteriormente, L(t, x(t), x˙(t)), mas agora com o sig-
nificado L(t, x1(t), x2(t), ..., xn(t), x˙1(t), x˙2(t), ..., x˙n(t)). Temos enta˜o o problema:
L[x(·)] =
∫ b
a
L(t, x(t), x˙(t))dt→ min
x(a) = xa, x(b) = xb,
x(·) ∈ C2([a, b];Rn).
(1.10)
Os valores de contorno xa = (xa1 , xa2 , ..., xan), xb = (xb1 , xb2 , ..., xbn), sa˜o dados.
Teorema 10 (Condic¸a˜o necessa´ria de optimalidade para o problema (1.10) — equac¸a˜o
de Euler-Lagrange) Se x(·) e´ minimizante local do problema (1.10), enta˜o x(·) satisfaz as
equac¸o˜es de Euler-Lagrange
Lx(t, x(t), x˙(t))− d
dt
Lx˙(t, x(t), x˙(t)) = 0. (1.11)
Nota 11 A equac¸a˜o diferencial vectorial (1.11) pode ser escrita na forma
Lx1 − ddtLx˙1 = 0
...
Lxn − ddtLx˙n = 0
1.2.3 Problema com derivadas de ordem superior
Consideremos agora o problema do Ca´lculo das Variac¸o˜es com derivadas de ordem
superior:
Lm[x(·)] =
∫ b
a
L(t, x(t), x˙(t), x¨(t), ..., x(m)(t))dt→ extr
x(i)(a) = yia, x
(i)(b) = yib, i = 0, ...m− 1,
x(·) ∈ C2m([a, b];Rn),
(1.12)
onde x(0)(t) = x(t) e supomos o Lagrangeano suficientemente suave: L ∈ Cm+1 em relac¸a˜o
a todos os argumentos de L.
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Teorema 12 (Condic¸a˜o necessa´ria de optimalidade para o problema (1.12) — equac¸a˜o de
Euler-Lagrange) Se x(·) e´ minimizante local do problema do problema (1.12), enta˜o x(·)
satisfaz a equac¸a˜o de Euler-Lagrange de ordem superior:3
Lx(t, x(t), x˙(t), ..., x
(m)(t))−
m∑
k=1
(−1)k d
k
dtk
Lx(k)(t, x(t), x˙(t), ..., x
(m)(t)) = 0. (1.13)
1.3 Condic¸a˜o Suficiente de Jacobi
A obtenc¸a˜o das extremais na˜o nos garante a soluc¸a˜o do problema. Conhecidas as ex-
tremais, vamos recorrer a` condic¸a˜o suficiente de Jacobi para verificar se a extremal e´, de
facto, a soluc¸a˜o do problema.
Lema 13 (ver [33]) Se x(·) e´ minimizante (maximizante) do problema fundamental do
Ca´lculo das Variac¸o˜es (1.12), enta˜o
I[ϕ(·)] =
∫ b
a
[(
Lxx(t, x(t), x˙(t))− d
dt
Lxx˙(t, x(t), x˙(t))
)
ϕ2(t)+Lx˙x˙(t, x(t), x˙(t))(ϕ˙)
2(t)
]
dt ≥ 0
(1.14)
(respectivamente I[ϕ(·)] ≤ 0) para todo o ϕ(·) ∈ C20([a, b];<).
Demonstrac¸a˜o (ver [33]).
Com a notac¸a˜o
P (x) = Lx˙x˙(t, x(t), x˙(t)), Q(x) = Lxx(t, x(t), x˙(t))− d
dt
Lxx˙(t, x(t), x˙(t)),
podemos escrever a funcional I[ϕ(·)] (1.14) da seguinte maneira:
I[ϕ(·)] =
∫ b
a
[P (t)ϕ˙(t)2 +Q(t)ϕ(t)2]dt
ϕ(a) = 0, ϕ(b) = 0,
ϕ(·) ∈ C2([a, b];R).
(1.15)
A ideia de Jacobi foi estudar a funcional I[·] usando as pro´prias ferramentas do Ca´lculo
das Variac¸o˜es. A equac¸a˜o de Euler-Lagrange de (1.15) conduz-nos a` chamada equac¸a˜o de
Jacobi:
d
dt
(
2P (t)ϕ˙(t)
)
= 2Q(t)ϕ(t) ⇔ P (t)ϕ¨(t) + P˙ (t)−Q(t)ϕ(t) = 0. (1.16)
3Equac¸a˜o diferencial ordina´ria de ordem 2m, a`s vezes designada de equac¸a˜o de Euler-Poisson.
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Nota 14 A equac¸a˜o de Jacobi (1.16) tem a soluc¸a˜o trivial ϕ(t) = 0.
Definic¸a˜o 15 Se existir uma soluc¸a˜o na˜o-trivial ϕ(·) (i.e´., ϕ(·) diferente da func¸a˜o nula)
para a equac¸a˜o de Jacobi (1.16) que satisfaz ϕ(a) = ϕ(k) = 0, a < k < b, enta˜o k diz-se
um ponto conjugado.
Jacobi demonstrou a seguinte condic¸a˜o suficiente:
Teorema 16 (Condic¸a˜o suficiente de Jacobi). Se
1. x(·) satisfaz a equac¸a˜o de Euler-Lagrange;
2. Lx˙x˙(t, x(t), x˙(t)) > 0 ∀t ∈ [a, b] (condic¸a˜o de Legendre fortalecida);
3. [a, b] na˜o conte´m pontos conjugados;
enta˜o x(·) e´ minimizante do problema fundamental do Ca´lculo das Variac¸o˜es (1.1).
Problema 17 Determine o minimizante para o seguinte problema do Ca´lculo das Va-
riac¸o˜es:
J [x(·)] =
∫ b
a
x˙(t)2dt→ min,
x(a) = α, x(b) = β.
O Lagrangeano e´ L(t, x(t), x˙(t)) = x˙(t)2 , enta˜o
Lx˙(t, x(t), x˙(t)) = 2x˙(t) e Lx(t, x(t), x˙(t)) = 0.
De (1.2) a equac¸a˜o de Euler-Lagrange e´
d
dt
(2x˙(t)) = 0 ⇒ x¨(t) = 0
e integrando duas vezes os dois membros da equac¸a˜o vem que x(t) = c1t + c2. Como
x(a) = α, x(b) = β, enta˜o x(t) = 1
a−b
(
(α− β)t+ aβ − bα).
Verificando as condic¸o˜es de Jacobi podemos afirmar enta˜o que x(·) e´ minimizante do
problema fundamental do Ca´lculo das Variac¸o˜es.
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1.4 Controlo O´ptimo
A teoria do Controlo O´ptimo e´ uma a´rea relativamente recente da Matema´tica: nasceu
em meados dos anos cinquenta do se´culo passado. E´ uma teoria importante que permite
dar resposta a muitos problemas que surgem nas mais diversas a´reas da Cieˆncia, como
sejam a Engenharia e as Cieˆncias do Espac¸o.
As formulac¸o˜es do problema matema´tico do controlo o´ptimo podem ser constru´ıdas
de va´rias formas, sendo todas elas equivalentes entre si, como por exemplo: problema do
Controlo O´ptimo de Lagrange, de Bolza, de Mayer, ... O problema de Controlo O´ptimo e´
uma generalizac¸a˜o do problema do Ca´lculo das Variac¸o˜es.
Neste ponto vamos analisar um conjunto de condic¸o˜es necessa´rias de optimalidade para
o problema de controlo o´ptimo. Tal resultado e´ conhecido na literatura como o princ´ıpio
do ma´ximo4 e pode ser interpretado como um teorema de multiplicadores de Lagrange em
espac¸os de dimenc¸a˜o infinita.
Definic¸a˜o 18 (Problema de Lagrange do Controlo O´ptimo). O problema do Controlo
O´ptimo e´ definido como se segue:
J [x(·), u(·)] =
∫ b
a
L(t, x(t), u(t))dt→ min (1.17)
sob as condic¸o˜es de fronteira
x(a) = A e x(b) = B, (1.18)
e sujeito ao sistema dinaˆmico de controlo
x˙(t) = ϕ(t, x(t), u(t)),∀t ∈ [a, b], (1.19)
onde
x(·) ∈ PC1([a, b],Rn) e u(·) ∈ PC([a, b],Ω ⊆ Rm),
e L(·, ·, ·) e ϕ(·, ·, ·) sa˜o func¸o˜es de classe C2.
Definic¸a˜o 19 O sistema de equac¸o˜es diferenciais ordina´rias dado por (1.19) designa-se
por sistema de controlo.
4Tambe´m conhecido como princ´ıpio do mı´nimo, ou princ´ıpio de Pontryagin.
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O teorema seguinte e´ a condic¸a˜o necessa´ria de optimalidade central da teoria do Con-
trolo O´ptimo quando aplicado ao Problema (1.17)-(1.19).
Teorema 20 (Princ´ıpio do Ma´ximo de Pontryagin) Se (x(·), u(·)) for minimizante do
problema (1.17)-(1.19), enta˜o existe um par na˜o nulo (ψ0, ψ(·)), com ψ0 uma constante
negativa (ψ0 < 0) e ψ(·) uma func¸a˜o vectorial diferencia´vel, tal que (x(·), u(·), ψ0, ψ(·))
satisfaz:
1. O sistema Hamiltonianox˙(t) = ∂H∂ψ (t, x(t), u(t), ψ0, ψ(t)), (sistema de controlo)ψ˙(t) = −∂H
∂x
(t, x(t), u(t), ψ0, ψ(t)), (sistema adjunto)
(1.20)
2. A condic¸a˜o de ma´ximo
H(t, x(t), u(t), ψ0, ψ(t)) = max
v∈Ω
H(t, x(t), v, ψ0, ψ(t)) (1.21)
onde o hamiltoniano H e´ definido por H(t, x, u, ψ0, ψ) = ψ0L(t, x, u) + ψ.ϕ(t, x, u).
Definic¸a˜o 21 A um quaterno (x(·), u(·), ψ0, ψ(·)) que satisfaz o Princ´ıpio do Ma´ximo de
Pontryagin chamamos de extremal de Pontryagin.
• Quando ψ0 = 0, a extremal diz-se anormal.
• Quando ψ0 < 0, a extremal diz-se normal.
As extremais anormais existem e ocorrem frequentemente para o problema do Controlo
O´ptimo. No entanto, para o problema fundamental do Ca´lculo das Variac¸o˜es na˜o existem
extremais anormais.
A diferenc¸a principal entre o Problema de Controlo O´ptimo (1.17)-(1.19) e o Problema
do Ca´lculo das Variac¸o˜es (1.1) consiste na possibilidade de haver restric¸o˜es a u(t), que
descrevem a possibilidade de controlar o sistema. O problema (1.1) pode ser escrito como
um problema (1.17)-(1.19) fazendo ϕ(t, x, u) = u e Ω = Rn (m = n, x˙(t) = u(t) e na˜o
existem restric¸o˜es nos valores de u(t) do controlo).
O Hamiltoniano associado a (1.1) e´ dado por
H(t, x, u, ψ0, ψ) = ψ0L(t, x, u) + ψu.
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A condic¸a˜o de ma´ximo (1.21) implica que ∂H
∂u
= 0, ou seja,
ψ0
∂L
∂u
+ ψ = 0 ⇔ ψ = −ψ0∂L
∂u
.
Se existissem extremais anormais, enta˜o ψ0 = 0 implicaria que ψ = 0 o que e´ uma con-
tradic¸a˜o ao Princ´ıpio do Ma´ximo de Pontryagin. Conclu´ımos que na˜o existem extremais
anormais para o problema (1.1).
O problema do ca´lculo das variac¸o˜es com derivadas de ordem superior,∫ b
a
L(t, x(t), x˙(t), ..., x(r)(t))dt→ min,
x(a) = x0a, x(b) = x
0
b ,
...
x(r−1)(a) = xr−1a , x
(r−1) = xr−1b ,
(1.22)
e´ tambe´m um caso particular do problema de Controlo O´ptimo. Introduzindo a notac¸a˜o
x0(t) = x(t), ..., xr−1(t) = x(r−1)(t), u(t) = x(r)(t), X =
(
x0, ..., xr−1
)
, obtemos
(
U = Rn
)
:
I[X(·), u(·)] =
∫ b
a
L(t,X(t), u(t))dt→ min,
X˙(t) = AX(t) +Bu(t)
X(a) = α,X(b) = β,
(1.23)
com
A =

0 1 0 0 ... 0
0 0 1 0 ... 0
0 0 0 1 ... 0
...
...
...
...
...
...
0 0 0 0 ... 1
0 0 0 0 0 0

B =

0
0
...
1
α =

x0a
...
xr−1a
 β =

x0b
...
xr−1b
 .
Proposic¸a˜o 22 Ao longo das extremais (x(·), u(·), ψ0, ψ(·)) do problema de controlo o´ptimo
(1.17)-(1.19) sem restric¸o˜es nos valores do controlos (isto e´ Ω = Rm) verifica-se a seguinte
propriedade:
dH
dt
(t, x(t), u(t), ψ0, ψ(t)) =
∂H
∂t
(t, x(t), u(t), ψ0, ψ(t)). (1.24)
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Demonstrac¸a˜o. A derivada total do Hamiltoniano e´ dada por
dH
dt
=
∂H
∂t
+
∂H
∂x
x˙+
∂H
∂u
u˙+
∂H
∂ψ
ψ˙.
Usando o sistema Hamiltoniano (1.20) e a condic¸a˜o de ma´ximo (1.21), obtemos a igualdade
pretendida.
Quando o problema de Controlo O´ptimo (1.17)-(1.19) na˜o depende explicitamente da
varia´vel independente t (quando e´ auto´nomo), obtemos de (1.24) que
H(x(t), u(t), ψ0, ψ(t)) = constante. (1.25)
Para o problema fundamental do Ca´lculo das Variac¸o˜es (1.1), temos que ϕ = u ⇒ H =
−L+ ψ.u e aplicando o Teorema 20, obtemos que
x˙ =
∂H
∂ψ
= u,
ψ˙ = −∂H
∂x
=
∂L
∂x
,
∂H
∂u
= 0 ⇔ ψ = ∂L
∂u
⇒ ψ˙ = d
dt
∂L
∂u
.
Corola´rio 23 Uma condic¸a˜o necessa´ria para x(·) ser soluc¸a˜o do problema fundamental
do ca´lculo das variac¸o˜es (x˙(t) = u(t)) e´ dada pela condic¸a˜o de DuBois-Reymond:
∂L
∂t
(t, x(t), x˙(t)) =
d
dt
{
L(t, x(t), x˙(t))− ∂L
∂u
(t, x(t), x˙(t))x˙(t)
}
. (1.26)
Demonstrac¸a˜o. Atendendo a que na˜o existem extremais anormais (ψ0 = −1) da Pro-
posic¸a˜o 22 resulta que
dH
dt
=
∂H
∂t
com H(t, x, u, ψ0, ψ) = −L(t, x, u) + ψϕ(t, x, u), ψ = ∂L∂u (t, x(t), u(t)) e ϕ(t, x, u) = x˙(t).
A condic¸a˜o necessa´ria cla´ssica de DuBois-Reymond (1.26) e´ uma consequeˆncia imediata
desta igualdade.
Corola´rio 24 . Se x(·) for soluc¸a˜o do problema do Ca´lculo das Variac¸o˜es com derivadas
de ordem superiores (1.22), enta˜o:
1. x(·) e´ uma extremal normal (na˜o ocorre o caso anormal para o problema do Ca´lculo
das Variac¸o˜es com derivadas de ordem superior);
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2. x(·) satisfaz a equac¸a˜o de Euler-Lagrange de ordem superior:
r−1∑
i=0
{
(−1)i d
i
dti
∂L
∂xi
}
+ (−1)r d
dt
∂L
∂u
= 0.
Uma demonstrac¸a˜o do Corola´rio 24 pode ser encontrado em [33].
Nota 25 Vamos comec¸ar a denotar o Princ´ıpio do Ma´ximo de Pontryagin por P.M.P. e
a equac¸a˜o de Euler-Lagrange por E-L.
Exemplo 26 Determine as extremais (candidatos a minimizante dados pelo P.M.P.) para
o seguinte problema de Controlo O´ptimo∫ 1
0
(
x2(t)− x(t)u(t) + u2(t))dt→ min
x˙(t) = x(t) + u(t);x(0) = x0;x(1) = x1.
Resoluc¸a˜o:
Como u(t) = x˙(t)− x(t) enta˜o o Lagrangeano e´ dado por
L(t, x(t), x˙(t)) = 3x2(t)− 3x(t)x˙(t) + x˙2(t).
Da equac¸a˜o de E-L
∂L
∂x
=
d
dt
∂L
∂x˙
⇔ 6x(t)− 3x˙(t) = −3x˙(t) + 2x¨(t)
vem
x¨(t)− 3x(t) = 0.
Enta˜o, x(t) = C1e
−√3t + C2e
√
3t.
Vamos utilizar o P.M.P. para determinar a extremal do Exemplo 26.
O Hamiltoniano do Exemplo 26 e´ definido por
H(t, x, ψ0, ψ, u) = ψ0
(
x2(t)− x(t)u(t) + u2(t))+ ψ(x(t) + u(t)).
E´ facil concluir que na˜o ocorre caso anormal, por isso podemos fixar ψ0 = −1.
Pela condic¸a˜o de ma´ximo (condic¸a˜o de estacionaridade) vem
∂H
∂u
= 0
⇔ x− 2u+ ψ = 0
⇔ u = x+ ψ
2
.
(1.27)
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Substituindo a expressa˜o do u (1.27) no sistema Hamiltoniano vemx˙(t) = 32x+ ψ2ψ˙(t) = 3
2
x− 3
2
ψ
(1.28)
Usando o Sistema de Computac¸a˜o Alge´brica Maple fazemos:
# defini\c{c}\~{a}o do Hamiltoniano
> H:=(x,psi0,psi,u)->psi0*(x^2-x*u+u^2)+psi*(x+u)$;
H := (x, psi0 , ψ, u) 7→ psi0 (x2 − xu+ u2)+ ψ (x+ u)
> u:=t->solve(D[4](H)(x(t),-1,psi(t),u)=0,u):
> u(t);
1
2
x (t) +
1
2
ψ (t)
# Sistema Hamiltoniano
> eq1:=diff(psi(t),t)=-D[1](H)(x(t),-1,psi(t),u(t));
d
dt
ψ (t) =
3
2
x (t)− 3
2
ψ (t)
> eq2:=diff(x(t),t)=D[3](H)(x(t),-1,psi(t),u(t));
d
dt
x (t) =
3
2
x (t) +
1
2
ψ (t)
> sol:=dsolve({eq1,eq2});{
ψ (t) = C1 e
√
3t + C2 e−
√
3t, x (t) =
2
3
C1
√
3e
√
3t − 2
3
C2
√
3e−
√
3t + C1 e
√
3t + C2 e−
√
3t
}
> assign(sol);
> u(t);
1
3
C1
√
3e
√
3t − 1
3
C2
√
3e−
√
3t + C1 e
√
3t + C2 e−
√
3t
Os valores concretos das constantes C1 e C2 sa˜o determinados usando os valores concretos
de x0 e x1.
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Cap´ıtulo 2
Teorema de Noether do Ca´lculo das
Variac¸o˜es e do Controlo O´ptimo
2.1 Introduc¸a˜o
Emmy Noether, nascida em Marc¸o de 1882 na Bava´ria-Alemanha, e´ considerada a
”ma˜e”da A´lgebra Moderna (Abstracta).
Apo´s Albert Einstein publicar a teoria da Relatividade Geral, os matema´ticos ficaram
alvoroc¸ados e permitiram-se explorar as propriedades desse novo e revoluciona´rio territo´rio.
A famosa teoria da Relatividade ale´m de rudimentar e estranha apresentava problemas.
Emmy Noether deu resposta a importantes questo˜es valendo-se da simetria dos problemas.
O teorema de Noether afirma que as leis de conservac¸a˜o sa˜o resultado das leis de simetria
e constituiu um grande avanc¸o para a e´poca.
Vamos falar sobre as leis de conservac¸o˜es da quantidade de movimento e da energia.
Lei de conservac¸a˜o da quantidade de movimento
Se a func¸a˜o L na˜o depende de x : L = L(t, x˙), ocorre a lei de conservac¸a˜o da quantidade
de movimento. A equac¸a˜o de Euler-Lagrange (1.2) tem a forma
d
dt
Lx˙(t, x˙(t)) = 0,
o que implica que
Lx˙(t, x˙(t)) = constante.
.
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Lei de Conservac¸a˜o da energia
Se a func¸a˜o L na˜o depende de t : L = L(x, x˙), enta˜o obtemos a lei de conservac¸a˜o da
energia:
x˙Lx˙(x(t), x˙(t))− L(x(t), x˙(t)) = constante.
Com efeito, para toda a soluc¸a˜o x(t) da equac¸a˜o de Euler-Lagrange temos
d
dt
(x˙Lx˙(x(t), x˙(t))− L(x(t), x˙(t)))
=
d
dt
(x˙Lx˙(x(t), x˙(t)))− d
dt
(L(x(t), x˙(t)))
= x¨Lx˙ + x˙Lx − x˙Lx − x¨Lx˙
= 0.
Encontrar a soluc¸a˜o geral da equac¸a˜o de Euler-Lagrange consiste em determinar soluc¸o˜es
de uma equac¸a˜o diferencial de segunda ordem, e e´ geralmente muito dif´ıcil. As leis de
conservac¸o˜es sa˜o func¸o˜es Φ(t, x(t), x˙(t)) constantes ao longo de todas as soluc¸o˜es x(t) da
equac¸a˜o de Euler-Lagrange o que nos permite baixar a ordem das equac¸o˜es diferenciais
dadas pelas condic¸o˜es necessa´rias, que podem simplificar o processo de resoluc¸a˜o dos pro-
blemas do Ca´lculo das Variac¸o˜es e do Controlo O´ptimo.
2.2 Teorema de Noether no Ca´lculo das Variac¸o˜es
Vamos considerar um grupo uni-parame´trico de transformac¸a˜o C2 da forma
t = Φ(t, x, ε)
x = Ψ(t, x, ε)
(2.1)
onde Φ e Ψ sa˜o func¸o˜es anal´ıticas de [a, b] × Rn×] − ε, ε[→ R. Admitimos que a trans-
formac¸a˜o (2.1) para ε = 0 reduz-se a` identidade:
t = Φ(t, x, 0) = t
x = Ψ(t, x, 0) = x.
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Numa vizinhanc¸a de ε = 0 Φ e Ψ podem ser expandidas em se´rie de Taylor:
t = t+ ε
∂Φ(t, x, 0)
∂ε
+ ε2
1
2!
∂2Φ(t, x, 0)
∂ε2
· · ·
= t+ T (t, x)ε+ o(ε);
x(t) = x(t) + ε
∂Ψ(t, x, 0)
∂ε
+ ε2
1
2!
∂2Ψ(t, x, 0)
∂ε2
· · ·
= x+X(t, x)ε+ o(ε),
onde
T (t, x) =
∂Φ(t, x, 0)
∂ε
X(t, x) =
∂Ψ(t, x, 0)
∂ε
.
Na literatura T e X sa˜o designados por geradores infinitesimais das transformac¸a˜o Φ e Ψ
respectivamente.
Vamos dar agora a definic¸a˜o de invariaˆncia de uma funcional integral do ca´lculo das Va-
riac¸o˜es.
Definic¸a˜o 27 (Invariaˆncia de (1.1)) Dizemos que a funcional integral (1.1) e´ invari-
ante sob as transformac¸a˜o infinitesimaist¯ = t+ T (t, x)ε+ o(ε).x¯ = x+X(t, x)ε+ o(ε) (2.2)
se, e so´ se, ∫ tb
ta
L(t, x(t), x˙(t))dt =
∫ t¯(tb)
t¯(ta)
L(t¯, x¯(t¯), ˙¯x(t¯))dt¯ (2.3)
para todo o subintervalo [ta, tb] ⊆ [a, b].
Teorema 28 (Condic¸a˜o necessa´ria e suficiente de invariaˆncia) Se a funcional integral
(1.1) e´ invariante no sentido da Definic¸a˜o 27, enta˜o
∂L
∂t
(t, x(t), x˙(t))T (t, x) +
∂L
∂x
(t, x(t), x˙(t))X(t, x)
+
∂L
∂x˙
(t, x(t), x˙(t))
(
X˙(t, x)− x˙T˙ (t, x)
)
+ L(t, x(t), x˙(t))T˙ (t, x) = 0.
(2.4)
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Demonstrac¸a˜o. A equac¸a˜o (2.3) e´ valida para todo o subintervalo [ta, tb] ∈ [a, b], o
que nos permite escrever esta equac¸a˜o sem o sinal de integral, ou seja, se
t¯ = t+ T (t, x)ε+ o(ε).
x¯ = x+X(t, x)ε+ o(ε)
dx¯
dt¯
= x¯+εX¯+o(ε)
1+εT¯+o(ε)
enta˜o
L(t, x(t), x¯(t)) = L
(
t+ T (t, x)ε+ o(ε), x+X(t, x)ε+ o(ε),
x˙+ εX˙ + o(ε)
1 + εT˙ + o(ε)
)
dt¯
dt
.
Derivando os dois membros em ordem a ε e fazendo ε = 0 vem que
0 =
∂L
∂t
(t, x, x˙)T +
∂L
∂x
(t, x, x˙)X +
∂L
∂x¯
(t, x, x˙)
(
X˙ − x˙T˙)+ L(t, x, x˙)T˙ .
Problema 29 Consideremos a funcional integral
J [x(·)] =
∫ b
a
x˙2(t)dt.
Neste caso temos L(t, x(t), x˙(t)) = x˙(t) ⇒ ∂L
∂t
= ∂L
∂x
= 0 e ∂L
∂x˙
= 2x˙(t). Como
T (t, x) ⇒ T˙ = dT
dt
=
∂T
∂t
+ x˙
∂T
∂x
X(t, x) ⇒ X˙ = dX
dt
=
∂X
∂t
+ x˙
∂X
∂x
da equac¸a˜o (2.4) vem que
2x˙(t)
(∂X
∂t
+ x˙
∂X
∂x
− x˙(∂T
∂t
+ x˙
∂T
∂x
))
+ x˙2
(∂T
∂t
+ x˙
∂T
∂x
)
= 0
⇔ x˙3∂T
∂x
+ x˙
(
2
∂X
∂x
− ∂T
∂t
)
+ 2x˙
∂X
∂t
= 0
∂T
∂x
= 0. (2.5)
2
∂X
∂x
− ∂T
∂t
= 0 (2.6)
24
2
∂X
∂t
= 0 (2.7)
De (2.5) podemos afirmar que T na˜o depende de x. Enta˜o T (t, x) = T (t) e de (2.7)
conclu´ımos que X na˜o depende de t, isto e´, X(t, x) = X(x).
A equac¸a˜o (2.6) e´ satisfeita se
2
∂X
∂x
=
∂T
∂t
.
Isto implica que 2∂X
∂x
= constante = ∂T
∂t
, ou seja,
X(x) = cx+ b1 (2.8)
e
T (t) = 2ct+ b2 (2.9)
onde c, b1 e b2 sa˜o constantes. Podemos verificar que os geradores infinitesimais defini-
dos em (2.8) e (2.5) representam as simetrias para que a funcional do problema 29 seja
invariante no sentido da Definic¸a˜o 27.
O pro´ximo teorema e´ um dos teoremas mais importante da F´ısica moderna e na˜o so´: o
teorema de Noether, que foi formulado e demonstrado em 1918 pela Emmy Noether, e´ muito
mais do que teorema. E´ um princ´ıpio geral sobre leis de conservac¸a˜o, com importantes
implicac¸o˜es em va´rias a´reas da F´ısica Moderna, na Qu´ımica, na Economia, nos problemas
Estoca´sticos, etc.
Teorema 30 (Teorema de Noether) Se a funcional integral (1.1) e´ invariante no sentido
da Definic¸a˜o 27, enta˜o
∂
∂x˙
L(t, x, x˙)X(t, x)− (L(t, x, x˙)− ∂
∂x˙
L(t, x, x˙)x˙)T (t, x) = const (2.10)
e´ uma lei de conservac¸a˜o.
Demonstrac¸a˜o. Vamos fazer a demostrac¸a˜o do teorema de Noether usando a condic¸a˜o
de DuBois-Raymond vista no Corola´rio 23. A equac¸a˜o de Euler-Lagrange (1.2) diz-nos que
∂L
∂x
(t, x(t), x˙(t)) =
d
dt
∂L
∂x˙
(t, x(t), x˙(t)).
Podemos enta˜o escrever a condic¸a˜o necessa´ria de invariaˆncia (2.4) como
∂L
∂t
(t, x(t), x˙(t))T (t, x) +
d
dt
∂L
∂x˙
(t, x(t), x˙(t))X(t, x)
+
∂L
∂x˙
(t, x(t), x˙(t))(X˙(t, x)− x˙T˙ (t, x)) + L(t, x, x˙)T˙ (t, x) = 0
⇐⇒ d
dt
∂L
∂x˙
(t, x(t), x˙(t))X(t, x) +
∂L
∂x˙
(t, x(t), x˙(t))X˙(t, x)
+
∂L
∂x
(t, x(t), x˙(t))T (t, x) + T˙ (t, x)(L(t, x(t), x˙(t))− ∂L
∂x˙
(t, x(t), x˙(t))x˙) = 0.
(2.11)
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Usando a condic¸a˜o de DuBois-Raymond (Corola´rio 23) podemos escrever (2.11) da forma
d
dt
∂L
∂x˙
(t, x(t), x˙(t))X(t, x) +
∂L
∂x˙
(t, x(t), x˙(t))X˙(t, x)
+
d
dt
{L(t, x(t), x˙(t))− ∂L
∂x˙
(t, x(t), x˙(t))}T (t, x)
+T˙ (t, x)(L(t, x(t), x˙(t)− ∂L
∂x˙
(t, x(t), x˙(t))) = 0
⇐⇒ d
dt
{
∂L
∂x˙
(t, x(t), x˙(t))X(t, x) + (L(t, x(t), x˙(t))− ∂L
∂x˙
(t, x(t), x˙(t)))T (t, x)
}
= 0
o que implica que
∂L
∂x˙
(t, x(t), x˙(t))X(t, x) + (L(t, x(t), x˙(t))− ∂L
∂x˙
(t, x(t), x˙(t)))T (t, x) = constante.
2.3 Teorema de Noether no Controlo O´ptimo
O teorema de Noether no Controlo O´ptimo relaciona a invariaˆncia de um problema sob
uma famı´lia de transformac¸o˜es com a existeˆncia de quantidades preservadas ao longo das
extremais de Pontryagin. Neste trabalho restringimo-nos aos problemas normais.
No caso normal, o problema do Controlo O´ptimo na forma de Lagrange e´ equivalente
ao seguinte problema (utilizando a te´cnica dos multiplicadores de Lagrange):
I[x(·), u(·), ψ(·)] =
∫ b
a
[H (t, x(t), u(t), ψ(t))− ψ(t) · x˙(t)] dt −→ max (2.12)
onde H e´ dado pelo Teorema 20.
A noc¸a˜o de invariaˆncia do problema (1.17)-(1.19) e´ definida a` custa do problema equi-
valente (2.12).
Definic¸a˜o 31 (Invariaˆncia do Problema de Controlo O´ptimo) Dizemos que a
funcional integral (2.12) e´ invariante sob as transformac¸o˜es infinitesimais
t¯(t) = t+ εT (t, x(t), u(t), ψ(t)) + o(ε) ,
x¯(t) = x(t) + εX(t, x(t), u(t), ψ(t)) + o(ε) ,
u¯(t) = u(t) + ε%(t, x(t), u(t), ψ(t)) + o(ε) ,
ψ¯(t) = ψ(t) + ες(t, x(t), u(t), ψ(t)) + o(ε) ,
(2.13)
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se, e so´ se, [H(t¯, x¯, u¯, ψ¯)− ψ¯ · ˙¯x] dt¯ = [H(t, x, u, ψ)− ψ · x˙] dt, t ∈ [a, b] . (2.14)
As func¸o˜es T , X, %, e ς sa˜o conhecidas como geradores infinitesimais das transformac¸o˜es
(2.13).
Teorema 32 (Condic¸a˜o necessa´ria e suficiente de invariaˆncia) A funcional in-
tegral (2.12) e´ invariante no sentido da Definic¸a˜o 31 se, e so´ se,
T
∂H
∂t
+X · ∂H
∂x
+
∂H
∂u
· %+ ς · (∂H
∂ψ
− x˙)− X˙ · x+ T˙H = 0 . (2.15)
Demonstrac¸a˜o. Pode ser encontrada em [8].
Vamos agora formular uma extensa˜o do Teorema de Noether para o contexto do Con-
trolo O´ptimo. Primeiro vamos definir lei de conservac¸a˜o.
Definic¸a˜o 33 (Lei de Conservac¸a˜o) Dizemos que a quantidade C(t, x(t), u(t), ψ(t)) e´
um primeiro integral se, e so´ se, d
dt
C(t, x(t), u(t), ψ(t)) = 0 ao longo de todas as extremais
de Pontryagin (x(·), u(·), ψ(·)). A` equac¸a˜o C(t, x(t), u(t), ψ(t)) = constante chamamos lei
de conservac¸a˜o.
Teorema 34 (Teorema de Noether) Se o problema do Controlo O´ptimo (Definic¸a˜o
18) e´ invariante no sentido da Definic¸a˜o 31, enta˜o
C(t, x, u, ψ) = H(t, x, u, ψ)T (t, x)− ψ ·X(t, x) (2.16)
e´ uma lei de conservac¸a˜o.
Demonstrac¸a˜o. Ver [8].
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Cap´ıtulo 3
Ca´lculo das Variac¸o˜es Estoca´stico
3.1 Introduc¸a˜o
Neste cap´ıtulo vamos introduzir as derivadas de Nelson, que foram propostas por E.
Nelson em 1967 (ver [27]) usando um argumento geome´trico. A na˜o diferenciabilidade das
trajecto´rias de um movimento Browniano foi usada por E. Nelson para justificar o facto
de se precisar de um substituto para a derivada cla´ssica ao estudar os processo de Winer.
Vamos definir as derivadas de Nelson para os Bons Processos de Difusa˜o (movimento
Browniano) e as propriedades das derivadas estoca´sticas.
3.2 Derivada estoca´stica de Nelson
Nesta secc¸a˜o vamos falar da extensa˜o das derivadas cla´ssicas para as derivadas es-
toca´sticas. Vamos ver as propriedades das derivadas estoca´sticas e a generalizac¸a˜o da
regra da derivada do produto de Nelson, as derivadas estoca´sticas para as funcionais dos
processos de difusa˜o e vamos definir quando um processo e´ Nelson diferencia´vel.
Consideramos um espac¸o de probabilidade (Ω,F , P ), onde (Ω,F) e´ um espac¸o men-
sura´vel e P uma probabilidade nele definida. O espac¸o amostral Ω representa o con-
junto (suposto na˜o-vazio) de todos os poss´ıveis resultados de uma experieˆncia ou feno´meno
aleato´rio. F e´ uma σ-a´lgebra, isto e´, uma classe na˜o-vazia de subconjuntos de Ω fechada
para o complementar (se A ∈ F , enta˜o o complemento Ac := Ω − A ∈ F) e para unio˜es
conta´veis (se An ∈ F , n = 1, 2, ..., enta˜o ∪nAn ∈ F ). Os conjuntos A ∈ F sa˜o chamados
acontecimentos ou conjuntos mensura´veis. A probabilidade P e´ uma func¸a˜o de F em [0, 1],
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normada (P (Ω) = 1) e aditiva-σ.
Seja Pt uma filtrac¸a˜o, isto e´, uma sucessa˜o Pt da σ- a´lgebra de F , crescente, isto e´, tal que
Pt ≤ Pt+1 e Ft uma filtrac¸a˜o decrescente.
Definic¸a˜o 35 X e´ adaptada a Pt (adaptada a Ft) se para cada t, X e´ Pt mensura´vel (Ft
mensura´vel).
Um processo estoca´stico no espac¸o de probabilidade (Ω,F , P ) e´ simplesmente uma
colecc¸a˜o indexada {Xt}t∈I de varia´veis aleato´rias (v.a.). No nosso caso, t sera´ interpre-
tado como tempo e o conjunto de ı´ndices I sera´ usualmente um intervalo de tempo da
forma [0,+∞), (−∞,+∞) ou [a, b] (processos estoca´sticos em tempo cont´ınuo). Noutras
situac¸o˜es, I pode ser o conjunto dos inteiros ou dos inteiros na˜o negativos (processos
estoca´sticos em tempo discreto), um intervalo de Rd (processos espaciais) ou qualquer con-
junto conveniente. Como cada varia´vel aleato´ria Xt = Xt(w) e´ func¸a˜o do ”acaso”w ∈ Ω,
um processo estoca´stico pode ser considerado uma func¸a˜o de duas varia´veis, t ∈ I e w ∈ Ω,
isto e´, uma func¸a˜o do tempo e do acaso. Vamos escrever Xt em vez de Xt(w). Esta func¸a˜o
de t e w na˜o e´ uma func¸a˜o arbitra´ria pois esta esta´ sujeita a` restric¸a˜o de ser, para cada t
fixo, uma func¸a˜o mensura´vel de w, isto e´, uma v.a.
Se fixarmos o ”acaso”w, obtemos uma func¸a˜o apenas do tempo, a que se chama uma
trajecto´ria do processo estoca´stico.
Definic¸a˜o 36 Seja Xt(·) um processo definido em I×Ω. O processo diz-se S0-processo se:
Xt(·) tem um caminho simples cont´ınuo, Xt(·) e´ Pt e Ft adaptado, para cada t ∈ I, Xt ∈
L2(Ω) e a aplicac¸a˜o t→ Xt, de I em L2(Ω), e´ cont´ınua.
Definic¸a˜o 37 (ver [4]) Seja Xt(·) um processo. Dizemos que Xt(·) e´ S1-processo se ele
for S0-processo e
DXt = lim
h→0+
h−1E[Xt+h −Xt|Pt] (3.1)
e
D∗Xt = lim
h→0+
h−1E[Xt −Xt−h|Ft], (3.2)
existem em L2(Ω), para t ∈ I, e as aplicac¸o˜es t → DXt e t → D∗Xt sa˜o cont´ınuas de I
em L2(Ω). A DXt e D∗Xt chamamos, respectivamente, derivada de Nelson estoca´stica a`
direita e a` esquerda.
Definic¸a˜o 38 Denotamos por C1(I) o espac¸o dos S1-processos munido da norma
‖X‖ = sup
t∈I
(‖X(t)‖L2(ω) + ‖DX(t)‖L2(ω) + ‖D∗Xt‖L2(ω)). (3.3)
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Um processo de Markov e´ um processo estoca´stico em que, conhecido o seu valor pre-
sente, os valores futuros sa˜o independentes dos valores passados. Por outras palavras,
quando algue´m conhece exactamente o valor presente do processo, conhecer ou na˜o como
e´ que o processo evoluiu no passado para chegar a esse valor presente e´ irrelevante para o
ca´lculo de probabilidades de acontecimentos futuros.
Consideremos um intervalo de tempo I = [0, b] com 0 ≤ b ≤ +∞, um espac¸o de pro-
babilidade (Ω,F , P ) e um processo estoca´stico {Xt}t∈I definido nesse espac¸o. O processo
e´ um processo de Markov em tempo cont´ınuo se, para quaisquer s, t ∈ I, s ≤ t, e qualquer
conjunto Borel B ∈ B, tivermos
P [Xt ∈ B|Xu, 0 ≤ u ≤ s] = P [Xt ∈ B|Xs]. (3.4)
Ha´ va´rias definic¸o˜es na˜o equivalentes do que se entende por processo de difusa˜o. Para
simplificar, vamos apresentar a notac¸a˜o abreviada Es,x[· · · ] para as esperanc¸as matema´ticas
condicionais E[· · · |Xs = x], onde ” · · · ” representa alguma v.a. e Xt e´ um processo es-
toca´stico.
Seja {Xt}t∈[0,b] um processo estoca´stico num espac¸o probabilidade (Ω,F , P ). Dizemos
que e´ um processo de difusa˜o se for um processo de Markov com trajecto´rias quase sempre
(q.s.) cont´ınuas tal que Xt ∈ L2(t ∈ [0, b]) e, para todo o x ∈ R e s ∈ [0, b), vier, com
convergeˆncias uniformes com respeito a s ∈ [0, d),
lim
h→0+
1
h
P [|xs+h − x| > ε|Xs = x] = 0 para todo o ε > 0, (3.5)
lim
h→0+
Es,x
[xs+h − x
h
]
= b(s, x), (3.6)
lim
h→0+
Es,x
[(xs+h − x)2
h
]
= c(s, x). (3.7)
O momento infinite´simal de primeira ordem b(s, x), chamado coeficiente de tendeˆncia
(em Ingleˆs, e´ conhecido por ”drift”), e´ a velocidade me´dia de X no instante s quando
Xs = x. Tambe´m se lhe pode chamar me´dia infinite´simal. Quanto ao momento infi-
nite´simal de segunda ordem c(s, x), chamado de difusa˜o, ele mede a intensidade das flu-
tuac¸o˜es e e´ a velocidade da variaˆncia do processo X no instante s quando Xs = x. Tambe´m
pode ser designado por variaˆncia infinite´simal.
O processo de Wiener desempenha um papel essencial nas equac¸o˜es diferenciais es-
toca´sticas. Ele traduz o efeito acumulado das perturbac¸o˜es aleato´rias que afectam a
dinaˆmica do feno´meno em estudo, ou seja, e´ o integral do ru´ıdo perturbador que se supo˜e
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ser ru´ıdo branco em tempo cont´ınuo. Em 1900 Bachelier usou o Processo de Winer para
modelar a cotac¸a˜o de uma acc¸a˜o na Bolsa e Einstein usou-o em 1905 para modelar o mo-
vimento Browniano de uma part´ıcula suspensa num flu´ıdo. Pore´m, so´ a partir de 1920 e´
que ele foi rigorosamente estudado por Winer e por Le´vy. Denotamos o processo de Winer
padra˜o por Wt ou W (t).
Definic¸a˜o 39 Dado um espac¸o de probabilidade (Ω,F , P ) , um processo estoca´stico {Wt}t∈[0,+∞)
definido nesse espac¸o diz-se um processo de Winer padra˜o (ou movimento Browniano) se
satisfizer as seguintes propriedades:
• W (0) = 0 q.s.
• Os incrementosW (t)−W (s) (s < t) teˆm distribuic¸a˜o normal com me´dia 0 e variaˆncia
t− s.
• Os incrementos W (ti) − W (si) (i = 1, . . . , n) em intervalos de tempo (si, ti] (i =
1, . . . , n) na˜o-sobrepostos sa˜o v.a. independentes (diz-se simplesmente que tem incre-
mentos independentes).
Vamos agora enunciar um teorema para as derivadas de Nelson para os bons processos
de difusa˜o.
Definic¸a˜o 40 (ver [5, Definic¸a˜o 1.5]) Denotamos por Λ1 os processos de difusa˜o X que
satisfazem as seguintes condic¸o˜es:
1. X e´ soluc¸a˜o da equac¸a˜o diferencial estoca´stica
dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t), X(0) = X0, (3.8)
onde X0 ∈ L2(Ω),W (·) e´ movimento P-Browniano, b : I × Rd → Rd e σ : I × Rd →
Rd
⊗
Rd sa˜o func¸o˜es Borel mensura´veis satisfazendo as seguintes hipo´teses: existe
uma constante K tal que para todos x, y ∈ Rd no´s temos
sup
t
(|σ(t, x)− σ(t, y)|+ |b(t, x)− b(t, y)|) ≤ K|x− y|, (3.9)
sup
t
(|σ(t, x)|+ |b(t, x)|) ≤ K(1 + |x|). (3.10)
2. Para todo t ∈ I,X(t) tem uma func¸a˜o densidade pt(x) no ponto x.
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3. Fixando aij = (σσ
∗)ij, para qualquer i ∈ {1, 2, . . . , n} e para qualquer t0 ∈ I∫ 1
t0
∫
Rd
|∂j(aij(t, x)pt(x))|dxdt < +∞. (3.11)
4. X(·) e´ uma difusa˜o F-Browniana.
Teorema 41 ([5]) Seja X ∈ Λ1 que se escreve dX(t) = b(t,X(t))dt + σ(t,X(t))dW (t),
onde X e´ difusa˜o de Markov com a respectiva filtrac¸a˜o crescente (Pt) e filtrac¸a˜o decrescente
(Ft). Ale´m disso existe DX e D∗X em relac¸a˜o a estas filtrac¸o˜es com
DX(t) = b(t,X(t))
D∗X(t) = b∗(t,X(t)),
(3.12)
onde x→ pt(x) denota a densidade de X(t) em x e
bi∗(t, x) = b
i(t, x)− ∂j(a
ij(t, x)pt(x))
pt(x)
.
Por convenc¸a˜o, o termo 1
pt(x)
e´ 0 se pt(x) = 0.
Definic¸a˜o 42 Denotamos por Dµ o operador definido por
Dµ = D +D∗
2
+ iµ
D −D∗
2
, µ = ±1. (3.13)
Vamos definir derivadas estoca´sticas para as funcionais dos processos de difusa˜o f(t,Xt)
onde Xt e´ um processo de difusa˜o e f e´ uma func¸a˜o suave.
Definic¸a˜o 43 Denotamos por C1,2b (I×Rd) o conjunto das func¸o˜es f : I×Rd → R, (t, x) →
f(t, x) tais que ∂tf , ∇f e ∂xixjf existem e sa˜o limitadas.
Lema 44 ([5]) Seja X ∈ Λ1 e f ∈ C1,2(I × Rd). Enta˜o temos
Df(t,X(t)) =
[
∂tf +DX(t).∇f + 1
2
aij∂xixjf
]
(t,X(t)) (3.14)
D∗f(t,X(t)) =
[
∂tf +D∗X(t).∇f − 1
2
aij∂xixjf
]
(t,X(t)). (3.15)
Corola´rio 45 ([5]) Seja X ∈ Λ1 e f ∈ C1,2(I × Rd). Enta˜o temos
Dµf(t,X(t)) =
[
∂tf +DµX(t).∇f + iµ
2
aij∂xixjf
]
(t,X(t)). (3.16)
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Corola´rio 46 ([5]) Seja X ∈ Λ1 com coeficiente de difusa˜o constante σ e f ∈ C1,2(I×Rd).
Enta˜o temos
Dµf(t,X(t)) =
[
∂tf +DµX(t).∇f + iµσ
2
2
∆f
]
(t,X(t)). (3.17)
A regra usual de Leibniz no ca´lculo da derivada do produto e´ (fg)′ = f ′g + fg′. De
seguida apresentamos a fo´rmula para o ca´lculo da derivada do produto estoca´stico de
Nelson.
Teorema 47 ([5]) Seja X,Y ∈ C1(I). Enta˜o
d
dt
E[X(t)Y (t)] = E[DX(t).Y (t) +X(t).D∗Y (t)]. (3.18)
Lema 48 ([5]) Seja X, Y ∈ C1(I). Enta˜o
d
dt
E[X(t)Y (t)] = E[Re(DX(t)).Y (t) +X(t).Re(DY (t))], (3.19)
E[Im(DX(t)).Y (t)] = E[X(t).Im(DY (t))]. (3.20)
Vamos agora definir quando um processo e´ Nelson Diferencia´vel.
Definic¸a˜o 49 Um processo X e´ chamado de Nelson diferencia´vel se DX = D∗X. Escre-
vemos enta˜o que X ∈ N 1(I).
Corola´rio 50 ([5]) Seja X, Y ∈ C1C(I). Se X e´ Nelson diferencia´vel enta˜o
E[DµX(t).Y (t) +X(t).DµY (t)] = d
dt
E[X(t)Y (t)]. (3.21)
3.3 Ca´lculo das Variac¸o˜es Estoca´stico
Nesta secc¸a˜o vamos associar uma equac¸a˜o de Euler-Lagrange estoca´stica a uma funci-
onal estoca´stica, seguindo a abordagem feita em [5]. Vamos ver que existe uma analogia
com o Princ´ıpio da Acc¸a˜o Mı´nima.
3.3.1 Funcional e Processo L-adaptado
Nesta secc¸a˜o denotamos como I o intervalo aberto dado por (a, b), a < b.
Vamos definir funcional estoca´stica e Processo L-adaptado.
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Definic¸a˜o 51 Um Lagrangiano admiss´ıvel e´ uma func¸a˜o L tal que
1. A func¸a˜o L(x, v, t) e´ definida em Rd × Cd × R, holomorfa na segunda varia´vel.
2. L e´ auto´nomo, isto e´, L na˜o depende do tempo, ou seja, L(x, v, t) = L(x, v).
Definic¸a˜o 52 Seja L um Lagrangiano admiss´ıvel. Seja
Ξ =
{
X ∈ C1(I), E
[∫
I
|L(X(t),DµX(t))|dt
]
<∞
}
.
A funcional associada a L e´ definida por
FI :

Ξ → C
X 7→ E
[ ∫
I
L(X(t),DµX(t))dt
]
.
(3.22)
Definic¸a˜o 53 Seja L um Lagrangiano. Um processo X ∈ C1(I) e´ chamado de L-adaptado
se:
1. Para todo o t ∈ I, ∂xL(X(t),DµX(t)) e´ Pt e Ft mensura´vel e ∂xL(X(t),DµX(t)) ∈
L2(Ω).
2. ∂vL(X(t),DµX(t)) ∈ C1(I).
3.3.2 Espac¸o Variacional
O Ca´lculo das Variac¸o˜es esta´ preocupado com o comportamento das variac¸o˜es no aˆmbito
do espac¸o funcional subjacente. Um cuidado especial deve ser tomado no caso estoca´stico,
para definir qual e´ a classe de variac¸o˜es que estamos a considerar. Usamos a seguinte
definic¸a˜o:
Definic¸a˜o 54 Seja Γ um subespac¸o de C1(I). A Γ-variac¸a˜o de X e´ um processo estoca´stico
da forma X + Z, onde Z ∈ Γ. Por outro lado,
ΓΞ = {Z ∈ Γ,∀X ∈ Ξ, Z +X ∈ Ξ},
onde ΓΞ denota um subespac¸o de Γ.
Vamos considerar dois subespac¸os variacionais: N 1(I) e C1(I).
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3.3.3 Func¸a˜o Diferencia´vel e Processo Cr´ıtico
Vamos definir func¸a˜o diferencia´vel. Seja Γ um subespac¸o de C1(I).
Definic¸a˜o 55 Seja L um Lagrangiano admiss´ıvel. FI e´ chamado Γ-diferencia´vel em X ∈
Ξ ∩ L se para todo Z ∈ ΓΞ
FI(X + Z)− FI(X) = dFI(X,Z) +R(X,Z), (3.23)
onde dFI(X,Z) e´ uma func¸a˜o linear com Z ∈ ΓΞ e R(X,Z) = o(‖ Z ‖).
O ponto cr´ıtico estoca´stico e´ definido por:
Definic¸a˜o 56 Um processo Γ-cr´ıtico para a funcional FI e´ um processo estoca´stico X ∈
Ξ ∩ L tal que dFI(X,Z) = 0 para todos os Z ∈ ΓΞ com Z(a) = Z(b) = 0.
Caso Γ = C1(I):
Lema 57 Seja L um Lagrangiano admiss´ıvel com todas as segundas derivadas limitadas.
A funcional FI definida em (3.22) e´ C1(I)-diferencia´vel para todo o X ∈ Ξ∩L e C1(I)Ξ =
C1(I). Para todos os Z ∈ C1(I), a diferencial de FI e´ dada por
dFI(X,Z) = E
[∫ b
a
[
∂L
∂x
(X(u),DµX(u))−D−µ
(∂L
∂x
(X(u),DµX(u))
)]
Z(u)du
]
+g(Z, ∂vL)(b)− g(Z, ∂vL)(a),
(3.24)
onde
g(Z, ∂vL)(s) = E[Z(u)∂vL(X(u),DµX(u))]. (3.25)
Demonstrac¸a˜o. Ver [5, Cap. 7].
Caso Γ = N 1(I):
Lema 58 Seja L um Lagrangiano admiss´ıvel com todas as segundas derivadas limitadas.
A funcional FI definida em (3.22) e´ N 1(I)-diferencia´vel para todo o X ∈ Ξ∩L e N 1(I)Ξ =
N 1(I). Para todos os Z ∈ N 1(I), a diferencial e´ dada por
dFI(X,Z) = E
[∫ b
a
[
∂L
∂x
(X(u),DµX(u))−Dµ
(∂L
∂x
(X(u),DµX(u))
)]
Z(u)du
]
+g(Z, ∂vL)(b)− g(Z, ∂vL)(a),
(3.26)
onde
g(Z, ∂vL)(s) = E[Z(u)∂vL(X(u),DµX(u))]. (3.27)
Demonstrac¸a˜o. Ver [5, Cap. 7].
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3.3.4 Equac¸a˜o de Euler-Lagrange Estoca´stica
Nesta secc¸a˜o vamos determinar a equac¸a˜o de Euler-Lagrange estoca´stica (ver [5, Cap.
7]). Tambe´m aqui vamos considerar dois casos para o subespac¸o variacional: N 1(I) e
C1(I).
Equac¸a˜o de Euler-Lagrange Estoca´stica: Caso C1(I)
Teorema 59 (ver [5, Cap. 7]) Seja L um Lagrangeano admiss´ıvel com todas as segundas
derivadas limitadas. Uma condic¸a˜o necessa´ria e suficiente para que o processo Ξ ∈ L∩C3(I)
seja um processo C1(I)-cr´ıtico associado a` funcional FI e´ dada por
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
]
= 0. (3.28)
A equac¸a˜o (3.28) e´ chamada de equac¸a˜o de Euler-Lagrange estoca´stica global.
Demonstrac¸a˜o. Na demonstrac¸a˜o, sem perda de generalidade, consideramos I =
(0, 1). Seja X ∈ C3(I) uma soluc¸a˜o de
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
]
= 0. (3.29)
Enta˜o X e´ C1(I)-cr´ıtico associado a` funcional FI .
Se X e´ C1(I)-cr´ıtico associado a` funcional FI , isto e´, dFI(X,Z) = 0, temos
Re(dFI(X,Z)) = Im(dFI(X,Z)) = 0.
Vamos definir
Z(1)n (u) = φ
(1)
n (u).Re
(
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
])
e
Z(2)n (u) = φ
(2)
n (u).Im
(
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
])
onde (φ
(i)
n )n∈N e´ uma sequeˆncia de C∞([0, 1] → R+) determin´ıstica em [0, 1], isto e´, para
todo o n ∈ N , φn(0) = φn(1) = 0 e φn = 1 em [αn, βn] com 0 < αn, βn < 1, limn→∞ αn = 0
e limn→∞ βn = 1. Assim, para todo o n ∈ N ,
Re(dFI(X,Z
(1)
n )) = E
[∫ 1
0
φn(u)Re
2
(
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
])
du
]
= 0,
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E[∫ 1
0
Re2
(
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
])
du
]
= 0.
Usando o mesmo argumento temos
E
[∫ 1
0
Im2
(
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
])
du
]
= 0.
Portanto, para quase todos os t ∈ [0, 1] e quase todos w ∈ Ω,
∂L
∂x
(X(t),DµX(t))−D−µ
[∂L
∂v
(X(t),DµX(t))
]
= 0.
Equac¸a˜o de Euler-Lagrange Estoca´stica: Caso N 1(I)
Lema 60 (ver [5, Cap. 7] ) Seja L um Langrageano admiss´ıvel com as segundas derivadas
limitadas. A equac¸a˜o
∂L
∂x
(X(t),DµX(t))−Dµ
[∂L
∂v
(X(t),DµX(t))
]
= 0 (3.30)
e´ chamada de equac¸a˜o de Euler-Lagrange Estoca´stica (ELE). Uma soluc¸a˜o X de (3.30) e´
processo N 1(I)-cr´ıtico para a funcional FI associado a L.
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Cap´ıtulo 4
Teorema de Noether Estoca´stico
Neste cap´ıtulo vamos demonstrar o Teorema Noether no contexto estoca´stico para um
problema auto´nomo. Para isso vamos definir, seguindo Cresson [4], vector tangente a um
processo estoca´stico, a suspensa˜o estoca´stica de uma famı´lia parame´trica de difeomorfis-
mos, invariaˆncia e primeiro integral estoca´stico.
Seja X ∈ C1(I) um processo estoca´stico. Definimos Vector Tangente a um processo
estoca´stico de modo ana´logo ao vector tangente de X no ponto t.
Definic¸a˜o 61 Seja X ∈ C1(I), I ⊂ R. O vector tangente a X no ponto t e´ a varia´vel
DX(t).
Vamos definir a noc¸a˜o de suspensa˜o estoca´stica de uma famı´lia parame´trica de difeo-
morfismos.
Definic¸a˜o 62 Seja φ : Rd → Rd um difeomorfismo. A suspensa˜o estoca´stica de φ e´ a
aplicac¸a˜o Φ : P → P definida por
∀X ∈ P, Φ(X)t(w) = φ(Xt(w)). (4.1)
Definic¸a˜o 63 Um grupo uni-parame´trico de transformac¸o˜es Φs : Υ → Υ, s ∈ R, onde
Υ ⊂ P , e´ chamado φ-grupo de suspensa˜o agindo em Υ se existir um grupo uni-parame´trico
de difeomorfismos φs : Rd → Rd, s ∈ R, de tal forma que para todo o s ∈ R temos:
1. Φs e´ uma suspensa˜o estoca´stica de φs;
2. X ∈ Υ, φs(X) ∈ Υ.
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Lema 64 ([4]) Seja Φ = (φs)s∈R uma suspensa˜o estoca´stica de um grupo uni-parame´trico
de difeomorfismos. Enta˜o, para todo o X ∈ Λ temos, para todos o t ∈ I e todo o s ∈ R,
1. a aplicac¸a˜o s 7→ DµΦsX(t) ∈ C1(R);
2. ∂
∂s
[Dµ(φs(X))] = Dµ
[
∂φs(X)
∂s
]
.
Seja X ∈ C∞(I) e φ : Rd → Rd um difeomorfismo. A imagem de X sob a suspensa˜o
estoca´stica de φ, denotada por Φ, induz de modo natural uma aplicac¸a˜o para os vecto-
res tangentes denotada por Φ∗, chamada a aplicac¸a˜o linear tangente, e definida como na
geometria diferencial cla´ssica:
Definic¸a˜o 65 Seja Φ uma suspensa˜o estoca´stica de um difeomorfismo φ tal que a sua k-
e´sima componente φ(k) pertence a T . A aplicac¸a˜o linear tangente associada a Φ, e denotada
por Φ∗, e´ definida para todo o X ∈ C∞(I) por
Φ∗(X) = T (Φ(X)) = (Φ(X),D(Φ(X))).
Obte´m-se enta˜o a noc¸a˜o de invariaˆncia sob a acc¸a˜o de um grupo uni-parame´trico de
difeomorfismos.
Definic¸a˜o 66 Seja Φ = {φs}s∈R um grupo uni-parame´trico de difeomorfismos e seja
L : C1(I) → C1C(I). A funcional L e´ invariante sob Φ se
L(φ∗X) = L(X), para todos o φ ∈ Φ.
Uma consequeˆncia da Definic¸a˜o 66, se L e´ invariante, temos
L((φ∗X);D((φ∗X))) = L(X;DX);
para todo o s ∈ R e X ∈ C1(I).
Estamos em condic¸o˜es de enunciar e demonstrar o teorema de Noether no contexto
estoca´stico.
Teorema 67 (Teorema de Noether Estoca´stico) Seja L um Lagrangiano admiss´ıvel com
todas as segundas derivadas limitadas e invariante sob um grupo uni-parame´trico de dife-
omorfismos Φ = {φs}s∈R. Seja FI a funcional associada a L e definida por (3.22) em Ξ.
Seja X ∈ Ξ ∩ L de classe C1(I) um ponto estaciona´rio de FI . Enta˜o,
d
dt
E
[
∂vL · ∂Y
∂s
∣∣∣∣
s=0
]
= 0,
onde
Ys = Φs(X). (4.2)
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Demonstrac¸a˜o. Seja Y (s, t) = φsX(t) para s ∈ R e a ≤ t ≤ b. Se L e´ invariante sob
Φ = {φs}s∈<, temos
∂
∂s
L(Y (s, t),DµY (s, t)) = 0
com Y (., t) e DµY (., t) ∈ C1(R),∀t ∈ [a, b]. Temos enta˜o
∂xL.
∂Y
∂s
+ ∂vL.
∂DµY
∂s
= 0 (4.3)
que e´ equivalente a
∂xL.
∂Y
∂s
+ ∂vL.Dµ
(∂Y
∂s
)
= 0 (4.4)
com X = Y |s=0 um processo estaciona´rio para FI . Resulta enta˜o que
∂xL = Dµ∂vL. (4.5)
Como consequeˆncia (
[Dµ∂vL].∂Y
∂s
+ ∂vL.Dµ
(∂Y
∂s
))
= 0
e enta˜o
E
[(
[Dµ∂vL].∂Y
∂s
+ ∂vL.Dµ
(∂Y
∂s
))]
= 0. (4.6)
Usando a regra do produto (3.21), temos
d
dt
E
[
∂vL · ∂Y
∂s
|s=0
]
= 0.
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Cap´ıtulo 5
Programac¸a˜o Dinaˆmica
5.1 Introduc¸a˜o
A programac¸a˜o dinaˆmica, introduzida por Bellman 1957, e´ uma te´cnica simples e po-
derosa para a resoluc¸a˜o de problemas de optimizac¸a˜o dinaˆmica. Trabalhos posteriores a
este livro, do pro´prio Bellman e de outros matema´ticos, engenheiros e economistas, vem
ressaltando a importaˆncia teo´rica do tema e das suas numerosas aplicac¸o˜es. Bertsekas
(1985, 1995) (ver [3, 2]) apresenta uma se´rie de problemas que veˆm sendo resolvidos via
programac¸a˜o dinaˆmica.
A ideia da soluc¸a˜o de um problema de optimizac¸a˜o dinaˆmica pela te´cnica da pro-
gramac¸a˜o dinaˆmica consiste em decompor o problema original numa famı´lia de subproble-
mas. Resolvendo cada subproblema sequencialmente, resolve-se o problema todo. A base
teo´rica desta te´cnica e´ o princ´ıpio da optimalidade de Bellman.1
5.2 Programac¸a˜o Dinaˆmica: caso discreto
Na programac¸a˜o dinaˆmica discreta, as deciso˜es devem ser tomadas em esta´dios ou
etapas sequenciais e a resposta, ou a decisa˜o em cada esta´dio, influencia apenas nas deciso˜es
a serem tomadas nos esta´dios seguintes.
Passamos, de seguida, a abordar a programac¸a˜o dinaˆmica em tempo discreto nos casos
determin´ıstico e estoca´stico.
1Princ´ıpio da optimalidade de Bellman: a partir de cada ponto, a trajecto´ria o´ptima restante e´ optima
para o problema que se inicia nesse ponto.
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5.2.1 Caso determin´ıstico
Consideramos o problema fundamental da programac¸a˜o dinaˆmica determin´ıstico em
tempo discreto, como
min
u[0],···,u[N−1]
N−1∑
k=0
gk(x[k], u[k]) + gN(x[N ])
sujeito a :

x[k + 1] = f(x[k], u[k]);
k = 0, 1, · · ·, N − 1;
x[0] = x0 e/ou x[N ] = x
∗ dados.
(5.1)
O objectivo e´ encontrar a sequeˆncia o´ptima de varia´veis de controlo ou de acc¸o˜es de con-
trolo: {u∗[0], ···, u∗[N−1]} que minimizem a func¸a˜o-objectivo ou func¸a˜o custo do problema
J =
N−1∑
k=0
gk(x[k], u[k]) + gN(x[N ]). (5.2)
Denotamos o valor o´ptimo da func¸a˜o-objectivo por J∗:
J∗ = min
u[0],···,u[N−1]
J. (5.3)
Seja u[i, k] = {u[i], · · ·, u[k]} a sequeˆncia de decisa˜o do esta´dio i ate´ ao esta´dio k.
Consideremos a func¸a˜o-truncada no esta´dio i, como sendo
Ji(x[i], u[i, N − 1]) =
N−1∑
k=i
gk(x[k], u[k]) + gN(x[N ]). (5.4)
E´ fa´cil ver que:
Ji(x[i], u[i, N − 1]) = gi(x[i], u[i]) + Ji+1(x[i+ 1], u[i+ 1, N − 1]). (5.5)
Em particular,
J = J0(x[0], u[0, N − 1]), (5.6)
cujo valor de J e´ o definido na equac¸a˜o (5.2). A func¸a˜o de Bellman e´ uma func¸a˜o do estado
presente e e´ definida como sendo o o´ptimo de cada func¸a˜o-truncada (5.4):
Vi(x[i]) = min
u[i,N−1]
Ji(x[i], u[i, N − 1]). (5.7)
Podemos definir a condic¸a˜o de contorno
VN(x[N ]) = gN(x[N ]). (5.8)
Vamos apresentar o teorema fundamental da programac¸a˜o dinaˆmica, publicado por Bell-
man em 1957.
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Teorema 68 Considere o problema de programac¸a˜o dinaˆmica determin´ıstico com tempo
discreto formulado em (5.1). A func¸a˜o de Bellman (5.7) e´ dada pela equac¸a˜o recursiva:
Vi(x[i]) = min
u[i]
(gi(x[i], u[i]) + Vi+1(x[i+ 1])), (5.9)
com condic¸a˜o de contorno (5.8):
VN(x[N ]) = gN(x[N ]).
O valor o´ptimo da func¸a˜o-objectivo (5.3) e´ J∗ = V0(x[0]).
Demonstrac¸a˜o. Da definic¸a˜o de Bellman (5.7) e da equac¸a˜o recursiva (5.5), temos
que:
Vi(x[i]) = min
u[i,N−1]
Ji(x[i], u[i, N − 1])
= min
u[i,N−1]
gi(x[i], u[i]) + Ji+1(x[i+ 1], u[i+ 1, N − 1]).
Como u[i+ 1, N − 1] na˜o afecta gi, podemos reescrever:
Vi(x[i]) = min
u[i]
(
gi(x[i], u[i]) + min
u[i+1,N−1]
Ji+1(x[i+ 1], u[i+ 1, N − 1])
)
= min
u[i]
(gi(x[i], u[i]) + Vi+1(x[i+ 1])).
A condic¸a˜o de contorno e´ a mesma da func¸a˜o de Bellman (5.8). Isto conclui a demonstrac¸a˜o
da primeira parte do teorema.
Aplicando a relac¸a˜o acima, temos que:
V0(x[0]) = min
u[0]
(
g0(x[0], u[0]) + min
u[1,N−1]
J1(x[1], u[1, N − 1])
)
= J0(x[0], u[0, N − 1]).
Das equac¸o˜es (5.6) e (5.3), conclu´ımos que J∗ = V0(x[0]). Isto conclui a demostrac¸a˜o do
teorema.
Nota 69 A equac¸a˜o funcional (5.9) e´ chamada de equac¸a˜o de Bellman.
5.2.2 Caso estoca´stico
Vamos considerar nesta subsecc¸a˜o a presenc¸a da aleatoriedade no sistema dinaˆmico a ser
optimizado via programac¸a˜o dinaˆmica. Este assunto, muito comum em va´rios problemas
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pra´ticos, e´ chamado de programac¸a˜o dinaˆmica estoca´stica.
A equac¸a˜o de estados de um sistema estoca´stico discreto e´ dada por
x[k + 1] = f(x[k], u[k], w[k]). (5.10)
Cada w[k] e´ uma varia´vel aleato´ria independente para cada esta´dio do problema discreto
no tempo. Dado um horizonte N , a sequeˆncia {w[0], · · ·, w[N − 1]} define um processo
estoca´stico.
O problema fundamental da programac¸a˜o dinaˆmica estoca´stica com tempo discreto
pode ser formulado da seguinte forma:2
min
u[0],···,u[N−1]
E
[
N−1∑
k=0
gk(x[k], u[k]) + gN(x[N ])
]
sujeito a :

x[k + 1] = f(x[k], u[k], w[k]);
k = 0, 1, · · ·, N − 1;
distribuic¸a˜o de cada w[k] dada;
x[0] = x0 e/ou x[N ] = x
∗ dados.
(5.11)
Neste caso, o estado inicial x[0] tambe´m poderia ser estoca´stico.
Denotamos o valor o´ptimo da func¸a˜o-objectivo por J∗:
J∗ = min
u[0],···,u[N−1]
E[J ]. (5.12)
A func¸a˜o truncada no esta´gio i para o caso estoca´stico depende do estado presente x[i], da
sequeˆncia de decisa˜o u[i, N − 1] e da sequeˆncia de varia´veis aleato´rias {w[i], · · ·, w[N − 1]}
ou w[i, N − 1].
A func¸a˜o estoca´stica de Bellman tambe´m pode ser definida como o o´ptimo da func¸a˜o
truncada. Neste ponto-de-vista,
Vi(x[i]) = min
u[i,N−1]
E[Ji(x[i], u[i, N − 1])] (5.13)
com condic¸a˜o de contorno dada por
VN(x[N ]) = gN(x[N ]). (5.14)
2Onde queremos encontrar a sequeˆncia de acc¸a˜o do controlo que minimize o valor esperado da func¸a˜o-
objectivo, sujeito ao sistema dinaˆmico.
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Podemos, por fim, reformular o teorema fundamental da programac¸a˜o dinaˆmica para o
caso estoca´stico.
Teorema 70 Considere o problema de programac¸a˜o dinaˆmica estoca´stico com tempo dis-
creto formulado em (5.11). A func¸a˜o de Bellman (5.13) e´ dada pela equac¸a˜o recursiva:
Vi(x[i]) = min
u[i]
E[(gi(x[i], u[i]) + Vi+1(x[i+ 1]))],
com condic¸a˜o de contorno (5.14):
VN(x[N ]) = gN(x[N ]).
O valor o´ptimo da func¸a˜o-objectivo (5.12) e´ J∗ = V0(x[0]).
5.3 Programac¸a˜o Dinaˆmica: caso cont´ınuo
Considere o problema de programac¸a˜o dinaˆmica determin´ıstico em tempo cont´ınuo
formulado da seguinte forma:
min
u
∫ T
0
g(t, x(t), u(t))dt+ gT (x[T ])
sujeito a :

x˙(t) = f(t, x(t), u(t));
t ∈ [0, T ];
x(0) = x0 e/ou x(T ) = x
∗ dados.
(5.15)
A equac¸a˜o de movimento do problema de tempo cont´ınuo e´:
x˙(t) = f(t, x(t), u(t)) (5.16)
Denotamos o valor o´ptimo da func¸a˜o-objectivo por J∗:
J∗ = min
u
J. (5.17)
Vamos introduzir a seguinte notac¸a˜o: u(τ, T ) corresponde a` func¸a˜o de decisa˜o no intervalo
fechado [τ, T ]. Consideremos a func¸a˜o-truncada como sendo
Jτ (x(τ), u(τ, T )) =
∫ T
τ
g(s, x(s), u(s))ds+ g(T, x(T )). (5.18)
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Em analogia com o caso discreto, e´ fa´cil de ver qual e´ a func¸a˜o de Bellman para o caso
cont´ınuo:
Vτ (x(τ)) = min
u(τ,T )
Jτ (x(τ), u(τ, T )) (5.19)
com condic¸a˜o de contorno
VT (x(T )) = g(T, x(T )). (5.20)
Teorema 71 (Versa˜o para o tempo cont´ınuo do Teorema 68) Considere o problema de
programac¸a˜o dinaˆmica determin´ıstico em tempo cont´ınuo formulado em (5.15). A func¸a˜o
de Bellman (5.19) satisfaz a equac¸a˜o
−∂Vt(x(t))
∂t
= min
u
(
g(t, x(t), u(t)) +
∂Vt(x(t))
∂x
f(t, x(t), u(t))
)
, (5.21)
com condic¸a˜o de contorno (5.20)
VT (x(T )) = g(T, x(T )).
O valor o´ptimo da func¸a˜o-objectivo (5.17) e´ J∗ = V0(x(0)).
Demonstrac¸a˜o. Ver [30].
Nota 72 A equac¸a˜o diferencial parcial (5.21) e´ chamada de equac¸a˜o de Hamilton-Jacobi-
Bellman ou apenas equac¸a˜o HJB.
5.4 Integral de Itoˆ
Definic¸a˜o 73 (Func¸a˜o de classe N) Seja uma func¸a˜o g : T× Ω → R. Se
1. g(t, w) for Pt-adaptado;
2. E
[ ∫ T
s
g(t, w)2dt
]
<∞,
enta˜o g diz-se uma func¸a˜o de classe N e escrevemos g ∈ N .
Definic¸a˜o 74 (Integral de Itoˆ) Seja g uma func¸a˜o de classe N e B(t) um movimento
Browniano de dimensa˜o 1. Enta˜o o integral de Itoˆ e´ dado por
I(f, w) =
∫ T
s
g(t, w)dBt(w). (5.22)
48
Vamos definir integral estoca´stico ou processo de Itoˆ.
Definic¸a˜o 75 Seja Bt um movimento Browniano de dimensa˜o 1 em (Ω,F , P ), seja ν ∈ N(
i.e´., P
( ∫ t
0
ν(s, w)2ds < ∞,∀t ≥ 0) = 1) e uma func¸a˜o µ. Um integral estoca´stico de
dimensa˜o 1 e´ um processo estoca´stico X = {X(t), t ∈ T} em que X(t) tem como domı´nio
(Ω,F , P ), com as seguintes representac¸o˜es:
1. representac¸a˜o integral
X(t) = X(0) +
∫ t
0
µ(s, w)ds+
∫ t
0
ν(s, w)dBs; (5.23)
2. representac¸a˜o diferencial
dX(t) = µ(t, w)dt+ ν(t, w)dB(t). (5.24)
Lema 76 (Lema de Itoˆ) Seja X(t) um integral estoca´stico na sua representac¸a˜o dife-
rencial
dX(t) = µdt+ νdB(t)
e seja uma func¸a˜o g(t, x) continuamente diferencia´vel em relac¸a˜o aos dois argumentos.
Enta˜o
Y = {Y (t) = g(t,X(t)), t ∈ T}
e´ um processo estoca´stico que verifica
dY (t) =
∂g
∂t
(t,X(t))dt+
∂g
∂x
(t,X(t))dX(t) +
1
2
∂2g
∂x2
(t,X(t))(dX(t))2.
Aplicando-se a regra dt2 = dtdB(t) = 0 e dB(t)2 = dt temos
dY (t) =
(
∂g
∂t
(t,X(t)) +
∂g
∂x
(t,X(t))µ+
1
2
∂2g
∂x2
(t,X(t))ν2
)
dt+
∂g
∂x
(t,X(t))νdB(t).
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5.5 Controlo o´ptimo estoca´stico em tempo cont´ınuo
O problema de controlo o´ptimo de uma equac¸a˜o diferencial estoca´stica com horizonte
finito e´ o de determinar a func¸a˜o valor, J(·), tal que
J(t0, x0) = max
u
Et0
[∫ T
0
f(t, x, u)dt
]
(5.25)
sujeito a
dx(t) = g(t, x(t), u(t))dt+ σ(t, x(t), u(t))dB(t) (5.26)
dada uma distribuic¸a˜o inicial para a varia´vel de estado x(0, w) = x0(w) e com as proprieda-
des anteriores para as func¸o˜es g(·) e σ(·). Aplicando-se o princ´ıpio de Bellman, obte´m-se a
equac¸a˜o de Hamilton-Jacobi-Bellman, que nos da´ as condic¸o˜es necessa´rias de optimalidade.
5.5.1 Equac¸a˜o de Hamilton-Jacobi-Bellman para um movimento
Browniano de dimensa˜o um
Para demonstrar a equac¸a˜o de Hamilton-Jacobi-Bellman, vamos partir da equac¸a˜o
(5.25)
J(t0, x0) = max
u
Et0
(∫ T
t0
f(t, x, u)dt
)
= max
u
Et0
(∫ t0+∆t
t0
f(t, x, u)dt+
∫ T
t0+∆t
f(t, x, u)dt
)
.
Pelo princ´ıpio da programac¸a˜o dinaˆmica, tem-se
J(t0, x0) = max
u,t0≤t0+∆t
Et0
[∫ t0+∆t
t0
f(t, x, u)dt+ max
u,t0≤t0+∆t
(∫ T
t0+∆t
f(t, x, u)dt
)]
= max
u,t0≤t0+∆t
Et0 [f(t, x, u)∆t+ J(t0 + ∆t, x0 + ∆x)]
fazendo x(t0 + ∆t) = x0 + ∆x. Se J for continuamente diferencia´vel ate´ a` segunda ordem,
podemos aplicar o Lema 76, obtendo-se, para cada t
J(t+ ∆t, x+ ∆x) = J(t, x) + Jt(t, x)∆t+ Jx(t, x)∆x+
1
2
Jxx(t, x)(∆x)
2 (5.27)
em que
∆x = g∆t+ σ∆B
(∆x)2 = g2(∆t)2 + 2gσ(∆t)(∆B) + σ2(∆B)2 = σ2∆t.
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Assim,
J = max
u
E
[
f∆t+ J + Jt∆t+ Jxg∆t+ Jxσ∆B +
1
2
σ2Jxx∆t
]
= max
u
[
f∆t+ J + Jt∆t+ Jxg∆t+
1
2
σ2Jxx∆t
]
porque E0(dB) = 0. Tomando ∆ → 0, obtemos a equac¸a˜o de Hamilton-Jacobi-Bellman:
−∂J(t, x)
∂t
= max
u
(
f(t, x, u) + g(t, x, u)
∂j(t, x)
∂x
+
1
2
σ(t, x, u)2
∂2J(t, x)
∂x2
)
, (5.28)
que e´ uma equac¸a˜o diferencial parcial, em geral na˜o linear.
5.5.2 Equac¸a˜o de Hamilton-Jacobi-Bellman para um movimento
Browniano de dimensa˜o m
Vamos supor que o estado de um sistema no tempo t e´ descrito por um processo Xt de
Itoˆ da seguinte forma:
dXt = dX
u
t = b(t,Xt, ut)dt+ σ(t,Xt, ut)dBt (5.29)
onde Xt ∈ Rn, b : R × Rn × U → Rn, σ : R × Rn × U → Rn×m e Bt e´ um movimento
Browniano de dimensa˜o m. Aqui u ∈ U e´ um paraˆmetro cujo valor podemos escolher
num determinado conjunto Borel U , em qualquer instante t, a fim de controlar o processo
Xt. Portanto ut = u(t, w) e´ um processo estoca´stico. A nossa decisa˜o no tempo t deve
basear-se no que aconteceu ate´ esse instante, a func¸a˜o w → u(t, w) deve (pelo menos) ser
mensura´vel em relac¸a˜o a Fmt , isto e´, o processo ut deve ser F (m)t -adaptado.
Seja {Xs,xh }h≥s uma soluc¸a˜o de (5.29) tal que Xs,xs = x, isto e´,
Xs,xh = x+
∫ h
s
b(r,Xs,xr , ur)dr +
∫ h
s
σ(r,Xs,xr , ur)dBr; h ≥ s.
Denotamos por Qs,x a lei de probabilidade associada a Xt,
Qs,x[Xt1 ∈ F1, . . . , Xtk ∈ Fk] = P 0[Xs,xt1 ∈ F1, . . . , Xs,xtk ∈ Fk] (5.30)
para s ≤ ti, Fi ⊂ Rn; 1 ≤ i ≤ k, k = 1, 2, . . .
Sejam F : R× Rn × U → R e K : R× Rn → R func¸o˜es cont´ınuas, seja G um domı´nio
fixo em R×Rn e seja T̂ um tempo apo´s a primeira sa´ıda s de G para o processo {Xs,xr }r≥s,
isto e´,
T̂ = T̂ s,x(w) = inf{r > s; (r,Xs,xr (w)) /∈ G} ≤ ∞. (5.31)
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Suponhamos
Es,x
[∫ T̂
s
|F ur(r,Xr)|dr + |K(T̂ , XT̂ )|χ{T̂<∞}
]
<∞ para todos os s, x, u (5.32)
onde F u(r, z) = F (r, z, u). Vamos definir a funcional Ju(s, x) por
Ju(s, x) = Es,x
[∫ T̂
s
|F ur(r,Xr)|dr + |K(T̂ , XT̂ )|χ{T̂<∞}
]
(5.33)
e introduzir
Yt = (s+ t,X
s,x
s+t) para t ≥ 0, Y0 = (s, x).
Ao substituir em (5.29) vamos ter
dYt = dY
u
t = b(Yt, ut)dt+ σ(Yt, ut)dBt, (5.34)
onde a lei de probabilidade de Yt comec¸ando em y = (s, x) para t = 0 e´ Q
y. A funcional
(5.33) escrita em termos de Y com y = (s, x) e´ dada por
Ju(y) = Ey
[∫ T
s
|F ut(Yt)|dt+ |K(YT )|χ{T<∞}
]
, (5.35)
onde T = inf{t > 0;Yt /∈ G} = T̂ − s e ale´m disso K(T̂ , XT̂ ) = K(YT̂−s) = K(YT ).
Para cada y ∈ G o problema consiste em encontrar o nu´mero Φ(y) e o controlo u∗ =
u∗(t, w) = u∗(y, t, w) tal que
Φ(y) := sup
u(t,w)
Ju(y) = Ju
∗
(y), (5.36)
onde o supremo e´ tomado sobre todo o processo {ut} F (m)t -adaptado com valor em U . O
controlo u∗, se existir, e´ chamado de controlo o´ptimo e Φ e´ chamado de desempenho o´ptimo
ou o valor o´ptimo da funcional.
Vamos considerar aqui controlos
u = u(t,Xt(w))
no sentido de Markov. Para exemplos de outras func¸o˜es de controlo ver [31].
Introduzindo Yt = (s+ t,Xs+t) (como explicado anteriormente), o sistema torna-se na
equac¸a˜o
dYt = b(Yt, u(Yt))dt+ σ(Yt, u(Yt))dBt. (5.37)
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Para v ∈ U e f ∈ C20(R× Rn) vamos definir o operador
(Lvf)(y) =
∂f
∂s
(y) +
n∑
i=1
bi(y, v)
∂f
∂xi
+
n∑
i,j=1
aij(y, v)
∂2f
∂xi∂xj
(5.38)
onde aij =
1
2
(σσT )ij, y = (s, x) e x = (x1, x2, ..., xn). Para cada escolha da func¸a˜o u a
soluc¸a˜o Yt = Y
u
t e´ uma difusa˜o de Itoˆ com gerador A dado por
(Af)(y) = (Lu(y)f)(y) para f ∈ C20(R× Rn).
Para v ∈ U definimos F v(y) = F (y, v). O primeiro resultado fundamental da teoria do
controlo estoca´stico e´ o seguinte:
Teorema 77 (Equac¸a˜o de Hamilton-Jacobi-Bellman (HJB) (I) [31]) Seja
Φ(y) = sup{Ju(y);u = u(Y ) e´ controlo de Markov}.
Suponhamos que Φ ∈ C2(G) ∩ C(G) satisfaz
Ey
[
|Φ(Yα)|+
∫ α
0
|LvΦ(Yt)|dt
]
<∞
para todos os tempos de paragem α ≤ T , todos y ∈ G e todos v ∈ U . Ale´m disso,
suponhamos que T <∞ em Qy para todos os y ∈ G e que o controlo o´ptimo de Markov u∗
existe. Suponhamos ainda que ∂G e´ regular para Y u∗t . Enta˜o,
Φ(y) = K(y)∀y ∈ ∂G (5.39)
e o supremo
sup
v∈U
{F v(y) + (LvΦ)(y)} ∀y ∈ G (5.40)
e´ obtido se v = u∗(y), onde u∗(y) e´ o´ptimo. Por outras palavras,
F (y, u∗(y)) + (Lu
∗(y)Φ)(y) = 0 ∀y ∈ G. (5.41)
Demonstrac¸a˜o. Ver [31].
A equac¸a˜o de HJB(I) afirma que se um controlo optimal u∗ existir, enta˜o no´s sabemos
que o seu valor v no ponto y e´ um ponto onde a func¸a˜o
v → F v(y) + (LvΦ)(y); v ∈ U
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atinge o seu ma´ximo (e esse valor ma´ximo e´ 0). Assim o problema do controlo estoca´stico
original esta´ associado ao problema mais fa´cil de encontrar o ma´ximo de uma func¸a˜o real
em U ∈ Rk. Entretanto a equac¸a˜o de HJB(I) apenas afirma que e´ necessa´rio que v = u∗(y)
seja o valor ma´ximo dessa func¸a˜o. E´ importante saber se isso tambe´m e´ suficiente: se em
cada ponto y encontra´mos v = u0(y) tal que F
v(y) + (LvΦ)(y) e´ ma´ximo e esse ma´ximo e´
de 0, sera´ que u0 vai ser um controlo o´ptimo? O pro´ximo resultado afirma que (sob certas
condic¸o˜es) este e´, na verdade, o caso.
Teorema 78 (Equac¸a˜o de HJB (II)) Seja φ uma func¸a˜o em C2(G) ∩ C(G) tal que,
para qualquer v ∈ U ,
F v(y) + (LvΦ)(y) ≤ 0; y ∈ G (5.42)
com
lim
t→T
φ(Yt) = K(YT ).χT<∞ em Qy (5.43)
e tal que
{φ(Yτ )}τ≤T (5.44)
e´ uniformemente Qy-integra´vel para todos os controlos de Markov u e todos os y ∈ G.
Enta˜o
φ(y) ≥ Ju(y) (5.45)
para todos os controlos de Markov u e todos os y ∈ G. Ale´m disso, se para cada y ∈ G
temos u0(y) tal que
F uo(y)(y) + (Lu0(y)Φ)(y) = 0 (5.46)
enta˜o u0 = u0(y) e´ um controlo de Markov tal que
φ(y) = Ju0(y),
ou seja, u0 e´ um controlo o´ptimo e φ(y) = Φ(y).
Demonstrac¸a˜o. Ver [31].
As equac¸o˜es de HJB (I) e (II) fornecem uma muito agrada´vel soluc¸a˜o para o problema
do controlo estoca´stico no caso em que apenas sa˜o considerados controlos de Markov.
Pode-se considerar que a restric¸a˜o a controlos de Markov e´ demasiado restritiva, mas
felizmente pode-se obter sempre o mesmo desempenho com um controlo de Markov que
com um controlo F - adaptado arbitra´rio. Pelo menos, se algumas condic¸o˜es adicionais
forem satisfeitas (ver [31, Teorema 11.2.3, pa´g. 232]), podemos afirmar que o problema
tem o mesmo valor o´ptimo para as duas classes de controlos.
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Nota 79 A teoria acima tambe´m se aplica ao problema mı´nimo correspondente:
Ψ(y) = inf
u
Ju(y) = Ju
∗
. (5.47)
Para isso, notamos que
Ψ(y) = sup
u
{−Ju(y)} = sup
u
{
Ey
[ ∫ T
0
−F u(Yt)dt−K(Yt)
]}
.
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Conclusa˜o
Ao longo desta dissertac¸a˜o de Mestrado estuda´mos problemas determin´ısticos e es-
toca´sticos do ca´lculo das variac¸o˜es e controlo o´ptimo. Em particular, obtivemos for-
mulac¸o˜es determin´ısticas e estoca´sticas para o Teorema de Noether.
Para estudar o Teorema de Noether e´ indispensa´vel conhecer o Ca´lculo das Variac¸o˜es
e o Controlo O´ptimo. No primeiro cap´ıtulo estudamos os conteu´dos mais importantes
do Ca´lculo das Variac¸o˜es: o problema fundamental do Ca´lculo das Variac¸o˜es, a equac¸a˜o
de Euler-Lagrange e a definic¸a˜o de extremal. Depois abordamos o Controlo O´ptimo: o
problema fundamental do Controlo O´ptimo, o Princ´ıpio do Ma´ximo de Pontryagin e a de-
finic¸a˜o de extremal de Pontryagin. No segundo cap´ıtulo tratamos do Teorema de Noether.
Abordamos as leis de conservac¸o˜es (lei de conservac¸a˜o de energia e momento) e formu-
lamos o Teorema de Noether para o Ca´lculo das Variac¸o˜es e para o Controlo O´ptimo.
No terceiro e quarto cap´ıtulo abordamos o Ca´lculo das Variac¸o˜es Estoca´stico e o Teo-
rema de Noether Estoca´stico, tendo em conta a abordagem feita por Cresson e Darses [5].
No quinto cap´ıtulo estudamos a Programac¸a˜o Dinaˆmica (caso discreto e cont´ınuo) numa
abordagem determin´ıstica e estoca´stica. No estudo do controlo o´ptimo estoca´stico fizemos
uma abordagem utilizando a programac¸a˜o dinaˆmica. Estuda´mos a programac¸a˜o dinaˆmica
estoca´stica em tempo discreto e cont´ınuo, obtendo diferentes formulac¸o˜es da equac¸a˜o de
Hamilton-Jacobi-Bellman.
Ale´m da abordagem de Cresson e Darses [5], adoptada neste trabalho, existem ainda
outras abordagens, como a do Zambrini [39] que em 1980 apresentou duas extenso˜es do
teorema fundamental do ca´lculo das variac¸o˜es estoca´stico, que sa˜o necessa´rias para os pro-
blemas da f´ısica que envolvem restric¸o˜es. Podemos encontrar estudos do Zambrini sobre o
tema em [40, 1].
Enquanto no nosso trabalho usamos distribuic¸o˜es normais, Ortega e La´zaro-Camı´ [25],
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utilizando ferramentas da ana´lise global estoca´stica introduzidas por Meyer e Schwartz,
obtiveram uma generalizac¸a˜o estoca´stica das equac¸o˜es de Hamilton para distribuic¸o˜es de
Poisson.
Recentemente [6, 7], foi demonstrado que as equac¸o˜es de Navier-Stokes e as equac¸o˜es de
Stokes admitem uma estrutura Lagrangeana com a incorporac¸a˜o de sistemas estoca´sticos
Lagrangeanos. Estas equac¸o˜es coincidem com as extremais de uma dada funcional es-
toca´stica no sentido considerado neste trabalho.
A noc¸a˜o de invariaˆncia sob um grupo uni-parame´trico de difeomorfismos usada neste
trabalho,
L((φ∗X);D((φ∗X))) = L(X;DX),
foi adoptada de Cresson e Darses, na˜o coincidindo com a noc¸a˜o definido por Yasue [4].
A noc¸a˜o de invariaˆncia apresentada por Yasue implica uma variac¸a˜o do processo X e da
derivada de X:
L(φ∗(X);φ∗(DX)) = L(X;DX)
para todo o s ∈ R e X ∈ C1(I).
O Teorema de Noether estoca´stico apresentado neste trabalho e´ apenas para o caso
auto´nomo. O teorema de Noether estoca´stico para o caso na˜o auto´nomo, com mudanc¸a
da varia´vel independente t, e´ um problema em aberto e um bom tema para futuras inves-
tigac¸o˜es.
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