We present a method to analytically compute the light distribution of triangles directly in frequency space. This allows for fast evaluation, shading, and propagation of light from 3D mesh objects using angular spectrum methods. The algorithm complexity is only dependent on the hologram resolution and the polygon count of the 3D model. In contrast to other polygon based computer generated holography methods we do not need to perform a Fourier transform per surface. The theory behind the approach is derived, and a suitable algorithm to compute a digital hologram from a general triangle mesh is presented. We review some first results rendered on a spatial-light-modulator-based display by our proof-of-concept software.
Introduction
Computer generated holograms (CGHs) of solid 3D models is an important but computationally costly step toward a realistic display of virtual objects. Due to the problem of computing the light distribution of a complex 3D shape, the model is commonly point sampled. The samples can be used as individual 3D points that are treated as point sources. Different forms of this approach are used in real-time CGH rendering [1] [2] [3] [4] [5] [6] . However, in order to create solid shapes by this method, the 3D model needs to be extremely fine sampled, beyond a limit that is feasible in many cases.
An alternative to point sampling is to divide the object surface into a set of planar segments. The most common way to represent a 3D surface object in, for instance, computer graphics, is through a mesh of polygons. Each polygon is a closed 2D structure made up of a set of coplanar vertices connected by edges. The surface is considered solid inside the polygon. The main advantage from using a polygonal representation is that each planar surface can be propagated using angular spectrum methods. This kind of approach was to our knowledge first proposed by Leseberg and Frère [7] in 1988. Matsushima and Kondoh [8, 9] and Matsushima [9] , have also presented attractive methods that employ the fast fourier transform (FFT) to construct holograms from solid shapes. The later method by Matsushima [9] can even do shading and texturing. The drawback however is that the method still requires a Fourier transform per surface patch. Additionally, for every 3D surface the method requires the Fourier coefficients to be transformed and interpolated. Matsushima has estimated interpolation to take up to 44% of the CPU time when using the previous method outlined above [10] .
In this paper we present a novel CGH method to render solid polygonal 3D models. Similar to the above mentioned methods it is based on propagation using the angular spectrum of plane waves. In contrast however, no per polygon FFT is necessary. We have derived an analytic formula for the frequency distribution of a diffusely shaded triangle. The rendering is performed directly in frequency space. When transforming the angular spectrum we can then operate on this function instead of a sampled representation of the surface. It is thus possible to compute the frequency distribution of a general triangle in the hologram plane analytically, thus eliminating the need of an FFT per polygon. In addition the wavefront is only sampled at the plane of the hologram, mimicking the physical process, where the hologram quality is only dependent on the resolution of the recording medium. Only one Fourier transform for the whole hologram, transforming the final angular spectra to a wave field is needed. This allows for a potentially very fast method.
In the following, we will introduce the theory behind our method, show some first results, and discuss advantages and limitations. The paper is organized as follows: in Section 2 we give an overview of our method, while Section 3 presents the mathematical theory behind our analytic formulation. Section 4 briefly discusses our implementation, and some results are shown in Section 5. We conclude with some final thoughts and future plans in Section 6.
Method Overview
Our goal is to compute a CGH from a polygon representation of a 3D model. To achieve this, our method describes the analytic light distribution per surface of the object. The input scene is assumed to be a 3D model made up of T surfaces. Each face of the model is a 2D polygon. We want to compute the total complex valued light distribution from the object measured in some defined plane in space. The light distribution will be referred to as the wave field and its location as the hologram plane.
If we somehow can compute the portion of light in the hologram plane stemming from the individual polygons, the superposition principle tells us that we can add these together to form the distribution of the whole object,
where U j is the light distribution from polygon j and W H is the total distribution, both measured at the hologram plane Π H . Let Π j be the plane containing polygon, j, we will then call the wave field defined in this plane W j . W j can be related to U j by computing the light transport from the polygon plane to the hologram plane. This can be efficiently done using the angular spectrum [11] .
The angular spectrum of W j , in some plane Π j , is defined as
Assuming that there is some operator T j that relates the angular spectrum of W j and U j , we can express
Inserting this into Eq. (1), we have
The operator T will be defined in Section 3. For now, let us just note that Eq. (4) may be an efficient method for light propagation if the term F fW j g can be computed.
In the following will use the term shading to denote the process of computing the amplitude of the reflected wave field from a surface patch, given material properties and known illumination. If the shading process for some polygon is known, i.e., we can compute W j , the question is: how can the angular spectrum, F fW j g, of the light reflected from the model be calculated? In an implementation this could be done in one of three ways:
1. Compute W j by shading the polygon, then perform the Fourier transform.
2. The whole F fW j g can be precomputed and stored as a sampled angular spectrum.
3. Express F fW j g as an analytic function.
The first case is possible to implement using the FFT algorithm but will require a transform per polygon each rendering step. It also requires W j to first be sampled, something that could introduce artifacts. Likewise, the second method requires sampling of the angular spectrum. This method is also impractical to implement due to very large memory requirements. For each polygon a precomputed wave field, with the size of the same order as the hologram, has to be stored. It also does not allow for dynamic lighting due to the precomputation.
The third method, to derive an analytic expression of the angular spectrum for a general shape is an intriguing option. It has several benefits:
• There is no need to sample the object to points.
• It is possible to render solid objects by constructing them as a set of polygons.
• Ideally the complexity of the algorithm scales with the number of polygons and hologram samples only.
• Dynamic lighting of the 3D model is possible.
• The resulting wave field of a polygon is dependent on hologram sampling only.
In the following, we will assume that the 3D object is made up of triangles, each one defined by three coplanar vertices spanning a plane, Π j . This plane will be called the triangle plane. The material of the object is assumed to be perfectly diffuse and the light source to lie far away. Based on this we will use constant amplitude, i.e., flat shading, over a triangle. We define the shading equation as
In the above equation, n j denotes the triangle plane normal, and l is the direction vector of lighting. Fig. 1 shows the above terms in relation to each other. Based on these assumptions, Section 3 will show how to derive an expression to calculate the angular spectra of a triangle in a general reference plane.
Theory
In this section, we will derive the mathematical foundations of our method as outlined in Section 2. We will do this in three steps. First, to formulate an analytic expression of the Fourier spectrum of a general triangle, we derive the analytic formula for calculating the 2D Fourier transform of a right triangle. Second, we show how to relate the Fourier spectrum of the general triangle to this function. Third, we will revise some strategies from literature for rotating and transporting the angular spectra of a wave field.
A. Fourier Transform of a Right Triangle
Figure 2(a) depicts a right triangle with unit length sides and one vertex in the origin. We will denote this triangle, with vertices in the points ð0; 0Þ, ð1; 0Þ, ð1; 1Þ, as Δ and define the function f Δ : R 2 → R as
To acquire the Fourier spectra of Δ, we compute the 2D Fourier transform of f Δ Thus, let F Δ be the Fourier transform of f Δ . By definition
As f Δ is constant valued 1 on Δ and 0 everywhere else, we can rewrite this formula as
Solving the integral we arrive at the following expression:
However, this function is not properly defined at the point ð0; 0Þ as well as on the lines u ¼ 0, v ¼ 0, and u ¼ −v. We solve the integral especially for the critical values in order to see how F Δ behaves at these regions.
Case 2: u ≠ 0, v ¼ 0 Similar to case 1, we integrate with v ¼ 0: (8):
The integral at the origin is simply the area of the triangle: 
, which also span the triangle plane, Π j . n j is normal to the triangle plane, and the vector l is the direction toward a distant light source. 
Thus, the Fourier transform of f Δ can be expressed analytically as 
In the above derivation we assumed unit triangle amplitude in Eq. (6) . Due to linearity any other constant amplitude can of course be used simply by scaling the result in Eq. (14) . Thus, we can use Eq. (5) to compute shading the triangle and then scale F Δ by a j .
B. The Fourier Spectra of a General Triangle
The next step is to determine the Fourier spectra of a general triangle. For this we make use of the fact that an affine transform relating two functions can also be used to relate their respective Fourier spectra.
Figure 2(b) shows an example of a general triangle, Γ, with three noncollinear vertices at ðs 1 ; t 1 Þ, ðs 2 ; t 2 Þ, ðs 3 ; t 3 Þ. Let f Γ : R 2 → R be the function describing the triangle Γ analog to Eq. (6) .
The vertices of the triangles Γ and Δ can be related by an affine transform:
Setting up a pairwise correspondence of the vertices so that ð0; 0Þ↦ðs 1 ; t 1 Þ; ð0; 1Þ↦ðs 2 ; t 2 Þ; ð1; 1Þ↦ðs 3 ; t 3 Þ, results in a system of linear equations that can be solved to obtain the coefficients a ij as
Where J is the Jacobian determinant:
This determinant will be nonzero for mappings between any two general triangles.
The function f Γ can now be expressed in terms of
Bracewell et al. [12] show that this relation can be used to express the Fourier transform
Thus, from the results in Eqs. (14) and (19) we can compute the Fourier transform of a general 2D triangle analytically. This is a very important result, as it will allow us to perform rendering in Fourier space directly instead of first rendering the triangle, then sampling and transforming it.
C. Light Propagation in the Angular Domain
The equations resulting from the above analysis allow us to compute the angular spectrum in the plane of the triangle. It only remains to compute the distribution in the hologram plane. That is, we must define the operator T as discussed in Section 2. This can conveniently be done using the angular spectrum methods considered next.
We use the method described by Kreis [13] to propagate light between parallel planes. Given the angular spectrum A 0 j in some triangle plane, we can compute the distribution in some parallel plane at distance r as
where λ is the wavelength. This is an operator P: C 2 → C 2 , mapping the angular spectrum to any parallel plane on the same optical axis.
In a general mesh however most triangles do not lie parallel to the hologram plane. Therefore the angular spectrum needs to be rotated before propagation, as described in [14] [15] [16] [17] . Our approach is similar to these. Let A j be the angular spectrum in some plane, Π j , the spectrum in another plane, Γ j , related to the first one by the rotation R can now be computed as 
In
performing a pure rotation of the angular spectrum. In [9] a similar rotation method is used, however in addition the wave field is also translated using the Fourier shift theorem. This is done in order to keep the resulting spectrum within sampling range. In our case such a translation is performed implicitly in Eq. (19), and we thus only perform a pure rotation in this step.
We can now join R and P to form the propagation operator T , as
That is, using Eq. (21) it is possible to compute the wave distribution in a plane rotated with respect to the source plane. Together with the transport Eq. (20) this can be used to propagate wave fields between arbitrary planes located along an optical axis.
Algorithm and Implementation
From the results in Section 3 we can now start to design an algorithm suitable for implementation. The basic idea is, for each triangle in the model to check if it is facing the hologram plane. In that case, the angular spectrum of the light distribution from the current triangle is calculated in the hologram plane using methods presented in Section 3. The angular spectrum is sampled and accumulated in a complex valued image. After all triangles have been processed the result is inverse Fourier transformed to create the wave field in the hologram plane. To create a hologram intensity distribution from this, all that needs to be done is to add a reference wave and measure the magnitude of the resulting field. By the use of Eqs. (14) and (19) the angular spectrum of a general triangle can be computed. By applying methods as discussed in Section 3 we can find a coordinate mapping from the hologram plane to the triangle plane. Thus the angular spectrum of a general triangle can be analytically computed and propagated for every point in the hologram plane. The steps described by the operator T are illustrated in Fig. 3 as a forward mapping. The angular spectrum is computed in the triangle plane Π j . This spectrum is then related to the spectrum on an intermediate plane Π 0 j by the transform R [see Eq. (21)]. Once we know Π 0 j , which lies parallel to the hologram plane Π H we can use the method for propagation of the angular spectrum, Eq. (20). It is important to note that the whole chain of operations is continuous and does not require any discretization until the wave field is accumulated in the hologram plane. Now, by repeatedly adding the propagated angular spectra of all triangles and then performing an inverse Fourier transform we will compute the wave field in the hologram plane, as expressed in Eq. (4). This suggests a loop over all triangles and pixels in the hologram. We can however reduce the number of triangles that need to be processed by using so called backface culling. This involves computing
where n j , as before, is the normal of the current triangle and n is the normal of the hologram plane. If the scalar product s ≤ 0 we know that the planes are orthogonal or facing away from each other. In this case we will assume that no light contribution from the plane can reach the hologram plane, and we do not have to process the triangle. This factor can be used even further by taking the maximum angle of diffraction as limited by the hologram sampling into consideration. In this proof-of-concept implementation we let the user define a threshold value in order to prune aliasing artifacts. It should also be mentioned that we do not consider true hidden surface removal in this paper. This means that for some complex concave objects light propagating from one triangle occluded by another one, closer to the hologram plane may still be visible. For most objects the backface algorithm takes care of the major problems, and hidden surfaces only become an issue in the case of self-occlusion. We will return to the discussion on hidden surface removal in Section 6.
Thus, for every triangle we perform the following steps.
Check if it is frontfacing, Eq. (24).
2. Compute the mapping, G, from the hologram Fig. 3 . Stepwise transformation and rendering of the angular spectrum from a triangle. The angular spectrum of the triangle is computed in the triangle plane Π j , having normal n j . Thereafter the angular spectrum is transformed using the rotation transform R to a plane, Π 0 j normal to the optical axis, n. In the last step a propagation transform P is used to propagate the light to the hologram plane Π H .
plane to the plane of the right-angled triangle.
3. Compute the shading value, s, Eq. (5). 4. For every sample pixel in the hologram plane, perform a. Find its corresponding position in the right triangle Fourier space using G.
b. Transport the frequency value to the hologram plane, Eqs. (19)-(21). c. Scale the value by s, and accumulate it in a complex image.
After these steps have been carried out for each triangle we perform an inverse FFT of the complex image to retrieve the wave field. When the complex valued wave field has been computed we add a complex valued planar reference wave,
where a R is the amplitude of the reference wave and k is the wave vector. Thereafter the result is normalized so that the square magnitude lies in the interval ½0; 1 and then mapped linear to the intensity range of the output medium. In the case when we output to an image or a spatial light modulator (SLM) this will be ½0; 255. This can be expressed as
where I is the output intensity and o min , o max are the minimum and maximum of the output intensity range. This ensures that the whole dynamic range of the holographic pattern is mapped to the full dynamic range of the output medium. As the reference wave amplitude, a R , is added to every pixel in W, it can be used to effectively shift the mean intensity of the resulting hologram. In our experiments we have chosen amplitude so that a R ¼ maxf∥W∥ 2 g−minf∥W∥ 2 g 2 . We have implemented an unoptimized proof-ofconcept version of the algorithm in C þ þ. The software renders holographic interference patterns from triangular mesh models. Some results and a discussion can be found in Section 5.
Results and Discussion
In this section we will present some visual results from our proof-of-concept implementation. The current implementation is nonoptimized and thus not fast enough for real-time performance. The models presented here contain a few hundred to ∼1500 triangles and render in a few minutes.
We have used a hologram resolution of 1220 × 1220 with a pixel size of 8:1 μm. We employed our method to compute the wave field and added an off-axis reference beam. For optical reconstruction we used a Brillian 1080 reflective SLM and a 10 mW, 633 nm laser. The reconstruction distance was 0:5 m. The images were captured using a digital video camera [IBIS4-6600 complementary metal-oxide semiconductor (CMOS)] connected to a computer. Figure 4 shows images from optical reconstruction of four different 3D models, including simple text containing just a couple of hundred triangles to the higher resolution figure of eight, containing over 1500 surfaces. When rendering the holograms we have used an illumination source perpendicular to the hologram plane in order to compute the shading. The effects can be clearly seen in the images, where triangles at an angle to the hologram are shaded with lower intensity. This adds to the impression of surface curvature.
As can be seen in the figure, the 3D models are faithfully represented, and the reconstructions give a solid impression. There are some details we would like to discuss. First, in the reconstructions it can be observed that the mesh structure is visible. This is due to the analytic formula being defined strictly inside the triangle. As a constant valued wave field is used per triangle, diffraction at the edges may reduce the effectiveness of our diffuse lighting model. This could be addressed by material functions, as mentioned in Section 6. Such functions would lead to varying the wave fields of the triangles and thus act as diffusers. There are also some areas of rapidly changing intensities visible in the models. See for instance the wings of the bird in Fig. 4(b) . These patterns are due to the lack of global hidden surface removal as discussed in Section 4. Light from occluded or partially overlapping surfaces will interfere, and some areas will be perceived as brighter or darker. This effect is inherent for all CGH methods without hidden surface removal and is not specific to our approach. To remove these artifacts a method to sort out all hidden surfaces of the model is required.
There are also a few aliasing artifacts visible along some edges of the reconstruction. The source of these artifacts is the triangles at the visual edge of the ob- ject. These will have a very steep angle to the hologram plane. As the resolution of a sampled wave field limits the diffraction angle it cannot faithfully represent the incoming light, and aliasing occurs.
One immediate way of limiting the aliasing artifacts is to raise the threshold used to determine if a triangle is backfacing or not. As discussed in Section 4, a triangle can be considered backfacing if the scalar product of the triangle plane normal and the hologram plane normal, Eq. (24), is less than zero. To avoid aliasing the threshold can be raised somewhat to discard the triangles that cause the problem. Ideally, the threshold could be computed from the diffracting angle of the hologram resolution. However, in most practical cases this angle is so small that most edge triangles will be clipped. This in turn removes all preception of object curvature and may also erode or create holes in the mesh. Thus, a balance between aliasing artifacts and model quality has to be kept. Figure 5 shows two numerical reconstructions of wave fields created using (a), (c) standard backface culling, removing triangles facing strictly away from the hologram plane, and (b), (d) using a backfacing threshold of 0.2. As can be seen the amount of aliasing has been visibly reduced, and the edges of the model are perceived to be sharper.
The SLM we have used for the experiments has a dynamic range of 255 intensity levels. We have used the procedure described in Section 4 and mapped the hologram intensities using Eq. (26). As can be seen in the examples this yields excellent results. However, there are some saturated areas where the hologram has a larger dynamic range than the camera we used to capture it. There is a possibility that further optimization of the dynamic range may lead to a dynamic range response more suitable for viewing and photography. This is however outside the scope of this paper.
As mentioned earlier, our current implementation of the algorithm renders the holograms used in Fig. 4 in a few minutes. Table 1 show the rendering times for the different models used, as well as for a single triangle. The timing was performed on a computer with an Intel Mobile Core Duo 2 CPU and 2 GByte RAM. As can be seen, the render time for the more complex models is not simply the time for a single triangle multiplied by the model triangle count, rather, it is about half that number. This is thanks to the backface culling step mentioned above.
The times in Table 1 were measured using our unoptimized proof-of-concept implementation. While the rendering is far from real-time speed, e.g., 450 triangles rendering in ∼2:5 min, the results are very encouraging. The optical reconstructions are visually pleasing, and we believe that there is much room for optimization.
Conclusions
We have presented a novel method for generating wavefronts from 3D triangular mesh models. Our approach has many advantages over previous methods. By formulating an analytic expression for the angular spectrum of a general triangle, there is no need to sample the 3D model surface, removing a potential source of aliasing. The complexity of the algorithm is only dependent on the resolution of the target image and the number of triangles in the 3D model. Previous methods either had to use point based objects or perform an FFT for each triangular patch. Thus, for interactive applications the only choice was to represent the object as a low-sampled point cloud. Using the proposed method only a single FFT is needed to be performed on the whole hologram plane once the angular spectra from all triangles are accumulated.
The theory presented in this paper is supported by a proof-of-concept implementation that can render wave fields and holographic patterns from triangular mesh models. The current implementation is fairly straightforward, but it may well be optimized, for instance, using a GPU-based implementation. This would lead to a worst case scenario of one pass per triangle, compared to one pass per point for techniques such as [5, 6] .
In the future, we would like to investigate strategies to incorporate different material properties into our method. Currently we assume a homogeneous material and perform simple flat shading of the triangle. Unlike the method of Matushima [9] texturing of a surface is unfortunately not straightforward. Texturing a triangle leads to a convolution in the angular spectrum, which may slow the method down. This is a drawback of our current method, and something we would like to address in the future. It may be possible to work with locally varying materials: Stam [18] has published work on how to compute the Fourier transform of statistical material shader functions. This gives us hope that we can extend our method to cover a similar class of materials. Another area we would like to investigate is generating phase holograms. This could possibly save us the last FFT by implementation of an appropriate optical setup.
We would also like to address the problem of hidden surface removal in the future. It is a complex problem, and most work on computer generated holography that we are aware of ignore the problem. Matsushima has published an interesting paper proposing a hidden surface removal algorithm based on silhouettes and tilted planes [19] . In its current form this method may be hard to incorporate in our method. It requires a masking operation in real space per polygon, while our propagation is fully in the angular domain. An alternative approach is to perform the inverse light transport, from hologram plane to triangular surface using a ray-tracing approach. This solves the hidden surface problem in a natural way but may have other drawbacks.
Finally we believe that our method has several advantages, as pointed out above. We avoid both sampling in the polygon plane and interpolation of the Fourier coefficients. There is no need to perform an FFT for every polygon as we render the angular spectrum of the triangle wave field directly. The method gives fine results and is relatively fast. We hope that the contributions in this paper will introduce an alternative way to generate holograms from 3D models.
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