ABSTRACT
INTRODUCTION
Integro-differential equations (IDEs) consist of differential and integral equations. These equations play an important role in the fields of applied mathematics and engineering, mechanics, physics, chemistry, potential theory, dynamics and ecology. These equations are also generally difficult to solve analytically; thereby, a numerical method is needed. In recent years, several numerical methods have been introduced such as the matrix and collocation methods based on Chebyshev (Akyüz-Daşcıoğlu 2006) , Taylor (Sezer 1994) , Legendre (Yalçınbaş et al. 2009) and Bessel (Yüzbaşı et al. 2011 ) polynomials, along with Adomian decomposition (Evans et al. 2005) and Wavelet moment (Babolian et al. 2007 ) methods.
Permutation and Dickson polynomials are widely used in mathematics, integer rings (Fernando 2013) , finite fields (Bhargava et al. 1999) , key cryptography (Wei et al. 2011) , algebraic and number-theory (Stoll 2007) . Dickson polynomials are denoted as D n (x, α) and were introduced by Dickson (1896) . These were later rediscovered by Brewer (1961) . Dickson polynomials are defined as follows, ; -∞ < x < ∞, (1) where the parameter -α, D 0 (x,α) = 2, D 1 (x,α) and n ≥ 1. Also, the Dickson polynomials y = D n (x,α) satisfy the ordinary differential equations (Lidl et al. 1993) (x 2 -4α) y" + xy´ -n 2 y = 0, n = 0,1,2,3,… and the recurrence relation (Lidl et al. 1993) , D n (x, α) = xD n-1 (x, α) -αD n-2 (x, α), n ≥ 2.
For further information about the Dickson polynomials see (Kürkçü et al. 2016 and therein references).
In this paper, the matrix relations between the Dickson polynomials and its expansions depend on the parameter-α with n and the novel method will be applied to mth-order linear and nonlinear integro-differential equations.
mth-order linear Fredholm integro-differential equation (FIDE)
.
2. mth-order linear Volterra integro-differential equation (VIDE) .
3. mth-order linear Fredholm-Volterra integro-differential equation (FVIDE) .
4. mth-order nonlinear Fredholm-Volterra integrodifferential equation in the from ,
under the mixed conditions
where y(x) is an unknown function, the known functions
2 , μ j are useful constants. Our purpose is to find an approximate solutions of (2), (3), (4a) and (4b). Hence, form of the solutions will be as follows (Kürkçü et al. 2016) ,
where y n are unknown Dickson coefficients and N (n ≥ m) is chosen as any positive integer. Also, Dickson polynomials D n (x, α) were defined by (1). In order to obtain a solution in the form (6) of (2), (3), (4a) and (4b), we can use the collocation points,
where a = x 0 < x 1 < … < x N = b.
FUNDAMENTAL MATRIX RELATIONS
In this and next sections, the whole relations will be based on (4a) and (4b). Let us write (4a) as the generalized integro-differential equation form,
where , and .
D(x), F(x)
and V(x) are called as the differential, Fredholm and Volterra integral parts of (2), (3) and (4a), respectively. We transform these parts with mixed conditions (5) to matrix form. Here, if we establish the collocation points (5) in (8), then we have a system
Now we can transform the systems (9) into the matrix equations, respectively Hence, the solution is explained by (6) and its derivatives can be transformed to the matrix forms
such that
and the Dickson coefficients matrix
On the other hand, we obtain the matrix D(x, α) by using the Dickson polynomial. The matrix is given for odd values of N (12) for even values of N (13) Hence, we write the matrix equation by using (12) and (13)
Also, the following equations are obtained by using (11) and (14).
The relation (Kurt & Sezer 2008) between the matrix X(x) and its derivative X (k) (x) is
where From (15) and (16) 
where ,
MATRIX REPRESENTATION OF FREDHOLM INTEGRAL PART
Now, we give the kernel function K f (x, t) for the Fredholm integral part F(x) in the truncated Dickson and the Taylor series forms (Sezer 1996) , respectively, and , where , m,n = 0,1,2,…, N.
We can write the matrix forms of K t (x,t) for the Taylor and Dickson polynomials as (18) and
From the equality of the relations (18), (19) and by using the relation (14), we obtain the relation between the Dickson and Taylor coefficients of the kernel function K f (x,t):
where
, m,n = 0,1,2, …, N.
By substituting the matrix forms (20) and (11) into the Fredholm integral part F(x), we have the matrix equation where
Hence, we have the matrix connection of Fredholm integral part:
If we utilize the collocation points x = x i (i = 0,1,2,…, N), then we obtain the system of the matrix equations or briefly, the matrix equation
MATRIX REPRESENTATION OF VOLTERRA INTEGRAL PART
Now we consider the kernel function K v (x,t) of the Volterra integral part V(x) in (4a) and (4b) by using the similar procedure to previously discussed, we obtain the following results:
and for x = x i , (i = 0,1,2, …, N) the matrix system .
Consequently, the matrices system (22) is written in the matrix form ,
MATRIX REPRESENTATION OF NONLINEAR PARTS
By using (7) and (15), we construct the matrix representation of nonlinear parts Z 1 (x)y 2 (x) and T 1 y 3 (x), respectively (Kürkçü et al. 2016 
where , , and .
MATRIX REPRESENTATION OF MIXED CONDITIONS
We can find the corresponding matrix equations for the conditions (5), by using the relation (15),
where , .
METHOD OF SOLUTION
We now ready to build the fundamental matrix equation according to (4a). For this aim, we initially insert the matrix relations (17), (21) and (23) 
which corresponds to a system of (N +1) algebraic equations for (N + 1) unknown Dickson coefficients y 0 , y 1 , …, y N . Briefly, we can write (27) in the form:
On the other hand, we can construct (26) for the conditions (5) , briefly as:
where In order to obtain the solution of (4a) under the conditions (5), by changing the row matrices (29) by any m rows of the matrix (28) (7), (17), (21) and (23)
represents the matrix form of the linear parts (as in (27) Likewise, we obtain the following matrix equation by using (29) and (31):
When the system (32) is solved, the unknown Dickson coefficients y n are obtained. If they are substituted into (6), then we will get the Dickson polynomial solution via the method.
RESIDUAL ERROR ANALYSIS
In this section, we will give an error analysis based on the residual function (Kürkçü et al. 2016 ) for the DicksonTaylor collocation method. In addition, we will improve the Dickson polynomial solutions (6) by means of the residual error function. We can define the residual function of the Dickson-Taylor collocation method as:
. The error function e N (x) can also be defined as:
where y(x) is the exact solution of the problem (4a). From (4a), (5), (33) and (34), we obtain the error equation (ODEs, FVIDEs, FIDEs or VIDEs):
with the homogeneous initial conditions , or briefly, the error problem is expressed as: ,
where the nonhomegeneous initial conditions (5) are reduced to homogeneous initial conditions . The error problem (35) can be solved by using the given procedure in Method of Solution Section. Then, we obtain the approximation Note that this residual error analysis can not be used for the nonlinear (4b). Also, the comparison of solutions with the exact solution y(x) = e x for Example 5.1 are shown in Table 1 and Figure 1 .
NUMERICAL EXAMPLES
In Figure 2 , the interval [-1,1] cannot be changed. Because Fredholm integral is defined in this interval. If In similar way, we obtain the solution of the problem for N = 7, y 7 (x) = 1+x+0.55x 2 + 0.1666689439997x 3 + 0.0416485846103x 4 + 0.0083947557404x 5 + 0.0012837229956x 6 + 0.0002855234008x 7 . Table 2 indicates the comparison of solutions with the exact solution y(x) = e x . Now, we calculate the corrected Dickson polynomial solutions for N = 3 and M = 5,9. In Table 3 and Figure 3 , we compare the exact solution and the approximate solutions for N=3 and M=5,9. Similarly, we calculate the corrected Dickson polynomial solutions for N=7 and M=9. The comparisons are given in Table 4 . Then, the comparison of the corrected absolute errors are given in Tables 5 and 6. As seen from Tables 5 and 6 , the corrected absolute errors are close to zero. So, when the values of M increase, the accuracy of solution increases. However, when the values of parameter-α increase, the tolerance increases. where P 0 (x) = 2, P 1 (x) = -x, P 2 (x) = x, g(x) = , K f (x,t) = (x + t), K v (x,t) = (x -t) and λ 1 = λ 2 = 1.
Also, the collocation points are As seen from Figure 6 , we achieved consistent aproximate solutions by using the present method. If the parameter-α is choosen in [-0.5, 0.9] , the results of Example 5.4 will be close to the exact solution. For the best approximation, the parameter-α is choosen as α = 0.4. In addition, except for this interval, the results will be connected to complex or null space. Therefore, the parameter-α should be choosen in this interval. Also, as seen from Figures 4, 5 and 7, when the interval is expanded, the results have been deviated a little from the exact solutions, but the good approximations have been obtained by the present method.
ALGORITHM
In this section, the Pseudocode has been given for calculation of (4a). This can also be applied to (2) and (3).
Step 1 a. Input the number of truncated Dickson polynomial solution
and mixed conditions. c. The mixed conditions put in (5). d. According to N (N is even or odd), set S(α).
Step 2 Set the collocation points x i , i = 0, 1, …, N. There are x 0 = α and x N = b.
Step 3 a. Construct the matrices P k (k = 0, …, m) , B, X, K f , Q f , , , and from (27). b. Compute W and G matrices. c. Construct the conditional (m-1)-rows matrices from (29).
Step 4 Construct the augmented [W * ; G * ] matrix from (30).
Step 5 Step 6 Substituting all elements of the Dickson coefficients matrix solution, respectively, into (6). Finally, this will be our solution. 
CONCLUSION
High-order linear and nonlinear Fredholm-Volterra integro-differential equations (FVIDEs) are usually difficult to solve as analytically. Therefore, it is necessary to use approximate methods. For these purposes, the present method has been given to find consistent approximate solutions. One of the remarkable advantages of the present method, the Dickson coefficients obviously find with the aid of the computer programs. At the same time, the presence of parameter-α is required to use computer program along with the present method for the accuracy of solutions. The results related with examples have been shown in Tables 1-6 and Figures 1-7. As seen from tables and figures, when the value of N is increased, the numerical results improve. On the other hand, if the interval a ≤ x, t ≤ b is taken, the width intervals as [0, 30] , [0,100]…, it is seen that the approximations are not good. We have also improved the approximate solutions by using the residual error analysis. The present method can be developed for the systems of differential, integral and integro-differential equations. But some modifications are required.
