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Abstract
Inspired by holographic Wilsonian renormalization, we consider coarse graining a quan-
tum system divided between short distance and long distance degrees of freedom, coupled
via the Hamiltonian. Observations using purely long distance observables are described by
the reduced density matrix that arises from tracing out the short-distance degrees of free-
dom. The dynamics of this density matrix is non-Hamiltonian and nonlocal in time, on
the order of some short time scale. We describe this dynamics in a model system with a
simple hierarchy of energy gaps ∆EUV > ∆EIR, in which the coupling between high-and
low-energy degrees of freedom is treated to second order in perturbation theory. We then
describe the equations of motion under suitable time averaging, reflecting the limited time
resolution of actual experiments, and find an expansion of the master equation in powers
of ∆EIR/∆EUV , after the fashion of effective field theory. The failure of the system to be
Hamiltonian or even Markovian appears at higher orders in this ratio. We compute the evo-
lution of the density matrix in three specific examples: coupled spins, linearly coupled simple
harmonic oscillators, and an interacting scalar QFT. Finally, we argue that the logarithm
of the Feynman-Vernon influence functional is the correct analog of the Wilsonian effective
action for this problem.
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1 Introduction
Quantum entanglement has emerged as a central concept in the study of the underpinnings of
gauge-gravity duality. The prescription of Ryu and Takayanagi [1,2], and its time-dependent
generalization [3], encodes the entanglement entropy between spatial regions in the field
theory in the area of minimal or extremal surfaces in the dual spacetime. Through this, there
are good arguments that spatial connectedness in the bulk encodes quantum entanglement
of disjoint regions on the boundary [4–6].
On the other hand, the partitioning of a quantum field theory according to spatial or
spacetime scales is fundamental to our physical understanding of quantum field theory, via
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the renormalization group. In textbook treatments of renormalization one chooses variables
so as to disentangle the “UV” and “IR” degrees of freedom. However, there are many
contexts in which one does not do this, or even wish to:
• As argued in [7], integrating out large Euclidean momenta in a path integral leads to a
reduced density matrix for the IR modes, and the higher-derivative terms are precisely
the sign of entanglement between the UV and IR.
• The entanglement spectrum of a reduced density matrix for low-momentum modes can
be a useful way to characterize the long-wavelength behavior of a lattice theory [8].
• There is a venerable history of treating “slow” variables (defined in various ways)
as an open quantum system interacting with “fast modes” to provide a microscopic
underpinning of stochastic and hydrodynamic equations. For classic work see [9–13].
Some recent work (hardly an exhaustive list!) includes [14–18].
• Fluctuations of the cosmic microwave background radiation are analyzed by momentum
scale, and different momentum modes are entangled [19–25].
• It is useful to treat the IR region of jets in high-energy particle collisions as an open
quantum system – cf. [26] and the references therein.
One important setting where choosing variables to “disentangle” the UV and IR degrees
of freedom can obscure the physics is in the AdS/CFT correspndence. In this case, there
is ample evidence that spacetime scale in a QFT is related via gauge-gravity duality to the
radial direction in the dual asymptotically anti-de Sitter space [27,28], with the region of anti-
de Sitter space close to the boundary dual to the UV region of the quantum field theory (i.e.
“scale-radius duality”). Various prescriptions have emerged for relating the radial evolution
of bulk fields to the renormalization group flow of the dual field theory [29–35]. Of these, the
Wilsonian prescription of [34, 35] lends itself most readily to a finite-N generalization [36].
In this scheme, the IR and UV regions are clearly entangled [36].
In this paper we will explore such open quantum systems from the quantum mechani-
cal/quantum field theoretic point of view, with the eventual aim of shedding light on scale-
radius duality. Before doing this, let us recall the discussion in [36].
The AdS/CFT correspondence states that the dual of a d-dimensional large-N conformal
field theory (N could be the rank of a gauge group, or the central charge of a 2D CFT) is
string- or M-theory in AdSd+1×X, where X is some space with constant positive curvature.
For CFTs on R1,d−1, one considers a Poincare´ patch of anti-de Sitter space, with coordinates
ds2 = R2
dr2
r2
+
r2
R2
dx2d (1)
Here dx2d is the flat metric on d-dimensional Minkowski space; R is the radius of curvature of
AdSd. To implement a renormalization group flow after the fashion of Wilson, Refs. [34,35]
propose the following. The cutoff Λ is associated with a definite radial coordinate, rΛ = R
2Λ.
One breaks up the path integral over fields propagating on AdSd into modes with r > rΛ and
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r < rΛ; interprets the path integral for r < rΛ with fixed fields at r = rΛ as the generating
functions of correlators in the cutoff theory; and integrates this over the field values at r = rΛ
weighted by the path integral over the fields for r > rΛ.
In this procedure, nontrivial operators are induced at the cutoff even when the theory is
an unperturbed conformal field theory [36]. In particular, at a given cutoff Λ, one induces
terms in the Wilsonian action of the form
∆SΛ =
∫
ddxddyγab(x− y; Λ)Øa(x)Øb(y) (2)
where Øa correspond to single-trace operators dual to supergravity fields. The kernel γ is
nonlocal over spacetime distances of order Λ−1. In the holographic picture, these operators
have a clear interpretation [36]. If one excites the bulk in the “infrared” region r < rΛ, these
excitations can propagate out to the region r > rΛ. The induced term (2) acts precisely
to describe the transfer of these modes between the IR and UV regions on time scales of
order Λ−1. In other words, they take care of the fact that the IR region comprises an open
quantum system.1
In this work we will study simple quantum systems which capture the spirit of the split
between infrared and ultraviolet modes seen in quantum field theories. We will focus on theo-
ries with a hierarchical structure of energy levels governed by level splittings ∆EIR  ∆EUV .
This structure, the underpinning of the Born-Oppenheimer approximation, is the basis of
Wilson’s pioneering work [39–42], and provides a conceptual underpinning for effective field
theory [43].
As we will argue, experiments with limited spatial resolution are described by an “IR den-
sity matrix”, a reduced density matrix which arises from tracing out short-distance modes.
However, realistic experiments also have limited resolution in time, so we will implement a
straightforward, physical time-averaging procedure to describe them. We will compute the
master equation describing the time evolution of the time-averaged IR density matrix. We
will find that the master equation can be organized in a power series in (∆EIR/∆EUV ) after
the fashion of effective field theory, for which we can begin to identify parallels with the
discussion in [36].
The study of open quantum systems is a well-developed subject (see the reviews [20,
44, 45], e.g., the treatment of fast or ultraviolet modes as an environment for slow, infrared
modes. Our work contributes an abstract treatment that leads to an effective field theory-
like expansion of the master equation for reduced density matrices of subsystems.2 We focus
on this abstract language for two reasons. First, it highlights essential physics – the presence
of a hierarchy of energy scales. Secondly, an abstract approach is best suited to our goal of
1Note that the relationship between this holographic cutoff and any factorization of the Hilbert space is
an open question (see for example [37] for a discussion). In large-N vector models dual to higher-spin theories
in anti-de Sitter space, the associated cutoff appears to be a point-splitting cutoff on gauge-invariant bilocal
operators [38]. This is an important issue that we will put aside for the present.
2A notable exception is the recent work [46, 47], which treats the “IR” mode classically, and derives a
dissipative dynamics for that mode. Another is the related set of papers which consider the density matrix
for low-mass fields after integrating out high-mass fields [48–50]. These are complementary to the present
work.
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understanding gauge-gravity duality, for which the variables that appear in a path integral
approach to the gauge theory have by themselves no clear dual (to begin with they are not
even gauge invariant).
In the following section, we will embark on our computation of the master equation in
perturbation theory for a simple quantum system motivated by the essential structure of
quantum field theories. After implementing a physical time-averaging, we will see a Born-
Oppenheimer-type expansion emerge, in which non-Hamiltonian and non-Markovian dynam-
ics appear starting at second order in 1/∆EUV . We provide a simple expression for the time
evolution of Re´nyi entropies of the IR density matrix. We will work two simple examples,
a coupled spin system and the Caldeira-Leggett model [51] at zero temperature, to see how
this expansion plays out, and then describe the master equation for scalar quantum field
theories with cubic interactions. Such master equations for low-spatial-momentum modes
have been computed for four-dimensional theories via the influence functional approach [19],
and our work further contributes a Born-Oppenheimer-like framework and a time-averaging
procedure for understanding the effects of finite time-resolution.
In the conclusions we will draw what lessons we can for gauge-gravity duality, relating
the appearance of non-Hamiltonian and non-Markovian terms to nonlocal terms that emerge
[36] in the Wilsonian approach of [34, 35]. We will argue that the natural framework for
understanding this work would be to use the results of [34, 35] to compute an influence
functional [52, 53] for the IR modes, and note further that the logarithm of the influence
functional is the natural extension to the Wilsonian effective action to understanding finite-
time processes. We will then provide some further speculations regarding the use of these
results for understanding gauge-gravity duality.
In the appendices we review some concepts which may be unfamiliar for some of our
audience (while being bread and butter to others). First, we address a common confusion
we encountered when discussing this work, that textbook treatments of renormalization do
not consider entanglement between UV and IR modes. We review various approaches to
renormalization of quantum field theories to explain how, in those cases, these modes are
disentangled. Next, we discuss some issues with states with initial entanglement. We then
discuss a an obstruction to computing the von Neumann entropy for the IR density matrix,
in perturbation theory. Finally, we review the path integral approach to computing the
dynamics of density matrices, and in particular the Feynman-Vernon influence functional.
1.1 Update from previous versions
The present version of this paper is a substantial rewriting of an earlier draft which appeared
in December 2014. The essential calculations and physical conclusions have not changed. We
have reorganized the paper to make our motivations and results clearer, and added one new
example which is explored in greater depth in a follow-up paper [54]. Since the first version
of this work appeared on the arxiv, a number of interesting papers on related subjects have
appeared, including [24–26,49,50,55–57].
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2 Dynamics of ρIR in perturbation theory
2.1 Motivation
Consider an interacting scalar field theory
H =
1
2
pi2φ +
1
2
(∂φ)2 +
1
2
m2φ2 +
λ
4
φ4 (3)
defined on some lattice with spacing a. Now consider a measuring device which directly
couples to φ, but has finite resolution in space and time. That is, if we write the field φ in
the Schro¨dinger picture as
φ(x) =
pi/a∑
k=−pi/a
1
2
√
piω(k)
ake
ik·x + h.c , (4)
then our measuring devices couple to ak, a
†
k for |k| < Λ  pia , and record the time of the
measurement with temporal accuracy δt.
The Hilbert space can be broken up into
H = HIR ⊗HUV (5)
where HIR is generated by a†k for |k| < Λ and HUV is generated by a†k for |k| > Λ. Note that
we are not directly breaking up the Hilbert space according to energy scale. Firstly, for an
interacting theory, spatial momentum and energy will not be directly related. Secondly, we
may be interested in high-energy objects made up of many low-energy quanta. After all, the
physics of the sun is well described by the standard model cutoff at a TeV, even though its
total mass is of order 1054 GeV .3
We imagine an experiment of the following form. Begin with the system in its exact
ground state |0〉, and act on it with some infrared operator OIR. Let the resulting state
evolve in time,
|ψ(t)〉 = e− i~HtOIR|0〉 . (6)
Now compute the probability of measuring the IR degrees of freedom in some state |a〉 ∈ HIR.
We are not making any measurements in HUV , so we should sum the probabilities over all
possible final states in HUV . The result is
P (a, t) =
∑
|u〉∈HUV
∣∣〈u|〈a|e− i~HtOIR|0〉∣∣2
= trPae−
i
~HtOIR|0〉〈0|O†IRe
i
~Ht
= trHIRPaρIR(t) (7)
3One may, however, wish to restrict the Hilbert space to states with low energy density of order ΛD,
where D is the space-time dimension.
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Figure 1: Cartoon of band structure: large jumps correspond to UV quanta, small jumps to
IR quanta.
where Pa = |a〉〈a|, and
ρIR(t) = trHUV
[
e−
i
~Ht|ψ(0)〉〈ψ(0)|e i~Ht
]
(8)
More generally, the expectation value at time t of measurements of AIR acting on HIR is
〈A〉 = trAρIR(t). Based on this we take ρIR to be the object of interest.
2.2 Setup
Wilson emphasized [40, 40, 42] that the energy spectrum for quantum field theories has a
hierarchical structure, as illustrated in Figure 1. In order to focus on the effects of this
structure, we work with a simpler abstract model that captures it. That is, we consider a
Hilbert space with product structure
H = HIR ⊗HUV (9)
and a Hamiltonian of the form
H = HIR ⊗ 1 + 1⊗HUV + λV (10)
where V acts on both HIR and HUV .
Our goal is to compute the “master equation” for ρIR(t), that is, the right hand side of
the expression
i~∂tρIR = L(ρ) . (11)
where, L(ρ) represents a differential operator on ρIR, which depends on the full ρ through
the intial conditions. Recognizing that measurements in the IR theory will typically have
limited time resolution, we will also determine the time-evolution of a version of ρ that is
coarse-grained by time averaging.
We will assume that:
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1. The interaction λV can be treated perturbatively. Specifically we will work to order λ2.
In perturbation theory starting from Fock space there is a tight connection between
momentum and energy. Note that perturbation theory for the density matrix itself
can fail at long times, due to secular terms in the perturbative expansion [58].
2. The eigenvalue spacing for HUV , HIR can be characterized by scales ∆EUV  ∆EIR.
This is a simplification. In general, we expect a local system to have a nested hierarchy
of energy levels, as shown in Figure 1, corresponding to different momentum modes
of the fundamental fields. That being said, at this order of perturbation theory, we
will find that we can also compute the master equation for cubic scalar quantum field
theories.
3. Factorized initial states. Following much of the literature on open quantum systems,
we will consider initial states for which the UV and IR degrees of freedom are not
entangled, so that ρIR(0) is a pure state. These have a master equation which is local
in time. This is of course not the most general situation – small excitations of the
ground state such as (6) will in general be highly entangled between the UV and IR
– but it can arise in interesting physical situations. For example, if we prepare the
state by measuring the IR with a non-degenerate Hermitian operator, the state will
collapse to a product state. Another well-studied situation is the “interaction quench”,
in which λ is suddenly turned on at t = 0. The entanglement of spatial regions after
a quench has been well-studied, beginning with the pioneering work of [59–61].
2.3 Perturbative calculation
The calculation of the master equation for ρIR(t) can be done by, e.g., projection operator
techniques (see [45]). To be self-contained, we will re-derive results from the theory of open
quantum systems in manner consistent with our approximations and perspective.
We consider |Ψ(0)〉 = |ψIR〉|u¯〉, where u labels eigenstates of HUV ; u¯ is some particular
state, possibly but not necessarily the ground state, while |ψIR〉 is taken to be some arbitrary
state in HIR. In general, when the initial state of a coupled system and environment is
factorized between the two, the reduced density matrix of the system satisfies a master
equation which is local in time (see [45,62,63] for discussion and references):
i~∂tρIR(t) = [Heff (t), ρIR(t)] + i {A(t), ρIR(t)}+ γ[ρIR(t)]
≡ [Heff , ρIR(t)] + Γ[ρIR(t)] (12)
Γ labels the non-Hamiltonian part of the master equation for ρIR, with
A(t) = −1
2
∑
k
hkl(t)L
†
l (t)Lk(t)
γ[ρIR] = i
∑
k
hkl(t)Lk(t)ρIR(t)L
†
l (t) (13)
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where Lk are some set of operators that can depend on the initial state of the UV degrees of
freedom but act on the IR, and hkl is a Hermitian matrix.
4 Here k, l are arbitrary indices that
index the Lk; they do not have to have any particular relation to the UV or IR Hilbert spaces.
This is almost the Kossokowski-Lindblad equation for Markovian dynamics [64,65]. However,
Markovian dynamics requires that the eigenvalues of h be positive, and this condition is well
known to fail in general.5 Thus (12) can be non-Markovian even if it looks local in time,
because there can be history dependence hidden in the operators A and γ diagnosed by the
breakdown of positive definiteness of hij [45, 62,63].
We will construct (12) to second order in perturbation theory, using the fact that the
finite-time evolution of ρIR, simply denoted as ρ hereafter, has a Kraus representation (see
for example [62,63]). Thus
ρIR(t) ≡ ρ(t) =
∑
α
Kα(t)ρ(0)K
†
α(t) (14)
in terms of certain operators Kα that can be derived from the time evolution.
6 In our
example, the density matrix σ(t) ≡ |Ψ(t)〉〈Ψ(t)| in the full Hilbert space HIR×HUV satisfies
unitary evolution:
σ(t) = U(t)σ(0)U †(t) , (15)
where
U(t) = e−i(HIR+HUV )tTe−iλ
∫ t
0 dt
′VI(t′) , (16)
VI is the perturbation in the interaction picture, and T is the time-ordering operator. The
time evolution of ρ(t) in our case is:
ρ(t) = TrUV σ(t) = TrUVU(t, 0)σ(0)U
†(t, 0)
=
∑
u
〈u|U(t, 0)|u¯〉|IR〉〈IR|〈u¯|U †(t, 0)|u〉
=
∑
u
〈u|U(t, 0)|u¯〉ρ(0)〈u¯|U †(t, 0)|u〉 (17)
4Such state dependence is not usually discussed in Wilsonian renormalization: in particle physics ex-
amples, one is usually assuming that the UV theory is in the ground state. More generally, the Born-
Oppenheimer discussion in Appendix A shows that even the effective Hamiltonian (84) depends on the state
of the UV modes.
5In the Kossakowski-Lindblad equation, following from the assumption that the time-evolution of ρ is
described by a completely positive dynamical semigroup, h, L are time-independent. However, a more general
definition of Markovian includes divisible dynamical maps [66], in which hk, Lk can be time-dependent, but
the eigenvalues of h remain positive.
6The Kraus representation guarantees that the map ρ(0)→ ρ(t) is “completely positive”. This represen-
tation is possible when the initial state is disentangled between the IR and the UV. For intermediate times
t′, the state will be entangled, and the map from ρ(t′) → ρ(t) will not be completely positive. This may
include t′ arbitrarily close to t, as diagnosed by the non-positivity of the eigenvalues of h; this non-positivity
for infinitesimal time evolution means that the evolution will not be Markovian, as entanglement has been
generated.
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where |u¯〉 and |IR〉 are the UV and IR parts of the factorized initial state, |u〉 is a basis for
the UV Hilbert space with one basis element being |u¯〉, and ρ(0) = |IR〉〈IR| is the initial
reduced density matrix for the IR modes. So the Kraus operators can be taken to be
Ku = 〈u|U(t, 0)|u¯〉 (18)
with u indexing UV degrees of freedom, and |u¯〉 being the UV part of the initial state. Thus
the Kraus operators are treated as functions of u that are initial-state dependent, but we
have suppressed the state-dependence in our notation.
We can rewrite the master equation (12,13) in terms of the Kraus operators. First, we
can perturbatively expand
ρ(t) = ρ(0)(t) + λρ(1)(t) + λ2ρ(2)(t) + . . .
Heff = HIR + λH
(1)
eff + λ
2H
(2)
eff + . . .
A = λA(1) + λ2A(2) + . . .
γ = λγ(1) + λ2γ(2) + . . . (19)
Here ρ(0) is the density matrix of the initial IR state evolved in time by the IR Hamiltonian
HIR. The master equation for time evolution can be determined by representing ρ(t) in the
Kraus representation and expanding Ku in the perturbation. We find to O(λ2):
Ku¯ = exp {−i (Heff + iA) t}
γ = i∂t
∑
u6=u¯
Ku(t)ρ(0)K
†
u(t) (20)
where Ku¯ is a partial matrix element for transitions between an initial UV state u¯ to itself;
γ controls transitions out of u¯ into other UV states, while A describes the associated loss of
unitarity in the subspace |u¯〉 ⊗ HIR. The sum in expression for γ runs over the part of the
UV Hilbert space that is orthogonal to the initial state |u¯〉.
Since Ku6=u¯ is nonvanishing only at O(λ) and higher, γ = λ2γ(2) + . . .. The form of
the time-local master equation (and direct computation) also shows that A = λ2A(2) + . . ..
Thus, to order O(λ) we get simply a correction to the effective Hamiltonian in the master
equation:
H
(1)
eff = 〈u¯|V |u¯〉 (21)
At order O(λ2), A(2), γ(2) can be written in the form (13) by choosing the indices k, l to each
run over the composite index k, l = um with the index u 6= u¯ running over a basis for the
part of the UV Hilbert space which is orthogonal to the initial state, and m ∈ {1, 2}. With
this notation, we can write the operators on the right hand side of (13) that define A and γ
as
Lu1 = 〈u|V |u¯〉 (22)
Lu2 =
∫ t
0
dt′〈u|VI(t′ − t)|u¯〉 , (23)
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where V and VI are the interaction in the Schrodinger and interaction pictures respectively.
The effective Hamiltonian and other operators that govern the master equation at this order
can be written in terms of Lum:
H
(2)
eff = −
i
2
∑
u6=u¯
hu1,u2
(
L†u1Lu2 − L†u2Lu1
)
(24)
A(2) = −1
2
∑
u6=u¯
hu1,u2
(
L†u1Lu2 + L
†
u2Lu1
)
(25)
γ(2) = i
∑
u6=u¯
hu1,u2
(
Lu1 ρ
(0) L†u2 + Lu2 ρ
(0) sL†u1
)
(26)
where hum,u′m′ = δ(u, u
′)|m − m′| and ρ(0)(t) is the density matrix of the initial IR state
evolved in time by the IR Hamiltonian HIR.
Expression in terms of UV correlation functions: There is an elegant expression for the
various terms in the master equation in terms of correlation functions of UV operators. Let
us write
λV =
∑
a
ΦaOa , (27)
where Oa,Φa are sets of UV and IR operators respectively. Using the path integral formalism
in Appendix D, and defining the connected 2-point function
GWab (t
′, t′′) = 〈OIa(t′)OIb (t′′)〉 − 〈OIa(t′)〉〈OIb (t′′)〉 , (28)
where 〈OI(τ)〉 = TrUVOI(τ)ρUV (0) with ρUV (0) = |u¯〉〈u¯|,7 we find that (13) can be written
in terms of the following set of operators8
ham;bm′ = λ
2 δab |m−m′|
La1 = Φa(0)
La2 =
∫ t
0
dτ GWab (t, τ) Φb(τ − t) , (29)
and
H(2) = i
∑
ab
∫ t
0
dτ
(
GWab (τ, t) Φ
I
a(τ − t) ΦIb(0)−GWab (t, τ) ΦIa(0) ΦIb(τ − t)
)
A(2) =
∑
ab
∫ t
0
dτ
(
GWab (τ, t) Φ
I
a(τ − t) ΦIb(0) +GWab (t, τ) ΦIa(0) ΦIb(τ − t)
)
γ(2) = i
∑
ab
∫ t
0
dτ
(
GWab (τ, t) Φ
I
b(0) ρ
(0)(t) ΦIa(τ − t)
+GWab (t, τ)Φ
I
b(τ − t) ρ(0)(t) ΦIa(0)
)
. (30)
7The super index I refers to the fact that those operators are described in the interaction picture of
quantum mechanics
8This framework generalizes easily to include an arbitrary initial density matrix for the UV degrees of
freedom, again assuming the density matrix for the full system is factorized between UV and IR at t = 0.
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Non-Markovianity. A natural question is whether the evolution, packaged in this form, is
Markovian. It is well known to those who study coarse-grained quantum systems that it is
not, in general. Assume the particularly simple case that V commutes with HIR but not
with HUV (when [V,HUV ] = 0, Γ vanishes). A short calculation of the non-Hamiltonian part
of the master equation gives∑
u6=u¯;m;m′
hum,um′
(
Lumρ(t)L
†
um′ −
1
2
{
L†umLum′ , ρ
})
=
∑
u6=u¯
2 sin(Euu¯t)
Euu¯
(
〈u|V |u¯〉ρ(t)〈u¯|V †|u〉 − 1
2
{〈u¯|V †|u〉〈u|V |u¯〉, ρ(t)})
(31)
where Euu¯ = Eu − Eu¯, and Eu is the energy of |u〉 with respect to HUV . In general, if
Euu¯ ≥ ∆EUV for u 6= u¯, the sine term will lead to oscillations at the scale ∆EUV . Since
the matrix elements in the sum are therefore not positive definite, we know on general
grounds [62,63] that the evolution is not Markovian.
Evolution of UV-IR entanglement. One of the motivations for this work was to understand
the structure of entanglement between the UV and IR. It is straightforward to see that
entanglement evolves precisely because of the non-Hamiltonian part of the evolution. For
reasons we discuss in Appendix C (see also [7]), the von Neumann entropies are difficult to
compute in perturbation theory, but the Re´nyi entropies
Sn(t) = − ln Trρ
n(t)
n− 1 . (32)
are easily seen to satisfy the equation
dSn(t)
dt
=
in
n− 1
Tr[ρn−1(t)Γ(t)]
Trρn(t)
(33)
2.4 Time averaging
Realistic apparati have limited accuracy in specifying the time that a given measurement
takes place. To find the probability of a given outcome, one should average P (a, t), the
probability of outcome a at a time t, over a time interval determined by an appropriate
window function fδt(τ, t) where t is the peak of the window function and δt is the width. A
typical example is a Gaussian
fg,δt(τ − t) = 1√
piδt
e−(τ−t)
2/δt2 . (34)
With this normalization, the sum of (7) over all possible orthogonal outcomes (a) is equal
to 1. Given a time-dependent function F (t), we denote the time average as:
F (t) =
∫
dτfδt(τ, t)F (τ) (35)
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In the case of the Gaussian window function, this expression can be written in Fourier space
as:
F (t) =
∫
dω√
2pi
e−ω
2δt2/4eiωtF˜ (ω) (36)
As expected, there is a sharp exponential cutoff for ω > δt−1.
In applying this averaging to (12), we will consider ∆EIR  δt−1 ≡ Ec  ∆EUV .
Thus we will throw away terms in (12) which have frequencies of O(∆EUV ) as these will
be exponentially suppressed after time averaging. We will, however, keep terms of order
O
[
(∆EIR/Ec)
k
]
.
We now wish to compute a master equation for the time-averaged density matrix ρ¯(t)
The nontrivial time dependence of the terms in (12) arises from Lu,2 in (23). If we study a
matrix element of L2 in the basis |i〉 of IR eigenstates with energies Ei, we find that
〈i|Lu,2|j〉 = 1− e
−i(Euu¯+Eij)t
i(Euu¯ + Eij)
〈i|〈u|V |u¯〉|j〉 (37)
where Eij = Ei − Ej. The first term will, in general, survive time averaging.
We find by construction that to second order in perturbation theory in V , the time-
averaged evolution equation 9 for ρ takes the form:
i∂tρ(t) = [Heff , ρ(t)] + i
{
A, ρ(t)
}
+ γ(t) . (39)
The time-averaged operators are most easily written in the basis of eigenstates of HIR, and
9 Up to second order in perturbation theory we find that equation (39) is valid, namely, the time average
of the operator products appearing in the master equation equals the product of their time averages. Of
course, this is not generally the case. For example, the time average of a product of functions has the
following closed expression
F (t)G(t) = F (t)G(t) +
∞∑
n=1
δt2n
2nn!
dnF (t)
dtn
dnG(t)
dtn
, (38)
when a Gaussian windown function is considered. If the time variation of F,G is slow compared to δt, with
characteristic frequency Ω, then the average of the product is the product of the averages up to corrections
of order O ((Ωδt)2). However, when the functions F,G both have fast oscillatory behaviours characterized
by a frequency ω those corrections can add up to an exponentially large factor and then the leading term in
the right hand side of (38) will not be a good approximation to its left hand side. Consider for example the
case F = eiωtF0 and G = e
−iωtG0 where F0 and G0 are constants.
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are:
H(2) = −1
2
∑
u6=u¯
∑
ij
[〈u, i|V |u¯, j〉
(Euu¯ + Eij)
〈u¯|V |u〉|i〉〈j|
+
〈u¯, i|V |u, j〉
(Euu¯ − Eij) |i〉〈j|〈u|V |u¯〉
]
(40)
A(2) = −1
2
∑
u6=u¯
∑
ij
[〈u, i|V |u¯, j〉
(Euu¯ + Eij)
〈u¯|V |u〉|i〉〈j|
−〈u¯, i|V |u, j〉
(Euu¯ − Eij) |i〉〈j|〈u|V |u¯〉
]
(41)
γ(2) =
∑
u6=u¯
∑
ij
[〈u, i|V |u¯, j〉
(Euu¯ + Eij)
|i〉〈j|ρ(0)〈u¯|V |u〉
−〈u¯, i|V |u, j〉
(Euu¯ − Eij)〈u|V |u¯〉ρ
(0)|i〉〈j|
]
(42)
Effective theories via Born-Oppenheimer expansion. These operators can be written in the
form (13,26). Let us choose k, l = um with (u 6= u¯, m ∈ {1, 2}), and hum,u′m′ = δ(u, u′)|m−
m′|. Then define
L¯u,1 = 〈u|V |u¯〉
L¯u,2 = −i
∑
ij
|i〉〈i|〈u|V |u¯〉|j〉〈j|
Eu,u¯ + Eij
, (43)
It is then easy to show that (12,13) reduces to (39) with the operators defined as in (40-42).
We can write L¯u,2 in a more basis-independent form by expanding the denominator in a
power series in (Eij/Euu¯) and noting that Eij|i〉Oij〈j| = [HIR, |i〉Oij〈j|]:
L¯u,2 = −i〈u|V |u¯〉
Euu¯
− i
∞∑
k=1
[. . . [Vu,
k times︷ ︸︸ ︷
HIR], . . . , HIR]
Ek+1uu¯
(44)
where Vu = 〈u|V |u¯〉 is an operator acting on HIR. The expansion in IR operators of in-
creasingly high dimension weighted by inverse powers of EUV is what we would expect from
a good effective field theory, and is a central consequence of the hierarchical nature of the
spectrum of the full (unreduced) theory.
Leading order approximation. The master equation to the leading order in ∆EIR/∆EUV
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is:
H(2) = −
∑
u6=u¯
V †uVu
Euu¯
− 1
2
∑
u6=u¯
[
V †u [Vu, HIR]− [V †u , HIR]Vu
(Euu¯)2
]
+O
(
1
E3uu¯
)
A(2) = −1
2
∑
u6=u¯
[V †uVu, HIR]
E2uu¯
+O
(
1
E3uu¯
)
γ(2) =
∑
u6=u¯
[
[Vu, HIR]ρ
(0)V †u + Vuρ
(0)[V †u , HIR]
E2uu¯
]
+O
(
1
E3uu¯
)
(45)
To leading order in 1/Euu¯, the evolution of ρ is completely Hamiltonian. This is consistent
with our discussion of the Born-Oppenheimer approximation in Appendix §A.3, and with
the results of [46, 47]. Our results display the kind of decoupling that occurs in Wilsonian
renormalization: the effects of transitions to excited states of the UV degrees of freedom are
suppressed by powers of 1/EUV .
One may ask whether the time-averaging we have implemented leads to a Markovian
master equation. Once again, this will not happen beyond the leading order in EIR/EUV
for which the evolution is Hamiltonian. If we consider the restricted case [HIR, Vu] = auVu,
au ∈ R, we find A(2) = γ(2) = 0, so that the evolution is not only Markovian but Hamiltonian.
Outside of this approximation, L¯u2 at order O(1/E2uu¯) is not proportional to Lu1, so that the
negative eigenvalue of hui,uj will contribute to (13). To go further we must examine more
specific cases.
2.5 Examples
We will work through two simple quantum-mechanical examples capturing our hierarchy of
energy levels, in order to build up our intuition for the different possible dynamics of ρ(t).
In the first example of coupled spins, the non-Hamiltonian contributions will vanish upon
time averaging. The second example is the well-studied case of coupled linear oscillators [51];
we will work with a different spectrum and quantum state for the “bath”, highlighting the
differences between our results and those in [51]. Finally, we will give the time-averaged
master equation for a scalar QFT with cubic self-coupling couplings, which to second order
in perturbation theory can be computed with the formulae given. This problem makes
contact with the holographic setting of [36].
2.5.1 Coupled spins
First consider an IR spin coupled to k = 1 · · ·M UV spins, all in the 2j + 1-dimensional
irreducible representation of SU(2) with spin j. Thus the Hilbert space is HIR = HjIR ,
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HUV = ⊕kHjUV,k . We take the Hamiltonian to be:
HIR = −µIRBSzIR
HUV = −
M∑
k=1
µUV,kBS
z
UV,k
λV = λ~SIR ·
M∑
k=1
~SUV,k (46)
where ~S are the usual spin operators, satisfying [Si, Sj] = i~ijkSk and B is a fixed constant
(a magnetic field). We take µIR  µUV , so that this system has the hierarchical structure
of energy levels we discussed above.
We can rewrite the interaction term as
λV = λ
∑
k
SzIRS
z
UV,k +
λ
2
(
S−IR
∑
k
S+UV,k + S
+
IR
∑
k
S−UV,k
)
(47)
where S± = Sx±iSy are the raising and lowering operators in the basis of Sz-eigenstates. We
write states in the basis |jIR,mIR〉
∏
k |jUV,kmUV,k〉 where j is the total angular momentum
and m the eigenvalue of Sz. It is straightforward to see that the ground state of H =
HIR +HUV + λV is independent of λ to all orders in perturbation theory:
|0〉 = |jIR,m = jIR〉
∏
k
|jUV ,m = jUV 〉 (48)
Thus, it is natural to consider an initial state of the form
|ψ(0)〉 = Cm(S−,IR)jIR−m|0〉 = |jIR,m〉
∏
k
|jUV ,m = jUV 〉 (49)
which results from perturbing the ground state by an action of the operator (S−IR)
j−m.
The terms in the non-time-averaged equation of motion (12) to second order are:
Heff = HIR − λ~
(∑
k
gkjk
)
SzIR
−
∑
k
2λ2~2g2kjk
(µUV,k − µIR)B (1− cos [(µUV,k − µIR)Bt]) S
−
IR , S
+
IR
A(2) = −
∑
k
λ2~2g2kjk
2(µUV,k − µIR)B sin [(µUV,k − µIR)Bt] S
−
IR S
+
IR
γ(2) =
∑
k
2iλ2~2g2kjk
(µUV,k − µIR)B sin [(µUV,k − µIR)Bt] S
+
IR ρ
(0)(t)S−IR (50)
where ρ(0) is the density matrix of the initial IR state evolved in time by the IR Hamiltonian
HIR.
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A, γ can be written in the form (13) if the indices are expanded to (km) where k labels
the UV oscillators and m ∈ {1, 2}. With this notation,
hkm,lm′ = δkl |m−m′|
Lk1 = ~
√
jk
2
S+IR
Lk2 = ~
√
2jk
exp
{
− i(µUV,k−µIR)Bt
2
}
sin
[
(µUV,k−µIR)Bt
2
]
(µUV,k − µIR)B S
+
IR (51)
In this example, the non-Hamiltonian terms A(2), γ(2) are rapidly oscillating, and vanish
after time averaging. For completeness we compute the effective Hamiltonian for the time-
averaged equation at O(λ2):
Heff = HIR − λ~
(∑
k
gkjk
)
SzIR −
2λ2~j
B
[∑
k
g2k
µk − µIR
]
S−IRS
+
IR +O(λ3)
= −µ˜BSzIR + β(SzIR)2 − Eg (52)
where
µ˜ = µIR − ~λ
B
∑
k
gkjk − ~
2λ2
B
∑
k
g2kjk
µk − µIR
β =
~λ2
B
∑
k
g2kjk
µk − µIR
Eg = −~
3j(j + 1)
B
∑
k
g2kjk
µk − µIR (53)
Heff is related to HIR by renormalization of the magnetic moment, coupling β, and vacuum
energy.
2.5.2 Linear oscillators
Following [44, 51], we consider HIR the Hilbert space of a simple harmonic oscillator, and
HUV a bath of harmonic oscillators, with the Hamiltonian comprising a linear coupling
between them:
HIR =
P 2
2M
+
1
2
MΩ2X2
HUV =
∑
k
[
p2k
2mk
+
1
2
mkω
2
kx
2
k
]
λV =
∑
k
CkxkX (54)
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where we take Cl ∼ O(λ). Of course, this can be solved exactly by a change of variables.
However, in the spirit of this paper we are interested in the dynamics of the “bare” variable
X, to which we imagine our measuring devices couple.
In order to match what we expect from a quantum field theory calculation such as that
outlined in the introduction, we will take the frequencies ωk  Ω. Furthermore, we will
assume that the UV oscillators are in an eigenstate of HUV (such as the ground state) at
leading order in perturbation theory. The resulting system then differs from those stud-
ied in [44, 51]. Those works consider the oscillators xk to be some “environment”, with a
spectrum designed phenomenologically to model quantum Brownian motion or dissipation.
The environment contains oscillators with arbitrary low frequency, to model dissipation of
energy and phase coherence into an environment, over time scales long compared to a given
experiment. Furthermore, we are most interested in the UV oscillators initially in their
ground state – thus, our treatment is closest to the zero-temperature limit of [44,51]. In this
case, some approximations made in those works fail. Finally, we implement time averaging
differently, by directly averaging the density matrix over a coarse-graining kernel. The net
result is a qualitatively different master equation for the density matrix.
As stated, we assume that at t = 0, the UV oscillators are in an energy eigenstate
|u¯〉 = ∏` |n`〉. In this case, the first-order shift of the Hamiltonian vanishes, because the
expectation value of x` vanishes in energy eigenstates of the harmonic oscillator. Using Eqs.
(40) – (42) we find that the operators in the second-order time-averaged equation (39) are:
H
(2)
= −1
2
∑
`
(2n` + 1)C
2
`
m`(ω2` − Ω2)
[
X2 − ~
2Mω`
]
A
(2)
= −1
2
∑
`
(2n` + 1)C
2
`
2Mm`ω`(ω2` − Ω2)
{X,P}
γ(2) = i
∑
`
(2n` + 1)C
2
`
2Mm`ω`(ω2` − Ω2)
(
Pρ(0)(t)X +Xρ(0)(t)P
)
(55)
At this order, the Hamiltonian is changed by a shift in the oscillator frequency and the
ground state energy. We can rewrite A, γ in the form (13) if we let m run from 1 to 2 and
define:
h12 = h21 =
∑
`
(2n` + 1)C
2
`
2m`(ω2` − Ω2)
h11 = h22 = 0 (56)
L1 = X
L2 = −i
(
X + i
P
Mω`
)
(57)
Thus the eigenvalues of the hij matrix are ±h12. As we explained before, the lack of positive
definiteness implies that the evolution of ρ is not Markovian beyond the leading order in
Ω/ω`.
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Before continuing, it is worth comparing the form of our master equation to that of
Caldeira and Leggett [51]. This arises when
• x` describes a continuous spectrum of oscillators, for which∑
l
C2` f(ω`)→
∫
dωρ(ω)C(ω)2f(ω) , (58)
and m` = m, with
ρC2(ω) =
2mηω2
pi
θ(Λ− ω) (59)
where Λ is some UV cutoff, and η a phenomenologically determined coefficient.
• Furthermore, the oscillators x` are placed at finite temperature T  Λ.
In this case they derive a master equation (Equation (5.12) in [51]) which can be rewritten
in the form (12,13) with the indices i, j ∈ {1, 2} and10
h12 = h21 =
ηΛ
2~
L1 = X
L2 = −i
(
X − ~
2MΛ
P
)
+
2kT
Λ
X (60)
(61)
where η is a function of C(ω) and the UV cutoff, and Λ is a UV energy scale that accounts
for the frequency renormalization. Note the relative factor of −i in the coefficient of P , as
well as the additional temperature dependent term proportional to X in L2. In general,
their master equation is also not Markovian, unless we were to take the limit kT →∞, ηkT
finite. (cf. [45]).
As discussed in [54], this model captures some essential features of local quantum field
theories, if we choose C(ω) appropriately. In particular, there can be divergences when the
number of states grows sufficiently rapidly with energy.
2.5.3 Scalar QFT with cubic self-coupling
At second order in perturbation theory, it is straightforward to apply our formulae to scalar
quantum field theories. We give a brief description here of the the cubic theory in d spatial
dimensions. A fuller account of our computation, and interpretation of the resulting diver-
gences, can be found in [54]. Here our goal is to demonstrate features of the master equation
also found in a holographic context in [36].
Consider the Lagrangian
L = 1
2
(∂φ)2 − 1
2
m2φ2 − g
3!
φ3 (62)
10In fact the master equation in [51], which yields the operators Li we report, is missing a term of order
kT/Λ; this term is argued to be small even in the kT  Λ limit. We discuss this further in [54].
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The master equation for the quartic theory in four dimensions was computed in [19], via
the Feynman-Vernon influence functional. We wish to consider (62) in light of our more
abstract conceptualization; in addition, with our Hamiltonian regulator, we will find some
dimension-dependent issues that would be absent in four dimensions.
The scalar field in the interaction picture can be decomposed as follows:
φ(x, t) =
∫
|~k|<Λ
ddk√
(2pi)d2ω(k)
{
aIR(k)e
i~k·~x + a†IR(k)e
−i~k·~x
}
+
∫
M>|~k|>Λ
ddk√
(2pi)d2ω(k)
{
aUV (k)e
i~k·~x + a†UV (k)e
−i~k·~x
}
= φIR(x, t) + φUV (x, t) (63)
where ω(k) =
√
~k2 +m2, Λ is the spatial coarse-graining scale, and M is the cutoff. The
dual conjugate momentum is
pi(x, t) =
∫
|~k|<Λ
ddk(−iω(k))√
(2pi)d2ω(k)
{
aIR(k)e
i~k·~x − a†IR(k)e−i~k·~x
}
+
∫
M>|~k|>Λ
ddk(−iω(k))√
(2pi)d2ω(k)
{
aUV (k)e
i~k·~x − a†UV (k)e−i~k·~x
}
= piIR(x, t) + piUV (x, t) (64)
The normalized single-particle momentum eigenstates are |k〉 = √2ωka†k|0〉, where
[
ak, a
†
k′
]
=
δd(k − k′).
There is thus a decomposition of the Hilbert space
H = HIR ⊗HUV (65)
We can split the Hamiltonian accordingly into H = HIR +HUV + gV where
HIR,UV =
1
2
(∂φIR,UV )
2 − 1
2
m2φ2IR,UV −
g
3!
φ3IR,UV
gV =
g
2
φIRφ
2
UV +
g
2
φ2IRφUV (66)
In essence, each oscillator with UV momentum acts as a separate harmonic oscillator.
We will take the initial state to be of the form |Ψ〉 = |ψ〉IR|0〉UV , where |0〉UV is the
vacuum with respect to HIR. With gV defined as above there are two classes of matrix
elements that contribute to (30,40-42), i.e. to Heff , A and γ that control the time evolution
of the IR density matrix:
1. Creation of a single particle in HUV . This means that the relevant components of φ2IR
will be two nearly collinear particles in HIR with total momentum ~k1,IR+~k2,IR = ~kUV ,.
Both IR and UV momenta must have magnitudes close to the scale Λ that splits IR
from UV.
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2. Creation of two particles in HUV . The matrix elements that contribute will have two
excitations in HUV with nearly back-to-back momenta that sum to momentum with
magnitude below Λ. There is a much larger set of possibilities: almost any magnitude
of UV momentum will be allowed, and for each value k there will be a sphere in phase
space of volume ∼ kd−1 of possible UV momenta.
The importance of each type of term depends on the IR momenta, and on the number of
dimensions. For low enough IR momenta, only the second type of term can contribute. For
simplicity, we will focus on this possibility.
A straightforward application of our formalism yields
H(2)(t) = − i
4
∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
[
〈0|V |kk′〉 〈kk′|VI(−τ)|0〉 − h.c.
]
A(2) = −1
4
∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
[
〈0|V |kk′〉 〈kk′|VI(−τ)|0〉+ h.c.
]
γ(2) =
i
2
∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
[
〈0|V |kk′〉 ρ(0) 〈kk′|VI(−τ)|0〉+ h.c.
]
(67)
The integral of the time-dependent matrix element is:∫ t
0
dτ uv〈kk′|V (−τ)|0〉uv = λ
∫
ddx
(2pi)d
e−i(k+k
′)·x
∫ t
0
dτφir(−τ)e−i(ωk+ωk′ )τ
= −iλ
∫
ddx
(2pi)d
e−i(k+k
′)·x
∫
ir
ddp√
(2pi)d2ωp
[
ap
(
1− ei(ωp−ωk−ωk′ )t)
ωk + ωk′ − ωp
+
a†−p
(
1− e−i(ωp+ωk+ωk′ )t)
ωk + ωk′ + ωp
]
eipx
(68)
It is clear that H,A, γ will have time dependence on scales of order the UV momenta, which
range from Λ to M .
Next, let us consider the time averaged quantities H¯(2) and A¯(2). This amounts to drop-
ping the rapidly oscillating exponential terms in (68) to find:∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
〈0|V |kk′〉〈kk′|V (−τ)|0〉 −→
−iλ2
∫
ddx
(2pi)d
φir(x)
∫
ir
ddp√
(2pi)d2ωp
(ap + a
†
−p)e
ipx
×
∫
uv
ddk
2ωk
ωk + ωp−k
2ωp−k[(ωk + ωp−k)2 − ω2p]
−λ2
∫
ddx
(2pi)d
φir(x)
∫
ir
ddp iωp√
(2pi)d2ωp
(a†−p − ap)eipx
×
∫
uv
ddk
2ωk
1
2ωp−k[(ωk + ωp−k)2 − ω2p]
(69)
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Note that the second and third lines, proportional to −iλ2, will contribute to H, while the
fourth and fifth lines, proportional to −λ2, will contribute to A, γ.
Let us first examine the correction to the Hamiltonian. If |~p|, ωp  Λ  M , we can
expand the integral∫
uv
ddk
2ωk
ωk + ωp−k
2ωp−k[(ωk + ωp−k)2 − ω2p]
= F (M,Λ)
(
1 + hd1
~p2
Λ2
+ . . .
)
(70)
where
F = F0

Λd−3 d < 3
ln
(
M
Λ
)
d = 3
Md−3 d > 3
(71)
and F0, h
d
1 are dimensonless constants. The neglected terms include both higher orders in
~p2 as well as terms suppressed by powers of (Λ/M)2. These terms give corrections to the
Hamiltonian of the form
H¯(2) ∝ λ2
∫
ddxF (M,Λ)
(
φ20 +
hd1
Λ2
pi~∇2φ+ . . .
)
(72)
where we the dots indicate terms of higher order in ~∇2/M2, ~∇2/Λ2. It is thus clear that
we will get terms with spatial nonlocalities on scales Λ,M . Note that for d ≥ 3, we find
divergent contributions to the mass, consistent with standard treatments of scalar QFT.
Next consider corrections to A¯(2) In this case,∫
uv
ddk
2ωk
1
2ωp−k[(ωk + ωp−k)2 − ω2p]
= G(M,Λ)
(
1 + h˜d1
~p2
Λ2
+ . . .
)
(73)
where
G = G0

Λd−4 d < 4
ln
(
M
Λ
)
d = 4
Md−3 d > 4
(74)
and G0, h˜
d
1 are dimensionless coefficients. These will lead to corrections of the form
A¯(2) ∝ λ2
∫
ddxG(M,Λ)
(
φpi +
h˜d1
Λ2
φ~∇2pi + h.c.+ . . .
)
(75)
Again, it is clear that the additional terms, higher order ~∇2/M2, ~∇2/Λ2, lead to spatial
nonlocality on scales of order Λ,M . The terms of the form {pi, φ} are clearly analogous to
the {X,P} terms which appear in A¯(2) for the linearly coupled oscillator.
We can see from Eqs. (71,74) that we also have new divergences in high enough dimen-
sion. In prior studies of quartic scalar field theory [19], the non-Hamiltonian terms in the
master equation (derived from the influence functional) had no divergences. There are two
differences here. We look at more general spacetime dimensions; and we adopt a spatial reg-
ulator appropriate to our Hamiltonian treatment, after the fashion of [67]. This is discussed
in more depth in [54].
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The upshot is that we have non-Markovian behavior, indicating the development of en-
tanglement between the UV and IR, and nonlocality on the order of the cutoff Λ. This is
precisely the structure hinted at in [36].
3 Discussion and conclusions
3.1 Relation to holographic RG
The results in [36] indicate that the “IR region” of an AdS geometry, i.e. the interior
region far from the spacetime boundary, functions as an open quantum system. However,
following [34,35], this work computed the Feynman path integral assuming vacuum boundary
conditions in the far past and far future, integrating out degrees of freedom beyond some
radial position. As we note in Appendix A, this only makes sense if we have foreknowledge
of the degrees of freedom we are integrating out. Such foreknowledge for interacting systems
makes sense if either
1. We are working with renormalized variables in which the Hamiltonian is block diagonal
between low and high energies, and wish to only measure these redefined variables in
the low-energy Hilbert space.
2. We are computing scattering amplitudes for asymptotic states of well-separated parti-
cles,
The supergravity modes inside a radial cutoff in AdS/CFT clearly do not correspond to the
renormalized variables in point (1). As for (2), in global AdS coordinates there are no good
well-separated asymptotic states in AdS, as all excitations oscillate on times scales of order
RAdS. More generally, the analog of S-matrix elements, for which an LSZ-type reduction
applies, are correlators of local CFT operators, dual to non-normalizable modes supported
near the AdS boundary [68–70].
Nonetheless, we can already learn something from [36]. The first is that the holographic
Wilsonian action is nonlocal in time. Thus, this action cannot describe purely Hamiltonian
dynamics, exactly as expected for an open quantum system. The time scale which describes
mixing between the IR and the UV is of order the cutoff. This is exactly what we find for the
density matrix dynamics in §2. The non-time averaged master equation has oscillations at
time scales of order ∆EUV , which become time-independent upon time averaging. Similarly,
UV-IR entanglement evolves on time scales of order ∆EUV .
As we will discuss below, for open quantum systems the correct analog of the Wilsonian
action is the logarithm of the Feynman-Vernon influence functional, computed via path in-
tegral techniques as we describe in Appendix B. Applying this approach to the AdS/CFT
correspondence with a bulk radial cutoff faces the challenge because the gauge theory inter-
pretation of such a cutoff remains unclear [36–38]. However, in the limit that we can study
small quantum fluctuations in anti-de Sitter space, it would be of great interest to compute
the dynamics of a density matrix for scalar fields supported in the region r < rΛ in AdS
spacetime, dual to scalar operators on the boundary.
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3.2 Coarse graining in the path integral
Because we are computing time-dependent inclusive probabilities for measurements of oper-
ators supported in the IR, the correct object to coarse-grain is not a transition amplitude
but the density matrix for the system. The computation of the density matrix in path in-
tegral language goes back to Feynman and Vernon [52]. Let us state the essential formulae
here; the derivation, and a perturbation theory calculation relevant for §2.3, can be found
in Apppendix D.
We assume following [52] that the density matrix at time t = 0 is factorized between the
IR and the UV: that is, there is no initial entanglement. Let capital letters X, Y denote
quantum-mechanical variables describing the IR, and lower case letters x, y denote quantum
variables describing the UV. We assume the action can be written as
S[X, x] = SIR[X˙,X] + SUV [x˙, x] + δS[x,X] (76)
The corresponding Hamiltonian will take the form (10). Note that this is a somewhat
restrictive action; in particular, the interactions involve coordinates and not velocities.
The density matrix for the IR degrees of freedom X, as a function of time, can be written
as:
ρ(X, Y, t) =
∫
dX ′dY ′J(X, Y, t;X ′Y ′, 0)ρinit(X ′, Y ′, 0) ,
J(X, Y, t;X ′Y ′, 0) =
∫ Y (t)=Y ;X(t)=X
Y (0)=Y ′;X(0)=X′
DXDY e i~SIR[X]− i~SIR[Y ]F [X(t), Y (t)] ,
(77)
where ρinit is the initial density matrix for the IR degrees of freedom, and the influence
functional
F [X(t), Y (t)] =
∫
dx′dy′dxρ
U
(x′, y′, 0)
×
∫ y(t)=x;x(t)=x
y(0)=y′;x(0)=x′
DxDye i~SU [x]− i~SU [y]+ i~ δS[x,X]− i~ δS[y,Y ]
(78)
contains the dependence on the initial state of the UV degrees of freedom, as well as the
interactions between the UV and IR degrees of freedom. In general this cannot be written in
the form F [X]G[Y ]. The influence functional encodes the same data as the terms Heff , A, γ
in the master equation (see Appendix D)
The point of stating these well-known results is to emphasize that the correct analog of
the Wilsonian effective action, in the case that the IR and UV are entangled and one is
asking questions about finite-time processes, is the influence functional. This point has been
made eloquently in a number of papers, including [19, 20, 48]. However, this approach has
not been applied to holographic Wilsonian renormalization. It should be.
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The Wilsonian approach to renormalizing the path integral is based on the Euclidean
path integral, and the coarse-graining is over Euclidean space (that is, the cutoff is placed
on Euclidean momenta). In a real-time context this cutoff makes less sense, and indeed
[16, 19, 20, 48] coarse-grain with respect to spatial momenta. However, in most physical
processes we will also have finite accuracy in determining the times at which we prepare and
measure the system, and temporal coarse-graining is required. It would be of great interest
to find a simple path integral implementation of the time averaging that we discussed in this
paper.
3.3 Additional questions
Strongly coupled systems. In using the phrase “coarse-graining” in our perturbative treat-
ment, we implied that we could assign an energy scale to the degrees of freedom we were
tracing out, corresponding to a short distance scale. This makes sense in weakly-coupled
quantum field theories, in which the energy and momenta of single quanta are tied together
and there is some meaning to these single quanta. In strongly-coupled systems, especially
those without quasiparticle excitations, this relation breaks down. It would be interesting
to study our coarse-graining in such examples, either analytically or numerically.
Cosmological perturbations. Primordial non-gaussianities in CMB fluctuations and large-
scale structure measure correlations between quantum fluctuations at different scales, in-
duced by interactions in the inflaton sector. We expect the initial state to have a degree of
quantum entanglement between scales, following the discussions in this paper, which should
help seed the classical correlations one actually observes.
Some discussion of entanglement between scales during inflation appears in [23]. In this
work, the entanglement between short- and long-wavelength modes is used to justify a Lind-
blad equation describing Markovian evolution for the long-wavelength modes, based on an
argument that the Hubble scale sets a natural time scale for the decay of correlations of short-
wavelength modes. It would be interesting to perform a more quantitative, first-principles
analysis of entanglement between scales in some specific model, following the discussion here.
For example, as we have noted, even when correlation functions are essentially local in time,
the dynamics of long-wavelength modes can still fail to be Markovian.
Holographic renormalization. In our setup, the evolution equation for ρ is local on scales
larger than ∆EUV . This is in accord with the discussion of holographic gauge theories
in [34–36,38], in which the Wilsonian effective action of a strongly-coupled field theory was
nonlocal on the scale of the cutoff, reflecting the propagation of excitations into and back
out of the UV region. However, string theory suggests that there are other nongravitational
theories in which the time scale over which excitations are supported in the UV becomes
arbitrarily large. One example is little string theory – in the holographic dual, massless
excitations propagating into the UV region take an infinite time to reach the “boundary”.
This is tied to the exponential (Hagedorn) growth of states at high energies in this theory.
It would be interesting to explore the dynamics of ρIR in this setting.
More generally we would like a more precise understanding of the relationship between
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the framework in this paper and that of Wilsonian renormalization in holographic gauge
theories, in which one “integrates out” a section of the geometry [30, 34–36]. For example,
this could cast an interesting light on black hole entropy. There is evidence that bulk
quantum corrections to the entanglement entropy of quantum fields between the interior
and exterior of a “stretched horizon” outside the black hole are mapped to the Wald entropy
of the black hole, using the renormalized gravitational action (see [71, 72] and references
therein); and there are conjectures that the full Bekenstein-Hawking/Wald entropy of the
black hole can be considered as an entanglement entropy (see for example [73]).
In holographic theories, black holes are dual to high-energy states with thermal behavior.
In closed quantum systems, the Eigenstate Thermalization Hypothesis [74, 75] states that
a class of quantum operators will have expectation values and correlation functions which
appear to be thermal. In many examples, these are local operators supported in a spatial
subregion of the system, and the excited quantum state is strongly entangled between the
subregion and its complement so that the reduced density matrix looks approximately ther-
mal (see [76] for a recent discussion, and further references.) Of course, this is not the only
way to decompose the Hilbert space such that the state is entangled between the compo-
nents. The stretched horizon appears at some radius in the AdS-black hole geometry, whose
value should be dual to some scale in the field theory dynamics. Studying entanglement
between degrees of freedom at different scales could shed light on this system.11
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Appendices
A Relation to and differences from Wilsonian renor-
malization
Textbook treatments of Wilsonian renormalization explicitly disentangle IR and UV de-
grees of freedom via a change of variables. This point of view is important for computing
the low-energy spectrum and the S-matrix of asymptotic states with low energies and long
wavelengths. Below we contrast this approach with the work in this paper.
A.1 Path integral approach
The standard discussion of Wilsonian renormalization (cf. [41, 77]) begins with a Euclidean
path integral
Z =
∫
Dφ(x)e−SΛ0 [φ] (79)
for a field theory with UV cutoff Λ0. One breaks up φ(x) into φ = φs +φf , where the “slow”
fields φs are supported on Euclidean momenta |k| < Λ and the “fast” fields φf are supported
on Euclidean momenta Λ < |k| < Λ0. We coarse-grain the theory by integrating over φf to
find
Z =
∫
Dφse
−SΛ[φs] (80)
For long-wavelength questions, we can work with this latter presentation.
When Z represents the partition function in a classical equilibrium statistical physics
problem, the interpretation is clear: SΛ will represent the spatially coarse-grained classical
Hamiltonian of the system. If we want to compute equal-time correlators in the analytical
continuation to real-time, we need to impose periodic boundary conditions in the integral
over the high frequencies, while fixing the IR modes on two sides of a cut in time [7]. This
yields an effective action and an associated density matrix that can be used to compute equal
time correlation functions. But when Z represents the quantum-mechanical vacuum-vacuum
transition amplitude computed via Euclidean continuation, the decimation procedure above
fixes both the initial and final state of the short-wavelength degrees of freedom. For the
inclusive finite-time probabilities discussed in the introduction, this procedure is not appro-
priate, beyond the leading order in a Born-Oppenheimer approximation. Note that when
describing scattering of initially well-separated particle states into final states of the same
form, the interactions are effectively inoperative at early and late times, and the assumption
that the short-distance modes are in their ground state is essentially correct. This standard
treatment is designed to produce transition amplitudes between initial and final asymptotic
states where only the low energy modes are excited. By contrast, we are interested in finite-
time questions for states that have UV-IR entanglement, including the natural ground states
of interacting theories, and states produced by the action of coarse-grained operators.
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For the inclusive finite-time questions we are discussing in this paper, the decimation
procedure is best applied to spatial momenta, in the real-time path integral developed by
Feynman and Vernon [52] for density matrices. In this case, the analog of the Wilsonian
effective action will include terms describable as a renormalized Hamiltonian, together with
a nontrivial “influence functional” which encodes the time development of entanglement
between the IR and UV degrees of freedom. We discuss this in Appendix §D.
A further issue arises from the fact that higher-derivative interactions are generically
induced. These will include terms that are functions of φ¨s and higher derivatives still, arising
from nonlocalities on the scale of the running cutoff.12 In general, the Wilsonian action SΛ
will not have an interpretation as an action that can be derived from the Legendre transform
of a Hamiltonian, unless one adds Stu¨ckelberg fields. Such a procedure amounts to adding
the short-distance degrees of freedom back in. The interpretation of these higher-derivative
terms is clear in the holographic picture of Wilsonian renormalization [36]: they reflect the
fact that the IR degrees of freedom comprise an open quantum system, and that there are
memory effects on the time scale of the UV dynamics.
A.2 Hamiltonian approach
There is an alternative literature on Hamiltonian approaches to renormalization, pioneered
originally by Wilson [39,40], and applied first to a model of pion-nucleon scattering and later
to the Kondo problem, implemented by a successive diagonalization of degrees of freedom
with a hierarchy of energy scales. In these models the degrees of freedom of some quantum
field are coupled through a localized defect. At each step one diagonalizes the Hamiltonian
of the high energy degrees of freedom coupled to the defect, and works in the ground states
of these degrees of freedom. This diagonalization mixes the (iso)spin states of the defect
with excitations of the high-energy modes of the quantum field: at each step, the low-energy
spin degree of freedom becomes more delocalized.
Variants for interacting quantum fields (without a defect) can be found in, for example,
[42,78]. In [42] one removes divergences by making a transformation to “band-diagonal” form
in which the Hamiltonian has no matrix elements between states with an energy difference
larger than some value. In [78] one implements partial diagonalization of the Hamiltonian
by removing only the matrix elements between the IR band and the high energy degrees of
freedom.
As in Wilson’s work, the goal of the Hamiltonian approach to renormalization is to extract
the spectrum. To do so, we reorganize the theory in terms of effective low-energy degrees of
freedom where the original low-frequency components of the Hilbert space are appropriately
dressed by the high-frequency components so as to partially diagonalize the Hamiltonian
between the UV and the IR. If one is studying thermodynamics at low temperatures, or
the dynamics of quasiparticles built from the renormalized variables, the low-energy Hilbert
space can be treated as a closed quantum system. Similarly, such an approach is also
appropriate for S-matrix elements of well-separated particles. In this case, the initial state
lies in the low-energy Hilbert space, and the final state will as well. In this way, if one studies
12A related discussion, which partially inspired this paper, can be found in [7].
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the scattering into final states of well-separated particles (or low-energy bound states), one
can work entirely within the closed quantum system of the low-energy Hilbert space.
The calculations we described in this paper, however, assume that measuring devices
couple to the bare variables with some finite spatial resolution, and that measurements
are made at finite time. In this setting, low- and high-momentum modes cannot be easily
separated, and thus the measurable degrees of freedom form an open quantum system.
A.3 Born-Oppenheimer approximation
Our treatment of long-wavelength modes is closest to the Born-Oppenheimer approximation.
In textbook form [43,79], one separates the quantum mechanical degrees of freedom into “fast
variables” Y and “slow variables” x. To implement the approximation, one considers the
case that eigenstates of x form a (possibly overcomplete) basis of the Hilbert space described
by the slow degrees of freedom, and considers Hamiltonians of the form
H = Hx +HY (x) (81)
For example, x could be the positions of heavy nuclei, and Y the positions of electrons
moving in the backgrounds of these nuclei.
Consider x to take some frozen value and treat it as a background field. Then the Hilbert
space of the “fast” degrees of freedom can be written in eigenstates |n, x〉
HY (x)|n, x〉 = En(x)|n, x〉 (82)
Let ∆Ex, ∆EY (x) be the gap between eigenvalues of Hx, HY (x). The simplest version of
the Born-Oppenheimer approximation works when ∆EY ∼ En(x)−Em(x) ∆Ex, for all x
where the wavefunction of the slow degrees of freedom has appreciable support. Let E0(x)
be the instantaneous ground state. One can write the general wavefunction as:
|Ψ(t)〉 =
∫
dx′ ψ(x′, t) |x′〉x|0;x′〉Y +
∑
n>0
∫
dx′ δψn(x, t) |x′〉x|n;x′〉Y . (83)
where the subscripts x and Y on the kets indicate states in the“slow” and “fast” Hilbert
spaces labeled by the indicated quantum numbers, while ψ and δψn are the weights of the
linear combination defining the full state. A state like |n, x′〉Y indicates that the “fast” modes
Y are in an energy eigenstate of HY (x
′) with quantum number n. This “fast” eigenstate
depends on the“frozen” value x′ of the slow variable through the dependence in HY (x′).
Meanwhile |x′〉x indicates a state in the “slow” Hilbert space indexed by the slowly changing
value x′.
To lowest order in the Born-Oppenheimer approximation ∆Ex/∆EY  1, the leading
n = 0 term satisfies the time-dependent Schro¨dinger equation with effective Hamiltonian
Heff = Hx +HBerry + E0(x) (84)
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where HBerry are the additional terms induced by Berry’s phase [43, 80, 81].
13 In this ap-
proximation, the reduced density matrix for the slow degrees of freedom can be written
as
ρIR =
∫
dx′dx′′ψ0(x′)ψ∗0(x
′′) trY [ |x′〉x |0;x′〉Y Y 〈0, x′′| x〈x′′| ] . (85)
This describes a mixed state if F(x′, x′′) = trY [|x′, 0〉Y Y 〈x′′, 0|] is not factorizable in x′ and
x′′. Nonetheless, its evolution is unitary, with Hamiltonian Heff , in this approximation. The
failure of unitarity – that is, the status of the IR degrees of freedom as an open quantum
system – will appear at higher orders in the Born-Oppenheimer approximation, for finite-
time processes. This includes processes like recoil of the heavy degrees of freedom. This has
been discussed in the classical limit of the IR degrees of freedom in [46, 47]; corrections to
the leading adiabatic limit lead to friction and dissipation.
This framework is essentially what we desire. However, we are interested in the more
general case of systems for which the coupling between IR and UV degrees of freedom cannot
be simply expressed in terms of an IR operator which can be diagonalized. An example of
this is the Hamiltonian for two coupled spins,
H = −µLBSzL − µHBSzH + λ~SL · ~SH (86)
where µL  µH , and the total spin ~S2L/~2 = jL(jL + 1) is not too large. There is no basis
which diagonalizes ~SL. On the other hand, for jL  1, or for long-wavelength modes in a
spin chain, there is a semiclassical limit in which the spin can be treated as a semiclassical
variable.
B Entangled initial states
When the initial state is entangled between the UV and IR, evolution of the IR density
matrix is harder to characterize. (See sec. 4 of [63] for a preliminary discussion of this case.)
Let us consider the specific initial state
|Ψ(0)〉 = 1√
2
(|χ〉|u1〉+ |ζ〉|u2〉) (87)
where |u1,2〉 are eigenstates of HUV with eigenvalues E1,2, and |χ〉, |ζ〉 are states in HIR which
we will take to be linearly independent. The initial density matrix is
ρ(0) =
1
2
(|χ〉〈χ|+ |ζ〉〈ζ|) (88)
As we will see, the complication will arise because each term will evolve differently, in a
fashion dependent on the UV eigenstates they are coupled to. At zeroth order in λ, the
13In the case that there are N near-degenerate eigenstates with energies close to E0, ψ0 is replaced by an
N -component wavefunction, with a non-Abelian U(N) Berry’s phase [82].
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density matrix is simply
ρ(0)(t) =
1
2
e−iHIRt (|χ〉〈χ|+ |ζ〉〈ζ|) eiHIRt
=
1
2
(|χ(t)I〉〈χ(t)I |+ |ζ(t)I〉〈ζ(t)I |) (89)
where |ψ(t)I〉 = e−iHIRt|ψ(0)〉. ρ(0)(t) evolves by Hamiltonian evolution, i~∂tρ(0)(t) =
[HIR , ρ
(0)(t)].
At first order in λ, a calculation identical to those of section 2 yields:
i~∂tρ(1)(t) = [HIR, ρ(1)(t)]
+[V11, |χ(t)I〉〈χ(t)I |+ [V22, |ζ(t)I〉〈ζ(t)I |]
+[V12e
−iE21t, |ζ(t)I〉〈χ(t)I |+ [V21eiE21t, |χ(t)I〉〈ζ(t)I |]
(90)
where Vij = 〈ui|V |uj〉, and E21 = E2 − E1 ∼ EUV . There is no obvious sense in which the
evolution is Markovian.
The time averaging of the first-order evolution equation (90) is straightforward – we
simply drop the final line, which oscillates rapidly at a time scale of order 1/EUV . The
resulting equation is:
i~∂tρ(t) = [Heff,1,
1
2
|χ(t)〉〈χ(t)|] + [Heff,2, 1
2
|ζ(t)〉〈ζ(t)|] (91)
where
Heff,i = HIR + 〈ui|V |ui〉 (92)
This is not a Hamiltonian evolution.
C UV-IR entanglement
Having computed the density matrix, we can ask how entangled the systems become with
time. The most robust quantity to compute is the von Neumann entropy
S(t) = −Trρ(t) ln ρ(t) (93)
This can be difficult to compute in practice. A simpler set of quantities to calculate are the
Re´nyi entropies for ρ(t):
Sn(t) = − ln Trρ
n(t)
n− 1 . (94)
If the resulting expression yields a smooth n → 1 limit, one may use these to compute the
von Neumann entropy.
We must take some care computing S in perturbation theory, due to the logarithm. If the
unperturbed density matrix has zero eigenvalues and the perturbation is sufficiently generic,
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we expect the full density matrix to have eigenvalues that scale as λp. Thus, there will be
terms that scale as λp lnλ in the von Neumann entropy, and perturbation theory will break
down: this fact was discussed in [7]. While the Re´nyi entropies for fixed integer n > 1 can
have good analytic expansions in λ, it is straightforward to see that the λ→ 0, n→ 1 limits
will not commute. For a simple example, consider the density matrix
ρ =
(
1− aλ 0
0 aλ
)
(95)
For which
Sn = − 1
n− 1 ln [(1− aλ)
n + (aλ)n)]
=
1
n− 1 ln
[(
1− aλ)e(n−1) ln(1−aλ) + (aλ)e(n−1) ln(aλ))] (96)
Note that in the cases we are studying, these entropies capture both the degree to which
the initial IR density matrix is in a mixed state, as well as any entanglement that arises from
time evolution of the coupled system. Therefore, the most interesting question for us is the
evolution of these quantities with time. Focusing on the Re´nyi entropies with integer n (so
that we are sure to work with well-defined quantities), we find:
dSn(t)
dt
=
in
n− 1
Tr[ρn−1(t)i∂tρ(t)]
Trρn(t)
(97)
If we insert (12), the contributions from Heff will vanish, due to the cyclicity of the trace,
so that:
dSn(t)
dt
=
in
n− 1
Tr[ρn−1(t)Γ(t)]
Trρn(t)
(98)
Thus we see that the non-Hamiltonian components of the time-evolution specified by Γ in
(12) are precisely responsible for producing UV-IR entanglement as time passes.
Let us focus on the particular case that the initial IR state is an energy eigenstate |i〉
of the IR Hamiltonian, and work to O(λ2). Since Γ is nonvanishing only at O(λ2), we can
evolve ρ(t) with HIR alone, and it will remain pure. Therefore we can replace ρ
n−1 → ρ for
n > 1. Then, using our known expressions for Γ, we find:
dSn(t)
dt
=
2n
n− 1
∑
u6=u¯,j¯ 6=i¯
sinωu¯u,¯ij¯t
ωu¯u,¯ij¯
|〈u¯, i¯|V |u, j¯〉|2
S(t) =
∫ t
0
dt′
dSn(t
′)
dt
=
2n
n− 1
∑
u6=u¯,j¯ 6=i¯
1− cosωu¯u,¯ij¯t
ω2
u¯u,¯ij¯
|〈u¯, i¯|V |u, j¯〉|2
S(t) =
2n
n− 1
∑
u6=u¯,j¯ 6=i¯
1
ω2
u¯u,¯ij¯
|〈u¯, i¯|V |u, j¯〉|2 (99)
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The Re´nyi entropies thus vary on the time scale of the UV degrees of freedom. Note that
Sn(t) ≥ 0 always: thus the time average is nonvanishing and also time-independent (because
the oscillations are at the UV timescale and the IR state is an eigenstate of the unperturbed
Hamiltonian).
D Path integral formalism
The time evolution of the reduced density matrix has a path integral formalism going back
to Feynman and Vernon [52,53], which points to an avenue for a systematic computation of
higher-order corrections. Related results appear in the literature (see [45] for a discussion
and references).
Many readers may be familiar with this formalism in the context of quantum Brownian
motion [51] and quantum dissipation [44,83,84]; the coupled oscillator model (54) is a classic
example to which this formalism has been applied. As we discussed in §3.4.2, the “bath” of
oscillators x` in these models contains a continuum of oscillators down to low frequencies,
with a spectrum designed so that energy is dissipated into the bath without returning to the
observed system over the lifetime of the experiment. Furthermore the bath is typically taken
to be at finite temperature. In our discussion, the “bath” consists of degrees of freedom with
high frequencies, which are generally in the ground state at leading order in λ.
D.1 Review of the influence functional
We wish to compute the density matrix starting with some known state |0〉 of the full system
that evolves forward in time. The density matrix should express the probability that the
final IR state is |ψ〉. This can be written as:
Pψ =
∑
u
〈u|〈ψ|U(t, 0)|0〉〈0|U(t, 0)†|ψ〉|u〉 (100)
The amplitude 〈u|〈ψ|U(t, 0)|0〉 can be expressed as a path integral with the boundary condi-
tions at times 0, t integrated against the wavefunction for |0〉, 〈u|〈ψ|. Similarly, the amplitude
〈0|U(t, 0)†|ψ〉|u〉 would be represented as the complex conjugate of this path integral: when
the system enjoys time reversal invariance, this can be described in terms of paths prop-
agating backwards in time. The result is a path integral over paths moving forward then
backwards in time, with the UV degrees of freedom at t set equal and summed over. This
is reminiscent of the Schwinger-Keldysh formalism for “in-in” expectation values [85–88]:
indeed, if one was to sum the above expression over all final states, one would arrive at the
path integral expression for such expectation values.
To make this discussion more explicit, consider a system for which HIR describes the
states of a particle with position X, and HUV the states of a particle with position x. We
consider an action of the form:
S[x,X] = SU [x˙, x] + SI [X˙,X] + δS[x,X] (101)
33
where we write the interaction δS in the form
δS[x,X] = −λ
∑
a
∫ t
0
dt′OUVa ΦIRa = −λ
∑
a
∫ t
0
dt′Oa[x]Φa[X] (102)
We are assuming the interaction term depends on the coordinates only and not on the
velocities; thus the correction to the action is minus the correction to the Hamiltonian. We
have factored out a small dimensionless parameter λ 1 to better organize a perturbative
treatment of the system. As in the previous section, we also assume that the initial state of
the system can be described by a factorized density matrix
σ(x,X; y, Y ; t = 0) = ρIR(X, Y ; 0)ρUV (x, y; 0) (103)
The density matrix for the IR degrees of freedom X is:
ρ(X, Y, t) =
∫
dX ′dY ′J(X, Y, t;X ′Y ′, 0)ρIR(X ′, Y ′, 0) ,
J(X, Y, t;X ′Y ′, 0) =
∫ Y (t)=Y ;X(t)=X
Y (0)=Y ′;X(0)=X′
DXDY e i~SI [X]− i~SI [Y ]F [X(t), Y (t)] ,
(104)
where ρIR is the initial density matrix for the IR degrees of freedom, and the influence
functional
F [X(t), Y (t)] =
∫
dx′dy′dxρUV (x′, y′, 0)
×
∫ y(t)=x;x(t)=x
y(0)=y′;x(0)=x′
DxDye i~SU [x]− i~SU [y]+ i~ δS[x,X]− i~ δS[y,Y ]
(105)
contains the dependence on the initial state of the UV degrees of freedom, as well as the
interactions between the UV and IR degrees of freedom. We will now pass to computing F
to order O(λ2).
D.2 Perturbation theory for the influence functional
We expand (105) to second order in δS[x,X]− δS[y, Y ] to find
F [X, Y ] = F (0) + λF (1)[X, Y ] + λ2F (2)[X, Y ] (106)
using the representation (102). Up to first order, we find
F (0) = 1
F (1) = −i
~
∑
a
∫ t
0
dt′〈OIa(t′)〉 (Φa[X]− Φa[Y ])
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where
〈OIa(t′)〉 ≡ TrUV
(OIa(t′)ρUV (0)) = TrUV (OIa(t′ − t)ρUV (t)) ≡ 〈OIa(t′ − t)〉t (107)
The superscript I denotes the interaction picture, and ρU(t) evolves as
i∂tρUV (t) = [HUV , ρUV (t)] (108)
in this expression.
The second order correction is:
F (2) = − λ
2
2~2
∑
a,b
∫ t
0
dt′dt′′P Fa,b(t
′, t′′)ΦIa[X(t
′)]ΦIb [X(t
′′)]
− λ
2
2~2
∑
a,b
∫ t
0
dt′dt′′P˜ Fa,b(t
′, t′′)ΦIa[Y (t
′)]ΦIb [Y (t
′′)]
+
λ2
~2
∑
a,b
∫ t
0
dt′dt′′PWa,b(t
′, t′′)ΦIa[X(t
′)]ΦIb [Y (t
′′)] . (109)
where
P Fa,b(t
′, t′′) = Tr
UV
T (OIa(t′)OIb (t′′))ρUV (0) , (110)
P˜ Fa,b(t
′, t′′) = Tr
UV
T˜ (OIa(t′)OIb (t′′))ρUV (0) , (111)
PWa,b(t
′, t′′) = Tr
UV
OIa(t′)OIb (t′′)ρUV (0) , (112)
and T˜ denotes time anti-ordering. Note that the time-ordered two-point function, the anti-
time-ordered two-point function, and the Wightman function appear for essentially the same
reason that they do in the Schwinger-Keldysh formalism for in-in expectation values. Finally,
note that all of the operators should be understood as being in the interaction picture.
At O(λ2), we can exponentiate the O(λ) term, to arrive at:
F = eλF(1)
(
1 + λ2F˜ (2)
)
+O(λ3) (113)
The effect is to shift P F , P˜ F , and PW to GF , G˜F , GW , where
GF,Wa,b (t, t
′) = P F,Wa,b (t, t
′)− 〈Oa(t)〉〈Ob(t′)〉 (114)
and G˜F = (GF )∗ as before.
D.3 Relating the influence functional to the master equation
If we insert (113) into (104), F (1) can clearly be absorbed into a shift in the action of the
form
δS(1)[X] = −
∫ t
0
dt′0λ〈Oa(t′)〉Φa[X(t′)] (115)
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As a shift in the Hamiltonian, this is identical to the result (21) derived via operator methods,
if the initial state of the UV degrees of freedom is the pure state |u¯〉.
Next, by taking the time derivative of (104) using (113), we can write the master equation
to this order in terms of UV Green functions:
i∂tρ
(2)(t) = [HIR, ρ
(2)] + [H(1), ρ(1)]
+iλ
∫ t
0
dτ GWab (τ, t) Φb(0)ρ
(0)(t) Φa(τ − t)
+iλ
∫ t
0
dτ GWab (t, τ) Φb(τ − t)ρ(0)(t)Φa(0)
−iλ
∫ t
0
dτ GWab (t, τ) Φa(0)Φb(τ − t) ρ(0)(t)
−iλ
∫ t
0
dτ GWab (τ, t) ρ
(0)(t)Φa(τ − t) Φb(0) (116)
This can be written in the form (12,13) if we write Lk = Lam, m ∈ {1, 2}, and set
ham;bm′ = λ
2δab|m−m′|
La1 = Φa(0)
La2 =
∫ t
0
dτ GWab (t, τ)Φb(τ − t) (117)
(where again τ is a complex parameter which factors out of the master equation, but is
included so that Lai all have the same dimension).
14 Finally, the operators in (12) then
become:
H(2) = i
∫ t
0
dτ
(
GWab (τ, t)Φa(τ − t)Φb(0)−GWab (t, τ)Φa(0)Φb(τ − t)
)
A(2) =
∫ t
0
dτ
(
GWab (τ, t)Φa(τ − t)Φb(0) +GWab (t, τ)Φa(0)Φb(τ − t)
)
γ(2) = i
∫ t
0
dτ
(
GWab (τ, t)Φb(0)ρ
(0)(t)Φa(τ − t) +GWab (t, τ)Φb(τ − t)ρ(0)(t)Φa(0)
)
(118)
A calculation shows that these expressions are equivalent to those in Sec. 2.
D.4 Criteria for Markovian behavior
The expressions for H(2), A(2), and Γ(2) above indicate a necessary condition for time-local,
Markovian evolution, namely that GWab (the unordered Wightman function) falls off rapidly
for |τ − t| ≥ δt. In typical quantum systems, this requires (see for example [89,90]):
14Note that if we were able to assume that GWab ∝ δ(τ − t), these results would be consistent with Eq.
(2.4-2.5) of [23].
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• The operators O should have matrix elements between the initial UV state |u〉 and a
set of UV energy levels that are finely spaced by the inverse of a time scale tP much
larger than the scale of the experiment; at scales of order tP one expects quasiperiodic
behavior characteristic of Poincare´ recurrences.
• The matrix elements of O contributing to the correlation function should have a fi-
nite width Γ in energy, leading to exponential falloff at a time scale Γ−1. For finite-
temperature correlators, where the Boltzmann factor cuts off large-energy states, this
may be of order the inverse temperature.
Local correlators alone are not sufficient to guarantee behavior that is Markovian in the
strict sense of the dynamical map being divisible. As an example, for a Brownian particle
coupled to a spectrum of harmonic oscillators at finite temperature TB [51], correlators fall
off on a time scale of order T−1B . However, even on time scales long compared to T
−1
B , the
master equation fails to be Markovian up to a term scaling as γ/TB (see §3.6.2 of [45]), where
γ controls the spectral density of the oscillators and sets the time scale for relaxation of the
IR system. For zero-temperature dynamics there is even less reason for Markovian dynamics
to emerge. Since our model two-scale systems do not satisfy the above assumptions, we do
not expect Markovian behavior.
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