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Abstract—With the increasing popularity of social media and
smart devices, the face as one of the key biometrics becomes
vital for person identification. Amongst those face recognition
algorithms, video-based face recognition methods could make use
of both temporal and spatial information just as humans do to
achieve better classification performance. However, they cannot
identify individuals when certain key facial areas like eyes or nose
are disguised by heavy makeup or rubber/digital masks. To this
end, we propose a novel deep spiking neural network architecture
in this study. It takes dynamic facial movements, the facial muscle
changes induced by speaking or other activities, as the sole input.
An event-driven continuous spike-timing dependent plasticity
learning rule with adaptive thresholding is applied to train the
synaptic weights. The experiments on our proposed video-based
disguise face database (MakeFace DB) demonstrate that the
proposed learning method performs very well - it achieves from
95% to 100% correct classification rates under various realistic
experimental scenarios.
Index Terms—Deep learning, spiking neural network, event-
driven STDP, continuous learning, video-based disguise face
recognition.
I. INTRODUCTION
FACE is a vital biometric for person identification. Dueto the satisfying recognition performances, the face
biometrics-based identification systems are becoming ubiqui-
tous, i.e. the Face ID unlocking mechanism of the iPhone X or
the electronic passports allowing the automatic verification of
traveller identity. However, such systems can only work well
under relative constraint circumstances and are vulnerable for
suspicious anti-surveillance behaviours. For instance, the face
unlocking schemes used in current smart devices, under some
common applying circumstances, cannot recognize the owners
if they wear certain necessary disguises (such as respirator
masks or specific sun-glasses). For public safety, many law
enforcement agencies need to scan faces from the surveillance
footages. However, the suspects can easily fool the current
face biometrics-based identification systems by simply wear
different disguise accessories, such as mask, hat or sun-glasses.
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The failure of identification could potentially jeopardize the
public safety.
To address those issues, various disguise face recognition
methods are proposed [1], [2], [3], [4]. However, they are
solely applied for still images and only incorporate spatial
facial features, which are not enough for the current infor-
mation age, especially when social media and smart devices
are widely used. In contrast, several video-based face recog-
nition (VFR) methods [5], [6], [7], [8] are proposed by us-
ing spatiotemporal facial features. Unfortunately, all methods
mentioned above require the authentic context information
around certain facial key-points, which are often hard to
obtain in the disguised scenarios. They would not work or
perform poorly if some of the key contextual information are
missing. For instance, to perform disguise face identification,
[4] needs to first detect 14 facial key-points. However, the
10 key-points required around eyes can be easily covered
by wearing a black sun-glass. Even though it is possible to
apply additional compensation strategy to approximate the
key-points, the recognition performance would be greatly
devastated. Moreover, the challenging disguise variations are
not considered by current video face datasets, such as CMU
MoBo [9], Honda/UCSD [10] or YouTube Faces DB [11].
Instead of relying on the local facial context information,
in this paper, a novel identification paradigm is proposed by
combining the deep learning models with the global dynamic
facial movements. Here, the global dynamic facial movements
represent the facial muscle changes induced by talking or
other activities, and the deep learning model could apply a
spiking neural network (SNN) architecture or a conventional
convolutional neural network (CNN) framework. It is known
that one is hard to mimic other’s subconscious actions such
as facial muscle changes [12]. The proposed identification
paradigm could still recognize the disguised individuals even
some key facial context information are missing.
To balance the identification performance and the processing
speed, instead of using the existing CNN models, we propose a
novel deep SNN framework in this paper. It takes the dynamic
facial movements as the sole input and uses the differential
video frames [13], [14] to characterize them. However, such
simple linear operation is not enough to substantially reduce
the huge data redundancy of the input visual stimuli, which
implies that there are large volumes of intra-class variations
within the dynamic facial movements. Since ventral stream
could extract complex abstractions from its lower layers and
reduce the related intra-class variances [15], a deep feature
2extracting architecture simulating ventral stream is applied to
obtain the desired feature vectors in this paper. Via the pro-
posed spiking encoding scheme, the above feature vectors are
further converted into spiking pattern sequences so that they
can be trained by an event-driven continuous STDP learning
rule. Besides, an adaptive thresholding strategy is also applied
to achieve a stable learning procedure. The proposed video-
based disguise face recognition (VDFR) method could still
identify the individual even certain facial areas are disguised.
Experimental results on the newly created video face database
MakeFace DB demonstrate that it achieves very satisfying
performances - from 95% to 100% correct classification rates
under various realistic experimental scenarios.
The outline of this paper is summarized as follows: Section
II presents related work and the framework of the proposed
method is introduced in Section III. Section IV elaborates
the neuron model and the learning method. The experimental
results and discussions are illustrated in Section V, Section VI,
respectively. Finally, Section VII concludes this paper.
II. RELATED WORK
As far as we know, the current disguise face recognition
methods [1], [2], [3] are designed solely for still images.
Typically, given the related facial patches, intensity and texture
encoder (ITE) or principal component analysis (PCA) are often
applied to produce the associated feature vectors. Furthermore,
local binary pattern (LBP) or support vector machine (SVM)
are generally employed to classify different individuals.
Instead of only using spatial facial features like the above
algorithms, the video-based face recognition methods [5], [6],
[7], [8] incorporate associated temporal features. Unfortu-
nately, the ideal face frames, in real-world scenarios, are often
hard to obtain since one may wear heavy makeup or even use
rubber/digital mask to disguise oneself. Such scenarios present
huge challenges for the current VFR methods as it becomes
extremely hard to capture the required feature vectors.
Deep learning models, especially CNN architectures, are
widely applied to various applications in recent years. In
[16], the authors introduce a novel CNN model to efficiently
implement a multi-scale and sliding window approach. To
obtain a deeper network with better generalization capability,
[17] incorporates a micro neural network with more complex
structures and [18] extends the knowledge distillation approach
to allow the training of a student that is deeper and thinner
than the teacher.
Unlike the conventional deep learning models, various SNN
models [19], [20], [21], [22], [23], [24] are proposed during
the last decade to investigate the spatiotemporal information.
Within these SNN models, different learning methods are used
to learn the synaptic weights, such as back propagation (BP)
algorithm [24], Tempotron rule [23] or STDP learning method
[20]. Among all current learning methods, STDP is widely
believed that it underlies learning and information storage
in the brain, as well as the development and refinement of
neuronal circuits during brain development [25], [26]. It is
shown to have several interesting computational capabilities,
such as enabling the neurons to detect hidden causes of their
Fig. 1: Schematic diagram of the proposed feed-forward SNN.
The input are the video clips from the MakeFace DB and
the output are the spikes fired by the neurons within the
output layer. The input video clip belongs to a certain class
if its related map in the output layer fires a spike first. For
better viewing, the lateral inhibition connections in the spiking
pattern learning layer are not included.
inputs [27] or performing dimensionality reduction on their
inputs [28]. The feasibility and efficiency of using STDP as
learning methods in SNNs are demonstrated in our previous
works [29], [30], [31], [32], in which [32] provides a prototype
for the proposed VDFR method.
Inspired by the biological retina, a novel frame-free event-
driven dynamic vision sensor (DVS) is devised in recent
years, which generates asynchronous address events (spikes)
that signal scene reflectance changes at the times they occur.
Various methods [33], [34], [23] are proposed to address
different applications in real-time by using such asynchronous
address events. For instance, [34] proposes an event-driven
CNN model to quickly recognize rotating human silhouettes
or high speed poker card symbols. [23] introduces an event-
driven feed-forward categorization system based on tempotron
classifier, which consumes much less simulation time while
still maintaining comparable performance on several datasets.
III. FRAMEWORK OF THE PROPOSED VDFR METHOD
Motivated by the motion sensitive neuron models [13], [14],
the dynamic facial movements (the facial muscle changes
induced by talking or other behaviors) become the sole input
in this paper. They are generally characterized by the absolute
differential video frames. However, the abundant intra-class
variances within these differential video frames prevent them-
selves from accomplishing the VDFR applications. To reduce
these intra-class variances, a deep SNN architecture simulating
ventral stream is proposed in this paper. Ventral stream is
capable of extracting different level of features [15], which are
invariant for various transformations [35]. As demonstrated in
Fig.1, the proposed hierarchical feed-forward SNN framework
3Fig. 2: Two adjacent video frames and their corresponding
dynamic movements. For better viewing, the dynamic move-
ments are processed by Min-Max normalization.
consists of five layers, in which each layer will be elaborated
in the following subsections, respectively.
A. Dynamic Movements Extracting Layer
For the current VFR methods to work properly, the first and
most important requirement is that they can extract different
feature vectors from the input video frames. To fulfill this
requirement, certain areas within the face need to be visible.
However, within the VDFR applications, such areas are more
likely to be covered by other objects, such as sunglasses
or masks. It is known that one is hard to mimic other’s
subconscious actions such as facial muscle changes [12].
In this paper, the dynamic facial movements are used to
differentiate different individuals.
To capture the dynamic facial movements, the subjects
would be asked to speak during recording and the absolute
differential video frames dI(x, y, t)n/dtn are applied to char-
acterize such dynamic facial movements:
dIn(x, y, t)
dtn
=
∣∣∣∣dIn−1(x, y, t)dtn−1 − dIn−1(x, y, t− 1)dtn−1 )
∣∣∣∣ (1)
where I(x, y, t−1) and I(x, y, t) depict two consecutive input
video frames in time domain. For efficiency, in this paper, n
is set to 1 and the corresponding absolute differential video
frame dI(x, y, t)/dt or I
′
(x, y, t) is computed as follows:
I
′
(x, y, t) =
dI(x, y, t)
dt
= |(I(x, y, t)− I(x, y, t− 1))| (2)
Fig.2 demonstrates two adjacent video frames and their
corresponding dynamic movements (applied Min-Max normal-
ization for better viewing).
B. High Level Feature Extracting Layer
Due to their intrinsic intra-class variations, the dynamic
facial movements cannot be directly used to classify the
individuals. A high level feature extracting layer is required to
obtain the balanced feature vectors in terms of invariance and
distinguishability [36]. Various computational models [37],
[38], [39], [40] are available to fulfil the above requirement,
and most of them are inspired by visual cortex. For instance,
[37] proposes a feed-forward HMAX model and obtains
Fig. 3: The base computational model in [40] includes 5 layers
with each constructs from the preceding layer via alternating
between template matching and maximum pooling operations,
except the first layer. Here, d is the number of elements in a
C2 feature vector while ⊗ represents the template matching.
satisfying results on several datasets; Motivated by the sim-
ple/complex cells [41] in the primary visual cortex V1, [38],
[39] build a feature extracting model by alternating between
a template matching and a maximum pooling operation; [40]
further incorporates sparsity constraints and local intermediate
abstractions into the above model, and obtains quite satisfying
performances accordingly.
Inspired by the base computational model (as demonstrated
in Fig.3) in [40], a GPU-based cortical network simulator
(CNS) [42] is applied to construct the high level feature
extracting layer used in this paper. It includes five feed-forward
sub-layers, which are briefly introduced in the following
subsections:
1) Input image layer: We first convert the input image into
a grayscale one, and then resize it so that the shorter edge
equals to 140 pixels, while retaining the same aspect ratio
as the input image. The ultimate aim is to build an image
pyramid I
′
(x, y, t)σ containing 10 scales with each a factor
of 21/4 smaller than the last, in which σ is the scale.
42) Gabor filter (S1) layer: In this layer, Gabor response
Fσ,θ(x,y) is employed to mimic simple cell in primary visual cor-
tex V1, where (x, y) represents the location, σ the scale and θ
the orientation. Here, four orientations (0o, 45o, 90o, 135o) are
selected. For an input image I
′
(x, y, t)σ , the Gabor response
is computed as follows:
Fσ,θ(x,y) = exp
(
−
(
x20 + γ
2y20
)
2σ2
)
× cos
(
2pi
λ
x0
)
, s.t.
x0 = xcosθ + ysinθ; y0 = −xsinθ + ycosθ
(3)
where γ is the aspect ratio, λ the wavelength, x0 and y0
the coordinates after rotating θ. We select the identical Gabor
filter size (11 × 11) for all scales and normalize these Gabor
responses to prevent the impacts of varying illumination.
3) Local invariance (C1) layer: Similar to the complex
cells in V1, the units in C1 layer tend to retinotopically pool
over previous S1 units with the same orientation/scale band.
Given m afferents
(
Fσ,θ(x1,y1), · · ·F
σ,θ
(xm,ym)
)
, the maximum
response rσ,θ(x,y) is used to characterize the related C1 unit:
rσ,θ(x,y) = maxj=1···m
Fσ,θ(xj ,yj) (4)
The C1 unit, given the same position/scale, would only
retain the dominant orientation via applying a lateral inhibition
mechanism among S1/C1 units with different orientations.
4) Intermediate feature (S2) layer: Like [38], we randomly
sample prototype patches (patch means a set of processing
units) from the previous C1 layer as the templates, and then
apply template matching between every possible patch of
C1 units and each of the prototype patches. Essentially, a
prototype patch is a patch of C1 units sampled from a random
position/scale within the previous C1 layer. It has varying sizes
and includes four orientations at each position.
Given a patch of C1 units X and a potential S2 prototype P
(both have the same size of n×n×4 with n ∈ {4, 8, 12, 16}),
we use a Gaussian radial basis function to compute the
corresponding response:
R(X,P ) = exp
(
−‖X − P‖
2
2σ2α
)
(5)
where σ represents the standard deviation and α is a normal-
izing factor for varying patch size. Inspired by the fact that
the neurons tend to prefer certain potential inputs, we can
further reduce the number of inputs for a S2 feature to one
per C1 position by retaining the magnitude of the dominant
orientation and its identity at every position in the patch. This
would improves the generalization capability and ensure the
S2 units more robust to local clutters.
5) Global invariance (C2) layer: Unlike classical HMAX
model [38], we incorporate certain limits into the de facto
global invariance mechanism so that the final C2 features
are not globally invariant to all positions and scales. This is
inspired by the fact that the neurons within visual area V4
and inferior temporal cortex (IT) are known to have limited
receptive fields and do not exhibit global invariance.
Fig. 4: A schematic diagram of ROC coding scheme. The short
horizontal line within the spike part represents the latency of
firing a spike. It can be seen that the spiking time has a inverse
relationship with the intensity of the input visual stimulus.
C. Spiking Encoding Layer
In ventral stream, neurons would fire continuous spiking
pattern sequences after being activated by the successive
inputs. This motivates us to propose a spiking encoding layer
to transform the above analog feature vectors into the con-
tinuous spiking pattern sequences. Essentially, spiking pattern
sequences are series of spiking timings used to represent the
spatiotemporal information of the input analog feature vectors.
From an information-theoretic point of view, the spiking
coding scheme achieves the information format transformation
task.
Traditionally, both spiking rate and specific spiking timings
are considered to convey information about the input stimuli.
However, the former suffers two main drawbacks: 1) the spik-
ing rate would only become meaningful when the processing
time window is long enough, yet [43] shows the mammalian
brain only use a quite short time window (millisecond scale)
to process the input visual stimuli; 2) it is impossible to dif-
ferentiate different input stimuli if incorporating background
noise with the same spiking rate as the input stimulus into the
rate-based SNN [44]. Thus, in this paper, we choose a simple
yet efficient spiking time-based encoding scheme, rank order
coding (ROC) [45], [46], [47], to produce the spiking pattern
sequences. As demonstrated in Fig.4, within ROC, the spiking
time has a inverse relationship with the intensity of the input
visual stimulus. Even though ROC can only generate the first
spike wave, it is enough for further processing in most cases.
Unlike the classical ROC coding scheme, we use absolute
spiking timings, instead of relative firing orders, to represent
the input visual stimuli. This is because various spiking
patterns may share a same relative firing order and we cannot
distinguish these patterns if using classical ROC scheme. The
proposed ROC coding scheme is demonstrated as follows:
t = p(max(r)− r) (6)
where t (with the unit s) represents the corresponding spiking
timing, r a possible C2 feature vector, max(r) the maximum
r value in the receptive field, p ∈ [0, 1] a constant to
specify the actual time span of a spiking pattern. Due to the
normalization, for a given C2 feature vector, the maximum
5(a) One input differential
frame.
(b) Enhanced input differ-
ential frame.
(c) The corresponding spiking pattern.
Fig. 5: A simple example using the proposed ROC encoding
scheme. Given the input differential frame (a), the correspond-
ing spiking pattern (c) can be obtained through high level
feature extracting layer and spiking encoding layer. For better
viewing, (a) is enhanced to (b) using Min-Max normalization.
Fig. 6: One continuous input spiking pattern sequence. For
better viewing, only 14 spiking patterns are included in this
image. The actual continuous sequence contains much more
spiking patterns.
t will be 1s given p = 1. Since a C2 feature vector has
4096 elements, we incorporate 4096 neurons in the spiking
encoding layer so that each neuron can fire at most once
given its corresponding element, as shown in Fig.5. Due to
the limited space, the spiking pattern plot shown in Fig.5
may not be that noticeable. Moreover, [48] shows a versatile
SNN requires continuous stimulus presentation. Therefore, an
intuitive sequential continuous input mechanism is applied to
construct the continuous spiking pattern sequence, as shown in
Fig.6. Note, an interval with time span Ts is inserted into the
two adjacent spiking patterns with identical time span Ti = Ts.
D. Spiking Pattern Learning Layer
Spiking pattern learning layer is vital since, after learning,
the neurons within this layer would become selective to
Fig. 7: The learning results of one continuous input spiking
pattern sequence.
different input spiking patterns. Such selectivity is essentially
obtained from the learned efficiency matrix. Specifically, it
is initialized to random values within a predefined range and
gradually converges over the learning procedure. The learned
efficiency matrix (selectivity) is then applied to distinguish
different individuals in the testing period.
To obtain the above selectivity, a specific competitive learn-
ing method - soft winner-take-all (WTA) - is applied in this
paper. It incorporates lateral inhibition connections into the
spiking pattern learning layer so that the neuron fires the first
spike would inhibit other neurons within the same layer. In
the spiking pattern learning layer, each neuron map contains
k neurons, which correspond to k possible sub-classes. Each
neuron is connected to all neurons within the spiking encoding
layer. The specific learning method used in this paper will be
introduced in the following section. Fig.7 shows the learning
results of one continuous input spiking pattern sequence.
E. Output Layer
Since the above spiking pattern learning layer is only
capable of providing decisions for separate video frames, we
still need an output layer to fuse those decisions so that the
input video can be classified ultimately. From this perspective,
the output layer can be considered as a decision fusion hub.
Specifically, for each possible class, a specific neuron map
is added in the output layer. Unlike the above spiking pattern
learning layer, only one neuron is incorporated into the related
map and it only connects with the associated neurons within
the previous layer. Besides, the membrane potential would be
increased without any reducing when activated by the pre-
synaptic spikes. The input video would be recognized as the
class if the neuron within the related map fires a spike first.
A simple solution could be counting the number of times a
neuron has been activated by the input video frames. If the
number reaches a predefined threshold, the input video would
be classified as that specific class.
IV. NEURON MODEL AND LEARNING METHOD
For SNN-based methods, there are three fundamental build-
ing blocks: architecture, neuron model and learning rule.
The architecture of the proposed VDFR method is already
elaborated in the above section. To build a complete SNN-
based method, we will introduce the neuron model and the
6learning method in the following subsections, respectively.
To implement the proposed SNN learning method, Brian
simulator [49] is applied in this paper.
A. Neuron Model
For SNNs, neuron model is essential since it specifies the
behaviours of the neurons when interacting with other neurons.
In this paper, we use conductance-based leaky integrate-and-
fire (LIF) [50], [51] as the neuron model due to its efficiency
and biological plausibility. Such type of neuron model can be
considered as a coincidence detector since only the most re-
lated pre-synaptic spikes can activate the post-synaptic neuron
to fire a spike.
Like [50], [51], a neuron uses the excitatory/inhibitory
synaptic conductance gex/gin (dimensionless since they are
measured in units of the leakage conductance of the neuron)
to incorporate the excitatory/inhibitory membrane potential
Eex/Ein so that its membrane potential V can be obtained
as follows:
dV /dt = (gex(Eex − V ) + gin(Ein − V ) + Vr − V )/τm
(7)
where τm represents the neuron membrane time constant,
Vr the resting membrane potential. Meanwhile, gex/gin are
computed as follows:
dgex/dt = −gex/τex
dgin/dt = −gin/τin
(8)
where τex/τin is the the excitatory/inhibitory synaptic con-
ductance time constant. When V surpasses the predefined
threshold Vt:
V ≥ Vt (9)
a spike would be fired and V would be reset to Vr after
entering the absolute refractory period (with time window
Trf ). The description and value of each parameter mentioned
above can be found in Table I.
B. Learning Method
For SNNs, learning method is vital as it ensures the learned
synaptic weights are selective to different visual stimuli. To
achieve a biologically plausible, efficient and stable learning
procedure, an event-driven STDP learning rule with adaptive
thresholding strategy is applied in this paper. In the following
subsections, we first introduce the event-driven STDP learning
method and the adaptive thresholding rule, and then briefly
elaborate the whole learning procedure.
1) Event-driven STDP Learning Method: To explain the
learning mechanism of the neurons in brain, several postulates
are proposed during the last several decades. Hebbian postulate
[52] is perhaps the most well-known theory, which detects the
causality between pre- and post-synaptic neurons [50] and can
be summarized as “Cells that fire together, wire together” [52].
Unlike Hebbian postulate, spike-timing dependent plasticity
(STDP) [53], [54], [55], [26], [56] is temporally asymmetric
and it becomes the most popular learning method in recent
decades. In STDP, according to the sign of the spiking time
TABLE I: Parameter settings of the proposed SNN.
Parameter Description Value
d the number of elements in a C2 vector 2 4096
τm membrane time constant 1 10 ms
τv potential threshold time constant 1 20 ms
τex excitatory conductance time constant 1 5 ms
τin inhibitory conductance time constant 2 10 ms
τ+ pre-synaptic trace time constant 1 20 ms
τ− post-synaptic trace time constant 1 20 ms
p a positive constant for ROC 2 0.2
Ts real processing time window 2 150 ms
Ti interval time window 2 150 ms
Trf absolute refractory time 1 1 ms
Eex excitatory membrane potential 1 0 mV
Ein inhibitory membrane potential 2 -85 mV
Vr resting membrane potential 1 -74 mV
Vthr membrane potential threshold 2 -50 mV
Vi increment for adaptive potential threshold 2 5 mV
wmin minimum synaptic weight 1 0
wmax maximum synaptic weight 2 0.01
win fixed inhibitory synaptic weight 2 0.05
α+ the pre-synaptic trace 1 0.01wmax
α− the post-synaptic trace 1 −α+(τ+/τ +−)1.05
1 Take the same value as [50].
2 Optimized to achieve the best classification performance.
difference t between a pair of pre-/post-synaptic neurons,
the associated synaptic efficiency W(t) would be poten-
tiated/depressed through LTP (long-term potentiation)/LTD
(long-term depression):
w (t) = A+ exp
(
− t
τ+
)
for t > 0
w (t) = −A- exp
(
t
τ-
)
for t < 0
(10)
where the amplitude A+ and the time constant τ+ define the
LTP learning window, while the amplitude A- and the time
constant τ- specify the LTD learning window.
However, classical STDP method requires the neurons to
sum over all pairs of spikes to update the associated synaptic
weights, which is biologically implausible and not efficient.
To this end, an event-driven STDP learning method is applied
in this paper, which includes two on-line, local learning rules
that can be immediately activated even when received/fired a
single spike. It is achieved by incorporating the “traces” of pre-
and post-synaptic activities α+ and α- (with time constants τ+
and τ-) into the learning procedure.
τ+
d
dt
α+ = −α+
τ-
d
dt
α- = −α-
(11)
Due to biological reasons, in this paper, we define a
hardbound function to ensure the synaptic weight w remain-
7ing between the minimum wmin and the maximum wmax:
hardbound(w,wmin, wmax) =
wmax, if w > wmax
wmin, if w < wmin
w, if wmin ≤ w ≤ wmax
(12)
Finally, the event-driven STDP learning method can be
summarized as : when a neuron receives a pre-synaptic spike,
the excitatory synaptic weight wex is updated as follows:
gex = gex + w
A+ = A+ + α+
wex = hardbound(wex +A-, w
min, wmax)
(13)
and when a neuron fires a post-synaptic spike, wex is modified
as follows:
A- = A- + α-
wex = hardbound(wex +A+, w
min, wmax)
(14)
Besides, when received an inhibitory pre-synaptic spike, gin
is revised as follows:
gin = gin + w
in (15)
where win is the fixed inhibitory synaptic weight.
2) Adaptive Thresholding Rule: As an asynchronous neural
network, the proposed SNN framework would bias towards the
neurons which fire the spikes first, especially when incorpo-
rated lateral inhibition mechanism. As a result, most neurons
would remain inactivated throughout the learning procedure.
To resolve this issue, inspired by [57], an adaptive thresh-
olding method is applied in the spiking pattern learning layer.
Specifically, we use an adaptive membrane threshold Vt (with
the time constant τv) to replace the predefined membrane
threshold Vthr, which can be obtained as follows:
τv
d
dt
Vt = Vthr − Vt (16)
Since Vt increases by a fixed increment Vi every time a neuron
fires a spike, it becomes much harder for the fired neuron to
fire a spike again, which induces a stable learning procedure.
Vt = Vt + Vi (17)
3) Learning Procedure: For better understanding of the
proposed learning method, we summarize the whole learning
procedure as Fig.8 and briefly explain it as follows:
1) Propagate a video with N consecutive frames
(I1, I2, . . . , IN ) into the dynamic movements extracting
layer. Given the input video, the dynamic facial
movements are represented by a sequence of absolute
differential video frames (D1, D2, . . . , DN−1), which
can be obtained by computing the absolute difference
of adjacent frames, as shown in Equation (2).
2) Propagate (D1, D2, . . . , DN−1) into the high level fea-
ture extracting layer and then apply the procedure in
Fig.3 to generate a sequence of global invariant C2
feature vectors (F1, F2, . . . , FN−1), with each includes
4096 (d in Fig.3) units.
Fig. 8: The flowchart of the proposed VDFR learning method.
Step 1-5 in the figure correspond to the five steps of the
learning procedure in IV-B3.
3) Create a new map with 4096 neurons within the spiking
encoding layer and obtain the continuous spiking pattern
sequence (S1, S2, . . . , SN−1) using a simple sequential
continuous input mechanism. To sequentially connect
the spiking patterns, an interval is inserted into the
adjacent spiking patterns, in which both have the same
time span. For a global invariant C2 feature vector Fj , a
modified ROC scheme described in Equation (6) is used
to generate the corresponding spiking pattern Sj , where
j = 1, 2, . . . , N − 1.
4) Create a new map with k neurons for each class in the
spiking pattern learning layer. To achieve a competi-
tive learning, each neuron would have lateral inhibition
connections with other neurons within the same layer.
Table I is used to initialize the proposed deep SNN
architecture. Propagate the continuous spiking pattern
8sequence (S1, S2, . . . , SN−1) into the spiking pattern
learning layer and update the synaptic weights using
Equations (13) and (14). Meanwhile, the membrane
threshold Vt of a neuron would be adaptively modified
using Equations (16) and (17).
5) Create a new map with one neuron for each class in the
output layer. The neuron in each map only connects with
related neurons in the previous layer. When a neuron
receives an incoming spike, the post-synaptic potential
would only increase by a fixed amount and remain at the
same level within the whole testing period. The input
video would be identified as the class when the related
neuron in the output layer fires a spike firstly.
V. EXPERIMENTAL RESULTS
In this section, we first introduce the newly created video
disguise face database and the corresponding experimental
parameter settings, and then elaborate the experimental results
under different scenarios.
A. The Proposed Video Disguise Face Database
To verify the proposed VDFR method, the training/testing
dataset should inherently incorporate disguise variations. How-
ever, none of the current video face databases meet the above
requirement. To this end, a novel disguise video face database
named MakeFace DB∗ is built in this paper, in which two
scenarios are considered, namely, subject without any disguise
and subject with disguise, as shown in Fig.9. To obtain the
dynamic facial movements, each subject would be asked to
speak during recording.
Specifically, MakeFace DB consists of 20 subjects in total
and the disguise variations are achieved by wearing varying
sunglasses, hats and fake beards. Note, normal glasses are not
considered as disguise. For each subject, 5 video clips (each
with frame rate of 29.97 frames/sec and a time span of 3
seconds) are recorded under varying experimental scenarios.
The video frame size is set to 320×240. The comparisons with
other video face databases are demonstrated in Table II. Even
though it cannot compete with other complicated datasets like
YouTube Faces DB or COX Face DB in terms of the number
of experimental subjects/videos, MakeFace DB still stands out
from other competitors since it incorporates more challenging
disguise variations.
B. Parameter Settings
In this paper, the parameter settings listed in Table I are
used to model the proposed SNN framework. For biological
reasons, in a realistic neural simulation, the associated param-
eters are often located within a predefined range. Therefore,
some parameters within Table I are set to the same values as
[50], while others, like [51], are optimized globally. Moreover,
all parameters except d are set to the same values as the
base computational model [40] in section III-B. Finally, the
information fusion mechanism in section III-E is selected as
follows: an input video with m frames would be classified
∗can be accessed at http://www.ciluk.org/makefaceDB
TABLE II: Comparison of different video face databases.
Database Number of subjects/videos Variations Scenarios
CMU MoBo 25/150 w V2V
First Honda/UCSD 20/75 p V2V
Second Honda/UCSD 15/30 p V2V
CMU FIA 214/214 p,l,e V2V
CamFace 100/1400 p,l V2V
Faces96 152/152 l,r V2V
VidTIMIT 43/43 p,e V2V
YouTube Celebrities 47/1910 p,l,e,r,b,w V2V
MBGC 821/3764 p,l,e,r,b,w V2S/V2V
ND-Flip-QO 90/14 l,e,r,b V2V
YouTube Faces DB 1595/3425 p,l,e,r,b,w V2V
Chokepoint 29/48 p,l,e,r,b V2V
ScFace 130/910 p,l,r V2S/V2V
UT Dallas 284/1016 p,l,e,r,b,w V2S/V2V
UMD Comcast10 16/12 p,l,r,b,w V2V
PaSC 265/2802 p,l,e,r,b,w V2S/V2V
Celebrity-1000 1000/7021 p,l,e,r,b,w V2V
COX Face DB 1000/3000 p,l,e,r,b,w V2S/S2V/V2V
MakeFace DB 20/100 l,e,d V2V
• Note: Variations include pose(p), illumination(l), expression(e), resolution(r), motion
blur(b), walking(w) and disguise(d). According to the data types (V and S represent
video and still image, respectively) applied in the training and testing periods, three
scenarios are used in these datasets: video-to-video (V2V), video-to-still (V2S) and
still-to-video (S2V).
Fig. 9: Comparison between training samples with and without
disguises in the proposed MakeFace DB database. 9 subjects
are shown in this image.
as a specific class if the related neuron in the output layer
is activated by at least 0.5 × m frames. In the following
experiments, the time resolution is set to 0.1 ms.
C. Experiments
To our knowledge, the proposed identification paradigm
is the first one to combine the deep learning models with
the dynamic facial movements to resolve the VDFR appli-
cations. To achieve a fair comparison, a simple and efficient
CNN method [40] is used as the baseline in this section. It
uses the differential video frames as the input and shares
a similar architecture as the proposed VDFR method. For
those two methods, the first two layers are almost identical.
The difference is that the CNN method directly propagates
the output feature vectors obtained from the first two layers
to the final output layer, while the proposed VDFR method
transforms these feature vectors into spiking patterns to be
used by the last three layers in Figure.1. Specifically, to verify
the universality of the proposed VDFR method, we test its
9TABLE III: Correct recognition performance with various train-
ing/testing ratio (5 videos clips in total).
Number of training video clips Number of testing video clips Performance
1 4 92.5%
2 3 100%
3 2 100%
Fig. 10: Convergence status of the experiment without disguise
samples. Here, 2 video clips with no disguise are applied
within the experiment and training samples are differential
video frames extracted from the video clips. Note, the pro-
posed method converges after feeding around 100 differential
video frames.
classification performances under the following four different
experimental conditions:
1) Experiment without disguise samples: Before explor-
ing the experiments with disguises, a basic requirement for
the proposed method is to successfully distinguish different
individuals when no disguise is applied. 10 subjects from
MakeFace DB are selected to verify the above requirement.
Specifically, different training/testing ratios are considered in
this experiment and the subjects in the related video clips have
no disguise. As shown in Table III, the proposed method can
flawlessly resolve the above requirement with only 2 training
video clips. Such convergence property would certainly be
beneficial for the following experiments with disguises.
Moreover, for the proposed method, a convergence index f
is applied to investigate whether it can converge to optimum
over the learning procedure, as well as the corresponding
convergence rate. It is known that the spiking timings of
the activated neurons tend to remain stable (only with mi-
nor fluctuations) after convergence. Motivated by the above
observation, within a spiking pattern period (consists of the
spiking pattern and the adjacent interval), f can be computed
by summing the spiking timings of all n fired neurons:
f =
n∑
i=1
(sti − init) (18)
where init represents the starting time of the related spiking
pattern, sti the spiking timing of a possible fired neuron. Both
use ms as the units. As demonstrated in Fig.10, the proposed
TABLE IV: Classification performances of two different meth-
ods on testing video clips with disguise (%).
Method Correct rate Wrong rate Unknown rate
CNN [40] 93.1± 1.35 6.9± 1.35 0
Proposed VDFR method 95.2± 2.65 4.8± 2.65 0
• Note: The classification rates are obtained by averaging 10 random tests.
For the above two methods, a Wilcoxon signed-rank test is conducted on
the correct classification performances and a resulting significance level
p ≈ 0.03429 is computed. Since p < 0.05, it means these classification
performances are statistically independent.
method converges by only using around 100 differential video
frames (or equivalently 2 video clips). This kind of efficiency
is quite essential for VDFR applications.
2) Experiment with disguise samples: As demonstrated
above, when no disguise is applied, the proposed method
could flawlessly detect the individuals within the testing video
clips by only using 2 training video clips. However, the above
result is far from accomplishing the VDFR application. In this
subsection, we would investigate whether the above selectivity
could still detect the disguised individuals within the testing
period. All 20 subjects from MakeFace DB are applied in this
experiment.
In Table IV, two comparison methods - CNN [40] and the
proposed VDFR method - are applied to test the classifica-
tion performance on disguise video clips. 10 random tests
are conducted in this experiment. It can be seen that the
proposed VDFR method outperforms the CNN method [40]
by about 2.1%. Furthermore, to prove the correct classification
performances obtained from the above methods are statistically
independent, we conduct a Wilcoxon signed-rank test. The
resulting significance level p ≈ 0.03429. Since p < 0.05, the
generated correct classification performances are statistically
independent.
3) Experiment with mixed samples: In the above subsec-
tions, only video clips without any disguise are used to learn
the selectivity. However, such ideal training samples may be
hard to obtain in some real-world scenarios. For instance,
females frequently wear light/heavy makeup or criminals
often tend to wear masks. In this subsection, to verify the
classification performance of the proposed method under the
above scenarios, mixed samples (some with disguise while
others have no disguise) are incorporated within both training
and testing periods.
Furthermore, the above convergence index f is applied to
investigate the convergence status of the proposed method in
this specific experiment. As shown in Fig.11, the proposed
method converges after feeding around 120 differential video
frames. This means 2 mixed video clips are sufficient for
learning the selectivity. Therefore, in this experiment, we use
2 mixed video clips for training and apply the remaining 3
mixed video clips for testing. All 20 subjects from MakeFace
DB are selected for this experiment.
As demonstrated in Table V, the proposed VDFR method
reaches 100% correct classification rate and outperforms the
CNN method [40] by about 3.3%. This experiment further
indicates the superiority of the proposed VDFR method
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Fig. 11: Convergence status of the experiment with mixed
samples. Here, 2 mixed video clips are used within the
experiment and training samples are differential video frame
extracted from the video clips. Note, the proposed method
converges after feeding around 120 differential video frames.
TABLE V: Classification performances of two different meth-
ods on testing mixed video clips (%).
Method Correct rate Wrong rate Unknown rate
CNN [40] 96.7± 0 3.3± 0 0
Proposed VDFR method 100± 0 0± 0 0
• Note: The classification rate has been computed by averaging 10 random
tests.
TABLE VI: Classification performances of two different meth-
ods on testing unknown video clips (%).
Method Correct rate Wrong rate Unknown rate
CNN [40] 0 0 100± 0
Proposed VDFR method 0 0 100± 0
• Note: The classification rate has been computed by averaging 10 random
tests.
when dealing with relatively complicated scenario like train-
ing/testing the mixed samples.
4) Experiment with unknown samples: In some real-world
scenarios, the testing samples can only be gradually obtained
over the testing period. For those newly created unknown
testing samples, the proposed method should be robust enough
to recognize them as unknown rather than some known classes.
To this end, we select 10 subjects from MakeFace DB as
known training samples and use the remaining 10 subjects
as unknown testing samples in this subsection. Specifically,
we choose 2 video clips with no disguise from the known
training samples to learn the synaptic weights, and select 3
video clips with disguises from the unknown testing samples
for evaluation. As demonstrated in Table VI, both methods
are capable of flawlessly (with unknown rates of 100%)
classifying the testing samples as unknown.
VI. DISCUSSIONS
In this section, the main contributions of the paper are
enumerated in the first subsection, followed by the robustness
analysis and the ablation analysis. The comparisons with other
state-of-the-art methods are introduced in the last subsection.
A. Contributions
To demonstrate the novelty of our research, we have enu-
merated its main contributions in this section:
1) A novel identification paradigm is proposed to recognize
the disguised individuals, which combines the deep
learning techniques with the dynamic facial movements.
To our knowledge, neither the conventional CNN models
nor the deep spiking learning architectures have been
used to accomplish the above paradigm. The proposed
VDFR method and the CNN method used in comparison
can all be considered as the first ones to implement the
above paradigm. Moreover, the proposed paradigm relies
on the global dynamic facial movements instead of the
specific facial context information around certain key-
points, which can still identify the disguised individuals
when some facial key-points are occluded.
2) An event-driven continuous STDP learning method with
adaptive thresholding is applied to learn the associated
spiking patterns generated from the input differential
video frames. To achieve a balanced competitive learn-
ing, a soft winner-take-all strategy is applied within
the learning procedure. Such learning methodology is
efficient and physiologically realistic as it can update the
associated synaptic weight when received a pre-synaptic
spike or fired a post-synaptic spike.
3) A new video-based disguise face recognition dataset -
MakeFace DB - has been built in this paper, which
provides both visual and audio information for the
researchers. Such multi-modal dataset can be further ex-
plored to induce more advanced identification methods.
B. Robustness Analysis
In the visual cortex, interferences such as the time jitter or
the background neural noise are ubiquitous. Such interferences
would affect the visual pathway and subsequently deteriorate
the identification performance. To avoid the impact of the
interferences, the proposed method should be robust enough
to ignore the interferences and only concentrate on learning
the input visual stimuli.
To achieve the above robust learning procedure, two impor-
tant facts are incorporated in this paper: 1) Interferences tend
to be independent between each others; 2) The event-driven
continuous STDP learning method is essentially an inhibitive
model since the integral area of LTD is larger than the integral
area of LTP. Those two facts would guarantee the proposed
method to ignore the interferences and only concentrate on
learning the input visual stimuli. As an inhibitive model, the
proposed learning method would only activate the neurons
which constantly receive similar spiking patterns. It would
inhibit the neurons to fire spikes if independent spiking pat-
terns are received. In other words, the neurons would gradually
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TABLE VII: Classification performances of four different configurations
on testing video clips with disguise (%).
Configuration Correct rate Wrong rate Unknown rate
Differential frames + SNN (VDFR) 95.2± 2.65 4.8± 2.65 0
Original frames + SNN 71.9± 2.48 28.1± 2.48 0
Differential frames + CNN [40] 93.1± 1.35 6.9± 1.35 0
Original frames + CNN [40] 70.2± 1.27 29.8± 1.27 0
• Note: The classification rate has been computed by averaging 10 random tests.
Differential frames are used to model the dynamic facial movements.
become inactive when they repeatedly receive independent
spiking patterns generated by the input interferences.
C. Ablation Analysis
As a multi-stage algorithm, the identification performance
of the proposed VDFR method relies on various modules.
Ablation analysis is essential to differentiate the importance
of different modules. Moreover, it could help us finding the
optimal modules. To verify whether the current modules are
the optimal ones for the proposed method and differentiate
the importance of different modules, two ablation studies are
investigated in this section.
Firstly, for the proposed method, the feature extracting layer
is an important module since it can greatly reduce the data
dimensionality of the input stimuli. To pursue an optimal
preprocessing strategy, we need to consider the following two
factors: performance and efficiency. The ideal preprocessing
strategy should achieve a considerable performance within a
limited training time period. Even though the complicated
CNN models such as VGG or ResNet can achieve superior
performances, the time cost of these models is unbearable for
our methodology. For the disguise face recognition application,
it is crucial to process the input data in a timely manner. The
feature extracting methodology used in this paper can reach a
considerable performance using much less training time than
the above models. Moreover, it is more biologically plausible
since it is essentially an unsupervised learning method.
Secondly, the dynamic facial movements and the SNN
learning model are two essential modules of the proposed
VDFR method. The first three configurations in Table VII
are devised to differentiate the importance of those two mod-
ules. Specifically, the first configuration (the proposed VDFR
method) is used as the baseline since it achieves the best
classification performance. The following two configurations
are devised to evaluate the importances of the dynamic facial
movement module and the SNN learning module, respectively.
Given the baseline, we can calculate the performance gaps for
the following two configurations. The bigger the performance
gap, the more important the corresponding module. It can be
seen that the performance gap of the second configuration is
much larger than that of the third configuration, which implies
the dynamic facial movement module is more important than
the SNN learning module. Moreover, it can be seen from Table
VII that the differential frames, compared with original frames,
can help both SNN and CNN learning modules to substantially
boost the recognition performances.
D. Comparisons with State-of-the-art Methods
With the increasing performances, the deep learning models
are becoming ubiquitous. For instance, [16] introduces a novel
CNN model to efficiently implement a multi-scale and sliding
window approach. To improve the generalization capability
with a much deeper network, [17] incorporates a micro neural
network with more complex structures and [18] extends the
knowledge distillation approach to allow the training of a
student that is deeper and thinner than the teacher. However,
none of the previous deep learning models are designed for
the video-based disguise face recognition application.
To our knowledge, the current disguise face recognition
methods [1], [2], [3], [4] are only applied for the still images.
Most of them use the context information around certain
facial key-points to identify the disguised faces. However, such
methods would not work or perform poorly if some of the key
contextual information are missing. For instance, to perform
disguise face identification, [4] needs to first detect 14 facial
key-points. However, the 10 key-points required around eyes
can be easily covered by wearing a black sun-glass. Even
though it is possible to apply additional compensation strategy
to approximate the key-points, the recognition performance
would be greatly devastated.
Unlike the above algorithms, the current VFR methods
[5], [6], [7], [8] use both temporal and spatial features in
the recognition procedure. However, such methods are not
suitable for disguised face recognition tasks. This is because
the required context information will be difficult to capture
with the key areas being occluded. For instance, in [7],
within the proposed individual expression recognition (IER)
block, to obtain the behavioral map (BM) containing facial
evolutions of microexpressions in each frame, at least an eye,
a brow or a cheek need to be detected within the video
frames. Unfortunately, within VDFR applications, such critical
requirement cannot be satisfied.
Instead of using local context information, the proposed
identification paradigm relies on the global dynamic facial
movements, which could still identify the disguised individuals
even some of the key context information are not available. It
is the first one to identify disguised faces by combining the
deep learning models (conventional CNN or deep spiking net-
works) with the dynamic facial movements. Specifically, two
deep learning models - the CNN model [40] and the proposed
VDFR architecture - are applied to learn the input dynamic
facial movements in this paper. Unlike the CNN model [40],
the proposed VDFR method adds an additional competitive
learning layer. It combines an event-driven continuous STDP
learning algorithm with a soft winner-take-all strategy, which
can be considered as an expectation-maximization (EM) algo-
rithm [27]. Through such competitive learning, the proposed
VDFR method improves its generalization capability and thus
achieves a better identification performance.
VII. CONCLUSION
To resolve VDFR task, we propose a new learning paradigm
in this paper, which combines deep learning architectures
with dynamic facial movements. To balance the identification
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performance and the computational complexity, a novel deep
SNN framework is further proposed, which takes dynamic
facial movements as the sole input and apply an event-
driven continuous STDP learning rule to train the associated
synaptic weights. It can still identify the individuals even
certain key facial areas are disguised. Systematic experiments
on the newly created MakeFace DB dataset show the proposed
method can achieve very satisfying classification performances
- from 95% to 100% correct classification rates under various
experimental scenarios. Future works include extending the
current learning scheme to resolve the malicious spoofing
attacks, as well as pursuing more advanced VDFR methods
for video samples with complicated moving background.
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