In this paper we compare two alternative MCMC samplers for the Bayesian analysis of discrete graphical models; we present both a hierarchical and a nonhierarchical version of them. We rst consider the MC 3 algorithm by Madigan and York (1995) for which we propose an extension that allows for a hierarchical prior on the cell counts. We then describe a novel methodology based on a reversible jump sampler. As a prior distribution we assign, for each given graph, a hyper-Dirichlet distribution on the matrix of cell probabilities. Two applications to real data are presented.
Introduction
A graphical model (see, for example, Lauritzen, 1996) is a family of probability distributions incorporating the conditional independence assumptions represented by a graph. It is constructed by specifying local dependencies of each node of the graph in terms of its immediate neighbours. It is then possible to work locally, obtaining better results in terms of statistica l inference and computational ef ciency. For high dimensional contingency tables, the set of plausible models is so large that a full comparison of all the posterior probabilities associated to the competing models becomes infeasible. Various solutions to this problem have been proposed, the one we suggest is based on the application of Markov chain Monte Carlo (MCMC) techniques. This possibility has already been exploited (Dellaportas and Forster, 1999; Giudici, 2000; Giudici and Castelo, 2003; King and Brooks, 2001a; and Madigan and York, 1995) .
In this paper we present two different MCMC samplers for the analysis of decomposable discrete graphical models, which are fully based on local computations and, therefore, ef cient. The rst one is a revised version of the Markov chain Monte Carlo composition algorithm (MC 3 hereafter) by Madigan and York (1995) . Differently from the original version, we propose an extension that allows for a hierarchical prior on the 2 Bayesian analysis of discrete graphical models
Discrete graphical models
In this Section we brie y review the litera ture on discrete graphical models relevant to our work, making extensive use of the terminology and notation from Lauritzen (1996) .
Let gˆ(V, E) be a graph, with vertex set V and edge set E V £ V. We consider undirected graphs, such that if (a, b) 2 E then (b, a) 2 E. A path connecting two vertices, v 0 and v m , is a nite sequence of distinct nodes v 0 , . . . , v m such that (v i¡1 , v i ), iˆ1, . . . , m, is an edge of the graph; a cycle is a path with v 0ˆvm . A graph is connected if any two nodes are connected, that is, there is a path between them; a connected acyclic graph is called a tree. A graph is complete if any two nodes are joined by an edge. If A V is a subset of the vertex set V, it induces the subgraph G Aˆ( A, E A ), where E AˆE \ (A £ A). A clique is a maximal complete subgraph. An ordering of the cliques of an undirected graph, Cˆ(C 1 , . . . , C n ), is said to be perfect if the vertices of each clique C i also contained in previous cliques (C 1 , . . . , C i¡1 ) are all members of one previous clique. The set Sˆ{S 2 , . . . , S n }, S jˆ( S j¡1 iˆ1 C i ) \ C j , identi es the separators. If an undirected graph admits a perfect ordering it is said to be decomposable. In the following we refer to subsets of the form A 2 A(g)ˆC(g) [ S(g) , where C(g) is the collection of cliques of g and S(g) a system of separators in a perfect ordering of such cliques.
Let g be a decomposable graph. For computational aspects it is useful to organize the cliques of g through a junction tree (see, for example, Jensen, 1996) . A junction tree, T , representa tion of a connected graph g, is a graph whose vertex set is the set of cliques of g, and whose edge set is such that T is a tree and satis es the running intersection property: for any two cliques C i , C j 2 C(g) and any C 0 on the unique path between them in T , C i \ C j » C 0 . If the graph is not connected we can construct a junction tree for each of its connectivity components, obtaining in this way a junction forest. The junction tree representa tion is not unique; different junction trees can be obtained by permuting the order of the cliques in such a way that the running intersection property still holds. This is clearly an advantage, since we can choose the most suitable representa tion for our problem.
A graphical model is a family of probability distributions Markov with respect to a graph g; for brevity P 2 M(g). That is, the probability distributions considered must satisfy the conditional independence restrictions inherent in g, but are otherwise arbitrary. We associate to each vertex v 2 V a random variable X v and we interpret the absence of an edge between two vertices i and j in terms of the conditional independence of X i and X j on the remaining variables, X i¡ ¡ ¡ X j jX Vn{i,j} (pairwise Markov property). In this paper, we consider discrete graphical models describing the relationship between a set of kˆjVj discrete random variables X Vˆ ( X v 
The symbol i A indicates a cell of the marginal contingency table corresponding to the variables in A, a subset of V corresponding to a clique or to a separator. Furthermore, the likelihood factorizes in local pieces,
where n A (i A )ˆP j:j AˆiA n(j) is the observed count in the cell i A of the marginal table of X A . In this paper we restrict our attention to the case in which the examined variables are dichotomous. Each element of the vector X Vˆ( X v ) v2V is a random variable taking values in the set {0, 1} and the vector X V takes values in the Cartesia n product {0, 1} jVj of the set {0, 1} with itself. discrete graphical models, see, for instance, York (1995, 1997) and Giudici and Tarantola (1996) .
A hyper-Dirichlet prior distribution on y g 2 M(g) is constructed by assigning for each clique a Dirichlet distribution D(l C ) on y g C with density
where
The matrices of cell probabilities must satisfy the consistency condition, that is, for any two cliques C and D
The hyperparameters l C are constrained in order to satisfy the hyperconsistency condition of the corresponding distribution D(l C ), that is Dawid and Lauritzen (1993) show that, given any such hyperconsistent collection l Cˆ( l C ) C2C(g) there exists a unique law for y called hyper-Dirichlet, denoted by HD g (l), which is hyper-Markov over M(g) and has L(y g C )ˆD(l C ) as its clique marginals. Furthermore, this distribution is strong hyper-Markov. This implies that, if we con ne our attention to y g C with prior law D(l C ), and the data n C from the marginal table corresponding to clique C, the posterior law for y g C given n C will be D(l C ‡ n C ). If the prior law is HD g (l) then the posterior law will be HD g (l ‡ n).
Regarding model comparison, Dawid and Lauritzen (1993) give a closed form expression for the marginal likelihood of g,
where, given a subset of vertices A 2 A(g), it turns out that
In order to construct hyper-Markov prior distributions compatible across models, the prior distributions on each single clique are obtained by marginalization from a unique prior distribution on the complete graph. The distributions obtained in this way automatically satisfy the hyperconsistency criterion. Since the hyperparameters can be interpreted as hypothetical marginal data counts, this notion of compatibility is equivalent to requiring that each model has the same amount of hypothetical data.
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Indicated with l 0ˆPi2I l(i) the prior precision of the complete graph, due to the marginalization procedure adopted, it derives that l 0 can be equivalently obtained as P i C 2I C l C (i C ), for any generic clique C. For a recent discussion on compatible prior distributions see Dawid and Lauritzen (2000) .
Regarding the value of the hyperparameters in the literature we can nd a variety of proposals; see Dellaportas and Forster (1999) for a discussion. One possibility is to assign l(i)ˆ1=2, following the Jeffreys prior for multinomial sampling or assigning l(i)ˆ1, following a uniform distribution, or a vague symmetric prior with l(i)ˆ1=jIj. In Section 4 we consider and compare the results obtained with these different settings.
Another possibility is to consider a hierarchical hyper-Dirichlet. We suggest inserting in the model a further layer of uncertainty letting the total prior precision l 0 be a random quantity on which we assign a prior distribution. Hierarchica l priors are in fact more exible and easier to specify and the results are less sensible to the value of the hyperparameters; for a general discussion on the advantages of hierarchical priors see, for example, Robert (1994, pp. 294-96) and Giudici and Green (1999) with reference to the graphical models determination case. We consider this approach in Sections 3.2 and 3.3 where we present a hierarchical version of the MC 3 and of the RJMCMC sampler.
MCMC discrete graphical model determination
In this Section we rstly describe the methodology used to ef ciently explore the space of all decomposable graphs and then present in detail the two samplers proposed. For comparison purposes, we consider the same class of prior distributions, namely a hyperDirichlet prior on the vector of cell parameters and a discrete uniform distribution over the set of all decomposable graphical models.
Identi¢cation of legal moves
Since the space of all decomposable graphs can be traversed by adding and deleting single edges at a time (Frydenberg and Lauritzen, 1989) , we propose modifying the graphical structure by the addition=deletion of one single edge at a time. A move is called legal if it leads to a decomposable graph. For legal deletions, we use a result in Frydenberg and Lauritzen (1989) that states that an edge can be removed if and only if it is only contained in one clique. For legal additions, we consider a condition proposed by Giudici and Green (1999) , that allows us to simultaneously check decomposability and adding the edge (see Theorem 3.1 below). Furthermore, the procedure proposed by Giudici and Green (1999) automatically constructs the new junction forest so that the cliques are ready for use in probability calculations. MCMC model determination for discrete graphical models 43
]ˆ[b] and there exist R, T » V such that a [ R and b [ T are cliques, and SˆR \ T is a separator on the path between a [ R and b [ T in a junctio n forest representation of the graph g.
Adding an edge we only change a local part of the junction forest; in fact we create a new clique a [ b [ S in addition or in substitution to the previous ones; see the proof of Theorem 2 in Giudici and Green (1999) for more details. As an exempli cation, let us suppose that the addition of an edge between vertices a and b creates a new clique a [ b [ S in addition to the pre-existing ones. The situation can be described by Figure 1 , in which only the Section of the junction forest involved in the change is depicted. In Figure 1 we represent a clique with a circle and a separator with a square. Alternatively, it may happen that either
For simplicity, in the remaining part of the paper we shall indicate the subsets a [ b [ S, a [ R, b [ T, a [ S and b [ S with abS, aR, bT, aS and bS, respectively. Instead of applying the methodology described above, one could reject illegal moves a posteriori by running, after each graphical update, an appropriate algorithm such as the Maximum Cardinality Search algorithm (Tarjan and Yannakakis, 1984) to check if the proposed graph g 0 is decomposable. This is the solution implemented in the MC 3 algorithm by Madigan and York (1995) . However, rejecting moves a posteriori can be inef cient when the graphical structure is complex. Giudici and Green (1999) provide empirical evidence to support this claim.
A new version of MC

3
The MC 3 algorithm by Madigan and York (1995) was originally designed only for qualitative learning. It permits to ef ciently move inside the model space and to construct a Markov chain having p(gjx) as its target distribution. A problem with this simulation technique is that it can run into practical dif culties in the analysis of very large data sets with missing values (Madigan and York, 1995, p. 229) .
For the case in which we use nonhierarchica l priors and complete data we have implemented a variation of this algorithm that after each structural update takes Figure 1 Section of the junction forest that changes after the addition of an edge between vertices a and b. T 1 and T 2 represent, respectively, the junction forest before the addition and after the addition 44 C Tarantola samples from the parameter space. Furthermore, we propose an extension of this algorithm by allowing for a hierarchical hyper-Dirichlet on the cell probabilities and we incorporate in the algorithm the conditions described in Section 3.1 for checking decomposability.
First of all we describe how the MC 3 algorithm works and then we present the hierarchical version proposed and the variation for quantitative learning.
Given a graph g we propose to move to a new graph g 0 obtained by adding one more edge between vertices a and b. The proposed move is accepted with probability aˆmin {1, R a },
where A g and D g 0 are the probability of proposing to add and delete an edge respectively. Note that, since p(gjx) / p(xjg)p(g) and the prior on the model space is uniform, the posterior ratio involves the data only through the Bayes factor p(xjg 0 )=p(xjg). As shown by Dawid and Lauritzen (1993) , the Bayes factor can be computed locally involving only the four subsets of vertices S, aS, bS, and abS represented in Figure 1 :
where each p A (x a (n)) is calculated as in Equation (2.1). Finally, since the proposal ratio is equal to 1 (the probability of adding an edge and the probability of deleting an edge are equal), the Bayes factor in Equation (3.1) coincides with R a .
Hierarchical model
The essentia l difference to the previous case is that we allow for a further level of hierarchy by introducing an extra random quantity t to which we assign a prior distribution. As previously discussed (see Section 2.2), a hierarchical prior is, even when not strictly necessary, easier to specify a priori. In order to update the new quantity considered we introduce a second step in the algorithm described above; more precisely: a) we change the graphical structure adding=deleting only one edge at a time; b) we update the random parameter t.
a) Analogously to the previous case, the update of the graphical structure is accepted with probability aˆmin {1, R a }, where
MCMC model determination for discrete graphical models 45 b) Concerning the update of the random quantity t, the new value t 0 is sampled from a normal distribution centered around the current value. More precisely, the proposal is speci ed by q(t 0 jt)ˆN(t, s 2 t ), where s 2 t is a spread parameter to be appropriately chosen. Since the proposal ratio is equal to 1, the move is accepted with probability aˆmin {1, R a },
In this paper we consider the case in which the new random quantity t coincides with the total prior precision l 0 . We assume that l 0 and g are independent, and we assign as a prior for l 0 a Gamma distribution, with mean f and variance fs, namely
where f > 0 and s > 0 are positive constants. Once the new total prior precision l 0 0 is assigned following the procedure described above, the cell parameters l(i) 0 , i 2 I , are obtained as l(i) 0ˆl0 0 =jI j. We remark that a more complex procedure could be adopted. For example, one possibility is to update each l(i) separately. However, the advantages of this do not seem to compensate for the increased complexity of the sampler and the predicted extra computational effort, which discourage the implementation.
This new hierarchical setting can also be applied when we have incomplete data, that is, one or more cell counts may not be available. This occurs because, for some speci c combinations of covariate levels, the corresponding frequency count is not observed. Following Madigan and York (1995) and King and Brooks (2001b) we assume independence of the missing counts from the model parameters. Let n 0ˆ( n(i), i 2 I 0 z » I ) indicate the missing cell counts. In this case we can let tˆn 0 be a random vector, to be assigned an appropriate prior distribution, possibly according to the sampling scheme of the data. Structural learning can then proceed, conditionally on the sampled values of t.
Quantitative learning
Although MC 3 was originally proposed for qualitative learning purposes it can also be adapted to quantitative learning. This can easily be done in the nonhierarchical setting described above. In that case, in fact, it is possible to use a variation of the algorithm that, after each update of g, draws samples from the parameter space y g . Using a hyperDirichlet prior, the posterior is also hyper-Dirichlet and parameter samples can be obtained easily. These values can then be employed to approximate a model averaged posterior distribution over the quantities of interest. We apply this methodology in the credit scoring application of Section 4. When the prior is not conjugate, as in the hierarchical case described here, MC
3 cannot be applied since we are not able to calculate analytically the corresponding posterior model odds needed.
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In this Section we propose an alternative methodology based on the RJMCMC sampler (Green, 1995) . This methodology allows us to simultaneously explore the model and the corresponding parameter space. Here we brie y present the main features of RJMCMC with reference to our graphical model determination problem; for more details see Green (1995) and Green (2003) for a review.
Following Giudici and Green (1999) we propose an algorithm consisting of three steps: a) we add or delete one edge from the graph g ensuring that the proposed graph g 0 is decomposable. This move also involves changes in y g . b) We update the matrix of cell probabilities given a graphical structure. c) We update the total prior precision (only in the hierarchical version).
Step (b) is not essentia l, but it permits us to move more ef ciently inside the parameter space, improving the mixing of the chain.
Step (c) works in a similar way as in the MC 3 case; hence we brie y describe it here and we refer to Section 3.2 for more details.
In our context an important choice to be made is how to represent the matrix y g . As we shall show in the following part it turns out to be useful to represent it in terms of the collection of submatrices (y g C , C 2 C(g)).
Update g move
Let g
0 be a graph obtained from g adding one more edge between vertices a and b. This move also affects the parameter structure; in fact, as shown in Section 3.1, by adding an edge (a, b) we create a new clique, abS, in addition or substitution to the pre-existing ones. Consider for simplicity the case in which the new clique abS is created in addition to the previous ones (Figure 1 ). The move is from a graph g, with collection of parameters (y g C , C 2 C(g)), to a graph g 0 , with collection of parameters (y g 0 C , C 2 C(g 0 )). Note that this second collection differs from the rst one only by one more element, y , consistent with them. In this way we obtain a distribution automatically satisfying the Markovianity condition with respect to the newly created graph g 0 . In order to do this we employ the junction tree structure and we create a matrix y g 0 abS consistent with the distributions on the subsets aS and bS (these subsets correspond to the separators of the junction tree T 2 in Figure 1 ). All the other cliques of the graph are by construction consistent with the distributions on these subsets.
Note that, even if a and b are dichotomous variables, S is a set of variables; therefore y g 0 abS could be a high-dimensional table and it could be dif cult to construct it. A possible solution to this problem is to consider the set of conditional distributions of a, b given all the possible con gurations of the separator S, that is y only one cell probability, x i , can be freely chosen. Note that by construction x i must belong to the interval ( max (0, p i ‡ q i ¡ 1), min (p i , q i )). At rst sight the best choice seems to sample x i from a uniform distribution uni( max (0, p i ‡ q i ¡ 1), min (p i , q i )). This is, in fact, the rst solution that we have explored. The problem with this approach is that the reversibility of the chain is not guaranteed. In fact, when an edge is proposed for deletion, sometimes the value of x i can be outside its range. We then decided to follow a different strategy: we proposed to sample x i from a normal distribution centered on (p i ‡ q i )=2 and to reject the new value if it does not belong to the interval ( max (0, p i ‡ q i ¡ 1), min (p i , q i )). This proposal is easy to construct and implement, it ensures reversibility, and it works well for the dichotomous case. Unfortunately, in the more general case, when a and b have many levels and the number of parameters to generate is big it can be inef cient leading to a low probability of acceptance. A possible alternative that we are exploring is to sample from a suitable truncated distribution. This is a quite dif cult problem and more research is needed.
The procedure described above is repeated independently for each possible con guration of the separating set S. The new values are stored in a vector xˆ{x i , i1
, . . . , 2 jSj } with joint distribution q(x). Once the tables y 3) The proposed move from graph g, with parameters y g , to the graph g 0 , with parameters y g 0 , obtained by adding the edge (a, b) is accepted with probability equal to aˆmin {1, R a },
In Equation (3.2), r A (g, y g ) and r D (g 0 , y g 0 ) are, respectively, the probabilities of adding and deleting an edge given the current state of the chain. The distribution q(x) is obtained by the product of 2 jSj independent normal distributions. Finally, jJj, the Jacobian of the transformation, is equal to Q
. This derives easily from the fact that moving from g to g 0 we generate the new parameter values from a set of conditional distributions and we then multiply them by the corresponding marginal distributions.
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Calculations can be made locally considering only the four complete subsets represented in Figure 1 , that is
Update y move
This move does not involve a change in dimensionality, and the acceptance ratio is calculated applying the standard Metropolis-Hastings algorithm. Furthermore, as we have already said, this step is not essential but it improves the mixing of the chain. At each step we only update one single clique; we choose it randomly and we perturb, in a suitable way, each element of its vector of probabilities. Our procedure does not change the set of cliques and separators; we create a different distribution belonging, however, to the same Markov family. We now provide more details on the procedure applied. We randomly select one clique C 2 C(g) and we perturb each element y g C (i C ), of the corresponding matrix y g C , with a realization from a uniform random variable. More precisely, we consider y g C (i C ) ‡ u i , with u i ¹ Uniform(¡d, d) (in the examples in Section 4 we consider dˆ0:1). Subsequently, through a standard iterative procedure, the newly created matrix is adjusted in order to maintain invariant the marginal distributions on the current separators. At each single step we update a different clique; an alternative possibility is to update the vector of all the parameters sampling from a truncated distribution, but this is quite a tough question and more research is needed.
Since we are only modifying the distribution corresponding to clique C, we accept the proposed move with probability aˆmin {1, R a }, where
The proposal ratio R prop is equal to 1 since the proposal distribution is symmetric.
Update l
We nally remark that the algorithm presented can easily become hierarchical assigning a prior distribution on the total prior precision. Similarly to the MC 3 case (see Section 3.2), we assign a gamma distribution on l 0 . A change in l 0 is accepted with probability aˆmin {1, R a }, where
Illustrative examples
The proposed methodologies have been applied to the analysis of two different data sets. The rst one is a complete data set known in the literature as the 'Women and Mathematics' data set (Fowlkes et al., 1988) . We concentrate our analysis on the MC 3 method and show the advantages of a hierarchical prior model in terms of higher robustness of the posterior inference. Regarding the RJMCMC sampler we only brie y refer to it here, since the results are similar to the ones obtained with the MC 3 methodology. The second data set is a more challenging sparse table, concerning a credit scoring problem (Fahrmeir and Hamerle, 1994) . In this case we compare directly the performance of the MC 3 and the RJMCMC algorithm. From this example it turns out the RJMCMC procedure converges slowly when the table is sparse.
We remark that our algorithms have been previously tested with simulations from the prior distributions. In this way it has been possible to test their correct implementation. Furthermore, after having obtained the nal results from the posterior, we have checked them by means of several convergence diagnostics, which have shown a satisfactory performance of the proposed algorithms. Finally, in order to text the performance of the models we have run the chain from different starting points. The obtained results are similar to the ones presented below; for this reason we shall only refer to the results of one chain in the following.
Women and mathematics data set
This data set concerns the attitude of New Jersey high school students towards mathematics. The aim of the research was to investigate whether the attendance of scienti c lectures with female teachers had some in uence on the interest of females towards mathematics.
The random variables of interest are:
(X 1 ) WAM lecture attendance: attended or did not attend; (X 2 ) Sex: female, male; (X 3 ) School type: suburban or urban; (X 4 ) 'I'll need mathematics in my future': agree or disagree; (X 5 ) Subject preference: math=science or liberal arts; (X 6 ) Future plans: college or job.
There are 2 15 possible graphical models, of which about 20% are nondecomposable. A precise expression of the number of nondecomposable graphs can be obtained making use of the formula presented by Wormald (1985) to count the number of labelled chordal graphs.
Let us consider our extended MC 3 algorithm. With the nonhierarchical model the posterior distribution of the models is highly sensitive to the value of the hyperparameter l 0 . Tables 1 and 2 report support for this statement. In Table 1 it is shown that, running the MC 3 algorithm with nˆ10 000 burn-in and nˆ100 000 iterations, the approximate posterior probabilities of presence of the 15 considered edges differ substantially, taking different values for l 0 , such as (1, 32, 64) . These values of the 50 C Tarantola Table 1 Women and mathematics: estimated probability of an edge being present with the MCMC model determination for discrete graphical models 51 hyperparameter correspond to the different prior settings described in Section 2.2. On the other hand, for the hierarchical model, in analogy with the nonhierarchical case, we have the following values of the mean hyperparameter f , (1, 32, 64) . As it appears in Table  1 , the results do not differ so markedly as in the previous case, thus showing the higher robustness of the hierarchical prior. In order to validate our assertion, we use a measure of distance between the results of the different setups. As a scoring function we consider the Euclidean distance (Table 2 ). In Table 2 we indicate with d i,j the distance between the results obtained setting l 0ˆi and l 0ˆj (fˆi and fˆj in the hierarchical case).
We now concentrate our attention on the hierarchical case and we consider, for an exempli cation, values of the hyperparameters fˆ1 and sˆ0:1. Experiments 52 C Tarantola obtained varying s show very little changes. We rst present convergence diagnostics; mixing over g has been monitored looking at different indicators. At rst we monitor the convergence of the presence probability of each edge. Figure 2 estimates, for each batch of 100 simulations, the probability of each edge being present in the simulated graphs. The edges are ordered lexicographically, namely: (2, 1), (3, 1), (3, 2), (4, 1), (4, 2), . . .. Note that edges (4, 2), (5, 2), (5, 4), (6, 3), (6, 4) are present most of the time, as a blacker colour indicates presence. For edges (4, 3) and (6, 5) the situation is less clear. We then consider an appropriate measure of the complexity of g, that is, the number of edges present in the graph. In Figure 3 we represent, for a run of 100 000 iterations, thinned every 100, the number of edges present at each iteration and the corresponding cumulative mean, the autocorrelation and cumulative occupancy fractions. Note that the chain explores more frequently graphs with 5, 6 or 7 edges; the cumulative mean of edges is quite stable, apart from a few initial values due to the effect of the burn-in; for all lags greater than 1 the values of the autocorrelation function are not signi cantly different from zero.
In Figure 4 the most plausible graphs are represented, according to the posterior distribution of g. The best graph receives about 23% of the posterior probability, and MCMC model determination for discrete graphical models 53 this is substantially con rmed changing the values of the hyperparameters. Note also that there is strong evidence for the marginal independence of variable X 1 . We now compare our results with those obtained by Madigan and Raftery (1994) , who analysed this data set using Bayesian discrete graphical models. They select, with a nonhierarchical model and using Occam's razor, two different graphical structures; their best model is the same as ours, the second one corresponds to the third one in our selection. Finally, in Figure 5 we represent for the top four models of Figure 4 the convergence of the posterior probabilities. Let us consider the RJMCMC methodology. In this case in order to obtain results comparable to the previous ones we must consider at least 200 000 iterations with a burn-in of 20 000. This con rms what we expected; remember that we now generate a new realization both for the graphical structure and for the matrix of cell probabilities. Madigan and Raftery, 1994) . The data set we consider consists of 1000 observations on clients of a southern German bank, who were given credit, for which 21 variables are available. It can be downloaded from the web page of the Institute of Statistics at the University of Munich. Given the extremely high sparseness of the data, we performed a preliminary screening of the variables, following Fahrmeir and Hamerle (1994) . Therefore, we consider the following binary random variables:
(X 1 ) Gender; (X 2 ) Marital status: single, nonsingle; (X 3 ) Banking account? (X 4 ) Good history of banking account? (X 5 ) Good repayment of past credits? (X 6 ) Large amount of the given credit? 
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Figures 6 and 7 show diagnostic outputs on the MC 3 simulation, with a run of nˆ200 000 plus a burn-in of 20 000. Figure 6 estimates, for each batch of 200 simulations, the probability of each edge being present in the simulated graphs. Figure 7 represents, for each batch of 200 simulations, the number of edges present and the corresponding cumulative mean, autocorrelation and cumulative occupancy fractions. Note that the Markov chain explores more frequently graphs with 9, 10 or 11 edges (out of the possible 36); the cumulative average number of edges seems to indicate a good stability of the results.
The high number of possible graphs makes it dif cult to discrimina te between them on the basis of their posterior probabilities. For this reason, differently from the WAM case, we suggest building a representa tive graph, which contains all the edges with a probability of being present over a certain threshold. Giudici (2000) proposes to consider a representa tive graph containing all edges having a posterior probability greater then 90%, but does not provide convincing arguments in favour of this choice. We do not follow this approach, but we suggest considering the median probability model. This is the model consisting of those edges that have overall posterior probability greater than or equal to 1=2 of being present in the model. For more details and arguments in favour of this choice, see Barbieri and Berger (2004) . Table 4 Figure 8 Credit scoring: diagnostics on the number of edges, with the hierarchical RJMCMC method 58 C Tarantola presents the estimated edge presence probabilities needed to build such a graph. We indicate with bold the edges present in the graph. From Table 4 we can derive the following conditional independence statements, where each pair of variables is conditioned on all the remaining ones: 1) credit reliability is conditionally independent on gender; 2) credit reliability is conditionally independent on marital status; 3) credit reliability is conditionally independent of the amount of the given credit.
We now consider the application of the RJMCMC method to the same hierarchical model discussed before. In this case we need a longer run, nˆ500 000 iterations with a burn-in of 50 000, in order to obtain results comparable to the ones of the MC 3 methodology. Figure 8 presents for each batch of 500 simulations, the probability of each edge being present in the simulated graphs. Comparing Figures 8 and 6 we note that the RJMCMC is less stable. In particular, from Figure 8 it turns out that there is more uncertainty regarding the presence of edge number 31 (edge (9, 3)) corresponding to the variables 'Credit reliability' and 'Banking account'.
Finally, we compare the MC 3 and the RJMCMC algorithm in terms of classi cation criteria . In order to do this, we employ a variation of the nonhierarchical MC 3 algorithm that, after each update of g, draws samples from the parameter space y g . Here we are interested in the marginal posterior distribution of the probability of credit reliability and, therefore, at each stage of the Markov chain, and after each graphical update, we draw a sample from a Beta distribution, corresponding to the marginal posterior distribution of credit reliability under the considered graph g. We have then model averaged the expected posterior probability with the approximate posterior distribution of g. It turns out that the estimated posterior probability of credit reliability is equal to 0.330194. This result calibra tes well against the observed proportion of 0.30. Using the hierarchical RJMCMC model, the estimated posterior probability of credit reliability is now equal to 0.330293, which is essentia lly comparable to what we obtained in the nonhierarchica l MC 3 . 
Concluding remarks
In this paper we have compared two different MCMC samplers for Bayesian model determination for discrete graphical models in terms of computational complexity and statistica l performance. While RJMCMC was explicitly designed for both qualitative and quantitative learning, MC 3 was originally proposed only for qualitative learning. As we have already said, if we work with conjugate priors the parameter distribution derives immediately and we can use a variation of the MC 3 algorithm that draws samples from the parameter distribution after each graphical update. When the prior is not conjugate, in order to obtain a sample from y g one should use RJMCM. On the other hand, RJMCMC is more complex to implement and requires a more thorough convergence diagnostic analysis. Moreover, as it turns out from the credit scoring example, the convergence rate is very slow in the case of sparse tables. A possible solution to this problem has been proposed by Brooks et al. (2003) ; they show how the convergence rate could be improved by accurately choosing the jump proposal.
For both algorithms we have proposed an application of a hierarchical hyperDirichlet. Our results suggest that hierarchical prior distributions have two main advantages with respect to nonhierarchical ones: on the one hand, they are easier to specify, and can thus constitute an 'automatic' default choice, especially for highly complex problems; on the other hand, they seem to lead to inferences less sensitive to the prior, as they allow 'borrowing strength' of sample information between different clique domains.
Both our algorithms are fully based on local calculations, leading to ef cient computations. A possible disadvantage is that we are restricted to decomposable graphical models. However, as shown in Giudici and Green (1999) , quantitative learning in nondecomposable models can be reasonably well approximated by learning from mixtures of decomposable models.
