Empirical studies have identified population-genetic factors as important determinants of the properties of genotype-imputation accuracy in imputation-based disease association studies. Here, we develop a simple coalescent model of three sequences that we use to explore the theoretical basis for the influence of these factors on genotype-imputation accuracy, under the assumption of infinitely-many-sites mutation. Employing a demographic model in which two populations diverged at a given time in the past, we derive the approximate expectation and variance of imputation accuracy in a study sequence sampled from one of the two populations, choosing between two reference sequences, one sampled from the same population as the study sequence and the other sampled from the other population. We show that, under this model, imputation accuracy-as measured by the proportion of polymorphic sites that are imputed correctly in the study sequence-increases in expectation with the mutation rate, the proportion of the markers in a chromosomal region that are genotyped, and the time to divergence between the study and reference populations. Each of these effects derives largely from an increase in information available for determining the reference sequence that is genetically most similar to the sequence targeted for imputation. We analyze as a function of divergence time the expected gain in imputation accuracy in the target using a reference sequence from the same population as the target rather than from the other population. Together with a growing body of empirical investigations of genotype imputation in diverse human populations, our modeling framework lays a foundation for extending imputation techniques to novel populations that have not yet been extensively examined.
Introduction
The field of human genetics has recently witnessed an explosion in the number of published genome-wide association (GWA) studies, revealing hundreds of novel disease-associated genes (Donnelly, 2008; Manolio et al., 2008; Hindorff et al., 2009 Hindorff et al., , 2011 . The considerable potential of GWA studies-which examine thousands to millions of genetic markers in samples of unrelated individuals with the goal of uncovering genotype-phenotype correlations-to ultimately improve human health has been widely recognized (e.g., Hardy and Singleton, 2009; Manolio, 2010; Stranger et al., 2011) .
Among factors contributing to the success of GWA studies has been the advent of genotype-imputation methods that use chromosomal segments shared among subjects to predict, or impute, genotypes at marker positions not directly measured in individual GWA studies (Li et al., 2006; Nicolae, 2006; Browning and Browning, 2007; Marchini et al., 2007; Servin and Stephens, 2007) . * Corresponding author.
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In imputation studies, the haplotypes of ''reference'' individuals that have been genotyped at a higher density than GWA individuals targeted for imputation often serve as template sequences on the basis of which unknown genotypes in the targets are inferred. Because imputation increases the number of markers that can be interrogated for disease associations and permits larger sample sizes by enabling data sets typed on different platforms to be merged, it can increase the statistical power of GWA studies (e.g., Li et al., 2009; Marchini and Howie, 2010) . This important role for imputation is likely to persist as technology advances; when whole-genome sequencing of at least a portion of GWA samples becomes routinely feasible, the power of sequence-based GWA studies can be improved by imputation in genotyped individuals using sequenced individuals as templates (Li et al., 2011) .
Recent studies have empirically examined the determinants of genotype-imputation accuracy in globally distributed human populations (Guan and Stephens, 2008; Pei et al., 2008; Huang et al., 2009 Huang et al., , 2011 Li et al., 2009; Fridley et al., 2010; Surakka et al., 2010) . These investigations have shown that, in imputation-based GWA studies, population-genetic factors play an important role in determining levels of imputation accuracy attainable in a study population. Factors such as the level of linkage disequilibrium in 0040-5809/$ -see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.tpb.2012.09.006 a study population and the degree of genetic similarity between a study population and a reference population whose members serve as templates have been found in imputation experiments to be prominent drivers of imputation accuracy (Egyud et al., 2009; Huang et al., 2009 Huang et al., , 2011 Paşaniuc et al., 2010; Shriner et al., 2010) . Though empirical work on genotype imputation has provided some understanding of the population-genetic factors that affect imputation accuracy, theoretical work exploring the influence of these factors on imputation accuracy has been limited.
A theoretical approach to studying genotype imputation under a population-genetic model offers the potential for producing a variety of insights. First, by obtaining expressions for the mean and the variance of the imputation accuracy as a function of population-genetic parameters, we can explain patterns of imputation accuracy observed in empirical studies in terms of the population-genetic factors that affect the underlying genealogical relationship between study and reference individuals. Second, using simple expressions, imputation accuracy can be evaluated with less computation than in simulation-based approaches, enabling investigators to predict imputation accuracy under a model rather than implement computationally intensive simulations. Third, unlike targeted simulations specific to particular populations of interest, a general modeling framework can be adapted for organisms beyond humans in which imputation-based association studies and large-scale genomic resources have begun to emerge (e.g., Atwell et al., 2010; Druet et al., 2010; Kirby et al., 2010; Badke et al., 2012; Hickey et al., 2012) . Jewett et al. (2012) introduced a theoretical model for evaluating imputation accuracy as a function of population-genetic parameters. Using a coalescent framework, they analytically studied the effect of reference-panel size on imputation accuracy, as well as the degree to which the use of reference haplotypes from the same population as a target sequence (an ''internal'' reference panel) improves the accuracy of imputation compared to the use of reference haplotypes from a separate population (an ''external'' reference panel). In order to incorporate a large sample size in obtaining their analytical results, however, Jewett et al. (2012) did not account for randomness in the mutation process. Instead, their treatment of mutation amounted to an assumption that mutation is a deterministic process, in which mutations accumulate along a genealogical branch in direct proportion to the branch length. Consequently, under this assumption, the best template for imputation is always a haplotype whose coalescence time with the target sequence on which genotypes are to be imputed is smallest.
Here, we consider a coalescent model of genotype imputation that, at the cost of examining only a small sample size, allows for randomness in the imputation process resulting from the stochasticity of mutation. Assuming the infinitely-many-sites mutation model, we derive the approximate expectation and variance of imputation accuracy under a straightforward imputation scheme, conditioning on a mutation parameter (θ ), a proportion of markers genotyped in a given length of a chromosome (p), and a time to divergence between the target population and an external reference population (t d ). As in Jewett et al. (2012) , our derivations account for randomness in the genealogy by considering the distribution of genealogies under a model in which study and reference individuals are sampled from two populations that diverged at time t d in the past. We pose the following questions: (1) What are the influences of θ , p, and t d on the expectation and variance of imputation accuracy? (2) What is the expected gain in imputation accuracy in a study sequence targeted for imputation by using a reference sequence from the same population as the target rather than from a different population? Answers to these questions provide information on the factors that affect genotype-imputation accuracy, with implications for the design of imputation-based association studies and the expansion of genomic databases.
Theory
In this section, we introduce a theoretical framework that permits the computation of the approximate expectation and variance of imputation accuracy in a target sequence on the basis of one of two reference sequences. The framework has four parts: a coalescent model for the genealogical relationships among lineages, a mutation model, a decision rule that guides the selection of the reference sequence for the imputation, and an imputation scheme that specifies how the imputation is performed and its accuracy evaluated. The computations employ three approximations, including a Monte Carlo step for the evaluation of certain integrals.
A coalescent model
Consider two populations P 1 and P 2 that diverged from an ancestral population P A at time t d in the past. Further, consider three haploid individuals-a study individual targeted for imputation (henceforth simply identified as a target and denoted by I) and two reference individuals (denoted by R 1 and R 2 ). Individuals R 1 and I are from population P 1 , and individual R 2 is from population P 2 . In a diploid organism, the haploid individuals can be viewed as single haplotypes.
For the set of three individuals, let G denote a labeled gene tree topology. We denote the times during which three and two lineages exist in the genealogy, and the divergence time between populations P 1 and P 2 , by T 3 , T 2 , and t d , respectively. We assume that the diploid effective population size, denoted by N e , is the same for populations P 1 , P 2 , and P A . All times are measured in units of 2N e generations. For convenience, we refer to G as the genealogy and use the notation T = (T 3 , T 2 , t d ).
The genealogy G can have one of four possible genealogical types G (Fig. 1) : three in which the first coalescence event occurs more anciently than the population-divergence time t d (g = A, B, C ), and one in which the first coalescence occurs more recently than t d (g = D) . For each type, we label the external branches for the lineages of reference individuals R 1 and R 2 and target individual I by 1, 2, and 3, respectively (Fig. 1) . We examine the genealogy backward in time, combining the external and internal branches immediately descended from the root into one branch that takes on the label for the external branch. Thus, for instance, branch 2 in genealogy A has length t d + t 3 + 2t 2 . Note that, as shown in Fig. 1, in genealogies A (Kingman, 1982a,b) . For our model of sequences R 1 , R 2 , and I, the probability density function of
For g = A, B, C , the probability density function of T 3 is
For genealogy D, however, the lineages for reference sequence R 1 and target sequence I are constrained to coalesce no more anciently than the divergence time t d . Thus, the probability density function for the time T 3 during which all three lineages exist is
where 1 {B} is the indicator function that takes a value of 1 if condition B holds and is 0 otherwise. We compute the probability
conditioning on the time interval of the coalescence of reference sequence R 1 and target sequence I. Considering the lineages backward in time, we define E to be the event that R 1 and I do not coalesce by t d andĒ to be the event that R 1 and I do coalesce by t d . Because each pair of lineages in the same population has the same probability of being the first to coalesce, conditional on E , genealogies A, B, and C occur with equal probability. Therefore,
Stochastic mutation
We examine imputation at a locus evolving according to the infinitely-many-sites mutation model, with no recombination (Watterson, 1975) . We consider only the polymorphic sites in a sample of three sequences, ignoring all sites that are not polymorphic in the sample. Under the infinitely-many-sites model, the number of polymorphic sites in a sample is the same as the number of mutations in its gene genealogy, and we use the terms ''polymorphic sites'' and ''mutations'' interchangeably. We denote the population-scaled mutation parameter by θ = 4N e µL, where µ is the mutation rate per base per generation, and L is the length (in bases) of the sequence under consideration.
For our computations of the mean and the variance of the imputation accuracy, we will need for each genealogical type g various distributions related to numbers of mutations that occur on a random genealogy. Let X i be the total number of mutations that occur on branch i under the neutral coalescent model with infinitely-many-sites mutation (i = 1, 2, 3). We assume that, with probability p, a given site is genotyped in the target, and that sites are chosen independently for genotyping. Reference sequences R 1 and R 2 are assumed to be genotyped at all sites at which the set of three lineages {R 1 , R 2 , I} is polymorphic. Let Y i be the random number among the X i mutations on branch i that are genotyped in the target. Let h i (T; g) denote the length of branch i for a given genealogy assumed to have time T and type g.
We assume that the total number of mutations X i on a branch, conditional on its branch length h i (T; g), follows a Poisson distribution with parameter h i (T; g) θ /2. That is,
where h i (T; g) is specified in Table 1 for g = A, B, C , D and i = 1, 2, 3. Because individual sites are genotyped in the target independently of each other, each with probability p, conditional on the total number of mutations X i on branch i, the random number of mutations Y i on branch i that are genotyped in the target follows a binomial distribution with parameters X i and p,
Eqs. (5) and (6) imply that, conditional on the coalescence and population-divergence times T, the number of mutations Y i on branch i that are typed in the target follows a Poisson distribution:
Similarly, the number of mutations X i − Y i on branch i that are untyped in the target follows a binomial distribution with parameters X i and 1 − p:
Eqs. (5) and (8) then imply that 
Finally, conditional on T, the numbers of mutations on any two branches Y i and Y j that are genotyped in the target are independent.
The difference between two independent Poisson-distributed variables is described by the Skellam distribution (Johnson and Kotz, 1969) . Thus, for i, j ∈ {1, 2, 3} and i ̸ = j,
p/2, and probability mass function
(11)
is the modified Bessel function of the first kind.
A decision rule
Recall that in our sample of three haploid sequences-two references R 1 and R 2 , and a target I-we consider only polymorphic sites. The target sequence is assumed to be genotyped at only a subset of the sites that are polymorphic in the set of three sequences. We now further assume that missing genotypes at untyped markers in the target are imputed by copying the corresponding genotypes in a chosen reference sequence that has been genotyped at all of the sites. The choice of a reference is specified by a decision rule δ that we introduce below.
Accurate imputation relies on the occurrence of chromosomal segments that are shared identically by descent between target and reference sequences. Similar sequences are more likely to descend from the same ancestral sequence, and therefore we generally expect imputation accuracy in a target sequence to increase with increased genetic similarity between the target and reference sequences. We define a distance statistic d i between reference sequence R i (i = 1, 2) and target sequence I to be the number of pairwise differences between the two sequences at positions genotyped in the target. Because we associate R 1 , R 2 , and I with branches 1, 2, and 3, respectively, we have
Smaller values of d i indicate greater genetic similarity-measured at the genotyped positions in the target-between reference sequence R i and the target.
We now present a decision rule δ-based on the distance statistic d i -that we use to select one of the two reference sequences, R 1 or R 2 , for imputation in the target (Box 1). In short, rule δ selects the genetically more similar reference sequence to the target, as measured by d i .
• If d 1 = d 2 , with probability 1/2, use reference R 1 , and, with probability 1/2, use reference R 2 . 
An imputation scheme
Once a reference sequence is chosen for imputation in the target, we substitute missing genotypes at untyped markers in the target by those at corresponding positions in the reference. We illustrate the reference selection and the imputation procedure in Fig. 2 .
Imputation accuracy is assessed as the proportion of polymorphic sites untyped in the target that are imputed correctly on the basis of a chosen reference sequence. Let R i , i = 1, 2, denote the chosen sequence, and let R j , j ̸ = i and j = 2, 1, denote the reference sequence that is not chosen. If R 1 is chosen as the template for imputation, the imputation accuracy obtained is
Alternatively, if R 2 is chosen as the template, then the imputation accuracy is
In both cases, the numerator is X j −Y j , because, under the infinitelymany-sites mutation model, polymorphic sites produced by mutations on the branch for reference sequence R j are exactly where reference R i and target I have identical genotypes. Thus, to count the number of sites imputed correctly in the target when using reference sequence R i , one simply counts the number of mutations on the branch for reference sequence R j that are not genotyped in the target but that are imputed. The denominator  3 ℓ=1 (X ℓ − Y ℓ ) corresponds to the total number of untyped polymorphic sites in the target that are subsequently imputed; in the case that
, Z is undefined because there are no genotypes to impute.
Expectation and variance of imputation accuracy
At sites genotyped in both reference and target sequences, the number d i of pairwise differences between reference R i (i = 1, 2) and target I is observable. 
, and let S 3 be the scenario in which
by taking a weighted average of its expectation conditional on the genealogical type g and the scenario S w , where g = A, B, C , D and w = 1, 2, 3, and where the weight is the joint probability of the genealogical type G = g and the scenario S w :
We first derive the conditional expectations E[Z|g, S w , θ , 
We make two approximations to obtain an expression for
. First, we use the first-order Taylor approximation that treats the expectation of a quotient as a quotient of expectations; although this approximation is not accurate in general, we will see later that, in our analysis, it is not unreasonable. Next, we
; this approximation amounts to assuming for i ∈ {1, 2, 3} that the number of untyped mutations on branch i is independent of which reference is closer to the target at sites genotyped in the target. Although these quantities are not independent, we will see that this assumption is also reasonable.
Applying the approximations, for g = A, B, C , D and w ∈ {1, 2},
where
In Eqs. (16) and (17), for g = A, B, C , D and i = 1, 2, 3, the expectation E[X i − Y i |g] can be found by conditioning on the coalescence times T 3 and T 2 and then integrating over their distributions: 
The upper limit of the inner integral depends on the genealogical type:
The formula for the expectation of a Poisson random variable gives
In any genealogy, by the independence of coalescence times under the coalescent model,
Considering all 12 choices of (g, i) with g = A, B, C , D and i = 1, 2, 3, the 12 cases in Eq. (18) evaluate to four possible quantities, which we denote as follows: 
Derivation of P(g, S w ) in Eq. (14)
We obtain the probability P(g, S w ) by jointly considering the marginal distribution of g and the conditional distribution of S w given a genealogical type G = g:
The probability P(g) is given in Eq. (4). As in the derivation of
, to compute P(S w |g), we condition on the coalescence times T 3 and T 2 and then integrate over their distributions: 
where f T 3 ,T 2 (t 3 , t 2 |g) is calculated with Eq. (22) and a is given in Eq. (19). In principle, P(S w |t 3 , t 2 , g) can be obtained by considering the difference Y 1 − Y 2 and using Eq. (11):
In practice, the sums are unwieldy, and, instead of computing them, we use a Monte Carlo approach to evaluate Eq. (28), as described in Section 3. This completes the derivation of the expecta- 
Derivation of
For g = A, B, C , D and w = 1, 2, 3,
We again suppress θ , p, and t d . The probability P(g, S w ) in Eq. (33) 
where Using the independence of B from the imputation accuracy Z , we can simplify Eq. (36) to (12) and (13)). As we have elsewhere used an approximation that, conditional on a genealogical type g, terms X i − Y i do not depend on whether w is equal to 1, 2, or 3 (Eqs. (16) and (17)), we here make a similar approximation that, conditional on g,
Thus, instead of conditioning on w = 3, we can condition on w = 1 or w = 2. If w = 3 is replaced with w = 1 for terms
, and with w = 2 for terms
This approximation reduces Var[Z |g, S 3 ] to simpler computations conditional on S 1 and S 2 .
In Eq. (35), for g = A, B, C , D and i = 1, 2, 3, the expectation E[X i − Y i |g] is computed using Eqs. (18)-(19), and the variance Var[X i − Y i |g] can be found using the conditional variance identity (Casella and Berger, 2001, p. 167) . Applying the identity, conditioning on the coalescence times T 3 and T 2 , and integrating over the coalescence-time distributions, we have
In Eq. (39), the upper limit a of the inner integral is given in Eq. (19), and the joint density function f T 3 ,T 2 (t 3 , t 2 |g) is evaluated using 
Eq. (22). The formula for the variance of a Poisson random variable gives,
where h i (T; g) appears in Table 1 . Consequently, in Eq. (39), the first term is (20) and (18), respectively. Considering all 12 choices of (g, i) with g = A, B, C , D and i = 1, 2, 3, the 12 cases in Eq. (39) evaluate to four possible quantities: (35) . For any genealogy, conditional on the coalescence times T 3 and T 2 , (X i −Y i ) and (X j − Y j ) are independent for any i and j with j ̸ = i. Then (23)- (26) and (41)- (44) 
Methods of computation and simulation
To calculate the expectation E[Z|θ , p, t d ] (Eq. (14)), we computed E[Z|g, S w , θ , p, t d ] using Eqs. (16) and (17). We obtained Table 5 The computation of Var[Z |g, S w ] for g = A, B, C , D and w = 1, 2, 3. Each initial expression is obtained using Eqs. (35) and (38), and then simplified using Eqs. (23)- (26) and (41)-(44). We omit the simplified expressions, as they are unwieldy.
Quantity
Initial expression
Monte Carlo estimates of P(S w |g, θ , p, t d ) included in the expression for P(g, S w |θ , p, t d ), using 10 5 draws from the Skellam distribution defined in Eq. (11). Each of these draws was obtained by first sampling t 3 and t 2 from their respective distributions, conditional on g (and t d ). Next, we evaluated the difference between two simulated Poisson random variables, with parameters h 1 (T; g) θp/2 and h 2 (T; g) θp/2, respectively. These Poisson variates were sampled using the GNU Scientific Library function gsl_ran_Poisson.
Thus, the expectation was obtained using three approximations: a Taylor approximation, an approximation that disregards a dependence on S w , and a Monte Carlo approximation for integrals associated with the Skellam distribution. (14) and (32), we then compared the simulated means and variances of the imputation accuracy to our formula-based estimates. Fig. 3 shows the mean and the variance of the imputation accuracy computed both using our formulas and using the simulations. For the parameter values that we considered, the theoretical approximations of E[Z|θ , p, t d ] obtained using Eq. (14) closely match the simulated mean imputation accuracy (Fig. 3, top row) .
Except when θ is small and p is large, the theoretical estimates of Var[Z |θ , p, t d ] obtained using Eq. (32) closely match the simulated variances (Fig. 3, bottom row) . (a) Generate a genealogical type G using a uniformly distributed random
generate T 3 from the probability density function in eq. 3.
(d) For i = 1, 2, 3, generate a total number of mutations
is specified in Table 1. (e) For i = 1, 2, 3, given X i , sample the number of mutations on branch i that are genotyped in the target as
3. Compute the sample meanz = 
The role of the parameters
As the formulas in Eqs. (14) and (32) provide reasonable approximations to the mean and the variance of the imputation accuracy, we next examined the effects of the parameters on the mean and the variance. Fig. 4(A) shows the mean imputation accuracy as a function of θ, demonstrating that, for each of three nonzero choices of p at a fixed t d , the mean imputation accuracy increases with θ . As θ increases, more mutations are likely to occur, and more sites are genotyped in the target. Consequently, the genotyped sites are less likely to suggest a misleading closer relationship between the target sequence and one reference sequence when the other reference is in fact more genetically similar to the target. The probability of making an incorrect decision with the genotyped sites, and subsequently using the reference sequence that has larger pairwise distance to the target sequence, decreases with increasing θ .
The mutation parameter θ
When p = 0, no sites are genotyped in the target, and no information exists for deciding which reference sequence is genetically more similar to the target. Each reference sequence might be selected with equal probability, independent of θ , and the mean imputation accuracy does not depend on θ.
For fixed p and t d , the variance of imputation accuracy decreases with increasing θ (Fig. 5(A) ). An increase in θ increases the number of polymorphic sites that need to be imputed in the target, increasing the sample size for the imputation process, and thereby producing a smaller variance in imputation accuracy (Fig. 5(A) ).
The proportion p of polymorphic sites that are genotyped in the target
For θ and t d fixed, the mean imputation accuracy increases with increasing p (Fig. 4(B) ). As in the case of θ , increasing p increases the number of polymorphic sites available in the target for identifying the reference sequence that it most closely resembles. Thus, an increase in p increases the probability that the more appropriate of the two reference sequences is identified.
Unlike in the case of θ, the variance of imputation accuracy increases with increasing p (Fig. 5(B) ). Increasing p reduces the number of polymorphic sites imputed in the target sequence, decreasing the sample size for the imputation process, and thereby producing a larger variance in imputation accuracy (Fig. 5(B) ). Fig. 6 shows the mean imputation accuracy as a function of t d for different values of θ and p. Both for θ fixed and for p fixed, the mean imputation accuracy increases as t d increases. Increasing t d enables more mutations to accumulate along branch 2 of the genealogy, increasing the probability that references R 1 and R 2 differ substantially in their similarity to target I. The sites genotyped in I are then more likely to correctly identify the more suitable reference sequence to serve as an imputation template, and thus, to lead to a greater imputation accuracy.
The divergence time t d
The variance of imputation accuracy exhibits a slight decrease as a function of t d , for fixed θ and p (Fig. 7) . Increasing t d lengthens the genealogy of the three sequences, so that more mutations occur along its branches. The larger number of polymorphic sites then leads to a greater sample size in the imputation process, and consequently, to a smaller variance in imputation accuracy. 
Expected gain in imputation accuracy from the use of an internal reference
Our numerical studies have found that the choice of parameter values affects the choice of reference sequence, which in turn affects the imputation accuracy. To assess the expected gain in imputation accuracy in a target sequence by using R 1 rather than R 2 , we plotted simulated mean imputation accuracies in the target for each of several scenarios with the reference sequence fixed (Fig. 8(A) ). We modified the simulation procedure, replacing steps
is computed for the case in which R 1 is used as the template and
The difference in mean accuracies between the imputations performed using R 1 and those performed using R 2 is largely constant across a wide range of values for θ and p (Fig. 8(B) ).
Denote the expected difference in accuracy-mean imputation accuracy based on R 1 minus mean imputation accuracy based on R 2 -by ∆ t d . Averaging across 40 mean differences, considering (θ , p) with θ in {1, 2, . . . , 10} and p in {0, 0.1, 0.5, 0.9}, ∆ 0.1 has mean 0.0829, and ∆ 0.01 has mean 0.0099. We can analytically estimate this expected difference quite accurately using a simple formula. In particular, ∆ t d can be computed by a weighted sum of its conditional expectations given the four values of g, with weights equal to the values of P(G = g|t d ). The cases g = A and g = B are equiprobable, and differ only in that the roles of R 1 and R 2 are exchanged in the genealogy. Thus, the contributions of these cases to ∆ t d sum to 0. If g = C , R 1 and R 2 have the same genealogical distance from the target I, and the value of ∆ t d is 0. Thus, only the case when g = D contributes to the difference in mean imputation accuracy between references R 1 and R 2 .
For g = D, the fraction of sites imputed correctly with reference R 1 is the fraction of sites due to mutations on branch 2, and the fraction of sites imputed correctly with reference R 2 is the fraction of sites due to mutations on branch 1. As the expected number of mutations on a branch is proportional to the branch length, the expected proportion of mutations that lie on branch 2 is approximated by the ratio of the expected length of branch 2 to the expected length of a genealogy with type D. Similarly, the expected proportion of mutations that lie on branch 1 is approximated by the ratio of the expected lengths of branch 1 and the whole genealogy. Thus, we obtain
(1) and (3), respectively, and where
We can simplify to obtain (48) is nonnegative, and use of reference R 1 always results in higher imputation accuracy in the target, on average, than use of reference R 2 .
Discussion
This paper has introduced a theoretical framework for investigating the population-genetic factors that affect genotypeimputation accuracy. Our framework includes a two-population coalescent model for three sequences, as well as a mutation model to account for stochasticity in the mutation process and thus in the choice of imputation template. Using the model, we have derived approximate expressions for the expectation and variance of imputation accuracy in the target sequence using a reference sequence chosen on the basis of genetic similarity to the target at genotyped positions.
In measuring imputation accuracy as the proportion of polymorphic sites that are missing but subsequently imputed correctly in the target sequence, we found that the mean imputation accuracy increases with increasing θ , p, and t d . We also observed that the variance in imputation accuracy decreases with increasing θ and t d but increases with increasing p. Additionally, we found that, under the model, the expected gain in accuracy when reference R 1 rather than reference R 2 is used as a template for imputing the target sequence can be accurately predicted by a formula relating the expected difference in imputation accuracy to the expected difference in branch lengths of R 1 and R 2 (Eqs. (46) and (48)).
Our results on trends in mean imputation accuracy can be explained intuitively by considering the amount of information available for determining which of the two reference sequences, R 1 or R 2 , is genetically more similar to the target sequence. For fixed p and t d , examining genotypes in sequences with more mutations (greater θ ) increases the probability that the reference sequence that is genetically more similar to the target at typed and untyped markers alike can be identified. For fixed θ and t d , increasing the proportion p of sites genotyped has a similar effect. For fixed θ and p, increasing the divergence time t d increases the relative similarity of the internal rather than external reference sequence to the target. For all three parameters, an increase in the probability of correctly identifying the genetically more similar reference sequence leads to an increase in mean imputation accuracy.
The results have implications for empirical studies of imputation. First, the model develops a framework for simultaneously considering the roles of θ , p, and t d in the design of an imputation study. To maximize imputation accuracy, investigators might select a higher value of p in low-θ genomic regions than elsewhere in the genome. In examining target populations for which reference sequences are unavailable, the value of t d to a reference population has a substantial influence on imputation accuracy. The model provides a perspective in which the increases in imputation accuracy from increasing marker density in a sample (increasing p) and from development of a more appropriate reference panel (decreasing t d ) can be compared in terms of their relative cost.
We note that, because of the complexity of the computations, we restricted our attention to a simple demographic model, with only two reference sequences. We have assumed a straightforward imputation scheme that copies an entire genomic region of interest in a template reference sequence into the corresponding positions in the target sequence, rather than allowing different templates in different genomic regions. Further, the reference sequences are assumed to be fully known without error. Each of these assumptions does not account for the full complexity of practical studies in human populations. Nevertheless, the simplicity of our modeling framework has enabled us to study patterns of imputation accuracy that provide insights into how individual population-genetic factors influence imputation accuracy. These insights, along with the complementary coalescent model of Jewett et al. (2012) on large samples but without mutation, can help contribute to further development of advanced strategies for the design of imputation-based association studies in humans and other organisms.
