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 Abstract 
The hippocampus  (HIPP)  is  the core of a memory system crucial  for  the  formation of new 
episodic  (unique  event) memories  in  humans  and  episodic‐like memories  (for what, where  and 
when)  in rodents. Its prevalent role  in the formation of memories  is thought to rely on a variety of 










the  representation of  spatial and  self‐motion  information.  It  is  therefore believed  that  input  from 
the MEC  supports  the  spatial  component of memory processing  in  the HIPP. Here, we  tested  the 
long‐standing hypothesis  that hippocampal  spatial  coding  relies on  input  from  the MEC. This was 
achieved  by  performing  extensive,  bilateral  excitotoxic  lesions  of  the MEC  and  placing  electrode 
arrays  into  the  CA1  pyramidal  cell  layer  of  the  HIPP.  Hippocampal  neural  computations  were 
assessed by recording extracellular action potentials (APs) from  individual neurons as rats explored 





spatial  code  were  reduced.  The  ability  to  form  distinct  spatial  representation  for  different 
environments was entirely  intact  in MEC‐lesioned rats. Contrary to most contemporary theories of 
hippocampo‐entorhinal  function, our  findings suggest that the MEC  is not the only determinant of 
hippocampal spatial computations and that sources  lacking sophisticated spatial  firing, such as the 
lateral  division  of  the  entorhinal  cortex  (LEC)  and  local  hippocampal  network  computations  are 
sufficient  to support  this  function. Following  the  finding  that  spatial  firing was partly preserved  in 
MEC‐lesioned rats, we tested whether the MEC  is necessary for the temporal organization of spike 
timing within  the place  field. Hippocampal place cells  that are activated along  the  rat’s  trajectory 
through  space  are  thought  to  be  linked  into  synaptically  connected  neuronal  sequences  via  a 
 mechanisms  referred  to  as  hippocampal  theta  phase  precession  (hTPP).  Theta  phase  precession 
reflects  the  temporal  distribution  of APs within  each  place  field with  reference  to  the  local  field 
potential  (LFP)  oscillation  at  theta  frequency  (4  to  10  Hz).  We  found  that  hTPP  was  strongly 
disrupted  in  MEC‐lesioned  rats,  demonstrating  that  the  MEC  is  necessary  for  the  temporal 
organization  of  hippocampal  spatial  firing.  Cognitive  functions  that  rely  on  sequentially  activated 
place cells are thus likely to rely on the MEC. In summary, the presented data demonstrate that the 

















































































































fields  recorded  from multiple cells cover  the entire behavioral arena  lead scientists  to believe 
that the HF forms neural representations of physical space and thus a cognitive map  (O'Keefe 
and Dostrovsky 1971). The profound  importance of hippocampal processing, however,  lies not 
only  in  its  spatial  coding  properties  but  in  its  ability  to  associate  information  about  distinct 
spatial and non‐spatial components that constitute a memory (Leutgeb, Leutgeb, Barnes, et al. 
2005; Wood et  al. 2000; Eichenbaum et  al. 1999; Wood, Dudchenko,  and  Eichenbaum 1999; 
Rolls 1990). Based on anatomical considerations and electrophysiological evidence, it is believed 
that spatial, contextual and non‐spatial  information  is fed  into the HF via the EC. The EC  is the 
major cortical input source to the HF and, in the rodent, is divided in two subregions, the medial 
and the lateral EC (MEC and LEC, respectively). The MEC is considered an extension of the dorsal 
visual  stream  and  is  known  to  contain  a  variety  of  cell  types  that  are  specialized  in  the 
representation  of  space  and  self‐motion  information  (Fyhn  et  al.  2004;  Hafting  et  al.  2005; 
Sargolini et al. 2006; Kropff et al. 2015; van Strien, Cappaert, and Witter 2009). The LEC, in turn, 
is  considered  an  extension  of  the  ventral  visual  stream. Neurons  in  LEC were  found  to  lack 
sophisticated spatial firing in standard experimental settings, and it is known that a proportion 
of  lateral  entorhinal  neurons  represents  objects  and  their  locations  (Hargreaves  et  al.  2005; 
Knierim,  Lee,  and  Hargreaves  2006;  Tsao,  Moser,  and  Moser  2013).  It  was  therefore 
hypothesized  that  the  MEC  provides  the  HF  with  fundamental  spatial  information,  while 
information about contextual and non‐spatial aspects of an experience might reach the HF via 
the  LEC  (Hargreaves  et  al.  2005). While  recent  studies  testing  the  effects  of  EC  lesions  on 




2008;  Ormond  and  McNaughton  2015).  This  is  in  stark  contrast  to  a  wide  range  of 
computational  models  that  render  the  spatial  mapping  system  in  the  MEC  crucial  for 
hippocampal  spatial  computations  to  emerge  (Solstad,  Moser,  and  Einevoll  2006;  Jauffret, 
Cuperlier, and Gaussier 2015; de Almeida,  Idiart, and  Lisman 2009; Savelli and Knierim 2010; 
Krupic,  Burgess,  and O'Keefe  2012;  Kammerer  and  Leibold  2014).  However,  because medial 
entorhinal  areas  that  are  specialized  in  spatial  processing  were  at  least  partly  spared  in 




to  test  the  long‐standing hypothesis  that the spatial mapping system  in the MEC  is crucial  for 
functional  hippocampal  spatial  coding.  To  minimize  the  probability  that  spared  MEC  input 




with 14  individually movable  tetrodes  for bilateral  recordings  in hippocampal area CA1. Place 
cell  characteristics  in  MEC‐lesioned  and  in  control  rats  where  then  studied  during  the 
exploration of open field environments.  In the second part of this dissertation (chapters 1.5, 3 
and  5.2),  this  approach  was  extended  to  investigate  whether  the MEC  is  required  for  the 
formation  of  distinct  hippocampal  spatial maps,  a  computation which  is  thought  to  prevent 
memories of similar events  from getting mixed up.  In  the  third and  final part  (chapters 1.6, 4 
and 5.3), I leave the spatial domain to examine how the MEC and hippocampus (HIPP) interact 
in order  to organize  information  in a meaningful way.  In  the mammalian brain,  the  temporal 
organization of  information  is  realized as  the ordering of neuronal activity with  references  to 




correlates with  the  rat’s distance within  the  cell’s place  field  (O'Keefe and Recce 1993). As a 
result of TPP, the sequence of place fields that are activated along the rat’s trajectory through 
space  is  replicated  within  each  theta  cycle,  at  a  time  scale  that  is  relevant  for  spike‐time‐
dependent synaptic plasticity. The phenomenon of TPP was initially discovered in the HIPP, but 
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interneurons  as well  as  afferent  and  efferent  fibers  (van  Strien,  Cappaert,  and Witter  2009; 
Witter  and  Amaral  2004).  In  each  hemisphere,  the  dorsal  proportion  of  the  HF  is  located 
dorsolaterally  to  the midbrain,  in proximity  to  the  septal  nuclei,  and  the  two dorsal HFs  are 
connected via the hippocampal commissure. The ventral proportion of each HF extents into the 
temporal  lobe  and  terminates  in  proximity  to  the  amygdaloid  complex. Accordingly,  the  axis 
connecting the dorsal and ventral pole of the HF  is referred to as the septotemporal axis (also 
known  as  longitudinal  or  dorsoventral  axis;  Box  1.1).  The  axis  describing  horizontal  planes 
through the HF,  in turn,  is referred to as the transverse axis. The HF receives its major cortical 
input from the EC, which is located in the temporal lobe (Canto, Wouterlood, and Witter 2008; 
Andersen  et  al.  2007).  In  rodents,  the  EC  in  each  hemisphere  consists  of  two 
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cytoarchitectonically and functionally distinct subdivisions — the LEC and the MEC (van Strien, 
Cappaert,  and Witter 2009). The EC  is part of  the parahippocampal  region  that,  additionally, 
entails  the  presubiculum  (prS)  and  the  parasubiculum  (paS)  as well  as  the  perirhinal  cortex 
(PER). The PER is further divided in Brookman areas 35 and 36 (A35 and A36, respectively). The 
parahippocampal  region  lies  posterior  to  the  HF  and  is  adjacent  to  the  SUB.  Areas  of  the 
parahippocampal region are distinct from areas of the HF, in that their neurons are organized in 
six layers, comparable to other neocortical regions. A diagram of the connectivity between the 





projection patterns  are organized  topographical manner,  in  that  the  dorsal  (d),  intermediate 















further  elaborate  on  the  connectivity  between  the  HIPP  and  the  MEC  (Box  1.2b).    The 
hippocampo‐medial‐entorhinal  circuitry  is  organized  in  a  loop,  in  that  the  superficial medial 
entorhinal  layers  (MEC  II and  III) provide  input  to  the HIPP, while  the deep medial entorhinal 
layers  (MEC  IV  and V)  receive  its output. CA1  is  the major output  area of  the HIPP,  sending 
projections  to  the  SUB  as well  as  the MEC,  and  the MEC  receives  additional backprojections 













(i.e.,  a  1 m2  squared  box),  where  they  from  one  to  two  place  fields  (Leutgeb  et  al.  2004; 
Thompson and Best 1989).  In a  two‐dimensional environment,  the  location specificity of each 
hippocampal place cell is invariant to the running‐direction of the rat, and place fields recorded 
from multiple  cells  cover  the  entire  behavioral  arena  (Box  1.3a,  Box  1.4a).  Place  cells  are 
smallest in the dorsal pole of the HIPP, and progressively increase in size towards its ventral pole 
(Kjelstrup et al. 2008; Royer et al. 2010). Of note, the distribution of place field  locations for a 
given environment  is established after  a  few minutes of exploratory behavior  (Leutgeb et  al. 
2004;  Frank,  Stanley,  and  Brown  2004),  and  place  field  locations  remain  stable  during 
subsequent visits of  the  same environment  (Box 1.4b). Because  the process  requires activity‐
dependent  synaptic plasticity, stable hippocampal maps are  thought  to be  the  foundation  for 
the formation of stable spatial memories (Rotenberg et al. 1996; Kentros et al. 1998; Lever et al. 
2002).  During  the  initial  map‐formation  process,  place  field  locations  are  anchored  to  a 
constellation of salient landmarks, such as the polarizing cue card placed at one of the recording 
chamber walls (Box 1.4c) or posters at the room walls. Once a stable map is formed, place cell 





remapping  (Wood  et  al.  2000;  Leutgeb  et  al.  2004; Muller  and  Kubie  1987;  Eschenko  and 
Mizumori 2007). Hippocampal  remapping  results  in  the  formation of distinct neural codes  for 
different situations and is thought to enable the formation of distinct memories. It will be more 
thoroughly discussed in later sections of this dissertation (chapters 1.5, 3 and 5.2). Collectively, 
the  described  observations  lead  scientists  to  believe  that  the HIPP  forms  an  abstract  neural 
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representation  of  physical  space  (a  so‐called  cognitive map), which  can  be  used  for  spatial 
navigation  and  the  flexible  formation  of  distinct  memories  (O'Keefe  and  Dostrovsky  1971; 
Buzsaki and Moser 2013; Eichenbaum et al. 1999). Finally, it is important to note that place cell 
firing  is not confined to rats but has been also observed  in other rodent species, such as mice 
and  gerbils    (Mankin  et  al,  2012a),  as well  as  in  bats  (Yartsev, Witter,  and Ulanovsky  2011; 
Ulanovsky  and  Moss  2007),  and  related  firing  pattern  were  also  observed  in  non‐human 







rat’s  trajectories  (gray)  with  superimposed  AP  locations  (red  dots)  are 
shown.  (a) Six simultaneously  recorded place cells  in  the HIPP. Note  that 
while each place cell fires at one specific location in space, collectively, the 
population of  active  cells  covers  the entire  recording  environment.  (b‐e) 
Different cell types found in deep and/or superficial layers of the MEC. (b) 
Head  direction  cell  that  fires whenever  the  rat  faces  into  the  northeast 
direction.  (Left  panel)  Trajectory  plot.  (Right  panel)  Polar  distribution  of 
head direction angles associated with  the APs  fired during  the  recording 
session. (c) Grid cell as typically found in the dorsocaudal‐most proportion 
of the MEC. Firing  locations are arranged  into equilateral triangles, which 
form a hexagonal grid.  (d) Spatially‐modulated  cells  that do not  fire  in a 
grid pattern  (so‐called spatial non‐grid cells).  (Left panel) Spatial non‐grid 
cell with a stripe‐like firing pattern. (Right panel) Cell whose firing pattern 












in  (a)  a baseline  foraging  session,  during  (b)  a 
second visit of the environment encountered in 
the  baseline  session  and  in  (c)  a  condition 
where  the  recording  chamber was  rotated  by 
90°. The experimental setting  is outlined at the 
left of each panel and the spatial firing patterns 
of  six  place  cells  are  simulated  at  the  right  of 
each panel. For each  cell, a heatmap  is  shown 
and  the color  scale  is  from zero  (blue)  to peak 
firing rate  (red). For visual guidance, each heat 





  Spatial  firing  is not  confined  to  the HF but  is also prevalent  in upstream areas of  the 
parahippocampal  region.  In  rodents,  one  key  component  of  the  parahippocampal  spatial 
mapping  system  is  the  head  direction  (HD)  cell.  Each HD  cell  forms  a  receptive  field  that  is 
specific  to  a  narrow  range  of  adjacent  HD  angles  within  an  allocentric  (world‐centered) 
reference  frame  (see  Box  1.3b).  Head  direction  cells  can  be  found  in  a  number  of  serially 
connected  brain  regions,  such  as  the  lateral mammillary  nuclei,  the  anterior  dorsal  thalamic 

















of  spatial  precision  in  the  grid  cell  code  decreases with  anatomical  distance  from  the dorsal 
border of  the MEC  (along  the dorsolateral‐ventromedial axis,  see Box 1.1),  in  that  the  size of 






that  show  spatial  firing  that  is not arranged  in a grid pattern  (Box 1.3d),  cells  that  fire along 





  In  contrast  to MEC, which  contains  a  variety  of  spatially modulated  cell  types,  firing 





from  the PER  (see Box  1.2a).  The PER  connects  to  the  ventral  temporal  cortex, primary  and 
secondary auditory regions, pririform as well as the insular cortex and is known to be involved in 




areas,  primary  visual  areas  and  posterior  parietal  cortex  (Burwell, Witter,  and  Amaral  1995; 
Witter,  Wouterlood,  et  al.  2000;  van  Strien,  Cappaert,  and  Witter  2009).  Of  particular 
importance for functional considerations is that the input from the two entorhinal subdivisions 
converges on overlapping cell populations  in the HIPP. As a result, the HIPP  is the recipient of 
highly processed  information  from virtually all cortical association and primary  sensory areas, 
and thus  ideally situated  in order  to merge  information about different aspects of an ongoing 
experience into a coherent memory trace (Rolls 2013; Willshaw, Dayan, and Morris 2015; Marr 
1971). Our  knowledge  about  network  computations  that  enable  the  hippocampo‐entorhinal 





  The  conceptual  framework paving our way  to understand how  the HIPP  supports  the 




learning,  connections  between  the  co‐activated  neurons  are  strengthened  via  activity‐
dependent synaptic plasticity. The recurrent nature of the network allows subsequent recall of 
the entire activity pattern representing  the event, even  if only  fragments of  the original  input 
patterns are present (a process referred to as pattern completion (see Box 1.5a, b). While Marr 
did  not  perform  a  functional  distinction  between  individual  hippocampal  subregions,  more 










neurons  acquire  associative  firing  properties  during  learning  (Ison, Quian Quiroga,  and  Fried 
2015): Ison and colleagues recorded activity patterns from a large number of individual neurons 
in  the medial  temporal  lobe  (including  the HIPP) while patients were  forming memories. The 
patients were presented with pairs of unrelated pictures, one of a spatial scenery and the other 
of  a person,  and were  asked  to  associate  the  items presented  in  each pair.  For each pair of 
pictures, recordings were obtained during the initial presentation, and during the formation of 
the  combined memory.    In  accordance  with  the  theory  that  the  HIPP  is  specialized  in  the 
formation of associative memories, it was found that neurons that fired during the presentation 
of  an  individual  picture  before  learning  started  to  fire  selectively when  the  two  items were 









the mismatching odor was presented and walk away  to  initiate  the next  trial  if  the matching 
odor was presented. The location of the bowl differed from trial to trial, and the proportion of 












The  flow  of  activity  during  (a)  encoding  of  a  particular  activity  pattern  and  (b)  its  retrieval  from  a 
degraded input pattern is indicated with red arrows. (a) PP‐cells representing a particular input pattern 
(Nb  and Nc)  activate  a  subset  of  CA3  neurons  (N2  and N4)  and  the  coactivation  of  these  neurons 
results  in  the  strengthening  of  theirs  synapses  (orange  circles).  The  coactivation  of  CA3  pyramidal 
neurons N2  and N4,  in  turn,  results  in  additional  strengthening  of  the  collateral  synapses between 
them (yellow circles). The processing of perforant path inputs and local CA3 computations give rise to a 








O'Keefe  2002;  Crane  and Milner  2005;  Gaffan  1994;  Gaffan  and  Saunders  1985;  Parkinson, 
Murray, and Mishkin 1988; Smith and Milner 1981), and similar deficits were also observed  in 
rodents with hippocampal damage. It was shown, for example, that rats with selective lesions to 




Further support  for  the  theory  that  the HIPP  functions as an associative network comes  from 
studies  identifying  computations  of  pattern  completion  in  the  ensemble  dynamics  of  large 
populations of simultaneously recorded neurons. Consistent with the prediction that the HIPP is 






of the N‐methyl‐d‐asparate  (NMDA) receptor gene  in CA3, they  found that the knockout mice 
were  readily able  to  form  spatial memories  in  the watermaze, and  retain  stable  spatial  firing 
patterns  in  the open  field environment. However, place cell  stability and watermaze memory 
were degraded  in conditions  in which a subset of the environmental cues was removed, while 
wild‐type mice were  unaffected  by  the  environmental manipulation. Additional  evidence  for 




was recorded during running on a circular, narrow  track, which was divided  in  four 90 degree 
segments.  Each of  the  four  segments was  covered with  a different  surface material  (such  as 
rubber mat  and  sand  paper),  and  the  circular  track  was  surrounded  by  curtains  that  were 
decorated with objects. The different materials covering the track were considered local sensory 
cues, while the objects hanging from the curtains were considered distal sensory cues. Neural 
activity  in  different  brain  regions was  then  compared  between  a  standard  condition with  a 
familiar  cue  configuration  and  a mismatch  condition  in which  the  local  and  distal  cues were 
rotated  in  opposite  directions.  Consistent  with  what  would  be  expected  for  a  network 
performing pattern completion, it was found that one of the major inputs to area CA3, the DG, 
produced highly decorrelated  representations  for  the  two conditions  (Neunuebel and Knierim 
2014). Despite receiving an uncorrelated  input pattern, CA3 cells responded coherently  to the 
cue rotation, in that place field locations collectively followed the local cues. CA3 ensembles did 
thus  not  express  identical  representations  between  standard  and mismatch  conditions,  but 
representations for the two conditions were nevertheless correlated, in that the structure of the 
map  remained  unchanged.  The  strong  coherence  in  CA3  firing  patterns  was  therefore 
interpreted as evidence for pattern completion  in area CA3. To convincingly demonstrate that 









coherent  shift  in area CA3. A  third major  input  structure  to area CA3  is  the  LEC, which  lacks 
highly organized  spatial  firing and  is known  to provide  the hippocampus with  contextual and 
other  non‐spatial  information. Recording  from  LEC  neurons  in  a  double‐rotation  experiment, 
Neunuebel  and  colleagues  found  that  LEC  cells  tend  to  follow  the  proximal  cues  to  a 
substantially smaller degree than neurons in area CA3 (Neunuebel and Knierim 2014). One could 
thus speculate that a weak and sporadic  input from the LEC was sufficient to elicit strong and 
coherent changes  in  the hippocampal spatial  firing patterns, an  interpretation consistent with 
pattern  completion  in  area  CA3.  Finally,  it  was  shown  that  the  tendency  to  demonstrate 
coherent  shifts  in  spatial  firing patterns was particularly  strong  in  subdivisions of area CA3  in 
which recurrent, collateral connectivity  is pronounced  (distal CA3, near area CA2), while  firing 
patterns were decorrelated  in  subdivisions with  limited  recurrent  connectivity  (proximal CA3, 









common  places  were  encoded  with  an  overlapping  set  of  neurons,  then  the  recurrent 
connectivity would result  in the activation of an overlapping activity pattern  for both types of 
memories,  rendering  them  undistinguishable.  On  theoretical  grounds,  such  memory 
interference can be prevented if the overlap between the neural activity patterns that represent 
different  memories  is  reduced  in  an  additional  upstream  processing  stage.  This  neural 
computation,  referred  to  as  pattern  separation was  initially modeled  in  granule  cells  in  the 
cerebellum  (Marr 1969). The concept was subsequently adjusted to model network activity  in 
the DG  (McClelland, McNaughton,  and O'Reilly 1995; O'Reilly  and McClelland 1994).  Intrinsic 
architecture  and  long‐range  connectivity  of  the  DG  make  it  particularly  well  suited  to 
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disambiguate  cortical  input  patterns,  and  to  subsequently  guide  the  encoding  of  distinct 
patterns in the recurrent networks of the CA3: As already illustrated in Box 1.6 , principle cells in 
the DG (also referred to as granule cells) are part of a competitive network, in which a cell that 
receives sufficient excitation to  fire APs silences the remaining granule cells  (its  ‘competitors’) 
via  inhibitory  feedback  connections.  In  addition,  granule  cells  are  known  for  their high  input 
resistance,  and  very  negative membrane  potential  (Ewell  and  Jones  2010;  Piatti,  Ewell,  and 
Leutgeb  2013),  rendering  it  particularly  difficult  to  elicit  APs  in  any  given  granule  cell.  In 
combination,  the  competitive  network  dynamics  and  the  high  AP  threshold  are  able  to 
transform  the  input  from a  large number of highly active  cortical neurons  into a very  sparse 
neural  code.  The  second  important  architectonic  feature  of  the DG  is  that  granule  cells  are 
extremely numerous compared to neurons in their entorhinal input sources (Rapp and Gallagher 
1996). Entorhinal information fed into the DG gets thus spread out onto a more extensive layer 















of  hippocampal  pattern  separation  suggest  that  during  the  encoding  of  new  memories, 
powerful, sparse and highly distinct  input  from  the DG biases  the activity and plasticity  in  the 
recurrent  networks  of  the  CA3,  into  patterns  that  are  separate  from  the  ones  formed  by 
previous memories. Once  the  synaptic matrix  is  established  under  the  guidance  of  the  DG, 
encoded CA3 patterns can be retrieved by weaker cortical  inputs.  In the described theoretical 
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framework,  pattern  separation  in  the  DG  is  thus  a  mechanism  that  supports  encoding  of 





of  studies describing  substantial hippocampal  remapping  in  response  to  small  changes  in  the 
rat’s  environment,  emotional  state or  behavioral  context  (Smith  and Mizumori  2006; Bower, 
Euston,  and McNaughton 2005; Wood et al. 2000; Moita et al. 2004; Wang et  al. 2012).  For 
example,  recording  hippocampal  neural  activity  during  random  foraging  in  open  field 
environments  (similar  to  those  introduced  in  Box  1.4),  Bostock  and  colleagues  found  that 
hippocampal  firing patterns  reorganized when a  familiar, white cue card was  replaced with a 
novel, black cue card (Bostock, Muller, and Kubie 1991). Similarly, hippocampal remapping was 
often observed in memory tasks that require the rat to pass through the same physical location 
repeatedly,  but  on  the way  from  or  to  different  locations  (Wood  et  al.  2000;  Ferbinteanu, 
Shirvalkar, and Shapiro 2011; Smith and Mizumori 2006; Ito et al. 2015). It is of note that most 
recordings  in  those  early  studies were  confined  to  CA1,  and  it was  not  yet  known whether 
distinct  hippocampal  firing  patterns  are  the  result  of  intrinsic  hippocampal  computations  or 
whether  they  are  inherited  from  upstream  structures.  In  order  to  determine  whether 
hippocampal remapping corresponds to the theoretical concept of pattern separation (i.e., the 
generation of distinct output patterns from overlapping input patterns), it is necessary to obtain 
detailed  knowledge  about  the  computations  performed  within  the  different  hippocampal 
subareas as well as  their  inputs. This approach was used by a  series of  recent  studies which, 
guided  by  the  theoretical  framework  on  pattern  separation,  began  to  reveal  the  neural 
mechanisms  that  underlie  the  formation  of  highly  distinct  neural  codes  in  the  hippocampo‐
entorhinal  system.  These  studies  suggest  that  rather  than  reflecting  a  single  computation, 
hippocampal  remapping  can  be  governed  by  two  different  computational  modes,  ‘rate 
remapping’ and  ‘global remapping’ (Leutgeb et al. 2004; Leutgeb, Leutgeb, Moser, et al. 2005; 
Fyhn et al. 2007; Kitamura et al. 2015). In our current understanding, rate remapping is used to 
form  highly  distinct  representations  of  environmental  contexts  that  are  similar, while  global 
remapping  is  used  to  form  highly  distinct  representations  of  contexts  that  are  distinct.  As 
discussed  below,  both  of  these  processes  roughly  correspond  to  the  theoretical  concept  of 




  Rate  remapping  is  commonly  observed  as  a  response  to  small  changes  to  the 
environmental or behavioral context, for example, when the color or geometry of the recording 
chamber  is changed. Neurons  in CA1, CA3  (Leutgeb, Leutgeb, Barnes, et al. 2005) and  the DG 
(Leutgeb  et  al.  2007)  respond  to  such  non‐spatial manipulations with  changes  in  their  firing 
rates, while  the  organization  of  the  spatial map  (i.e.,  the  location  of  each  cell’s  place  field) 
remains preserved. Simultaneous  recordings  from HIPP and MEC  show  that position and  rate 






rate remapping  in mice  in which synaptic plasticity  in the DG was reduced due to a knock out 
(KO) of an essential NMDA  receptor  subunit  (NR1). Neural activity was  recorded  in CA3, one 
synapse upstream of  the DG  (McHugh et al. 2007). Firing patterns  in CA3 were  compared as 
mice  foraged  in  a white,  circular  and  a black,  squared  recording  chamber.  In  support of  the 
theory that the DG is necessary to distinguish similar contexts, it was found that rate remapping 
was substantially reduced in NR1‐KO mice compared to their wild‐type litter mates. In addition, 
NR1‐KO mice were  impaired  in their ability  to discriminate between  two behavioral chambers 
that  differed  in  color,  indicating  that  the  impairment  in  rate  remapping  was  behaviorally 
relevant. This deficit was found in a contextual fear conditioning task that was used to test the 
degree of generalized  fear during  the exposure  to a behavioral  chamber  that was associated 
with a painful stimulus and a behavioral chamber which was neutral. Control mice showed fear 

















that  the neural mechanisms  for pattern  separation  in  the DG were  found  to be distinct  from 
those  predicted  by  early  theoretical  models:  As  described  in  Box  1.6,  models  of  pattern 
separation predict  that a cell  is either on or off depending on whether sufficient excitation  is 
present  to  reach  its  firing  threshold. On  the population  level,  this  results  in  the activation of 
distinct  cell  populations  for  different  contexts.  In  contrast  to  this  prediction,  Leutgeb  and 
colleagues found that the same population of DG cells was active across subsequent sessions of 
foraging  in  differentially  shaped  recording  chambers.  Instead  of  recruiting  distinct  cell 
populations,  the difference  in  context was  signaled with  changes  in  the  cells’  firing  rates. Of 
note is also that Leutgeb and colleagues did not record from hippocampal input structures, but 
where  nevertheless  able  to  characterize  the  firing  patterns  of  a  putative  grid  cell  axon  that 
terminated  in  the DG. As observed  in other  rate  remapping paradigms  (Fyhn et al. 2007),  the 
firing locations of this putative grid cell remained stable across sessions, and no changes in firing 
rate were detected, suggesting that the observed  firing patterns  in the DG were not  inherited 
from grid cells. While the firing patterns of other MEC cell types (Diehl et al., 2014) and other 
hippocampal  input  structures  remain  to  be  investigated  before  coherent  conclusions  can  be 




a  constant  hippocampal  map,  larger  environmental  changes  induce  a  more  substantial 
reorganization of hippocampal firing patterns (Box 1.7a, b). Foraging in two different rooms, for 
example,  results  in  the  activation  of  distinct  populations  of  neurons  in  CA3.  The  overlap 
between the two active cell populations corresponds to the overlap that would be expected by 
chance, if different sets of neurons were drawn to represent each environment. In CA1 and the 
DG,  the same population of neurons  is active  in different spatial environments, but  the  firing 
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locations are  redistributed  randomly, which  results  in similarly distinct spatial  representations 
(Leutgeb  et  al.  2004;  Leutgeb  and  Leutgeb  2007).  During  the  described  reorganization,  the 
relationships between hippocampal place fields change to the extent that distinct hippocampal 
spatial maps are formed, and this process is thus referred to as global remapping. It is important 
to mention  that global remapping does not only occur  in cases when  the  rat explores distinct 
spatial  locations, but also  in cases when  the  recording chamber  remains at a constant spatial 
location but  is changed to a  large degree, for example  in shape and texture  (Fyhn et al. 2007; 
Kitamura et al. 2015). Similarly, global remapping occurs when recording sessions in a constant 
environment  are  interspaced  with  foraging  in  the  darkness  (Fyhn  et  al.  2007),  and  a 
reorganization  of  place  field  locations was  also  observed  after  a  previously  ‘safe’  behavioral 
chamber was  associated with  the  occurrence  of  electrical  shocks  (Moita  et  al.  2004). Rather 
than  being  the  foundation  for  the  discrimination  of  different  spatial  environments,  global 




maps  are  thought  to  prevent memory  interference  and  therefore  roughly  correspond  to  the 
theoretical concept of pattern separation described above. 
 
























  The  formation  of  episodic  memories  does  not  only  require  the  association  of 
information about different aspects of an experience, but also requires that the  information  is 
organized  in a meaningful way. The temporal organization of  information  is thought to rely on 







  Studies  using  LFP  recordings  in  the  parahippocampal  region  of  behaving  mammals 
revealed  a  variety  of  behavior‐related  network  activity  patterns  that  are  characterized  by 
extracellular,  oscillatory  current  flow  changes  in  different  frequency  bands.  One  of  these 
oscillatory  patterns  is  the  theta  rhythm  (4  to  10  Hz).  Theta  oscillations  are  observed  in  all 
hippocampal subregions  (Kamondi et al. 1998; Buzsaki 2002; Mankin et al. 2015), a variety of 
parahippocampal regions (e.g., MEC, SUB, prS, paS but not LEC), and some hippocampal output 
regions,  such  as  the medial  prefrontal  cortex  (mPFC)  and  the  amygdala  (Hafting  et  al.  2008; 
Mizuseki  et  al.  2009;  Boccara  et  al.  2010;  Kim,  Ganguli,  and  Frank  2012;  Pare,  Collins,  and 
Pelletier 2002; Jones and Wilson 2005b, 2005a). In rodents, theta oscillations are predominant 
during behavioral states  that are associated with active  locomotion  (O'Keefe and Recce 1993; 
Patel et al. 2012;  Igarashi et al. 2014). During immobile states, they are typically absent unless 
the  animal  is  engaged  in  behaviors  that  require  active  processing,  such  as  decision making 
(Johnson and Redish 2007; Wikenheiser and Redish 2015b, 2015a) or the reaction to an aversive 








Wikenheiser  and  Redish  2015a,  2012;  O'Keefe  and  Recce  1993).  The  predominance  of 
hippocampal  theta oscillations during active processing across species  is  therefore  thought  to 
underlie a common mechanism  for  the  formation of memories  (Malhotra, Cross, and van der 
Meer  2012;  Buzsaki  and Moser  2013).  In  addition  to  its  appearance  during  awake  behavior, 
theta rhythmicity is also observed during the rapid eye movement (REM) phase of sleep, where 
it supports the sleep‐related restructuring of synaptic connections (Patel et al. 2012; Grosmark 
et  al.  2012;  Cantero  et  al.  2003).  In  rodents,  the  second  prominent  hippocampal  oscillatory 
pattern occurs during awake  rest periods and during slow wave sleep.  In brief, oscillatory LFP 
patterns  recorded  during  rest  periods  and  slow wave  sleep  are  characterized  by  irregularly‐
occurring, large‐amplitude current deflections that last for 40 to 100 ms (so‐called sharp waves). 
A  sharp wave  is  initiated  through  the  strongly  synchronized  bursting  of  neurons  in  the  CA3 
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which, in turn, results in the strong depolarization of CA1 pyramidal cells. Depolarized CA1 cells 
engage  in  a  transient  interaction  with  local  interneurons,  giving  rise  to  a  high  frequency 
oscillation referred to as ripple (110 to 200 Hz). After their initiation in CA3 and CA1, sharp wave 
ripples  (SWRs) propagate  to neocortical sites via the deep  layers of  the EC  (Maier et al. 2011; 
English et al. 2014; Chrobak and Buzsaki 1994, 1996; Stark et al. 2014). Sharp wave ripples are 
associated with the replay of neuronal activity patterns that occurred during behavior and are 





  The  hippocampal  theta  rhythm  is  generated  by  multiple  distinct  mechanisms  that 
involve external pacemakers as well as  local dendritic computations. Several subcortical nuclei 
are believed to be critically involved in theta rhythm generation, the most important of which is 
the medial  septum‐diagonal  band  of  Broca  (MS‐DBB).  The MS‐DBB  is  reciprocally  connected 




1978;  Buzsaki,  Leung,  and  Vanderwolf  1983;  Mizumori  et  al.  1989;  Mizumori,  Barnes,  and 
McNaughton 1989; Koenig et al. 2011; Brandon et al. 2014).  In addition,  it  is known  that  the 
onset of theta‐rhythmic firing in a subset of neurons in the MS‐DBB precedes the onset of theta 
oscillations  in  the HIPP  (Bland  et  al.,  1999).  Two  cell  populations  in  the MS‐DBB  have  been 
associated with  the  generation  of  the  parahippocampal  theta  rhythm,  long‐range  projecting 
GABAergic  and  long‐range  projecting  cholinergic  neurons.  Long‐range  projecting  GABAergic 
neurons  selectively  target  local  interneurons  in  the  HIPP  and  MEC  (Fuchs  et  al.  2016).  A 
proportion  of  those  target  neurons  are  fast‐spiking  interneurons  that  are  thought  to  inherit 
theta rhythmicity from the MS‐DBB and  impose  it on the somata of principle cells  in the HIPP 






antagonist  atropine  abolishes  hippocampal  theta  oscillations  in  urethane‐anesthetized  rats 
(Bradley  and  Nicholson  1962),  and  that  2)  the  bath  application  of  the  cholinergic  agonist 
charbachol  induces theta oscillations  in hippocampal slices (Konopacki et al. 1987; Bland et al. 
1988). 
  A  second  important  contributor  to  hippocampal  theta  oscillations  is  the  MEC.  As 
described in the previous section, the systemic administration of atropine was shown to abolish 
theta  oscillations  in  urethane‐anesthetized  rats  (Bradley  and Nicholson  1962).  However,  the 
same  manipulation  fails  to  substantially  alter  theta  oscillations  in  behaving  rats  (Kramis, 
Vanderwolf, and Bland 1975). Of note, it was found that hippocampal theta oscillations can be 
effectively abolished when combining atropine administration with lesions of the EC. Entorhinal 
lesions alone,  in turn, result  in a  reduction of hippocampal  theta oscillations that  is smaller  in 
magnitude than the reduction observed during the approach combining atropine administration 
with entorhinal  lesions  (Buzsaki, Leung, and Vanderwolf 1983).  In combination,  those  findings 
suggest  that  there might  be  two  types  of  theta  oscillations  in  the  HIPP,  one  dependent  on 
cholinergic  inputs  and one dependent on  the EC. Consistent with  the hypothesis  that  the EC 
contributes to theta rhythmicity in the HIPP, theta amplitude is known to be particularly high in 
the  stratum  lacunosum  moleculare  (slm),  which  harbors  hippocampo‐entorhinal  synapses 
(Kamondi  et  al.  1998;  Buzsaki  2002).  In  accordance,  slm  synaptic  currents  that  occur  during 
theta oscillations  in healthy  rats were  found  to be  strongly  reduced  in  rats with  lesions  that 
included the EC (Kamondi et al. 1998).  
   The entorhinal cortex is likely to contribute to hippocampal theta oscillations in multiple 
ways. First, neurons  in  the MS‐DBB are known  to project  to both HIPP and MEC  (Fuchs et al. 
2016), and  the  inactivation of  the MS‐DBB  results  in  reduced  theta amplitude  in both  regions 
(Koenig et al. 2011). It is thus conceivable that MS‐DBB firing drives theta‐rhythmic hippocampal 
firing via a direct route as well as an indirect route through the MEC. Second, it was shown that 
theta oscillations  can be  induced  in  vitro  in  slices  that  are  limited  to  the  EC,  suggesting  that 
intrinsic  entorhinal  networks  are  also  able  to  generate  theta  oscillations  (Golebiewski  et  al. 
1994; Konopacki and Golebiewski 1992). In fact, it is known that the application of simple step 
depolarization currents  to stellate cells  in  the MEC  induces subthreshold membrane potential 
oscillations  (MPOs)  at  theta  frequency  (Giocomo  and  Hasselmo  2009).  Such  resonance 
properties  are  thought  to  be  mediated  by  the  activation  of  two  opposing  active  dendritic 
  33
currents, one that is activated by hyperpolarization and results in a rebound depolarization, and 
one  that  acts  in  the  opposite  direction  (Dickson  et  al.  2000).  The  two  currents  interact  in  a 
‘push‐pull’ fashion, resulting in a MPO at theta frequency. The generated MPOs, in turn, impose 
theta  rhythmicity  on  the  cells  action  potential  (AP)  output,  once  the  excitatory  drive  is 
sufficiently  high  to  reach  the  firing  threshold.  Theta  rhythmicity  generated  in  the  local MEC 
networks  is  then  inherited by hippocampal neurons and  thus contributes  to  the hippocampal 
LFP theta signal. 
Finally,  resonance  properties were  also  identified  in  hippocampal  pyramidal  neurons, 
pointing  towards  the  existence  of  an  additional  intra‐hippocampal  theta  rhythm  generator 
(Kamondi et al. 1998; Leung and Yu 1998). In support of this hypothesis, it was found that theta 
oscillations can be elicited  in vitro  in slices that are confined to the HIPP  (Leung and Yu 1998; 
Konopacki  et  al.  1987; Bland  et  al.  1988)  as well  as  during  in  vitro  recordings  from  the CA1 
region of the entire,  isolated HIPP (Goutagny, Jackson, and Williams 2009). A recent study has 
additionally  demonstrated  that  the  optogenetic  activation  of  parvalbumin‐expressing  (PV+), 





are  preferentially  innervated  by  LEC  (which  lacks  theta‐rhythmic  firing)  or  by MEC  (in which 
theta‐rhythmic firing  is pronounced), both entorhinal subdivisions are thus  likely to contribute 





  One way to study the  function of  the theta rhythm  is based on the consideration that 
brain  oscillations  are  generated  by  the  coordinated  activity  of  neurons  surrounding  the 
electrode. With  this  perspective,  researchers  attempted  to  learn  about  functional  aspects  of 
neural network computations by  investigating  the correlates between different aspects of  the 
LFP  theta  signal  and  rat’s  behavior.  In  accordance  with  the  finding  that  individual 
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computations  generating  them  but  might  themselves  serve  additional  functions.  Rhythm 
generators in the DS‐MDD, HIPP and MEC might thus entrain theta‐rhythmic firing in their target 
neurons and the generated rhythmicity can then serve as a reference for further temporal and 







necessary  for grid cell  firing,  the disruption of grid cell  firing patterns occurred gradually at a 
time  course  that was  in mismatch with  the  rapid  silencing of hippocampal  cells.  Instead,  the 
time  course  of  grid  cell  disruption  tightly matched  the  profile  of  the  reduction  in  LFP  theta 
power. More direct evidence for a link between theta rhythmicity and grid cell firing comes from 
studies  recording hippocampal neuronal activity during  the  inactivation of  the  septal area. As 
described  above,  subcortical  nuclei  including  the  septal  area  are  a  major  theta  rhythm 
generator, and  the  inactivation of  the area  therefore  results  in a pronounced silencing of  the 
theta rhythm in HIPP and MEC. The pronounced silencing of the theta rhythm, in turn, resulted 
in a disruption of grid cell firing patterns (Koenig et al. 2011; Brandon et al. 2011; Brandon et al. 
2014;  Wang  et  al.  2015).  When  discussing  the  impact  of  manipulations  that  disrupt  theta 
oscillations, it is important to consider that most of the used approaches were highly unspecific, 
in that they were likely to affect a variety of neuronal computations that are distributed among 
different  brain  areas.  Inactivations  of  the  septal  area,  for  example,  also  disrupt  cholinergic 
signaling between the septal area and MEC, and it has been hypothesized that cholinergic input 
to the MEC contributes to the generation of grid cell firing (Knierim and Zhang 2012; Newman, 






Additional  insight  into the function of the HIPP as well as the theta signal  itself can be 
gained when investigating the temporal relationship between the LFP theta signal and the firing 






MEC, SUB, prS and paS), as well as  in a variety of hippocampal output  regions,  including  the 
amygdala  and mPFC  (Mizuseki  et  al. 2009; Boccara  et  al. 2010;  Siapas,  Lubenov,  and Wilson 
2005; Pare, Collins, and Pelletier 2002). It is of note that, in contrast to neurons in MEC, neurons 
in  LEC  show  little  theta modulation  (Deshmukh  et  al.  2010). When  referencing  the  firing  of 
simultaneously  recorded  neurons  to  the  LFP  theta  oscillation  in  a  given  region  (for  example 
CA1),  it  can be observed  that  the preferred phase  varies  across  regions,  suggesting  that  LFP 





example  neuron  recorded  in  CA1.  (a) 
Spike phase histogram  for  all APs  fired 
during a 10‐min  foraging session  in  the 
open field.   For better visualization, the 
histogram  is  plotted  twice,  and  a  LFP 
theta  trace, which was  recorded  in  the 
CA1  cell  layer,  is  additionally  shown 









  Additional  layers of functional complexity were revealed  in experiments examining the 
relationship between theta‐rhythmic firing and the spatial firing characteristics of hippocampal 
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shift  by  ~360° was  distributed  throughout  the  seven  to  eight  LFP  theta  cycles  that  typically 
occurred during the traversal of a place field of ~25 cm in length, as typically found in the dorsal 
HIPP  (O'Keefe and Recce 1993). The phenomenon  is  referred  to as hippocampal  theta phase 
precession (hTTP) and has been observed in all hippocampal subregions (CA1, CA2 and CA3) as 
well as  the DG and  the SUB  (Mankin et al. 2015; Kim, Ganguli, and Frank 2012; Skaggs et al. 
1996).  Mechanistically, TPP is the result of a mismatch between the frequency of the LFP theta 
oscillation and the frequency at which bursts of APs are fired by the theta‐phase‐precessing cell: 





phase  locking, as observed  in displays without  spatial or  temporal  resolution  (Box 1.8), arises 
through the fact that the cell’s firing rate is highest in the center of the place field. The Gaussian 
shape of the place field thus results in a disproportional accumulation of APs at the through of 














and APs  are  thus  fired  at progressively earlier  LFP  theta phases as  the  rat progresses  through  the place  field. 
Arrow indicates the running direction, and the peak of each LFP theta cycle is marked with a black line. (b) Theta 
phase precession is visualized by plotting the theta phase at which each AP was fired, against the rat’s distance in 
the  place  field.  The  negative  slope  of  the  regression  line  is  indicative  of  theta  phase  precession.  For  better 











behind  the  rat  and  fields  that  are  centered  in  front  of  the  rat  (Box  1.10a).  Because  each 
hippocampal place cell shows TPP, cells that are centered behind the rat fire at early phases of 
the current theta cycle, while cells that are centered in front of the rat fire at late phases. Cells 




reconstructed  from a  single  theta cycle  that  lasts  for ~125 ms  (Skaggs et al. 1996; Foster and 
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Wilson 2007). A particularly important aspect of this concept is that the spike phase relationship 
between  two  coactive  cells  bears  information  about  the  distance  between  their  place  field 
centers:  If the place field of cell A  is  in close proximity to the place field of cell B, one cell will 
start phase precessing shortly after the other, and the spike phase difference will be small. Cells 
that are further from cell A will start phase precessing with larger delays. As a consequence, the 
distance  between  two  overlapping  place  fields  is  proportional  to  the  cells’  spike  phase 
difference within each LFP theta cycle. In the dorsal HIPP, the ratio between place field distance 
and  spike  phase  difference  is  approximately  20  (Geisler  et  al.  2010),  resulting  in  a  strong 
temporal compression of  information about  the  rats  trajectory. At  the population  level,  theta 
phase  precession  is  therefore  thought  to  support  the  temporal  compression  of  information 












theta‐phase‐locked.  (a)  Theta  phase 
precession  in  three  cells  with  overlapping 
place  fields  results  in  sequence  compression. 
Each cell’s firing field on the linear track (black 
bar)  is shown as an ellipse, and  the APs  fired 
by  each  cell  are  depicted  as  ticks  in 
corresponding colors. The  fields are not  filled 
to  visualize  their  overlap,  and  bursts  are 
reduced to a single tick, for clarity. The middle 
of each  field  is marked with a colored arrow, 
and  the  running direction  is  indicated with a 
black arrow. The LFP theta oscillation is shown 




the  field occur at ~180°, and APs  fired at  the 
exit  of  the  field  occur  at  early  theta  phases.  
At  any  given  location,  information  about  the 
rat’s distance within  each of  the overlapping 
place fields is encoded by the theta phases of 
APs  fired  by  the  corresponding  cells.  For 
example, in the middle of the green field, the  
APs depicted in green are fired at ~180°.The center of the orange field is behind the rat, and the APs depicted in 







neuronal  computations.  (b) Theta phase  locking  in  the  absence of  theta phase precession, which  is  commonly 
observed in other parahippocampal regions, does not result in sequence compression.  In this schematic, all APs 
are phase‐locked  to  the  through of  the  theta oscillation.  Jitter  is added  to visualize  individual APs. This  coding 
scheme does not preserve information about the sequence of traversed place fields. Instead, all APs fired within 





  While  TPP  was  initially  discovered  in  hippocampal  place  cells,  it  was  subsequently 
observed in several brain regions that receive its output: Jones and Wilson recorded from cells 





TPP  tended  to selectively occur during periods  in which  the coherence between hippocampal 
and  prefrontal  theta  oscillations  was  increased,  a  state  which  indicates  increased 
communication between the two regions (Jones and Wilson 2005b, 2005a; Igarashi et al. 2014; 
Yamamoto et al. 2014). Because  such an  increase  in coherence was observed at  the decision 
point, and  the disruption of hippocampal activity at  the decision point  resulted  in a memory 
impairment, it was speculated that prefrontal TPP is inherited from the HIPP in order to support 
memory retrieval (Jones and Wilson 2005a). A similar phenomenon was observed in a subset of 
cells  recorded  in  the ventral striatum  (vStr),  in a spatial memory  task  that  required  the  rat  to 
learn a sequence of turns in order to reach a learned reward location (van der Meer and Redish 













the  inactivation of  the HIPP with muscimol did not affect TPP  in medial entorhinal grid  cells, 
excluding the possibility that hippocampal backprojections drive TPP  in the MEC. Whether the 








memories.  A  variety  of  computations  thought  to  support  the  formation  of memories  were 
identified  in  studies  utilizing  electrophysiological  single‐unit  recordings  in  behaving  rats. 
Specifically, the MEC was shown to be highly specialized in the coding of spatial and self‐motion 










of  the MEC  in  hippocampal  spatial  and  temporal  coding  by  recording  neuronal  activity  from 
hippocampal neurons  in rats with extensive bilateral  lesions to the MEC. Specific hippocampal 
computations examined in MEC‐lesioned rats include the ability to form spatially receptive fields 









































  Magdalene  Schlesiger  (M.S.),  Jill  Leutgeb  (J.L.)  and  Stefan  Leutgeb  (S.L.)  designed 
electrophysiological experiments  (Figures 1 and 2, Supplementary  figures 1 and 2); Jena Hales 
(J.H.), Robert Clark  (R.C.) and Larry Squire  (L.S.) designed behavioral experiments  (Figures 1, 3 
and  4,  Supplementary  figure  3); M.S.  and  S.L.  implanted  recording  devices;  J.H.  performed 
lesions; M.S. performed electrophysiological experiments with assistance from Brittney Boublil 
(B.B.); M.S. analyzed electrophysiological data; J.H. performed behavioral research and analyzed 

































structure  critical  for memory. However,  it  remains  unclear  how  the  precise  firing  patterns  of 
medial  entorhinal  cortex  (MEC)  cells  influence  hippocampal  physiology  and  hippocampus‐
dependent  behavior. We  found  that  complete  bilateral  lesions  of MEC  resulted  in  a  lower 
proportion  of  active  hippocampal  cells.  The  remaining  active  cells  had  place  fields,  but with 
decreased spatial precision and decreased long‐term spatial stability. In addition, MEC rats were 
as  impaired at acquiring  the watermaze as hippocampus  rats, while  rats with  combined MEC 
and hippocampal lesions had an even greater deficit. However, MEC rats were not impaired on 
other hippocampus‐dependent tasks, including those in which an object location or context was 






hippocampus with widespread neocortical  sites  (McClelland, McNaughton,  and O'Reilly 1995; 
Squire  and  Alvarez  1995).  By  virtue  of  its  afferent  and  efferent  connections,  the  entorhinal 
cortex  connects  between  these  regions.  It  provides  the  major  cortical  inputs  to  the 
hippocampus,  receives backprojections  from  the hippocampus  (Witter et al. 1989; Witter and 
Amaral  1991),  and  has  numerous  connections  to  neocortical  areas.  The  projections  from 
neocortical  areas  to  the  entorhinal  cortex  are  segregated  into  two  prominent  streams,  one 
through medial entorhinal cortex  (MEC) and a  second  through  lateral entorhinal  cortex  (LEC). 
The MEC is densely connected with the postrhinal cortex and is hypothesized to be specialized 
for  representing  spatial  information, while  the  LEC  is  densely  connected with  the  perirhinal 
cortex and is thought to be specialized for representing object information (Witter, Naber, et al. 
2000; Knierim, Lee, and Hargreaves 2006; Eichenbaum et al. 2012). In support of this functional 
specialization,  the  MEC  contains  several  cell  types  that  are  not  found  in  the  LEC.  Most 
prominently, a substantial proportion of the principal cells in the MEC are grid cells, which fire at 



















To  determine  whether  spatial  computations  in  MEC  support  spatial  memory,  we 
developed a precise set of surgical coordinates for removing the entire MEC, including the most 
extreme  portion  of  the  dorsocaudal  MEC.  We  then  tested  whether  such  complete  lesions 
disrupted hippocampal spatial firing patterns. Next, we measured the effects of this MEC lesion 
on memory tasks,  including the watermaze, context and tone  fear conditioning, and displaced 
and novel object  recognition. For  the watermaze  task, we also asked whether  complete MEC 
lesions  impaired performance  as  severely as  full hippocampal  lesions  and whether  combined 





To  confirm  that  the  entire  MEC,  including  the  dorsocaudal‐most  pole  with  a  high 
proportion of  grid  cells, was  included  in  the  lesions, we determined  the  extent of entorhinal 
damage in sagittal sections (Figure 1 and S1). The sections were stained with NeuN to visualize 



















Figure 1. MEC  lesions and hippocampal  lesions  included  the entire dorsoventral extent  (A) Photographs at 
three sagittal levels for rats with sham (CON), MEC, and MEC+H lesions (lateral to medial in the columns to the 












First, we  tested whether  the  substantial  loss of  inputs  from MEC  to hippocampus  resulted  in 




selected  cells  that  were  active  at  average  rates  >  0.25  Hz  during  random  foraging  [90/198 







comparable to those of place cells in CON rats after  the MEC  lesion  raised the question whether 
whether they might also have  retained  spatial selectivity. Hippocampal principal cells  retained 
place‐selective firing, but the firing fields of the cells in the MEC group were 94.4 % broader, had 
56.5 %  less  spatial  information, and were 23.9 %  less  coherent  than  those  in  the CON group 
(place fields size: Z = 6.02, p < 0.001; spatial information: Z = 7.98, p < 0.001; spatial coherence: Z 
= 6.58, p < 0.001; Figure 2B, C, S2). The decrease in the quality of spatial firing resulted in path 
reconstruction errors of 38.4 cm  in ensembles of  simultaneously  recorded cells  (n = 15  to 44 
cells)  from MEC  rats  compared  to 22.7  cm  in CON  rats  (Z  =  4.50,  p  < 0.001;  Figure  S3A).  In 
addition,  the cells  from MEC  rats  fired  less consistently at  the same  location  than  those  from 
CON rats over intersession intervals of 2 min, 20 min, 6 h, or 1 day (Mann‐Whitney U test, all p 
values < 0.01 after Bonferroni‐Holm correction for multiple comparisons; Figure 2D). The most 
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rate  of  all  cells  recorded  during  rest  and/or  random  foraging  in  three  daily  10‐min  sessions  in  a  familiar 
environment (CON: black solid bar; n = 107 cells, n = 3 rats; MEC: red solid bar; n = 198 cells, n = 5 rats, and 
average neuronal  firing  rate  in  the population of  cells  that was active above a  threshold of 0.25 Hz  (active 
cells). Right panel: Firing rates of all cells recorded  in three 10‐min sessions  in the novel environment  (CON: 
black open bar; n = 47 cells, n = 2 rats; MEC: red open bar; n = 118 cells, n = 4 rats) and of cells exceeding a 
mean  firing  rate  threshold of 0.25 Hz.  (B) Differences  in mean place  field  size and  spatial  information  score 




(red).  (D) Place  field  stability was measured over a  sequence of  six 10‐min  foraging  sessions  in  the  familiar 





identity of active cells  in the MEC group.  Insets: Spatial firing patterns of a representative control cell  (1‐day 
interval) and of two MEC  lesion cells  (2‐min  interval and 1‐day  interval) across  two behavioral sessions. See 
also Figure S2. * p < 0.05. Error bars represent SEM. 
 
After  finding  that  spatial  firing  in  the  hippocampus  was  reduced  in  highly  familiar 
environments after MEC  lesion, we  tested  the contribution of MEC  to  the  initial  formation of 
hippocampal spatial maps. In contrast to the reduced firing rate in familiar rooms, hippocampal 
cells  showed  similar activity  levels  in a novel environment after MEC  lesions  (0.79 ± 0.10 Hz) 
compared to controls (0.57 ± 0.09 Hz, Z = 0.23, p = 0.41) and the proportion of active cells was 
similar to controls [69/118 (58.5%)  in the MEC group and 29/47 (61.7%)  in the CON group].  In 
addition, cells active during random foraging (average firing rate > 0.25 Hz) fired at higher rates 
in MEC rats (1.50 ± 0.13 Hz) compared to CON rats (0.91 ± 0.09, Z = 2.29, p < 0.05). Along with 
the  overall  increase  in  neuronal  activity  in  the  novel  environment,  the  firing  fields  in MEC 





The  recordings  from  hippocampal  place  cells  demonstrated  that  large  MEC  lesions 
substantially disrupted  the precision  and  stability of  hippocampal  spatial  firing, particularly  in 
novel  environments.  Accordingly, we  expected  to  find  substantial  deficits  in  spatial memory 




lesions were  profoundly  impaired  at  acquiring memory  for  the  platform  location  (repeated‐
measures ANOVA for group: F(1) = 18.74, p < 0.001; Figure 3). With extended training, these rats 
eventually  reached  control performance  levels  for  time  spent  in  the  target quadrant  (after 5 
days of  training; Figure 3A) as well as  for  the  time spent  in a small circle around the platform 
location (after 9 days of training; Figure 3B).  
 




remained  the  same, but  the distal  visual  cues and  the platform  location were  changed. After 
reconfiguring the room, the CON rats performed as expected for a new maze, with chance levels 
of performance on  the  first day and  rapid  learning across  the  following 4 days  (Figure 4A).  In 
contrast, the memory deficit in the MEC group was so profound that they did not learn the new 
platform  location, never performing above  chance on  the  small  circle measure  (all  t  values  < 
1.04, p > 0.1) and performing above chance only on the 5th day for the quadrant measure (t(7) = 
2.77, p < 0.05).  Instead of showing  improvement  for  the new platform  location,  the MEC  rats 
showed  a  strong  preference  for  the  old  platform  location,  performing  above  chance  at  that 
location until day 3 by  the quadrant measure  (days 1 and 2:  t > 2.38, p < 0.05).  In  summary, 
although the MEC rats eventually performed comparably to controls after extended training on 














the platform  location with  extended  training.  In particular,  the number of  training days until 
each  of  the  groups  showed  memory  for  the  platform  location  was  similar.  Therefore,  the 




of  either  area  fully  disrupted  the  function  of  the  entorhino‐hippocampal  loop  and  that  the 
residual capacity for  learning was supported by different brain areas. Alternatively,  the similar 
effects could indicate that in each case the intact brain area (hippocampus or MEC) can support 







on days 4 and 5,  respectively  (H:  t(7)  = 3.48, p < 0.05; MEC:  t(7) = 2.88, p < 0.05).  In contrast, 
MEC+H rats failed to perform above chance until day 8 (t(7) = 4.39, p < 0.01). By the third week 
of testing, there were no significant group differences (repeated‐measures ANOVA for group: F(3) 
=  1.53,  p  >  0.1).  All  lesion  groups  were  also  impaired  at  finding  the  platform  during  the 
acquisition  training  trials  (repeated‐measures  ANOVA  for  group:  F(3)  =  10.57,  p  <  0.0001). 
However, in contrast to the probe measures, all three lesion groups remained impaired through 









day 8, while  the MEC and MEC+H groups  reached control  level performance on day 9  (Figure 
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3B). The CON group was already above chance  levels beginning on day 3 of acquisition (t(18)  = 
5.62,  p  <  0.001).  By  the  third week,  there were  no  significant  group  differences  (repeated‐
measures ANOVA for group: F(3) = 0.47, p > 0.1). Our results therefore indicate that the degree to 










the trained platform location  (b) during a 60‐s probe trial. Dashed  lines  indicate chance performance  for the 
quadrant and small zone, which was 25% and 4%, respectively. (c) All lesion groups were impaired at acquiring 
the  platform  location  and  required  longer  swim  path  distances  than  the  CON  group  to  locate  the  hidden 
platform. This  impairment persisted  throughout all 15 days of  training.   The  inset bar graph  is  the average 
distance each group traveled to reach the platform during the third week of training.  All three lesion groups 





















2 3 4 5 6 7 8 9 10 11 12 13 14 15




































(a) CON  (n=8) and MEC  (n=8) groups were given 5 days of  initial watermaze training. The watermaze was 
then reconfigured by changing all the distal spatial cues, and the groups were trained for 5 additional days 
with the platform  in the opposite quadrant (Reconfigured maze). The scores to the  left of the vertical  line 
represent the % time that each group spent in the quadrant containing the platform (top) or in a small circle 
centered on the platform (bottom) during initial training (Acquisition). Scores to the right of the vertical line 
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The  MEC  group  was  impaired  on  initial  acquisition  and  in  learning  the  new  platform  location  in  the 
reconfigured maze  (New platform). Whereas  the CON group approached  the  reconfigured maze as a new 
maze and never  spent greater  than  chance amount of  time at  the old platform  location,  the MEC group 
persisted  in  searching  for  the platform  in  the old  location  (Old platform). Dashed  line  represents  chance 
performance on  a 60‐s probe  trial.  (b) Performance of  the CON  (n  =  8)  and MEC  (n  = 8)  groups on  two 
hippocampus‐dependent memory  tasks  requiring  spatial  information. Both groups preformed equally and 





After  finding  a  substantial memory deficit  in  the watermaze, we  tested  the MEC  and 
CON  groups on  a  series of non‐navigational  tasks  that  are  sensitive  to hippocampal damage. 
First,  we  examined  Displaced  Object  Recognition,  which  requires  animals  to  preferentially 
explore a displaced object after a 3‐hr delay. Preference for the displaced object did not differ 
between MEC and CON groups  (Figure 4B;  t(14)  = 0.92, p > 0.1) and was above 50% chance  in 
both groups (MEC: t(7) = 3.05, p < 0.05; CON: t(7) = 2.27, p = 0.058). As a non‐spatial comparison, 
we  asked  whether  Novel  Object  Recognition,  which  requires  rats  to  recognize  a  previously 
encountered object,  is affected by MEC  lesion. Preference  for  the novel object did not differ 
between MEC and CON groups (t(14) = 0.41, p > 0.1) and was above 50% chance in both groups 
(MEC: t(7) = 6.23, p < 0. 0001; CON: t(7) = 5.25, p < 0.0001). Next, we trained animals in Context 
Fear  Conditioning  to  associate  a  context  (i.e.,  spatial  environment)  with  a  foot  shock.  For 
comparison,  we  also  tested  for  fear  conditioning  to  a  tone  paired  with  a  shock  (Delay 
conditioning). The amount of  freezing  (i.e., the  index of  fear) did not differ between MEC and 
CON groups on the test for context (Figure 4B; t(14)  = 0.26, p > 0.1) or on the test for the tone 
(t(14)  =  0.22,  p  >  0.1;  see  Supplemental Data  for  additional  context  fear  conditioning  results). 
Amount of  freezing  in  the  context  that was not associated with  the  shock also did not differ 
between the MEC and CON groups (t(14) = 0.48, p > 0.1) suggesting that generalized fear did not 






The  majority  of  spatial  and  directional  inputs  to  the  hippocampus  originates  from 
specialized  cell  types  in  the MEC,  such  as  grid  cells,  head  direction  cells,  conjunctive  head‐
direction‐by‐grid  cells,  border  cells,  and  spatially  periodic  non‐grid  cells  (Hafting  et  al.  2005; 
Sargolini et al. 2006; Solstad et al. 2008; Krupic, Burgess, and O'Keefe 2012; Zhang et al. 2013). 




firing  patterns  after MEC  lesions  would  predict  a  major  effect  on  hippocampus‐dependent 












al. 2008) compared  to controls.  In another  study  in which  the  lesion extent within entorhinal 
cortex (EC) was large, but not particularly targeted to dmEC, there were no apparent effects on 




In  parallel  with  the  previously  reported  mild  effect  of  EC  lesions  on  hippocampal 
physiology,  the behavioral effects of EC  lesions,  including effects on watermaze performance, 
have  also  generally  been mild  and  smaller  than  effects  after  complete  hippocampal  lesions 
(Parron, Poucet, and Save 2006; Steffenach et al. 2005). We directly  compared  the behavioral 
effect of our MEC  lesion with an essentially complete hippocampal  lesion and  found  that  the 
  59
impairments  in the watermaze were equivalent. Although the effects of MEC and hippocampal 
lesions  on  spatial  memory  were  severe,  we  also  observed  that  the  platform  location  was 
eventually  learned  in  both  lesion  groups.  To  determine  whether  the  spared  performance 
depended on a different strategy for reaching the platform location in MEC rats, we tested rats 
on a reconfigured watermaze and found that whereas the control rats rapidly learned a second 
platform  location, MEC  rats did  not  learn  the  second  platform  location  and  perseverated  in 




by spared processing within  the entorhino‐hippocampal  loop. That  is,  the hippocampus might 
continue  to  process  information  through  LEC  inputs,  or,  after  hippocampal  lesion,  the MEC 
might perform computations without receiving  feedback  from the hippocampus. For example, 









residual  firing  patterns  of  MEC  cells  after  hippocampal  lesions  (Fyhn  et  al.  2004)  and  of 
hippocampal  cells  after  MEC  lesions.  It  has  been  shown  that  spatial  reference  memory  is 
retained  while  hippocampal maps  reorganize  (Jeffery  et  al.  2003),  and  our  data  after MEC 
lesions suggest that reference memory can also be supported when hippocampal firing patterns 
are only weakly  stable. With  further overtraining, compensation  for  remembering  the precise 
platform  location  can occur even when both  the hippocampus  and  the entorhinal  cortex are 






Hargreaves  2006;  Eichenbaum  et  al.  2012). We  therefore  expected  that MEC  lesions would 
impair most  hippocampus‐dependent  tasks  that  require  the  rapid  acquisition  of  spatial  and 
contextual knowledge,  including displaced object recognition (Mumby et al. 2002) and context 
fear  conditioning  [  see  (Sanders, Wiltgen,  and  Fanselow  2003)  for  review].  Similar  to  those 
studies, Van Cauter and colleagues used a one‐trial  recognition  task where  rats explored one 
object during a familiarization phase (Van Cauter et al. 2013). During the test phase, presented 
15  minutes  later,  an  identical  object  was  added  to  the  arena.  Control  rats  preferentially 
explored this object relative to the object from the familiarization phase that remained in place. 
MEC lesioned rats failed to show this preference. In contrast, we found that the performance of 
MEC rats was  intact on the displaced object  recognition  task; however,  there were some key 
differences  between  our  studies.  Our  version  of  the  task  was more  difficult  because  both 
objects  were  present  during  the  familiarization  phase  and  then  one  of  those  objects  was 
displaced during the test phase. Further, we used a 3‐h delay and our lesions included more of 
the MEC than the Van Cauter et al. (2012) study reported. All of these factors should have made 
it more  likely  to  observe  an  impairment  in  our  study.  Yet,  our MEC  group performed  above 
chance and equal to controls. This spared performance can be explained in at least two different 
ways. 1)  In spontaneous preference tasks, above chance performance  is a strong  indication of 
memory and perceptual ability. However, a  failure  to observe a significant preference, as was 
the case in the Van Cauter et al. (2012) study, does not necessarily mean a failure of memory or 
perception,  but  could  be  due  to  non‐specific  factors  like  changes  in  exploratory  behavior  or 
motivation  in  the  lesion group. 2) Comparing  these  two studies  is  further complicated by  the 
fact that Van Cauter et al. (2012) used radiofrequency lesions, which damaged both cell bodies 





environment  (Deshmukh  and  Knierim  2011;  Deshmukh,  Johnson,  and  Knierim  2012;  Tsao, 






We  found  that depriving  the hippocampus of  the  rich  spatial processing  input  stream 
from MEC disrupted hippocampal place field precision and stability and  impaired the ability to 
rapidly acquire the  information needed to successfully perform  in the watermaze.  In contrast, 
the EC  is not required to successfully recognize a context, detect a spatial change, associate a 
tone  and  shock,  or  recognize  an  object.  Other  work  suggests  that  this  area  is  critical  for 
performance on non‐spatial tasks that require the flexible use of memory (Sauvage et al. 2010; 







the medial  entorhinal  cortex  (MEC,  n  =  8),  lesions  of  the hippocampus  (H,  n  =  8),  combined 
lesions  (MEC+H, n = 8), and  sham  lesions  (CON, n = 20) were  tested  in  the watermaze  for 3 
weeks. Additional rats (MEC, n = 8; CON, n = 8) were tested  in the original watermaze task for 
one week  and  in a  reconfigured maze  for  a  second week. These 16  rats were  also  tested on 
displaced and novel object recognition and on context and tone fear conditioning. Finally, one 
naïve  group  (n  =  16)  was  used  as  an  unshocked  fear  conditioning  control  group.  For  all 
behavioral  testing,  rats were  housed  individually  on  a  12  h  light/dark  cycle with  continuous 
access  to  food  and  water.  Testing  was  performed  in  the  light  phase.  Eight  additional  rats 
underwent either MEC‐lesion or  sham  surgery and were  implanted with  recording electrodes 
aimed bilaterally  at  the hippocampus  (MEC,  n  =  5  and CON,  n  = 3). These  rats were housed 




All  stereotaxic  surgery was  performed  using  isoflurane  gas  anesthesia.  Lesions were 
produced by ibotenic acid (IBO) in the hippocampus and by NMDA in the MEC. For hippocampal 
recordings, an electrode assembly was  implanted during  the  same  surgery as  the MEC‐lesion 
procedures (Koenig et al. 2011). The fourteen tetrodes of the electrode assembly were arranged 







different  room  than  during  pretraining.  Recordings  during  random  foraging  began  when 
tetrodes were  positioned  in  the  CA1  cell  layer  and when  the  rats  ran  continuously  over  the 
entire box surface throughout each 10‐min random foraging session. In addition to performing 
recording  sessions  in  rooms  in  which  the  rats  had  been  previously  been  trained,  we  also 




All  behavioral  testing was  postoperative.  See  Supplemental  Information  for  additional 
detail on the behavioral testing methods.  
 
Morris watermaze. Each day,  rats were given a  reinforced probe  trial  followed by  four 
standard training trials (Broadbent, Squire, and Clark 2004; Clark, Broadbent, and Squire 2005). 
Performance  on  the  probe  trial  was  calculated  by measuring  the  %  time  rats  spent  in  the 
quadrant of  the pool where the platform had been  located during  training  (chance = 25%).  In 
addition, we calculated the % time each rat spent in a circular zone (30 cm diameter) centered 
on  the point where  the platform had been  located during  training  (chance = 4%). During  the 
remaining four standard training trials, the platform remained in its raised position.   Rats were 








was  allowed  to  explore  the  jars.  Following  a  3‐h  delay,  the  rat  was  placed  back  into  the 
apparatus for the test phase with one of the two jars relocated to a different quadrant. Spatial 
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phase and allowed  to explore  two  identical objects. Following a 3‐h delay period,  the  rat was 
returned  to  the  box with  two  objects  (one  novel  object  and  a  copy  of  the  object  from  the 





Test.  To  assess  retention  of  context  fear memory,  rats were placed  for  8 min  into  the  same 
chamber used for conditioning, and  freezing was measured. Day 3 Tone Test  (cued). To assess 
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tissue  could be used  to predict place  field quality. Accordingly, we did not  find any  relation 
between  the quality of  the place  fields and  the  small amount of  spared  tissue  in either  the 
entire MEC (place field size: r = 0.18, n.s.; spatial  information: r =  ‐0.13, n.s.) or  in any of the 




  Another  feature of hippocampal  recordings was  that  the  consistency of hippocampal 
firing was  disproportionately  impaired  in  the MEC  group  relative  to  the  CON  group  at  long 
intervals between sessions relative to short  intervals. We explored whether this finding might 
be  associated  with  a  more  pronounced  memory  deficit  after  longer  compared  to  shorter 
retention  intervals by performing probe trials at  four delays  (1 min, 20 min, 90 min, and 6 h) 
during the second week of watermaze training. After MEC  lesions, the behavioral  impairment 
was  not  exacerbated  at  longer  delay  intervals  relative  to  shorter delay  intervals  (Figure  S4). 
However, there was greater than chance stability in the place fields at intervals of up to 1 day 
(see Figure 2D) and sparing of memory even at intervals of 1 day in the MEC group (see Figure 
3).  The  remaining  level  of  hippocampal  function may  thus  have  been  sufficient  to  partially 
support  behavior  at  all  tested  intervals  or  an  alternate,  slower  learning  brain  system  was 
beginning to support behavior. Longer latencies and swim path distances in the watermaze for 
all lesion groups relative to controls remained throughout the three weeks of testing. All three 
lesion  groups  had  longer  latencies  to  locate  the  hidden  platform  during  the  first  week  of 
training trials (repeated‐measures ANOVA for group: F(3)   = 8.05, p < 0.001). This impairment 
persisted throughout all 15 days of testing. Average  latencies during the third week of testing 
(days 11‐15) were  longer  for all  lesion groups relative to controls. The average  latency to the 
platform for CON rats (4.97 ± 0.17 s) was shorter than that of H rats (5.91 ± 0.27 s; t(26) = 2.93, 


















  Both  the MEC and CON groups exhibited more  freezing  than unshocked controls on 
the  context  and  cued  (tone)  tests,  demonstrating  significant  fear  memory  retention 
(unshocked control means did not differ from zero; MEC versus unshocked for context: t(14)  
= 4.19, p < 0.001; CON versus unshocked  t(14)   = 3.18, p < 0.01; MEC versus unshocked  for 




























































experiments  (B;  n  =  14).  Layer  II  (blue),  layer  III  (red),  and  deep  layers  (V/VI,  black)  were  quantified 
separately.  Error  bars  represent  SEM.  (B)  Percentage  of  lesioned  tissue  for  behavioral  rats  with 
representative  large  (Rat 3039) and average  (Rat 2983) MEC  lesions and  for all  five  rats with hippocampal 
recordings.  L and R  correspond  to  left  and  right  hemisphere,  respectively. No  successful  recordings were 
obtained  from  the  two hemispheres shaded  in grey.  (C) Detailed  illustration of complete  series of  sagittal 
sections. The colored boxes identify corresponding hemispheres in (B) and (C). (D) Amount of MEC tissue in 
control  (left)  and MEC  (middle)  groups and %  spared  tissue  (right). Spared  tissue was measured  for each 
section  throughout  the mediolateral extent of the MEC. Each cell  layer  in  rats used  for behavior  (top) and 
















(all  r values are n.s.). The mean of  the  cells  that were  recorded  in each hemisphere  is plotted against  the 
ipsilateral  lesion  size  (n = 8 hemispheres with  recordings  in  five  rats). Lesions  in  layer  II of all hemispheres 
were > 97 % complete, and correlation analysis was not performed because of the small degree of remaining 
variability.(C) The firing rate (including cells that were active  in rest and/or behavior)  in the MEC group was 
also unrelated to the extent of tissue damage  in each hemisphere.  There was no group difference  in  firing 
rate  after  excluding  silent  cells  and  correlation  analysis was  therefore  not  performed  on  these  data.  (D) 
Example  cells  from  two  control and  from two MEC  rats with  large  lesions. For  the  lesioned  rats,  cells  that 
were  recorded  from  the  left and  right hemisphere on  the  same day are  shown. The  colored boxes depict 
hemispheres for which detailed histology is shown with corresponding colors  in Figure S1. For each cell, the 





quality  of  spatial  firing  between  cells  that were  simultaneously  recorded within  a  recording  session,  and 
decreased place cell quality was observed irrespective of the amount of remaining tissue in MEC rats (see A‐
C). For example,  the  layer  III  lesion  in  the  left hemisphere of rat 434 was > 97 % complete, and the spatial 
firing of cells was of comparable quality to that of rat 514 in which the lesion in both hemispheres was 88 % 
complete. Error bars represent SEM. (E) Field size distribution for MEC and CON groups.(F) Examples of firing 
fields  throughout  a  series  of  10‐min  sessions  within  a  day.  Color‐coded  rate  maps  depict  the  spatial 
distribution of  firing  in the recording enclosure during each 10‐min session. The peak rate  (red)  is scaled to 





























Figure  S3.  Behavioral  impairment  in  the  watermaze  following  MEC  lesion  was  independent  of  delay 
intervals,  related  to  Figure  3.  (A) Mean  path  reconstruction  error  versus  the  number  of  cells  used  in  the 
reconstruction  indicates a decrease  in spatial  firing quality  in MEC rats compared to controls.  (B) Probe trial 
performance during the second week of watermaze training with mixed delay intervals between training and 
probe trials in rats with lesions of the hippocampus (H, n = 8), lesions of the medial entorhinal cortex (MEC, n = 
8),  lesions  of  both  structures  (MEC+H,  n  =  8)  and  sham  lesions  (CON,  n  =  20).  The  scores  represent  the 




min  intervals, and  the H and MEC+H groups were also  impaired at  the 90‐min  interval  relative  to  the CON 
group (1 min, MEC+H: t(26) = 3.17, p < 0.01; 1 min, MEC: t(26) = 2.92, p < 0.01; 1 min, H‐: t(26) = 2.52, p < 0.05; 
20 min, MEC+H: t(26) = 4.22, p < 0.001; 20 min, MEC: t(26) = 3.94, p < 0.001; 20 min, H: t(26) = 2.15, p < 0.05; 
90 min, MEC+H:  t(26)  =  2.80,  p  <  0.01;  90 min,  H:  t(26)  =  2.40,  p  <  0.05). We  therefore  found  impaired 










lesion  groups  at  short  intervals.  Furthermore,  the  lack  of  impairment  at  the  longer  (i.e.,  6  h)  interval  is 
consistent with the emerging recovery at the 1day interval during week 2 (see Figure 3). Even though the flat 
behavioral performance across different retention intervals after MEC lesions did not correspond closely to the 

















data  acquisition  system  with  64  digitally  programmable  differential  amplifiers  (Neuralynx, 





After  recovery  from  surgery,  training  continued  in  a  different  room  than  during 
pretraining. The second room contained a black circular enclosure (1 m diameter, 50 cm walls, 
20 cm wide x 50 cm high cue card), and rats were trained for 7‐10 days to randomly forage for 
up  to  six 10‐min  sessions per day. Between  sessions,  rats  rested  for  two min or 20 min  in a 
transparent holding chamber placed adjacent to the behavioral apparatus or for 6 h in a holding 
area  within  the  laboratory.  Recordings  during  random  foraging  in  this  experimental  design 
began when tetrodes were positioned in the CA1 cell layer and when the rats ran continuously 
over the entire box surface throughout each 10‐min random foraging session. For intersession‐






which  training  began  after  surgery,  daily  recordings  were  performed  in  the  room  in  which 
pretraining was performed before surgery. These recordings showed comparable results to the 





Spike  sorting and  cell  tracking.  Spike  sorting was performed off‐line using  customized 
cluster‐cutting software (MClust, D. Redish) with modifications (Mankin et al., 2012). Recordings 
during  rest  periods  throughout  the  day were  used  to  confirm  recording  stability  during  the 
experiment  and  to  identify  hippocampal  cells  that  were  silent  or  fired  at  low  rates  during 
behavior.  Clustering  was  performed  manually  in  two‐dimensional  projections  of  the 
multidimensional parameter space (consisting of waveform amplitudes, waveform energies, and 
the peak‐to‐valley difference) using autocorrelation and cross‐correlation functions as additional 
separation  tools  and  separation  criteria.  Putative  excitatory  cells  were  distinguished  from 
putative  inhibitory  interneurons by  spike width and average  rate. Putative  interneurons were 
not included in the analysis. 
 
Rate maps. The  recording enclosure was divided  into 5 cm x 5 cm pixels. Spatial  firing 
rate distributions were constructed by summing the total number of spikes that occurred in each 
location bin, dividing by  the amount of  time  that  the animal  spent  in  that  location, and  then 
smoothing with a box car filter (Koenig et al., 2011). 
 
Spatial  correlation.  The  spatial  similarity  of  place  fields  across  two  conditions  was 
calculated using Pearson’s correlation. The correlation coefficient was calculated by comparing 
the firing rates between all pixels at corresponding locations. Sampling errors for cells with low 
firing  rates were minimized  by  excluding  cells with  fewer  than  150  spikes  during  the  600‐s 
recording interval. 
 


































    Rats  were  administered  an  overdose  of  sodium  pentobarbital  and  perfused 
transcardially with buffered 0.9 % NaCl solution  followed by either 4 % or 10 %  formaldehyde 
solution  (in  0.1  M  phosphate  buffer).  Brains  were  then  removed  from  the  skull  and 
cryoprotected in a solution of 20 % glycerol and 10 % formaldehyde or kept in a solution of 4 % 
formaldehyde  followed by 30 % sucrose. For the H and some of  the CON  (n = 8) rats, coronal 
sections  (50  µm)  were  cut  with  a  freezing  microtome  beginning  just  anterior  to  the 




remainder of  the CON  rats  (n = 23),  sagittal  sections  (40 or 50 µm) were  cut with a  freezing 





and  stained  with  cresyl  violet.  The  cresyl  violet  stained  sections  were  used  for  an  initial 
assessment  of  the  lesion  size  and,  in  recording  animals,  to  determine  the  tetrode  locations 
across the series of sections through the hippocampus. An angular deviation between the plane 
of  sectioning  and  the  electrode  tracks  resulted  in  an  apparent  shift  of  the  tissue  damage 








of  spared  tissue using  the Cavalieri method  and  acquired  images of  the NeuN  stained  tissue 
sections  using  a  Leica  Microsystems,  Inc.,  DM6000  microscope.  Stereo  Investigator  (mbf 
Bioscience; MicroBrightField, CA, USA) was used to analyze  images from every other mounted 
section for all of the stained brains. Two rats in the MEC lesion group for behavioral testing were 
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experiments; M.S.  and  S.L.  implanted  recording  devices;  Jena Hales  (J.H.)  performed  lesions; 


































separation,  includes  the realignment of the spatial map  in the medial entorhinal cortex  (MEC) 
and  the  formation  of  distinct  maps  in  the  hippocampus  (global  remapping).  Because MEC 
provides spatial information to the hippocampus, it was hypothesized that changes in its input 
are  a  prerequisite  for  global  remapping.  In  accordance,  it  was  shown  that  the  acute 
manipulation of MEC triggers remapping. Here, we performed extensive MEC lesions and tested 
whether MEC input is necessary for the formation of distinct hippocampal maps. We found that 









between  these  memories.  Theoretical  work  suggests  that  the  formation  of  distinguishable 
memories  relies  on  pattern  separation,  a  computations  that  allows  the  generation  of  highly 
distinct neural codes from overlapping input patterns (Marr 1971, 1969; Treves and Rolls 1994; 
Rolls  2016).  The  concept  of  pattern  separation  is  thought  to  be  implemented  in  the  neural 
networks of  the entorhinal cortex  (EC) and  the hippocampus  (HIPP). Specifically,  it was  found 
that  the HIPP, upon exposure  to a novel context,  rapidly  forms neuronal  representations  that 
are  highly  distinct  from  those  for  previously  experienced  contexts  (Muller  and  Kubie  1987; 




hippocampal  cells. This  computation was  shown  to depend on  the  lateral EC  (LEC) as well as 
intrahippocampal  processing  (Lu  et  al.  2013; McHugh  et  al.  2007).  During  recordings  across 
different environments, in contrast, distinct hippocampal maps are activated (a process referred 
to as global remapping), and this reorganization is predicted by shifts of grid cell locations in the 




Moser  2015). However,    it was  recently  shown  that  global  remapping  remains  intact  during 
manipulations  that  include  the  disruption  of  grid  cells  (Brandon  et  al.  2014),  excluding  the 
possibility  that grid cells are  the only determinant of hippocampal  remapping. Of note,  those 




supports  the  formation of distinct hippocampal maps. This  theory  finds  further  support by a 
recent  series  of  studies  demonstrating  that  the  acute manipulation  of MEC  firing  patterns 
results  in the reorganization of hippocampal place  fields  (Rueckemann et al. 2016; Miao et al. 
2015). While these studies show that altered medial entorhinal firing patterns are sufficient to 









  Seven  experimentally  naïve  male  Long–Evans  rats,  obtained  from  Charles  River 
Laboratories, were  used  for  this  experiment.  Rats weighing  ~350  g  at  the  beginning  of  the 
experiment were housed  individually  in  transparent plexiglass cages  (48 cm x 25 cm x 20 cm) 
and were held on a 12 h reversed light/dark cycle. All experiments were performed in the dark 
phase of  the  cycle. The  spatial and  temporal  firing  characteristics within  single environments 
were previously reported for all control rats and four out of five MEC‐lesioned rats (Hales et al. 
2014; Schlesiger et al. 2015).  During the experiment, rats were food restricted and maintained 
at  ~90%  of  their  free‐feeding body weight. Water was  available  ad  libitum. All  experimental 




  Medial  entorhinal  cortex  lesion  surgeries  and  sham  surgeries  were  performed  as 




immediately  anterior  to  the  transverse  sinus.  In  control  rats,  a  craniotomy  identical  to  the 
craniotomy in MEC‐lesioned rats was performed, but dura was not punctured.  
 
  For  hippocampal  recordings,  tetrodes  were  constructed  by  twisting  four  17  μm 
polyimide‐coated  platinum‐iridium  (90%/10%)  wires  (California  Fine  Wire,  California).  The 
electrode  tips were plated with platinum at 1 kHz  to  reduce  the  impedances  to 200‐300 kΩ. 
Fourteen tetrodes were arranged  into two bundles, each containing six to eight  independently 
movable tetrodes. After the MEC or sham lesion was made, the electrode assembly was secured 
to  the  skull  using  stainless  steel  screws  and  dental  cement.  The  two  tetrode  bundles were 
targeted  to  the HIPP of  each hemisphere  (AP: 4.0., ML: ± 2.45,  angled  laterally  towards CA1 
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hippocampal  recordings  were  performed  in  two  different  rooms  on  the  same  day  over  3 






























  The  brains  were  prepared  to  identify  the  tetrode  locations  in  cresyl  violet–stained 
sections and to quantify the MEC lesion extent in NeuN (1:15,000, Chemicon, CloneA60) stained 
sections with  the Cavalieri method, as previously described  (Hales et al. 2014). The volume of 







  Spike  sorting,  cell  tracking  and  cluster  quality.  Spike  sorting was  performed manually 
using the graphical cluster‐cutting software (MClust, D. Redish), which we modified in order to 
reliably  track  clusters  across  sessions  (Mankin  et  al.  2012).  Well‐isolated  clusters  in  the 
multidimensional  parameter  space  were  considered  single  hippocampal  cells,  as  previously 
described  (Hales  et  al.  2014).  Putative  principal  cells  were  distinguished  from  putative 
interneurons by spike width and average  rate, and only putative principal cells were  included 
into  the analysis. Cluster quality was assessed by  calculating  the  L‐ratio and  the Mahalanobis 











a  was  aligned  with  the  east  wall  of  the  recording  chamber  in  room  c).  For  each  cell,  the 
correlation  coefficient was  then  calculated by  comparing  the  firing  rates  between  all bins  at 
corresponding locations. Cells which did not reach an average firing rate of ≥ 0.25 Hz in at least 
one of  the 10‐min sessions were excluded  from analysis. The chance  level was determined by 
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shuffling  the  cell  identity  in each of  the  condition, before  calculating  correlation  coefficients. 















place field, Pi  is the probability of the rat being at  location  i, λi  is the average firing rate of the 
cell when the rat is at location i and λ is the total average firing rate.  
  Statistical  analysis.  All  statistical  tests  were  two‐sided  with  α  =  0.05.  Kolmogorov‐
Smirnov test were used to test for normality. Because all tested distributions were non‐normal, 
equality  of  medians  was  tested  with  Mann‐Whitney  U  tests  and  Kruskal‐Wallis  tests  for 
between‐group  comparisons,  and Wilcoxon  signed‐rank  tests  and  Friedman  tests  for within‐












dorsocaudal‐most mEC, which  is  known  to  be  highly  specialized  in  spatial  processing,  to  2) 
include  the  entire  extent  of  the  dorsoventral  axis  of  the  MEC  and  to  3)  spare  the  LEC. 
Stereological  quantification  of  brain  tissue  in which  neuronal  nuclei were  labelled  confirmed 
that the  lesions were extensive and up  to 100% complete  in  the superficial  layers of the MEC 
(percent damage, n = 5,  layer  II, median: 100.0,  range  : 97.9 – 100.0;  layer  III, median: 92.4, 
range: 68.6 – 100.0).  If  there was minor sparing,  it occurred at  the most  lateral extent of  the 
MEC (see Hales et al., 2013, Schlesiger et al., 2014 for photographs and detailed quantification 
of  MEC  lesions).  Additional  major  damage  occurred  in  the  dorsal  parasubiculum  (percent 
damage, median:  78.0,  range:  63.3  –  85.8)  and  the  ventral  parasubiculum  (percent  damage, 
median: 66.6, range: 31.0 – 75.8), and minor damage occurred at the border to LEC in 1 out of 5 
rats. Cells  in dorsal HIPP appeared  intact  in all rats, and minor damage to the ventral dentate 
gyrus could be observed in one out of five MEC‐lesioned rats. 
 




same  room  (see Hales  et  al.,  2014  for place  field  characteristics  after MEC  lesions). We  first 
analyzed data obtained on day 3 of the two‐room experiment, in conditions where both rooms 
were  familiar  to  the  rat  (Figures  2A  and  2B).  As  expected,  control  rats  showed  high  map 
similarity,  in both  rooms a/b and  room  c  (median, 0.89 and 0.82,  respectively; P = 0.65,  χ² = 
0.20, Friedman test). MEC‐lesioned rats showed higher map stability in highly familiar rooms a/b 
than in room c (median, 0.65 and 0.33, respectively, P‐values ≤ 0.05, χ² = 4.50, Friedman test). 
Room  c was novel  to  the  rats on  the  first day of  the  two‐room experiment.  Importantly,  the 










amount of correlation was  similar  to what would be expected by chance  (all P‐values > 0.05, 
Sign tests) and  lower than for repeated recordings within the same room (all P‐values ≤ 0.001,  
X2  ≥  46.14,  Friedman  tests). Global  remapping  between  two  familiar  environments was  thus 
intact after MEC lesions.  
As  not  all  our  lesions  comprised  100%  of  the  superficial  layers, we  examined  remapping  in 
individual  rats  (Figures 3A and 3B). We  found  that  the degree of  remapping was similar  in all 
rats, irrespectively of whether they were in the control or MEC lesion group (P‐value = 0.82, X2 = 
2.20, Kruskal‐Wallis test). Moreover, we found that, in each individual control and MEC‐lesioned 
rat, across‐room map similarity corresponded  to chance  levels  (all P‐values  ≥ 0.27, Sign  tests) 













was not disrupted by MEC  lesions. The  rate map correlation  for adjacent sessions within and across  rooms 
was  analyzed  on day 2/3 of  the  experiment, when  each  rat had  at  least  1 day of  experience  in  room.  (A) 
Hippocampal  rate maps  from  simultaneously  recorded,  representative example cells  in control  rat 505, and 
MEC‐lesioned  rats 645 and 714. The  color  scale  is  from 0 Hz  (blue)  to peak  rate  (red). Rooms used  for  the 
experiment are  indicated with  letters a‐c. (B) Rate map correlations for pairs of sessions recorded within the 
same room. Medians and inter‐quartile range (IQR, left of each panel) and cumulative density functions (right 









such  as  the  room  geometry  and  the  polarizing  cue  card,  respectively.  In  our  experimental 




test  this possibility, we  recalculated  the  correlations between pairs of  rate maps obtained  in 
different rooms, after analytically rotating the map  in room c according to the cue orientation 
(Figure  S1A). We observed  that,  after  aligning  the maps with  reference  to  the  cue  card,  the 
similarity  between  pairs  of maps was  not  different  from  chance  and  did  not  differ  between 
MEC‐lesioned and  control  rats  (Figure S1B). To also account  for  the possibility  that  the maps 
could realign to any of the box walls, we calculated the correlations between pairs of maps after 
rotating one of the maps in 90 degree steps (Figure S1A), and  subsequently selected the highest 
pairwise  correlation  for  each  cell. Using  this method, we  found  that  the  scores  for  the MEC 








Figure  3. Global  remapping was  intact  in  all MEC‐lesioned  rats,  including  those with  the most  extensive 
lesions. Hippocampal global  remapping occurred  in control  rats  (blue) and  in  rats with extensive  (magenta) 




room map  similarity was  not  different  from  chance  (all  P  values  >  0.05,  Sign  tests)  and  smaller  than  the 















quartile  range  (IQR,  left  of  each  panel)  and  cumulative  density  functions  (right  of  each  panel)  are  shown. 
Within‐room map similarity in the MEC lesion group was lower than in the control group (all P‐values ≤ 0.001, 
Mann‐Whitney U  tests), but higher  than chance, even  for  the  first pair of sessions  in  the novel  room  (all P‐
values ≤ 0.0020, Sign tests). In both groups, moreover, the rate map correlation increased from the first to the 
second pair of sessions within  the novel  room  (all P‐values ≤ 0.030, Wilcoxon signed‐rank  tests).  (C) Across‐
room map similarity was as low in the MEC lesion as in the control group (all P‐values > 0.05, Mann‐Whitney U 
tests) and did not differ from chance  in either group (all P values > 0.05, Sign tests). Error bars are  IQR, and 




after  the MEC  lesions  (Figure  4).  Therefore, we  examined  the  place  fields within  and  across 
rooms on day 1 of the experiment, when room c was novel to the rat (see Figure 1). We found 
that,  in  both  control  and MEC‐lesioned  rats, within‐room map  similarity was  already  above 
chance for the first pair of sessions in the novel room (Figures 4A and 4B, all P‐values ≤ 0.0020, 










a  familiar and a novel  room, we  found  that highly distinct spatial maps emerged  rapidly after 
exposure  to  a  novel  environment,  in  both  MEC‐lesioned  and  control  rats.  In  both  groups, 
moreover, the amount of correlation between rooms was similar to what would be expected by 
chance and  lower  than baseline, which was established by repeated recording sessions within 
the  same  room.  Importantly, hippocampal global  remapping was  intact  in each MEC‐lesioned 
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rat,  even  in  individuals  that  had  no  detectable  sparing  of  the  superficial  layers,  rendering  it 
unlikely  that  spared MEC  input  accounted  for  the  formation  of  distinct maps.  Our  findings 
suggest that the contribution of the MEC to hippocampal spatial maps needs to be reevaluated.  
 
Since  the discovery of  remapping,  it has been proposed  that differences  in  the  firing 
patterns of entorhinal cells are  forwarded  to  the HIPP,  such  that  separate hippocampal  firing 
patterns emerge  from  the  readout of  this  information  (Muller and Kubie 1987). Following  the 
finding  that  hippocampal  global  remapping  is  accompanied  by  a  coordinated  shift  in medial 





might  rely on  feed  forward  connections  from MEC  cells other  than grid  cells.  For example, a 
recent  report by Kitamura and  colleagues described  that a  subset of hippocampal projecting, 
Reelin  expressing MEC  cells differentiate between distinct  recording  chambers  (i.e., different 
contexts) with changes  in  their  firing  rates  (Kitamura et al. 2015). As  it was previously shown 
that  grid  cells  shift  their  firing  locations  in  similar  experimental  conditions  (without marked 
changes  in the overall  firing rate), those cells are  likely  to correspond  to cell types other than 





focal  inactivation  of  the  MEC  results  in  the  reorganization  of  hippocampal  firing  patterns 
(Rueckemann et al. 2016; Miao et al. 2015). These findings suggest that changes  in MEC  input 
are  sufficient  to  induce hippocampal  remapping. While  the MEC  is  thus  likely one  source  for 







As  the MEC  is  the only known source of sophisticated spatial  input  into  the HIPP, our 
findings suggest that spatial computations underlying the reorganization of hippocampal place 
field locations are intrinsic to the HIPP. In support of this theory, it was previously found that the 




data are  consistent with early  computational models which  suggest  that  the networks of  the 
HIPP  are  organized  in  attractor  maps  that  can  be  associated  with  distinct  environmental 
contexts (Samsonovich and McNaughton 1997; McNaughton et al. 1996). In the context of these 







patterns,  which  are  substantially  less  spatial  than MEC  firing  patterns  in  simple  open  field 
foraging  tasks  (Hargreaves  et  al.  2005),  were  shown  to  change  in  conditions  when  distinct 
contexts are compared  (Tsao, Moser, and Moser 2013; Keene et al. 2016). A second potential 
source of remapping  in the CA1 area  is the medial prefrontal cortex (mPFC). Cells  in the mPFC 
are known to show highly distinct firing patterns for different spatial environments (Hyman et 
al. 2012), and are additionally modulated by variables that are associated with hippocampal rate 
remapping,  such  as  the  receipt  of  reward  and  other  task  contingencies  (Hyman  et  al.  2005; 
Hyman et al. 2012; Miyazaki, Miyazaki, and Matsumoto 2004;  Ito et al. 2015). A  recent study 
was  able  to  demonstrate  that  mPFC    projections,  conveying  information  about  different 
behavioral  contexts, drive hippocampal  rate  coding  via  the nucleus  reuniens of  the  thalamus 

















































and  2)  it was  rotated  in  steps  of  90  degrees,  and  the  comparison with  the  highest  correlation 
coefficient was selected for each cell (bottom right,  ‘Highest correlation’). (B,C) The median spatial 
correlation was  similar  between  the  control  and MEC  lesion  groups  (P  >  0.05, Mann‐Whitney U 
tests), and did not deviate from chance (gray stippled  line)  in either group (all P values > 0.05, Sign 
tests), in both (B) the ‘Match cue card’ as well as (C) the ‘Highest correlation’ analysis. (D,E) Rotation 
analysis  did  not  reveal  map  similarity  in  any  of  the  rats.  Circles  represent  the  median  spatial 
correlation coefficient per rat and are sorted by the extent of MEC III damage. In (D) the ‘Match cue 
card’,  and  (E)  the  ‘Highest  correlation’  analysis,  the  amount  of  remapping  was  similar  when 
individual rats were compared to each other  (All P values > 0.05, Kruskal‐Wallis tests).  In addition, 
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  The superficial  layers of the medial entorhinal cortex (MEC) are the major  input to the 
hippocampus. The high proportion of spatially modulated cells,  including grid cells and border 
cells,  in  these  layers  suggests  that  the MEC  inputs  to  the  hippocampus  are  critical  for  the 
representation of space  in the hippocampus. However, selective manipulations of the MEC do 
not  completely  abolish  hippocampal  spatial  firing.  To  therefore  determine  whether  other 
hippocampal  firing  characteristics  depend more  critically  on MEC  inputs, we  recorded  from 
hippocampal  CA1  cells  in  rats  with  MEC  lesions.  Strikingly,  theta  phase  precession  was 
substantially disrupted, even during periods of  stable  spatial  firing. Our  findings  indicate  that 









processing  spatial  information  (Quirk  et  al.  1992;  Hafting  et  al.  2005;  Sargolini  et  al.  2006; 
Solstad  et  al.  2008).  Even  though  it has  been  demonstrated  that  all  spatially modulated  cell 





2015).  Furthermore,  near  complete  lesions  of  the MEC  result  in  broadening,  but  not  in  the 
absence  of  hippocampal  spatial  firing  fields  (Hales  et  al.  2014).  These  partial  effects  on 
hippocampal  spatial  firing  therefore  raise  the  question  whether  the  MEC  might  have  a 
prominent  role  in  supporting  non‐spatial  hippocampal  circuit  functions,  such  as  precise 
temporal  firing.  In  addition  to  the  presence  of  a  high  proportion  of  cell  types which  exhibit 
spatial  firing,  the MEC  is  distinct  from  other  inputs  to  the  hippocampus,  such  as  the  lateral 
entorhinal cortex (LEC), in that it exhibits prominent theta (4‐12 Hz) oscillations in the local field 
potential  (LFP)  (Deshmukh et al. 2010). Moreover, similar  to hippocampal place cells  (O'Keefe 
and Recce 1993), the spiking of MEC  layer  II cells occurs at progressively earlier phases of the 
LFP theta cycle as the animal traverses a spatial firing field (Hafting et al. 2008; Mizuseki et al. 
2009).  As  a  consequence  of  this  phase  precession,  the  sequence  of  firing  phases  across  a 
population of cells within a theta cycle corresponds  to the sequence  in which their respective 
spatial  firing  fields were  traversed over many seconds  (Skaggs et al. 1996;  Jensen and Lisman 
1996; Melamed et al. 2004; Dragoi and Buzsaki 2006). The compression of  sequences on  the 











circuit mechanisms  by  which  such  temporal  precision  emerges  have  remained  elusive.  The 
finding  that  phase  precession  is  retained  in  the MEC  while  the  hippocampus  is  inactivated 
suggests that the MEC can generate phase precession independent of the hippocampus (Hafting 
et  al.  2008).  Moreover,  predicted  rates  and  theta  phases  of  hippocampal  firing  reemerge 
immediately  after  transient  hippocampal  inactivation,  which  suggests  that  external  cortical 
inputs to the hippocampus can sustain hippocampal phase precession (Zugaro, Monconduit, and 
Buzsaki  2005;  Moser  et  al.  2005).  However,  these  findings  do  not  identify  whether  firing 
patterns  that  are  selectively  found  in  the  MEC,  such  as  spatially  selective,  rhythmically 
modulated,  or  phase  precessing  cells,  are  necessary  for  hippocampal  phase  precession  or 
whether any excitatory input to the hippocampus, including nonrhythmic excitatory inputs from 
the LEC, may be sufficient for reinstantiation. The idea that the excitation does not need to be 
theta  rhythmic  to  determine  firing  phase  is  supported  by models  that  demonstrate  that  a 
ramping excitation along with  local  rhythmic  inhibition can  result  in phase precession  (Mehta 
2001). These models, in turn, are supported by the experimental findings that there is a ramp‐
like  increase of  the membrane potential within the place  field  (Harvey et al. 2009) and  that a 







Based on  the observations  that  lesions of  the entorhinal cortex have only a  limited effect on 
hippocampal spatial  firing patterns  (Miller and Best 1980; Van Cauter, Poucet, and Save 2008; 




















reduced precision of  spatial  firing  in  the MEC  lesion  group was not  the  result of  a  sustained 
broadening  of  the  firing  field,  but  rather  emerged  from  shifting  spatial  firing  fields  over  the 
course  of  the  recording  session.  The  spatial  instability  occurred  even  though  the  recording 
stability  in MEC‐lesioned  rats was  not  different  from  control  rats  (Supplementary  Fig.  3).  To 
identify periods of stable spatial  firing (PSSF), we used a sliding window method to detect the 
longest period (at  least five consecutive runs) during which cells were active and had a robust 
mean spatial correlation score  (r > 0.5) with a probability of  less  than 5 %  (P < 0.05) of being 





of  the  runs  (median  fraction  of  all  runs  in  PSSF:  0.74  and  0.19,  respectively;  Fig.  1c,d,k  and 
Supplementary Fig. 2). To address whether  the spatial  firing characteristics during PSSFs were 
comparable between control and MEC‐lesioned rats, we recalculated the mean field size, spatial 












2b). To confidently calculate  theta phase and  frequency despite  the reduced  theta amplitude, 
we used 1/f normalized spectra  to select,  for each  recording session, a  tetrode  for which  the 
peak  theta  power  was  >  3  times  the  baseline  (Fig.  2c  and  Supplementary  Fig.  1).  After 
normalization and  selection,  theta power no  longer  significantly differed between  sessions of 
control and MEC‐lesioned  rats  (Fig. 2d; control, 5.2  fold higher  than baseline, MEC  lesion, 4.2 
fold higher than baseline). However, the median LFP theta frequency was reduced by 0.61 Hz in 
MEC‐lesioned compared to control rats (Fig. 2d). We also examined whether the spike timing of 
single hippocampal cells  remained  theta  rhythmic  (Fig. 2e). Although  the  theta modulation of 
hippocampal  firing was  significantly  lower  in MEC‐lesioned  rats  compared  to  controls  (Fig. 2f 
and Supplementary Table 1), a substantial proportion of cells remained theta modulated (theta 
ratio > 5; control: 96.7 %, 29 of 30 cells in 4/4 rats; MEC‐lesion: 51.2 %, 21 of 41 cells in 4/5 rats). 
For phase precession,  the  frequency of  intracellular  theta oscillations  and,  consequently,  the 





Figure  1. Hippocampal  firing patterns were only  transiently  location  selective  in MEC‐lesioned  rats.  Each 




distance  on  the  linear  track.  In  c–f,  place  fields  for  the  entire  recording  session  are marked  by  the  entire 
shaded area and place fields for the period of stable spatial firing (PSSF; see Online Methods) are marked by 
the darker shaded area. (g–j) Spatial firing characteristics during the entire session (control, n = 51 fields from 
50 cells  in 4 rats, MEC  lesion, n = 164 fields from 153 cells  in 6 rats) and during PSSFs (control, n = 31 fields 
from 31 cells of 4 rats, MEC lesion, n = 73 fields from 62 cells of 5 rats). For the entire session, the place fields 
of MEC‐lesioned  rats were  larger,  the spatial  information scores were  lower, and  the peak  firing  rates were 
lower compared to those of control rats (P = 1.2 x 10‐6, P = 1.59 x 10‐11, and P = 2.9 x 10‐4, Mann‐Whitney U 
tests). After selecting  for PSSFs,  these properties did not differ between control and MEC‐lesioned  rats  (P = 
0.13, P = 0.20, and P = 0.37, Mann‐Whitney U  tests). Mean  firing  rates on  the  track did not differ between 
control  and MEC‐lesioned  rats  during  the  entire  session  nor  during  PSSFs  (P  =  0.34  and  P  =  0.81, Mann‐
Whitney U  tests). Dot plots  include all data points and  the median. *** P < 0.001.  (k) The number of  runs 









theta. Thus, we assessed each cell’s  theta phase  locking via  the mean  resultant vector  length 
obtained from its spike phase distribution within the theta cycle. Surprisingly, we found that the 
degree of phase‐locking exhibited by MEC‐lesioned animals was not higher than  in controls,  in 
which the  frequency difference of phase precessing cells would preclude phase  locking  to LFP 
theta. These  results  thus suggest  that hippocampal cells, although  they partially  remain  theta 
modulated  without  MEC  inputs,  fire  neither  at  a  consistent  frequency  difference  nor  at  a 





the  distance  through  the  spatial  firing  field  (Fig.  3a–h  and  see  Supplementary  Fig.  4  for 





negative  for  most  individual  control  fields  (74.2  %),  as  expected  for  phase  precession.  In 
contrast,  the  proportion  of  place  fields  with  significant  negative  slopes  (28.0  %)  was 
substantially  lower  in MEC‐lesioned  rats  (χ2  =  16.5,  df  =  1,  P  =  5.0  x  10‐5,  chi‐square  test). 
Moreover, the average slope was less than zero in controls, while it was not different from zero 
in MEC‐lesioned  rats.  Furthermore,  it was  substantially  different  between  control  and MEC‐
lesioned  rats  (Fig. 3i). We obtained  a  corresponding pattern of  results when either  analyzing 


























and  frequency  of  the  cells’  theta  modulation  were  reduced  in  MEC‐lesioned  compared  to  control  rats 
(amplitude: control, n = 30 cells in 4 rats, MEC lesion, n = 41 cells in 5 rats; P = 5.7 x 10‐10 ; frequency: control, n 
=  29  cells  in  4  rats, MEC  lesion,  n  =  21  cells  in  4  rats,  P  =  3.9  x  10‐6, Mann‐Whitney U  tests). Only  theta 
modulated  cells  (theta  ratio > 5) were  included  in  the  frequency analysis. Dot plots  include  individual data 
points and medians. * P < 0.05, ** P < 0.01, *** P < 0.001. (f, bottom left) Theta phase locking of CA1 cells, as 
assessed  from  the median  length of  തܴ did not differ between cells  from control and MEC‐lesioned  rats  (P = 









Figure 3. The medial entorhinal cortex  is necessary  for hippocampal phase precession.  (a–h) Each column 





through the place  field. For better visualization,  the phase of each spike  is  replotted  in a second cycle  in all 
phase‐distance plots. A regression line (black) was added when the circular‐linear correlation was significant (P 














  Although  the  diminished  phase  precession when  pooling  spikes  over multiple  passes 
could  result  from  the  loss  of  a  direct  relation  between  distance  and  theta  phase,  phase 
precession may also be masked by an onset of spiking at variable phases or by a variable rate of 
precession  during  individual  passes  through  the  field.  To  test  for  this  possibility,  we  next 
analyzed phase precession during  single passes  through  the place  field  (Kempter et al. 2012) 
(see  Fig.  3e,f)  and  averaged,  for  each  field,  the  slopes  for  all  qualifying  passes  (see  Online 
Methods)  (Fig.  3j  and  Supplementary  Fig.  4  for  additional  example  passes).  Because  a  small 
quantity  of  phase  precession  may  be  masked  by  including  passes  in  which  slopes  were 
inaccurately estimated, we also  took  the average of only  the  slopes where  the  circular‐linear 
correlation was  significant  (P  <  0.05).  The mean  field‐averaged  slope was  less  than  zero  in 
control rats, not different from zero in MEC‐lesioned rats, and different between MEC‐lesioned 
and  control  rats  (Fig. 3j).  Furthermore, we performed  the  single‐pass analysis  for  firing  fields 
that were not limited to PSSFs but were smaller than 0.6 m over the entire recording session as 
well as  for  fields of any size over  the entire recording session  (Supplementary Table 2). While 
the field‐averaged slopes were not different from zero when only considering the smaller fields 
of the MEC‐lesioned rats (all slopes: n = 41 fields, P = 0.17; only significant slopes: n = 21 fields, P 
=  0.44,  t  test),  the  slopes were  significantly  negative when  not  restricting  the  field  size  (all 
slopes: n = 133 fields, P = 0.00021, t test; only significant slopes: n = 89 fields, P = 0.035, t test), 
but nonetheless  remained  less negative  than  in  controls  (P = 0.0043,  t  test). To  identify how 
phase  precession  may  have  been  more  readily  detectable  when  adding  passes  with  less 














  Phase precession  is  thought  to provide a mechanism  to achieve consistent  spike  time 
differences between  simultaneously active place  cells  (Skaggs et al. 1996; Dragoi and Buzsaki 
2006). Theoretically, however, pairs of neurons could still fire at fixed intervals without relation 
to  the LFP  theta cycle. To  test  for  this possibility, we analyzed whether pairs of neurons with 




lesioned  rats  (Fig.  4f).  Our  analysis  therefore  did  not  reveal  evidence  that  the  spike  timing 







precession  is a consequence of more  fundamental, cellular parameters, such as  the  level of a 



























  Phase  precession  is  also  observed  during  random  foraging  in  two‐dimensional 
environments  (Skaggs  et  al. 1996; Harris  et  al. 2002; Huxter  et  al. 2008).  Therefore, we  also 
tested  the  extent  of  disruption  of  hippocampal  phase  precession  in  the  open  field. We  first 











was negative  for control  fields, but not different  from zero  for  fields  from MEC‐lesioned  rats, 
and  different  between MEC‐lesioned  and  control  rats  (Fig.  6d). Moreover,  the  proportion  of 
fields with  significant  negative  slopes  (P  <  0.05,  circular‐linear  correlation) was  substantially 
larger in control rats than in MEC‐lesioned rats (76. 1 % and 23.8 %, χ2 = 16.4, df = 1, P = 5.2 x 10‐
5, chi‐square  test). We also analyzed single passes and calculated their average slope  for each 
field  (see Supplementary Fig. 7  for examples). The mean  field‐averaged slope was negative  in 
control  rats,  not  different  from  zero  in MEC‐lesioned  rats,  and  differed  between  fields  from 





Figure  5.  Instantaneous  firing  rate  did  not  predict  firing  phase  in  MEC‐lesioned  rats.  (a,b)  Firing  phase‐




=  30  cells  in  4  control  rats  and  43  cells  in  5 MEC‐lesioned  rats,  P  =  0.0024, Mann‐Whitney U  test), which 
excludes the possibility that the loss of phase‐IFR correlation can be explained by a smaller range of firing rates 
in  the MEC  lesion group.  (d) Distributions of phase‐IFR  slopes. The  shaded background highlights   negative 
slopes. The mean slope was smaller than zero in control rats (all slopes, P = 0.010; only significant slopes, P = 
0.047,  t  tests), not different  from zero  in MEC‐lesioned  rats  (all slopes, P = 0.55; only significant slopes, P = 
0.36, t tests), and less negative in MEC‐lesioned rats than in control rats (all slopes, P = 0.016, t test). (e) The 
phase‐IFR  slope  correlated  with  the  phase‐distance  slope  in  control  rats,  while  no  such  correlation  was 






Figure  6.  Phase  precession was  also  diminished  in  the  open  field. Hippocampal  CA1  cells were  recorded 
during 10‐min random foraging sessions, and cells with place fields < 0.25 m2 were included in the analysis. (a) 
MEC‐lesioned rats performed the task at a similar speed to control rats (top; control, n = 7 sessions in 3 rats, 
MEC  lesion,  n  = 12  sessions  in  4  rats,  P  = 0.12, Mann‐Whitney U  test).  LFP  theta power was not different 
(middle; control, n = 16 tetrodes  in 3 rats, MEC  lesion, n = 39 tetrodes  in 4 rats, P = 0.76, Mann‐Whitney U 
test), while the theta modulation of  individual cells was  reduced  in MEC‐lesioned rats compared to controls 
(bottom; control, n = 45 cells in 3 rats; MEC lesion, n = 24 cells in 4 rats; P = 4.4 x 10‐8, Mann‐Whitney U test). 
(b,c) Spike patterns of example cells. (Left of each panel) Trajectories (gray line) with spike locations (red dots) 
and field boundaries (black  line). The entire session  is on top and two  individual passes through the field are 
below. (Right of each panel) Phase‐distance plots for the passes to the left. Regression lines (black) were added 
when the circular‐linear correlation was significant (P < 0.05). (d,e) Distributions of the phase‐distance slopes. 




slopes:  P  =  0.010,  t  test).  In  e,  slopes were  first  calculated  for  single  passes  through  each  field  and  then 
averaged  per  field.  Insets:  field‐average  of  only  significant  single‐pass  slopes  (P  <  0.05,  circular‐linear 


















To  therefore more directly examine whether a reduction  in  the cells’  theta modulation would 
disrupt phase precession, we analyzed previously published recordings(Brandon et al. 2014)  in 
the  open  field  during  which  the  cells’  theta  oscillations  were  as  strongly  reduced  by 
pharmacological inactivation of the septal area as by the MEC lesion (Fig. 8a and Supplementary 
Table  4).  As  previously  reported,  10‐min  recording  sessions  were  performed  in  a  familiar 
environment before  inactivation and at  two  time points  into  the  inactivation  (30 min and 2 h 
after muscimol infusion). At both time points, we observed a pronounced reduction of the LFP 
theta power as well as a pronounced reduction of the theta modulation of  individual CA1 cells 
(Fig. 7a). Despite  the substantial  reduction of LFP  theta power, each  recording session had at 
least one tetrode in which LFP theta power was > 1.5 times the 1/f baseline and from which the 
theta phase could  thus be accurately estimated  (Supplementary Fig. 8). When comparing  the 
timing  of  place  cell  firing  with  respect  to  LFP  theta  phase  before  and  during  the  septal 
inactivation, we obtained evidence for retained phase precession from both the circular‐linear 
regression  precession  analysis  of  pooled  spikes  (Fig.  7b,c)  and  from  a  higher  oscillation 




in  the proportion of  fields with  significant negative  slopes  (baseline, 72.6 %;  first  inactivation 











Figure 7. Substantially  reduced  LFP  theta power and  single‐cell  theta modulation did not preclude phase 










the phase of each spike  is replotted  in a second cycle. Spike for each field were pooled, and regression  lines 










  When  analyzing  the  slopes  of  single  rather  than  of  pooled  passes  during  septal 
inactivation,  we  could    detect  phase  precession  during  the  baseline  session  before  the 
inactivation  (all  slopes,  P  <  1.0  x  10‐5,  t  test;  only  significant  slopes,  P  <  9.3  x  10‐9,  sign  test 
compared to zero) and during the session 2 h into the inactivation session (all slopes, P < 2.1 x 




inactivation  (Wang  et  al.  2015).  To  explain  the  discrepancy  between  the  effect  size  in  the 
analysis  of  the  pooled  and  single  pass  data,  we  reasoned  that  low  amplitude  LFP  theta 
oscillations could elicit  jitter  in  the  timing of  individual spikes or theta‐associated bursts while 
nonetheless leaving the average trend for phase precession intact. In this way, phase precession 
would remain more readily detectable when spikes from all passes were pooled but not in single 
passes  (Supplemental  Fig.  8).  To  test whether  such  a  dissociation  is  feasible, we  performed 
simulations  in which we applied  increasing  levels of random  jitter to either  the spike times or 
spike phases of baseline data, and observed the degree of jitter at which the mean of the field‐
averaged single pass and pooled pass slope distributions became statistically  indistinguishable 
from  zero. We  found  that  the  field‐averaged  single‐pass distribution was more  sensitive  than 
the  pooled  pass  distribution  to  random  fluctuations  in  spike  timing  or  spike  phase 











(a)  (Top) Phase‐distance  slopes were more negative during baseline  (n = 51  fields  in 4  rats) and during  the 
session 2 h into the septal inactivation (n = 42 fields in 4 rats) compared to MEC‐lesioned rats (blue line; n = 21 
fields  in 4  rats, P = 0.36 and P = 0.037, Mann‐Whitney U  tests, Holm‐Bonferroni  corrected). The difference 
between  the MEC  lesion  group  and  the  session  30 min  into  the  septal  inactivation  session  did  not  reach 
significance  (n  = 44  fields  in 4  rats, P = 0.081, Mann‐Whitney U  test).  (Bottom) Corresponding  comparison 
between  the MEC  lesion and  control group  (data and  statistics as  in Fig. 6d). Dot plots  include each  field’s 
slope and mean ± SEM. (b) The single cell but not the LFP oscillation frequency was reduced 2 h into the septal 
inactivation compared  to baseline  (P = 0.0015 and P = 0.56,  respectively, Wilcoxon signed  rank  tests, Holm‐
Bonferroni corrected), and neither frequency was reduced 30 min into the septal inactivation (P = 0.16 and P = 
0.56, Wilcoxon  signed  rank  tests, Holm‐Bonferroni  corrected). The  frequency difference was  less  than  zero 
during baseline (P = 2.8 x 10‐10, sign test) and remained different from zero during the two inactivation sessions 
(30 min  into septal  inactivation, P = 0.00033; 2 h  into septal  inactivation, P = 0.036, sign  tests) and was not 
different from baseline during each of the  inactivation sessions (P = 0.95 and P = 0.62, Wilcoxon signed rank 
tests). MEC  lesions  resulted  in  reduced  theta  frequency  of  single  cells  and  of  the  LFP,  but  the  single‐cell 
frequency was reduced to a larger extent such that the frequency difference was no longer different from zero 
(control, P = 9.43 x 10‐7, MEC  lesion, P = 0.52,  sign  tests).  In addition,  there was a greater  reduction  in  the 
frequency  difference  by MEC  lesion  than  during  baseline  and  during  each  of  the  two  septal  inactivation 
sessions  (P = 0.00023, P = 0.0038 and P = 0.026, Mann‐Whitney U  tests, Holm‐Bonferroni  corrected). Only 
theta‐modulated cells (theta ratio > 5; baseline, n = 40/41 in 4 rats, 30 min into septal inactivation, n = 31/39 in 
4 rats, 2 h into septal inactivation, n = 30/35 in 4 rats, control, n = 45/45 in 4 rats, MEC lesion, n = 23/24 cells in 









grid  cells,  boundary  cells,  and  head‐direction  cells  (Hafting  et  al.  2005;  Sargolini  et  al.  2006; 
Solstad  et  al.  2008).  All  of  these  cell  types  have  been  confirmed  to  project  to  the 
hippocampus(Zhang et al. 2013), and are thought to be necessary for spatially and directionally 
selective hippocampal  firing patterns.  In addition, MEC  cells have a  second  key  specialization 





cells  remained  theta  modulated,  but  their  preferred  firing  frequency  in  the  theta  range 
decreased  such  that  it was  no  longer  consistently  faster  than  the  LFP  theta  frequency.  The 
retained spatial firing and theta modulation afforded us the opportunity to ask to what extent 
the  temporal  organization  of  hippocampal  firing  was  preserved  during  periods  when 
hippocampal cells consistently  fired at a discernible  location. We  found no consistent  relation 
between the firing phase within the theta cycle and the distance through the place field, and the 
disruption  of  phase  precession  by  the  MEC  lesion  was  more  profound  than  during  septal 








has  shown  that  phase  precession  is  retained  during  virtual  reality  exploration  in  which 
consistent  spatial  firing  patterns  were  no  longer  detectable  (Acharya  et  al.  2016).  Taken 
together,  these  results  indicate  that spatial  firing patterns of hippocampal place cells and  the 
precise temporal organization of spike timing within theta cycles can be decoupled. If the MEC 







  Numerous  theoretical hypotheses have been proposed  to mechanistically explain how 
theta phase precession might emerge from oscillations  in the hippocampus at the cellular and 
circuit levels (O'Keefe and Recce 1993; Tsodyks et al. 1996; Harris et al. 2002; Mehta, Lee, and 




Magee  2001;  Ekstrom  et  al.  2001; Mehta,  Lee,  and Wilson  2002; Harris  et  al.  2002)  but  see 
(Huxter,  Burgess,  and  O'Keefe  2003).  In  our  recordings  from MEC‐lesioned  rats,  we  found 
substantial LFP  theta oscillations  in  the hippocampal CA1 cell  layer, which can be  taken as an 
indication that the rhythmic somatic inhibition of principal cell populations was at least partially 
retained  (Kamondi et al. 1998).  In addition, we  found  that  instantaneous  firing  rates within a 






cycle depends on different classes of  local  interneurons,  including cholecystokinin basket cells 
for which GABA‐release  is modulated  by  local  cannabinoid  release  (Klausberger  et  al.  2005). 
Manipulations  of  cannabinoid  receptors  reduce  phase  precession  (Robbe  and  Buzsaki  2009), 
which suggests that intrahippocampal modulation of inhibition contributes to phase precession. 
Further  evidence  for  an  intrahippocampal  contribution  to  phase  precession  is  that  theta 
sequences of hippocampal cells, which are  thought to depend on  local recurrent connectivity, 
are  particularly  disrupted  during  septal  inactivation  (Wang  et  al.  2015).  Consistent with  this 
finding and the finding that single‐pass phase precession is required for theta sequences (Feng, 
Silva, and Foster 2015), we also observed the disruption of single‐pass phase precession during 










show a  ramp‐like excitation but also an  increased  theta oscillation  frequency within  the place 
field  (Harvey  et  al.  2009;  Robbe  and  Buzsaki  2009),  this  raises  the  question  how  the  faster 
intracellular oscillations may emerge from MEC inputs. One possibility is that there are already 
inputs to CA1 dendrites at the theta frequency of phase precessing cells (Kamondi et al. 1998). 
However,  in  this case  it would be unlikely  that  the  inputs originate  from direct projections of 
MEC layer III to CA1 (Jaramillo, Schmidt, and Kempter 2014) because many layer III neurons are 
phase locked to LFP theta rather than exhibiting phase precession (Hafting et al. 2008; Mizuseki 
et  al.  2009).  The  input  frequency  of  the  direct  MEC  projections  would  thus  need  to  be 
accelerated by  further dendritic computations  (Magee 2001; Harris et al. 2001; Chance 2012; 
Leung  2011).  Alternatively,  MEC  inputs  could  take  effect  more  indirectly  via  MEC  layer  II, 




Schmidt,  and  Kempter  2014).  The  possibility  that  hippocampal  phase  precession  specifically 
requires  phase  precession  in  layer  II  grid  fields  (Hafting  et  al.  2008),  which  project  to  the 
dentate/CA3 region (Zhang et al. 2013), is less likely based on the observation that medial septal 
inactivation substantially disrupts  the spatial  firing patterns of grid cells  (Brandon et al. 2011; 
Koenig et al. 2011) while the  inactivation only partially reduced phase precession. However,  it 
remains to be determined whether phase precession  in grid cells could be affected to a  lesser 
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  The  subjects  were  ten  experimentally  naïve,  male  Long–Evans  rats  weighing 
approximately  300‐400  g.  The  surgical  procedures  were  performed  as  previously  described 
(Hales et al. 2014). Six rats received NMDA  lesions of  the medial entorhinal cortex  (MEC) and 
four  control  rats  underwent  a  sham  surgical  procedure. Animals were  randomly  assigned  to 
either  the MEC  lesion  or  the  control  group  such  that  data  acquisition  for  each  group  was 
performed  throughout  the duration of  the  study. A  fourteen‐tetrode  recording assembly was 
implanted  during  the  same  surgery.  Tetrodes  were  constructed  by  twisting  four  17  μm 
polyimide‐coated platinum‐iridium (90 %/10 %) wires, and the electrode tips were plated with 
platinum  to reduce  the  impedances  to 200‐300 kΩ at 1 kHz. The  tetrodes were arranged  into 
two  bundles,  with  six  to  eight  independently  movable  tetrodes  that  were  targeted  to  the 
hippocampus of each hemisphere (AP: 4.0., ML: ± 2.45, angled laterally towards CA1 recording 
sites at approximately ML ± 3.0). Following a 1‐week  recovery period  from surgery,  rats were 
food  restricted  and  maintained  at  ~90  %  of  free‐feeding  body  weight.  Rats  were  housed 
individually  on  a  12  h  reversed  light/dark  cycle,  and  all  behavioral  training  and  recording 
sessions was  performed  in  the  dark  phase  of  the  cycle.    All  experimental  procedures were 
approved by  the  Institutional Animal Care and Use Committee at  the University of California, 
San  Diego.  None  of  the  data  that were  recorded  on  the  linear  track  have  been  previously 

















and  surrounding walls.  During  this  phase,  rats were  trained  for  5  days  in  two  daily  10‐min 
sessions.  In addition, 2 of 4 control and 4 of 6 MEC‐lesioned  rats were also pretrained  for 10 
days on a six‐arm radial maze with 85 cm  long and 10 cm wide arms, as previously described 





surgery.  During  this  period,  tetrodes  were  slowly  advanced  into  the  CA1  area  of  the 
hippocampus. During tetrode advancement and recordings, the signals were preamplified with a 
unity  gain  headstage  and  then  recorded  with  a  data  acquisition  system  with  64  digitally 





  Recording began when tetrodes were stably positioned  in the CA1 cell  layer and when 
the  rats  ran continuously  throughout each 10‐min  random  foraging  session. One electrode  in 
each  hemisphere was  used  to  record  a  reference  signal  from  the  cortex.  In  the  open  field 
environment,  recordings were performed  in up  to  six sessions per day  for at  least 6 days. To 
ensure  that each  cell was only  included  in  the data analysis once, we only  included  the data 
from  the  first  recording  session of a day. After  the  recordings during  random  foraging  in  the 
open field, hippocampal cells were recorded for up to two sessions on the linear track that each 
lasted 10‐20 min. The session with  the highest number of  runs between  the  two ends of  the 
track was  selected  for analysis. Two  rats  (one  control and one MEC  lesion) were additionally 
trained on the  linear track for up to forty sessions with up to eight sessions per day. For both 
track and open field recordings, only cells from the day with the best isolation distance between 
clusters  were  included  for  each  tetrode,  except  when  a  tetrode  was moved  and  a  clearly 
different set of cells was  identified. In addition, we carefully examined the data from rats with 
different degrees of experience  (e.g.,  training  in  the  six‐arm maze,  additional  training on  the 
track) but  found  that phase precession was  intact  in all control  rats and disrupted  in all MEC‐







  The  brains were  prepared  to  track  the  hippocampal  tetrode  locations  in  cresyl  violet 
stained sections and to quantify the MEC lesion extent in NeuN (1:15000, Chemicon, CloneA60) 
stained  sections with  the  Cavalieri method,  as  previously  described  (Hales  et  al.  2014).  The 
volume of the spared tissue was estimated for the MEC layer II, MEC layer III, MEC deep layers, 









  Spike  sorting  was  performed  manually  using  the  graphical  cluster‐cutting  software 
MClust  (A.  D.  Redish,  http://redishlab.neuroscience.umn.edu/MClust/MClust.html).  Well‐
isolated clusters in the multidimensional parameter space (consisting of waveform amplitudes, 
the  difference  between  peak  and  trough  of  the  waveform,  and  waveform  energies)  were 
considered single hippocampal cells. Autocorrelation and cross‐correlation functions were used 





Cluster  quality  was  accessed  by  calculating  the  L‐ratio  and  the  Mahalanobis  (i.e., 
isolation)  distance  (Schmitzer‐Torbert  et  al.  2005)  for  each  cluster  of  spikes  recorded  during 
running  on  the  linear  track.  The Mahalanobis  distance was  calculated  using  the  same  spike‐
features  that were  used  for  spike  sorting.  Recording  stability was  quantified  by  dividing  the 
spikes in each cluster into two equal halves, and by calculating the average amplitude for each 
half. The  two halves were  then  compared by  calculating  (1)  the  amplitude difference on  the 
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  For  each  complete  session,  end‐track  coordinates  corresponding  to  the  reward  zone 
were  first  removed.  Next,  trajectories  with  lateral  deviation  exceeding  10  cm,  indicative  of 
stopping behavior, were excluded. Finally, since one‐dimensional spatial  firing  is known  to be 






the  total  number  of  spikes  in  that  bin  divided  by  the  occupancy  time  in  that  bin.  One‐
dimensional  rate  maps  were  smoothed  using  a  pseudo‐Gaussian  kernel  with  a  standard 
deviation of one bin. Two‐dimensional rate maps were constructed using the “adaptive binning” 
technique described in (ref. Skaggs et al. 1996). To prevent rate inflation due to low occupancy, 




For  each  cell,  the  spatial  information(Skaggs  et  al.  1993)  was  calculated  as  ܫ ൌ
	∑ ݌௜ ఒ೔ఒഥ logଶ
ఒ೔

















Candidate passes  through  a  field were defined  as  groups of  time‐contiguous position 
coordinates that were within the field boundary (see place field definition and size, above) and 
for which  the  animal  spent  at  least  200 ms within  the  50 %  contour. A  candidate  pass was 
included in the analysis if its average velocity surpassed 3 cm/s, a minimum of 5 spikes over at 






Conceptually, we  defined  a  period  of  stable  spatial  firing  (PSSF)  as  a  period  of  time 
where a cell exhibited similar spatial firing over the course of five or more consecutive runs (in 




for  each  of  the  ݊  runs.  Let ࢓௞	be  the  rate map  corresponding  to  the  ݇th  run.  A  window 
ࡹ௪௞ ൌ ሾ࢓௞	࢓௞ାଵ ⋯	࢓௞ା௪ିଵሿ   was defined to be a set of ݓ consecutive rate maps beginning 
with  run  ݇.  For  each  window  (ݓ ൌ 5,6,… , ݊; ݇ ൌ 1,2, … , ݇ െ ݓ ൅ 1),  Pearson’s  correlation 
coefficient was calculated for all pairs of constituent rate maps; i.e., ݎ௜௝ ൌ ܥ݋ݎݎ൫࢓௜,࢓௝൯, ݅ ് ݆. 
The mean correlation coefficient  for each window was calculated as    ̅ݎ௪௞ ൌ tanhሺݖ௪̅௞ሻ, where 
ݖ௪̅௞  is the empirical mean of the Fisher transformed correlation coefficients  ݖ௜௝ ൌ atanh	ሺݎ௜௝).  
 
A window was considered to exhibit robust spatial firing if its ̅ݎ௪௞  met or exceeded 0.5. 
Since  single  passes with  fewer  than  5  spikes were  excluded  from  subsequent  analyses  (see 
above),  such  runs  were  labeled  disposable.  In  addition,  since  the  correlation  coefficient  is 





ࡹௐ௄ such that ̅ݎௐ௄ ൌ max௞ ̅ݎௐ௞. 
 
   To assess the significance of the spatial stability, for each run, the spike locations were 








െℓ,																	∀ݔ௞௝ ൐ 		݈ሺ1 െ 12ܺ	ሻ
0,																																				݋ݐ݄݁ݎݓ݅ݏ݁
 
In this way,  the  temporal organization of spikes within each run as well as  the selectability of 
each window was  retained. A null distribution of correlation scores ܴௐ଴  was  then obtained by 
taking  the maximum  correlation  score of  all  selectable windows of  size ܹ  from  each of 500 




  To  ensure  accurate  phase  and  frequency  estimation,  LFP  oscillations were  inspected 
visually with Neuroview  (Neuralynx), and  for each session  in control and MEC‐lesioned  rats, a 
tetrode with a   1/f‐corrected  theta power > 3  (see below) was chosen. For sessions  recorded 
from rats with septal inactivation, a tetrode that retained 1/f‐corrected theta power > 1.5 after 




  For  each  tetrode,  a  time‐frequency  spectrogram  was  calculated  via  the  Chronux 
(www.chronux.org) function mtspecgramc() using a window size and time step of 20 s and 10 s, 
respectively. The LFP theta frequency was taken as the frequency at maximum power within the 










  For  each  cell,  spike  times were  binned  at  a  sampling  rate  of  500  Hz.  The  temporal 
autocorrelation  between  spike  times  was  calculated  from  the  resulting  vector.  The  power 
spectrum of the temporal autocorrelation was obtained for the frequency band 0‐125 Hz via the 
Chronux  function mtspectrumpb() using  a padding  factor equal  to  two powers of 2 over  the 
sample  size.  The  single  cell  frequency was  then  taken  as  the  frequency  of maximum  power 
within 4‐12 Hz. The theta ratio was calculated as the power at the single cell frequency over the 
average power of the spectrum. Cells were included in this analysis if they had at least one place 
































with the linear model ߶ሺݔሻ ൌ 2ߨܽݔ ൅ ߶଴ by maximizing the mean result vector length  തܴሺܽሻ of 
the circular errors between the measured circular variable ߶௝ and the model predictions ߶ሺݔሻ: 
 













to  the  interval  ࣭ ൌ ሺെ2	2ሻ  cycles  per  field  and  denote  the  slope  of  the  best  fit  by  ࣭ܽ ൌ
argmax௔∈࣭ തܴሺܽሻ. In particular, a maximum obtained at the boundary values indicates that the 
true maximum of  തܴሺܽሻ  is not  in ࣭ ൌ ሺെ2	2ሻ and  the  slope estimate  is  therefore not  reliable. 




∑ sin	ሺ߶௝ െ 2ߨ࣭ܽݔ௝ሻ௝




ߩ ൌ ∑ sin	ሺ߶௝ െ ߶തሻ௝ sin	ሺߠ௝ െ ̅ߠሻ







ݖ ൌ 	ߩඨ݊ ߣ଴ଶߣଶ଴ߣଶଶ  




ሺ߶௞ െ ߶തሻsin௝	ሺߠ௞ െ ̅ߠሻ 
Thus,  given  z,  we  obtain  a  p‐value  for  the  correlation  from  a  cumulative  standard  normal 




Phase‐distance  slopes  were  obtained  for  each  pass  through  a  field  by  performing 
circular‐linear regression (Kempter et al. 2012) on the points ሼሺܦ෩௝, ߶௝ሻሽ	௝ୀଵ௡ , where ܦ෩௝ ൌ ஽ೕ୫ୟ୶೔ሺ஽೔ሻ 
is the pass normalized distance at the ݆th spike (see above), and ߶௝ is the theta phase at the ݆th 
spike (see above). An  identical procedure was used to calculate the phase‐distance slope after 
pooling  the  ሼሺܦ෩௝, ߶௝ሻሽ	௝ୀଵ௡   from  all  passes  through  a  field.  ܫܨܴ‐phase  slopes  were  obtained 





Of particular  relevance  to  analyzing phase precession  is  that  the  test  statistic  for  the 
regression line is a test against the null hypothesis that the slope of the regression line is zero. 
Thus, a  significant negative correlation may  indicate either  robust phase precession or Type  I 
error  (a  false  positive), while  a  nonsignificant  negative  correlation may  indicate  either  noise 




any  remaining  significant negative  slopes are Type  I errors. To be  sensitive  to detecting both 
reduced phase precession and the absence of phase precession, we inspected the distribution of 




from zero  (one‐sample  t‐test or sign  test) and whether distributions differed between groups 
(two‐sample  t  test or Mann Whitney  test).  For  significant negative  slopes  (P < 0.05,  circular‐






that  is of  interest and not  the absolute values of  the slopes because  the slopes were already 
selected by  the circular‐linear  regression  for  their difference  from zero before being  tested  in 




pass was  significant  (P < 0.05,  circular‐linear  correlation),  and  averages were  then  calculated 
separately for all passes through the field and for only the significant passes through the field. 
The averaging per field was used so that fields with a high number of qualifying passed would 
not be overrepresented. After averaging single passes per  field,  the statistical  tests  that were 
used  for  the  field‐averaged slopes corresponded  to  those  that were used  for  the slopes  from 
pooled passes. 
Crosscorrelation analysis of cell pairs 
Only pairs of parallel  recorded  cells went  into  this analysis where, during overlapping 
PSSFs,  both  cells  were  firing  in  the  same  theta  cycle.  Spike  trains  of  recorded  cells  were 
convolved with a Gaussian with 10 ms  standard deviation. The  convolved  spike  trains  for  the 
relevant pairs were crosscorrelated and the crosscorrelations were filtered in the theta band (6‐
12  Hz)  and  Hilbert  transformed  to  determine  the  theta  phase  shift  with  respect  to  time 
difference  0.    To  obtain  the  crosscorrelation  of  the  place  fields  the  spike  positions  were 










of each  individual  spike. The corresponding  theta phase of each  spike was  then calculated as 
described above. To simulate phase‐onset jitter, theta‐associated bursts (TABs) were empirically 






a given  σ.  For each  simulation,  a  field‐averaged  and pooled pass distribution of  firing phase‐











For each between‐group comparison, a  two‐sample  t  test was used  to  test equality of means 
only if both sample distributions failed KS test rejection; otherwise, a Mann‐Whitney U test was 
used to test the equality of medians. For within‐group comparisons between baseline and septal 
inactivation  sessions,  a Wilcoxon  signed  rank  test was  used  to  test  for  equality  of medians. 





relevant population parameters as  the  true parameters.  In particular,  the power of one‐ and 
two‐sample  t  tests was  assessed  by  simulating  sample  distributions  derived  from  a  normal 
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distribution  with  true  mean  and  standard  deviation  equal  to  the  respective  bootstrapped 
parameters, while  the power of Mann‐Whitney U  tests was assessed by bootstrapping values 
from the sample distribution above and below  the bootstrapped estimate of the median with 
equal  probability.  The  statistical  power  was  then  estimated  as  the  proportion  of  10,000 
simulations where the null hypothesis was correctly rejected using a given test. With the effect 




tests  that  compared  phase  precession  and  theta  frequency  difference  between  control  and 
MEC‐lesion groups, the power was > 0.99 and > 0.92, respectively. We therefore concluded that 
the sample sizes were sufficiently large to support the main conclusion.    
Supplementary Figure 1 
Sufficient LFP theta power for phase and frequency analysis was retained in all rats with lesions that included the entire 
extent of the medial entorhinal cortex. 
(a) (Top two rows) Photographs of NeuN-stained sections through the medial entorhinal cortex (MEC) from a control rat and from an 
MEC-lesioned rat in which the lesion size was close to the group average. Three sagittal levels are shown for each rat (d, dorsal; v, 
ventral; a, anterior; p, posterior). Red lines delineate MEC borders. Scale bars are 1 mm. (Bottom left) Average lesion size in different 
MEC layers. The percentage of damaged tissue was quantified for each layer along the entire extent of MEC (including dorsal, 
intermediate and ventral MEC). Dots indicate lesion size in individual hemispheres, and matching colors are from the same rat. Bar 
graphs, mean ± SEM. (Bottom right) Electrode tracks in the left and right dorsal hippocampus of two MEC-lesioned rats. Termination 
sites in the CA1 cell layer are marked with arrows. Scale bars are 1 mm. (b,c) Example LFP traces (gray, raw signal; black, 4-12 Hz 
filtered) and 1/f corrected spectrograms from the selected tetrode that was used for phase and frequency analysis in the three control 
rats and in five MEC-lesioned rats with recordings on the linear track. An additional rat (Rat 587) with recordings from only 2 cells for 




Supplementary Figure 2 
Periods of stable spatial firing were shorter in MEC-lesioned than in control rats. 
Example place fields on the linear track from two control rats (a, rat 616 and rat 614) and from two MEC-lesioned rats (b, rat 645 and 
rat 434). Data recorded during the turn are not shown and were excluded from the analysis. Each column (from i to iii) depicts the 
spatial firing pattern of one cell during running in one direction (indicated by the arrow). (i) Trajectories (black lines) and spike locations 
(red dots) within the place field. (ii) Raster plots with each row corresponding to a run from one end of the track to the other. (iii) Firing 
rate versus distance on the linear track. Place field boundaries and firing rates are shown for the entire session (gray line and enclosed 
shaded area) and for the period of stable spatial firing (PSSF; stippled line and enclosed, darker shaded area). 
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Supplementary Figure 3 
SingleǦunit recordings were stable throughout periods when the spatial firing patterns in MECǦlesioned rats shifted.  
(a,b) Recording quality and cluster stability are depicted for representative tetrodes from a control rat (rat 616, black vertical line) and 
from an MECǦlesioned rat (Rat 434, blue vertical line). (i) Scatter plots of spike amplitudes or spike energy (i.e., the area under the 
amplitude curve) for two of the four recording channels of a tetrode. The first and second half of the recording session are shown 
separately. In each scatter plot, spikes are represented as dots. Because spikes that are generated by individual cells tend to have 
consistent amplitude distributions across channels, spikes from the same cell form clusters within the scatter plots. Spikes assigned to 
each cluster are shown in matching colors. Spikes that did not clearly separate into clusters were not included into the analysis and are 
shown in gray. Within each recording session, clusters remained in a stable position in amplitude and energy space. (ii) Raster plots of 
spatial firing patterns with the spike locations (red dots) during each run in one direction (black arrow) on the linear track. Periods of 
stable spatial firing (PSSFs) that were used for phase precession analysis are highlighted in gray. (iii) Spike amplitudes over the course 
of a recording session are shown for the cells in the raster plots. Each tetrode channel is a different color. Cluster quality measures 
(LǦratio and isolation distance) are noted for each cell. Cells recorded from MECǦlesioned rats did not show changes in spike amplitude 
beyond the small variability that was also observed in controls, and these cells thus showed stable spike amplitudes even at time points 
when the spatial firing patterns shifted. (c) Comparison between the average spike amplitudes during the first and during second half of 
each recording. The amplitude difference on the channel with the highest amplitude, the percent change on the channel with the 
highest amplitude, as well as the Euclidean distance between the amplitudes on all four channels were calculated. None of these 
measurements showed differences between cells from control and cells from MECǦlesioned rats (control, n = 74 cells; MECǦlesioned, n 
= 163 cells with > 20 spikes; amplitude difference, P = 0.39; percent change, P = 0.23; Euclidean distance, P = 0.51; MannǦWhitney U 
tests). (d,e) Cluster quality in control and MEC-lesioned rats. The LǦratio indicated a better cluster quality in cells from MECǦlesioned 
compared to control rats (control, n = 75 cells; MECǦlesioned, n = 170 cells with > 12 spikes; P = 0.049, MannǦWhitney U test) while the 
isolation distance was significantly lower after the MEC lesion (P = 0.040, MannǦWhitney U test). Along with these inconsistent 
differences between the groups, the distributions showed substantial overlap. Together with lack of amplitude differences within the 
recording sessions (see c), we could therefore not find any indication that the more frequent shifts in spatial firing patterns in the cells 
from MECǦlesioned rats could be explained by differences in cluster stability or quality. 
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Supplementary Figure 4 
Phase precession is substantially disrupted in all MEC-lesioned rats. 
Additional examples of spatial and temporal firing patterns on the linear track. Pooled and single pass phase precession analysis from a 
control rat (a, rat 614) and two MEC-lesioned rats (b, rat 434 and rat 645). For each PSSF, the place field, LFP traces and spike trains 
are shown. (Top left of each panel) Firing rate on the linear track (stippled line) with the extent of the field during the PSSF indicated by 
a shaded box. Arrows indicate the running direction. (Top right of each panel) Firing phase versus relative distance in the field for all 
passes through the field. A regression line (black) is added when the circular-linear correlation was significant (P < 0.05). For better 
visualization, the phase of each spike is replotted in a second cycle. (Lower panels in each box) For passes through the place field, the 
LFP trace (gray, raw signal; black, 4-12 Hz filtered) and the spike times are depicted (red ticks). Black vertical lines indicate the peak of 
each LFP-theta cycle. Scale bars are 250 μV and 100 ms. To the right of the trace for each pass, the corresponding firing phase of 
each spike is plotted as a function of the relative distance through the field. A regression line (black) is added when the circular-linear 
correlation was significant (P < 0.05). Analysis of pooled passes and single passes revealed a deficit of phase precession in cells from 
MEC-lesioned rats, while prominent phase precession was observed in control cells.  
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Supplementary Figure 5 
MEC lesions resulted in highly variable and a lower proportion of significant phase-distance correlations during single passes 
through hippocampal place fields. 
(a,b) Firing phase-distance regression slopes for single passes (blue ticks) through each field. Corresponding field-averaged slope 
(black tick) and SEM (error bars) are shown on the horizontal axis. Fields are arranged from top to bottom by increasing field-averaged 
slope. All slopes (top) and only slopes where the circular-linear correlation was significant (P < 0.05) (bottom) are shown for control rats 
(left) and MEC-lesioned rats (right). (a) Single pass slopes and corresponding field-averages for the entire recording session. (b) Same 
as in a for periods of stable spatial firing (PSSFs). (c) Slopes were first calculated for single passes through each field and then 
averaged per field (n = 47 control fields and 133 fields from MEC-lesioned rats). Insets: field-average of only significant slopes (P < 
0.05, circular-linear correlation; n = 39 control fields and 89 fields from MEC-lesioned rats). (d) Same as in c for PSSFs (see also Fig. 3; 
n = 31 control fields and 50 fields from MEC-lesioned rats; only significant slopes: control, n = 25 fields; MEC-lesioned, n = 27 fields). 
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Within each graph, the stippled orange line indicates the mean of the field-averaged slopes. Gray shading highlights the region of the 
graph where slopes are negative. Compared to control rats, the CA1 cells from MEC-lesioned rats exhibited phase-distance slopes that 
were less frequently negative (entire recording session: 88.9 % for control fields and 61.5 % for fields from MEC-lesioned rats, P = 1.3 x 
10–6, Mann-Whitney U test; PSSFs: 88.9 % for control fields and 60.0 % for fields from MEC-lesioned rats, P = 0.00020, Mann-Whitney 
U test), less frequently significant (entire recording session: 40.0 % for control fields and 20.0 % for fields from MEC-lesioned rats, P = 
0.00019, Mann-Whitney U test; PSSFs: 50.0 % for control fields and 9.6 % for fields from MEC-lesioned rats, P = 0.0045, Mann-
Whitney U test), and more variable (median standard deviation in entire recording session: 0.35 for control fields and 0.91 for fields 
from MEC-lesioned rats, P = 3.5 x 10–9, Mann-Whitney U test; PSSFs: 0.22 for control fields and 0.87 for fields from MEC-lesioned rats, 
P = 0.0023, Mann-Whitney U test) during single passes through their respective place fields. 
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Supplementary Figure 6 
Spatial and temporal firing characteristics of example place fields recorded in the open field.
All cells recorded on one representative tetrode per rat are shown for two control rats (a, black vertical line) and three MEC-lesioned 
rats (b, blue vertical line). (First column of each cell’s panel) Color-coded rate maps (blue to red, 0 Hz to peak rate). Scale bars are 50 
cm. (Second column) Corresponding trajectory plot with the rat’s path (gray line) and the location of spikes (red dots). The place field 
boundaries are overlaid in black. (Third column) Spike-time autocorrelogram. (Fourth column) The phases of all in-field spikes fired 
during the 10-min session are plotted as a function of the relative distance through the field. A regression line (black) is added when the 
circular-linear correlation was significant (P < 0.05, circular-linear correlation). Significant negative slopes, which indicate phase 
precession, are found for most fields from control rats (35/46, 76.1 %) but only for few fields from MEC-lesioned rats (5/21, 23.8 %). 
Nature Neuroscience: doi:10.1038/nn.4056
142
Supplementary Figure 7 
Example passes through place fields in the open field. 
Pooled and single pass analysis for (a) a place cell from a control rat and (b,c) two simultaneously recorded cells from an MEC-
lesioned rat. (Top row of each panel, from left to right) Color-coded rate map (blue to red, 0 Hz to peak rate), trajectory plot with the 
rat’s path (gray line) and the location of spikes (red dots), spike-time autocorrelogram, phase-distance plot for all in-field spikes fired 
during a 10-min session. (Additional pairs of plots in each panel) Trajectory and phase-distance plots for all individual passes through 
the place field. The place field boundaries (black line) are overlaid on all trajectory plots. A regression line is added to the phase-
distance plots when significant (P < 0.05, circular-linear correlation). 
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Supplementary Figure 8 
Field-averaged single-pass analysis during septal inactivation. 
Single trial phase precession was analyzed during a 10-minute session before and at two time points during septal inactivation. (a–c) 
Phase-distance plots of example cells that were recorded before inactivation, 30 min into the inactivation, and 2 h into the inactivation. 
For each cell the phase-distance plot is shown for all passes through the place field (pooled passes, left in each panel) as well as for 
one representative pass through the place field (single pass, right in each panel). For better visualization, the phase of each spike is 
replotted in a second cycle. Regression lines (black) are added when the circular-linear correlation was significant (P < 0.05). (d, top 
row) Representative time-averaged and 1/f corrected spectrograms of LFP recordings used for theta phase analysis. (d, bottom row) 
Distributions of phase-distance slopes. For each cell, slopes were first calculated for single passes through each field and then 
averaged per field (see Fig. 7 for the analysis of pooled passes). Insets: field-average of only significant slopes (P < 0.05, circular-linear 
correlation). (e, top) To calculate theta phase and frequency, a recording tetrode with theta power of at least 1.5 times over the 1/f 
baseline was chosen for each recording session (n = 5, one tetrode per session). Mean theta power on tetrodes selected for phase and 
frequency analysis. Dots indicate individual sessions, and matching colors are used for the same tetrode. Mean theta power on 
selected tetrodes in the MEC-lesioned group is shown for comparison (blue line). (e, bottom) The mean field-averaged slope was less 
than zero before the inactivation (all slopes, n = 52, P = 1.01 x 10–5, t test; only significant slopes, n = 45, P = 9.33 x 10–9, sign test), not 
different from zero during the session 30 min into the inactivation (all slopes, n = 46,  P = 0.54, t test; only significant slopes, n = 30, P = 
0.86, sign test), and again less than zero during the session 2h into the inactivation (all slopes, n = 44, P = 2.09 x 10–5, t test; only 
significant slopes, n = 32, P = 0.020, sign test). The session at 30 min but not at 2 h into the inactivation was different from baseline (P 
= 0.00027 and P = 0.22, Mann-Whitney U test). The mean field-averaged slope in MEC-lesioned rats (all slopes, n = 25) was different 
from baseline, but not different from recordings in either of the septal inactivation sessions (P = 0.028, P = 0.97, P = 0.13, Mann-
Whitney U test). Bar graphs include mean ± SEM. See Supplementary Table 4 for detailed statistics. *** P < 0.001, * P < 0.05, 
compared to MEC lesion group. ### P < 0.001, baseline compared to septal inactivation, Holm-Bonferroni corrected for multiple 
comparisons. (f) Schematic of the relation between spikes (red ticks) and theta oscillations (black lines) with and without jitter. Vertical 
gray lines indicate the peak of each theta cycle. (Top) Schematic of a spike train that exhibits clear phase precession over the course of 
three theta cycles. (Middle) Same spike train as shown on top after the application of spike-timing jitter. Spike-timing jitter was 
simulated by adding zero-mean Gaussian noise with a particular standard deviation (ıt) to each spike time prior to phase estimation. 
(bottom) Same spike train as shown on top after the application of phase-onset jitter. Phase onset jitter was simulated by adding zero-
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mean Gaussian noise with a particular standard deviation (ıĳ) to the phase of all spikes within a theta-associated burst (TAB; see 
Online Methods). Single spikes not included in a TAB were treated analogously. (g) Phase-distance plots corresponding to spikes 
pooled from all passes through the same field before and after applying the same jitter as shown in f. Note that, despite the ambiguity 
introduced at the level of single passes, the overall phase-distance relationship over all passes remains largely unchanged after the 
application of a relatively large degree of jitter. (h) Phase-distance plots and corresponding circular-linear regression lines obtained 
from two example passes through a place field (top) before jitter was applied, (middle) after the application of spike time jitter (ıt = 20 
ms), and (bottom) after the application of phase onset jitter (ıĳ = 15.00 % theta cycle).  Each spike is replotted in a second cycle for 
clarity. Note the ambiguity introduced in the phase-distance relationship after the application of jitter and its effect on the slope of the 
regression line. (i) Spike time (top) and phase onset (bottom) jitter were applied separately to the spikes of cells recorded during 
baseline conditions, where clear phase precession was observed (see Fig. 7). Data without the application of jitter (Baseline) are 
represented at a standard deviation of zero. All other symbols (circles) represents the average of 100 iterations (that is for each 
iteration, jitter applied to all fields) per degree of jitter (that is, standard deviation on horizontal axis). For each iteration, a t test was 
used to test the means of the resulting field-averaged single pass (green lines) and pooled pass (purple lines) slope distributions 
against zero at the Į = 0.05 significance level. The shading of each circle corresponds to the proportion of trial distributions with mean 
values that were significantly different from zero for each degree of jitter (white to black, 0 to 1). Note that the degree of jitter required to 
render phase precession undetectable (e.g. obtain an average distribution mean close to 0) is lower for field-averaged single pass 
distributions than for pooled pass distributions, irrespective of the type of jitter simulated. Phase precession measures based on field-




Supplementary Figure 9 
Schematic model of CA1 intracellular dynamics that require MEC inputs for phase precession. 
Our results can be explained if we assume three input pathways (top three traces) combine at the CA1 pyramidal cell: the local theta 
oscillation (Hippocampus), a non-oscillatory but spatially modulated input from the LEC, and an oscillatory and spatially modulated input 
induced by MEC. In the model, the MEC-induced oscillator is assumed to be faster than the local oscillator (gray and white bars), which 
reflects our finding that cellular oscillations are slower in the MEC-lesioned rats. Mechanistically this could be explained by resonance 
properties in the dendrites, as described in ref. 50. A weighted linear superposition of the three inputs yields a membrane potential that 
comprises both ramp like and oscillatory character and an additional increase in the oscillation amplitude as reported in ref. 28. Setting 
a constant action potential threshold (red) defines a distinct space-dependent phase range (blue) during which the cell may fire. In the 
control case with all three inputs intact (left column) the mean of the phase range decreases with space. In the MEC-lesioned case 
(right column) the mean of the phase range stays stationary. The width of the place field, however, is not substantially affected be the 








 Mean ± SEM Median P U z 
 Control MEC lesion Control 
MEC 
lesion 
   
        
Field size (cm)b 42.30 ± 2.36 63.48 ± 2.10 40.79 65.84 1.18 x 10-6 3622 4.86 
Information (bits 
per spike)a 
1.07 ± 0.08 0.52 ± 0.03 0.95 0.41 1.59 x 10-11 7531 -6.74 
Rate by pass (Hz)a 13.75 ± 0.83 10.30 ± 0.40 12.49 9.83 9.19 x 10-5 605 -3.91 
Max firing rate 
(Hz)a 
12.26 ± 1.04 8.22 ± 0.44 10.15 6.81 2.91 x 10-4 6407 -3.62 
Mean firing rate 
(Hz)a 
3.61 ± 0.31 3.48 ± 0.22 3.65 2.63 0.34 5443 -0.95 
Proportion 
bursts per cella 
0.13 ± 0.01 0.15 ± 0.01 0.14 0.14 0.19 4626 1.31 
 
Control: a50 cells (peak rate > 2 Hz), b51 fields, 4 rats 
MEC lesion: a153 cells (peak rate > 2 Hz), b164 fields, 6 rats 
PSSF 
        
Field size (cm)b 44.71 ± 2.66 40.15 ± 2.06 45.80 37.05 0.13 1843 1.53 
Information (bits 
per spike)a 
1.02 ± 0.08 0.88 ± 0.04 0.96 0.84 0.20 1618 -1.31 
Rate by pass (Hz)a 14.41 ± 0.94 16.58 ± 0.81 13.80 16.18 0.51 611 0.65 
Max firing rate 
(Hz)a 
18.78 ± 1.25 20.47 ± 0.99 18.60 18.60 0.37 1347 0.89 
Mean firing rate 
(Hz)a 
5.58 ± 0.38 5.97 ± 0.37 5.15 5.32 0.81 1427 0.24 
Proportion 
bursts per cella 
0.13 ± 0.01 0.15 ± 0.01 0.13 0.14 0.55 1384 0.59 
Theta ratioc 20.08 ± 1.75 5.61 ± 0.44 18.47 5.07 5.70 x 10-10 1613 -6.20 
Mean resultant 
vector lengthc 
0.26 ± 0.04 0.20 ± 0.02 0.20 0.19 0.57 1129 -0.56 
Single cell theta 
frequency (Hz)d 
8.40 ± 0.19 6.70 ± 0.27 8.54 6.84 3.90 x 10-6 301 -4.62 
LFP theta 
frequency (Hz)e 
7.43 ± 0.14 6.92 ± 0.06 7.45 6.84 0.0052 71 N.A. 
LFP theta power in 
CA1 (μV2Hz-1)f 
10.54 ± 2.10 6.02 ± 1.69 9.50 3.50 0.015 634 -2.45 
        
Control: a31 cells (peak rate > 2 Hz), b31 fields, c30 cells (as in Fig. 2), d29 cells (theta ratio > 5),  
e6 sessions, f20 tetrodes in 4 rats; MEC lesion: a62 cells (peak rate > 2 Hz), b73 fields, c41 cells (as in 
Fig. 2), d21 cells (theta ratio > 5), e9 sessions, f30 tetrodes in 5 rats 
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 Open field 
 Mean ± SEM Median P U z 
 Control MEC lesion Control 
MEC 
lesion 
   
        
Theta ratioa 27.39 ± 1.60 12.16  ± 1.49 26.24 9.68 4.40 x 10-8 405 -5.47 
Mean resultant 
vector lengtha 
0.14 ± 0.02 0.14 ± 0.02 0.11 0.11 0.52 892 0.65 
Theta frequency 
single cell (Hz)b 




0.48 -0.57 0.60 -0.12 0.0015 -3.17 549 
LFP theta 
frequency (Hz)c 
7.68 ± 0.11 7.14 ± 0.14 7.70 7.20 0.0096 99.5 N/A 
LFP theta power in 
CA1 (μV2Hz-1)d 
3.73 ± 1.07 4.44 ± 1.00 2.30 2.46 0.76 431 0.31 
        
Control: a45 cells (fields < 0.25 m2), b45 cells (theta ratio > 5), c7 sessions, d16 tetrodes, 3 rats 





Supplementary Table 2. Comparisons of slopes from fields of control and MEC-lesioned rats. 
 
Linear  track – pooled-pass analysis 
Control 
 




Fields < 60 
cm 
all slopes 








       
 46 fields  
in 4 rats 
35 fields  
in 4 rats 
38 fields  
in 4 rats 
29 fields  
in 4 rats 
31 fields  
in 4 rats 
25 fields  
in 4 rats 
       
Normal   Yes Yes Yes Yes Yes Yes 















       
t test       
P 1.34 x 10-7 7.84 x 10-6 9.50 x 10-6 2.17 x 10-4 3.33 x 10-5 6.19 x 10-5 
df 45 34 37 28 30 24 
t -6.25 -5.26 -5.13 -4.24 -4.87 -4.84 
       
MEC lesion 
 
 128 fields  
in 6 rats 
56 fields  
in 6 rats 
40 fields  
in 6 rats 
13 fields  
in 5 rats 
50 fields  
in 5 rats 
18 fields  
in 4 rats 
       
Normal   Yes Yes Yes Yes Yes Yes 















       
t test       
P 0.17 0.03 0.91 0.23 0.73 0.039 
df  127 55 39 12 49 17 
t -1.38 -2.30 0.12 -1.26 -0.35 -2.23 









Linear track – single-pass analysis 
Control 
 




Fields < 60 
cm 
all slopes 








       
 47 fields  
in 4 rats 
39 fields  
in 4 rats 
38 fields  
in 4 rats 
30 fields  
in 4 rats 
31 fields  
in 4 rats 
25 fields  
in 4 rats 
       
Normal   Yes Yes Yes Yes Yes Yes 















       
t test       
P 6.21 x 10-11 1.82 x 10-9 1.60 x 10-8 2.50 x 10-8 2.61 x 10-5 1.51 x 10-4 
df 46 38 37  29 30  24  
t -8.46 -7.85 -7.19 -7.56 -4.96 -4.49 
       
MEC lesion 
 
 133 fields  
in 6 rats 
89 fields  
in 6 rats 
41 fields  
in 6 rats 
21 fields  
in 5 rats 
50 fields  
in 5 rats 
27 fields  
in 4 rats 
       
Normal   Yes Yes Yes Yes Yes Yes 















       
t test       
P 2.05 x 10-4 0.035 0.17 0.44 0.90 0.53 
df 132 88 40 20 49 26 
t -3.82 -2.14 -1.40 0.79 0.13 -0.64 
















<  0.25 m2 
all slopes 




       
 50 fields  
in 3 rats 
38 fields  
in 3 rats 
46  fields  
in 3 rats 
35  fields  
in 3 rats 
  
       
Normal   Yes Yes Yes Yes   












       
t test       
P 6.56 x 10-8 8.37 x 10-11 6.64 x 10-12 1.41 x 10-16   
df 50 37 45 34   
t -6.33 -8.96 -9.20 -15.02   
       
MEC lesion 
       
 48 fields  
in 6 rats 
13 fields  
in 5 rats 
21  fields  
in 4 rats 
8  fields  
in 3 rats 
  
       
Normal   Yes Yes Yes Yes   












       
t test       
P  0.36 0.78 0.61 0.39   
df 44 17 20 7   
t 0.92 -0.29 0.52 -0.92   
















<  0.25 m2 
all slopes 




       
 51 fields  
in 3 rats 
49 fields  
in 3 rats 
47 fields  
in 3 rats 
45  fields  
in 3 rats 
  
       
Normal   Yes Yes Yes Yes   












       
t test       
P 1.66 x 10-13 3.41 x 10-8 1.44 x 10-12 2.81 x 10-8   
df 50 49 46 44   
t -9.98 -6.54 -9.60 -6.73   
       
MEC lesion 
       
 54 fields  
in 6 rats 
35 fields  
in 6 rats 
25 fields  
in 4 rats 
14  fields  
in 4 rats 
  
       
Normal   Yes Yes Yes Yes   












       
t test       
P  0.79 0.98 0.91 0.89   
df 50 40 24 14   
t 0.26 -0.02 0.11 -0.14   




Supplementary Table 3. Comparison of temporal firing patterns and phase precession slopes between 
MEC-lesioned rats and rats with septal inactivation. 
LFP - Theta frequency (Hz) 
 MEC lesion Baseline 30 min into septal inactivation 
2 h into septal 
inactivation 
 12 tetrodes in 4 rats 5 tetrodes in 4 rats 5 tetrodes in 4 rats 5 tetrodes in 4 rats 
Normal No No No No 
Median 7.20 7.70 7.08 7.08 
Mean 7.14 7.52 7.13 7.08 
SEM 0.14 0.14 0.33 0.32 
 Baseline vs. MEC lesion MEC lesion vs. 30 min into septal inactivation 
MEC lesion vs. 2 h into 
septal inactivation 
P 0.29 1.00 1.00 
U N/A N/A N/A 
z N/A N/A N/A 
    
Single cell - Theta ratio 
 MEC lesion Baseline 30 min into septal inactivation 
2 h into septal 
inactivation 
 24 cells in 4 rats 35 cells in 4 rats 39 cells in 4 rats 41 cells in 4 rats 
Normal no no no no 
Median 9.68 23.70 8.29 8.18 
Mean 12.16 28.87 8.69 10.44 
SEM 1.49 2.44 0.78 1.15 
 Baseline vs. MEC lesion MEC lesion vs. 30 min into septal inactivation 
MEC lesion vs. 2 h into 
septal inactivation 
P 1.89 x 10-6 0.14 0.26 
U 425 897 793 
z -4.98 1.82 1.12 
    
Single cell - theta frequency (Hz) 
 MEC lesion Baseline 30 min into septal inactivation 
2 h into septal 
inactivation 
 23 cells in 4 rats 40 cells in 4 rats 31 cells in 4 rats 30 cells in 4 rats 
Normal no no no no 
Median 7.08 8.30 7.81 7.57 
Mean 6.60 8.29 8.06 7.62 
SEM 0.31 0.10 0.21 0.14 
 Baseline vs. MEC lesion MEC lesion vs. 30 min into septal inactivation 
MEC lesion vs. 2 h into 
septal inactivation 
P 1.68 x 10-7 0.0010 0.027 
U 376 435 498 
z -5.18 -3.47 -2.21 




Frequency difference (Cell – LFP, Hz) 
 MEC lesion Baseline 30 min into septal inactivation 
2 h into septal 
inactivation 
 23 cells in 4 rats 40 cells in 4 rats 31 cells in 4 rats 30 cells in 4 rats 
Normal no no no no 
Median -0.12 0.60 0.49 0.24 
Mean -0.57 0.66 0.73 0.34 
SEM 0.30 0.09 0.20 0.11 
 Baseline vs. MEC lesion MEC lesion vs. 30 min into septal inactivation 
MEC lesion vs. 2 h into 
septal inactivation 
P 0.00023 0.0038 0.026 
U 460 455 497 
z -3.95 -3.10 -2.22 
    
Single-pass analysis (all passes) 
 MEC lesion Baseline 30 min into septal inactivation 
2 h into septal 
inactivation 
 25 fields in 4 rats 52 fields in 4 rats 46 fields in 4 rats 44 fields in 4 rats 
Normal yes no yes yes 
Median -0.07 -0.37 -0.04 -0.28 
Mean 0.02 -0.32 -0.04 -0.30 
SEM 0.16 0.06 0.07 0.06 
 Baseline vs. MEC lesion MEC lesion vs. 30 min into septal inactivation 
MEC lesion vs. 2 h into 
septal inactivation 
P 0.028 0.97 0.13 
U 1215 904 1023 
z 2.61 0.042 1.84 
    
Pooled-pass analysis (all passes) 
 MEC lesion Baseline 30 min into septal inactivation 
2 h into septal 
inactivation 
 21 fields in 4 rats 51 fields in 4 rats 44 fields in 4 rats 42 fields in 4 rats 
Normal yes no yes yes 
Median 0.08 -0.40 -0.37 -0.38 
Mean 0.10 -0.40 -0.31 -0.42 
SEM 0.20 0.064 0.12 0.08 
 Baseline vs. MEC lesion MEC lesion vs. 30 min into septal inactivation 
MEC lesion vs. 2 h into 
septal inactivation 
P 0.036 0.081 0.037 
U 970 818 834 
z 2.51 1.75 2.35 
    
































       
 52 fields  
in 4 rats 
46 fields  
in 4 rats 
44 fields  
in 4 rats 
45 fields  
in 4 rats 
30 fields  
in 4 rats 
32 fields  
in 4 rats 
       
Normal Yes Yes Yes No Yes Yes 















Median -0.37 -0.042 -0.28 -0.62 -0.11 -0.61 





      
P P 1.01 x 10-5 0.54 2.09 x 10-5 9.33 x 10-9 0.86 0.020 
df Sign 51 45 43 4 14 9 
t z -4.90 -0.62 -4.78 N/A N/A N/A 
        
Pooled-pass analysis 
 
 51 fields  
in 4 rats 
44 fields  
in 4 rats 
42 fields  
in 4 rats 
39 fields  
in 4 rats 
20 fields  
in 4 rats 
23 fields  
in 4 rats 
       
Normal No Yes Yes No Yes Yes 















Median -0.40 -0.31 -0.38 -0.42 -0.37 -0.45 





      
P P 1.97 x 10-11 3.88 x 10-4 5.63 x 10-9 2.84 x 10-9 4.02 x 10-4 5.72 x 10-6 
df Sign 3 10 3 2 2 1 
t z N/A N/A N/A N/A N/A N/A 
        






























  The aim of  this work was  to examine  the  role of  the MEC  in hippocampal  spatial and 
temporal coding. Recording hippocampal neuronal activity  in  rats with extensive MEC  lesions, 
we made three major observations which will be discussed in the context of the present state of 
knowledge.  1)  Hippocampal  spatial  firing  persists  in  MEC‐lesioned  rats  (chapter  5.1),  2) 
hippocampal  global  remapping  –  the  ability  to  form highly distinct  spatial maps  for different 





of  cell  types  specialized  in  the  representation of  spatial and  self‐motion  information  (chapter 
1.3.2). Because of  the density of  sophisticated  spatial  computations  in  the MEC,  its output  is 
widely believed  to constitute  the  foundation  for hippocampal  spatial coding.  In particular  the 
discovery  of  grid  cells  (Box  1.3)  in  its  dorsocaudal‐most  proportion  inspired  a wide  range  of 
theories and computational models detailing potential mechanisms of a grid cell  to place cell 
transformation (Solstad, Moser, and Einevoll 2006; de Almeida,  Idiart, and Lisman 2012, 2009; 
Savelli  and Knierim 2010; Kammerer  and  Leibold  2014). Contrary  to many of  those  theories, 
mounting  experimental  evidence  suggests  that  grid  cells  are  not  the  sole  determinant  of 
hippocampal spatial firing (Brandon et al. 2014; Koenig et al. 2011; Langston et al. 2010; Wills et 
al.  2010;  Bush,  Barry,  and  Burgess  2014).  This  raises  the  possibility  that  input  from medial 
entorhinal  cells other  than  grid  cells  is  sufficient  to  support hippocampal  spatial  firing  (Bush, 
Barry, and Burgess 2014; Bjerknes, Moser, and Moser 2014). The first aim of this work was to 
determine  whether  input  from  the  entire  pool  of  medial  entorhinal  cells  is  necessary  for 
hippocampal  spatial  firing  to  emerge.  To  address  this  question,  we  implanted  electrode 
assemblies for recordings in hippocampal area CA1, and performed bilateral neurotoxic lesion to 
the MEC.  Place  cell  characteristics  in MEC‐lesioned  and  in  control  rats  where  then  studied 
during the exploration of open field environments. We found that hippocampal cells continued 








  Since  the discovery of place  cells  in  the HIPP  (Burgess and O'Keefe 2011), decades of 
research attempted  to  identify  the neural mechanisms underlying hippocampal spatial coding 
(McNaughton et al. 2006; Burgess and O'Keefe 2011). Following the discovery of grid cells in the 
MEC  (Hafting  et  al.  2005;  Fyhn  et  al.  2004),  the  focus  of  this  question was  shifted  towards 
theories elaborating potential mechanisms of grid cell to place cell transformation. Intriguingly, 
it was  found  that grid  cell properties,  such as  their periodic  spatial  firing and  the  increase  in 
spacing  from  the  dorsocaudal  to  the  ventrolateral  pole  (see  chapter  1.3.2), matched  earlier 
theoretical work describing how the linear summation of oscillatory patterns at multiple scales 
results  in  single‐peaked  spatial  receptive  fields  (Riley,  Bence,  and  Hobson  2006)(Riley  et  al., 
2006). Based on  this concept, a variety of computational models were developed, elaborating 
potential connectivity patterns and mechanisms  that might support  the  transformation of  the 
multi‐peaked grid cell  firing  in  the MEC  to single‐peaked place cell  firing  in  the HIPP  (Solstad, 
Moser,  and Einevoll 2006;  Fuhs  and Touretzky 2006; McNaughton et  al. 2006).  For  example, 















Convergent  input  from  grid  cells  located  at  varying 
levels of the dorsoventral axis of the MEC, results in the 
formation of non‐reoccurring hippocampal  firing  fields. 
Place  cells with  small  fields  are  located  in  the  dorsal 
HIPP  and  receive  inputs  from  a  selection  of  grid  cells 
with small to  intermediate spacing and field size, while 
cells  in  the  ventral  HIPP  have  large  place  fields  and 
receive  input from grid cells with  intermediate to  large 
spacing and field size. For each place cell, grid cell input 
varies  in  spacing  and  orientation  but  is  constant  in 
phase.  This  causes  an  overlap  of  grid  cell  firing  at  a 
restricted  proportion  of  space  (marked  with  white 
circles for place cell 1). Unspecific global inhibition (red) 
is  added  to  maintain  physiological  activity  levels.  At 
each given  location, hippocampal place cells perform a 
linear  summation  of  their  grid  cell  input  and  produce 
APs  once  the  excitation  is  sufficiently  high  to  pass 
threshold.  Action  potential  threshold  in  hippocampal 















are  somewhat  larger  than  in a  familiar environment  (Leutgeb et al. 2004; Frank, Stanley, and 
Brown 2004; Wilson and McNaughton 1993). Similarly, grid cells were shown to demonstrate an 
increase in grid scale and grid  field size in novel environments (Barry et al. 2012). However, the 








et  al.  2015;  Mizumori,  Barnes,  and  McNaughton  1989).  These  observations  were  made  in 
familiar  as well  as  novel  environments,  suggesting  that  both  formation  and maintenance  of 




Knierim  2014).  Place  cell  firing  in  CA3  is  thus  not  strongly  controlled  by  grid  cells  in  these 
experimental  conditions.  However,  it  should  be  noted  that  response  properties  are  more 
heterogeneous  in CA1 (Lee et al. 2004), and firing patterns are entirely decorrelated  in the DG 
(Neunuebel and Knierim 2014),  leaving open the possibility that grid cell firing, at  least partly, 









fire  in  stripe‐like  firing  patterns  at  a  certain  distance  from  the  wall  (see  Box  1.3d,  e  for 
examples). While border cells are preferentially found in deep layers of the MEC (Sargolini et al. 
2006),  a  smaller  proportion  is  also  found  in  superficial  layers,  and  a  recent  study  provided 
evidence  for  monosynaptic  connections  between  medial  entorhinal  border  cells  and 
hippocampal cells (Zhang et al. 2013). Border cells bear striking similarity with boundary vector 









concept  as  described  above  and  in  chapter  5.1.1.  Specifically,  each  hippocampal  place  cell 
receives  input  from  multiple  BVCs  with  different  preferred  firing  directions  (Box  5.2).  The 




Box 5.2| Linear  transformation of entorhinal BVC  input might  result  in single‐peaked spatial 
firing in the HIPP 
 
Spatial  firing  in  the  HIPP  is  generated  by  the 
summation of  inputs  from BVCs  in the MEC. The 
firing  pattern  of  each  BVC  is  defined  by  its 
preferred  distance  to  the  wall,  as  well  as  a 
preferred  allocentric  direction  at  which  it  fires 
(e.g.,  west).  Place  cells  perform  a  linear 
summation of BVC input at any given location and 
fire once the AP threshold is reached.  The space 
at which AP  threshold  is  reached  is  confined  to 
the area in which the firing fields of BVCs overlap, 
which might  result  in  spatially  confined,  single‐
peaked  place  fields.  In  this  model,  the  exact 
location  of  a  place  field  is  determined  by  the 
spatial constellation of its BVC inputs. It is of 




  Experimental  findings are  largely consistent with a potential role of border cells  in  the 
generation  of  hippocampal  spatial  firing.  It  was  shown,  for  example,  that  border  cells 




















cell  (Box  5.2)  transformation  fully  account  for  hippocampal  spatial  firing.  Our  findings were 
confirmed  and  complemented  in  two more  recent  studies  investigating  hippocampal  spatial 
firing during  focal optogenetic  inactivation of  the MEC  (Miao  et  al. 2015; Rueckemann  et  al. 
2016). The partial, acute  inactivation of  the MEC resulted  in  firing  rate changes  in a subset of 
simultaneously  recorded  place  cells,  demonstrating  that  the  manipulation  was  effective. 
Remarkably,  it  was  shown  that  acute  manipulation  of  the  MEC  did  not  alter  spatial  firing 
characteristics  in  the  affected  cell  population.  These  findings  demonstrate  that  hippocampal 
spatial  firing  is maintained even when a subset of MEC  inputs  is acutely silenced and suggest 
that  spared  hippocampal  spatial  firing  in  our  MEC‐lesioned  rats  was  not  the  result  of 
compensatory mechanisms (Otchy et al. 2015). 
 
  It  was  suggested, moreover,  that  border  cells  are  the  predominant  determinant  of 
hippocampal spatial firing at short‐distance to the recording chamber walls, (see Box 5.2), while 




2014). As  explained  above,  the  inactivation  of  the  septal  area  disrupts  grid  cell  firing, while 
leaving other medial entorhinal cell types such as border cells  intact. These data demonstrate 
that entorhinal grid  cells are not  required  to elicit hippocampal  spatial  firing at  long‐distance 
from geometrical boundaries, at  least not  in standard environmental settings. However,  it was 
also found that stripe cells and other spatial non‐grid cells (see Box 1.3d for examples) remain 
preserved during septal  inactivation  (Koenig et al. 2011). Theoretical work suggests that  input 
from  BVCs  that  resemble  stripe  cells  could  generate  spatial  firing  that  is  not  confined  to 
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geometrical  borders  (Box  5.2).  It  is  thus  possible  that  input  from  spatial  non‐grid  cells  is 
sufficient  to support hippocampal spatial  firing  in  the center of  the  recording chamber. While 
we  did  not  yet  perform  a  thorough  quantification  of  the  place  field  distribution within  the 
environment,  the  visual  examination of hippocampal  firing patterns  leads  to  the observation 
that, even in MEC‐lesioned rats, many place fields are located near the center of the recording 
chamber  (see  Box  5.3  for  examples).  Our  findings  therefore  demonstrate  that  hippocampal 
spatial firing at any given location within the environment can be prompted by sources outside 
of  the MEC, and  thus  that neither grid cells nor spatial non‐grid cells are  required  to perform 
this  function.  It  remains  to be determined whether  the distribution of place  field  locations  is 
affected by the MEC lesion, and whether input outside the MEC is able to sustain hippocampal 










distance  to  geometrical  borders.  (Top)  Schematic  demonstrating  the  different  cell  types 
previously  identified  in  different  layers  the  MEC  (see  Box  1.3  for  detail),  which  were  all 









  Following  the  finding  that  hippocampal  spatial  firing  was  partly  preserved  in  MEC‐
lesioned  rats,  we  tested  the  hypothesis  that MEC  input  supports  the  formation  of  distinct 
hippocampal  spatial  maps.  As  explained  in  chapters  1.3.1  and  1.5.3  in  more  detail,  firing 
patterns  in  the  HIPP  are  known  to  undergo  drastic  changes  in  response  to  environmental, 
motivational  or  behavioral  changes,  a  phenomenon  referred  to  as  remapping.  In  different 
environments, remapping  is manifested as the complete reorganization of place field  locations 
(or  as  the  activation  of  distinct  cell  populations),  to  the  extent  that  different maps  emerge 
(global  remapping).  In cases where changes to  the environment are small  (for example, when 
the  color  of  the  recording  chamber  is  changed  within  a  constant  environment),  place  cells 
change their firing rates while maintaining stable place field locations (rate remapping). Because 
rate and global remapping result in the formation of highly distinct neural codes even when the 
two  environments  are  similar,  they  are  thought  to  roughly  correspond  to  the  theoretical 








  Since  the  discovery  of  remapping,  it  was  suggested  that  information  about  distinct 
contexts might  reach  the HIPP  via  the  EC  (Muller  and  Kubie  1987).  In  accordance with  this 
prediction,  it was  recently  found  that  the  firing  fields of grid  cells  shifted and  rotated during 
hippocampal  global  remapping.  During  rate  remapping,  in  contrast,  grid  cell  firing  locations 
remained  stable,  and  no  firing  rate  changes were  observed.  It was  therefore  reasoned  that 
information  about  distinct  contexts  might  reach  the  HIPP  via  the  MEC,  inducing  global 
remapping, while information about similar context might reach the HIPP via the LEC (Fyhn et al. 
2007). While  it  was  recently  confirmed  that  rate  remapping  depends  on  intra‐hippocampal 
processing (McHugh et al. 2007) and input from the LEC (Lu et al. 2013), mechanisms of global 





modules  that are  located along  the dorsoventral axis of the MEC: Recording  from grid cells  in 
experimental paradigms  that elicit global  remapping  in  the HIPP, Stensola and colleagues  first 
confirmed  that,  within  each  module,  firing  locations  of  simultaneously  recorded  grid  cells 
rotated coherently. They then compared grid cell firing across modules and found that the angle 
of the grid map rotation differed across modules. Based on these findings, it was proposed that 
the  combination  of  inputs  from  different medial  entorhinal modules  supports  hippocampal 
global  remapping  by  increasing  the  number  of  possible  output  patterns,  thus  increasing  its 
capacity  to encode distinct episodic memories  (Stensola et al. 2012; Buzsaki and Moser 2013; 
Alme  et  al.  2014;  Rowland  and Moser  2014).  Contrary  to  the  prediction  that  grid  cells  are 
required  for  intact  hippocampal  global  remapping,  recent work  from  the  Leutgeb  laboratory 
demonstrates  that distinct hippocampal maps  emerge even when  grid  cell  firing  is disrupted 








input  from medial  entorhinal  cell  types other  than  grid  cells  is  an  additional driving  force of 
hippocampal global remapping. Manipulations targeting all medial entorhinal cell types, such as 
the  acute,  focal, optogenetic  silencing of  the MEC, were  shown  to  induce  remapping  in CA1 
(Rueckemann et al. 2016) and CA3  (Miao et al. 2015),  suggesting  that  changing MEC  input  is 
sufficient  to  trigger  the  reorganization of hippocampal maps.   Whether  the medial entorhinal 
spatial mapping system is necessary to perform this function, however, remained unknown. We 
addressed this question by examining the effect of MEC  lesions as rats explored two different 
environments. Surprisingly, we  found  that global  remapping  remained  intact  in MEC‐lesioned 
rats.  Contrary  to  contemporary  theories  of  medial  entorhinal  function,  our  results  thus 
demonstrate that spatial computations in the MEC are not required for hippocampal remapping 
to emerge. Combined with the finding that acute inactivations of the MEC trigger hippocampal 
remapping  (Miao  et  al.  2015;  Rueckemann  et  al.  2016),  our  results  demonstrate  that  the 




might  trigger  hippocampal  global  remapping,  input  source  other  than  the  MEC,  to  our 
knowledge,  lack  sophisticated  spatial  reorganization  (Hargreaves  et  al.  2005;  Yoganarasimha, 
Rao,  and Knierim  2011),  raising  the  possibility  that  the  spatial  computations  associated with 




  The  formation  of  spatial memories  does  not  only  require  precise  information  about 






rat’s  distance within  the  cell’s  place  field  (see  chapter  1.6.4). On  the  population  level,  hTPP 
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results  in  the  compression of  information about  the  rat’s  trajectory  through  space,  to a  time 
scale that allows synaptic modification between sequentially activated place cells (see chapter 
1.6.4). Based on these compelling properties, it was speculated that TPP enables the HIPP to link 
the  distinct  fragments  of  an  experience  into  a  temporally  structures memory  (Buzsaki  and 
Moser 2013). While TPP was originally discovered in the HIPP, it was recently found to be part of 
a  larger  circuitry  including  the  MEC  (see  chapter  1.6.5).  The  question  arises  whether  TPP 
propagates  from MEC  to  HIPP  or whether  it  is  generated  locally  in  each  of  the  regions.  To 
address this question, we analyzed hTPP in rats with MEC lesions and asked whether the intact 
MEC  is  required  for  hTPP  to  emerge. We  found  that  hTPP was  strongly  disrupted  in MEC‐
lesioned rats, despite the fact that spatial firing remained partly preserved. The strong reduction 
of hTPP could not be fully explained by the partial disruption of theta rhythmicity, because hTPP 








medial entorhinal  cell  types. For  the  latter  consideration,  I will apply  the  strategy outlined  in 
previous sections and exploit the fact that the inactivation of the septal area selectively disrupts 
grid cell  firing, while our  lesions disrupted  inputs  from all medial entorhinal cell  types. Where 





















attempt  to  learn  about  their  potential  contribution  by  synthetizing  information  about  the 
electrophysiological  properties  of  each  MEC  layer  and  relevant  models  of  hTPP.  The  most 
prominent monosynaptic input to CA1 arises from MEC III, which is known to contain grid cells 
as well as other spatially modulated cells  (see Box 1.2 and Table 5.1). As explained  in chapter 
1.6.5, gird cells  in the MEC were  found  to demonstrate TPP, and  it  is  intuitive  to assume  that 
theta‐rhythmic  firing  at  a  frequency  that  is  faster  than  the  LFP  could  be  imposed  on 
hippocampal place cells by phase‐precessing grid cells. Theoretical approaches (see Box 5.4), in 
fact,  demonstrate  that  TPP  could  be  inherited  from  any  structure  that  contains  spatially 
modulated, phase‐precessing cells  (Jaramillo, Schmidt, and Kempter 2014; D'Albis et al. 2015). 






TPP  in  CA1  (Table  5.1).  It  should  be  noted,  however,  that  most  studies  investigating  the 
electrophysiological  properties  of MEC  focused  on  grid  cells  (Hafting  et  al.  2008)  or  did  not 
distinguish between different cell types (Mizuseki et al. 2009). It is therefore possible that hTPP 
is  inherited  from  a  specialized  cell  type  in MEC  III  that  yet  remains  to  be  identified.  This 
hypothesis could be tested by performing recordings from identified medial entorhinal cell types 
other  than grid cells  (see Diehl et al., 2015  for preliminary data).  In  the event TPP  is  found  in 
MEC III, the causality between TPP in MEC III and CA1 could be tested by selectively disrupting 
the  direct  medial  entorhinal‐CA1  pathway.  Approaches  previously  used  to  disrupt  the 
connections from MEC III to CA1 include selective MEC III lesions with γ‐acetylenic GABA (Brun 
et al. 2008) and the usage of a transgenic mouse  line  in which the selective genetic tagging of 










layer, are characterized by  the expression of Wfs1 and Calbindin  (CB), and were shown  to be 
predominantly pyramidal cells.  Importantly, pyramidal cells  in MEC  II were  recently  shown  to 
demonstrate  TPP  (Reifenstein  et  al.  2016;  Kitamura  et  al.  2014;  Ray  et  al.  2014).  It  is  thus 
possible  that  phase‐precessing, Wfs1‐expressing  (Wfs1+)  cells  in MEC  II  impose  their  theta 
rhythmicity on hippocampal  interneurons which,  in  turn, drive TPP  in CA1 pyramidal  cells.  In 
accordance  with  this  hypothesis,  it  was  shown  that  a  subset  of  interneurons  in  CA1 
demonstrates TPP  (Maurer et al. 2006b; Geisler et al. 2010) and that the optogenetic silencing 
of perisomatic and dendritic‐targeting CA1 interneurons attenuates hTPP (Royer et al. 2012). As 
hippocampal  interneurons  demonstrate  little  spatial  specificity,  the mechanism  driving  hTPP 
would  differ  from  the mechanism  described  by  the  inheritance model  of  TPP  (see  Box  5.4), 
which  assumes  that  spatial  firing  properties  and  TPP  are  inherited  from  the  same  cell 
population.  Instead,  TPP would  be  imposed  on CA1 pyramidal  cells  by  interneurons  that  are 
driven by MEC input, while their spatial firing characteristics would be governed by alternative 
pathways, such as the direct  input from MEC  III, the Schaffer collateral  input from CA3 and/or 
local network computations (Brun et al. 2002; Brun et al. 2008; de Almeida,  Idiart, and Lisman 
2012, 2009). While such a scenario  is consistent with our observation that spatially modulated 




1.6.5  for  detail)  inspired  the  development  of  a  theoretical  framework  that  seeks  to  explain  how  TPP might 
propagate through serially connected brain regions. According to these models, TPP can be  inherited from any 





enters  a  place  field,  the  corresponding  CA1  pyramidal  cell  is  additionally  driven  by  a  population  of  spatially 
modulated cells with matching firing field locations (this can be place cells or grid cells). The Gaussian shape of 
the CA1  field  is  thus  inherited  from a population of  spatially modulated cells  that are  located  in an upstream 
structure.  Furthermore,  each of  the  input  cells  shows  TPP,  and  their  synchronized,  theta‐rhythmic  excitation 
results in an additional modulation of the CA1 cell’s excitatory potential.  The frequency of the resulting MPO is 













While  grid  cell  in MEC  III  do  not  show  pronounced  TPP,  theta‐rhythmic  firing  at  a 
frequency faster than the LFP theta rhythm was found in grid cells located in MEC II (Hafting et 
al.  2008).  This  raises  the  possibility  that  TPP  originates  in MEC  II  (or  its  inputs),  and  then 
propagates  along  the  indirect medial  entorhinal‐CA1 pathway  (see  chapter 1.2  and Box  1.2). 
First steps to test this hypothesis can be undertaken by examining hTPP during the inactivation 





entirely  silenced  during  septal  inactivation,  and  it  remains  to  be  determined  in  future 
experiments whether  they  continue  to  fire bursts  at  a  frequency  that  is higher  than  the  LFP 
theta  frequency  (and  thus  continue  to  show  TPP).  A  finding  that  grid  cells  continue  to 
demonstrate TPP would leave open the possibility that hTTP is driven by grid cells. Contrary to 
this  prediction,  preliminary  results  from  the  Leutgeb  laboratory  demonstrate  that  the 
inactivation of the septal area disrupts TPP in grid cells (Diehl et al., 2015). Collectively, my  









CA3  was  focus  of  a multitude  of modeling  studies  outlining  how  the  synaptic  interactions 
between reciprocally connected CA3 cells might give rise to hTPP  (see Box 5.5  for detail). The 
question of whether the networks of CA3 and/or the DG are crucial for the generation of TPP in 
CA1  remains  to be  answered  in  future experiments and  could be  addressed by manipulating 




  While  the previous  section  focused mainly on mechanisms of hTPP  that are based on 
input  from  phase‐precessing  cells  or  on  complex  network  interactions,  it  is  important  to 
consider that hTPP might emerge through more simple cellular computations. For example, the 
somatic‐dendritic‐interference (SDI) model assumes that hTPP arises through a gradual increase 











hippocampal  temporal  coding  is  the  result  of  a  cellular  computation  which  translates  the 
amplitude of the EPSP into a corresponding theta phase. Because the transformation occurs at 







A  popular  class  of  computational models  assumes  that  hTPP  arises  through  synaptic  interactions  between 
reciprocally connected neurons in CA3. For example, in the attractor network model (McNaughton et al., 1996), 
hippocampal  place  cell  activity  is modeled  in  a  sheet  of  reciprocally  connected  CA3  neurons.  Neighboring 
neurons  share  similar place  field  locations and  form particularly  strong connections. The connection  strength 
and  the  overlap  between  place  field  locations  declines  with  distance  between  neurons.  Based  on  this 
connectivity  pattern,  initial  activation  of  a  neuron within  the  sheet will  result  in  the  activation  of  a  set  of 
neighboring neurons, which,  in  turn, activate  their synaptic partners. This  results  in a cascade of activity  that 
moves  throughout  the  sheet of neurons  (the  so‐called activity bump), without  the  requirement of additional 
external  input.  In many attractor‐network‐based models of hippocampal  function, the neural sheet  is mapped 
onto the real‐world environment, providing a cognitive map of space (McNaughton et al., 2006). The trajectory 
of  the  activity  bump  within  the  neural  sheet  is  further  guided  by  information  about  the  rat’s  movement 









Schematic  demonstrating  theta  TPP  as  a  rat  moves 
through a sequence of spatially overlapping place fields 
(represented  by  C1‐C13).  In  the  Jensen  and  Lisman 
model,  the  LFP  theta  rhythm  is modulated by  gamma 
oscillations  and  spiking  occurs  at  the  peak  of  each 
gamma cycle. Each place cell shows TPP  in  increments 
of one gamma cycle per theta cycle. In the beginning of 
the  rat’s  trajectory,  cells  that  receive  the  strongest 
excitation at the  rat’s current  location  fire at  the peak 
of  the theta cycle  (see C1 during  the  first  theta cycle). 
Neighboring  cells  that  are  directly  connected  to  the 
active cell population (such as C2) will start to fire with 
short delays  (i.e., at a  late phase of  the ongoing  theta 
cycle), while cells that are further away (such as C5) will 
start  to  fire with  larger delays  (i.e., at early phases of 
the  ongoing  theta    cycle). As    drives  the  firing  of  the 
next cell in the sequence, at the peak of the  the rat 
moves  forward, external  input ongoing  theta cycle  (C2,  second  theta  cycle).  In  this  scheme,  the  rat’s  current 
location  is represented at the end (the peak) of the theta cycle and each place cell begins to fire ahead of the 
location  it  represents. The cell drops out of  the  sequence, once  it precessed by a  full  theta cycle  (see C7  for 
illustration; diagonal line is added for visual guidance). It is of note that only cells representing the rat’s current 










made  in anesthetized  rats and  in  vitro  slice preparations, which are  in mismatch with  recent 
results  obtained  from  intracellular  in  vivo  recordings:  Kamondi  and  colleagues,  for  example, 
performed  intracellular  recordings  from  the  somata  of  CA1  pyramidal  cells  in  urethane‐
anesthetized  rats and  found  that a pinch  to  the  rat’s  tail elicited MPOs  that matched  the LFP 
theta  frequency  (Kamondi  et  al.  1998).  The  firing  of  APs was  elicited  by  the  application  of 
Box 5.6| Two compartment model of theta phase precession 
Theta phase precession is simulated in a two compartment 
model  comprising  the  soma  and  dendrites  of  a  CA1 
pyramidal  cell. Rhythmic  currents  at  LFP  theta  frequency 
are applied to the soma (red wave) and the dendrites (not 
shown).  The  applied  currents match  the  LFP  theta  (blue 
wave)  frequency. This results  in a MPO  (black  line) at LFP 
theta frequency  in both soma and dendrites. Theta phase 
precession of APs is induced by varying the strength of the 
dendritic  current:    Currents  at  low  amplitudes  result  in 
fewer APs that  occur at later phases compared to 








5.6), with  the  crucial  extension  that  the  profile of  the 
excitatory potential is shaped by experience: During the 
first  few  passes  through  a  place  field,  the  cell’s 
excitation  profile  is  Gaussian,  in  that  the  peak  of  the 
excitatory  potential  occurs  in  the middle  of  the  field 
(left  panel).  Action  potentials  (not  shown)  are  fired  












resulted  in APs  that, on  average, occurred  at  earlier  theta phases  than APs  elicited by weak 
depolarizing currents  (see Box 5.6  for corresponding model). According  to  these  findings, TPP 
would  thus be driven by  increasing amounts of dendritic depolarization and  result  in a  spike 
phase  shift  with  reference  to  both  the  MPO  and  the  LFP  theta  oscillation.  In  follow‐up 
experiments,  Magee  and  colleagues  made  similar  observations  by  injecting  depolarizing 
currents  into  the  dendrites  of  CA1  pyramidal  cells  in  a  slice  preparation  (Magee  2001).  As 
observed  in anesthetized rats, the strength of the applied current was a major determinant of 
the spike phase with reference to the MPO. In contrast to those early observations, recent data 
obtained  from  intracellular  in vivo  recordings demonstrate  that,  in healthy behaving animals, 
the MPO oscillates  at a  frequency  that  is  slightly higher  than  the  frequency of  the  LFP  theta 
oscillation (Harvey et al. 2009). Action potentials are phase‐locked to the peak of the MPO and 
hTPP arises because  the peak of  the MPO shifts with  respect  to  the LFP  theta oscillation. The 









major determinant of hTPP  (Harvey et al. 2009), urethane anesthesia might  thus  tap  into  the 





anesthesia, and 2) hypothesize  that  the mechanism by which our MEC  lesions disrupted hTPP 
was by slowing down the frequency of the MPO. Consistent with this hypothesis, we found that, 
in our MEC  lesion group, a proportion of cells remained theta‐modulated, firing burst of AP at 




hippocampal  LFP.  Irrespectively  of  the  exact  mechanism  by  which  medial  entorhinal  input 
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