We prove a double-exponential upper bound on the degree and on the complexity of constructing a standard basis of a D-module. This generalizes a well known bound on the complexity of a Gröbner basis of a module over the algebra of polynomials. We would like to emphasize that the obtained bound can not be immediately deduced from the commutative case. To get our result we have elaborated a new technique of constructing all the solutions of a linear system over a homogeneous version of a Weyl algebra.
Introduction
Let A be the Weyl algebra F [X 1 , . . . , X n , ∂ ∂X1 , . . . , It is well known that an A-module which is a submodule of a free finitely generated A-module has a Janet basis (if A is a Weyl algebra it is called often a standard basis; but in this paper it is natural and convenient to call it a Janet basis also in the case of the Weyl algebra). Historically, it was first introduced in [9] . In more recent times of developing computer algebra Janet bases were studied in [5] , [14] , [10] . Janet bases generalize Gröbner bases which were widely elaborated in the algebra of polynomials (see e. g. [3] ). For Gröbner bases a double-exponential complexity bound was obtained in [12] , [6] relying on [1] . Further, more precise results on the same subject (with an independent and self-contained proofs) were obtained in [4] .
Surprisingly, no complexity bound on Janet bases was established so far. The reason is unique: the problem is not easy. In the present paper we fill this very essential gap and prove a double-exponential upper bound for complexity. On the other hand, a double-exponential complexity lower bound on Gröbner bases [12] , [15] provides by the same token a bound on Janet bases.
Notice also that there has been a folklore opinion that the problem of constructing a Janet basis is easily reduced to the commutative case by considering the associated graded module, and, on the other hand, in the commutative case [6] , [12] , [4] the double-exponential upper bound is well known. But it turns out to be a fallacy! From a known system of generators of a D-module one can not obtain immediately any system of generators (even not necessarily a Gröbner basis) of the associated graded module. The main problem here is to construct such a system of generators of the graded module. It may have the elements of degrees (dl) 2 O(n) , see the notation below. Then, indeed, to the last system of generators of big degrees one can apply the result known in the commutative case and get the bound ((dl)
. So new ideas specific to non-commutative case are needed.
We are interested in the estimations for Janet bases of A-submodules of A l . The Janet basis depends on the choice of the linear order on the monomials (we define them also for l > 1). In this paper we consider the most general linear orders on the monomials from A l . They satisfy conditions (a) and (b) from Section 1 and are called admissible. If additionally a linear order satisfies condition (c) from Section 1 then it is called degree-compatible. For any admissible linear order the reduced Janet basis is chosen canonically and it is uniquely defined, see Section 1. We prove the following result.
THEOREM 1 For any real number d
2 and any admissible linear order on the monomials from A l any A-submodule I of A l generated by elements of degrees at most d (with respect to the filtration in the corresponding algebra, see Section 1 and Section 9) has a Janet basis with the degrees and the number of its elements less than (dl)
The same upper bound (1) holds for the number of elements of the reduced Janet basis of the module I with respect to the considered linear order on the monomials. If additionally this linear order is degree-compatible or it is arbitrary admissible but l = 1 then also the degrees of all the elements the reduced Janet basis of the module I are bounded from above by (1) .
We prove in detail this theorem for the case of the Weyl algebra A. The proof for the case of the algebra of differential operators is similar. It is sketched in Section 9. From Theorem 1 we get that the Hilbert function H(I, m), see Section 1, of the A-submodule from this theorem is stable for m (dl)
and the absolute values of all coefficients of the Hilbert polynomial of I are bounded from above by (dl)
2 O(n) , cf. e.g., [12] . This fact follows directly from (11), Lemma 12 from Appendix 1, Lemma 2 and Theorem 2. We mention that in [7] the similar bound was shown on the leading coefficient of the Hilbert polynomial. Now we outline the plan for the proof of Theorem 1. Below the first occurrences of some terms introduced in the paper are italicized. The main tool in the proof is a homogenized Weyl algebra h A (or respectively, a homogenized algebra of differential operators h B). It is introduced in Section 3 (respectively, Section 9). The algebra h A (respectively h B) is generated over the ground field F by X 0 , . . . , X n , D 1 , . . . , D n (respectively over the field F (X 1 , . . . , X n ) by X 0 , D 1 , . . . , D n ). Here X 0 is a new homogenizing variable. In the algebra For every element f ∈ h A denote by Hdt(f ) ∈ h A the greatest monomial of the element f , i.e., each monomial of f − Hdt(f ) is less than Hdt(f ) with respect to the induced linear order on the monomials from
I} be the set of all the greatest monomials of the elements of the module from [8] which was elaborated for the algebra of polynomials, to the homogenized Weyl algebra. There are two principal difficulties on this way. The first one is that in the method from [8] the use of determinants is essential which one has to avoid dealing with non-commutative algebras. The second is that one needs a kind of the Noether normalization theorem in the situation under consideration. So it is necessary to choose the leading elements in the analog of the method from [8] with the least possible order ord X0 , where X 0 is a homogenizing variable, see Section 3.
The obtained bound on the degree of a Janet basis implies a similar bound on the complexity of its constructing. Indeed, by Corollary 1 (it is formulated for the case of Weyl algebra but the analogous corollary holds for the case of algebra of differential operators) one can compute the linear space of all the elements z ∈ I of degrees bounded from above by (dl) [4] . In Appendix 2 we give an independent and instructive proof of Proposition 1 which is similar to Lemma 13. In some sense Proposition 1 is even more strong than Lemma 13 since to apply it one does not need a bound for the stabilization of the Hilbert function. Of course, the reference to Proposition 1 can be used in place of Lemma 13 in our paper.
Definition of the Janet basis
1, be a Weyl algebra over a field F . So A is defined by the following relations
(2) By (2) any element f ∈ A can be uniquely represented in the form
where all f i1,...,in,j1,...,jn ∈ F and only a finite number of f i1,...,in,j1,...,jn are nonzero. Denote for brevity Z + = {z ∈ Z : z 0} to the set of all nonnegative integers and 
where k 0 and all a v,w ∈ A. We assume that deg a v,w d for all v, w. By (5) we have the exact sequence
If l = 1 then I is a left ideal of A and M = A/I. In the general case I is generated by the elements
For an integer m 0 put
So now A, M , I are filtered modules with filtrations A m , M m , I m , m 0, respectively and the sequence of homomorphisms of vector spaces (6) is exact for every m 0. The Hilbert function H(M, m) of the module M is defined by the equality
Each element of A l can be uniquely represented as an F -linear combination of elements e v,i,j = (0, . . . , 0, X i D j , 0, . . . , 0), herewith i, j ∈ Z n + are multiindices, see (4) , and the nonzero monomial X i D j is at the position v, 1 v l. So every element f ∈ A l can be represented in the form
The elements e v,i,j will be called monomials. Consider a linear order < on the set of all the monomials e v,i,j or which is the same on the set of triples (v, i, j),
see (8) . Set
for every 0 = f ∈ A. Let us define the leading monomial of the element 0 = f ∈ A l by the formula
we shall write f 1 < f 2 . We shall require additionally that (a) for all multiindices i, j, i
Conditions (a) and (b) imply that for all f 1 , f 2 ∈ A l for every nonzero a ∈ A if f 1 < f 2 then af 1 < af 2 , i.e., the considered linear order is compatible with the products. Any linear order on monomials e v,i,j satisfying (a) and (b) will be called admissible. Consider additionally condition (c) for all multiindices i, j, i
Any linear order on monomials e v,i,j satisfying (a), (b) and (c) will be called degree-compatible.
In particular, 4) The coefficient from F of every monomial Hdt(f v ), 1 α m, is 1.
Then for all 1 α < β m for all 1 v l and multiindices i, j the monomial f α,v,i,j e v,i,j ∈ Hdt(Af β \ {0}).
Denote by C the ring of polynomials in X 1 , . . . , X n , D 1 , . . . , D n with coefficients from F (one can take C = gr(A), see the next section). For every f ∈ A l the monomial Hdt(f ) can be considered as an element of C l . To avoid an ambiguity denote it by Hdtc(f ) ∈ C l . Now f 1 , . . . , f m is a Janet basis of the module I if and only if the C-submodule of C l generated by Hdtc(f α ), 1 α m, contains all the elements Hdtc(f ), f ∈ A. Since the ring C is Noetherian for the considered I there exists a Janet basis. Further the reduced Janet basis of I is uniquely defined.
2 The graded module corresponding to a D-module
The structure of the algebra on A induces the structure of a graded algebra on gr(A). So gr(A) = F [X 1 , . . . , X n , D 1 , . . . , D n ] is an algebra of polynomials with respect to the variables X 1 , . . . , X n , D 1 , . . . , D n . Further, gr(I) and gr(M ) are graded gr(A)-modules. From (7) we get the exact sequences
The Hilbert function of the module gr(M ) is defined as follows
(11) for every m 0.
Denote for an arbitrary a ∈ M by gr(a) ∈ gr(M ) the image of a in gr(M ).
Suppose that for every m 0
Then gr(b 1 ), . . . , gr(b s ) is a system of generators of the gr(A)-module gr(I).
PROOF This is straightforward.
Homogenization of the Weyl algebra
Let X 0 be a new variable. Consider the algebra
given by the relations
The algebra h A is Noetherian similarly to the Weyl algebra A. By (13) an element f ∈ h A can be uniquely represented in the form
where all f i0,...,in,j1,...,jn ∈ F and only a finite number of f i0,...,in,j1,...,jn are nonzero. Let i, j be multiindices, see (4) . Denote for brevity
By definition the degrees of f
Similarly 
Let z = j z j ∈ A be an arbitrary element of the Weyl algebra A represented as a sum of terms z j and deg z = max j deg z j . One can take here, for example, representation (3) for z. Then we define the homogenization
By (2), (13) 
Similarly one defines deg a and the homogenization h a for an arbitrary (k × l)-matrix a = (a v,w ) 1 v k, 1 w l with coefficients from A. More precisely, one consider here a as a vector with kl entries.
Further, the m-th homogeneous component of
For an F -linear subspace X ⊂ A l put h X to be the least linear subspace of
and (18) induces the isomorphism ι : (
A-module and we have the exact sequence
Now the m-th homogeneous component (
by the isomorphism ι. We have the exact sequences
By definition the Hilbert function of the module
By (20) 
The Janet bases of a module and of its homogenization
Each element of h A l can be uniquely represented as an F -linear combination of elements e v,i0,i,j = (0, . . . , 0,
are multiindices, see (4) , and the nonzero monomial
and only a finite number of f v,i0,i,j are nonzero. The elements e v,i0,i,j will be called monomials. Let us replace everywhere in Section 1 after the definition of the Hilbert function the ring A, the monomials e v,i,j , the multiindices i, i
, the module I and so on by the ring 
the new conditions (a) and (b) are the following:
The existence of a Janet basis of I is homogeneous (here we leave the details to the reader).
Let < be an admissible linear order on the monomials from A l , or which is the same, on the triples (v, i, j), see Section 1. So < satisfies conditions (a) and (b). Let us define the linear order on the monomials e v,i0,i,j or, which is the same, on the quadruples (v, i 0 , i, j). This linear order is induced by < on the triples (v, i, j) and will be denoted again by <. Namely, for two quadruples (v, i 0 , i, j) and (v
Notice that this induced linear order satisfies conditions (a) and (b) (in the new sense). Obviously a linear order < on monomials from A l (respectively h A l ) is degree compatible if and only if for any two monomials z 1 , z 2 the inequality deg
LEMMA 3 The following assertions hold.
(i) Let f 1 , . . . , f m be a (reduced) Janet basis of I with respect to the linear order < and additionally the order < is degree-compartible. Then
f m is a (reduced) homogeneous Janet basis of the module h I with respect to the induced linear order <.
(ii) Conversely, suppose that the initial order < is degree-compartible, and g 1 , . . . , g m be a (reduced) homogeneous Janet basis of the module l such that
) and we get a contradiction. To prove the existence of g we shall suppose without loss of generality that f is homogeneous and show additionally that the sum in the left part if (23) is taken over (v 
We use the induction on the number ν(f ) of (v, i 0 , i, j) in the last sum such that e v,i0,i,j ∈ Hdt(
The required assertion is proved.
The element g from (23) is called the normal form of f with respect to the module h I. We shall denote g = nf( 
Let f ∈ c A l and the module c I be as above. Then there is the unique element
and if g v,i0,i,j = 0 then e v,i0,i,j ∈ Hdtc( h I) (the proof is similar to the one of the existence and uniqueness of g from (23)). The element g is called the normal form of f with respect to the module c I, cf. [4] . We shall denote g = nf(
Since by the given definitions the F -linear spaces nf(
are generated by the same monomials we have for every m 0
Therefore, see Section 3,
5 Bound on the kernel of a matrix over the homogenized Weyl algebra 
There
Besides that, if all b i,j do not depend on X n (i.e., they can be represented as sums of monomials which do not contain X n ) then one can choose also z 1 , . . . , z l satisfying additionally the same property. Finally, dividing by an appropriate power of X 0 one can assume without loss of generality that min{ord z i : 1 i l} = 0.
PROOF Let us prove at first that d i < min{k + 1, l}d and d w 1 ) , . . . , (v ν , w ν ), ν 1, from P such that
2) v α = v α+1 or w α = w α+1 for every 1 α ν − 1.
Let π ⊂ P be the class of equivalence with respect to ∼. Then there is a pair (p, q) ∈ π such that d 
If
then the kernel of (28) is nonzero. But (29) holds if 
for all j.
Suppose that a 1 , . . . , a l do not depend on X n . We represent z i = j z i,j X j n , 1 i l, where all z i,j do not on X n . Let α = max i {deg Xn z i }. Obviously in this case one can replace (z 1 , . . . , z l ) by (z 1,α , . . . , z l,α ). The lemma is proved.
REMARK 3 Lemma 4 remains true if one replaces in its statement condition (26) by
The proof is similar.
REMARK 4
Let the elements b i,j be from Lemma 4. Notice that there are integers δ ′ i 0, 1 i k, and δ j 0, 1 j l, such that
for all nonzero b i,j , and min 1 i k {δ PROOF The proof is similar to the case of vector spaces over a field and we leave it to the reader.
We denote r = rankr{b 1 , . . . , b l } and call it the rank from the right of b 1 , . . . , b l . In the similar way one can define rank from the left of b 1 , . . . , b l . Denote it by rankl{b 1 , . . . , b l }. It is not difficult to construct examples when rankr{b 1 , . . . , b l } = rankl{b 1 , . . . , b l }. The aim of this section is to prove the following result. Besides that, if all a i,j (and hence all b i,j ) do not depend on X n (i.e., they can be represented as sums of monomials which do not contain X n ) then one can choose also z j,r satisfying additionally the same property. Finally, dividing by an appropriate power of X 0 one can assume without loss of generality that min{ord z j,r : 1 j l 1 } = 0 for every 1 r l 1 .
PROOF At first we shall show how to construct z, e and σ such that (ii) and (iii) hold. We shall use a kind of Gauss elimination and Lemma 4. Namely, we transform the matrix e. At the beginning put e = (e 1 , . . . , e l1 ) = (b 1 , . . . , b l1 ).
We shall perform some h A-linear transformations of columns and permutations of rows of the matrix e and replace each time e by the obtained matrix. These transformation do not change the rank from the right of the family of columns of e. At the end we get a matrix e satisfying the required properties (ii), (iii).
We have rankr(e) = l 1 . If l 1 = 0, i.e, e is an empty matrix, then this is the end of the construction: z is an empty matrix. Suppose that l 1 > 0. Let us choose indices 1 i 0 k, 1 j 0 l 1 , such that ord e i0,j0 = min 1 j l1 {ord e j }. Permuting rows and columns of e we shall assume without loss of generality that (i 0 , j 0 ) = (1, 1) .
By Lemma 4 we get elements w i,1 , w i,i ∈ h A of degrees at most (2n + 2)4d such that e 1,1 w 1,i = e 1,i w i,i , 1 i l 1 , and ord w i,i = 0 for every 1 i l 1 . Set w ′ = (−w 1,2 , . . . , −w 1,l1 ), and w ′′ = diag(w 2,2 , . . . , w l1,l1 ) to be the diagonal matrix. Put
to be the square matrix with l 1 rows. We replace e by ew. Now
where E 2,2 has l 1 − 1 columns and
{ord b j } = ord e 1,1 = min
(for the new matrix e). Let us apply recursively the described construction to the matrix E 2,2 in place of e. So using only linear transformations of columns with indices 2, . . . , l 1 and permutation of rows with indices 2, . . . , k we transform e to the form
where σ is a permutation matrix and τ ′ is a square matrix with l 1 − 1 rows (it transforms E 2,2 ), the matrix E ′ 2,2 = diag(e 2,2 , . . . , e l1,l1 ) is a diagonal matrix with l 1 − 1 0 columns, and all the elements e 2,2 , . . . , e l1,l1 ∈ h A are nonzero. We shall assume without loss of generality that σ = 1 is the identity matrix. We replace e by eτ . Condition (iii) holds for the obtained e and, more than that, by (iii) applied recursively to (E 2,2 , E ′ 2,2 , E ′′ 2,2 ) (in place of (e, e ′ , e ′′ )), and (33) the same equalities (33) are satisfied for the new obtained matrix e.
Let E 
and estimations for degrees (32) hold. Put the matrix z = (z j,r ) 1 j,r l1 and d 
(we don't need at present any estimation on degrees from Lemma 4; only the existence of h). Denote by b ′′ the submatrix consisting of the first l 1 rows of the matrix (b 1 , . . . , b l1 ). Multiplying (37) to b
′′ from the left we get
But b ′′ z ′ is a diagonal matrix with nonzero elements on the diagonal, see (ii) (for z ′ in place of z). Hence by (35) and (38) 
or, which is the same, Zb = u.
Denote ord u = min
The similar notations will be used for other vectors and matrices. In this section we shall describe an algorithm for solving linear systems over h A and prove the following theorem for an infinite field F (this theorem for an finite field F is easily reduced to the case of an infinite field F ; but we shall not use this theorem for a finite field F in this paper).
THEOREM 2 Suppose that system (39) has a solution over h A. Then one can represent the set of all solutions of (39) over h A in the form
A-submodule of all the solutions of the homogeneous system corresponding to (39) (i.e., system (39) with all u j = 0) and z * is a particular solution of (39). Moreover, the following assertions hold.
(A) One can choose z * such that ord z * ord u − ν, where ν 0 is an integer bounded from above by (dl)
(B) There exists a system of generators of J of degrees bounded from above by (dl)
The number of elements of this system of generators is bounded from above by k(dl)
The constants from O(n) in assertions (A) and (B) are absolute. Besides that, if all b i,j and u j do not depend on X n (i.e., they can be represented as sums of monomials which do not contain X n ) then z * and all the generators of the module J also satisfy this property.
PROOF Let l 1 = rankr(b 1 , . . . , b l ). Permuting equations of (39) we shall assume without loss of generality that (b 1 , . . . , b l1 ) are linearly independent from the right over h A. Let σ, z, e, e ′ , e ′′ be the matrices from Lemma 6. Similarly to the proof of Lemma 6 we shall assume without loss of generality that σ = 1. Denote by b ′ the submatrix of b consisting of the first l 1 columns of b, i.e., b ′ = (b 1 , . . . , b l1 ). By Lemma 4 there are nonzero homogeneous elements q 1,1 , . . . , q l1,l1 of degrees at most (2n + 2)(max{deg e i,i : 1 i l 1 } + 1)l 2 1 such that e 1,1 q 1,1 = e i,i q i,i and min{ord q i,i : 1 (q 1,1 , . . . , q l1,l1 ) to be the diagonal matrix. Let ν 0 = ord e 1,1 q 1,1 . Then by
) is a diagonal matrix with homogeneous coefficients from h A and all the elements on the diagonal are nonzero and equal, i.e., δ j,j = δ 1,1 for every 1 j l 1 . Besides that, ord δ 1,1 = 0. Further, δ ′′ = (δ i,j ) l1+1 i k, 1 j l1 . We have ord (uzq) ν 0 , since, otherwise, system (39) does not have a solution. Obviously ord u ord (uzq). Denote
By Lemma 6 (i) and since q is the diagonal matrix with nonzero homogeneous entries on the diagonal there are integers d
or δ i,j = 0. Besides that, by the same reason there is an integer ρ ′ such that deg u
for all 1 j l 1 (here we leave the details to the reader).
Consider the linear system Zδ = u ′ .
LEMMA 8 Suppose that system (39) has a solution over h A. Then linear system (42) is equivalent to (39), i.e., the sets of solutions of systems (42) 
REMARK 7
Assume that deg Xn b i,j 0 for all i, j, i.e., the elements of the matrix b do not depend on X n . Then by Lemmas 4 and 6 and the described construction all the elements of the matrices b, z, q, δ, δ ′ , δ ′′ also do not depend on X n .
By Lemma 4 and Remark 3 for every l 1 + 1 i k there are homogeneous elements
and min 1 j l1 {ord g i,i , ord g i,j } = 0. Hence ord g i,i = 0 for every l 1 + 1 i k since ord δ 1,1 = 0. We need an analog of the Noether normalization theorem from commutative algebra, cf. also Lemma 3.1 [7] .
LEMMA 9 Let h ∈ h A be an arbitrary nonzero element and the degree deg h = ε. There is a linear automorphism of the algebra
PROOF At first it is not difficult to construct a linear automorphism β such that β(
and β(h) contains a monomial a i1,...,in D i1 1 , . . . , D in n with a i1,...,in = 0 and i 1 + . . .+i n = ε, i.e., ε = deg D1,...,Dn β(h). After that one can find an automorphism γ such that γ(X 0 ) = X 0 ,
A is a nonzero homogeneous element and ord h = 0. Applying Lemma 9 to h we obtain an automorphism α. In what follows to simplify the notation we shall suppose without loss of generality that α = 1. So h contains a monomial aD ε n with a coefficient 0 = a ∈ F , where ε = deg h. It follows from here that
Let z = (z 1 , . . . , z k ) ∈ h A k be a solution of (42). Then (43) implies that one can uniquely represent
where
. Again by (43) one can uniquely represent
where δ i,r,j , δ i,r,j,s ∈ h A, the degrees deg Dn δ i,r,j,s 0 for all considered i, r, j, s. Put
Therefore,
Let us introduce new unknowns Z i,r , (i, r) ∈ I. By (44)- (46) system (39) is reduced to the linear system
More precisely, any solution of system (39) is given by (44), (45) Now all the coefficients of system (47) do not depend on D n . As we have proved if the coefficients of (39) do not depend on X n then the coefficients of (47) also do not depend on X n , and hence in the last case they do not depend on X n , D n .
If the coefficients of (47) depend on X n we perform an automorphism
i n − 1. Now the coefficients of system (47) do not depend on X n (but depend on D n ).
After that we apply our construction recursively to system (47). The final step of the recursion is n = 0 (although in the statement of theorem n 1, see Section 1; we are interested only in Weyl algebras). In this case I = J = ∅. Hence using (45) for n = 0 we get the required z * and J for n = 0. Thus, by the recursive assumption we get a particular solution Z i,r = z * i,r , (i, r) ∈ I, of system (47), an integer ν 1 (in place of ν from assertion (A)) satisfying the inequality
and a system of generators
of the module J ′ of solutions of the homogeneous system corresponding to (47). Notice that if the coefficients of (39) do not depend on X n then J ′ is a module over the homogenization F [X 0 , X 1 , . . . , X n−1 , D 1 , . . . , D n−1 ] of the Weyl algebra of X 1 , . . . , X n−1 , D 1 , . . . , D n−1 . But obviously in the last case (49) gives also a system of generators of the PROOF This follows immediately from the described construction.
Let us return to the proof of Theorem 2. Applying Lemma 10 and recursively assertions (A) and (B) for the formulas giving z * and J we get (A) and (B) from the statement of the theorem. The last assertion (related to the case when all b i,j and u j do not depend on D n ) has been already proved. The theorem is proved.
Proof of Theorem 1 for Weyl algebra
Let us show that it is sufficient to prove the theorem for an infinite field F . Indeed, let F 1 be an infinite field and F 1 ⊃ F . Let f 1 , . . . , f m be a Janet basis of the module I ⊗ F F 1 with all the degrees deg f w , 1 w m, bounded from above by d
There is a finite extension F 2 ⊃ F such that for all v, i, j for all 1 w m the coefficient of f w at the monomial e v,i,j belongs to the field F 2 . Let a α , 1 α µ, be the basis of the field F 2 over F . Then one can represent f w = 1 α µ a α f α,w where all f α,w ∈ I. Now deg f α,w deg f w and f α,w , 1 w m, 1 α µ is a Janet basis of the module I. Moreover, the reduced Janet basis of the module I remains the same after an arbitrary extension of scalars. The required assertion is proved. So extending the ground field F we shall suppose without loss of generality that the field F is infinite.
Let a be the matrix from Section 1. We shall suppose without loss of generality that the vectors (a i,1 , . . . , a i,l ), 1 i k, are linearly independent over the field F . We have deg a i,j < d. This implies k l 1,1 , . . . , b 1,l ) 
We have the exact sequence of graded (a i,1 , . . . , a i,l ), 1 i l, be from the beginning of the section and the integer N be from Lemma 11. Then for every integer m 0 the F -linear space   A m+N (a 1,1 , . . . , a 1,l ) 
COROLLARY 1 Let
PROOF By Lemma 11 we have
Taking the affine parts we get (50). The corollary is proved. Now everything is ready for the proof of Theorem 1. By Lemma 11 and Lemma 1 there is a system of generators of the module gr(I) with degrees bounded from above by (dl) 3 (ii) for the reduced Janet basis in the case when the initial order < is degree-compatible) of the module I with respect to the linear order < on the monomials from A l .
It remains to consider the case l = 1 and an arbitrary admissible linear order <. We need to obtain the estimates for the reduced Janet basis of I in this case. In the considered case the linear order < is given on the set of pairs of multiindices (i, j), i, j ∈ Z n + . Now, see, for example, [13] p. 58, there is a real ordered field R and a linear form L ∈ R[Y 1 , . . . , Y n , Z 1 , . . . , Z n ] with all positive coefficients such that for all pairs (i, j),
in the real ordered field R. Let ψ 1 < . . . < ψ a be all the monomials in X 1 , . . . , X n , D 1 , . . . , D n with nonzero coefficients of the elements f 1 , . . . , f m and (i (1) , j (1) ) < . . . < (i (a) , j (a) ) the corresponding pairs of multiindices. Let ε > 0 be an infinitesimal with respect to the field R. Now
in the field R(ε). Let U = 1 w n (u w Y w + v w Z w ) be a generic linear form in Y 1 , . . . , Y n , Z 1 , . . . , Z n , i.e., the family {u w , v w } 1 w n of coefficients of U has transcendency degree 2n over R(ε). Consider the system of linear inequalities with coefficients from Q[ε] with respect to u w , v w , 1 w n,
Denote by K ε the set of solutions of system (52) from R(ε) 2n . By (51) and since all the coefficients of the linear form L are positive system (52) has a solution in R(ε)
2n . The left parts of the inequalities from system (52) are linear forms in u w , v w , 1 w n, with integer coefficients. Denote them by Q 1 , . . . , Q µ , µ = a − 1 + 2n. Notice that the absolute values of the coefficients of the linear forms Q 1 , . . . , Q µ are bounded from above by d
Let us show that there are indices 1 w 1 < . . . < w s µ, s 2n, such that Z(Q w1 − ε, . . . , Q ws − ε) ⊂ K ε (here Z(Q w1 − ε, . . . , Q ws − ε) is the set of all common zeroes of the polynomials Q w1 − ε, . . . , Q ws − ε in R(ε) 2n ) and the linear forms Q w1 , . . . , Q ws are linearly independent over Q. Indeed, one can construct Q w1 , . . . , Q ws recursively choosing subsequently Q wα , α 1, such that Z(Q wα − ε) has a nonempty intersection with the boundary of Z(Q w1 − ε, . . . , Q wα−1 − ε) ∩ K ε (we leave the details to the reader).
Solving the linear system Q w1 − ε = . . . = Q ws − ε = 0 we see that there is a point (u 
We shall suppose without loss of generality that Hdt(f 1 ), . . . , Hdt(f m ) is the family of leading monomials of the reduced Janet basis f where all f j1,...,jn = f j ∈ F (X 1 , . . . , X n ) and F (X 1 , . . . , X n ) is a field of rational functions over F . Let us replace everywhere in Section 1 and Section 2 A, X i D j , deg f = deg X1,...,Xn,D1,...,Dn f , dim F M , e v,i,j , f v,i,j ∈ F , (v, i, j), (i, j), (i ′ , j ′ ), (i ′′ , j ′′ ) by B, D j , deg f = deg D1,...,Dn f , dim F (X1,...,Xn) M , e v,j , f v,j ∈ F (X 1 , . . . , X n ), (v, j), j, j ′ , j ′′ respectively. Thus, we get the definition of the Janet basis and all other objects from Section 1 for the case of the algebra of differential operators.
We define the homogenization 
Further, the considerations are similar to the case of the Weyl algebra A with minor changes. We leave them to the reader. For example, Theorem 2 for the case of the algebra of differential operators is the same. One need only to replace everywhere in its statement A, h A and X n by B, h B and D n respectively. Thus, one can prove Theorem 1 for the case when A is an algebra of differential operators (but now it is B). Theorem 1 is proved completely.
One can consider a more general algebra of differential operators. Let F be a field with n derivatives D 1 , . . . , D n . Then K n = F [D 1 , . . . , D n ] is the algebra of differential operators. Similarly one can define its homogenization h K n by means of adding the variable X 0 satisfying the relations
for all i, j and all elements f ∈ F where f Di ∈ F denotes the result of the application of D i to f . Following the proof of Theorem 1 one can deduce the following statement.
REMARK 8 Bounds similar to the one from Theorem 1 hold for K n (in place of the algebra of differential operators A).
We need also a conversion of Lemma 12. greater by 1 than the degree of this predecessor Hence k s−1 (max s α m k α + 1)(n − s + 1) + t s−1 . Finally, we exploit the inductive hypothesis for k m , . . . , k s and the just obtained inequality on t s−1 .
LEMMA 13
To complete the proof of the proposition it suffices to notice that for any vector from the basis V treated as an 0-cone, each its predecessor of the type (62) for s = 0 is contained in an appropriate r-cone from the described construction, whence the degree of V does not exceed (max 0 α m k α + 1)n again due to (63) (cf. above).
