Abstract

22
The spectral properties of the ambient illumination provide useful information about time 23 of day and weather. We study the perceptual representation of illumination by analyzing 24 measurements of how well people discriminate between illuminations across scene 25
configurations. More specifically, we compare human performance to a computational-26 observer analysis that evaluates the information available in the isomerizations of the cones in 27 a model human photoreceptor mosaic. Some patterns of human performance are predicted by 28 the computational observer, other aspects are not. The analysis clarifies which aspects of 29 performance require additional explanation in terms of the action of visual mechanisms beyond 30 the isomerization of light by the cones.
Introduction
32
The spectral properties of the ambient illumination provide useful information about time 33 of day and weather. Indeed, variation in illumination spectra occurs outdoors over the course 34 of the day (e.g., Hernandez-Andres, Romero, Nieves, & Lee, 2001 ; Spitschan, Aguirre, Brainard, 35 & Sweeney, 2016), within single scenes (Nascimento, Amano, & Foster, 2016) , and when we 36 move between natural and artificial illumination (Wyszecki & Stiles, 1982) . A number of 37 psychophysical paradigms have been developed to study the perceptual representation of 38 illumination (Kardos, 1928; Beck, 1959; Oyama, 1968 A key step in interpreting psychophysical threshold measurements is to understand the 46 degree to which patterns in the data are driven by variation in the information available from 47 the stimuli. This has often been accomplished by comparing human performance to that of an 48 ideal observer that makes optimal use of the task-relevant information available in the stimulus 49 or at some early stage of the visual processing (Barlow, 1962; Green & Swets, 1966; Geisler, 50 1989; Geisler, 2011) . Such ideal observer analyses clarify which aspects of performance may be 51 accounted for by the properties of the stimuli and well-understood mechanisms of early vision. 52
The optical point spread function of the eye, for example, accounts for much but not all of the 53 decrease in human spatial contrast sensitivity at high spatial frequencies (Banks, Geisler, & 54 Bennett, 1987; Sekiguchi, Williams, & Brainard, 1993) . 55
In this paper, we review previously reported measurements of human psychophysical 56 performance on an illumination discrimination task (Radonjić et al., 2016; Radonjić et al., 2018) . 57 We then compare human performance to that of a computational observer that uses the 58 information available in the cone photoreceptor isomerizations to perform the same task. We 59 ask whether the stimulus dependent changes in human performance across different 60 illumination changes and scene configurations are consequences of differences in the 61 information available to perform the task. The analysis clarifies which aspects of performance 62 require additional explanation in terms of the action of visual mechanisms beyond the 63 isomerization of light by the cones. 64
Our approach shares much with the ideal observer analysis, but rather than using an 65 analytic calculation to estimate ideal performance levels, we employ computer simulations and 66 machine learning. For this reason, we refer to our approach as a computational observer 67 analysis (Farrell, Jiang, Winawer, Brainard, & Wandell, 2014; Jiang et al., 2017 ; cf. Lopez, 68 Murray, & Goodenough, 1992). Unlike the ideal observer, where the decision rule is 69 implemented on the assumption that the observer has perfect information about the statistical 70 properties of the stimuli, the computational observer must learn these properties from a finite 71 number of training samples. 72
Illumination Discrimination Psychophysics: Modeled Experiment 1
73
We analyze two similar illumination discrimination experiments; we begin by providing an 74 overview of the first. Detailed methods and results for this experiment (Modeled Experiment 1) 75 are reported elsewhere (Radonjić et al., 2018 , Experiment 2 in that paper, fixed-surfaces 76 condition), so our overview is brief. The second experiment (Modeled Experiment 2) is similar 77 in design and is also reported in detail elsewhere (Radonjić et al., 2016) . 78
Both modeled experiments measured human's ability to discriminate changes in 79 illumination across four illumination-change directions -blue and yellow (which were aligned 80 with the daylight locus) and red and green (which were orthogonal to the daylight locus). On 81 each trial of the experiments, observers viewed three successive computer-generated images, 82 displayed on a calibrated color monitor. The scene geometry was held fixed across the 83 experiment and all the surfaces in the scene remained unchanged: only the spectral power 84 distribution of the illumination varied. The first image on a trial was presented in the reference 85 interval (2370 ms). For this image, the scene was illuminated by the target illumination, a 86 metamer for natural daylight with a color temperature of approximately 6700 K. The reference 87 interval was followed by two comparison intervals. The comparison intervals (870 ms) were 88 separated from each other and from the reference interval by inter-stimulus intervals (750 ms). 89
During each comparison interval, an image of the scene was again shown. In one comparison 90 interval, the scene was illuminated by the target illumination and in the other by a test 91 illumination. The order of the two comparisons was randomized on each trial. The observer's 92 task was to choose which of the two comparison intervals had scene illumination most similar 93 to the target illumination. On each trial, the test illumination was chosen from a pool of 200 94 pre-specified illuminations. These varied in steps of approximately 1 CIELUV ∆E unit (CIE, 2004) A to conserve space. In the experiment, the target and test illumination images 104
were the same size. Images rendered here and in other figures in this paper are 105 illustrative. The rendering process is unlikely to preserve the precise color 106 appearance of the experimental stimuli. 107
During each session, trials probing the four illumination-change directions were interleaved. 108
The illumination-change steps were determined through twelve interleaved 1-up-2-down 109 staircases (three independent staircases for each illumination-change direction). The 110 illumination step size for a staircase was decreased when the observer responded correctly 111 twice in a row on trials governed by that staircase, and increased each time the observer 112 responded incorrectly. Each staircase terminated after the 8 th reversal. 113
Observers' thresholds to discriminate illumination changes were measured for each of the 114 four directions, relative to the target illumination. Thresholds corresponded to 70.71% accuracy 115 and were determined using a maximum likelihood fit to the combined data for all three 116 staircases in each illumination-change direction. The 70.71% correct criterion was used because 117 this is the performance convergence point for the staircases (Wetherill & Levitt, 1965) . 118
Observers completed two experimental sessions, and thresholds obtained in each session were 119 averaged for each observer. Each observer's right eye was tracked using an Eyelink 1000 (SR 120
Research, Ltd.), which allowed us to record eye fixation positions on each trial. 121 
Computational-Observer Analysis
136
We analyze the information available for performing the illumination discrimination task 137 that is carried by the isomerization rates of the cone photoreceptors. We used the Image 138 
Modeling of the Stimuli 154
The stimuli were presented on calibrated computer monitors with known size and distance 155 from the observer. In Experiment 1, stimuli were presented to the right eye only and we 156 modeled the information contained in the right eye image. In Experiment 2, the stimuli were 157 presented stereoscopically, but for simplicity we modeled only the information contained in the 158 left eye image. We imported the RGB stimulus images into the ISETBio scene format, which uses 159 the display calibration information to compute the spectral power distribution of the light 160 emitted from each location in the image. The scene representation also specifies the size of the 161 image and the distance between the display and the eye. These values were set to approximate 162 their experimental values.
163
The Retinal Image 164
We used ISETBio routines to compute the retinal image from each stimulus image. In 165
ISETBio terminology, this is referred to as the optical image. These routines incorporate the 166 size of the pupil (set to 3 mm in our calculations), the geometry of image formation, absorption 167 of light by the lens and blurring by the eye's optics. We used the ISETBio default estimates of 168 lens density from Bone, Landrum, and Cairns (1992) and the polychromatic shift-invariant 169 model of the optics of the human eye provided by Marimont and Wandell (1994) . 170
Cone Isomerizations 171
We estimated the mean number of isomerizations in the cones for a 1° x 1° patch of foveal 172 retina. We chose a 1° x 1° patch of retina because restricting the analysis to patches of this size 173 makes calculation of computational-observer performance tractable given current computing 174 power. The full analysis is thus achieved by breaking the image down into a set of 1° x 1° 175 patches and aggregating performance over these patches. 176
The model cone mosaic was rectangularly packed with an inter-cone spacing of 2 um. This The training and test sets each consisted of 1000 labeled concatenated response vectors of 220 this sort (500 AB and 500 BA). We used the training set to learn a linear classifier, i.e., to find 221 the hyperplane which best separated the two classes (AB versus BA) of concatenated response 222 vectors. We did this using the support vector machine (SVM) algorithm ( The dimensionality of the concatenated response vectors is 44402 for two concatenated 1° 229 by 1° patches of foveal retina. We reduced this dimensionality using principal components 230 analysis (PCA). We first standardized each dimension (i.e., response of one cone in one interval) 231 of the training set using its sample mean and standard deviation. Then, we ran principal 232 component analysis on the training set and projected the standardized response vectors onto 233 the first 400 principal components for training and testing. 234 Figure 3A shows the projection of 100 AB and 100 BA vectors from one stimulus patch, 235 using nominal step size DE = 1 in the blue illumination-change direction, onto the first 2 236 principal components obtained for this direction and step size. The dashed line shows the 237 decision boundary of a linear SVM trained on these vectors. Using this decision boundary led to 238 performance of 100% on the training set as well as on the test set, indicating that a 239 computational observer could perform perfectly on the task even for this smallest illumination-240 change step size. Since human thresholds considerably exceed DE = 1, there are additional 241 sources of noise beyond the Poisson variation in the number of isomerizations and/or 242 inefficiencies in the way that the visual system uses the information provided by the cone 243 isomerizations. Indeed, ideal observer studies of human discrimination performance for simple 244 stimuli often find that ideal observers outperform human observers (Geisler, 1989 ). Since our 245 goal is to understand whether the pattern of psychophysical performance we measured is 246 driven by differences in information at the photoreceptor mosaic, we modeled the inefficiency 247 of the post-receptoral visual system by adding independent zero-mean Gaussian noise to each 248 cone's response, in addition to the Poisson noise. Doing so degrades the performance of the 249 computational observer, but in a manner that does not seem likely to introduce systematic 250 changes in relative computational-observer performance across illumination-change directions. 251
We set the variance of the added noise for each cone's response (both for the target and 252
comparison responses) to a multiple of the mean response of the cones in the mosaic; we refer 253 to the multiple chosen as the noise factor. The noise factor was varied systematically, providing 254 us with a parameter that allowed us to match performance levels between computational and 255 human observers. 256 Figure 3B shows the same 100 AB and BA vectors from 3A, but with 15x (noise factor) 257
Gaussian noise added to the original responses. These noisy responses are projected onto 258 principal components computed from a training set of response vectors with the same noise 259 factor. The two classes are now overlapping, illustrating how adding the Gaussian noise reduces 260 performance. Indeed performance on the test case for this set is essentially at chance ( 51% ) 261 To model the psychophysical data, we trained SVMs for each combination of illumination 272 direction, step size and a series of noise factors. For each combination, we applied principal 273 components analysis to the standardized training set (1000 instances), projected each instance 274 onto the first 400 dimensions, and then trained the SVM. To evaluate performance for the 275 combination, we generated an additional 1000 concatenated response vectors to form a test 276 set, standardized these using the means and variance from the training set, projected these 277 onto the 400 dimensions of the PCA for the training set, and classified using the SVM. This 278 provides us with a modeled percent correct for each combination. Noise factors were varied 279 from 0 to 30 in steps of 5. Figure 5B . 307 Figure 5A shows the computational-observer thresholds for each illumination direction 308 plotted as a function of noise factor, for the same stimulus patch (row 3, column 1) whose 309 performance is shown in Figure 4B . For low added noise, thresholds are very low, as one would 310 expect based on Figure 3A . As the noise factor increases, thresholds also increase. The relative 311 ordering of the thresholds across illumination-change directions is preserved across noise 312 factors (yellow > blue > green > red). 313
Figure 5B shows performance for a different stimulus patch, indicated by a white outline in 314 the lower-center portion of Figure 4A (row 12, column 11). Thresholds again increase with noise 315 factor, but here the ordering of thresholds in the different illumination-change directions is 316 different than in 5A (green > red > yellow > blue). This effect is due to the difference in surface 317 reflectance at the two patches. The two patches for which performance is illustrated in Figure  318 5A and B were chosen to illustrate the large effect that patch choice can have on 319 computational-observer performance. 320
Figure 5. Computational-observer thresholds as a function of noise factor. A) 321
Computational-observer thresholds from a single stimulus patch (top left white 322 outline in Figure 4A ) for the four illumination-change directions (blue: blue 323 diamonds; yellow: yellow squares; green: green triangles; red: red circles), as a 324 function of noise factor. B) Same as A but for a different stimulus patch (white 325 outline in the lower-center portion of Figure 4A ). The line for the green 326 illumination-change direction does not extend further because at higher noise 327 levels performance was too poor to estimate a threshold. C) Mean thresholds as 328 a function of noise factor, obtained by averaging performance over all the 329 patches shown in 4A for each illumination direction/step size/noise factor. The 330 psychometric function is fit to the average values. 331
Because predicted performance depends on which patch is examined, to make overall 332 predictions it is necessary to aggregate across the individual patches. There are a number of 333 ways to implement such aggregation. Here, for each illumination direction, step size and noise 334 level, we averaged the percent correct performance obtained for each of the 270 patches 335 ( Figure 4A ) to obtain a single aggregate psychometric function. We then analyzed this function 336 using the same methods as for the individual patch data, to obtain an aggregate threshold as a 337 function of noise factor. The results of this analysis are shown in Figure 5C . The aggregate 338 performance more closely resembles the performance in 5A than in 5B, but differs in relative 339 threshold order (blue > yellow > green > red). The aggregate thresholds represent an estimate 340 of computational-observer performance when the information in all patches is weighted 341 equally. 342
Relation to Psychophysics 343
For each human observer, we found a single noise factor that minimized the sum of the 344 squared error (across the four illumination-change direction) between the aggregate 345 computational-observer thresholds ( Figure 5C ) and human thresholds. Linear interpolation was 346 used to estimate computational-observer thresholds for noise factors between those for which 347 performance was explicitly computed. The resulting computational-observer thresholds across 348 observers were averaged to provide a fit to the average human data. This average fit is shown 349 in Figure 6A . The computational-observer thresholds share with the human thresholds the 350 elevation in the blue illumination-change direction relative to the red and green directions, 351
indicating that the information available to the visual system at the retinal photoreceptor stage 352 is already biased across illumination directions. However, the difference between the 353 computational-observer thresholds between the blue and yellow illumination-change directions 354 is very small and does not provide a clear explanation for the elevation of thresholds in the blue 355 direction that is generally found in the human psychophysics, when thresholds are expressed 356 using the CIELUV ∆E metric. 357
The average (across observers) noise factor obtained in the fitting above was 8.25. This 358 factor provides an omnibus summary of the net decrease in performance between the 359 computational and human observers. There are many factors that likely contribute to the 360 decrease, including neural noise introduced after the cone isomerizations, differences in spatial 361 and temporal integration of information between the computational and human observers, loss 362 of information during the inter-stimulus intervals, and differences in the decision processes 363 used by the computational and human observers. The present work does not distinguish the 364 contribution of each of these factors. 365 human observer thresholds. The noise factor leading to the best fit to each 368 human observer's data was found, and the resulting computational-observer 369 thresholds were averaged over observers. Computational-observer thresholds 370 were calculated using aggregation over all stimulus patches. Error bars are +/-1 371 SEM across observers. Symbol key is as in Figure 1 . B) Same as A, except using 372 computational-observer thresholds obtained with fixation-weighted aggregation. 373
Effect of eye fixations 374
The approach to aggregating the performance across patches described above weights the 375 information from each stimulus patch equally. The fixations made by human observers during 376 the experiment, however, show that they did not look at each part of the scene equally often. 377 One approach to incorporating the fixation data into the computational-observer 385 calculations is to weight each stimulus patch in the averaging step according to the fraction of 386 fixations that landed within that patch during the two comparison intervals. Figure 7D  387 illustrates the fixation-based weights for one observer as a heat map, with the weights for each 388 patch obtained from the combined data shown in 7B and C. We incorporated fixation-based 389 weights for each observer using that observer's eye fixation data and the computed thresholds 390 for each illumination-change direction/step size/noise factor. We then found the noise factor 391 for each observer that brought the computational-observer data into best register with that 392 observer's data, and then averaged the thresholds across observers. The results are shown in 393 Figure 6B . The effect of incorporating eye fixations is not large. The primary effect is the 394 increase in the difference between the blue and yellow direction thresholds on the one hand 395 the red and green direction thresholds on the other. 396 assigned to one of the 1°x 1° stimulus patches (see Figure 4A) . 404
Information provided by the different cone classes 405
The computational-observer thresholds are elevated in the blue and yellow directions 406 relative to the red and green directions. This suggests that there is an asymmetry across 407 illumination-change directions in the information available at the photoreceptor mosaic, when 408 step size is expressed in ∆E units. We were curious about how the different cone classes 409 contribute to this asymmetry. We recomputed computational-observer thresholds for six 410 additional cone mosaics. These were mosaics with: L cones only, M cones only, S cones only, L 411 and M cones, L and S cones, and M and S cones. In constructing the dichromatic cone mosaics, 412 missing L cones were replaced with M cones and vice-versa, while missing S cones were 413 replaced with a mixture of L and M cones in a 2:1 (L:M) ratio. 414 fixations were not measured. The detailed methods are provided in the published report 472 (Radonjić et al., 2016) . Figure 9 shows the illumination discrimination thresholds they measured 473 for each of their surface ensemble conditions (panels D-F). Illumination discrimination 474 thresholds depend strongly on the ensemble of surfaces in the scene. Radonjić et al. 475 conjectured that the threshold variation was driven by changes in the information available in 476 the image to make the discriminations. We investigate that conjecture here. 477
We computed computational-observer performance using the methods described above for 478 the experimental stimuli of Radonjić et al. (Radonjić et al., 2016) . Figure 9 shows the results of 479 the analysis. The top row (panels A-C) shows the computational-observer thresholds as a 480 function of the noise factor for the neutral, reddish-blue, and yellowish-green scene conditions. 481
The bottom row (panels D-F) show the fits of the computational-observer to the psychophysical 482 data. As above, the computational-observer noise factor was fit separately for each observer 483 before averaging across observers. A single noise factor was found for each observer, held fixed 484 across the three surface ensembles and four illumination-change directions. Since eye fixation 485 data were not available, performance was aggregated over all stimulus patches with equal 
Discussion
509
We implemented a computational observer that performs the illumination discrimination 510 task. The computational observer has access to the representation at the cone mosaic and 511 learns a linear SVM classifier. Overall, across the stimulus conditions we studied, thresholds 512 determined from the computational observer's performance do not predict the relative 513 performance of human observers across illumination-change directions and across variation in 514 the ensemble of surfaces in the scene. The deviations are particularly clear for the latter case, 515
where we compared the computational observer to data reported by Radonjić et al. (2016) . 516
Whereas human performance showed a large effect of the surface ensemble, the 517 computational observer's performance stayed relatively consistent across the ensembles. The 518 computational observer results are also inconsistent with Aston et al'.s (2016) measurements of 519 illumination-discrimination thresholds for deuteranopes. 520
Limitations 521
Our computational observer incorporates a number of simplifications. One of these is to 522 implement the computational observer on 1° x 1° patches evenly spaced across the stimulus, 523 instead of simulating a larger mosaic with varying cone density that samples the entire 524 stimulus. This choice was made for reasons of computational efficiency, particularly with 525 respect to learning the classifier. As computers get faster, we will be able to move towards 526 simulating larger and more realistic cone mosaics (with hexagonal packing and with cone 527 density varying with eccentricity). 528
For Experiment 1, we compared computational-observer thresholds when we weighted all 529 stimulus patches equally and when we weighted them according to observers' measured eye 530 fixations. The two analyses yielded similar patterns of thresholds. We were not able to make 531 this comparison for Experiment 2 nor for hypothetical observers with di-and monochromatic 532 cone mosaics, because we do not have fixation data available for those cases. There are cases 533 where which patch the computational observer is trained and evaluated on has a large effect 534 on performance (Figure 5A, B) . This suggests that the information about where observers look 535 when they perform psychophysical tasks is useful for computational observer modeling. 536
Other simplifications of our approach were that we assumed that observers used the 537 information from only a single patch across the duration of each trial, and that we restricted 538 our modeling to two comparison intervals, while excluding the reference interval. Building 539 computational-observer performance models that take into account the trial-by-trial sequence 540 of eye fixation locations across the entire trial is an interesting extension for future research. As 541 with increasing the size of the modeled cone mosaic, this extension would also require an 542 increase in computational resources. 543
Post-isomerization Processes 544
Although it is of fundamental interest to understand how the information available in the 545 responses of the cone mosaic varies across experimental conditions within a psychophysical 546 study, it should not be surprising that there are cases where the rest of the visual system plays 547 a role in shaping performance. Indeed, two well-known processes that occur after 548 photopigment isomerization are likely to influence performance on the illumination-549 discrimination task. First, adaption that begins with the conversion of isomerization rate to 550 photocurrent within the cones has the potential to affect post-receptoral information (Hood & processing into luminance and cone-opponent channels (Shevell & Martin, 2017) . To the extent 555 that noise following this recombination limits discrimination, these processes can have a major 556 effect on the relative sensitivity of the visual system to stimulus changes in different directions 557 in color space (for a review see Stockman & Brainard, 2010) . Indeed, it has been shown that 558 cone-opponent processing plays an important role in shaping sensitivity to modulations in 559 different color directions in psychophysical tasks that involve simple colored stimuli, such as 560 spots or Gabor patches seen against a spatially uniform background (Wandell, 1995; Stockman 561 & Brainard, 2010) . 562
Our current implementation of the computational observer uses additive zero-mean 563
Gaussian noise as a proxy for all of post-receptor vision. This noise does not model stimulus-564 specific effects. Rather, it was included because real observer thresholds are considerably 565 higher than those of the computational observer, even when we consider only 1° by 1° patches 566 of retina. We are eager to extend our computational-observer models to incorporate both the 567 conversion of isomerization rate to photocurrent and the recombination of signals from 568 different classes of cones by retinal ganglion cells, along the lines of sequential ideal observer 569 analysis outlined by Geisler (1989) . A computational observer that models multiple stages of 570 neural information processing in the retina will likely provide a better account of the 571 experimental data with less need for an omnibus parameter to reduce overall efficiency. 572 
