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A B S T R A C T
Over the last century civilization has systematically supported a market-
based approach to developing technical, financial, social and legal
tools that focus on efficiency, growth and productivity. In this manner
we have achieved considerable progress on some of the most press-
ing humanitarian challenges, such as eradicating infectious diseases
and making life easier and more convenient. However, we have often
put our tools and methods to use with little regard to their systemic
or long-term effects, and have thereby created a set of new, inter-
connected, and more complex problems. Our new problems require
new approaches: new understanding, solution design and interven-
tion. Yet we continue to try to solve these new problems with the
same tools that caused them.
Therefore in my dissertation I ask:
How can we understand and effectively intervene in
interconnected complex adaptive systems?
In particular, my thesis presents through theory and practice the
following contributions to addressing these problems:
1. A post-Internet framework for understanding and interven-
ing in complex adaptive systems. Drawing on systems dynam-
ics, evolutionary dynamics and theory of change based on causal
networks, I describe a way to understand and suggest ways to
intervene in complex systems. I argue that an anti-disciplinary
approach and paradigm shifts are required to achieve the out-
comes we desire.
2. Learnings from the creation and management of post-Internet
organizations that can be applied to designing and deploying
interventions. I propose an architecture of layers of interoper-
ability to unbundle complex, inflexible, and monolithic systems
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and increase competition, cooperation, generativity, and flexibil-
ity. I argue that the Internet is the best example of this architec-
ture and that the Internet has provided an opportunity to de-
ploy this architecture in other domains. I demonstrate how the
Internet has has made the world more complex but through low-
ering the cost of communication and collaboration has enabled
new forms of organization and production. This has changed
the nature of our interventions.
3. How and why we must change the values of society from one
based on the measurement of financial value to flourishing
and robustness. The paradigm determines what we measure
and generates the values and the goals of a system. Measuring
value financially has created a competitive market-based system
that has provided many societal benefits but has produced com-
plex problems not solvable through competitive market-based
solutions. In order to address these challenges, we must shift
the paradigm across our systems to focus on a more complex
measure of flourishing and robustness. In order to transcend
our current economic paradigm, the transformation will require
a movement that includes arts and culture to transform strongly
held beliefs. I propose a framework of values based on the pur-
suit of flourishing and a method for transforming ourselves.
Reflecting on my work experience, I examine my successes and
failures in the form of learnings and insights. I discuss what questions
are outstanding and conclude with a call to action with a theory of
change; we need to bring about a fundamental normative shift in
society through communities, away from the pursuit of growth for
growth’s sake and towards a sustainable sensibility of flourishing that
can draw on both the historical examples and the sensibilities of some
modern indigenous cultures, as well as new values emerging from
theoretical and practical progress in science.
Keywords: Cybernetics, Systems Dynamics, Philosophy of Science,
Internet, Cryptocurrency
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Scheming with Timothy Leary in 1995
Question authority and think for yourself.
— Timothy Leary
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I N T R O D U C T I O N
As the college drop-out brother of a double PhD academic sister, I
grew up embracing and developing an interest-driven, non-academic
way of learning and participating in the world. I was determined to
learn through interacting, and through practice with intellectuals and
practitioners as my peers and mentors. I focused my energy on being
a connector of ideas and people and supporting organizations that
I believed were having an impact on the world — a sort of public
intellectual and activist.
When I joined the Media Lab as its director seven years ago, its
impact-oriented research and the unstructured innovation thus felt
familiar and consistent with my own values and practice. As Miles’s
Law (Miles, 1978) states, “Where you stand depends on where you
sit.” While the Media Lab is free of many of the constraints of dis-
ciplinary scholarship, we are part of an academic institution and are
necessarily academic in our degree programs and in our faculty pro-
motion process. Since my arrival, I’ve become more familiar with and
respectful of disciplines and academic rigor. Having said that, I be-
lieve it is my role and the role of the Media Lab to develop a new
model of rigor and how an academic institution contributes to the
world.
I am accidentally approaching the process backwards, having be-
coming Lab director first, then a professor of the practice and now
a PhD candidate, but this has given me the advantage of looking at
everything from roughly the opposite direction than is typical. One
of the motivations for writing this dissertation is to better understand
the process of putting together a dissertation. This understanding has
already helped me better comprehend the dynamics of being a stu-
dent and the process of producing and defending claims much better.
1
2 introduction
In this dissertation, I make broad claims and suggest a way for-
ward for the Media Lab and myself. I connect to existing work and
literature from across many disciplines, but I am not a dedicated re-
searcher in any one discipline, and my depth is limited compared to
specialists in any of these fields. My purpose is to draw on and con-
nect these disciplines and to develop and propose a new way to work
across and between disciplines.Some would argue
that the world is
happier and more
fair (Pinker, 2012),
while others would
argue that much of
this abundance is a
result of exploitation
and extraction that
is neither fair nor
sustainable and that
leads to global
instability and
conflict (Cronin and
Pandya, 2009).
As a connector and a person focused on the synthesis of ideas and
practice, the majority of my work is by definition collaborative and
mostly in support of the work of others. In this dissertation, I describe
this at a meta layer, and argue that what I have learned through the
practice of my work informs my ideas about a new theory, as well as
practical methods for understanding and intervening.
We are in a pivotal moment in history where the problems that
now face civilization are fundamentally different from the challenges
of the past. The Media Lab is playing an important role in addressing
these challenges. This dissertation is about what our role is and how
we can increase its positive impact.
Advances in science and technology enabled the industrial revo-
lution that allowed civilization to scale and prosper by making the
world more efficient, effective, and rich. Some would argue that the
world is happier and more fair (Pinker, 2012), while others would
argue that much of this abundance is a result of exploitation and ex-
traction that is neither fair nor sustainable and that leads to global
instability and conflict (Cronin and Pandya, 2009).
The problems to which we have applied our academic and business
efforts have created benefits to society such as material abundance,
the elimination of acute medical problems, and overall convenience
and efficiency. At the same time, systems of government and markets
have developed that have made the deployment of capital extremely
efficient and effective for capitalists.
Society has developed a number of tools, including: entrepreneur-
ship and a way to attract capital to companies to pursue exponen-
tial growth; technical tools to improve efficiency and productivity in
the capital markets; infrastructure; drugs to increase life expectancy;
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and educational and vocational systems that support physical and
economic mobility. For the first time, however, we are seeing a de-
crease in life expectancy in the United States (Kochanek et al., 2017),
attributed to the opioid crisis (Stein, 2017). Chronic disease continues
to be a problem in the US and is increasingly a problem in many other
countries caused by the very abundance and convenience we created,
which have led to overeating and a lack of exercise, as well as drug
abuse. There has been a drop in physical and economic mobility in
the United States, a decline in public understanding of science and
math (Kerr, 2016), and increasing income disparity (Alston, 2017). Yet
we continue to use the tools that have caused our current problems to
solve our new problems. Donella Meadows, a systems dynamics re-
searcher who worked at MIT and whose work has had a deep impact
on my thinking, points out in “Leverage Points: Places to Intervene in
a System” (Meadows, 1997) that we are trying to solve the problems
of environmental destruction, poverty and hunger with growth when
these problems are themselves a byproduct of growth. We must address
our new generation
of complex problems
— climate change,
social disparity and
polarization, poor
health — in new
ways that not only
require new tools
but a paradigm shift
away from the
dominant values
that have developed
through the
industrial
revolution.
We must address our new generation of complex problems — cli-
mate change, social disparity and polarization, poor health — in new
ways that not only require new tools but a paradigm shift away from
the dominant values that have developed through the industrial rev-
olution. As Scott E. Page explores in Diversity and Complexity (Page,
2010), adaptive attributes of such complex systems can be harnessed
to direct the systems towards sustainable and flourishing states.
William Fisher, a Professor at Harvard Law School, in “Theories of
Intellectual Property” (Fisher, 2001) describes many ways of thinking
about human flourishing. The definition of flourishing that I am us-
ing to describe healthy systems to is similar to the “eudaimonia” and
productive self-actualization described by Aristotle in “Nicomachaen
Ethics“ (Rowe and Broadie, 2002). This is also similar to the Japanese
term 生き甲斐 Ikigai or the French term raison d’être, which describe
a meaning for living. A shift in priorities towards a more eudai-
monic notion of flourishing over a hedonistic one is a key part of
the paradigm shift I believe we need.
4 introduction
It is clear all that complex systems are interconnected and must be
viewed together, and that there are many similarities in how we might
intervene in these different systems to increase flourishing in the form
of resilience and robustness. The industrial paradigm of control and
compositional thinking1 are no longer appropriate.
The Internet and communications technology have significantly de-
creased the cost of collaboration and communication and increased
complexity. Before the industrial revolution, most production occurred
in markets. With the industrial revolution came corporations that in-
creased efficiency through centralization of resources and manage-
ment (Coase, 1937). The Internet brought commons-based peer pro-
duction — non-corporate production modes that allowed participants
to assign their own labor with a more decentralized and bottom-up
organization structure (Benkler, 2002). (See figure Figure 1.)
Corporations continued to aggregate power, distribution, and cap-
ital, prompting a regulatory intervention in the United States ; the
Sherman Antitrust Act was enacted to break up monopolies that were
exerting complete control over the market (Sherman Antitrust Act).
The Internet, in many ways, led to even more decentralization and
the creation of more competitive and dynamic markets where once
monolithic telecommunications companies had dominated. However,
twenty years in to the widespread rise of the Internet, companies such
as Google and Facebook are now exhibiting monopoly-like scale and
behavior. This new era of monopolies is built on digital networks
rather than physical goods and distribution. (See figure Figure 2.)
The Internet has enabled organizations and movements to emerge
in decentralized and bottom-up ways, but the nature of networks
has also created a new kind of monopoly and centralization. These
new monopoly-like enterprises have similar dynamics to the previ-
ous generation of monopolies. Our challenge is to use our new forms
of organization and intervention to fight against these new forms of
centralization as well as the old — a post-Internet, community-based
approach. We need to shift the paradigm of society from its orienta-
1 Neri Oxman often refers to the notion that something is just the sum of its parts or
that a complex system can be disassembled and understood to be “compositional
thinking.”
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Figure 1: The Internet and communications technology have significantly
decreased the cost of collaboration and communication and in-
creased complexity. Before the industrial revolution, most pro-
duction occurred in markets. With the industrial revolution
came corporations that increased efficiency through centraliza-
tion of resources and management (Coase, 1937). The Internet
brought commons-based peer production - non-corporate produc-
tion modes that allowed participants to assign their own labor with
a more decentralized and bottom-up organization structure (Ben-
kler, 2002).
tion toward short-term capital to long-term flourishing, so that orga-
nizations and individuals can change their behavior, and the systems
can evolve to become more robust and healthier.
In this dissertation, I describe the problems that must be addressed,
present a theory of change, and explore concrete examples based on
decades of practice. I present both a theoretical framework and prac-
tical approach for how we may transform society to address the com-
plex problems we face today.
1.1 overview of dissertation
The dissertation begins by describing five primary problem: the peril
of silos; the problem of monolithic and centralized systems; the op-
portunity and need to rethink democracy in the post-Internet era; the
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Figure 2: The Internet caused an unbundling of power and decentralization
further diminishing the power of traditional monopolies such as
telephone companies, but heralding a new generation of network-
based monopolies in contrast to the material-based monopolies of
the industrial revolution.
need to rethink health and medicine; and how to address climate and
environmental issues in Chapter 2.
In Chapter 3 I present a framework for understanding the systems
we will be discussing. I draw on systems dynamics, evolutionary bi-
ology, cybernetics, design, history and philosophy of science, the his-
tory of the Internet, and lessons from Lawrence Lessig. I share my
own thoughts on the nature of the Internet and the perils of reduc-
tionist thinking. I argue that the only way to change the system is
through a paradigm shift in theories and methods of change. I argue
that the intervention is best delivered through an artistic and cultural
intervention, using the hippie movement as an example.
In Chapter 4 I describe how the Media Lab works, using several of
the initiatives at the Media Lab as examples of an “antidisciplinary”
approach to address the peril of silos. I then share my work as the
CEO of Creative Commons, a board member of The Open Source Ini-
tiative, my work in the cryptocurrency communities since the 1990s,
and my work in the venture and venture capital community to de-
scribe my learnings from, and contributions to, decentralized archi-
tectures. I share my work on various layers of the Internet infrastruc-
ture, including my role in the development of social media and the
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Figure 3: Thesis Structure: Chapter 1 describes the thesis and provides an
overview of the structure and arguments of dissertation. Chapter 2
Characterizing several systems that require change in the face of
increasing complexity. Chapter 3 presents theory of change devel-
oped through the work of others and my own experience. Chap-
ter 4 includes personal reflections and thoughts on how we might
behave as individuals and institutions. Finally, I end with a conclu-
sion and an exploration of future work in Chapter 5.
new public sphere, and my teaching and research in the ethics and
governance of artificial intelligence. I consider these as contributions
to reinventing the new post-Internet democracy. I discuss my course,
“Principles in Awareness” at the Media Lab that I teach with the Ven-
erable Tenzin Priyadarshi that explores self-awareness. I describe the
Health 0.0 initiative — a new intervention to think about the future of
health and medicine, and whether we can apply learnings from the
Internet and the antidisciplinary approach. I also describe my work
as the board chair of PureTech Health — a new kind of biomedical
company. Lastly, I describe my work on the environment, describing
the citizen radiation measurement organization Safecast as an exam-
ple not only of environmental activism but as a new way of using
post-Internet organizational principles to create grassroots activity. I
also share the efforts of the Nia Tero organization to protect the en-
vironment through collaboration with indigenous people and local
communities.
In Chapter 5 I reflect on my own journey and address some of the
questions that were raised during the dissertation defense and in feed-
back from the committee. I discuss happiness, conviviality, interest-
driven learning, and how we might as individuals and organizations
apply the lessons developed through the course of this dissertation.
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Chapter 6 is a conclusion in which I reflect on my work experi-
ence and examine my successes and failures in the form of learnings
and insights. I discuss what questions remain, and conclude with a
direction for my future work based on a theory of change: a funda-
mental, normative shift in society away from the pursuit of growth
for growth’s sake. I argue that this new sensibility should draw on
historical trends, indigenous sensibilities, and new values emerging
from the environment created by new technologies and understand-
ing of science.
2
R E Q U I R I N G C H A N G E
In this chapter, I describe several systems that require interventions
as a result of the increasing complexity of their environments.
2.1 the peril of silos
Academic disciplines are essential for the advancement of the sci-
ences and the humanities.
Academic disciplines create rigor and discipline to help validate
claims; to create a common language and framework; to share tools;
and to build on the work of others in the same field to advance the
field in effective ways. Academic journals, departments and confer-
ences create vibrant communities that enable members of disciplines
to collaborate and go deeper and deeper into a particular topic or
domain.
Dividing academic and human endeavor into fields and disciplines,
however, has a negative side-effect: it creates silos that make it diffi-
cult to work across, among, or beyond specific disciplines. Each disci-
pline has its own frameworks and language, and even when they are
saying similar things, it’s often difficult to communicate effectively
with people in other disciplines.
Siloing has multiple causes:
Peer review, which is important to ensure that claims are prop-
erly established and that the contributions that take up journals’ lim-
ited space are in fact worthwhile, often reinforces depth over breadth.
This ever increasing specialization often contributes to disciplines be-
coming more isolated and siloed. For example, In “Looking Across
and Looking Beyond the Knowledge Frontier: Intellectual Distance,
Novelty, and Resource Allocation in Science,” researchers describe
a study that randomly assigned grant proposals to 2,130 evaluators.
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The study found that “evaluators systematically give lower scores to
research proposals that are closer to their own areas of expertise and
to those that are highly novel” (Boudreau et al., 2016).
Also, scientific journals over time exhibit a tendency to evolve from
publishing applied papers to papers that are more and more theo-
retical and abstract. In their paper “The delineation of an interdis-
ciplinary specialty in terms of a journal set” researchers show that
the interdisciplinary field of communications studies became increas-
ingly self-referential as dedicated journals emerged (Leydesdorff and
Probst, 2009).Ed Boyden, a
colleague at the
Media Lab who runs
the Synthetic
Neurobiology group,
often refers to the
famous adage that
the American
philosopher,
Abraham Kaplan,
talks about as “the
principle of the
drunkard’s search”:
(Kaplan, 2017)
drunks sometimes
look for their lost
keys under
lampposts because
that is where the
light shines.
In addition, many departments often hire new academics and grad-
uate students to advance existing departmental fields and disciplines,
thus avoiding the risk of hiring people who might complicate peer
review, tenure, or funding. In short, they are less adventurous.
Government funding tends to also be distributed along disciplinary
lines, reinforcing the work done in existing disciplines and the silos
around them.
The siloing that these various factors lead to can make disciplines
more comfortable, but less creative. Ed Boyden, a colleague at the Me-
dia Lab who runs the Synthetic Neurobiology group, often refers to
the famous adage that the American philosopher, Abraham Kaplan,
talks about as “the principle of the drunkard’s search”: (Kaplan, 2017)
drunks sometimes look for their lost keys under lampposts because
that is where the light shines. Boyden talks about the need to create
flashlights — metaphors for the tools he and his team are designing
and building — to facilitate a search for keys that have fallen in the
dark areas between street lamps. It turns out that there are a lot of
keys lying around in those dark spaces.
In fact, abundant evidence shows that the majority of useful in-
ventions are discovered while looking for something else. A 2005
survey of European patents (Gambardella, Harhoff, and Verspagen,
2008) found that nearly half of the underlying inventions “[arose] un-
expectedly from research projects undertaken for other purposes or
from activities other than inventing” (Kennedy, 2016). The New York
Times reported on other studies with similar results.
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Bridging disciplines is not a new idea. Interdisciplinary study has
been widely and successfully pursued, generating new fields such
as bioengineering, and unlocking tremendous value. New disciplines
are often born at the intersection of old disciplines.
But as more and more cross-cutting fields such as computation
emerge, we find that the the evolution of traditional disciplines may
not be fast or flexible enough to deploy people and resources in the
necessary fields to avoid being outpaced by technology, opportunities,
and threats.
It is not only academia that is segmented and siloed. Corpora-
tions hit by the advances in the Internet have found themselves in
completely new industries. For example, newspapers are competing
with social networks, Craig’s List, and mobile apps more than with
other newspapers. Companies’ IT strategies can no longer confine
themselves to back rooms. Newspaper companies are having to learn
about online video. Pharmaceutical companies are having to embrace
artificial intelligence in the search for new drugs. At the same time,
computer software companies are having to develop ethics policies.
2.2 monolithic and centralized systems
When Alexander Graham Bell invented the telephone, his business
model was to lease out phones and hire contractors to run wires be-
tween them. The early telephone and telegraph companies strung
wires from poles across the nation, controlling the entire network in-
frastructure, from local telegraph offices to the telephones. in people’s
parlors. This made sense when the technology was relatively simple,
and controlling and managing the network centrally allowed it to
evolve as the technology advanced.
When communications became digital, we entered a new age of
communications infrastructure.
The digital age brought many advances in technology including
better sound, and it also gave birth to encrypted phone calls and fax
machines. Engineers working at Bell Laboratories soon realized that
when they tried to make the quality of the sound better, they dis-
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rupted fax and other data services. David Isenberg, who was a Dis-
tinguished Member of Technical Staff at Bell Labs at the time, wrote
the seminal paper, “The Rise of the Stupid Network” (Isenberg, 1997),
asserting that a network provider should not try to optimize its net-
work for any particular purpose, but rather should diligently deliver
the bits reliably from one end of the network to the other (creating
an “end-to-end” network as it is sometimes called), and allow innova-
tion to take place at the edges — phone, fax and other services. They
didn’t take his advice, and not long after fired him.Through
government
regulation, civil
society, and
technical advances
and protocols
designed by the
technical
community, the
products and
services were
unbundled and
broken up together
with the layers of the
Internet, allowing
innovation and
competition on each
layer, greatly
enhancing services
to users, and
lowering costs. A
similar unbundling
is now beginning in
the financial services
sector.
However, the regulators and the market began to “unbundle” the
telecommunications system — separating into layers what had once
been offered as a bundle. This was the key to the success of the In-
ternet. In Japan, for example, the Ministry of Posts and Telecommu-
nications intervened to allow small Internet service providers to be
licensed to provide Internet connectivity and forced deregulation to
allow us to lease layer two connectivity from the telephone companies
and sell IP services directly to consumers. Later, the Ministry went
even further forcing telecommunications operators to lease dark fiber
allowing me, for instance, to lease dark fiber and “light up” both
ends with my own hardware and connect to the Japan Internet Ex-
change (JPIX) directly by peering through the Widely Integrated Dis-
tributed Environment (WIDE) network.
Other countries are still “bundled.” In the United Arab Emirates,
for example, Voice over Internet Protocol (VoIP) is still banned by the
nation’s Telecommunications Regulatory Authority and all voice traf-
fic is controlled by the local telecommunications companies. While
the Internet architecture consists of technically unbundled layers, busi-
nesses continue to try to bundle the layers to exercise pricing and
product power, but their arguments have much less technical valid-
ity than before the Internet. Debates such as the current one over net
neutrality in the United States are over the commercial bundling of
layers.
Encryption created new issues, complicating, for instance, the abil-
ity of U.S. law enforcement authorities to order wiretaps. Many be-
lieved that encrypting communications would decrease surveillance
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because wiretaps would be harder, and for that reason the govern-
ment fought to ban encryption., while many of us fought for end-
to-end encryption. Once it became clear that the government would
not win the debate, in 1994 it passed the Communications Assistance
for Law Enforcement Act (CALEA) that funded the development of,
and mandated the deployment of, digital wiretapping technologies
at the telephone companies. This paved the way for wiretapping at
the massive scale revealed by Edward Snowden two decades later.
This was a very frustrating event for us, and a lesson that even in a
decentralized, layered system, regulators can take their interventions
to another layer to get what they want.
Through government regulation, civil society, and technical advances
and protocols designed by the technical community, the products and
services were unbundled and broken up, together with the layers
of the Internet, allowing innovation and competition on each layer,
greatly enhancing services to users, and lowering costs. (This argu-
ment is more fully described in Section 3.2.5.)
A similar unbundling is now beginning in the financial services
sector. The United Kingdom through the second Payments Services
Directive (PSD2) is compelling banks to open their data in a standard-
ized format to allow others to create products and services on top of
existing financial institutions (Cortet, Rijks, and Nijland, 2016). The
new directive, called Open Banking, came into force on January 13,
2018 (What is Open Banking and PSD2?). The Monetary Authority of
Singapore is pushing for a similar Open Banking initiative (Banking
et al., 2017).
Unbundling fundamentally changes the ability of new entrants to
come into the marketplace of both ideas and businesses, increasing
the number of competitors and the amount of competition. As the
telecommunications layer based on this unbundled system became
more successful, it began to affect the next layer on the “stack” — the
layer of media and and the public sphere that was originally built
on top of the older monolithic communications technologies. (See
Figure 23 in Section 3.2.5.)
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2.3 emergent democracy
As unbundling and the Internet drove down the cost of communi-
cation, it allowed everyone to become a publisher and a contributor
to the global dialog. This dramatically impacted the nature of media
and the public sphere.We believed that
blogs would evolve
into a social medium
that would
transform
democracy and make
the world a
wonderful, new
place.
In 2003, I wrote an essay with the active participation of my on-
line community as weblogs, or blogs, began to flourish (Ito, 2003b).
Ross Mayfield who participated in these conversations coined the
phrase “emergent democracy” to described what we believed was
a new form of democracy emerging from our new tools. We believed
that blogs would evolve into a social medium that would transform
democracy and make the world a wonderful, new place.
What follows is the first part of the essay, in which I described emer-
gent democracy. As you will see, It was prescient about some things
and quite naive about others. It serves as a marker in time, remind-
ing us of how transformative we hoped and believed the Internet’s
decentralized architecture would be. (I have excluded the remainder
of the essay because it deals primarily with the specifics of the tools
that we had available back in 2003.)
Essay except begins here.
Proponents of the Internet have committed to and sought
for a more intelligent Internet where new democratic meth-
ods could be enabled to help rectify the imbalance and
inequalities of the world. Instead, the Internet today is a
noisy environment with a great deal of power consolida-
tion instead of the level democratic Internet many envi-
sioned.
In 1993 Howard Rheingold wrote (Rheingold, 1993),
We temporarily have access to a tool that could
bring conviviality and understanding into our
lives and might help revitalize the public sphere.
The same tool, improperly controlled and wielded,
could become an instrument of tyranny. The vi-
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sion of a citizen-designed, citizen-controlled world-
wide communications network is a version of
technological utopianism that could be called
the vision of “the electronic agora.” In the orig-
inal democracy, Athens, the agora was the mar-
ketplace, and more — it was where citizens met
to talk, gossip, argue, size each other up, find
the weak spots in political ideas by debating
about them. But another kind of vision could
apply to the use of the Net in the wrong ways, a
shadow vision of a less utopian kind of place —
the Panopticon. “It is also possible
that new
technologies will
empower terrorists
or totalitarian
regimes. These tools
will have the ability
to either enhance or
deteriorate
democracy and we
must do what is
possible to influence
the development...”
Since then he has been criticized as being naive about his
views (Rheingold, 2001). This is because the tools and pro-
tocols of the Internet have not yet evolved enough to allow
the emergence of Internet democracy to create a higher-
level order. As these tools evolve we are on the verge of
an awakening of the Internet. This awakening will facil-
itate a political model enabled by technology to support
those basic attributes of democracy which have eroded as
power has become concentrated within corporations and
governments. It is possible that new technologies may en-
able a higher-level order, which in turn will enable a form
of emergent democracy able to manage complex issues
and support, change or replace our current representative
democracy. It is also possible that new technologies will
empower terrorists or totalitarian regimes. These tools will
have the ability to either enhance or deteriorate democracy
and we must do what is possible to influence the develop-
ment of the tools for better democracy. This sentence also
from 2003 sounds both prescient and naive.
16 requiring change
2.3.0.1 Democracy
In the dictionary definition, democracy “is government by
the people in which the supreme power is vested in the
people and exercised directly by them or by their elected
agents under a free electoral system.” In the words of
Abraham Lincoln, democracy is a government “of the peo-
ple, by the people, and for the people” (Lessig, 2002).
Rome and most democratic nations since then have cho-
sen a republican form of representative democracy. Di-
rect democracy does not scale and because the unedu-
cated masses were considered unfit to rule directly, those
who were more “fit to lead” were chosen to represent the
masses. Representative democracy also allows leaders to
specialize and focus in order to formulate opinions about
the variety of complex issues, which need to be resolved
where an uneducated and uninterested population could
not be expected to directly understand all of the issues.
The failure of democracy to scale is also not complicated
to understand. The founding fathers of this country, the
“egalitie, fraternitie and libertie” of France and most other
liberals that moved society toward freedom and liberty in
the 1700’s could not have been expected to visualize the
growth of populations, radical evolution of science, vast
increases of technology and incredible increases in mobil-
ity of information, money, goods, services and people. Nor
could they know or visualize the topography of countries
such as the United States, Canada and China, or conti-
nents such as Africa, Northern Europe, Russia or Latin
America. They laid out such vast topography to the best of
their ability on grids that bore no resemblance to the real-
ity of the environment or to the huge increases in scale of
population commerce and government. In the main, they
did not foresee a need for the right to self-organize — to
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adjust scale and degrees of separation as such increases
occurred (Ito, 2003a).
As the issues facing government become larger and more
complex, new tools are enabling citizens to self-organize
more easily. It is possible that such tools will enable democ-
racies to scale and become more adaptable.
A democracy is ideally governed by the majority and pro-
tects the rights of the minority. For a democracy to per-
form this properly it must support a competition of ideas,
which requires critical debate, freedom of speech and the
ability to criticize power without fear of retribution. In
a true representative democracy the power must be dis-
tributed into multiple points of authority to enable checks
and balances.
2.3.0.2 Competition of ideas
A competition of ideas is essential for a democracy to em-
brace the diversity of its citizens and protect the rights of
the minority, while allowing the consensus of the majority
to rule. The competition of ideas process has evolved with
the advancement of technology.
For example, the printing press made it possible to pro-
vide more information to the masses and eventually pro-
vided the people a voice through journalism and the press.
Arguably, this has been replaced by the voice of mass me-
dia operated by large corporations. As a result, there is
less diversity and more internalization of the competition
of ideas.
2.3.0.3 Critical debate and freedom of speech
The competition of ideas requires critical debate that is
widely heard. Although we have many tools for managing
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such debate, increasingly there are barriers to our engag-
ing in it at all.In the increasingly
sophisticated world
of databases and
systematic profiling
of individuals, the
protection of those
citizens and
whistleblowers
willing to question
power must be
assured.
2.3.0.4 The Commons
If nature has made any one thing less suscep-
tible than all others of exclusive property, it is
the action of the thinking power called an idea,
which an individual may exclusively possess as
long as he keeps it to himself; but the moment
it is divulged, it forces itself into the possession
of every one, and the receiver cannot dispossess
himself of it. Its peculiar character, too, is that
no one possesses the less, because every other
possesses the whole of it. He who receives an
idea from me, receives instruction himself with-
out lessening mine; as he who lights his taper at
mine, receives light without darkening me.
That ideas should freely spread from one to
another over the globe, for the moral and mu-
tual instruction of man, and improvement of his
condition, seems to have been peculiarly and
benevolently designed by nature, when she made
them, like fire, expansible over all space, with-
out lessening their density in any point, and like
the air in which we breathe, move, and have our
physical being, incapable of confinement or ex-
clusive appropriation (Jefferson, 1813). — Thomas
Jefferson
As the notion of intellectual property continues to grow in
scope, more and more of what was one part of common
knowledge is becoming the property of corporations.
As the infrastructure for communication becomes more
tuned to the protection of property than the free spread-
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ing of ideas, the capacity for critical debate is severely con-
strained.
Even though ideas are not subject to copyright, increas-
ingly draconian copyright protection legislation limits the
scope and meaning of fair use and even the flow of innova-
tion, thereby having the same effect as if ideas were prop-
erty owned and controlled by corporations. It includes the
code inside of the computers and networks, which con-
trols the transmission or reproduction of information.
2.3.0.5 Privacy
Democratic or otherwise, rarely, very rarely, does any con-
centration of power or wealth desire to see subjects well in-
formed, truly educated, their privacy ensured or their dis-
course uninhibited. Those are the very things that power
and wealth fear most. Old forms of government have ev-
ery reason to operate in secret, while denying just that
privilege to subjects. The people are to be minutely scruti-
nized while power is to be free of examination (Ito, 2003a).
In addition to the legal and technical ability to speak and
engage in critical debate, citizens must be allowed to speak
without fear of retribution. In the increasingly sophisti-
cated world of databases and systematic profiling of indi-
viduals, the protection of those citizens and whistleblow-
ers willing to question power must be assured. The pow-
erful are increasingly able to threaten the weak, and this
power must be countered by an increase in the ability of
people to manage their identities, which are more and
more defined by the profiles created by electronically col-
lected information.
It is essential to understand the difference between pri-
vacy and transparency. When the powerful collect infor-
mation to control the weak and hide behind secrecy, this
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is an invasion of privacy and is the basis of a surveillance-
based method of security.
In one of the earliest critiques of the ID card proposal (Jan-
uary 1986) Professor Geoffrey de Q Walker, now dean of
law at Queensland University, observed (Davies, 1987):
One of the fundamental contrasts between free
democratic societies and totalitarian systems is
that the totalitarian government [or other totali-
tarian organization] relies on secrecy for the regime
but high surveillance and disclosure for all other
groups, whereas in the civic culture of liberal
democracy, the position is approximately the re-
verse.
Steve Mann presents the notion of sousveillance (Mann,
2002) as a method for the public to monitor the establish-
ment and provide a new level of transparency. This has
been the role of the press, but with its strong orientation
toward positive feedback, the media has tended to focus
on less relevant issues, which get an inordinate amount of
attention. One such example was the media’s fascination
with Gennifer Flowers and her claim that she had had an
affair with President Clinton.
Weblogs and other forms of filtering coupled with many
of the capture and transmission technologies discussed by
Mann may provide a better method of capturing and fil-
tering relevant information while suppressing irrelevant
information where the privacy damage exceeds the value
to the public. An example of weblogs exceeding the ability
of the mass media to identify relevant information is the
case of Trent Lott. The national media covered briefly his
racist comments during Strom Thurmond’s 100th birth-
day party. After the national media had lost interest, the
weblogs continued to find evidence of Lott’s hateful past
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until the mass media once again took notice and covered
the issue in more depth (Shachtman, 2002).
The balance between what is relevant and not relevant is
exceedingly difficult and important and culturally biased.
Mechanisms to check the filtering mechanism for corrup-
tion and imbalance are necessary. It will be a variety of
checks and balances and the combination of a diversity of
methods that may provide us with the balanced view.
2.3.0.6 Polling and Direct Democracy
Direct democracy - the government of the public by itself
- has always been said to be impossible on a large scale be-
cause of the technical difficulty of such direct governance
and the fact that the complexities of involved in running
a large state requires a much deeper understanding of the
issues, specialization, and a division of labor. Represen-
tative democracy, wherein elected representatives of the
people are chosen through a voting mechanism, is consid-
ered by most to be the only possible way to manage a
large democracy. As the voting mechanism becomes more
organized and the difficulty of participating in the critical
debate increases, we find that elected representatives rep-
resent people who have the power to influence the voting
mechanism and the public debate. These groups of people
are often minorities who have more financial influence or
the ability to mobilize a large number of motivated peo-
ple through religious or ideological means. The extremists
and corporate interests dominate many democracies, and
the silent majority have very little input in the selection of
representatives or the critical debate (Ito, 2002b).
A variety of groups have been successful in polling the
silent majority and amplifying its opinions to provide sup-
port for moderate politicians on policy issues. One such
group, Peaceworks, operates in Israel and Palestine through
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polling, by telephone and the Internet, the average citizens
who are in favor of peace and amplifying their opinions
by then publishing the results in reports and the mass me-
dia. This method of bypassing the traditional methods of
influencing representatives is a form of direct democracy,
which is becoming increasingly popular and important as
technology makes such polling easier.
Generally, polling, as a form of direct democracy is very
effective for issues which are relatively simple and about
which the silent majority have an opinion that is under-
represented. For more complex issues, such direct democ-
racy is criticized as populist and irresponsible.
To address this issue, Professor James S. Fiskin has de-
veloped a method of polling called deliberative polling.
Deliberative polling combines deliberation in small group
discussions with scientific random sampling to increase
the quality and depth of the understanding of the partici-
pants while maintaining a sampling that reflects the actual
distribution of the population rather than the distribution
of political power. Deliberative polling has been used suc-
cessfully to poll people about relatively complex issues
such as tax policies (Fishkin, Luskin, and Jowell, 2000).
It is possible that there is a method for citizens to self-
organize to deliberate on and address complex issues as
necessary and enhance our democracy without any one
citizen being required to know and understand the whole.
This is the essence of an emergence, and it is the way that
ant colonies are able to “think” and our DNA is able to
build the complex bodies that we have. If information
technology could provide a mechanism for citizens in a
democracy to participate in a way that allowed self-organization
and emergent understanding, it is possible that a form
of emergent democracy could address many of the com-
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plexity and scalability issues facing representative govern-
ments today.
In complex systems the role of the leader is not about de-
termining the direction and controlling the followers, but
about maintaining integrity, representing the will of the
followers and influencing and communicating with peers
and leaders above (Hock, 1999). The leader becomes more
of facilitator and a custodian of the process than a power
figure, and is often the catalyst or manager of a critical
debate or the representative of a group engaged in one
(Ito, 2002a). The leader is often the messenger delivering
the consensus of a community to another layer or group.
Indeed, some leaders in a representative democracy act in
this manner. And as leadership becomes necessary to man-
age the development of an opinion or idea about a com-
plex issue, information technology could enable quick and
ad hoc leader selection and representation of that opinion
or idea in a larger debate.
End of essay excerpt.
2.3.0.7 Postscript to Emergent Democracy
Thoughts from 2018
What we imagined,
but weren’t able to
build, were systems
of leadership,
institution building
and collaboration —
or what to do after
established
institutions are
overthrown.
Through our participation in and understanding blogs and early
user-generated-content, we had predicted the rise of a new form of
voice and collective action and the role of social media on politics and
opinion.
This essay was written in 2003 before the Arab Spring that began in
2010 with the Tunisian Revolution, spreading to Libya, Egypt, Yemen,
Syria and Bahrain. The success of the Arab Spring in overthrowing
regimes was attributed in great part to the use of social media. The
Arab Spring demonstrated that these emergent systems could help
overthrow established institutions.
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What we imagined, but weren’t able to build, were systems of lead-
ership, institution building and collaboration — or what to do after
established institutions are overthrown. While the Arab Spring was
able to overthrow the dictatorships in Tunisia, Libya and Egypt, the
activists were not well equipped to take over the operation of the
government, and only Tunisia has resulted in a transition to a consti-
tutional democracy (Ruthven, 2016).
More recently, polarization, hate groups, and extremism on the
Internet have been become exceedingly influential in the political
sphere, many focused on attacking established power, institutions
and the elite.
I believe that unlike the civil rights movement, which had devel-
oped an institutional structure and carefully constructed organiza-
tions to follow through with strategy and law-making, many of the
online movements are still impulsive. For example, Martin Luther
King Jr. met with Mahatma Gandhi to discuss nonviolent protest strat-
egy (“Account by Lawrence Dunbar Reddick of Press Conference in
New Delhi on 10 February 1959”). However, examples such as the
TimesUp Movement and the Parkland students protesting gun vio-
lence show a much greater degree of organization, strategy and fo-
cus, clearly learning from the past and developing new techniques,
while remaining decentralized organizations that lack clear leaders
or leadership structures.
As the public sphere and democracy are being disrupted and rein-
vented, we face similar challenges — an imperative — in health.
2.4 rethinking health and medicine
Recent advances in systems biology, neuroscience, immunology, gut
microbiology, and many other related fields reveal that the human
health system is far more complex than we previously understood.
The nervous system, the immune system and microbial systems within
the body are all highly interconnected and complex — and different
for each person. We do not fully understand how these systems work,
and much of our understanding is reductionist and inaccurate. Treat-
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ment paradigms are based on models that identify target problems
in an effort to identify and develop molecules that can be deployed
into a patient to intervene in his or her biological system to solve
a problem. The model for research has essentially been a method
akin to trial and error, and approval for use of new treatments in hu-
man beings has required a series of trials demanding a tremendous
amount of time and money, as stipulated by government. Pharmaceu- Despite new
developments and
huge investments,
the pharmaceutical,
health care and
insurance industry
is losing billions of
dollars on complex,
unpredictable and a
largely unsuccessful
drug development,
clinical trial and
research ecosystem
that is unable to
keep up with the
new challenges and
opportunities.
tical drug development mostly conducted in an ecosystem dominated
by large monolithic incumbents regulated by government agencies
has remained relatively unchanged for the last 30 years. Early dis-
covery experiments, performed in vitro or in cell culture assays, are
followed by translational studies in various animal models and then
by clinical trials. The process is further slowed by the fact that per-
formance in one model system doesn’t necessarily generalize to the
others, so that molecules that seem promising in in vitro models often
drop out as they move through the development chain.
Despite new developments and huge investments, the pharmaceu-
tical, health care and insurance industry is losing billions of dollars
on its complex, unpredictable and largely unsuccessful drug develop-
ment procedures that are unable to keep up with the new challenges
and opportunities as our new research and technology is revealing
just how vastly complex organic life is:
1. Systems biology, network medicine and bioinformatics approaches
have been predominantly used for analyses and interpretation
of medical data but have limited applicability at scale (DeVita
Jr and DeVita-Raeburn, 2015). For example, Vincent DeVita in
The Death of Cancer argues that the combinatorial complexity of
cancer treatments make it impossible to understand at scale.
2. Biomarker discovery, automation of research tasks, diagnoses
of medical images, clinical data and several other areas would
likely benefit significantly with integration of emerging tech-
nologies such as machine learning and Artificial Intelligence (AI)
(See Figure 4), gene editing and the “-omics,’: the emerging
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fields that include genomics, transcriptomics, epigenomics, pro-
teomics, and metabolomics.
3. Phase 3 outcomes trials conducted by large biotech companies
are among the most complex experiments performed in medicine.
Around fifty percent of Phase 3 trials fail. In the U.S. Food and
Drug Administration’s recently published white paper, “22 case
studies where Phase 2 and Phase 3 trials had divergent results”
(22 Case Studies Where Phase 2 and Phase 3 Trials Had Divergent
Results 2017), a common theme is the difficulty of predicting
clinical results across a wide patient base, even with the back-
ing of solid data.
4. The mechanism of action for many candidate drugs and biolog-
ics remains unknown. This knowledge is key to the design and
discovery of effective therapeutics.
5. Clinical trials are expensive and lack learnings and predictions
that could be gathered from past experimental successes and
failures of candidate molecules, adverse events and Half Maxi-
mal Inhibitory Concentration (IC50)1 measurements.
We are discovering how complex and interconnected every system
inside of our body is as well as how much our health is connected to
every system outside of our bodies. Health is, at a different scale, very
similar to the geological ecosystem which is also a massively complex
system of interconnected systems.
2.5 the environment
In retrospect, it is clear that unbridled capitalism with a lack of feed-
back about what was happening to the environment has gotten us
into the mess we call climate change. We had neither the measure-
ments nor people properly positioned necessary for us to become
aware of climate change and do something about it. National Aero-
1 IC50 is the half maximal inhibitory concentration and is used to measure the potency
of a substance in inhibiting a specific biological or biochemical function.
2.5 the environment 27
Figure 4: Machine learning and artificial intelligence architectures for drug
development. (Shah, 2018)
nautics and Space Administration (NASA) even tried to stifle disclo-
sure as the first climate scientists became aware of the issue (Winters,
2008). We now have a preponderance of evidence, but we are still at
a loss as to how we’re actually going to mitigate the worst effects of
climate change, even as we watch them coming.
Most of our systems are designed to do things better and more
efficiently without consideration for the costs and negative impacts
that they are able to externalize, encouraged by the financial markets
that reward the players who scale to create what consumers want to
buy. These dynamics have led us to extract and consume so much of
our natural resources with so little thought about the waste we are
expelling back into the environment.
We cannot expect the market to correct this on its own for it isn’t set
up to self-regulate or internalize these externalities. So I am currently
working with my Digital Currency Initiative (DCI) group and collabo-
rators at the Emerson Collective on a way to account for “natural cap-
ital’,’ adding to corporate balance sheets the value of the resources
they use and the cost of the pollution they create. The aim is to make
businesses put a price on their creation of what the British ecolo-
gist Garrett Hardin labeled “The Tragedy of the Commons” (Hardin,
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1968). We are exploring whether the blockchain or cryptography can
help with the accounting of these types of assets and liabilities.
One concrete example is the use of carbon credits to create quo-
tas on how much carbon companies put into the atmosphere, and
allowing them to trade these credits to buy and sell savings in carbon
emissions. The plan is to make a market for carbon emissions and
other natural assets and liabilities that will help slow the exploitation
of the natural systems. However, this is dealing mostly with “stocks”
and some “flows,” to use words from systems dynamics.
Climate is, however, a highly complex system, and we are only
measuring those elements that we know to monitor. James Hansen,
an atmospheric physicists at the NASA in the 1980s showed that key
factors such as CO2 and green house gases contribute to global warm-
ing (Hansen et al., 1981), connecting fossil fuel emissions to climate
change. My concern is that while greenhouse gases are clearly signif-
icant, it is easy to focus on only the most obvious and measurable
elements of complex systems. We may be too focused on the atmo-
sphere or on specific measurable parameters.
Also, optimizing for any one variable can have unpredictable con-
sequences in the long run. For example, biofuels which have been
touted as an environmentally friendly alternative to fossil fuels, might
have an opposite effort. Scientists argue that the production of ethanol
from corn requires more fossil fuel energy (Patzek, 2004) the ethanol’s
energy value. In addition, the farming and processing methods are
damaging the soil and causing other environmental side effects such
as N2O release (Crutzen et al., 2007).
We need to adopt a systems approach to climate change. It is pos-
sible, if not likely, that the fundamental change that we need is a
cultural intervention to redirect the sensibilities and behavior of con-
sumers so that they spend money on products created with little neg-
ative impact on the environment...or, better, products created in ways
that increase the sustainability of the planet.
Economists often say, “when the people in China and India are con-
suming as much energy and generating as much carbon per capita as
Americans. . . ” rather than “if the people in China and India are con-
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suming as much energy and generating as much carbon. . . ” Chang-
ing the norms of society may have more effect on the overall outcome
than any accounting or policy change. Maybe we should promote a
“natural dream” instead of the American Dream.
It is also possible to change norms through policy interventions.
Cars like the Toyota Prius and the Tesla are succeeding in part be-
cause of government subsidies to buyers and manufacturers. The suc-
cess of these cars appear to be having an impact on norms.
Climate change is a complex global problem that is also local. Ev-
ery town and village has a different context: ts energy requirements,
its social dynamics, its industries and their impact on the local envi-
ronment. Yet the architecture of markets and legal systems are often
at state, national or even global scales. Change at a local level requires
a bottom-up approach that can be coordinated but not literally man-
aged in the traditional top-down fashion.
We need a social movement.
We need a theory of change — a theory of the activation of com-
munities.

3
T H E O R Y O F C H A N G E
Our challenges are complex, extremely important and require paradigm
shifts and social movements to transform established institutions. To
be successful, we need to develop a theory of change that takes into
consideration both the historical context that has created the institu-
tions, challenges and problems, as well as considering new technolo-
gies such as the Internet, artificial intelligence, and the blockchain.
I use a methodology inspired by the formal methodology called
“The Theory of Change” that was created by and for the field of re-
gional development and philanthropy (Brest, 2010). This theory of
change methodology establishes primary long-range goals, and iden-
tifies the outcomes necessary to achieve those goals (Clark and Taplin,
2012). Interventions are programs or initiatives that connect outcomes
and goals. In Figure 5 I have mapped my theory of change.
To address the problems in the environment, social systems and
human health, we need a paradigm shift that allow us to understand,
design and deploy interventions in complex systems. This paradigm
shift will require a post-disciplinary approach; a new “participant
design” process in which the participants in the system are the de-
signers (Slavin, 2016) (described more in Section 3.2.1); that brings
together design and science; and a decentralized approach with a
decentralized architecture. These in turn will require decentralized
discourse initiatives, antidisciplinarity research initiatives, and open
standards-based initiatives. We are ready for this paradigm shift be-
cause the Internet has created new forms of communications, social-
media based organizational models, and the ability for new open
standards-based organizations to break up traditional monolithic or-
ganizations.
I have long engaged in decentralized discourse initiatives — that is,
multi-way, open conversations that develop ideas and social relation-
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Figure 5: My theory of change. In order to address the complex problems
in the environment, social systems and human health, we must
cause paradigm shifts to allow us to understand, design and de-
ploy in complex systems. This paradigm shifts will require a post-
disciplinary approach, a new participant design bringing together
design and science and a decentralized approach with a decentral-
ized architecture. These will require decentralized discourse ini-
tiatives, antidisciplinary research initiatives and open standards
based initiatives. The Internet has caused new ways of communi-
cations, created social-media based organization models and pro-
vided a way for new open standards-based organization to break
up traditional monolithic organizations.
ships. As an early blogger (discussed in Section 4.3.5.1), I helped to
bring blogs to Japan. Blogging inspired me to work on understand-
ing emergent democracy (discussed in Section 4.3.5.3). Some of my
innovations in academic publishing include the Journal of Design and
Science and the MIT Knowledge Futures Group (KFG) where we are
experimenting with community and online-based publishing, chal-
lenging traditional academic publishing discussed in (Section 4.2.2).
Also, the structure of the Media Lab that I am privileged to lead pro-
vides a decentralized, permission-free way to develop research and to
carry on extended conversations about it (discussed in Section 4.1).
Antidisciplinary research not only crosses disciplinary boundaries,
but explores areas of research between and beyond disciplines that
cannot be address by simple disciplinary intersectionality. For exam-
ple, Health 0.0 reimagines diagnostics and therapeutics by fundamen-
tally rethinking how we understand our biological systems, and by
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then developing and deploying technologies for treatment. This mir-
rors the way the Internet was developed by academics and grassroots
communities outside of the incumbent industrial players (described
in Section 4.4.2.2). The Space Initiative is another example (described
in Section 4.2.3). It takes advantage of the diminishing cost of space
exploration and research to democratize participation in space explo-
ration and research is. A third example is the Digital Currency Initia-
tive at the Media Lab (described in Section 4.3.3.4). It aims at creating
a core non-commercial, interdisciplinary, and antidisciplinary group
to bring together and coordinate the development of standards and
and technologies for digital currencies and the blockchain. It is situ-
ated in an academic environment, much like the early Internet was.
Finally, the Ethics and Governance in Artificial Intelligence program
— the fund, course and research — brings together all of the disci-
plines to forge a new interdisciplinary approach to thinking about
and deploying artificial intelligence (described in Section 4.4.1.1).
Examples of open standards-based initiatives include being the
CEO of Creative Commons (described in Section 4.3.1); being on the
board of the Internet Corporation for Assigned Names and Numbers
(ICANN); and being a board member of the Open Source Initiative
described in Section 4.3.2. My commitment to open standards-based
initiatives goes far back in my path. I helped set up and then served
as the CEO of the first Internet service provider in Japan, PSINet
Japan (described in Section 4.3.5). I co-founded Digital Garage, one
of Japan’s first web companies, which localized Infoseek Japan, one of
the first search engines in Japan as well as providing other important
Internet services. I advised and invested in in Havenco, an attempt to
create an Internet hosting service outside of any government jurisdic-
tion (described in Section 4.3.3.3). I have participated in the venture
ecosystem first as an entrepreneur and later as an investor, with a
primary interest in companies such as Flickr, Twitter and Kickstarter
that have contributed to the Internet’s open ecosystem.
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3.1 understanding change
3.1.1 Paradigms
System dynamics
and evolutionary
dynamics can help
us understand the
dynamics of systems,
as well as
suggesting ways to
intervene through a
new design
framework. One of
the key insights of
Meadows’s work in
systems dynamics is
that the overall
paradigms in a
system drive the
goals that then
determine how
elements in the
system optimize.
This view is
consistent with
evolutionary
dynamics.
In his 1962 book, The Structure of Scientific revolutions, Thomas Kuhn
explains his idea of a “paradigm” by saying it is “the set of com-
mon beliefs and agreements shared between scientists about how
problems should be understood and addressed” (Kuhn, 1970). In a
community or a social setting, paradigms can be the worldviews and
values that silently shape thinking and research. From the perspec-
tive of systems dynamics, Donella Meadows says that the paradigm
is that “out of which the system — its goals, power structure, rules,
its culture — arises.” (Meadows, 1997). Martin Nowak, director of
the Program for Evolutionary Dynamics at Harvard, explains that in
evolutionary dynamics and game theory, the paradigm determines
the unit of payout for the game (Nowak, 2006a). In a financial market
system, for example, the payout is economic or financial gain. In bi-
ology, it is reproduction. Paradigms influence the fitness of strategies
in evolution; the dynamics of communities; the behavior of complex
adaptive systems, and what we can imagine and think. Paradigms
can be transcended and altered, but there is no thinking outside of a
paradigm.
System dynamics and evolutionary dynamics can help us under-
stand the dynamics of systems, as well as suggesting ways to inter-
vene through a new design framework. One of the key insights of
Meadows’s work in systems dynamics is that the overall paradigms
in a system drive the goals that then determine how elements in the
system optimize. This view is consistent with evolutionary dynamics.
3.1.2 Systems Dynamics
Climate change and disparities in health and income are highly com-
plicated problems. Each is, in fact, a complex adaptive system, which
means that its vitality and flourishing are not improved by work-
ing harder, doing more, or scaling. In the field of systems dynamics,
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which explores managing complex systems, the positive feedback sys-
tems that create exponential growth and that have the highest busi-
ness payouts are typically viewed with alarm rather than envy be-
cause they tend to lead to unsustainable growth and ecosystem col-
lapse. Climate, health and
income disparity are
highly complicated
problems. Each is, in
fact, a complex
adaptive system, and
their vitality and
flourishing are not
improved by
working harder,
doing more or
scaling.
The field of system dynamics was developed in the 1950s by Pro-
fessor Jay Forrester of MIT. In 1972, the Club of Rome commissioned
systems dynamics researchers to create a computer simulation of ex-
ponential growth in an environment of limited resources. The model
used five variables, each growing exponentially: “population, food
production, industrialization, pollution, and consumption of nonre-
newable natural resources.” The report was called “The Limits to
Growth.” Two scenarios showed “overshoot and collapse” in the 21st
century, and one showed stabilization (Meadows, Randers, and Mead-
ows, 2004). Research continues in understanding resilience and the
similarities between social systems and ecosystems (Folke, 2006).
A simple system looks something like this (see Figure 6).
Figure 6: Image of a simple system inspired by figure from Donella Mead-
ows’s essay (Meadows, 1997)
The state of the system, or the “stock,” is like the amount of money
in an account, the amount of water in a lake, the amount of CO2 in
the atmosphere, or even the amount of trust in a government. Let’s
take the water in a bathtub as our example of stock. The inflows are
the water flowing from the faucet. The outflows are water flowing
out of the drain. By closing the drain and turning on the faucet, you
can get the water, or stock, to increase in the tub. The “goal” is to get
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the right amount of water into the tub. You can watch the water level
and control the inflow by turning on the water, or, if you end up with
too much water after you sink into the tub, you could open the drain
and lower the water level. It’s apparent that it will be hard to control
the water level of a tiny tub with a faucet connected to a fire hose,
and that a large, overflowing tub of scalding water with a tiny drain
will take a long time to cool.
Now imagine that you want to control the temperature. You might
add hot water. But the boiler is far away in the basement, so there is a
delay after you turn the hot water knob. Then imagine the system that
gets the water to your apartment and the system of energy behind the
boiler. The energy might come from a utility that provides you energy,
but depletes your bank account. The goal of the utility is likely differ-
ent than your goal when you are filling the tub for a nice warm bath:
their goal may be to maximize their profits and take as much money
from you as possible without depleting your bank account completely.
The system gets complex quickly, especially since everything is inter-
connected...and the different systems may well have different goals.
See figure Figure 7 for an example of three systems connected to-
gether and Figure 8 for an example of nine systems connected to-
gether. Figure Figure 9 shows systems of systems connected together.
Figure 7: Three systems connected together.
A cell is a system with goals, and the human body is a system of
cells with our own goals. Society is a system of individuals, commu-
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Figure 8: Nine systems connected together.
nities, cultures, corporations etc. The planet is a system of societies,
geological systems, other organisms, etc. Everything is a system of
interconnected systems across scales.
Figure 9: A system of systems.
3.1.3 Evolutionary Dynamics
While systems dynamics is useful in understanding the relationships
between systems and how they behave, evolutionary dynamics is
useful in understanding how systems evolve over time. (See figure
Figure 10.) Evolutionary dynamics is the evolutionary outcome of
increasingly effective strategies individuals use to optimize for max-
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Figure 10: Evolutionary systems look a lot like systems as described in sys-
tems dynamics, except that evolutionary dynamics does not use
the term “goals”. Instead individuals in a population interact
with each other based on a strategy. This strategy optimizes for a
payout from a “game” and the strategy evolves over time as the
strategy of the other individuals change. (Nowak, 2006a)
imum payout (Nowak, 2006a,b). The payout is the measurement of
the success and the fitness of a strategy; it is defined by the paradigm.
Material value has been quantified by the emergence of money and
the economy. The field of economics is able, through the utility func-
tion, to quantify in economic terms even immaterial payouts. While
this is rational, humans have bounded rationality, and in practice, that
has required traditional economic models to be reductionist.
The reducibility of norms into a utility function and economic mo-
tivation has been questioned by economists (Kreps, 1997). Workers
who have internalized a company’s welfare may get confused when
extrinsic motivators in the form of economic incentives are imple-
mented (Ichniowski, Shaw, and Prennushi, 1995). Another experi-
ment showed that people being paid to assemble Lego blocks would
assemble more if the completed models were preserved rather than
disassembled each time (Ariely, Kamenica, and Prelec, 2008). Individ-
uals try to find meaning in even seemingly meaningless tasks, and are
motivated in non-financial ways.
This evidence not withstanding, economists and business leaders
continue to focus on financial extrinsic motivation as the key method
for managing behavior. This necessarily reduces the diversity of strate-
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gies and decreases the robustness of our ecosystem. My argument
is that the most difficult problems we face today — climate change,
global income disparity, and public health — are a result of the effec-
tiveness of solutions that maximized short-term payouts that we can
measure and enjoy within our bounded rationality and perspective.
Climate change can be directly linked to the success of industry in cre-
ating abundance at the expense of nature by exploiting and extracting
resources. Much of modern chronic disease comes from agricultural
gains that have made food abundant and cheap, and all manner of
conveyance ensures we no longer need to walk and forage. The capi-
tal markets have become so efficient that passive capital continues to
yield more and more returns, extracted from workers and society that
are exceedingly underrepresented in setting strategy and participat-
ing in the payouts. There are, of course, ideas like the triple bottom
line (Hall, 2011) and other attempts to nudge actors in markets to
think longer term and behave more socially responsibly. While these
attempts are an important move in the right direction, markets over-
all continue to optimize on shorter and shorter time scales, extracting
more and more value from the future — metaphorically very similar
to the climate issue.
3.1.4 Cybernetics
The Cold War era was defined by the rapid expansion of capitalism
and consumerism, the beginning of the space race, and the dawning
of the age of computation. It was a time when it was easier to believe
that systems could be controlled from the outside and that many of
the world’s problems would be solved through science and engineer-
ing.
The cybernetics that Norbert Wiener and others described (Wiener,
1961) during that period was concerned with feedback systems that
can be controlled or regulated from an objective perspective. This so-
called first-order cybernetics assumed that a scientist as an observer
can understand what is going on, and therefore an engineer can de-
sign systems based on observations and insights from the scientist.
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In the late 60s and early 70s, Margaret Mead, Heinz von Foer-
ster, and others developed the notion of second-order cybernetics
(Glanville, 2002): the cybernetics of cybernetics. Second-order cyber-
netics described adaptive complex systems, where the scientist-observer
is part of the system itself.
While the study of systems dynamics and cybernetics continues, cy-
bernetics reached an apex during a famous series of interdisciplinary
meetings held between 1946 and 1953 as part of the Macy Confer-
ences. The use of the word “cybernetics” in books peaked around
1969 (Figure 11). Both cybernetics and systems dynamics flourished
when they had heavy interdisciplinary participation and real impact.
How disciplines and the communities that support them emerge and
wither is a key topic of this dissertation, and the study of systems is
a great example of numerous communities and approaches.
Figure 11: Graph of the use of the word “cybernetics” in books from 1940-
2018 according to Google Books. The word “cybernetics” in-
creases in use rapidly after World War II peaking in 1969 with
a steady decline for a few decades and leveling off.
We now have an opportunity and an imperative to pull the disci-
plines together again in the context of our new tools and our new
challenges, and to tackle the wicked problems.
3.1.5 Solving Complex Problems
While systems dynamics and cybernetics have helped us model and
understand complex problems, the really big and complex problems
were described as “wicked problems” by Horst Rittel and Melvin
M. Webber in “Dilemmas in a General Theory of Planning.” (Rittel
3.2 designing change 41
and Webber, 1973) They explain that these problems are beyond our
ability to “solve.” “Moreover, because of complex interdependencies,
the effort to solve one aspect of a wicked problem may reveal or create
other problems” (Rittel and Webber, 1973).
Donella Meadows, a colleague of Jay Forrester at MIT who worked
on the model for the Club of Rome previously described, proposed
a way forward in her essay, “Leverage Points” (Meadows, 1997). She
suggests that since the goals of a system are generated by its paradigm,
the ability to transcend the paradigm provided the most leverage for
intervening in complex systems.
3.2 designing change
3.2.1 Design
Most of what we design involves some part of a complex system such
as the system that gets water into and out of a bathtub, but we usually
just assume those support systems rather than focusing on them. For
example, modern design is usually focused on the customer and the
customer experience. For example, many “Uber for food” services
like Doordash are a great experience for the customer. You have an
app, you click it a few times to order food and before you know it, it’s
at your door. But what about the driver, the cook in the restaurant...
what’s the experience like for them? How much attention did the app
developers give to their experience?
In the article “Why I Quit Ordering From Uber-for-Food Start-Ups”
(Sloan, 2015) in The Atlantic Magazine, Robin Sloan argued that the
cooking/food service startup Josephine was better than food deliv-
ery services because it was designed for chefs as well as for customers.
Josephine matched people who like to cook food in their homes with
people in the neighborhood willing to pay to eat the food the home
cooks made. This service was designed for the consumer and the pro-
ducer, and it also worked to promote a healthier neighborhood. The
entrepreneurs behind Josephine looked at more of the system, not
only the subject of the consumption. And that system is even more
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complex than Josephine recognized. It includes not only all humans
in the neighborhood, but also the food supply chain, the food waste
chain, and many other things that could be designed for as well.In the Journal of
Design and Science’s
first article, “Design
as Participation,”
(Slavin, 2016) Kevin
Slavin uses the
quote “you’re not
stuck in traffic, you
are traffic.”
In the Journal of Design and Science’s first article, “Design as Partici-
pation,” (Slavin, 2016) Kevin Slavin uses the quote “you’re not stuck
in traffic, you are traffic.” Josephine was designed by people who un-
derstood home cooking aficionados and were closer to the system.
But ultimately, if you really want to understand the system, you have
to be part of the system. The design of a healthy complex system
requires designers to be both observers of a system and humble par-
ticipants in it.
At MIT, professors Neri Oxman and Meejin Kim teach a class called
Design Across Scales. In this class, they describe systems at every
scale, from the microbial and human to the architectural and urban
to global and astronomical systems, and they demonstrate how all of
these system are connected. Most scientists and designers are focused
on a single scale and a single system, when instead they can and
must understand how their work connects to and affects all systems
at all scales and take responsibility for their interventions into these
systems.
In “Age of Entanglement,” Oxman presents the Krebs Cycle of Cre-
ativity (Oxman, 2016). This illustrates science adopting the perception
of nature and converting it into knowledge. Engineering takes this
knowledge and converts it into utility. Design takes this knowledge
and converts it into meaning, behavior, and societal value. Art takes
it and converts it into social perception. And although it’s too rare,
this should be in the input into science as well. My view is that sci-
ence, engineering, design, and art need to work seamlessly together
in order for creativity to be well expressed.
In Oxman’s Krebs Cycle of Creativity (Figure 12), the relationship
between the disciplines, design and science are opposite one another
on the circle, and the output of one is not the input of the other as is
often the case with engineering and design, or science and engineer-
ing. I believe that through the fusion of design and science, we can
fundamentally advance both and provide ourselves with a new “lens”
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Figure 12: Krebs Cycle of Creativity (Oxman, 2016)
to view systems. This connection includes both the science of design
and the design of science, as well as a dynamic relationship between
these two activities.
I am using the term “science” to mean the study of biological and
other hard sciences, whereas I mean “design” as a way to develop
interventions in the environment and complex systems, in contrast to
more tradition definitions of “design science,” which focuses on the
methodological understanding of design as a process (Cross, 2001).
Much of design in the past was about the visual and aesthetic.
Modern design brought together form and function. In the 1896 pa-
per “The tall office building artistically considered,” Chicago architect
Louis Sullivan first proposed the notion of form following function
(Sullivan, 1896). Design and engineering came together to bring a so-
cial sensibility to the design of technologies from the mouse to user
interfaces, from the physical to the immaterial.
Today, many designers work for companies and governments, de-
veloping products and systems focused primarily on ensuring that
society works efficiently. However, the scope of these efforts is not
designed to include — or care about — needs beyond those of corpo-
rations or governments. We’re moving into an era where the bound-
aries of various systems are not so defined. Systems such as the mi-
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crobial system and the environment have suffered and now present
significant challenges for designers. With such adaptive and complex
systems, our unintended effects on them often produce unintended
negative consequences for us.Designers are not
just planners
wielding
deterministic tools
and control, but
rather are
participants in vast
systems in which
they exist and
participate. This
requires designers to
employ a much more
humble,
non-deterministic
approach and
requires scientists
and engineers to
think across multiple
scales and systems
with greater intent
and sensibility.
Designers are not just planners wielding deterministic tools and
control, but rather are participants in vast systems in which they ex-
ist and participate. This requires designers to employ a much more
humble, non-deterministic approach and requires scientists and engi-
neers to think across multiple scales and systems with greater intent
and sensibility. In “Inviting Feedback” in the Journal of Design and Sci-
ence, Pip Mothersill points out that, “We don’t just design forms, we
now design platforms” (Mothersill, 2018) and that those designing
such platforms are designing ecologies.
Traditionally the domain of designers alone, this sensibility is a
kind of aesthetic, though not merely a visual one. Rather, the field of
design is trying to evolve beyond its traditional concern with visual
aesthetics, and begin adopting a more philosophical aesthetic or sen-
sibility, one more like that of indigenous peoples. The solution to the
climate problem isn’t more productivity, it is instilling a sensibility
that “more than enough is too much.” Many of our contemporary
health problems emerge from convenience, which is a modern com-
mercial value that had no value at all in the rituals of the past. Income
disparity is in many ways a function of a highly efficient capitalist sys-
tem that rewards owners of resources, putting growth and progress
above all else, and that exploits nature — all concepts foreign, and
even abhorrent, to many indigenous cultures, such as Polynesians
and Native Americans, for example.
As we try to address problems like climate change or redesign sys-
tems like the criminal justice system, in the age of AI such sensibili-
ties and aesthetics are more important than compositional and struc-
tured tools like A/B testing or the economic models we currently
rely on to shape our world. The linear and logical decision-making
design that Herbert Simon describes in “The Sciences of the Artifi-
cial” (Herbert, 1978) seems too reductionist for our complex problems.
However, we must also be careful that our haste to resist reduction
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and structure does not lead to the “structurelessness” that resulted
when the feminist movement rejected the idea of leaders, and thereby
ended up with an informal and less accountable form of leadership,
as described by Jo Freeman in “The Tyranny of Structurelessness”
(Freeman, 1970). We must accept that
the outcome of more
and more scientific
and technological
design will not be
fully in our control.
It will instead be
more like giving
birth to a child and
influencing its
development. My
work as director of
the MIT Media Lab
is to foster and
nurture the use of
respectful design in
science and
technology so that
we enhance and
advance the complex,
adaptive systems we
live within.
We must accept that the outcome of more and more scientific and
technological design will not be fully in our control. It will instead be
more like giving birth to a child and influencing its development. My
work as director of the MIT Media Lab is to foster and nurture the
use of respectful design in science and technology so that we enhance
and advance the complex, adaptive systems we live within.
3.2.2 The End of the Artificial
Unlike the past when distinct boundaries separated the artificial and
the organic, the cultural and the natural — science explored the nat-
ural and engineering built the artificial — now it appears that nature
and the artificial are merging.
Science and engineering today are delving into synthetic biology
and artificial intelligence, which are both massively complex. These
new areas of study and exploration necessarily take engineers out of
the domain of the artificial and scientists into the domain of the nat-
ural. We are increasingly able to design and deploy directly into the
domain of “nature” and in many ways “design” and “edit” nature.
We have machine learning models that are exhibiting unpredictable
and unexplainable behavior on the one hand. On the other hand, we
are starting to see order in biology where we expect randomness. For
example, while scientists argue that biology is inherently stochastic
at the molecular level, research led by Deblina Sarkar has revealed
nanoscale alignment of biomolecules in synapses between different
neurons in brain that can not be explained without some coordinat-
ing and “ordering” mechanism, details of which are still unknown
(Sarkar et al., 2018). We are therefore finding unexplainable order at
the bio-nano-scale and unexplainable complexity at the digital-scale.
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3.2.3 Disciplines and Scholarship
As we bring the
artificial and the
natural together and
integrate the work of
designers, artists,
engineers, and
scientists, the
inability of academic
disciplines to
communicate with
each other and our
own difficulties
conceiving ideas
across disciplinary
boundaries become
significant
impediments.
As we bring the artificial and the natural together and integrate the
work of designers, artists, engineers, and scientists, the inability of
academic disciplines to communicate with each other and our own
difficulties conceiving ideas across disciplinary boundaries become
significant impediments.
Linguistic relativists argues that language determines what one can
think. This theory is controversial, but studies have shown that lan-
guage does affect how we perceive color (Kay Paul and Kempton
Willett, 2009) or how we understand math (Everett, 2011; Holden,
2004). If mathematics and mathematical symbols are a language, it
is one that clearly limits or augments what we can imagine and dis-
cuss (Saxe and Esmonde, 2012). Michel Foucault, the French philoso-
pher who pioneered modern thinking about the relationship between
knowledge and institutional power, used the term “épistémè” to de-
scribe the space of possible, knowable things due to the rules and
constraints of the language (Foucault, 2002b). Foucault argued in
Archeology of Knowledge (Foucault, 2002a) that knowledge is generated
through discourse governed by the rules of institutions and the rela-
tionship between individuals. This is aligned with Kuhn’s idea of
paradigms as explained inThe Structure of Scientific Revolutions (Kuhn,
1970): paradigms as linguistic formulations as well as codes of prac-
tice direct what and how knowledge is created and understood. Sci-
ence in Action. Before both Foucault and Kuhn, Ludwig Fleck, a Polish
microbiologist and philosopher, had in the 1930s and 1940s described
“thought collectives” as groups of people whose knowledge exists
only because they are within the context and epistemology of that
group (Fleck, 1979).
Martin Nowak shows mathematically how learning from examples,
or inductive inference, requires constraints (Nowak, Komarova, and
Niyogi, 2002). These constraints include the language constraints ac-
quired by cultural evolution and the biological evolution of universal
grammar (Chomsky, 1995). In other words, you cannot learn anything
through inference without constraints such as language. Indeed, Yu-
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val Noah Harari, the Israeli historian argues in Sapiens that “the truly
unique feature of our language is not its ability to transmit informa-
tion about men and lions. Rather, it’s the ability to transmit informa-
tion about things that do not exist at all” (Harari, 2015). So, we may
need language even to conceive of that which is not there.
(Latour, 1987), Bruno Latour, a French philosopher, argued that
facts became facts through citation. Citations help form boundaries
around disciplines, and simultaneously favors points of view that fit
within the existing corpus, not ideas that question established theo-
ries and opens black boxes. Citations, according to Latour, serve a
political purpose within disciplines. In “Situated Knowledges: The
Science Question in Feminism and the Privilege of Partial Perspec-
tive” (Haraway, 1988), Donna Haraway goes a step further, arguing
that all knowledge is the result of “power moves”, not moves towards
truth. Disciplines under this analysis look like they are about power,
not just knowledge.
So: academic disciplines are thought collectives with their own
paradigms and specialized languages. Peer review reinforces adher-
ence to those rules, paradigms, and patterns of language. The social
dynamics that arise from the relationships among individuals in a dis-
cipline and the way funding and acknowledgement flow further re-
inforce the episteme, isolating disciplines from interaction with other
disciplines. Disciplines package knowledge into bricks and black boxes
(Latour, 1999) that may be used by other disciplines or subdisciplines
without understanding the inside of the bricks themselves. Opening
such black boxes and understanding what’s inside is required for
paradigm shifts and “epistemological rupture” (Bachelard, 2002) —
but that requires significant social and financial resources (Latour,
1987). Thus, the old adage, “we are getting to know more and more
about less and less” (Fowler, 1911) is increasingly true.
Approximately 2.5 million scientific papers are published each year
(Jinha, 2010). In 2009, we passed the fifty million mark for the total
number of science papers published since 1965. Fewer than one per-
cent of scientists, however, publish a paper each year (Stokstad, 2014).
Just reading all the papers in a single discipline has become humanly
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impossible — and publications represent only a small amount of the
work in a field.
We clearly need to reconsider the way we develop knowledge and
communicate within a discipline as well as between disciplines.
Interdisciplinary work has produced impactful results. Robert Langer,
one of the most cited engineers in history (2610 Highly Cited Researchers
(h>100) according to their Google Scholar Citations public profiles 2018),
helped bring engineering and biology together, creating the interdis-
ciplinary field of bioengineering (Langer, 2012; Pearson, 2009). Mul-
tidisciplinary work has become much more common as computer
science, engineering and other fields have converged to produce valu-
able results. However, these efforts suffer from lengthy and compli-
cated beginnings; have difficulty finding funding; and require quite a
bit of risk on the part of researchers who venture into research areas
with no peers, no journals and often no obvious academic home.
3.2.4 Rethinking the Disciplines
People who conduct research can be modeled as individuals in a pop-
ulation in an evolutionary dynamics game. While academics do care
about money, their payout is often success in some combination of
impact, peer validation, and the joy of discovery. While economists
can model all of these payouts as a form of utility function that can
ultimately be converted to monetary value, few academics calculate
the dollar value of each citation when they write a paper. They are
more likely thinking about their progression through the academic
system, heading toward a degree or tenure. They are also likely to
be thinking about power and funding (getting closer to a utility func-
tion calculus), which will allow them to hire researchers and buy
equipment and materials to conduct experiments that incrementally
augment or perhaps overturn existing theories.
In this way, the structure of academic institutions, with their schools
and departments providing degrees and tenure through a process of
peer review, reinforces the focus on going deeper rather than wider
— the target of the work of most academics focusing on a very small
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Figure 13: The vertical axis is depth. The horizontal axis is breadth. The
horizontal line is normal non-academic people who follow the
news. “I” people and specialists who go deep but can’t explain
what they do the the public. Some are specialists who can talk to
the public but are sometimes less deep. “T People” are relatively
deep but can talk broadly. Some people are “pi People” who are
interdisciplinary.
number of people who are sufficiently advanced in a field to under-
stand whether and how a new work contributes to the field. The struc-
ture of academic publishing, the currency in many academic fields, is
also based on peer review and advancing the field roughly in the
direction it is already headed. Finally, major funding sources tend
to amplify these focus areas because programs are designed around
the experts in each field. This produces “I” people who tend to be
vertically focused on an Y-axis. (See Figure 13)
Many experts whose knowledge is of the deep variety consider
communicating with the public beneath them and a waste of time.
They would rather aim at developingthe deepest knowledge in their
field, and prioritize a Nobel Prize over public acclaim — although a
Nobel Prize will lead to precisely that, just along another pathway.
John Brockman, in The Third Culture (Brockman, 1996) and through
his success in developing authors of scientific books for mass audi-
ences, showed that scientists can write for and be appreciated by the
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Figure 14: “Multi-disciplinary people” or “M” people are deep in more than
two disciplines.
public. This created a new category of public intellectual — the more
traditional academic researcher with a public audience. It also led to
the development of more “T” type people, whose acumen was deep
but who could also communicate with the public as well as with peers
in other, adjacent fields. Later, TED Talks would also serve as a way
for academic researchers to reach a mass audience.
Many academics look down on the public facing presentation of
academic work as necessarily shallow, but well-known scientists have
disagreed. Albert Einstein famously said, “All physical theories, their
mathematical expressions apart, ought to lend themselves to so sim-
ple a description that even a child could understand them” (Clark,
2011).
Human beings have a limited amount of time, and while some peo-
ple can get more done in their life than others, there is a bounded
amount of space your personal shape can take, so there are inher-
ent trade-offs in going deep in a single discipline, deep in multiple
disciplines, or going broad across many disciplines.
Some academics are deep in two disciplines and can connect them
and bring together ideas as well as specialists from those disciplines
through translation of each discipline’s vocabulary. These are pi peo-
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Figure 15: “M” people can bridge people who are specialists in other disci-
plines.
ple, the interdisciplinarians. Those who have proficient, but not quite
as deep, knowledge in multiple fields are “M” people – multidis-
ciplinary. (See Figure 14) Some interdisciplinarians and multidisci-
plinarians also spend time exploring the space between disciplines or
at the intersections of disciplines. (See Figure 16) These areas tend
to attract less funding, have fewer peers and, subsequently, have less
existing prior work overall. Those factors make these areas harder to
explore, and there is furthermore a great risk of becoming an aca-
demic orphan without collaborators, a tenure path, or a job market.
But these new spaces offer tremendous opportunity. The key to
success at the Media Lab is that we are able to deploy funding for
exploratory work in the areas that fall between disciplines through
a unique consortium funding model. The model pools money from
funders that is then distributed among the Lab’s researchers without
direct control from the funders. The consortium encourages the stu-
dents and faculty who are funded to explore in an undirected way.
We have our own academic program that allows us to provide tenure
and Master’s and PhD degrees in the program in Media Arts and
Sciences, sometimes called the “department of none of the above” —
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Figure 16: “Antidisciplinary people” are also looking for opportunities be-
tween the disciplines.
a kind of disciplinary heterotopia (from the Greek for “other place”)
as described by Foucault (Foucault, 2002b).In fact, we like to
think that all of the
Media Lab is a
heterotopia. In part,
this is because our
focus on making and
deploying things as
a research method
allows us to
collaborate with
other departments
and outside
academics that we
don’t necessarily
overlap with
epistemologically. In
the process of
making things, we
are able to be
rigorous in a
different way —
through practice —
and we can learn
through doing.
In fact, we like to think that all of the Media Lab is a heterotopia. In
part, this is because our focus on making and deploying things as a re-
search method allows us to collaborate with other departments and
outside academics that we don’t necessarily overlap with epistemo-
logically. In the process of making things, we are able to be rigorous
in a different way — through practice — and we can learn through
doing.
This allows us to create an ecosystem of I, T, pi and M and an-
tidisciplinary types that feeds new ideas into existing disciplines and
supports the emergence of intersectional disciplines as well as com-
pletely new ones. This breaks down silos. (See Figure 17.)
In “Enthnocentrism of Disciplines and the Fish-Scale Model of Om-
niscience” (Campbell, 1969) Donald Campbell describes the tribalism
or in-group partisanship of disciplines and suggests a pattern of over-
lapping disciplines in a kind of fish-scale pattern to create a compre-
hensive social science or a multiscience. (See Figure 18 and Figure 19.)
Ed Boyden who runs the Synthetic Neurobiology Group at the Me-
dia Lab, and I are discussing a more radical approach — the next step
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Figure 17: A diverse combination of I, T, pi, multi-disciplinary and antidisci-
plinary people create a vibrant ecosystem of depth,breadth, and
emergent disciplinary interactions.
beyond antidisciplinarity as a connector and a generator of new disci-
plines. In this new way of thinking, instead of a disciplinary approach
to the creation of knowledge, Boyden describes a goal-oriented ap-
proach — in his case, understanding and controlling the brain — and
works backwards to tap into or create new disciplines to generate the
tools. From an evolutionary dynamics perspective, his payout and
motivations are very different from disciplinary communities, even
though they overlap with them. For Boyden, it is a completely differ-
ent dimension from which to understand and structure the world —
much like the sphere that crosses Flatland (Abbott, 1884). In a way,
Boyden is trying to create a new architecture inside of a heterotopia
for his community.
Figure 20 is a diagram of the structure of teaching at Bauhaus in the
1920s. The Bauhaus brought together an interdisciplinary collection
of disciplines, new materials and a new sensibility. In addition to a
curriculum, the movement create a new style and form of architecture
with real impact on the world.
Similarly, Figure 21 is the third iteration of Neri Oxman’s Krebs
Cycle of Creativity. She is proposing a synthesis of disciplines, ap-
54 theory of change
Figure 18: “Present situation: Disciplines as clusters of specialties, leaving
interdisciplinary gaps” (Campbell, 1969).
Figure 19: “Ideal situation: Fish-scale model of omniscience” (Campbell,
1969).
proaches and a sensibility that might be a way to create a new meta-
discipline with a completely new way forward.This inevitably
requires challenging
the institutions that
have developed to
support the
academic process.
We need to think
about the structure
of these institutions
and how we might
re-imagine them in
the post-Internet era.
This inevitably requires challenging the institutions that have de-
veloped to support the academic process. We need to think about the
structure of these institutions and how we might re-imagine them in
the post-Internet era.
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Figure 20: Diagram for the structure of teaching at the Bauhaus. Source: Wal-
ter Gropius, 1922.
3.2.5 Decentralization and Layers
The Internet, especially the early Internet, was a great example of the
transformation of slow, powerful and incumbent institutions shown
in figure Figure 22 into a vibrant and generative ecosystem.
Breaking up telecommunications’ monolithic companies and mo-
nopolies required a new architecture of layers that unbundled the
control at each layer. This allowed ecosystems of competitors and col-
laborators to form, decentralized control and innovation at the com-
mercial layers, and creating an open and inclusive process at the pro-
tocol layers.
The Internet unbundled the layers technically and business-wise,
allowing competition and innovation to flourish. This layering al-
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Figure 21: Krebs Cycle of Creativity III - Practice. Source: Neri Oxman,
March 2018.
lowed the unbundling of power, interoperability, competition, and
the highly generative Internet.
The personal computer and the Internet pioneered and perfected
an architecture of unbundling the layers of a system — chips, firmware,
hardware, operating system, software, dark fiber and wire, modem,
Ethernet, Transmission Control Protocol/Internet Protocol (TCP/IP),
HyperText Markup Language (HTML), website, browser. Each layer
of the Internet (although PCs have similar layers) has an open pro-
tocol and standards stewarded by a non-governmental, not-for-profit
organization with general but very clearly defined application pro-
gramming interfaces, or Application Programming Interface (API)s.
Open protocol and not-for-profit layers allowed communities of ex-
perts to design the best social and technical solutions without being
encumbered by business and political interests. Commercial layers
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Figure 22: Before the Internet, the telecommunications industry was mono-
lithic telephone companies, working with inter-governmental reg-
ulators like the United Nations and the International Telecommu-
nications Union and the governments themselves, creating a slow,
bureaucratic, expensive, and closed system.
using these new open protocols were able to flourish and compete
using the protocols to communicate with, but be free from encum-
brance from, the layers above and below. The system is decentralized.
This architecture has significant advantages over monolithic systems
in terms of efficiency and lower cost, resilience, interoperability of
different technologies at each layer and the ability to continuously
innovate rapidly.
3.2.5.1 The Internet, Decentralization, Unbundling
Before the Internet, telecommunications was centralized in mono-
lithic telecommunications corporations. They controlled everything
from pipes and wires to content. When multimedia first emerged, ca-
ble companies ran interactive video experiments and telephone com-
panies like France Telecom and Nippon Telephone and Telegraph
(NTT) ran experiments such as Minitel and Captain.
The Internet was successful because we were able to unbundle its
layers and create open and interoperable standards that allow compa-
nies to compete and create strong operational layers between open
protocols. The key to open protocols was non-governmental coor-
dinating organizations, such as Internet Corporation for Assigned
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Figure 23: The first column in this figure are the layers of open protocols
and examples of companies creating the “layer sandwich” of the
Internet. The next column is the funding or research organiza-
tion that originated the protocol. The next column is the non-
governmental not-for-profit standards body that currently stew-
ards the protocol. The column on the right shows the role of that
layer. The Internet unbundled the layers technically and business-
wise allowing competition and innovation to flourish. Open Pro-
tocol and not-for-profit layers allowed communities of experts to
design the best social and technical solutions without being en-
cumbered by business and political interests. Commercial layers
using these new open protocols were able to flourish and com-
pete using the protocols to communicate with but be free from
encumbrance from the layers above and below. This layering al-
lowed unbundling of power, interoperability, competition and the
highly generative Internet.
Names and Numbers (ICANN) and The Internet Engineering Task
Force (IETF). The APIs and protocols for communications between the
layers was also essential.
The inventors of the protocols, such as Sir Tim Berners-Lee who
created HTML at Conseil européen pour la recherche nucléaire [The Eu-
ropean Organization for Nuclear Research] (CERN) and the team of
academics who created TCP/IP many years before, deliberately didn’t
patent their inventions. Instead, they established not-for-profit and
non-governmental stewardship organizations to support a commu-
nity of technical people and a process of coordination with stakehold-
ers, as well as with similar Non-governmental organization (NGO)s in
other layers. They built interoperable systems that allowed systems
and services to communicate with and build on top of each layer.
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These layers relied on consensus and were the essential “commons”
of the Internet. The primary risk, as
we now see, is that
while open protocols
allow competition,
they also allow
companies to
scalably harness the
network effect
(O’Reilly, 2005) and
we have seen
monopolistic
companies emerge in
each of the
commercial layers as
a result.
It is notable that all of this original work was primarily academic
and didn’t involve governments except funding from The Defense
Advanced Research Projects Agency (DARPA) for early work in TCP/IP.
Government and traditional telecommunications attempts at creat-
ing something similar ended up in protocols such as The Interna-
tional Telecommunication Union Telecommunication Standardization
Sector standard protocol suite for packet switched wide area net-
work communication (X.25) that were complicated and encumbered
by business and political interests that made them much less effective
than the Internet protocol and lacked the fundamentally community-
oriented and humble approach that made the Internet technical com-
munities so generative and successful.
Built on top of these layers and between the ones above, the com-
mercial layers of startups, mostly funded by venture capital, took
open standards and scaled them and made them valuable and acces-
sible to the public such as 3Com with Ethernet, Cisco with TCP/IP and
the browsers with HTML (although Firefox is a notable not-for-profit
example). For scaling and execution, for-profit, market-oriented ven-
tures are extremely effective. The interoperable layers created a fertile
platform for fair competition and disruption and allowed the emer-
gence of companies such as Cisco on top of TCP/IP and Amazon on
top of HTML. (See Figure 23)
The primary risk, as we now see, is that while open protocols al-
low competition, they also allow companies to scalably harness the
network effect (O’Reilly, 2005) and we have seen monopolistic compa-
nies emerge in each of the commercial layers as a result. Nonetheless,
so far even the biggest tech monopolies are eventually disrupted as
technology advances, user behavior changes and new ventures come
along to disrupt it — Yahoo and Microsoft appeared to be indestruc-
tible monopolies until they weren’t. However, Facebook and Google
appear to be sustaining their stature so far.
Unbundling and interoperability has allowed the creation of a gen-
erative ecosystem that has thrived thanks to a kind of “permission-
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less innovation.” This was nurtured in great part by the diminishing
cost of communication, collaboration and distribution, which helped
sustain communities that generated the production of free and open
source software. This greatly diminished the cost of innovation and
pushed it out to the edges, into dorm rooms and to individuals who
wanted nothing to do with large companies and traditional institu-
tions.
I think unbundling and thinking of ecosystems in terms of layers
linked by protocols controlled by open and inclusive nonprofit orga-
nizations is applicable to many other vast systems including finance,
virtual reality, international relations, government and artificial intel-
ligence.
These organizations and communities can bring everyone together
to coordinate the necessary relationship between government, mar-
kets, society and technology.
3.2.6 Reinventing Health Care
As the Internet
fundamentally
changes the way
that we see and
interact with each
other and the world,
advances in artificial
intelligence and
machine learning
are fundamentally
changing how we
understand and
interact with health
and medicine.
As the Internet fundamentally changes the way that we see and inter-
act with each other and the world, advances in artificial intelligence
and machine learning are fundamentally changing how we under-
stand and interact with health and medicine.
To break through the impasse we have reached in determining the
future of the pharmaceutical industry and to understand and develop
diagnostic and therapeutic capabilities requires application of the an-
tidisciplinary approach to the human body and health.
We must discover new inventions and paradigms to treat the dis-
eases that we face, and create new tools. This requires abandoning
the silos of disciplines and bringing all disciplines to bear on under-
standing health and designing a new structure for innovating to come
up with solutions. To implement this vision, I have brought together
mathematicians, physicists, systems biologists, computer scientists,
new tools for visualizing and interrogating systems, and many oth-
ers to try to get a better understanding of the science and how these
systems work. We must question our basic assumptions and possi-
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bly invent new mathematics to model biological systems. We need to
understand how to apply artificial intelligence and machine learning
for understanding the systems, as well helping us create new diagnos-
tic and therapeutic tools. In addition, the clinical trials for deploying
new technology must be redesigned; using new tools such as machine
learning and data science could significantly improve the way we test
new methods.
This cannot happen with the current structure of government fund-
ing and the discipline-segregated research university system. With
the maturing of new technologies, the opportunity to evolve new
paradigms for the future of health is here. We are already seeing signs
of more streamlined processes; the ability to have new clinical end-
points, and greater insights into the patient experience via sensors.
The application of such digital tools has generated data pools that
have the potential to be explored via AI and machine learning ap-
proaches. These new approaches will allow for a new development
paradigm that will enable therapies and cures to be more targeted to
individual patients and be delivered faster to market. For example:
1. In 2018, the 21st Century Cures Act was signed into law, a
significant bipartisan legislative achievement aimed at acceler-
ating the discovery, development and delivery of new cures
and treatments. The Act issued an important directive to the
FDA for the design and qualification of drug development tools,
defined as biomarkers, clinical outcome assessments, and any
other method, material, or measure that is determined to aid
drug development and regulatory reviews. It also advanced the
idea of an “information Commons” for sharing data (Majumder
et al., 2017). The law places heavy emphasis on leveraging inno-
vation, advancing digital health technologies and developing
next generation analytical approaches to improve health care,
broaden access and advance public health goals. We are poised
to enter an era of exponential growth of new machine learning,
AI and gene editing techniques for biological, preclinical and
clinical research problems. Health and pharmaceutical compa-
nies could benefit vastly by using AI-based generative, classifi-
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cation and prediction tasks to solve their most important chal-
lenges. Two specific examples of advanced analytics that could
leapfrog the drug development process, in synergy with the
Cures act, are listed below:
a) Complex systems-level datasets created from next-generation
sequencing, transcriptomics, proteomics, metabolomics and
single-cell experiments from patient samples and animal
models can be processed with deep neural network (DNN)
architectures.
b) High-throughput screens geared towards small-molecule
discovery use manual processing, and in silico1 prediction
of hits and potential targets and mechanisms. These tasks
could be automated as new generative AI systems can be
used to design effective small molecule candidates.
3.2.7 Lessigian Quadrants
In his book, Code and Other Laws of Cyberspace (Lessig, 2009), Lawrence
Lessig describes four quadrants — law, markets, norms and archi-
tecture (See Figure 24 — as the four factors that influence what an
individual can do. Architecture, in his definition, is the technical ar-
chitecture, and he explains that laws can affect norms, markets and
architecture. As an example he considers ways to get people to drive
more slowly down a street. You could install speed bumps, a techni-
cal intervention, or you could establish a more stringent speed limit
and enforce it, a legal intervention. You could also perhaps make it
socially unacceptable to speed down the road, which would involve
norms, or perhaps reward drivers financially for slowing down, a
market solution.
One of the key points of Lessig’s book is that a combined under-
standing of technical code and legal code became necessary for de-
signing an appropriate legal and technical infrastructure once plat-
1 In silico is means “performed on computer or via computer simulation.” The phrase
is an allusion to the Latin phrases in vivo, in vitro, and in situ, which are commonly
used in biology (In silico).
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Figure 24: Lessig and the four quadrants. Image by Iyad Rahwan.
forms such as the Internet emerged. For example, when the Internet
made it possible to copy music and other copyrighted media, ser-
vices such as Napster made it technically very easy to share music.
Hollywood reacted by passing strict laws and enforcing them. This
diminished the ability to share and remix creative works on the Inter-
net. Eventually, Apple Inc. made a market intervention by building
iTunes, which made the experience of sharing music legal and techni-
cally simple at a reasonable price — and created a financial bonanza
for itself by putting the company in an advantageous position in the
market.
Around the same time, the record labels went after sampling, a key
component of hip hop music. As they started suing artists who sam-
pled, people stopped sampling as much. This changed the norms and
in the US with common law, the norms changed the interpretation of
the law. The norms of society were forever changed, and sampling
music became illegal. Remix as an musical art form in the US was
stopped dead in its tracks.
In other places, such as Brazil, things played out very differently.
Markets and cultural norms actively promoted sharing . sampling
and remixing, and focused on live performances to generate revenue.
The event producers funded artists and the distributions of copies of
the music were not policed (Shaver, 2010).
The upshot of Lessig’s argument is that the four quadrants need to
coordinate with each other, and incorporating all four quadrants at
once is likely to yield the most effective and appropriate approaches
to managing the development and deployment of technology in our
society. This requires more than just a bit of interaction and negotia-
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tion between the quadrants, but rather an approach that goes beyond
traditional disciplines — an antidisciplinary approach.Lessig’s quadrants
and an
antidisciplinary
approach are
required for
developing new
rules as well as
fixing broken ones.
Lessig’s quadrants and an antidisciplinary approach are required
for developing new rules as well as fixing broken ones.
3.2.8 Aesthetics of the Internet - Context as a Medium
The Internet is a new technology, but it is also a platform and a
medium. It is a kind of place. In “Understanding media: The exten-
sions of man” Marshall McLuhan famously said, “The medium is the
message” (McLuhan, 1994). In order to understand what that means
and how we most effectively work in the age of the Internet, we must
explore what the Internet is as a medium.
Since the early 90s, I served as a jury member for the Prix Ars
Electronica, one of the preeminent electronic art awards and confer-
ences. The competition and the associated symposium provided artis-
tic and aesthetic views on new technologies and help define these as
a medium for arts and designs. As a jury member for over a decade
in the Internet category, I helped guide the development of Internet
art by giving awards to interesting projects that seemed to capture the
essence of the Internet. Schools and artists took cues from our awards
and developed the field with us.
I was a member of the first jury that created the Internet category.
This was just as the web was emerging. As with other categories of
Ars Electronica, many of the early winners in the Internet category
were not artists.
The early computer graphics juries awarded prizes to supercom-
puter visualizations. Similarly, we gave awards to Wikipedia, e-cash/e-
gold, Neal Stephenson and Linux. We were sometimes criticized by
the art community as giving awards to things that were not “art” but
I defended our decisions — artists, in my view, stretch the bound-
aries of a medium, used the tools in ways that the creators did not
anticipate and helped society understand the medium and the future
of the technology.
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I believe that Ars Electronica and the artists it identified helped pro-
vide a critical view of the Internet as an art medium, and provided
many insights into the risks and opportunities it presented. Ars Elec-
tronica continues to provide an important lens into thinking about
the future of the Internet, science, and technology.
Aesthetics of the Internet–Context as a Medium2
For Ars Electronica - June 19, 1997
The Internet connects computers, people, sensors, vehicles,
telephones, and just about anything together in a global
network which is fast and cheap. This interconnectedness
is the context. Context represents the way and the timing
in which nodes are connected together. If content were the
noun part of information, then context would be the verb
part.
New forms of media and communications tend to mimic
its predecessors. Carl Malamud gives the example of early
television where television shows often consisted of a ra-
dio announcer and a microphone on the screen. The Inter-
net often has been called a method of online publishing
or online broadcasting. Magazine publishers tell me that
Internet advertising on a computer screen doesn’t com-
pare to an excellent full page ad in a magazine. Televi-
sion producers often compare gritty Internet video to the
power of a excellent television commercial. The Internet as
a medium is not suited for the delivery of high volumes
of the same information to many people. Currently,* the
Internet connects everyone together at rather low band-
width at low cost. The Internet delivers context, and it is
of this that we should be building the future the Internet.
2 This is an essay that I wrote for the Ars Electronica conference catalog in 1997 (Ito,
1997) describing what I believed to be the essential nature of the Internet.
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Much of the information in today’s world and on the Inter-
net expires very quickly. Fifteen minute old stock quotes
become free, instant stock quotes costing money. Yester-
day’s newspapers are free on the Internet, but today’s (or
tomorrow’s) can cost you money. It is a relationship with
the newspaper and its reporters that is more important
than the database of old articles. Your Netscape browser
will expire in weeks. Stealing an old Netscape diskette at a
computer shop makes very little sense. Rather than down-
loading lots of software, on the Internet people remember
where to find what they need, or better yet, who to ask
or where to search. It is information about information
about information... Just as our monetary system has be-
come very abstract, our currencies represent something
that really has no physical reality, most information on
the Internet is about context, rather than content. Instead
of the hard data of yesteryear that could be bound in a
book, stacked in a warehouse and distributed by trucks,
the information on the Internet is about being connected
LIVE and about being in the right place at the right time.
Communities on the Net consist of a group of people con-
nected to each other in the form of discussions, games, or
some other form of two-way connectedness. People invest
time and energy into these communities and these com-
munities evolve into a complex aggregate of relationships
between people mediated by a technology and a context.
It becomes a kind of place. These communities are influ-
enced by the underlying technology, but grow far beyond
the technology itself. The technology is a kind of genetic
basis on which a new organism can grow, receiving input
from its environment through its participants.
Artwork, writing and other forms of content which are of-
ten nearly static in the slow moving physical world can
also become living things in the fluid, high-speed context
of the Internet. An interesting idea or design can quickly
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become a popular item to be sampled, edited and redis-
tributed. The artist can view their work, or their child,
quickly develop in something quite different from what
it was originally intended to be. The original artist is the
parent, but unlike a child raised in complete isolation,
work on the Internet is educated and formed, for better
or for worse, into a product of its environment and soci-
ety. Putting work on the Internet is more like giving birth
than creating a static object.
Communities, multi-user games systems, markets, search
engines and router configurations are all context oriented.
The aesthetic of context is the design of such context-oriented
systems which are outstanding in their nature. A good
context-oriented system causes the network of living con-
nections to converge, interact and grow. It adds value to
the network and attracts users and connections.
The Internet is a self-organizing adaptive system. As John
Casti from the Santa Fe Institute pointed out in his talk
at the Ars Electronica Memesis symposium last year, one
can understand completely the process in which a com-
plex adaptive system works, but it is impossible to pre-
dict what it does. The Internet self-organizes itself in the
very interesting area between total chaos and order. Eric
Hughes has called it a working anarchy. When order is
forced onto the Internet such as rigid protocols or singu-
lar ubiquitous operating systems, that layer becomes very
brittle and as one learns in catastrophe theory, a shock to
the system can cause a huge amount of damage. One virus
or bug in the system could take the whole system down.
The more inefficient and diverse nature of the current
memetic/software pool allows the risk to be distributed.
Many small earthquakes can help prevent a catastrophic
earthquake. It is the inefficiency and the small errors that
can help the Internet adapt and grow without imploding
or exploding.
68 theory of change
Ordered efficient systems are also very susceptible to fluc-
tuation amplification. With feedback going in the wrong
direction, small fluctuations in economy, politics, traffic or
opinion can be amplified by the super-efficient network
and explode or crash. Nature uses feedback systems that
dampen such fluctuations in an elegant way to contain the
energy and balance the systems. This non-linear balance
is becoming exceedingly more important than to make the
system faster or more efficient. This balance can also be ex-
plained as the aesthetic of the context.It is the use,
familiarity and
reproduction that
makes a meme
powerful and proves
its aesthetic quality.
The Internet artist
and the meme both
work in the medium
of context rather
than content.
Nearly complete chaos can also be found on the Internet
in the sheer number of disorganized pieces of content and
people. Total chaos can also be made much more useful
by adding just enough context to help group the content
and people into useful communities and networks.
Therefore, I would conclude that both complete order and
complete chaos offer very little information, value or en-
ergy. Systems that help order chaos or disorder order are
useful. In addition, the way in which these systems cause
this non-chaos/non-ordered system to manifest should re-
tain or create as much energy as possible while keeping
a feedback system that prevents it from amplifying into
destruction or dampening into nothing. This requires a
group of rules or memes that attracts energy in the form
of people, content, traffic, money, etc. and organizes this
content in a way that grows and adds value. It is almost a
kind of memetic engineering.
The memetic engineer/Internet artist is interested in com-
ing up with an idea, software protocol or image that grows
and evolves on the Internet. It is more about creating life
than about creating a non-living piece of art. The memetic
engineer seeks to have the particular meme copied and
replicated where traditional artists are protective of their
work. It is the use, familiarity and reproduction that makes
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a meme powerful and proves its aesthetic quality. The In-
ternet artist and the meme both work in the medium of
context rather than content.
3.3 deploying change
3.3.1 Resisting Reduction3
As the sun beats down on Earth, photosynthesis converts water, car-
bon dioxide and the sun’s energy into oxygen and glucose. Photo-
synthesis is one of the many chemical and biological processes that
transform one form of matter and energy into another. The molecules
created through photosynthesis then are metabolized by other biolog-
ical and chemical processes into yet other molecules. Scientists often
call these molecules “currencies” because they represent a form of
power that is transferred between cells and processes to mutual bene-
fit, “traded” in effect. The biggest difference between these currencies
and financial currencies is that there is no “master currency” or cur-
rency exchange. Rather, each currency is useful only in certain pro-
cesses, and the “market” of these currencies drives the dynamics that
are “life.”
As certain currencies became abundant as an output of a success-
ful process or organism, other organisms evolved to take that output
and convert it into something else. Over billions of years, this is how
the Earth’s ecosystem has evolved, creating vast systems of metabolic
pathways and forming highly complex self-regulating systems that,
for example, stabilize our body temperatures or the temperature of
the Earth, despite continuous fluctuations and changes among the
individual elements at every scale from micro to macro. The output
of one process becomes the input of another. Ultimately, everything
interconnects.
We live in a civilization in which the primary currencies are money
and power. The Internet’s currency is attention (Goldhaber, 1997) which
3 This section is based on an essay that I wrote for the Journal of Design and Science (Ito,
2017a) which has since become a special issue with contributed responses and plans
for a book from MIT Press.
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converts to both power and money through voice and advertising.
More often than not, the goal is to accumulate power and money
at the expense of society at large. This is a very simple and fragile
system compared to the Earth’s ecosystems, where myriads of “cur-
rencies” are exchanged among processes to create hugely complex
systems of inputs and outputs with feedback systems that adapt and
regulate stocks, flows and connections.
While humans have tried to build resilient systems through the en-
gineering and design of advanced agricultural systems, supply chain
and physical infrastructure, our systems lack the diversity and com-
plexity of natural systems which make them so self-adaptive. The
mono-parameter financial paradigms that set our goals and drive the
evolution of society today have set us on a dangerous course that the
mathematician Norbert Wiener warned us about decades ago. The
paradigm of a single master currency has driven many corporations
and institutions to lose sight of their original missions. Values and
complexity are focused more and more on prioritizing exponential
financial growth, led by for-profit corporate entities that have gained
autonomy, rights, power and nearly unregulated societal influence.
The behavior of these entities is akin to cancers. Healthy cells regu-
late their growth and respond to their surroundings, even eliminat-
ing themselves if they wander into an organ where they don’t be-
long. Cancerous cells, on the other hand, optimize for unconstrained
growth and spread with disregard to their function or context, rather
like our contemporary corporate world.
3.3.2 Singularity
Decades before the U.S. Supreme Court effectively ruled that compa-
nies had the same free speech rights as individuals, Norbert Wiener
called organizations such as corporations “machines of flesh and blood”
and automation “machines of metal” (Wiener, 1988). The new species
of Silicon Valley mega companies, which engage in the machines of
bits, are developed and run in great part by people who believe in a
new religion, Singularity. The term “singularity” was coined by Ver-
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nor Vinge in 1993 (Vinge, 1993) and expanded by Ray Kurzweil in The
Singularity is Near in 2005 (Kurzweil, 2005). This new belief is not a
fundamental change in the paradigm, but rather the natural evolution
of the pursuit of exponential growth applied to modern computation
and science. The asymptote of the exponential growth of computa-
tional power is artificial intelligence.
The notion of Singularity — that AI with its exponential growth will
supersede humans and that everything we have done until now is in-
significant — is a religion created by people who have the experience
of using computation to solve problems heretofore considered im-
possibly complex for machines 4. They have found a perfect partner
in digital computation, a knowable, controllable system of thinking
and creating with a rapidly increasing ability to harness and process
complexity and bestowing wealth and power on those who have mas-
tered it. In Silicon Valley, the combination of group think and the
financial success of this cult of technology has created a positive feed-
back system that has almost no capacity for regulating itself because
it receives scant negative feedback. While many holding these beliefs
would resist having them compared to a religion, instead arguing that
their ideas are science- and evidence-based, those who embrace the
Singularity engages in quite a bit of arm waving, and make leaps of
faith based more on trajectories than ground-truths to explain their
ultimate vision.
Singularitarians believe that the world is “knowable” and that com-
puters will be able to process the messiness of the real world, just
as computer scientists and Internet entrepreneurs have solved many
other problems that were thought to be unsolvable by computers. To
them, this wonderful tool, the computer, has worked so well for ev-
erything so far that it must continue to work for every challenge
we throw at it, until we have transcended known limitations and
ultimately achieve some sort of reality escape velocity. Artificial in-
telligence is already displacing humans in driving cars, diagnosing
4 Singularity is closely related to transhumanism — the idea that we will transcend
our current human intelligence through biological and computation and attain im-
mortality and super-intelligence. I recently wrote about transhumanism in my Wired
column (Ito, 2018b).
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cancers and researching court documents. The idea is that AI will
continue this progress and eventually merge with human brains and
become an all-seeing, all-powerful, super-intelligence. For true believ-
ers, computers will augment and extend our thoughts into a kind of
“amortality” — the idea that while one may still die, that death is not
the result of the grim reaper of aging.But if modern
corporations are a
precursor to our
transcendence, the
Singulatarian view
that with more
computing and
bio-hacking we will
somehow solve all of
the world’s problems
or that the
Singularity will save
us seems hopelessly
naive.
But if modern corporations are a precursor to our transcendence,
the Singulatarian view that with more computing and bio-hacking
we will somehow solve all of the world’s problems or that the Sin-
gularity will save us seems hopelessly naive. As we dream of the
day when we have enhanced brains and amortality and can think big,
long thoughts, corporations already have a kind of “amortality.” They
persist as long as they are solvent, and they are more than a sum of
their parts — arguably an amortal super-intelligence.
More computation does not make us more “intelligent,” only more
computationally powerful.
For Singularity to have a positive outcome requires a belief that,
given enough power, the system will somehow figure out how to reg-
ulate itself. The final outcome would be so complex that while we
humans couldn’t understand it, “it” would understand and “solve”
itself. Some believe in something that looks a bit like the former So-
viet Union’s master planning but with full information and unlimited
power, while others have a more sophisticated view of a distributed
system. But at some level, all Singulatarians believe that with enough
power and control, the world is “tamable.” Not all who believe in Sin-
gularity worship it as a positive transcendence bringing immortality
and abundance, but they do believe that a judgment day is coming
when all curves go vertical.
On an S-curve (see Figure 25) or a bell curve, the beginning of the
slope looks a lot like an exponential curve. In systems dynamics, an
exponential curve shows self-reinforcement, i.e., a positive feedback
curve without limits. Maybe this is what excites Singulatarians — and
scares systems people. Most people outside the Singularity bubble
believe in S-curves, namely that nature adapts and self-regulates and
that even pandemics will run their course. Pandemics may cause an
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Figure 25: A Sigmoid curve otherwise known as an S-curve is defined by
the formula S(x) = 1
1+e−x =
ex
ex+1 .
extinction event, but growth will slow and humanity and society will
adapt. But the notion of Singularity — especially as some sort of
savior that will allow us to transcend the messy, mortal suffering of
our human existence — is fundamentally a flawed one.
This sort of reductionist thinking isn’t new. When B. F. Skinner dis-
covered the principle of reinforcement and was able to describe it
(Skinner, 1938), we designed education around his theories. Scientists
of learning know now that behaviorist approaches such as Skinner’s
only work for a narrow range of learning, yet many schools continue
to rely on drill and practice. Take as another example the eugenics
movement, which greatly and incorrectly over-simplified the role of
genetics in society. This movement helped fuel the Nazi genocide by
providing a reductionist scientific view that we could “fix humanity”
by manually pushing natural selection. The echoes of the horrors of
eugenics exist today, rendering almost any research effort to link ge-
netics with things like intelligence taboo.
We should learn from our history of applying over-reductionist sci-
ence to society and try, as Wiener says, to “cease to kiss the whip that
lashes us.” While it is one of the key drivers of science — to elegantly
explain the complex and reduce confusion to understanding — we
must also remember what Albert Einstein said: “It can scarcely be
denied that the supreme goal of all theory is to make the irreducible
basic elements as simple and as few as possible without having to sur-
render the adequate representation of a single datum of experience”
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(Einstein, 1934). We need to embrace the unknowability — the irre-
ducibility — of the real world that artists, biologists and those who
work in the messy world of liberal arts and humanities are familiar
with.
3.3.3 Changing the Goals of a System
Donella Meadows described not only how systems worked, but how
to intervene in these systems (Meadows, 1997). By adjusting flows,
feedback, goals, rules, how things are connected, etc., a system can
be influenced and modified.
Meadows lists 12 ways to intervene in a system and lists them in
reverse order of effectiveness.
Places to intervene in a system according to Meadows
(in increasing order of effectiveness)
12. Constants, parameters, numbers (such as subsidies,
taxes, standards).
11. The sizes of buffers and other stabilizing stocks, rela-
tive to their flows.
10. The structure of material stocks and flows (such as
transport networks, population age structures).
9. The lengths of delays, relative to the rate of system
change.
8. The strength of negative feedback loops, relative to
the impacts they are trying to correct against.
7. The gain around driving positive feedback loops.
6. The structure of information flows (who does and
does not have access to information).
5. The rules of the system (such as incentives, punish-
ments, constraints).
4. The power to add, change, evolve, or self-organize
system structure.
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3. The goals of the system.
2. The mindset or paradigm out of which the system
— its goals, structure, rules, delays, parameters —
arises.
1. The power to transcend paradigms.
Figure 26: The first patent drawing for Lizzie Magie’s board game, The Land-
lord’s Game, dated January 5, 1904
The story of the game of monopoly provides a strong example of
how these layers relate and why Meadows says the paradigm as the
strongest driver of change in a system. Everyone knows the tradi-
tional Parker Brothers game of Monopoly. What many people don’t
know is that Monopoly (Monopoly (game)) is based on a 1902 game
called The Landlord’s Game (The Landlord’s Game), patented in 1904 by
Elizabeth Magie (see Figure 26). Magie’s game was based on the eco-
nomic principles of Georgism, which advocated a single tax on unim-
proved land, and the game was designed to show how rents enrich
property owners and destroy tenants. Magie hoped that kids would
play the game and learn about the unfairness of the capitalist system.
The Parker Brothers version of the game didn’t substantially change
the rules — it just changed the goal. Instead of aiming to teach chil-
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dren about the unfairness of capitalism, the goal of Monopoly was
to become the capitalist and bankrupt all your friends. The thing to
note here is that nothing in Meadows’s list from 12-4 changed. Only
the goal changed. As we think about how to “fix” the climate prob-
lem, by understanding that maybe somehow the goal — to grow and
eliminate the competition — could change, maybe we don’t need to
change so many of the other layers. On the other hand, it might also
show that even if we change a lot of the parameters and even the
rules, unless we change the goal, we won’t change much.
The goals are number three on the Meadows list. Number two is
the paradigm — in this case the paradigm of capitalism — that drives
the goal of what it means to win at the Parker Brothers version. The
number one place to intervene is the power to transcend paradigms
— culture changes and paradigm shifts.
Goals and behavior are hard to change. We often believe that if we
just labeled food better or if we could just make a convincing argu-
ment that our behavior negatively impacts the health of the planet,
people would behave differently. But for many people, it’s not an in-
formation problem. The Heart Attack Grill (Heart Attack Grill) in Las
Vegas serves Triple Bypass Burgers that have 9,982 calories and even
Coronary Dogs. The waitresses are dressed as nurses and you eat for
free if you weigh over 350 pounds. (see Abb. 27) You often have to
wait in line to get in, and several people have had heart attacks while
eating there. In the case of the Heart Attack Grill, it’s clearly not an
information problem — it’s a culture, story and style problem.
Figure 27: Heart Attack Grill
In 2008, Canadian health workers on assignment in Cambodia were
trying to solve a health problem caused by a lack of iron in the diet of
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Cambodians. The workers tried handing out supplements and edu-
cating people about the need for iron, but none of that worked. They
happened to hear a local story about a “good luck” fish. So they fash-
ioned a fish out of iron that Cambodians could throw in their pots
when they were cooking. The “lucky iron fish” was a huge success,
delivering a significant positive health outcome (Charles et al., 2010).
3.3.4 Interventions through Arts
Health workers are not the only people who try to modify behavior
through cultural intervention. During the Cold War, the Central In-
telligence Agency (CIA) used modern art as a “weapon” to combat
communism (Saunders, 1995). The spy agency promoted modern art,
which embodid the creativity and freedom that Russian art, tied as it
was to communist ideology, lacked.
Intervening at the paradigm level of complex systems can be achieved
by developing a sensibility appropriate to the environment and the
time. These interventions are more like music than an algorithm. Mu-
sic is about a sensibility or “taste,” with many elements coming to-
gether into a kind of emergent order. Instrumentation can nudge or
cause the system to adapt or move in an unpredictable and unpro-
grammed manner, while still making sense and holding together. Us-
ing music itself as an intervention is not a new idea; in 1732, Andrew
Fletcher (see Figure 28), a Scottish writer and politician, wrote, “if a
man were permitted to make all the ballads, he need not care who
should make the laws of a nation” (Brown, 2015).
If writing songs instead of laws feels frivolous, remember that songs
typically last longer than laws; have played key roles in various hard
and soft revolutions,; and end up being transmitted person-to-person
along with the values they carry. It’s not about music or code. It’s
about trying to affect change by operating at the level songs do. This
is articulated by Meadows, among others, in her book Thinking in
Systems (Meadows, 2008).
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Figure 28: Andrew Fletcher of Saltoun (1655 – September 1716)
3.3.5 A Culture of Flourishing
Developing a sensibility and a culture of flourishing, and embracing
diverse measures of “success,” depend less on the accumulation of
power and resources and more on the variety and richness of expe-
rience. This is the paradigm shift that we need, and it will provide
us with a wealth of technological and cultural patterns to draw from
to create a highly adaptable society. This diversity also will allow ele-
ments of the system to feed each other without the exploitation and
extraction ethos created by a monoculture with a single currency. It
is likely that this new culture will spread as music, fashion and other
forms of art as well as through spirituality.
As a native Japanese, I was heartened by a group of junior high
school students I spoke to in Japan recently who, when challenged
about what we should do about the environment, asked questions
about the meaning of happiness and the role of humans in nature. I
am likewise heartened to see many of my students at the MIT Media
Lab and in the Principles of Awareness class that I co-teach with the
Venerable Tenzin Priyadarshi using a variety of metrics (currencies)
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to measure their own success and determine meaning and grappling
directly with the complexity of finding one’s place in our complex
world. I think that it will
yet again be about
the music and the
arts of the young
people reflecting and
amplifying a new
sensibility: a turn
away from greed to a
world where “more
than enough is too
much,” and where
we can flourish in
harmony with
Nature, rather than
through control of it.
I’m also working with organizations such as the IEEE, which is de-
signing guidelines for the development of artificial intelligence based
on human wellbeing instead of simply around economic impact (Chatila
et al., 2017). The work by Peter Seligman, Christopher Filardi, and
Margarita Mora from Nia Tero (NiaTero) (described later in Section 4.4.3.2)
approaches conservation by supporting the flourishing of indigenous
people, not undermining it. Another example is that of the Shinto
priests at Ise Shrine, who have been planting and rebuilding the
shrine every twenty years for the last 1,300 years, physically demon-
strating the beauty and amazing capacity for renewal that we see in
the cycle of nature.
In the 1960s and ’70s, the hippie movement tried to pull together a
“whole earth” movement, but then the world swung back toward the
consumer and consumption culture of today. I hope and believe that
a new awakening will happen and that a new sensibility will cause a
nonlinear change in our behavior through a cultural transformation.
While we can and should continue to work at every layer of the sys-
tem to create a more resilient world, I believe the cultural layer is the
layer with the most potential for a fundamental turn away from the
self-destructive path that we are currently on. I think that it will yet
again be about the music and the arts of the young people reflecting
and amplifying a new sensibility: a turn away from greed to a world
where “more than enough is too much,” and where we can flourish
in harmony with Nature, rather than through control of it.
3.3.6 Communities and Values
Meadows, in her essay “Leverage Points” (Meadows, 1997) about
“Places to Intervene in a System,” explains that the most effective
way to intervene in a complex system — “a corporation, an economy,
a living body, a city, an ecosystem” — is with the power to tran-
scend paradigms. That, she says, allows us to change “The mindset
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or paradigm out of which the system — its goals, structure, rules,
delays, parameters — arises.” The goals determine the evolutionary
direction as well as the direction of a system such as a community.In
“Supercooperators:
Altruism, evolution,
and why we need
each other to
succeed” (Nowak
and Highfield, 2011)
Nowak and
Highfield describe
the evolution of
cooperation and
mechanisms for
cooperation. They
argue that evolution
is not only
competition but also
cooperation, and
that cooperation is
the master architect
of complexity.
In “Supercooperators: Altruism, evolution, and why we need each
other to succeed” (Nowak and Highfield, 2011) Nowak and Highfield
describe the evolution of cooperation and mechanisms for coopera-
tion. They argue that evolution is not only competition but also co-
operation, and that cooperation is the master architect of complexity.
In “Spontaneous giving and calculated greed,” researchers argue that
people are intuitively cooperative and thus need to“calculate” to over-
come their cooperative impulse and become greedy (Rand, Greene,
and Nowak, 2012). In “Cooperating with the future” (Hauser et al.,
2014) the argument is that a large altruistic, majority would vote to
cooperate with a longer view of the future in a democratic setting.
In Eric Raymond’s 2001 classic, “The Cathedral and the Bazaar:
Musings on Linux and Open Source by an Accidental Revolution-
ary ” (Raymond, 2001) he describes traditional software development
as the equivalent of a cathedral with top-down control and orga-
nization whereas open source software was more like a bazaar —
self-organizing and decentralized in nature. In “Coase’s Penguin, or,
Linux and The Nature of the Firm” (Benkler, 2002), Yochai Benkler, a
professor at the Harvard Law School, describes open source commu-
nities and introduces the notion of commons-based peer production.
The firm, according to Ronald Coase, when he was a professor of
economics at the University of Chicago Law School, increases pro-
ductivity beyond gains that would take place simply in a free market
by allowing the management of and the direction of resources in an
organized way (Coase, 1937). Benkler argues that the Internet has cre-
ated a way for participants in an open source project like Linux or
Wikipedia to deploy their own labor to the tasks most suited to them
without centralized management. He argues that because of lower
costs and the decentralized nature of these systems, a community
can be productive and create assets such as Linux and Wikipedia in
the “commons,” outside of formal legal structures such as a firm or
corporation.
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The productivity of a community and what it produces is tied
to how the community is designed and how well it is flourishing.
Communities with productive outputs exist in many fields. For in-
stance, communities of engineers work on open standards; commu-
nities of venture capitalists and entrepreneurs build startups in a
startup ecosystem; communities of lawyers work on open source li-
censes; a community of developers work on Bitcoin; the community
of members in a subculture like the hippie movement produced cul-
tural products. It is the title of David Weinberger’s 2002 book about
the Internet, Small Pieces Loosely Joined (Weinberger, 2008).
A flourishing community is very similar to a flourishing ecosystem
with similar drivers, attributes and outputs. Turning back to Mead-
ows’ work on intervening in complex systems such as ecosystems,
we can apply systems dynamics to communities as well.
As complex adaptive systems, communities can be resilient, they
can collapse, they can grow, they can change. The values or paradigms
of a community determine the aesthetic style of the output. The hip-
pie movement embraced a world view that was natural, anti-establishment,
psychedelic, loving and peaceful. Hippies wore tie-dye shirts, smiley
face pins and long hair in solidarity with Native Americans, and their
music was participatory and inclusive, producing musicians like the
Grateful Dead. This sensibility also determined the evolutionary pro-
cess that produced the movement’s strategies and popular ideas, such
as protests, communes and the emergence of the Whole Earth Catalog.
The values of modern, neoliberal capitalism are fundamentally rooted
in the paradigm of productivity and money, with almost everything
measured in financial terms. Progress and growth of the economy
are a kind of true north compass heading toward which everything
is pointed, and it is against this payout that corporations, individu-
als and governments are measured and optimized. We have social
services, culture, education and research, of course, but economic im-
pact is the primary measure of their success and value. Established
economists have questioned free market economics, from Economics
Nobel Prize winner Elinor Ostrom’s on sharing resources and govern-
ing the commons (Ostrom, 2015) to another Nobelist, Joseph Stiglitz,
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who criticizes free market fundamentalists and GDP as a reduction-
ist measure of a healthy society (Stiglitz, 2010). However, their views
have failed to sway the mainstream economic policies and behavior
of society.
This has not necessarily been the case historically. Indigenous cul-
tures such as Shinto, Maori, Native American, and just about any
long-lasting historical community connected with nature typically
have cultures based on flourishing together with nature and living
in a vibrant but sustainable way. These values generate an internally
coherent and rich culture with rituals, production and resilience that
is nearly incomprehensible to those who live in capitalist, industrial
cultures (Kohn, 2013).
For instance, Shinto priests at Ise Shrine, as mentioned, have been
planting and rebuilding the shrine every twenty years for the last 1300
years in a celebration of renewal and the cyclical quality of nature.
The process involves many rituals, including fertilizing the moun-
tains with oysters from the sea. For thousands of years, the shrine and
its keepers have lived with and celebrated nature, not growing or “im-
proving” but nonetheless flourishing. In fact, the seventh-century Em-
peror Tenmu banned livestock and meat, essentially establishing veg-
etarianism by fiat on an island that could not easily sustain a livestock-
based food culture. Such values come from the nature-friendly, ani-
mist Shinto worldview (Watanabe, 2004). (Buddhist values also had a
substantial influence.)
There have always been subcultures in society that have operated
with alternative paradigms and goals. Some of these were different
forms of governance with some of the same paradigms, such as com-
munism with its philosophy of managing resources and growing
economies.
Other subcultures, such as hippies, developed new paradigms that
transcended some of the basic paradigms of American society, with
its worship of growth and the focus on property ownership. These
movements and the communities that have supported them have
played an essential role in the development of the Internet and posi-
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tive social change, such as the civil rights movement. The next section
will describe the role that the hippies and the Internet have played.
Many such sub-cultures and communities start through some sort
of mind-expanding experience. Historically, these have come from
contemplative practices that have driven religions like the Sufi, Gnos-
tics, Yoga, Kabbalah and Buddhist meditation. These practices have
often led to religious or spiritual movements that, at least at the be-
ginning, seem to transcend the paradigms of the day, creating an al-
ternative system, or sometimes co-existing, within traditional society
— church and state.
These cultures and subcultures are dynamic, merging, forking, dy-
ing, giving birth, cross-pollinating and so on. Some evolution in these
communities is natural, but some of the change is a result of design-
ers who have intervened in these systems by transcending paradigms,
nudging values, making connectionsm and otherwise perturbing these
communities.
In Social Physics, Alexander Pentland, a faculty member at the Me-
dia Lab, describes the use mathematical models and data science to
understand the flow of ideas through systems and how people re-
act to them (Pentland, 2015). Using these new tools, we may make
headway in understanding the spread and impact of culture and new
ideas.
Evolutionary dynamics show that individuals use mutation to try
new strategies, competing with each other for the payout. The most
successful strategies reproduce and disseminate themselves. A sys-
tem of different individuals cooperating and competing with each
other creates an ecosystem. We can model a community as a kind
of ecosystem with a competition of ideas, strategies and tastes that
are determined to be more “fit” based on how they measure against
the values of the community — the paradigm. By influencing the
paradigm, the community’s evolutionary dynamics can be influenced.
These dynamics can increase robustness and allow a community to
adapt to changes in the environment or its relationship to other com-
munities and intersecting systems at other scales such as health, the
environment, or the technological.
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They key method of my theory of change is to shift the paradigms
in all of the systems described in this chapter by intervening in com-
munities to influence their values and culture. That way we can change
the evolutionary game that the individuals and the system respond
to, and fundamentally change the behavior of the system and its out-
puts, structure, and growth. In this section, I explore learnings and
different ways that we can intervene in, manage, and harness the
power of communities.
3.3.7 How Nightclubs Work
While I learned a great deal from online communities, my early expe-
rience in the nightclub scene helped to provide me with some insights
into how culture manages communities and communities manage
culture in a much more visceral way.
When I was attending the University of Chicago, I started exploring
the nightclub scene in the city. It was in the late 1980s when acquired
immune deficiency syndrome (AIDS) was taking a huge toll, especially
in the gay community. My fellow students were all fairly similar, rela-
tively privileged and focused mostly on completing their degrees and
getting a job.
What I encountered in the nightclubs in Chicago was a diverse
community of working-class people helping each other, loving, shar-
ing, supporting, and creating very humane and sophisticated systems
to flourish in a difficult environment.
The nightclubs were a community but also the hub of many of dif-
ferent communities. I started spending a lot of time in a community
centered in the North Side of Chicago, around the Cabaret Metro and
the Smart Bar. I occasionally worked as a DJ at the Smart Bar. (I had
a more regular DJ job at another club called The Limelight, but the
community around it wasn’t as interesting to me.) I learned a lot at
the nightclub, and one of my most important learnings was that elite
people in society often underestimated the values, intelligence, and
contributions of working-class people. I also learned a lot about par-
ticipating in and managing diverse and generative communities.
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A key learning was that influence in one community didn’t neces-
sarily translate into influence in another. Being rich, smart or famous
in the “outside world” didn’t translate to influence many other com-
munities. Indeed, an effort to try to translate that influence often had
reverse effect. It was also clear that these communities all interacted
and that the complex set of relationships, values, and measures of
influence created an extremely complex and resilient network quite
incomprehensible from the outside.
A DJ in a nightclub has the ability to influence a very important
currency in the physical space — the music. This way a key factor in
the behavior of individuals as well as groups in the space and that
significantly affected the financial and social success of a nightclub.
By changing the music, you can move different groups of people onto
the dance floor, to the bar, out of the club, or get groups to mix with
each other. Different songs or genres are familiar to different cultures
and communities. Some songs make people dance, some make them
stop and get a drink and some make them leave. The DJ is just
selecting the
“background music”
but might have the
most power to shape
the culture of a club.
In addition, a DJ over time can lead the community around the
club in new directions by introducing new trends in the context of
the trends that the members of the community already know. The
DJ is just selecting the “background music” but might have the most
power to shape the culture of a club.
I eventually dropped out of the University of Chicago to become
a professional DJ for awhile. I later moved to Tokyo where I ran a
nightclub for a year to try to understand the cultural differences. I
often think of being a DJ as a metaphor for what I do at the Media Lab
and in other communities that I am part of: I watch the behavior and
dynamics of the community and intervene culturally through music
or equivalent higher level sensibilities to try to tune the flourishing
and the direction of the community. This cannot be accomplished
without a deep understanding of the relationships of the different
subcultures, their tastes and the experiences and values that drive
those tastes.
86 theory of change
3.3.8 The Hippie Movement
The hippie movement was a movement with music as a key compo-
nent among a rich array of elements.
The history of the hippie movement is well documented and has a
number of interwoven narratives. Most will trace its roots to the legal
and academic, at least initially, to the study and use of psychedelic
drugs such as LSD and psilocybin. These mind-expanding drugs cre-
ated an “awakening” among young people during a very politically
charged period in American history. As I mentioned in Section 3.3.9,
1967 was the year the Grateful Dead’s first album debuted, as well as
the Summer of Love and the Detroit Riots .
At the time, Timothy Leary was urging people to“Turn on, tune in,
drop out.” He would run for governor of California against Ronald
Reagan under the banner “Love for Gov,” and the Beatles would write
“Come together” as his campaign song. Hippies lived in communes
and espoused liberal values that stood in a stark contrast to the con-
servatism of the generation before them.
They cared about the earth and native Americans. Stewart Brand,
who was fighting for the protection of Native American values and
trying to prevent the “cowboyization” of the Native Americans, wore
his hair long in solidarity with them, which became a symbolic em-
blem of the hippies.
The hippies also built systems. Grateful Dead shows became mov-
ing communities, with families following the band around for its en-
tire tour. The Dead allowed taping of their shows; people shared the
tapes; parking lots became markets where those tapes were sold, and
backstage was a daycare center for kids.
The hippie movement intersected with the Cybernetics movement,
and many of the tool builders came together. Stewart Brand, Howard
Rheingold and others created a new kind of publication in the Whole
Earth Review, writing about new tools and techniques for the hippie
do-it-yourself lifestyle. The same community that relied on the Whole
Earth Review quickly created The Whole Earth ’Lectronic Link, or
The WELL, a very early computer network to connect communities.
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The general arc of the hippie movement is cannily similar to many
religions. It began with mind expansion and, as in many traditional
religions, with the enlightenment of a prophet and a sort of group
contemplative practice during a difficult political period. This led to
the formation and massive adoption of a new set of values that spread
across a subculture. In some cases, as with Christianity and Islam,
this pattern of development leads to an overthrow of the status quo,
becoming the dominant culture, and in other cases, as with the hippie
movement, it creates long lasting subcultures and institutions.
Many of these movements have arisen organically and spontaneously,
but some have been designed.
3.3.9 Hippies and the Internet
The culture that created the Internet and help set its trajectory was
critical to its success. While there were many factors that contributed
to the success of the development of the Internet, the hippie culture
contributed both a cultural backdrop as well as a values framework
that contributed to the development of the Internet.
I met Timothy Leary in the summer of 1990 in Tokyo, when I was
running a night club there. Leary was a former psychology professor
at Harvard University who conducted many of the early academic
experiments with psychedelic drugs. He later became one of the lead-
ers of the hippie and New Age movements. When I met Leary, he
was interested in virtual reality and computer graphics. I introduced
him to the Japanese youth scene in the ’90s, and he introduced me
to the San Francisco cyberpunk subculture. He later adopted me as a
“godson,” and we attempted to write a book together and spent time
discussing emerging communities in Japan and the US.
I met John Perry Barlow that same summer, when my mother
moved to Los Angeles, and we were installing my sister in college
at Stanford. Leary drove us from Los Angeles to San Francisco to in-
troduce us to his community there. (He didn’t have a driver’s license.)
He threw a party for us at the Mondo 2000 House to introduce us to
his San Francisco crowd, and Barlow was there.
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This was 1990 — before Wired Magazine, before the web. It was all
about cyberpunk: leather jackets, CD-ROMs, weird drugs, raves, VR.
South Park was a needle park, and there were raves around Toon
Town. I remember raves advertising “Free VR.” Silicon Graphics com-
puters were used to make amazing rave fliers that eventually inspired
the design for Wired Magazine. All that started in and around South
Park and and was the genesis of the gentrification that transformed
the neighborhood into what it is now: a chic neighborhood with fancy
cafes and many well-known Internet startups.Cyberpunk was a
sort of punk
rock-meets the
hippies-meets
computers, and the
proximity to
Haight-Ashbury,
Silicon Valley, and
Berkeley created the
weird sub-culture
where a lot of
Internet stuff
started.
Cyberpunk was a sort of punk rock-meets the hippies-meets com-
puters, and the proximity to Haight-Ashbury, Silicon Valley, and Berke-
ley created the weird sub-culture where a lot of Internet stuff started.
Leary and Barlow both had an amazing sense of humor, optimism
and hope. This wasn’t the optimism of giddy investors during a bub-
ble. Rather, it was the optimism and humor that I sense in the Dalai
Lama and others who have become self-aware through meditation,
mind-expanding drugs or whatever it is that brings you close to un-
derstanding true nature and reality. It’s that peculiar zone where you
see all of the suffering, the injustice and just how messed up the world
can be — and you face this challenge with a fundamental confidence
in human beings and a sense of humor.
It was a period where the primary motivation for people to do
things wasn’t about the money, but was a combination of hedonistic
fun and the pursuit of a spiritual path. It was also a time of rebellion,
disobedience and mind-expansion.
Timothy Leary used to say, “Question Authority and Think for
Yourself.”
Barlow’s manifesto, A Declaration of the Independence of Cyberspace
(Barlow, 1996), was a great example of that awareness so particular to
that time. It was a rallying cry for a new generation, for us. I remem-
ber when we were starting out, it felt like if we could just connect
everyone and give them a voice via this amazing thing called the
Internet, we’d have peace, love and fairness.
Other parts of the hippie movement also influenced the initial tra-
jectory of the Internet. The WELL, one of the earliest online communi-
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ties, directly followed from The Whole Earth Catalog (Brand, 1981) and
a community led by Stewart Brand and Howard Rheingold.
John Gilmore, a co-founder of the Electronic Frontier Foundation
and the fifth employee of SUN Microsystems, created one of the ear-
liest Internet service providers and called it The Little Garden. John
was an activist with ’60s values and continues to be an important part
of the community.
Today, our dream of the world that Barlow wrote about seems like
a distant dream, and Barlow himself was aware that this dream that
held so much promise, the Internet or cyberspace, had fallen well-
short of what he envisioned. “My belief in the virtues of giving all
humanity a voice did not take into account what would happen if
you gave every one of a billion people his own virtual soapbox and
street corner. Everybody’s talking and nobody’s listening,” he said.
But he also said of his manifesto, “I’m not sorry I wrote it. One day,
I still believe, it will seem true.”
We’re having to climb some mountains and suffer some bad weather.
It almost feels like the winter of 1846 for the Donner Party (Stewart,
1960). But Barlow gave us a compass heading — bearings for our ul-
timate goal — and I believe, as Barlow did, that one day it will seem
true.
But to make it true will require organizing, action and tenacity. We
are in the darkest moments in global and American history that I
remember.
I was born in 1966. I don’t remember 1967 because I was just a year
old. But in 1967, we had the Detroit Street Riots, which some called a
rebellion. (I guess if you quash it, you get to name it). It was the worst
incident of its kind in US history: 43 people killed and 1,400 buildings
burned to the ground before the National Guard put a stop to it. It
was also the year that The Grateful Dead’s debut album came out,
and Barlow introduced the band to Timothy Leary at the Hitchcock
Estate in Millbrook, New York. 1967 was also the year of the Summer
of Love that kicked off the hippie movement. The hippies and the
Grateful Dead opposed the Vietnam war and racism with songs, love
and humor.
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3.3.10 Movements
The hippies created a movement, and while there was a group of
core designers who came up with ideas, rallied people and resources,
and led the movement, there was no organized plan. Rather, the com-
munity evolved, and did so in an environment where the clash of
existing paradigms enabled the emergence of a new paradigm while
dis-empowering the old.
There were other movements. The Punk Rock movement took hold
after the hippie movement, and in a different way. It was more “de-
signed” by Malcolm McLaren and Vivian Westwood, who founded
bands like the Sex Pistols during the “No Future Generation” of the
UK. They designed the fashion and the story, creating a subculture
that would stun and sweep the world (Marcus, 2009).
Punk Rock was more nihilistic and violent than the hippie move-
ment and ended up becoming more commercial in many ways. How-
ever, it is important to note that fashion and music were essential to
both of these movements.
For millennials, the hippies are a long gone movement that their
grandparents were into. However, I believe that the hippie movement
had a lasting impact on the values of the United States and the rest
of the world. I also believe that we can learn from the successes and
failures of the hippie movement as we participate and design the new
movements today.
The collective movement for better gun control inspired by the
kids from Parkland, Fla., and the #metoo and TimesUp movements
are among the most powerful of the day. The TimesUp movement is
headed to overturn centuries of patriarchal power, while the teenagers
are standing up against one of the most powerful political lobbies in
the United States. There is another wave coming. It feels different
from the hippie movement, but it feels like we’re once again follow-
ing the compass heading John Perry Barlow gave us to overthrow
established and ossified power structures and, more importantly, the
paradigms that feed them. There is a feeling of rebellion and revolu-
tion in the air.
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These movements have been sparked by anger and have used social
media as a tool for organizing. They have a fundamentally different
structure than the hippie and punk rock movements and are less a
creation of a subculture and more about rebellion or uprising, similar
to the civil rights movement or the Detroit Riots.
These movements have the successful, active management and de-
velopment of communities in common, but the Internet and social
media have fundamentally changed the dynamics — in some ways
for the better and some ways making things more difficult, as we will
explore.

4
P R A C T I C E O F C H A N G E
In theory there is no difference between theory and practice... - Benjamin
Brewster (Brewster, 1882)
The Media Lab has deep roots in Constructionism — learning through
doing — beginning with Media Lab co-founding faculty member
Seymour Papert who defined constructionism in his 1987 National
Science Foundation proposal,“Constructionism: A New Opportunity
for Elementary Science Education” (Papert, 1986). It is fitting that al-
most everything that I have learned, I have learned through doing
things and being mentored along the way. This chapter represents
three decades of learning through doing.
I have learned by experience that learning through doing can be
hard at first, especially if you have very little learning before you
start, for you may lack the frameworks that traditional educational
models explicitly convey. What you learn by doing depends on what
you happen to be doing, and so may lack the coherence that tradi-
tional discipline-based systems provide. It can be difficult to build
that coherent view, and it’s easy to go wrong if you don’t know the
extent of what you don’t know: a lack of discipline and an absence
of disciplines can lead to attempts to “boil the ocean” in pursuit of a
single unified theory of everything.
However, over the years one’s model of the world may start to come
together, as one’s influence and trust in many different networks ma-
ture; as one’s ability to translate and connect ideas across networks
and disciplines increases; and as opportunities and problems present
themselves from odd but often useful perspectives.
My seven years as the Media Lab’s director have put my natural
affinity for constructionism to the test, for now I was expected to
lead one of the most highly respected research centers in the world.
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But most academic institutions are not particularly comfortable with
“learning by doing” or the community-based, antidisciplinary approach
I have long advocated. In order to provide such an environment at
relative scale — about eight hundred people in our extended com-
munity — required learning how to hop back and forth across the
boundary that separates traditional institutional mechanisms and the
“heterotopia” that has made the Lab so highly regarded externally,
and so cherished by MIT and its community members.
In this chapter we will explore this boundary.
4.1 the antidisciplinary approach
Being
antidisciplinary
faces the the same
challenges that I did
growing up: how do
you manage being
interested in
learning about
everything without
the structure and the
boundaries
traditionally
imposed? For both
individuals and
organizations, the
best approach is
passion-based
constructionism.
An antidisciplinary approach is necessary to advance the paradigm
shift that we require. The Media Lab is both the institute where the
concept arose and the best example I know of an antidisciplinary
organization.1
Being antidisciplinary faces the the same challenges that I did grow-
ing up: how do you manage being interested in learning about ev-
erything without the structure and the boundaries traditionally im-
posed? For both individuals and organizations, the best approach is
passion-based constructionism.
4.1.1 Joining the Media Lab
When I joined the Media Lab as its director in 2011, I had one way of
doing things, and the Media Lab had another.
I was transitioning from the world of Internet entrepreneurship
and open-source governance to academia. At first, it didn’t make
sense that I, with my background as a scrappy entrepreneur, could
fit in at a huge academic institution like MIT. But the Media Lab was
different. It is antidisciplinary — not opposed to disciplines, but ex-
1 Portions of the following sections about the Media Lab are based on a journal article
and a talk that I gave at the Innovation Research Interchange induction ceremony in
2017, when I was the recipient of the IRI Medal. The talk was later published in the
journal, Research-Technology Management (Ito, 2017b). It describes how the Media Lab
works and provides my opinion about its trajectory and principles.
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plicitly seeking out ideas and research agendas that work across disci-
plines. The Media Lab has always favored research that falls into the
white space between disciplines. It allows students and researchers
the freedom to explore — and to fail. And it has produced some
groundbreaking inventions that its corporate members have gone on
to commercialize with great success. Those differences, provide im-
portant lessons for all kinds of organizations — research labs, compa-
nies, even academic institutions — that are being challenged to adapt
to the tidal waves of change that we’re all facing now.
4.1.2 The History of the MIT Media Lab
The Media Lab is somewhat peculiar, even for a highly diversified
university like MIT. That peculiarity arises from the Lab’s history. It
was founded 32 years ago by former MIT president Jerome Wiesner
and a young faculty member named Nicholas Negroponte. Wiesner
had stepped down as president several years earlier but wanted to
continue working in areas about which he was passionate, which in-
cluded bringing the arts and sciences together at MIT. Negroponte,
who was promoting a vision of a digital future that included a CAD
system on everyone’s desktop, was working on computer-aided de-
sign in the Architecture Machine Group in MIT’s School of Architec-
ture and Planning. Together they created the Media Lab.
And when they created it, they did something you can only do
when your partner is the former president of MIT: They broke a
bunch of rules. Typically in universities, you have labs and you have
academic programs, and they tend to work like church and state in a
healthy or unhealthy balance. The academic program offers classes to
students and grants degrees. Labs, on the other hand, focus on raising
funds to conduct specific research aimed at real-world impact. The
Media Lab is both. It has its own academic program — the Program
in Media Arts within MIT’s School of Architecture and Planning —
and it is also a research lab.
The other unique aspect of the Media Lab is its funding model.
When the Lab opened, approximately 80 percent of MIT’s funding
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came from government sources and 20 percent came from private
sources. The Media Lab was the exact opposite, with 80 percent of
its money coming from corporate sources. This was partly a result
of Wiesner’s history. As science advisor to John F. Kennedy, he was
sent to Japan to help that country rebuild its technology and research
infrastructure. As a result, many in the Japanese business world felt
a real debt to Wiesner. At the time Wiesner and Negroponte were
planning the Media Lab, these companies had money to spend. So
much of the money for launching the Media Lab came from the CEOs
and chairmen of Japanese electronics firms. In fact, the Media Lab
was even criticized for selling secrets to the Japanese (Kolata, 1990).
The way the lab handles its corporate support is also atypical for
academia. Funds from corporate members do not support directed re-
search, but rather go into one Lab-wide fund, and any IP (intellectual
property) resulting from Lab research is available to be shared among
all the corporate members. In the past, members could choose among
different consortia to join based on their research interests, but today
there is just one consortium for all members.
Currently, the total lab budget is about $75 million, the majority
from the consortium and some from government and other non-IP-
generating research grants. As director, I distribute consortium funds
to 25 research groups, which are working on everything from syn-
thetic neurobiology to the future of opera. Each research group is
made up of students and faculty members. Crucially, the research
groups have almost full license to spend the money on whatever they
want, at their discretion. This enables them to explore, fail, learn, and
explore some more.
4.1.3 How the Media Lab Works
This structure has a couple of major consequences for the way the
Media Lab works.
First, it helps to create a strong sense of community. In a typical
lab, if you’re a faculty researcher, you write a grant proposal, your
students work with you,and together you deliver the required results.
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Such a system makes it difficult for people from different labs or
departments to work with one another. It can even make it difficult
for the funding companies to work with one another. Everybody’s
working on their own grants, and the IP generated by that research
must be protected from all the other groups. But at the Media Lab,
the consortium owns the IP, so there’s no barrier to collaboration.
Twice a year, hundreds of people from our member organizations —
from LEGO to Lockheed Martin to governments — come to the lab
to learn about the current research. Amazingly, even companies that
are normally fierce competitors, such as LG, Samsung, Toshiba, and
Google, join together in this unique member community.
The pooling of IP gives us the freedom to fund things that others
wouldn’t. The member companies aren’t supporting us so that we’ll
help them do better what they’re already doing. They support us
because we might do something they would never have thought to
do on their own. That makes working in the white spaces core to the
Media Lab’s “business model.”
We try very hard to find interesting areas of research that would
be impossible to fund in other departments or labs because they are
in between disciplines or are too risky and strange. In fact, we try to
exit areas when they become mainstream.
4.1.4 Accounting
When I joined the Media Lab, it was recovering from the 2008 down-
turn in the economy. What I didn’t know was that the Lab had during
the 2001 downtown also suffered from a serious accounting error that
had led to an overestimation of its financial resources: MIT and the
Media Lab had been recognizing all revenue for a three year contract
in the year the contract was signed, even when payment was not yet
due. This made it look like the Lab had much more money than it
really did. Because new contracts kept coming in, no one noticed un-
til the downturn. Once the downturn hit it became clear that the Lab
had been spending well ahead of revenue. In late 2001, this led to
significant layoffs.
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While all this took place many years before I arrived, the Lab was
still traumatized by this event, and across MIT still had a reputation
for being poorly managed.
When I joined, I was told that the books were balanced and that
the debt had been paid off. After my first year when the surplus from
that year’s income disappeared, I investigated and discovered that
there was a hidden liability of millions of dollars somewhere in the
accounting system of MIT.
After substantial effort in trying to fix the finances and accounting
system, I reached out to a colleague of mine from several previous
companies where we worked together. Barak Berkowitz had been the
president of Six Apart and OmniSky, a public company, and had been
an investment manager with me. He came in to help me fix the ac-
counting system.
We discovered that the accounting system was set up in a way
that made our finances completely opaque to both the Media Lab
and central MIT finance. There was no consistent way to track the
most basic things. How much money does the Lab have available
to spend? How much money do we need next year? Did we make
or lose money last year? The new Vice President of Finance, Israel
Ruiz, had come from industry and understood how complicated and
broken the accounting system was.
We spent many months trying to sort through what was actually
going on in the accounting system. At the same time, we redesigned
the financial reports to look more like a company with a balance
sheet and a profit and loss statement. Originally, the Lab was set
up as if it were a single research project that had been going on for
thirty years and had no prospect of ending. Instead of the central MIT
administration and the Media trying to hide things from each other,
we made our system as transparent and representative of the facts as
we could, and we agreed on a consistent way to judge the financial
condition of the Lab.
We never were able to get to the bottom of the obscure liabilities
that the Media Lab was thought to have with the central finance de-
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partment so we agreed to start fresh, and zero the accounts from the
day I took the job at the Media Lab.
Once the accounting system was fixed, we were able to build many
systems, thanks to Berkowitz, the finance team, the human resources
team, and all of the staff. From an operations perspective, the Media
Lab was now running as much like a business as possible at MIT.
For the Media Lab to be both the instrument of change and an
example of the theory of change it espouses, some very traditional
structures need to be in place. Disruption needs a firm platform to
stand on.
4.1.5 Membership Model and Growth
One of the first things that I did when I joined the Media Lab was
change the label for our funders from “sponsors” to “members”. I
wanted to make it clear that the companies were members of our
community and to be respected as colleagues, not our bosses telling
us what to do or “dumb money” that stands back from community.
While the Media Lab was never as directed as most labs, my prede-
cessor, Frank Moss, appeared to be focused a bit more on commer-
cialization to support the Consortium’s member companies, which
could have an inhibiting effect on the freedom that the Lab originally
had enjoyed (Weisman, 2006). This was in part a response to the dif-
ficult financial situation that the Lab was in at the time after the 2008
downturn. I tried to make it clear that while we worked with our
companies and listened to them, the Lab was exploring areas that the
companies don’t yet know they would be interested in.
I also initiated a price increase because the Consortium member-
ship, $200,000 a year, had not been increased for fifteen years. We de-
cided to increase it to $250,000 a year. Our initial presentation of this
change was poorly communicated and we had significant pushback
from companies. We got together, regrouped, tweaked the contract
and reintroduced the change with much greater success.
While this process damaged our relationship with some members
and we lost a significant number of them, it turned out to be critical
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for building a tighter relationship with the companies that stayed. In
addition the companies that left were the ones that did not believe
they were getting value they wanted out of the Lab. We quickly re-
placed them with companies that were excited and more engaged
with the Lab. This is consistent with the Lab’s model of treating fun-
ders as engaged members of a unique research community. Today the
average member spends well over $300k a year with the Lab when
you include incremental funding they provide to projects that espe-
cially interest them.
The consortium model described in the paper Section 4.1 has con-
tinued to thrive. The continuing robustness of the financial markets
clearly have had a supporting effect, but our membership numbers
and overall revenue has increased every year over the seven years
that I’ve been here. (See Figure 29.)
Figure 29: Media Lab Consolidated P&L
Recently, we presented these numbers at a meeting of entire Lab. I
reported that we had 475 full time staff including the students, and
nearly 800 people in our ecosystem if we include the part-time under-
graduate researchers in addition to the Masters and Ph.D. students. I
reported these numbers with pride.
Later that evening when I was leaving the Lab, a long-time re-
searcher who has a very good sensibility about the Media Lab culture
approached me and asked, “When are we too big?” I mentioned that
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we had thirty tenure track slots and that we currently had 26 groups
and that maybe that was a good limit. As I said that, I realized that
some groups had become quite large. The researcher also mentioned
that it is virtually impossible to know eight hundred people’s names,
much less to know those people well. One significant
question for me is,
“What is the right
size for the Media
Lab?” How do we
decide what to do
and what not to do?
How do we increase
quality over
quantity? How do
we determine
quality?
I realized that while I espouse the limits of growth and warn about
the danger of focusing on growth, I had been doing it myself. Initially,
fixing the accounting system and bringing in cash was essential to
build up the health of the organization. But now we were healthy.
Maybe more than enough is too much.
One significant question for me is, “What is the right size for the
Media Lab?” How do we decide what to do and what not to do? How
do we increase quality over quantity? How do we determine quality?
While some believe in a somewhat hierarchical model of tenure
track faculty deciding everything, I believe that the dynamics of the
community determine the quality and the flourishing of the system.
We were, in fact, facing one of the core dilemmas in the age of
connected technology: How to scale community?
4.1.6 Community
When I arrived at the Media Lab, women had represented about
twenty percent of the student population for as far back as we could
see. The Visiting Committee, an external committee of a variety of
experts from inside and outside of MIT that audits the Media Lab’s
overall performance every two years, had noted for the last four years
that this gender diversity was unacceptable. Additionally, the number
of minorities at the Media Lab was also unacceptable.
I had heard from former Media Lab graduates that they didn’t rec-
ommend the Media Lab to prospective female applicants because it
didn’t feel safe for women. I realized that this wasn’t an issue of just
trying to get our faculty to admit more women – they were in fact
admitted in line with the percentage of female applicants. I realized
that to change the pipeline we needed not just to alter our communi-
cations about our culture, but change the reality of our culture, and
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of our community. While disciplines are based around topics, com-
munities and cultures are based on the actual people in them.
I spent several years trying harder, but the numbers only moved
slightly. Then we hired Monica Orta as a director of diversity. Her
sole focus was on increasing the diversity of students applying to the
Media Lab. But her first task was to actually make the Media Lab safer
and more welcoming to minorities and women. We worked together
to address issues as quickly as we could. For example, unacceptable
behavior on mailing lists was immediately dealt with. Harassment
and other issues were dealt with quickly and firmly. After some mem-
ber company visitors talked to students in gender and racially insen-
sitive ways, I opened the next member meeting with a message to the
thousand attendees that they are members of our community, and
we have zero tolerance for any member who does not support our
community’s values.
With Monica’s help, now nearly fifty percent of incoming students
are women.
Figure 30: Master’s Applications by Gender
Unfortunately, our racial and ethic diversity has not improved as
much as the gender diversity, but it is improving slightly. (See Fig-
ure 31.)
Our most recent faculty hire, Danielle Wood, is an African-American
woman who has publicly vowed to make diversity an important part
of her work.
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Figure 31: Master’s Applications by Race/Ethnicity
Diversity among the faculty hires has been more difficult than with
students. The faculty do not turn over as quickly and since we add
them one at a time, it is harder to implement policy.
This is now one of my most important areas of focus.
The total student application numbers of students have increased
significantly and our response to faculty searches is also strong. (See
Figure 32.) This is encouraging news, but I do worry that as we be-
come competitive and able to hire stronger students and faculty who
have significant competing offers, we could lose the Salon des Refusés
feeling that has so characterized the Media Lab.
4.1.7 The Media Lab Mindset
The companies that interact with the Media Lab are seeking that dis-
covery sensibility; they’re looking for an exploration rather than a
problem-solving kind of thinking. In a book I recently coauthored
with Jeff Howe, Whiplash (Ito and Howe, 2016), I tried to capture
the core principles driving the Media Lab. Whiplash grew out of al-
most five years of discussion as my colleagues and I worked through
the collision between the Media Lab’s peculiar DNA and the DNA I
brought from the Internet world. In those discussions, we developed
a set of principles, iterated on over multiple faculty meetings, by ask-
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Figure 32: Total Number of Applications (Master’s and PhD)
ing two questions: What are the principles that define the Media Lab?
and What are the principles that drive innovation on the Internet?
The Internet brought many changes, but among the most important
was the recognition that the Newtonian laws that had governed how
companies operate now turned out to be local ordinances that only
worked in certain cases. Everything moved faster, everything was
hyper-connected. Some models didn’t survive. Some models thrived.
Some companies — some big companies — were able to survive this
transition, and a whole new set of players entered the scene. But the
old rules were gone, and a new set of guiding principles emerged.
We began to see agile, bottom-up systems outperforming those built
around more rigid top-down authority. Organizations with a more
creative vision and culture were more likely to succeed than those
with elaborate, well-documented plans. The ever-decreasing cost of
innovation allowed for — in fact necessitated — taking more risk.
These are the principles that we talk about in Whiplash (See Table 1).
And they are the principles that drive much of what the Media Lab
is doing now.
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Table 1: Innovation principles for the age of the Internet
Emergence over
Authority
Complex, bottom-up systems beat out
top-down authority.
Pull over Push
Resources and innovation should be
pulled from the edges rather than
controlled from the center.
Compasses over
Maps
Detailed plans (maps) become less
valuable than vision, values, and culture.
Risk over Safety
With the cost of innovation coming
down, the focus should be on taking
smart risks rather than seeking safety.
Disobedience
over Compliance
Agile, effective innovators will question
authority and think independently.
Practice over
Theory
Focus less on theory and more on
learning by doing.
Diversity over
Expertise
A nontraditional team approach will be
more productive than the abilities of any
one individual.
Resilience over
Strength
Resilience will come from failure,
especially with complex, adaptive
systems.
Systems over
Objects
Everything is connected to everything
else; to succeed, you must understand
the full ecosystem.
Learning over
Education
Fixed educational systems must be
replaced with lifelong learning.
4.1.8 Permissionless Innovation
The first thing the Internet did was drive down the cost of innovation.
In the early 1990s, we were running a magazine website for Asahi
Shimbun (a newspaper) in Japan off of a server in our bathroom. One
day the server’s fan failed, and then the hard disk failed, and then
we were taking turns blowing on the hard disk until somebody could
get a new fan.
In the Internet world, we called this “best effort”: you couldn’t guar-
antee your hard disk would never fail, but your promised that you
would do your very best if it did. A telephone company trying to cre-
ate an Internet service provider would probably have spent millions
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of dollars building an infrastructure. What we did took a bathroom
and a couple thousand dollars.Lowering the cost of
innovation doesn’t
just change what it
costs to do
something. It also
changes how you do
it, as well as what
you can think about
doing.
This is permissionless innovation. We didn’t ask if we could do this,
and we didn’t check what the rules were. We just did what we could
do. For the first time, a handful of students could actually compete
with a telco. That was enabled by the openness of the ecosystem: ev-
erything we ran on those servers was free and open-source software.
This kind of activity forces competition by driving the price down
to what’s functionally zero compared to where it was before. When
you add Moore’s Law to that, you get very low cost technology that
increases in power without increasing in price. Network these pow-
erful computers and it creates an explosion of free and open-source
software, which in turn lowers the cost of innovation.
Lowering the cost of innovation doesn’t just change what it costs
to do something. It also changes how you do it, as well as what
you can think about doing. In the old days, we had the cable com-
panies and the telephone companies trying to do multimedia over
set-top boxes or kiosks, such as the Minitel system in France. These
systems cost hundreds of millions — if not billions — of dollars be-
cause every company had to do it all: the lines, switches, computers,
database, software, and content. This kind of complexity required a
tremendously detailed plan with lots of dependencies that made the
plan tremendously complex to implement correctly. I call this Master
of Business Administration (MBA)-driven innovation. Its opposite is
engineer-driven innovation.
When you’re in an MBA-driven innovation system, you have money,
you have permission, you have jobs, you have a system of authority
that generates the capital required to do something. The talent chases
the money because you need so much money to even get started.
With engineer-driven innovation, you have a bunch of college stu-
dents (or dropouts) running around making things, and venture cap-
italists chasing them, trying to get in on a good deal. The money
chases the talent. It’s a very different dynamic.
For some kinds of projects, where the cost of what you want to
do is substantial, spending some percentage of that cost to minimize
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risk makes sense — building roads or designing airplanes, for exam-
ple. But if the project is inexpensive — say only a couple hundred
thousand dollars — and if the cost of failure is just the failure of
that thing, the permission costs can exceed the actual costs. I had a
company for which I was trying to get an investment of $600,000; the
potential funders spent about $3 million deciding not to do it. If they
had just given me the $600,000, I could have shown them whether
it worked or not, and if it worked, they’d have made some money.
Permission granting can be an expensive process that tries to guess
whether something will work instead of finding out for real by build-
ing it. If the permission process has a negative outcome, the money
spent on the process provides only a theory of what might have hap-
pened. If an attempt to build something fails, you will have learned
something that will help the next project succeed. In general, my rule
of thumb is that of the cost of assessing risk and providing permission
exceeds the cost of trying it, why not try it? No one asks me as
director for
permission to do a
project, but twice a
year everyone is
required to do a
demo of the things
they’ve been
working on so the
entire community
can learn from one
another’s advances
and setbacks.
Additionally, if the experience you might gain is valuable, consider
that too. That’s why at the Media Lab we think of every failure as an
opportunity to capture information. In considering whether to pursue
a project, we ask if the information we might get is worth the invest-
ment. No one asks me as director for permission to do a project, but
twice a year everyone is required to do a demo of the things they’ve
been working on so the entire community can learn from one an-
other’s advances and setbacks. This constant interaction among the
researchers and the companies is perhaps the main value of joining
the Media Lab.
The key is having the right facilities and equipment to keep things
inexpensive. At the Media Lab, when there’s a conversation and some-
one hits on an idea, they’re in the shop making it by the afternoon,
and by the end of the week, there’s a photo of it with a video, a rough
demo, and all the files needed for somebody else to recreate it.
But, permission-less innovation is only feasible when the costs are
low enough. The Internet and digital revolution have dramatically
lowered those costs, but it helps to have the backing of a research
center that can provide material support, as well as the community
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and culture that encourages antidisciplinary innovation in the white
spaces. Permission-lessness is free as in speech, not always as in beer.
4.1.9 Motivations of Researchers
The increasingly competitive offers from businesses especially in com-
puter science are depleting research universities of talent. Large com-
panies and even non-profits hire researchers for millions of dollars
and provide them with labs equipped more lavishly than university
labs. We’ve seen this particularly acutely at the Media Lab’s cryp-
tocurrencies project. Many researchers are quitting academia to join
fintech (financial technology) startups or to start their own currencies
or digital securities offerings.
While the community at MIT and the Media Lab is of course still
able to attract talent, in some fields it has become more of a challenge.
An important part of the Media Lab’s response has been to help ad-
vance one of the counter paradigms to why we assume people take
jobs.
We generally have assumed that job applicants are rational, self-
interested actors looking to enter into a new contract that compen-
sates them for their work by paying them money. But academics tra-
ditionally have been motivated less by money than by other values,
including intrinsic values such as the joy of teaching, discovery, and
collegiality. The Principles in Awareness class that I describe in Sec-
tion 4.4.2.1 takes this a step further, helping students find the intrinsic
rewards that matter to them. Intrinsic rewards I believe are the most
robust of the motivators. But that requires discovering what truly
makes one happy.2
Without necessarily announcing it as such, the Media Lab makes
a similar offer to potential community members: this is a place rich
2 In our awareness class, we use the term intrinsic motivation vs extrinsic motivation
to differentiate between personal motivations and the motivations that are caused
directly by external pressure, stress or a need to please. We work on trying to direct
our values and motivations to those that emerge from within. However, it is impor-
tant to note that even intrinsic motivation must be nurtured and supported, and
is therefore social. I do not believe the intrinsic motivation as a completely solitary
effect exists. (Ryan and Deci, 2000).
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in intrinsic values and goals such as the excitement of learning in
the white spaces, the joy of community, and the ability to contribute
to the intrinsic values of others outside of the community: you can
build something that will make people healthier, improve the planet,
provoke someone’s curiosity, and bring delight. While I am
interested in trying
to understand how
to “scale” awareness,
the idea is almost a
contradiction. Many
commercial
awareness
applications and
programs have lost
much of the core
essence of the idea.
The Lab is in the fortunate position of being able to make both
sorts of offers to those thinking of joining, for our community in-
cludes businesses as well as researchers. For, much as I am commit-
ted to paying attention to the intrinsic motivators of those around me,
spaces for open innovation such as the Lab should not be sheltered
enclaves. Researchers need to be part of the bustling world around
them so that their work addresses real needs and so that work can be
adopted and have an effect. That, too, is a boundary that needs to be
made permeable, and not just research centers like the Media Lab.
While I am interested in trying to understand how to “scale” aware-
ness, the idea is almost a contradiction. Many commercial awareness
applications and programs have lost much of the core essence of the
idea. They may contribute to relaxation and some appreciation of in-
trinsic motivations, but efforts like our class are nearly impossible to
do at scale without missing the point.
I believe that understanding intrinsic and extrinsic motivators and
how we can manage communities to strengthen healthy versions of
both is a key piece, if not the key piece, of improving our institutions
as well as society.
4.1.10 Leadership
I often describe my role at the Media Lab as a custodian or a gardener:
I am focused on providing nourishment, pruning, and cultivating the
community to try to increase its flourishing. While I try to have a vi-
sion and a strategy, I aim at supporting the community, not pushing
it. I try to be a participant and not just a director. I try to be deci-
sive but inclusive. Instead of trying to provide a crisp and definitive
mission for the Media Lab, my job is to manage a vibrant ecosys-
tem of groups, each with different goals and sensibilities, somehow
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managing to interact with one another to improve the flourishing of
the entire ecosystem — more akin to a rain forest than the Starship
Enterprise.
I led Creative Commons (CC) the same way, for, like the Media
Lab, it had very technical components, an existing structure, and
a mission-oriented community composed of committed people that
mainly needed support and an occasional bit of fine-tuning.
4.1.11 The Next Generation
I am increasingly less focused on the scaling of the Lab itself and
more interested in scaling what I have learned by transferring my ex-
perience to the next generation of leaders and community organizers.
Many of the Lab’s students and faculty are building communities and
it is my great pleasure and mission to support their growth.
It is my hope that the ideas, stories, and learnings in this disserta-
tion might contribute to their success.
4.2 antidisciplinarianism at work
The Media Lab is able to keep moving across disciplines because we
don’t define ourselves by a specific technology or field; we define
ourselves by a point of view, a way of doing things, a sensibility.
Back in the late 1980s and 1990s, we were focused on personal com-
puting, interfaces, and displays. We continue to do those things, but
we moved from them into email and networks, and later into big data
and social physics. Here are some examples of the antidisciplinarian
work currently underway at the Lab.
4.2.1 Bioengineering at the Media Lab
Thirty years, ago, when I would give talks about the Internet, the
newspaper reporters would fall asleep when I tried to explain that
their business was going to change. Nicholas Negroponte said in the
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1990s that newspapers would be delivered over the Internet, and ev-
erybody laughed at him. I feel the same way when I talk about bio-
engineering these days, because people think of biology as a hospital,
medical, pharma thing — just like people thought the Internet as an
information processing thing. Bio is the new digital in the way it will
change the world.
Bioengineering will break out of its discipline to reshape things a
long way from the medical field. For example, Sorona is a polyester-
like material that’s created using plant matter. It uses a synthetic mi-
crobe to spark the transformation. It’s about 30 percent more efficient
and much more ecological to manufacture than polyester, and is start-
ing to compete very well against it.
But Sorona is a product of industrial R&D; it cost hundreds of mil-
lions of dollars and took years and years of research to create it. That
kind of large-scale industrial R&D is starting to change. For example,
we’re beginning to understand genome bricks, the building blocks
that make up DNA chains. There are now efforts to categorize each
set of bricks, identifying what each one does. That kind of modu-
lar approach makes genetic engineering look more and more like a
computer programming language: you can assemble the bricks, stick
them into bacteria or yeast, reboot them, and get them to do a vari-
ety of things, such as act as sensors or manufacture chemicals. There
are Media Lab groups looking for specific compounds, and building
genes around them to do things like trigger wireless systems. They’re
building circuits where the electronic components are living organic
material.
Work with genome bricks is progressing rapidly because of the
digital side of the interdisciplinary white space it occupies. In the
early 2000s, it cost billions of dollars to sequence a genome. It now
costs thousands of dollars, and that cost is dropping much faster than
Moore’s Law would predict. Professor Joe Jacobson, a Media Lab fac-
ulty member, helped create a way to print and assemble genes on a
semiconductor, which significantly reduces the error rate, increases
the speed, and lowers the cost compared to doing it by hand. All of
these developments are driving innovation by diminishing its cost.
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Bioengineering innovation, like digital innovation and hardware in-
novation before it, is going to start pushing to the edges because it
already exists between some edges.
In fact, it’s already started happening. Shortly after I started at the
Media Lab, I was involved in a project to use recombinant DNA to de-
sign a bacterium to create violacein (Bolton and Thomas, 2014), a nat-
urally occurring violet pigment with antibacterial, antifungal and an-
titumor properties. Currently, violacein costs about $300,000 a gram
(violacein | Sigma-Aldrich). Scholars identified a pathway to create vi-
olacein and published the gene sequences — the genome bricks for
this pathway. BioBricks are genome bricks that comply to the stan-
dardized International Genetically Engineered Machine community.
(Anderson et al., 2010). A Media Lab graduate and his company cre-
ated a kit with these BioBricks with guidelines on how to design a
plasmid with the m. My team and I designed the requisite bacterium
online in an open lab book, opening the research out to the Internet.
Then we used BioBrick vials to assemble the gene, and got some
decommissioned hardware from MIT to do the transformation and
insert the plasmids into the bacteria. We rebooted the bacteria and
fed them, and we could see the nice purple of the violacin in the petri
dishes, the signal things were working. We uploaded photos of the
results, so that they could be shared with hundreds of other people
doing the same thing, along with our lab books, so we could compare
our processes with those of other people to see who could design the
best violacein factory. Incidentally, we did this at my house — I didn’t
realize I was breaking a Cambridge ordinance by doing recombinant
DNA work in our home without a Biosafety Level 2 wet lab. But that’s
what happens when research within a white space needs a physical
space to be realized.
Something that would have been done in the labs of one single big
pharma company was crowdsourced by an informal band of citizen
scientists and kids hacking the genome of a bacteria in their homes.
This was almost five years ago.
The trend is growing. MIT sponsors an international genetically en-
gineered machines competition. A crowd of high school and college
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kids — about 7,000 of them — come together every year to share the
genetically engineered machines they’ve created. Some of them are
silly, like E. coli that makes dog poo smell like winter mints. Oth-
ers are a little bit more useful, such as materials that may help us
identify land mines using bacterial bio sensors (Case study: Detecting
Landmines using ELECTRACE 2014).
Yes, I know: What could go wrong? But you can’t put this genie
back in the bottle. With the invention of the stunningly easy and
low-cost CRISPR gene-editing technique, this capability will be in
your high school student’s garage any day now. Given the pace of
change, having people come together across disciplinary boundaries
to talk about the implications of these antidisciplinary technologies
is extremely important. Government agencies and academic institu-
tions realize this, at least at some level. Edward You, the Supervisory
Special Agent in the FBI’s Weapons of Mass Destruction Directorate,
Biological Countermeasures Unit, did an amazing thing along these
lines. At his encouragement, the FBI convened two or three times all
the international biohacking labs. He told them, “We did it wrong
with the Internet. We turned all the hackers against us. This is going
to be much more dangerous. This could be much worse. We need
your help. You need to be on our side to protect the world from exis-
tential threats of rogue or accidental biological mistakes.”
Most of the kids I work with are on board with that. The Media
Lab is a very big part of the biosafety standards work, and a lot of
the bioengineering work we do addresses safety. Certainly, one of the
most terrifying things I can think of is an extinction event triggered
by a mistake some high school kid made in her garage, but I also
think the kids who are doing this are thinking more about safety
and protecting the world than any of the kids I grew up with on the
Internet. That’s a hopeful development.
4.2.2 The MIT Knowledge Futures Group
Whether we are talking about the future of disciplines, or the sharing
and creation of knowledge, academic publishing is a key function and
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institution that needs to be transformed. As a board member of the
MIT Press and through my collaborations with them, I believe that
new models of academic publishing are viable and essential.
We are working actively on open access publishing, copyright, new
structures for peer review, as well as new ways of publishing, sharing
and communicating online — and also through print, face to face
meetings, and communities. 3
To that end, the Media Lab and the MIT Press are working together
on a new group. The following is a proposal draft by Amy Brand (di-
rector of the MIT Press) and me.
The MIT KFG is a new joint initiative of the MIT Press and the
MIT Media Lab. PFG’s mission is to transform research publish-
ing from a closed, sequential process, into an open, community-
driven one, by incubating and deploying open source publishing
technologies. The partnership is the first of its kind between an
established publisher and a world-class academic lab devoted to
the design of future-facing technologies.
Rationale
In order for mission driven academic publishers to flour-
ish into the future, it is imperative that we establish our
own innovation pathways. Developing open source alter-
natives to the stranglehold that a small handful of com-
mercial entities now maintain on not only the markets for
3 At a recent MIT Press management board meeting May, 2018, we had a discussion
of preprint servers. These are websites where many people have begun to post aca-
demic papers before they are published. Some authors, in particular tenured re-
searchers for whom traditional publication and credentialing is less important, are
publishing exclusively to preprint servers and not submitting to journals. The num-
ber of preprint servers and their services have proliferated. Some servers have fea-
tures that allow reviewers to leave comments directly on the preprint servers and
some link to both publications of the paper and reviews of the paper. It is still early
days, but it appears to be an emergent form of peer review. While it is unclear how
many of the authors are reading the reviews and how much influence the reviews
will carry, John Inglis, MIT Press board member and Executive Director of Cold
Spring Harbor Laboratory Press shared that there are informal peer review groups
that are forming “in the wild” and that journals in his field have begun to reference
some of these informal reviews (Inglis, 2018).
While the exact structure that this informal peer review will take is still to be un-
derstood and designed, the publishers, authors and reviewers are clearly ready to
experiment.
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research information, but also on academic reputation sys-
tems, publishing technologies, and digital innovation will
be of clear benefit to the research community and the read-
ing public alike. The same can be said for the publication
of content from many other domains such as news, law,
and industry research. Each domain is often isolated to
a small number of corporations whose ownership of the
content influences the systems built around said data. We
believe universities must assert greater ownership and in-
fluence over the ecosystem for the publication of all knowl-
edge given how critical it is to our core mission of knowl-
edge creation and diffusion.
Objective
The KFG will serve as a test kitchen, incubator, and a stag-
ing platform for the development and launch of open source
publishing technologies, infrastructure, and aligned open
access publications, staffed jointly by the Press and the
Media Lab. The open source approach not only reduces
the precarious dependency that most non-profit academic
publishers have on costly outsourced technologies and a
limited network of commercial vendors, but also provides
a foundation for greater insourced experimentation and
innovation. We currently seek funding partners to help
us grow our capacity over the next two to three years, as
we develop the cost-recovery models that will ultimately
make the KFG self-sustaining.
Phase 1
We are currently incubating PubPub, an open authoring
and publishing platform initially developed as a Media
Lab project. PubPub socializes the process of knowledge
creation by integrating conversation, annotation, and ver-
sioning into short- and long-form digital publication. Among
the books now on PubPub is Frankenbook, an interactive
edition of Frankenstein: Annotated for Scientists, Engineers,
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and Creators of All Kinds (Shelley, 2017). Also on PubPub is
the Journal of Design and Science (JoDS), which forges new
connections between science and design and breaks down
the barriers between traditional academic disciplines. One
of PFG’s near-term goals is to grow JoDS into a multime-
dia publishing platform unto itself, rooted in the Media
Lab’s research and design ethos and focused on bringing
a global community into conversation.
The KFG also incubates The Underlay, an open, distributed
knowledge store whose goal is to capture, connect, and
archive publicly available knowledge. The project is a rein-
vention of Freebase, an open graph-database which was
sold to Google and was turned into their closed-source
Knowledge Graph.
Partnership
The MIT Press and the Media Lab have a long history of
collaboration, beginning with renowned designer Muriel
Cooper, who was the Press’ first art director and later a
founding faculty member of the Media Lab. Both the Press
and Lab reflect the values of MIT, an institution that places
a premium on experimentation, invention, and open infor-
mation access. Since its launch in 1962, the MIT Press has
been changing the rules of engagement between academic
authors and their readers, and was one of the first pub-
lishers to exploit the potential of the Internet, producing
open access interactive books as early as the mid-1990s.
From its inception in 1985, the Lab was at the vanguard of
the technology that enabled the digital revolution and en-
hanced human expression. Now in its fourth decade, the
Media Lab continues to check traditional disciplines at the
door as designers, nanotechnologists, data-visualization
experts, biologists, and computer interface pioneers work
side by side to reinvent the human-technology relation-
ship.
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4.2.3 The Space Initiative
A few years ago, a student, Ariel Ekblaw, prepared a proposal that
incorporated ideas from many students interested in doing work on
space. The project started first as a student group, then developed into
a Special Interest Group at the Media Lab, which is a way for member
companies to interact with, and financially support, a project. Later
it became a broader initiative. Maria Zuber, E. A. Griswold Professor
of Geophysics, Vice President for Research at MIT, and I became the
principal investigator (PI)s for the initiative, and Joseph Paradiso, the
Alexander W. Dreyfoos Professor and Associate Academic Head at
the Media Lab was the lead faculty member on the project with Ariel
leading the initiative.
At MIT, we have a strong Department of Aeronautics and Astronau-
tics (AeroAstro) and Department of Earth, Atmospheric and Planetary
Sciences (EAPS), and it didn’t make sense to create an initiative that
would duplicate their efforts or create some sort of useless alternative.
The Media Lab is already very antidisciplinary, but I pushed Ariel to
think even more broadly and to also try to work closely with other
efforts at MIT and build bridges with AeroAstro and EAPS.
The Mori Art Museum had just curated a show called Universe and
Art which brought science and art together in a wonderful historical-
through-future synthesis. It was unique in that it brought in and jux-
taposed the relationship between artistic and scientific work about
the universe in a sensible and beautiful way. I was inspired by this
and shared it with Ariel, who now has included arts in the Space Ex-
ploration Initiative in a substantial and wonderful way. She recruited
Xin Liu to be the arts curator of the initiative, and Xin has been doing
a great job.
The initiative has produced two extraordinary events called Beyond
the Cradle that have brought together science fiction writers, astro-
nauts, Nobel Prize winning scientists, artists, engineers and a wide
variety of speakers and participants. The most recent event had the
largest number of viewers watching its video stream in the history of
the Media Lab.
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I continue to mentor and advise Ariel and the initiative, and we
hope to succeed in the mission to “democratize access to space explo-
ration.” Following is more information about the initiative, written
with Ariel’s collaboration:
4.2.3.1 Growth and Progress Overview
In academic year 2016-2017, we launched the Media Lab Space Ex-
ploration Initiative. The Initiative has since grown from grassroots
student interest to a team of over 50 students, faculty, and staff ac-
tively prototyping our open-access, space-hacking future. The initia-
tive supports 25+ research projects (from satellite constellation algo-
rithms to astrobiology) via R&D funding, launch and deployment
contracts, monthly project-review roundtables, conference funding,
and mentorship from our expanding network of space exploration
advisors. We deployed fourteen research projects on a November
2017 “zero gravity” parabolic flight, and are launching 6-10 suborbital
and International Space Station (ISS) payloads in the coming eighteen
months. The Initiative has confirmed an annually chartered zero grav-
ity flight for the Media Lab going forward, to include participation by
other departments at MIT via a recurring fall prototyping and tech-
nical readiness course. The Initiative collaborates actively with MIT
AeroAstro, MIT EAPS, MIT Lincoln Laboratory and MIT Sloan, in ad-
dition to a large team of external space industry partners. The Initia-
tive’s annual event, Beyond the Cradle, has established a unique con-
vening and extensive public following — bringing together leading
thinkers and visionaries across a number of space domains. We take
a creative spin on the future of space exploration, featuring artists,
designers, and sci-fi voices on equal footing with the scientists and
engineers engaged in aerospace pursuits.
4.2.3.2 Vision Overview
With humanity at the cusp of interplanetary civilization, the MIT Me-
dia Lab Space Exploration Initiative sees a unique and compelling
opportunity on the horizon. We are designing, prototyping and de-
ploying the products, technologies, and tools of exploration that will
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delight and empower humanity for this new phase of our collective
existence. In doing so, we build on the spirit of the Media Lab, unit-
ing artists, scientists, engineers and designers to prototype our sci-fi
space future. We are creating space technologies that envision a bold
and culturally rich “new space age,” from astro-bacteria wearables, to
satellite constellations for the creative use of any Earth citizen, to mu-
sical instruments for our space voyages, to floating space habitats, to
advanced zero-gravity 3D printing and fabrication methods. The phi-
losophy of “democratizing access to space exploration” — bringing
moonshots and starshots into the purview of a broad, and inclusive,
community — courses through our work, and guides both our re-
search platform and our extensive Science, Technology, Engineering
and Math (STEAM) outreach efforts.
This initiative is unique and antidisciplinary. The diminishing costs,
the entry of smaller companies in the ecosystem, and the commons-
based nature of the field provides an Internet-like moment in which
we can imagine an explosion of innovation as the non-government
and non-NASA-like entities and individuals begin to participate in
space. I hope that we can learn from the Internet to create a generative
and well-managed ecosystem. The first step is to bring together the
various communities so that they can learn from each other through
collaboration and experimentation.
4.2.4 Extended Intelligence
The Media Lab’s belief in decentralized and distributed architectures
does not stop with technical architectures. Indeed, the aim of this
chapter is to show how that commitment manifests itself in the ar-
chitecture and processes of the Lab itself. But we believe that this
goes beyond architecture and processes. It is a new paradigm, which
means it shapes our ideas beyond narrow disciplinary lines. In this
case, we think it extends to our ideas about the nature of thought and
mind itself.
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The following section is based on an essay called “Extended Intelli-
gence” written on February 10, 2016 (Ito and Slavin, 2016).
At the Media Lab we propose a kind of Extended Intelligence
(EI), understanding intelligence as a fundamentally distributed phe-
nomenon. As we develop increasingly powerful tools to process in-
formation and network that processing, aren’t we just adding new
pieces to the EI that every actor in the network is a part of?
Artificial intelligence has become one of the world’s biggest ideas
and areas of investment, with new research labs, conferences, and
raging debates from the main stream media to academia.
We see debates about humans vs. machines and questions about
when machines will become more intelligent than human beings,
speculation over whether they’ll keep us around as pets, or just con-
clude we were actually a bad idea and eliminate us.
There are, of course, alternatives to this vision, and they date back
to the earliest ideas of how computers and humans interact.
In 1963 the mathematician-turned-computer scientist John
McCarthy started the Stanford Artificial Intelligence Lab-
oratory. The researchers believed that it would take only a
decade to create a thinking machine.
Also that year the computer scientist Douglas Engelbart
formed what would become the Augmentation Research
Center to pursue a radically different goal — designing
a computing system that would instead “bootstrap” the
human intelligence of small groups of scientists and engi-
neers.
For the past four decades that basic tension between arti-
ficial intelligence and intelligence augmentation — AI ver-
sus IA — has been at the heart of progress in computing
science as the field has produced a series of ever more
powerful technologies that are transforming the world. —
John Markoff (Markoff, 2011)
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But beyond distinguishing between creating an AI, or augmenting
human intelligence (IA), perhaps the first and fundamental question
is where does intelligence lie? Hasn’t it always resided beyond any
single mind, extended by machines into a network of many minds
and machines, all of them interacting as a kind of networked intelli-
gence (Borg (Star Trek)) that transcends and merges humans and ma-
chines? We propose a kind of
EI, understanding
intelligence as a
fundamentally
distributed
phenomenon — a
kind of massively
networked and
decentralized (IA).
If intelligence is networked to begin with, wouldn’t this thing we
are calling “AI” just augment this networked intelligence, in a very
natural way? While the notion of collective intelligence and the ex-
tended mind are not new ideas, is there a lens to look at modern AI
in terms of its contribution to the collective intelligence?
We propose a kind of EI, understanding intelligence as a fundamen-
tally distributed phenomenon — a kind of massively networked and
decentralized (IA). As we develop increasingly powerful tools to pro-
cess information and network that processing, aren’t we just adding
new pieces to the EI that every actor in the network is a part of?
Marvin Minsky conceived AI not just as a way to build better ma-
chines, but as a way to use machines to understand the mind itself. In
this construction of EI, does the EI lens bring us closer to understand-
ing what makes us human, by acknowledging that what part of what
makes us human is that our intelligence lies so far outside any one
human skull?
At the individual level, in the future we may look less like termina-
tors and more like cyborgs; less like isolated individuals, and more
like a vast network of humans and machines creating an ever-more-
powerful EI. Every elements at every scale connected through an in-
creasingly distributed variety of interfaces. Each actor doing what it
does best — bits, atoms, cells and circuits — each one fungible in
many ways, but tightly integrated and part of a complex whole.
While we hope that this EI will be wise, ethical and effective, is it
possible that this collective intelligence could go horribly wrong, and
trigger a Borg Collective hypersocialist hive mind?
Such a dystopia is not averted by either building better machine
learning, nor by declaring a moratorium on such research. Instead,
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the Media Lab works at these intersections of humans and machines,
whether we’re talking about neuronal interfaces between our brains
and our limbs, or society-in-the-loop machine learning.
Where the majority of AI funding and research is to accelerate statis-
tical machine learning, trying to make machines and robots “smarter,”
we are interested in the augmentation and machine assistance of the
complex ecosystem that emerges from the network of minds and our
society.
Advanced Chess is the practice of human/computer teams play-
ing in real-time competitive tournaments. Such teams dominate the
strongest human players as well as the best chess computers. This ef-
fect is amplified when the humans themselves play in small groups,
together with networked computers.
The Media Lab has the opportunity to work on the interface and
communication between humans and machines — the artificial and
the natural — to help design a new fitness landscape for EI and this
co-evolution of humans and machines.
EI research at the Media Lab currently includes, or has included:
• Connecting electronics to human neurons to augment the brain
and our nervous system (In the Synthetic Neurobiology and
Biomechatronics groups)
• Using machine learning to understand how our brains under-
stand music, and to leverage that knowledge to enhance indi-
vidual expression and establish new models of massive collabo-
ration (Opera of the Future)
• If the best human or computer chess players can be dominated
by human-computer teams including amateurs working with
laptops, how can we begin to understand the interface and inter-
action for those teams? How can we get machines to raise anal-
ysis for human evaluation, rather than supplanting it? (Playful
Systems)
• Machine learning is mostly conducted by an engineer tweak-
ing data and learning algorithms, later testing this in the real
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world. We are looking into human-in-the-loop machine learn-
ing, putting professional practitioners in the training loop. This
augments human decision-making and makes the ML training
more effective, with greater context.
• Building networked intelligence, studying how networks think
and how they are smarter than individuals. (Human Dynamics)
• Developing humans and machine interfaces through sociable
robots and learning technologies for children. (Personal Robots)
• Developing “society-in-the-loop,” pulling ethics and social norms
from communities to train machines, testing the machines with
society, in a kind of ethical Turing test. (Scalable Cooperation)
• Developing wearable interfaces that can influence human be-
havior through consciously perceivable and subliminal I/O sig-
nals. (Fluid Interfaces)
• Extending human perception and intent through pervasively
networked sensors and actuators, using distributed intelligence
to extend the concept of “presence.” (Responsive Environments)
• Incorporating human-centered emotional intelligence into de-
sign tools so that the “conversation” the designer has with the
tool is more like a conversation with another designer than inter-
actions around geometric primitives. (e.g., “Can we make this
more comforting?) (Object-Based Media)
• Developing a personal autonomous vehicle (PEV) that that can
understand, predict, and respond to the actions of pedestri-
ans; communicate its intentions to humans in a natural and
non-threatening way; and augment the senses of the rider to
help increase safety. (City Science, formerly known as Chang-
ing Places)
• Providing emotional intelligence in human-computer systems,
especially to support social-emotional states such as motivation,
positive affect, interest, and engagement. For example, a wear-
able system designed to help a person forecast mental health
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(mood) or physical health changes will need to sustain a long-
term non-annoying interaction with the person in order to get
the months and years of data needed for successful prediction
(Clark and Chalmers, 1998). (Affective Computing)
• The Camera Culture group is using AI and crowdsourcing for
understanding and improving the health and well-being of in-
dividuals.
• The Collective Learning group (formerly known as Macro Con-
nections) collaborated with the Camera Culture group on AI
and crowdsourcing for understanding and improving our cities.
• Collective Learning has also developed Data Viz Engines such
as the OEC, Dataviva, Pantheon, and Immersion, which served
nearly 5 million people last year. These tools augment networked
intelligence by helping people access the data that large groups
of individuals generate, and that are needed to have a panoptic
view of large social and economic systems.
• Collaborations by Canan Dagdeviren (Conformable Decoders)
to explore novel materials, mechanics, device designs and fab-
rication strategies to bridge the boundaries between brain and
electronics. Further, developing devices that can be twisted, folded,
stretched/flexed, wrapped onto curvilinear brain tissue, and im-
planted without damage or significant alteration in the device’s
performance. Research towards a vision of brain probes that can
communicate with external and internal electronic components.
The wildly heterogeneous nature of these different projects is char-
acteristic of the Media Lab. But more than that, it is the embodiment
of the very premise of EI: that intelligence, ideas, analysis and ac-
tion are not formed in any one individual collection of neurons or
code. All of these projects are exploring this central idea with differ-
ent lenses, experiences and capabilities, and in our research as well
as in our values, we believe this is how intelligence comes to life.
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4.2.5 Council on Extended Intelligence
In June 22, 2018, we announced a collaboration between the Media
Lab and the The Institute of Electrical and Electronic Engineers (IEEE)
Standards Association called the Council on Extended Intelligence
(Council on Extended Intelligence) inspired our work on EI and resisting
reduction as well as the work of the IEEE Global Initiative on Ethics
of Autonomous and Intelligent Systems (The IEEE Global Initiative on
Ethics of Autonomous and Intelligent Systems).
In my blog post announcing the collaboration, I wrote the follow-
ing:
I first met John Havens at an Aspen Institute Roundtable
to discuss the future of artificial intelligence. I had always
pictured IEEE as a place where engineers hammered out
practical technical standards and published rigorous aca-
demic journals so I was surprised — and excited — to find
him advocating the importance of ethics in autonomous
and intelligent systems in such a nuanced and inclusive
way. Soon, we had drafted the beginning of the Global
Council on Extended Intelligence (CXI) and its mandate:
to ensure that these tools benefit people and the planet,
make our systems more robust and resilient, and don’t
reinforce negative systemic biases.
The MIT Media Lab has a long-standing history with
the discipline of machine learning and AI, beginning with
the work of founding faculty member Marvin Minsky. But
we’re a long way from 1985 and the ideals and optimism
that the field once held. As time pressed on, and the in-
terfaces between humans and machines ushered in cele-
brated tech toys and important conveniences, the ramifi-
cations of this work and the divisions it created became
increasingly obvious.
Visit any floor of the Media Lab and you’ll see students
and faculty addressing these new issues: PhD candidate
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Joy Buolamwini is working to improve facial recognition
software, where biased data sets lead to difficulties identi-
fying women and people with darker skin; Professor Iyad
Rahwan and his students are evaluating the future of work
and workers in a world that is becoming increasingly au-
tomated; and our class with The Harvard Berkman Klein
Center addresses the ethics and governance of AI.
That’s why this collaboration is so important to me and,
I believe, different from other groups currently addressing
the future of AI. While engineers and technologists take
the ethics and social issues of machine learning seriously,
many simply don’t feel it’s their job to address those is-
sues. With a powerhouse like IEEE Standards Association
involved — the very group who represents engineers and
their interests — it changes the paradigm. The ethics, the
values, will be part of the engineering conversation.
Together, we will attempt to empower people with tools
to live with artificial and EI, instead of feeling like they’re
going to be replaced or destroyed by machines. It’s also
recognizing that we can’t continue to measure success in
purely economic terms, or to look for one-size-fits-all so-
lutions — we have to remember that we are part of a web
of complex, self-adaptive systems, which also includes the
tools we use and the environments in which we live.
So far, more than 50 researchers and professors have
signed on to CXI, including Columbia University’s Jeffrey
Sachs, former Harvard Law School Dean Martha Minow,
Jonathan Zittrain from The Berkman Klein Center, and
Paul Nemitz of the European Commission. We plan to
implement three projects right away: introduce EI and par-
ticipatory design to policymakers and the general public;
create a data policy template for governments and orga-
nizations to help people maintain control over their dig-
ital identities; and create a Wellbeing Indicator template
for governments and organizations to redefine “prosper-
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ity” in a way that values human flourishing and natural
ecosystems.
And while these ideas are still evolving, the ultimate
goal is to encourage conversation and collaboration — we
can’t answer the questions these new technologies raise
without input and feedback from everyone who develops
them, uses them, or will be affected by them.
On June 24, 2018, I gave a talk at the IEEE board meeting and kicked
off the relationship.
While this is still a nascent project with no real output yet, the feed-
back from the board and their interest in and support of integrating
ethics into engineering, I believe, was a great indication of the chang-
ing and more reflective landscape which represents a great opportu-
nity and validation of the timing. The IEEE board meeting reminded
me of the ICANN board meetings and embodied the values driven,
community oriented nature of the successful non-governmental non-
profit organizations that are both the stewards of the protocols and
the managers of the community.
4.3 decentralization in practice
While this chapter has focused so far on how anticidisciplinarianism
and decentralization are manifest through the many layers of the Me-
dia Lab, my own personal experience has shown me that they are
also found, in various ways and to varying degrees, in many of the
organizations — for-profit and non-profit —I have worked with or
for over the course of my life. This experience has enabled me to ob-
serve decentralized themes and values that guide the organization of
communities as well as technical and legal structures.
4.3.1 Creative Commons
Many revolutionary organizations are started by visionary leaders
triggered by a defining incident in the context of an environment
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ready for change. For CC, it was the case of Eldred v. Ashcroft in
2003, in which the visionary leader, Lawrence Lessig (Lessig, 2005),
battled to loosen what he (and I) saw as the stranglehold of excessive
copyright regulation.
Often organizations created by the spark of the moment require a
transformation into a community that continues the mission. This is
the transformation that interested me about CC .
Copyright originally was created to protect printing businesses by
granting them an exclusive right to print a book. Disputes over copy-
right were between businesses.
When digital technology made perfect copies easy to produce, and
the Internet made the distribution of these copies simple, copyright
became a law that every user violated, for every time a user loaded a
web page, they were making a copy.
Napster and BitTorrent suddenly made music and then video shar-
ing simple, and Hollywood and content businesses feared this would
destroy their businesses. They tried to protect their assets by pushing
enforcement of copyright law onto the Internet and lobbying for laws
in many countries to make it as difficult as possible to copy and share
things.
In the United States, the 1998 Digital Millennium Copyright Act
includes a provision that makes circumvention of copyright technol-
ogy such as Digital Rights Management (DRM)4 illegal. So even if you
have the right to use material on a protected medium such as a DVD,
if you copy the file using technology that circumvents the copyright
protection technology, you are a felon even though you are not steal-
ing anything.
In this way, copyright law pushed by traditional content businesses
increased the difficulty of copying and sharing on the Internet, im-
pairing the Net’s positive cultural and societal impact.
That was too bad since the Internet made it so easy to share, remix
and building works on top of the work of others. Artists, academics
and software developers do this all the time. The problem is that copy-
4 Richard Stallman, founder of the Free Software Foundation, insists on calling DRM
“Digital Restrictions Management.”
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right law is designed so that any creative work — even a scribble on
a napkin — is automatically and instantly copyrighted. So unless you
affirmatively give permission, anyone using your work is potentially
violating copyright law, and is subject to a shakedown by you or the
publisher who holds the copyright.
4.3.1.1 The Birth of CC
In a famous case, Eldred v. Ashcroft, the Harvard law professors Lawrence
Lessig and Jonathan Zittrain, representing the plaintiff, argued the
unconstitutionality of the the Sonny Bono Copyright Term Extension
Act that in 1998 extended the term of a copyright by an additional
20 years, effectively extending the total term of works published be-
fore 1978 and still under copyright in 1998 to 98 years after the death
of the author. For works-for-hire, the term was set to 95 years from
the date of first publication, which could be 120 years from creation.
Lessig and the plaintiff side argued that continuing to extend the
term of copyright prevented a large number of works from entering
the public domain and exceeded the powers given to Congress by the
U.S. Constitution. The Constitution gives Congress the power “To pro-
mote the Progress of Science and useful Arts, by securing for limited
Times to Authors and Inventors the exclusive Right to their respective
Writings and Discoveries.”
The case made it to the US Supreme Court — and the plaintiffs lost.
The Court ruled that Congress was free to set the term of copyright
however it saw fit, despite the Founders ’ explicit declaration that
copyright’s purpose is to “promote the progress of science and useful
arts...”
As a result, a number of academics working at the Berkman Cen-
ter, including Lawrence Lessig, Jonathan Zittrain, Molly Shaffer Van
Houweling, and Hal Abelson, gathered to design a solution. They
created a non-profit to try to support the voluntary contribution of
works to the commons, so that they could be reused without first
having to get permission or pay a licensing fee.
CC emerged from those meetings and was established as a non-
profit organization to address this mission. The original idea was to
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Figure 33: Creative commons license spectrum between public domain (top)
and all rights reserved (bottom). Left side indicates the use-cases
allowed, right side the license components. The dark green area
indicates Free Cultural Works compatible licenses, the two green
areas compatibility with the Remix culture. Image by Shaddim
via Wikimedia Commons.
create a site where people could upload their works to share. That
idea was abandoned, however, in favor of creating a set of licenses
(in the case of (CC0 z), not a license but a dedication and in the case
of (Public Domain p), a validation) that allow artists and creators
to mark their works with the rights that they would like to permit
for their works, such as allowing people to remix and reuse with
attribution, or for non-commercial use only. These licenses had icons
associated with the rights so that it was easy for people to see what
rights were associated with a particular work. (See Figure 33.)
The licenses allowed artists and creators to make choices about the
permissions they wish to grant. They could require attribution (BY
b), forbid or allow modification (ND d), prevent use for commercial
purposes(NC n/y), or insist that any derivative work be shared un-
der the same license — share-alike (SA a). These could be combined;
for example, Wikipedia uses CC (BY-SA cba) which requires attri-
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bution and for the derivatives to be shared with the same license. One
of the key innovations of CC was its communication of these licenses
in multiple modes: icons, human readable “deeds” that described the
license in an easy-to-understand way, “lawyer readable deeds” that
are legal contracts rigorously developed through a global network of
lawyers, and a machine readable system of metadata in various for-
mats to allow software, services and other systems to understand the
licenses.
When I joined CC as a board member, we were in the process of
trying to get the licenses “ported” to local jurisdictions around the
world, to create a global network and to try to create an enduring
organization to manage this.
4.3.1.2 Public Domain and CC0 z
My efforts to create a public domain mark illustrates the complexity
of trying to build open spaces in a world that is connected but that
differs deeply over the appropriate laws and norms.
During my time as CEO of CC from April 2008 to March 2011, we
launched (CC0 - z), known as “the public domain license.” By then
the requirement for attribution was so commonly requested that it
had become a default requirement in all of the core CC licenses. But,
we realized that there were cases where attribution was impossible
and where marking the works as free of all obligations and as close
to public domain as legally possible made sense. Our legal team, led
by Diane Peters, worked to coordinate input from around the world
to try to make something that worked as best as possible in every
jurisdiction. Getting to a single document was a herculean effort.
We had previously had a Public Domain Dedication (renamed Pub-
lic Domain Certification in 2005) that marked works as Public Do-
main. But that was confusing because the notion of “Public Domain”
existed in the United States but not in all jurisdictions. When we
launched (CC0 z), we also launched the Public Domain Guidelines
that, together with (CC0 z), were a template of norms that commu-
nities could adopt in a way that was appropriate for them. It encour-
aged norms from the attribution (BY b) license such as provenance
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(link back), citation, etc. but in a way appropriate to their commu-
nity and their medium and in a non-legally binding way — policed
through norms rather than law.
These guidelines were adopted by organizations such as Europeana,
the massive online aggregation of European cultural works. The guide-
lines were in great part informed by those used in the scientific com-
munity for projects such as Polar Commons, one of the first users of
(CC0 z).
In October 2010, we released a tool called Public Domain Mark (p)
to mark works in the public domain. This was an important comple-
ment to the (CC0 z) dedication which was a tool for asserting, to the
extent possible under the law, a waiver of rights for works that were
not in the public domain. For example, the copyright on works by
Herman Melville have long expired, so those works are in the Public
Domain, and could be marked as such by the (Public Domain Mark
p). But if you posted something tomorrow about Herman Melville, it
would automatically be copyrighted. If you wanted instead to release
the work as close as legally possible to being in the public domain,
you would use the (CC0 z) dedication5. Europeana was requiring
that metadata with licensing information be added to all thumbnails
indexed on their site. They were planning on creating a Europe-only
public domain mark for their site, but we were able to convince them
to instead use our Public Domain Mark which that was usable world-
wide.
It gets yet more complicated. The U. S. Government considers works
“prepared by an officer or employee” of the federal government to not
have protection under domestic U.S. copyright laws and regulations.
However, the U.S. Government asserts that its employees hold the
copyright to these works in other countries. Most people imagine that
U.S. Government works such as NASA photos or government studies
are in the public domain globally, but they in fact are not. This means
that Wikipedia, which uses a (BY-SA cba) license, could not use,
5 Some legal jurisdictions do not allow you to completely waive all of your rights.
(CC0 z) is a dedication that waives all right to the extent possible under the law. It
is also a waiver of rights, and not a license.
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say, an image from NASA because non-US people could access the
pages. We were emboldened
by the fact that the
White House had
switched the
copyright license for
the White House
website to a CC (BY
cb) license when
President Obama
was inaugurated.
I visited the White House, the Public Printers Office, and a num-
ber of agencies in the federal government to try to address this issue,
arguing that this restriction made no sense and that preventing U.S.
Government works from entering the worldwide commons was im-
pinging on the impact of these works and went against the spirit of
creating such works. We were emboldened by the fact that the White
House had switched the copyright license for the White House web-
site to a CC (BYcb) license when President Obama was inaugurated.
With the help of Beth Novack, who was Deputy Chief Technol-
ogy Officer of the US at the time, I tried to come up with a plan
whereby each U.S. agency could use something similar to a (CC0 z)
dedication to give up the international rights to their works so that
Wikipedia and others could use NASA images and other government
works freely on the Internet. Eventually, I ended up at the General
Services Administration (GSA), where I was told that federal agencies
do not have the right to waive their copyright and that the interna-
tional rights were “assets of the federal government.” Moreover, the
GSA controls the federal government’s balance sheet and thus has to
approve any such transactions.
This issue has still not been resolved and is still being actively pur-
sued by CC.
4.3.1.3 Interoperability
An issue came up in Europe around a right called a “database right,”
which provided protection to databases or collections of works even
if the individual works in the database weren’t copyrighted or able to
be copyrighted. The United States and many other jurisdictions didn’t
have such law or right, and addressing it in the (CC0 z) dedication
or CC licenses didn’t make sense from a global perspective.
That led the Open Knowledge Foundation, a friendly partner in
the United Kingdom that often helped us in the region, to create an
Open Database License to deal with the database issue. But this li-
cense was not interoperable with and, in some cases, tried to replace
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CC licenses. One key example was OpenStreetMap, an extremely im-
portant crowdsourced source of open maps used by many services
such as Foursquare and Craigslist. OpenStreetMap originally used
(BY-SA cba) license but the organization was convinced to convert
to Open Knowledge’s ODbL license. We had many conversations to
try to keep them with CC. While the ODbL dealt with database rights
in a way that CC didn’t, we believed the benefits of ODbL didn’t out-
weigh its cost, namely, that OpenStreetMap data would no longer
be interoperable with other (BY-SA cba) works, including huge
projects like Wikipedia.
Similar to technical protocols such as TCP/IP, even if the legal “code”
of the licenses are nearly identical, they are slightly different and
make interoperability difficult, if not impossible. The key thing about
share-alike or copy-left licenses is that they require derivative works
to be licensed under the same license. So even if the licenses are nearly
the same, because they are not the same license, the user can’t switch
the license. This keeps the works that are spiritually similar in intent,
separated legally. One idea that many of us had was to create a section
in the license that listed other, but similar licenses that the user could
opt to relicense under. However, since licenses could be upgraded or
changed, people didn’t feel safe creating a list of compatible licenses
because there was no assurance that they would continue to remain
theoretically aligned.
In Open Source Software licenses and with those from CC, we made
efforts to find ways to make different licenses interoperable, but this
also required a great deal of work and had limited success. The two
most notable examples are the Mozilla Public License 2.0 defaulting
GNU General Public License (GPL) compatibility and (SA a) 4.0’s
compatibility mechanism that is used to make it GPL compatible. Ad-
ditionally, after Wikipedia migrated to (BY-SA cba), OGL-UK-2.0
and several other open government licenses were made explicitly CC
(BY cb) compatible.
One of the most significant relicense efforts was Wikipedia, which
was created before CC and established using the Free Document Li-
cense that the Free Software Foundation created for the GNU free soft-
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ware project to allow free sharing of documentation for its software.
It was designed for things more like books and so not well suited
for the kind of remixing and editing that Wikipedia represented. For
example, it required the distribution of the license with the software,
rather than just a link to the software because it was designed before
the Web. More importantly, it was not interoperable with the ever-
growing body of CC licensed works on the Internet because although
it was a copy-left license6, it did not allow relicensing under other
licenses such as the CC share-alike (SA a) and therefore could not be
remixed with CC content that should otherwise have been compatible
with Wikipedia.
After a great deal of discussion and negotiation with the Free Soft-
ware Foundation and the Wikipedia community, CC came up with a
deal that allowed for a brief period a modification in the Free Doc-
ument License. This modification allowed Wikipedia to convert its
content to a CC (BY-SA cba) license, and in 2009, supported by a
community vote, we were able to convert Wikipedia from the Free
Document License to a CC (BY-SA cba) license, vastly increasing
the body of work available under that license.
4.3.1.4 Funding and Organization
Idealistic intentions require realistic infrastructure. And that requires
raising money and dealing with organizational issues. Yet even these
activities can be approached in ways that represent the values and
methods of antidisciplinarianism.
As a board member and before I became the CEO, I was actively
involved in fundraising for CC. Fundraising for causes that are hard to
categorize and may appear to be “infrastructure” is quite challenging.
Funders typically like to fund programs or “verticals.” In addition,
there is a natural tendency for special projects to turn into bigger
initiatives and spin out for programmatic and personality reasons.
6 A copy-left license, like a share-alike license, allows works to be used freely as long
as the derivative works are relicensed under the same agreement. This stipulation
first popularized in the GPL software license forces free software to increase rather
than just be reused and is the one of the core political features of free software.
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When I became the CEO of CC, we had three projects with sepa-
rate funders and project leaders. One was ccLearn, which was dedi-
cated to the development of Open Educational Resources (OER) and
supporting the learning and education community. The William and
Flora Hewlett Foundation funded it. We also had Science Commons,
a project aimed at building a “Creative Commons for Science” that
would focus on issues such as patents and materials transfer agree-
ments. We also had a separate office working on CC’s international
effort and headquartered in Berlin. Lastly, we had created a group
called iCommons. “The aim of iCommons reaches far beyond the in-
frastructure that CC is building. The aim of the iSummit is to bring
together a wide range of people in addition the CC crowd — includ-
ing Wikipedians, Free Software sorts, the Free Culture kids, Access
to Knowledge heroes, Open Access advocates, and others — to ’to
inspire and learn from one another and establish closer working rela-
tionships around a set of incubator projects” (Lessig, 2006).
While each of these projects had a strong mission and purpose, I
felt that they were fragmenting the organization and impairing its
management and community dynamics. One of the largest efforts —
an intervention that I led with the board and staff — was to consol-
idate all of these projects into a single CC organization. iCommons,
which was already a separate legal organization was made more
clearly independent. This clarification and consolidation made CC a
more integrated and international organization.
One of the keys to success of the CC organization and its commu-
nity was the relationship between the central organization and its
regional affiliates. The central organization was a dedicated group of
exceptional staff with deep technical, legal and domain expertise in
fields such as science, arts and publishing. We had relationships in
over 70 jurisdictions, which allowed those partners to use our brand
and trademark as long as they adhered to the guidelines in the agree-
ments we struck with them. The use of trademark and brand to man-
age a network of affiliates had been used in the past, but our use
of this structure was quite advanced and effective. Unlike businesses,
we did not have a financial relationship with the affiliates and the
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“currency” was the brand. The strength of the brand was sufficient to
enforce a high level of adherence to obligations.
CC was not the only organization to strictly protect its trademark
while allowing content to be free and open; the Mozilla Founda-
tion takes a similar approach. It provides a useful tool for managing
commons-based organizations that rely upon an extended commu-
nity. One of the hardest
problems was how to
keep volunteers —
often the majority of
the labor —
sufficiently
motivated and
organized.
As part of our effort to build a global community while respecting
the differences in culture and legal environments, we also ran highly
effective international meetings where community members could
communicate, collaborate and build trust. We had an extremely di-
verse group of people in our community ranging from federal judges
to artists to communist activists. They nonetheless were able to come
together to support a common cause. Strong bonds were built. These
connections across traditional boundaries have become an extremely
important part of the CC community. The events were also critical in
providing a way for the volunteers to feel actively involved, and for
us to have both difficult and delightful conversations — I do not think
that the organization could have survived at its scale without these
physical meetings.
The integration effort, the trademark management, the organiza-
tion of the international conferences, and the organization in general
shared some common themes that we learned and continued to de-
velop, sharing best practices with other organizations with similar
structures. One of the hardest problems was how to keep volunteers
— often the majority of the labor — sufficiently motivated and orga-
nized. With a core paid staff, there was always a “difference in class”
issue with the unpaid volunteers. Also, deciding who was allowed
to speak on behalf of CC and on what topics, was a key issue that
needed to be well managed.
The board of directors was originally all US-based and mostly aca-
demic. Over the years, we included a broader representation of ge-
ographies and fields.
Managing the brand was key. We needed the kid who wore the
CC t-shirt and marched in the streets against bad politicians to feel
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like part of the “tribe” but to also make it clear when we were nego-
tiating with the UN which individuals in our system were qualified
and authorized to speak on our behalf. The public as well as internal
management of inclusion and tight control of key roles appears to
similar in every successful open project that I’ve ever participated in
and something that can be applied even to university campuses or
companies.
I personally feel a need to point out that all of this online activity
occurs in a real world that can impose very real costs. I will always
remember Bassel Safadi, a tremendously important member of our
community and a key person in developing the work of CC in the
Arab region, as well as building bridges with other regions. Thanks
to Bassel and an exceptional group of colleagues in the region, we
launched a set of Egyptian CC licenses in 2013. This effort took years
of work and many difficult meetings requiring us to learn the rela-
tionship between the different countries, the culture, the role of law
in the region and bridging many fundamental differences with sys-
tems. Bassel was later imprisoned and murdered by the Syrian Gov-
ernment.
We don’t know if his work for CC played a role in his death. But Bas-
sel’s absence reminds us that the funding and organizational work are
in service to communities of people who have dedicated themselves
to making the world better, often against long odds. These communi-
ties are the most significant asset that CC, and the Media Lab, have
developed.
4.3.1.5 Continuing the Work
While some services such as Flickr made CC licenses available to users
uploading material as a core part of the services they offered, it took
years of work to persuade YouTube, Google and many of the large
Internet platforms to embrace our licenses.
I remember giving a talk at a publishers conference many years ago
where I shared the vision of CC, explaining that its licenses helped
authors who wished to share their works without making people ask
them for permission. When I finished, the first publisher to rise to
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comment said, “I think your comments are disgusting.” She pretty
much summed up the feeling in the room.
We’ve come a long way. In March 2018, I gave the keynote ad-
dress at the MIT Library conference on Grand Challenges where I
was asked to talk about open scholarship. I noted that even the pub-
lisher with the most stringent copyrights, Elsevier, now uses CC li-
censes to mark their Open Access works and that CC has become a
common default for publishers, authors and others to assign what-
ever rights they wish to their works. Many foundations now require
their grantees to publish their works under cc! (cc!) licenses, and the
licenses have become a key element of the Open Access movement to
free academic works for sharing, and for scientists to use the Internet
to its full potential.
4.3.2 The Open Source Initiative
(“History of the OSI”):
Development based on the sharing and collaborative im-
provement of software source code has a history essen-
tially as long as software development itself. In the late
1990s, interest and participation in this phenomenon in-
creased markedly with mainstream recognition of Linux
in publications like Forbes and the release of the Netscape
browser’s source code.
The OSI was formed in 1998 as an educational, advocacy,
and stewardship organization at the important moment in
the history of collaborative development.
Founded in 1998, OSI was a campaign to promote open source soft-
ware. Having created the “Open Source Definition” that became a
standard definition for “open source.” OSI developed a board of di-
rectors and became the organization that reviewed and “approved”
open source licenses tested against the Open Source Definition and
granted permission to use the OSI mark.
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Figure 34: The OSI logo
The organization also aimed at pushing back against what many
believed was an effort by commercial software companies to fight
the move toward free and open source software. These fears gained
credibility when, in October 1998, confidential documents known as
the “Halloween Documents” (Halloween Document 8) were leaked to
Eric Raymond. They revealed Microsoft’s strategy against Linux and
Open Source software, confirming the community’s fears that Mi-
crosoft and others were engaging in an all-out war against Open
Source.
I joined the OSI board in May 2005 and served for two years and
two months. During this period we worked on a number of issues.
One issue was license proliferation. Just as with CC licenses, the in-
teroperability of OSI’s licenses was crucial, but the number of similar
yet incompatible licenses was growing. There were already a number
of open source licenses, but during my tenure, we saw a number of
“vanity” licenses being created: licenses created by companies or com-
munities solely for their own projects and with little consideration
for the damage to interoperability. As with CC licenses, small changes
made software licensed under these modified derivative licenses in-
compatible with other software licenses, preventing developers from
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combining code from different projects. Having too many licenses to
choose from also made it difficult for developers to choose one.
We decided to intervene and embarked on a mission to try to talk
people out of vanity licenses. We were successful in getting a num-
ber of licensees deprecated, including Intel’s own Intel Open Source
License (Albert, 2005) ; it was nearly the same as the popular BSD
license, but with a clause regarding export laws. A key learning for
me was that with
open protocols there
is a period where
many ideas
proliferate and
innovation occurs.
This is important.
However, it is
important to work
on converging the
standards as the
network and projects
deploy.
Nations are one of the more stubborn “disciplinary boundaries”
we face as we try to build global communities and communities of
practice in a world that is always local. We saw this again with the
Mozilla license. (I later served on the Mozilla Foundation board.) It
stipulated that disputes must be handled in Santa Clara County, Cali-
fornia, but most companies basing their license on the Mozilla license
substituted their own jurisdiction, which created a substantial num-
ber of incompatible but very similar licenses. This was eventually re-
solved in version 2 which set the jurisdiction to “where the defendant
maintains its principal place of business.”
A key learning for me was that with open protocols there is a pe-
riod where many ideas proliferate and innovation occurs. This is im-
portant. However, it is important to work on converging the standards
as the network and projects deploy. For example, in the cryptocur-
rency space, we see a proliferation of blockchain technologies, that
will hopefully begin to converge soon.
During my OSI tenure, the key to the success of OSI was the strong
leadership of Michael Tiemann and Danese Cooper.I learned a great
deal from their management of the organization and the stakeholders.
4.3.3 Blockchain and Questioning Sovereignty
Blockchain has become the IT “fad du jour” and is being touted as the
solution for almost everything. It is clearly hyped right now, but the
ideas behind it have been around for a long time and I believe that the
impact will be larger, different and later than most believe. Similar to
the Internet, its decentralizing and unbundling architecture will drive
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a similar, if not equivalent, change in the finance and legal fields as
well as in other sectors.
In 1995 I predicted that “for world economies, like a brand new
foreign exchange system using digital cash, or a new stock market
based on digital transactions — those are really great visions that will
happen, but they will happen based on a need” (Auckerman, 1995).
The next year, I wrote a book about digital cash (Ito and Nakamura,
1996) with Takao Nakamura, who left the Bank of Japan to join me
at the startup I co-founded, Digital Garage. The book surveyed the
digital currency projects at the time and charted a vision for the future
of digital currencies and electronic payments.
Then my team at Eccosys and I set up a DigiCash server (199.100.7.5)
and established an Ecash Merchant account that allowed us to send
and receive Mark Twain Ecash, a gold-backed digital currency issued
by the Mark Twain Bank in the US. We sold music and images on
the Tomigaya website, but DigiCash did not take off and and went
bankrupt in 1998. The excitement around digital cash dwindled, al-
though digital payments and settlements continued.
In 1999, Digital Garage, and Lawson’s, the convenience store chain,
began working together on the idea of turning convenience stores
into payment gateways using the Lawson Loppi terminals in the com-
pany’s stores. I worked with the Digital Garage team to sell the pres-
ident of Lawson, Naoki Fujiwara, and his team on the vision and
help them think about potential applications. Digital Garage, Law-
son, Mitsubishi Corporation and TIS Inc. then created a joint venture
called eContext, which would become one of the largest settlements
company in Japan. The eContext Asia group is a global network and
went public at Hong Kong Stock Exchange in 2013. It is now a 100%
subsidiary of Digital Garage.
4.3.3.1 Managing disagreement: Cypherpunks
My work on digital payments piqued my curiosity about cryptogra-
phy and the Internet, and I got actively involved in the Cypherpunks
community, an informal group of hackers who worked on cryptogra-
phy, networks, and systems. I was fairly active on the group’s mail-
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ing list, which was the place where most conversations occurred, and
I worked to bridge communications between Japanese researchers,
governments, and this community. In 1997, I attended a conference
in Amsterdam called “Hacking in Progress,” which took place in the
middle of a forest. The Cypherpunks had set up a tent, where I was
able to connect with many community members from Europe as well
as the United States.
Many of the key developers and thinkers from this early period
are the leaders of the current cryptocurrency field. Many of the ideas
that sound new today were hatched during this early Cypherpunk
period.
Establishing a conversation between government regulators and
the decidedly anarchical Cypherpunk community was never easy.
Here’s is an example of my attempt to get feedback on some ideas for
a Japanese National Police Agency study group. This is from the no-
torious Cypherpunks mailing list. Tim May is one of the co-founders
of the list.
To: Joichi Ito <jito@eccosys.com>, cypherpunks@cyberpass.net
Subject: Joichi Ito as a Junior Policeman
From: Tim May <tcmay@got.net>
Date: Fri, 1 Aug 1997 23:46:56 -0700
In-Reply-To: <199708020550.OAA04024@eccosys.com>
Sender: owner-cypherpunks@Algebra.COM
At 10:31 PM -0700 8/1/97, Joichi Ito wrote:
>I can’t tell you about any of the other stuff that is currently being
>presented
>in the study group, but once the report becomes public, I will try to get
>an English version up on the Net. It should end up being the Japanese
>National Poice Agency’s official position on Key Escrow, Certification
>Authorities, and several other issues.
And why are you helping to write a report that will be the "official
position" of the Japanese cops?
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>I will be participating in another study group soon to discuss many of
>these issues with the Self Defense Force from the point of view of
>Japanese national security as well as another NPA study group on
>what to do about "crackers"... Anyway, if anyone who can give me some
>insight into these areas will be at HIP, I’d love to chat. ;-)
And why are working for the "Self Defense Force" (the Japanese DOD, for
those not familiar with the terminology).
The JDF is notoriously militaristic. You should reconsider this.
And Cypherpunks should be very careful about "advising" an obviously
co-opted member of the Japanese military and police establishment.
Use crypto to undermine such entities, not support them. Crypto will
unleash anarchy on the world.
>Thanks again.
>
>- Joi
>
>P.S. I am not a "policeman" but an outside board member of these
>study groups. The ministries are under quite a bit of scrutiny these
>days and the study groups tend to be quite frank and balanced.
>The reports don’t always dictate the law, but since most politicians
>do not have real staffers, therefore most of the expert study
>is done in the ministries.
You sound like a "junior policeman" to me.
Another person to add to the killfiles.
--TCM
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--
From: Tim May <tcmay@got.net>
Subject: Re: Tim Throws a "Leaner" / Re: Tim Speaks the Truth
Date: August 3, 1997 at 22:02:24 PDT
To: cypherpunks@algebra.com
Cc: jito@eccosys.com
At 8:46 PM -0700 8/3/97, Anonymous wrote:
>Joichi Ito wrote:
>>As for Tim’s message... I keep worrying (when I am in Japan)
>>that I’m too radical, so it’s nice to hear from someone who
>>is really hardcore to put a wimp like me in my place. ;-P
>
Actually, when Tim puts someone in what he considers to be their
place,
it usually involves the purchase of a tombstone.
Actually, the trick is to avoid having the body discovered.
What goes into the 10 h.p TroyBilt Chipper/Shredder comes out
not needing any kind of tombstone at all.
Not that I have ever advocated killing mere folks like Joichi
with whom I disagree strongly. (A new quote: "Killfiles don’t
need tombstones.")
While the players have gotten older, the style and the tone of many
of the conversations on mailing lists about Bitcoin are very similar.
This is one of the difficulties that we have in the community today.
The style of these conversations on mailing lists or Internet Relay
Chat (IRC) are a combination of very sophisticated technical discus-
sions and sometimes childish or politically insensitive interchanges.
Bringing government, academia, and the Cypherpunk-turned-cryptocurrency
community together remains a non-trivial exercise that I am still
engaged in. It’s harder than organizing the Internet community; al-
though the Internet old-timers were a bit hippie-like, they were mostly
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academic and often government funded. So while, they weren’t differ-
ent from their buttoned down government counterparts, there wasn’t
nearly the kind of gap that exists in the Cypherpunk-government-
industry trifecta.
I visited and met with many of the Cypherpunks in the United
States and organized visits for them to speak in Japan. I also helped
Shuichiro Hanabusa from NHK produce a special called “Crypto
Wars,” about the Cypherpunks movement. I had conversations with
the Bank of Japan and NTT Data, which were conducting a digital
cash trial. The Bank of Japan was unhappy about some of my public
comments about digital currencies, and Mitsuru Iwamura at the The
Bank of Japan (BOJ)’s Institute for Monetary and Economic Studies
even canceled a talk I was invited to give at there. Later, Iwamura-
san became my mentor. I also got to know Naoyuki Iwashita, who
later became head of the BOJ FinTech Center.
4.3.3.2 Early Exploration on Cryptocurrencies
Some time before September 2001, Sen Nagata, Neoteny’s head of
R&D, approached Saarepera about electronic cash and a payment sys-
tem similar to what we know as Bitcoin today. Nagata asked a series
of feasibility questions about a system that would combine a bank
and a payment channel, including whether it was possible to have:
• A model of a payment transaction between pseudonymous ac-
counts
• A unique ledger of transactions with a formal correctness con-
dition (predicate)
• A stack machine for transaction processing
• Distributed control of accounts (multi-signature authentication)
• Cash transfer authorization
• Cash emission as a special transaction
• Proof of work, similar to HashCash that guarantees uniqueness
of the ledger
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All the listed items seemed feasible by our team, except the proof of
work. We knew about a proof of work from HashCash (Back, 1997) as
a potentially practical anti-spam measure. Saarepera and Nagata had
many discussions and concluded that proof of work would guarantee
the uniqueness of a ledger only if there was a single ledger and there
is not sufficient computational power anywhere to create another one.
If we had more than one ledger, proof of work could not be used as
a uniqueness criterion. This early
exploration by Sen
Nagata is basically
Bitcoin. We could
have invented it and
deployed it years
before the Satoshi
Nakamoto white
paper.
While the work on digital money helped lead to the creation of
eContext inside of Digital Garage and sparked my collaboration with
Lawson, we should have pushed harder to try to develop true dig-
ital cash. This early exploration by Sen Nagata is basically Bitcoin.
We could have invented it and deployed it years before the Satoshi
Nakamoto white paper.
We may have been too early, but my lesson learned is to not give
up on radical ideas just because people tell you that you can’t do it.
:-)
4.3.3.3 Havenco
In 2000 it was
technically difficult
to establish
communications
with an aircraft
platform in the sea.
Doing so required a
team of engineers
and armed guards to
live on this old
anti-aircraft
platform.
As the same time that I was straddling the line between hackers and
government, I became interested in the cross-border repercussions of
the Internet and the role that cryptography and the Internet would
play in trade and contracts. I worked with the United Nations Com-
mission on International Trade Law to come up with rules for ar-
bitration in cyberspace, and in May 1999, I presented a proposal for
cyber-arbitration at a meeting of the Inter-Pacific Bar Association. The
same year, I also worked with the Japanese Ministry of Trade and In-
dustry on the Japanese response to the first discussion of electronic
communications at the World Trade Organization.
I created demos, sat in many long meetings but we never deployed.
Lesson : working with government is slow work.
Working on Havenco was the opposite of working with big govern-
ment.
In 2000, I took up a quirky project to develop a data center business
called Havenco on the Principality of Sealand (see Figure 35, a tiny
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Figure 35: The Principality of Sealand where we ran the Havenco business.
Photo by Ryan Lackey.
nation established on an offshore platform located in the North Sea
off the coast of Suffolk, England. We could protect these servers from
government spying or seizure — at least that was the idea. Wired ran
the Sealand experiment as a cover story that year (Garfinkel, 2000).
In the year 2000, Wired Magazine devoted its cover to a story
about Havenco (Garfinkel, 2000). The idea of the company was to
take John Perry Barlow’s 1996 Declaration of the Independence of
Cyberspace (Barlow, 1996) literally and create a co-location/data cen-
ter in a sovereign jurisdiction that we controlled.
I met a group of Cypherpunks — Ryan Lacky, Sean Hastings, Jo
Hastings, Avi Freedman and Sameer Parekh — that were in discus-
sions with the Bates family, who had declared their World War II
anti-aircraft platform off of the shore of England a sovereign state:
Sealand. They cited salvage law since it was abandoned. At one point,
they had fired on the British Navy and were taken to court and their
position was upheld.
I became an advisor and an investor and embarked on one of the
most interesting but craziest ventures I have ever been involved in.
In 2000 it was technically difficult to establish communications with
an aircraft platform in the sea. Doing so required a team of engineers
and armed guards to live on this old anti-aircraft platform. (Luckily,
I wasn’t part of the operations team.) One of the main costs was fuel
to power the generators.
The venture was a really interesting idea, but it was early, the team
was not experienced enough, and it was a really hard problem. Un-
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fortunately, the project ended before we were able to test some of the
more interesting questions in court or on the battlefield.
While it was ultimately unsuccessful, the project was possibly the
closest any group has ever gotten to creating a jurisdictionally inde-
pendent data haven akin to Barlow’s vision.
The business plan of Havenco is in Appendix D.
Through the process of planning and operating the company, we
explored in a very real way the challenges and opportunities global
communications infrastructures like the Internet face. While inter-
jurisdictional challenges were being actively addressed, strange ex-
ceptions like Havenco provide an opportunity to imagine other struc-
tures. These might come into play again when we start sending servers
into space or in the deep sea.
4.3.3.4 Bitcoin
In 2008, a person or group of people calling himself or themselves
Satoshi Nakamoto (we still don’t know who this is) published a paper,
“Bitcoin: A Peer-to-Peer Electronic Cash System” (Nakamoto, 2008)
that kicked off a cryptocurrency mania. The craze started slowly, and
I watched it with only mild interest.
But in 2014, Jeremy Rubin, an undergraduate student involved in
the MIT Bitcoin Club, nagged me to be the principal investigator on
a project aimed at distributing Bitcoin to students to see how they
would use it. I was the co-PI with Christian Catalini from the Sloan
School of Management at MIT. Because of this project, I became more
involved in Bitcoin research and supported Jeremy and others who
were working in the space. The work was published on their website.
The Bitcoin Foundation became imperiled with an imminent bankruptcy
in early 2015. Jeremy and I hatched a rescue plan with support from
Adam Back, Pindar Wong, and others in the Bitcoin community. We
raised funds and hired key core developers who were supported by
the foundation, including the former and present lead maintainer of
the Bitcoin project. We created the DCI at the MIT Media Lab to house
these developers and serve as a nexus for cryptocurrency research.
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We have assembled an extremely diverse, relevant and high qual-
ity team of experts at the DCI, giving preference to those with no
commercial interests in any fintech startups or currencies. Directed
by Neha Narula under my guidance, the DCI has recruited Simon
Johnson, the former chief economist of the International Monetary
Fund (IMF); Robleh Ali, the former head of digital currencies of the
Bank of England; Tadge Dryja, the co-founder of the Lightning Net-
work, and Gary Gensler, the former chairman of the Commodity Fu-
tures Trading Commission. Our core team is working closely with
central banks, regulators and the IMF, World Bank, the Inter-American
Development Bank (IADB) and others to think and develop long term
strategies and protocols that are less concerned about making money
and more concerned about creating a working, resilient and decen-
tralized financial system and system of distributed trust. One of the
risk of the current focus on for-profit fintech companies is that their
focus on financial returns for their founders and investors are driving
them to think shorter term and less about a common interoperable in-
frastructure.
While we still have a long way to go, our work to establish the non-
profit layers of the Blockchain stack is key in trying to make sure that
we can create a Blockchain future with fair, functional and interopera-
ble protocol layers, and generative and productive commercial layers
in between, following the Internet’s model.
The DCI has also helped organize the Scaling Bitcoin conference
series, which has served as a neutral meeting ground for Bitcoin de-
velopers and scientists to discuss the latest research. The first two
instances of the event in late 2015 helped diffuse tensions building
around the debate over block size, and at the second event, Pieter
Wuille, a prominent Bitcoin developer, announced SegWit, or “segre-
gated witness,” which offered a way to limit block size; it has become
the focus of the technical debate ever since.
Dr. Narula has a background in distributed systems. She and the
DCI currently are working on the following:
• Supporting core Bitcoin development
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• Attacking pressing problems to deploy cryptocurrencies in the
real world — for example, how do we provide privacy along
with support for insight and financial regulation? How can we
create new ways of proving that institutions are complying with
financial regulation?
• Figuring out Layer 2 (not to be confused with layer 2 of the
Open Systems Interconnection (OSI) stack) — blockchains fun-
damentally don’t scale and Ethereum’s model of executing ev-
ery step of every smart contract on chain isn’t going to work.
We are exploring ways of making payments and smart contracts
off-chain, while anchoring trust back onto the blockchain.
• Redesigning the way that Bitcoin validates transactions to dras-
tically reduce the cost of running a full node
• How to take lessons from cryptocurrency and apply them to the
problem of designing a digital fiat currency
4.3.4 The Startup Ecosystem
My experience as an entrepreneur and a participant in the protocol
and non-profit layers of the Internet has been key to my understand-
ing and success at both.
The Internet startup ecosystem is one of the best examples of the
decentralization caused by the diminishing cost of innovation. In Re-
gional Advantage, AnnaLee Saxenian describes the shift of innovation
from the Boston area to Silicon Valley as innovation in computers
shifted from big companies and research labs with lots of money and
equipment to smaller startups in Silicon Valley (Saxenian, 1996). This
push of innovation to the edges was an extremely important architec-
ture shift that increased generativity in the commercial layers of the
Internet.
In 1999, I set up an incubator called Neoteny, which means the re-
tention of childlike attributes into adulthood. It can refer to all the
great things you often lose in adulthood, such as curiosity, playful-
ness, imagination, joy, humor and wonder. I first learned about the
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word from Timothy Leary (Ito, 2002c). I established Neoteny to help
startups in Japan develop and as a way for me to develop and support
the ecosystem of startups there by applying what I had learned as a
startup entrepreneur to . After raising tens of millions of dollars from
investors, I rented space and hired forty very smart people to support
the startups. I learned the hard way that the cost and management
overhead of running a full-service incubator was not commensurate
to the value it would add to startups, at least the way I had designed
it. The market crashed just after we got started, and publicly traded
incubators that were trading at many multiples of the value of their
portfolios started trading at a discount to their portfolios. We strug-
gled to morph the model into a consulting company, but I realized
that it wasn’t working and eventually let almost everyone go, and
returned the remaining money to investors. It was an expensive les-
son, but we did some important and original work on cryptography
in the R&D unit that I will describe in the next section. The people
who worked at the company, whom I feared I had harmed greatly,
developed a strong bond that continues today in the form of collabo-
rations and reunions. Many of the alumni have been very successful
in startup ecosystems around the world.
During this period, I met the now well-known Silicon Valley in-
vestor Reid Hoffman. While at Neoteny, I helped him with his strat-
egy to bring PayPal (where he was then an executive vice president)
to Japan. I used my relationships at the Bank of Japan to secure a let-
ter explaining how not to be regulated in Japan — they just needed
not to provide any services in Japan. PayPal successfully launched
in Japan and Reid and I became friends. I continued investing as an
angel investor, learning about the Silicon Valley ecosystem and com-
paring its robustness with the Japanese startup ecosystem. I realized
that the style and network of investors in Silicon Valley, as well as the
risk averseness of Japanese entrepreneurs, made a significant differ-
ence in the strength of the ecosystem, and I redirected my focus to
Silicon Valley.
After the dot-com bubble burst, sending the prices of technology
companies listed on NASDAQ down to pre-Internet levels, Silicon
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Valley was cleared of irrational exuberance and left with entrepreneurs
and investors that truly loved the technology and the work. I invested
in a number of companies with Reid, including Flickr and Last.fm,
and began developing a network of entrepreneurs and venture capi-
talists in the region.
I also began exploring startup ecosystems around the world, in-
cluding connecting with the community in Singapore, which was
more entrepreneurial than Japan. The Singapore government was ex-
cited about supporting the ecosystem of startups there. In 2009, I set
up venture fund (I currently call it Neoteny 2) with a special provi-
sion from the Singapore government that would provide a convert-
ible loan worth 6 times the amount that I would invest in a startup
if the startup were domiciled in Singapore. I could buy out the loan
at cost, which effectively would provide me with 6 times the upside
exposure for the same investment amount — a great deal. Singapore
would help me with visas and many other things. I designed the fund
so that it was also permitted to invest in non-Singaporean companies.
The fund was successful, but ironically through companies that did
not use the government incentive. While some people
focused on a
particular layer and
devoted their life to
the development and
stewardship of that
layers, I expanded
the layers that I
participated in and
used the contact that
I had with each layer
to try to coordinate
and develop a kind
of sensibility across
the layers.
From this experience I learned that startups are great for speed, ex-
ecution and a certain kind of innovation and creativity, but the short-
term nature of funding eventually drives companies towards profits
and away from many of the societal goals and bigger ideas that may
have provided their initial impetus. (This is obviously one reason I
was excited to join the Media Lab.) I also found that I personally do
not enjoy spending time with most venture capitalists. While they
are more thoughtful and less zero-sum than most financial types, the
conversations still revolve around money and how to make it.
I also learned that success in a competitive venture ecosystem is
not just being competitive or a hard negotiator, but adding value to
the companies and the ecosystem. Great entrepreneurs and compa-
nies have their pick of investors; for the best companies, it’s a seller’s
market. Venture capitalists that are successful are generally, although
not always, very helpful, smart, friendly, and collaborative. The key
to success is to be invited into a round by an entrepreneur or another
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investor because of what you can contribute to the company — con-
nections, mentoring, ideas, elbow grease. In successful and vibrant
startup ecosystems, a network of investors that will take big bets on
big ideas and not push companies to profitability too early is impor-
tant to establishing ecosystems like Silicon Valley.
The difficulty is that such an ecosystem requires good entrepreneurs,
professional managers and technologists, and a critical mass. It is very
difficult to start an ecosystem from scratch, as I learned in Singapore.
Boston has an interesting ecosystem, very different from Silicon Val-
ley’s. Boston’s strengths are biotech and the connection to the city’s
vibrant academic community. During a recent confab in Silicon Valley,
nearly all of the leaders said that they “wouldn’t notice” if Stanford
disappeared. No one in the Boston area would say that about Har-
vard or MIT. The argument was that Silicon Valley attracted talent
from around the world, from Stanford and MIT and Harvard, so it
didn’t matter that Stanford was close by. While the diminishing cost
of innovation did push innovation to “the edges” and away from big,
institutional R&D centers, it ended up creating a localized ecosystem
because of the value of face-to-face interaction and the ability to re-
cruit as companies scaled. Silicon Valley is the clear leader and so is
sort of a “center” now and not an “edge.”
I believe that biotech has a different formula for developing and
commercializing technology and that models such as PureTech Health,
which I describe later in this chapter, are possibly more suitable.
4.3.5 Building Layers of Interoperability
As I participated in building various layers of the Internet, my experi-
ence and access to the community of the lower layers, gave me access
to, and a starting point for, helping to build the next layers. While
some people focused on a particular layer and devoted their life to
the development and stewardship of that layers, I expanded the lay-
ers that I participated in and used the contact that I had with each
layer to try to coordinate and develop a kind of sensibility across the
layers.
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Figure 36: The PSINet point of presence in my bathroom circa 1994
One of the benefits of having a 128K leased line to the Internet
and the first commercial Internet service provider in Japan in my
bathroom in 1993 was that it attracted hackers.
At American School in Japan (ASIJ), I used to co-run the Computer
Club, and Cyrus Shaoul, a former ASIJ Computer Club member (much
younger than me) and a recent graduate of MIT reached out after he
read an article by Howard Rheingold about my Multi User Dungeons
(MUD) obsession (Kelly and Rheingold, 1993). He brought with him
several friends including Daishi Harada, another MIT alum, and Sen
Nagata and and Jonathan Haggan, both ASIJ alumni. They all started
hanging out (and sleeping) at my apartment, turning it into a hackers
den where we worked on the new Internet software toys as they came
out. We did a lot of work with early slowscan TV and CU-SeeMe,
WAIS, Gopher, an anonymous remailer, a listserv and eventually the
NCSA HTTPd server, which we used to set up our website in 1993.
When we set up our first real website, called “Tomigaya,” at ec-
cosys.com in 1994, it was one of just a handful of websites in Japan. It
became the home of many experiments, including an ecash site that
sold music and images in exchange for the Digicash ecash that was
issued by Mark Twain Bank.
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I published a number of books during this period, including a book
about cool websites calledインターネット7日間の旅 [The Internet in
7 Days] (Ito and Takemura, 1994) with Mitsuhiro Takemura, a book
about how to make your own home page, and in 1996, a book called
デジタル・キャッシュ—「eコマース」時代の新・貨幣論 [Digi-
tal Cash - New Monetary Theory in the Age of E-Commerce] (Ito
and Nakamura, 1996) with Takao Nakamura, following up our exper-
iments with ecash and our study of cryptocurrency at the time.
4.3.5.1 Blogging
Figure 37: My blog in 2002.
In 2002, I converted my personal website, which had a journal sec-
tion, into a blog (see Figure 37) with the help of Justin Hall, who was
arguably the first blogger on the Internet; he has been journaling at
links.net since 1994. For my site, we used the blog software Movable
Type and moved the journal entries from my personal website to the
blog.
The big difference between the blog and my journal was that the
blogging software made updating the website extremely easy. Posts
could be written into a web interface instead of writing HTML by
hand, which I originally did, or using website design software such as
Dreamweaver. Movable Type was open source and allowed plugins,
and my team at Neoteny, led by Daiji Hirata, localized Movable Type
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for the Japanese context. We ended up investing in Movable Type and
supporting it in Japan.
The fact that blog software was open source and that there was a
community of blog software developers at the time were important
factors in the rise of blogging. The community created open proto-
cols like trackbacks, which allow blogs posts to receive the Uniform
Resource Locator (URL)s of blogs posts that link to them so that the
linkbacks can be posted at the bottom of the blog posts. Most blog
platforms and systems also allowed users to download all of their
content and port it to another blog platform, a feature that was no
longer available after the platforms became more commercial or were
acquired by large companies.
Interestingly, Japan had had a long history of online journals, or
“nikki” sites, and the community in Japan on sites such as 2chan at-
tacked us quite vigorously because they believed that bringing blogs
to Japan was unnecessary. This included a letter from the chairman
of the 全日本電子日記協会 [All Japan Electronic Journal Associa-
tion] complaining about the redundancy. I argued that the nikki sites
weren’t interoperable and that, in contrast, blogs were setting a global
standard. I continued to be attacked until some of the standards we
developed around blogging took off with the help of some larger
companies that adopted them.
4.3.5.2 RSS
One example of a blogging related standard is Rich Site Summary;
originally RDF Site Summary; often called Really Simple Syndication
(RSS). RSS would eventually drive Google Reader and become the core
way that many sites syndicated their content.
RSS originally started at Netscape and was called Resource De-
scription Framework (RDF) Site Summary. This was version 0.9. Af-
ter AOL acquired the company, Netscape dropped RSS support from
My.Netscape.Com and removed all documentation and tools. The RSS-
DEV Working Group produced RSS 1.0, which reintroduced RDF and
added XML namespaces and metadata vocabularies – in other words,
making RSS more complex and standard. David Winer, a blogger and
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the developer of the popular blog platform Radioland, then devel-
oped a version of RSS in 2002 that was substantially simplified and
called it RSS 2.0, eventually renaming it “Really Simple Syndication.”
Not surprisingly, this inspired a great deal of dispute and argu-
ment, with the RSS 1.0 people arguing that RSS needed to be exten-
sible, robust and tied into other global standards. Dave and his RSS
2.0 supporters argued that RSS needed to be easy for developers and
users to read and write to and that all of the complexity in RSS 1.0 was
unnecessary. This was only one of the many standards debates that
occurred online at the time, but because of the emergence of blogging
as a communications platform, we were able to have these debates on
our blogs.
I invested in and started working with a company called Technorati
that aggregated blogs so that they could be searched — Google was
not yet paying attention to blogs – and the links among them could
be tracked. I also invested in a company called Blogrolling that built
a tool that allowed bloggers to manage a list of their favorite blogs
that would show up on the side of their own blogs. I also invested in
a company called ECTO that allowed its clients to post to any blog
platform that supported XML-RPC, a standard for programatically
posting to blogs.
Through the conversations on my blog, experimenting with these
standards myself, meetings that I attended or hosted,and nudging the
companies that I invested in, I contributed to moving these standards
forward. For example, in 2003, Ben Trott, the developer of Movable
Type, and Dave Winer agreed to a standard change in the metaWeblog
API after a short exchange in the comments on my blog (Ito, 2003c).
The way that we discussed these standards on our blogs became the
basis for thinking about the future of online conversations.
4.3.5.3 Emergence of Social Media
I have a category on my blog called “blogging about blogging.” with
over 500 entries. Through this process of arguing, fighting, agreeing,
developing and becoming friends, we bloggers realized that a new
kind of social network and governance system was emerging. The
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term “emergent democracy” was coined by Ross Mayfield, who was
a member of our community. In 2003, I convened an online meeting
— a phone conference call — where we discussed this phenomenon.
The first call included Clay Shirky, Ross Mayfield, Pete Kaminski,
Gen Kanai, Liz Lawley, and Sébastien Paquet, an impressive bunch.
I wrote a first draft and then received input from the community on
the paper in Section 2.3 called “Emergent Democracy” which became
the basis for a book called Extreme Democracy. The final version of the
paper is version 3.2 and is on my website (Ito, 2003b) and an except
is included in this dissertation in Section 2.3.
The paper contends that blogs were the first version of the phe-
nomenon of online conversations that would change the way that
democracy works. My hypothesis was that the current system of rep-
resentative democracy in which we vote for representatives who de-
liberate and decide on policy on our behalf with the traditional news
media reporting back to us is outdated. People can do more than vote:
we could discuss and cause collective action directly through a self-
organizing principle in the same way that the development of free
and open source software had shown that we can collaborate without
formal organizations. Clay Shirky calls this “the power of organizing
without organizations.” The discussion and the paper itself were writ-
ten in an emergent way, and it kicked off a movement to discuss and
deploy means of governing ourselves through online communities.
In 2003, Howard Dean was a candidate in the Democratic primary
in the United States, and I was invited to join the Dean campaign’s
Net Advisory Net, which offered advice about an online strategy for
him. Many members of the network of bloggers were involved, and
the Net helped pull off what was one of the first Internet driven po-
litical campaigns. I was quoted in Wired Magazine (Wolf, 2004) at
the time, saying, “You’re not a leader, you’re a place. You’re like a
park or a garden. If it’s comfortable and cool, people are attracted.
Deanspace [the Dean campaign’s very early social network] is not re-
ally about Dean. It’s about us.” The campaign was really an online
community. Even though the campaign was unsuccessful, its use of
an online strategy and convening of an online community redefined
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the way political campaigns are conducted in the United States, as Joe
Trippi wrote in a book about the experience, The Revolution Will Not
Be Televised : Democracy, the Internet, and the Overthrow of Everything
(Trippi, 2004).
In retrospect, the paper “Emergent Democracy” was overly opti-
mistic but nonetheless prescient about the fall of mainstream media
and movements like the Arab Spring. When we wrote the paper, I
believed the system would would figure out how to self-regulate and
build another system more stable and better than the one that we had.
I did not anticipate the inability of the revolutionaries of the Arab
Spring to rebuild their countries or foresee issues such as so-called
fake news. I also believed that conversations about democracy and
governance would continue on decentralized systems and did not
predict the power of platform companies like Facebook to centralize,
aggregate and effectively mediate and control these conversations. I
have also been surprised by our inability to contain anger, trolling,
and hate speech on the Internet. Somehow I had hoped that once
everyone was connected, we would all become friends.
I had my first experience with trolls when I set up a mailing list
called “Netsurf.” I was working with Wired Japan on its version of
the Net Surf page of Wired in the United States, which had Net Surf
page from 1993 that listed interesting File Transfer Protocol (FTP) sites,
Usenet newsgroups and email addresses. My Eccosys team set up a
mailing list in February of 1995 to share links and talk about the
Wired page. We ran the mailing list on our Sun SPARC 1+ and anyone
in could join.
Although Netsurf began as a place to share new websites, it evolved
into a virtual community where people came to talk about all kinds
of topics online. At one point, a member began behaving in what I
believed was an anti-social way, and so I told him that he needed to
behave more respectfully and civilly. Since the mailing list was on my
server and was the space was my virtual living room, I thought that
members should follow my rules. But the members argued that the
mailing list was a public space, and they didn’t care what I said. I
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learned another lesson — just because I ran the platform didn’t mean
I could control the conversation or the community.
As an aside, this was at the same time that “Jerry and David’s
Guide to the World Wide Web,” which turned into Yahoo! in 1994,
was starting up, the Eccosys team was talking to Jerry Yang and
David Filo about collaboration. We had agreed to do Yahoo! Japan
with them, and the first time I met Jerry, he was asleep under a desk
at Stanford University where they were getting started. Unfortunately,
after I mentioned how exciting Yahoo! was in a conversation with
Masayoshi Son of Softbank, he invested in Yahoo! and gained the
rights for Yahoo! Japan for Softbank as part of the deal. Son-san asked
us to set up Yahoo! Japan for Softbank, and I asked for fifty percent
of the Yahoo! Japan business, which I thought was fair since we had
originally thought we would have all of it before that. He agreed to
give us about one percent of Yahoo! Japan. I told him that I’d rather
be paid in cash, and we set up the beta version of Yahoo! Japan for
him. Of course, I should have settled for the one percent he offered —
or maybe just kept my mouth shut instead of extolling the virtues of
the company to him. But I learned a powerful lesson: investment and
financial strength can sometimes outweigh relationships and techni-
cal ability.
When our discussions about emergent democracy began develop-
ing in earnest, we decided that we needed a real-time chat room to
have a continuous conversation. I decided to set up an IRC channel
because it was open source and very accessible.
Remembering my failure to control my mailing list, I decided to call
the channel #joiito to make it very clear that it was my living room
and not a public space. It became a hangout for hundreds of people
interested in talking about emerging blogs and social software. Many
influential developers hung out in the channel, and many software
platforms were conceived and relationships forged there. Stewart But-
terfield, who would go on to create Slack, was an active member of
our community; Slack is based on IRC and his experiences there.
Of course, there was the day that someone came to the channel and
asked, “So what does joiito think?” After I answered, the person said,
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“not you, the channel - #joiito,” and then I realized that I had just
created another public space. It was called #joiito.
4.3.5.4 Online Communities and Online Learning
The issue of civility and managing online communities has been one
of my core interests and fields of experimentation. My interest in
online communities dates back to my first experiences with bulletin
board systems in the early 1980s and later services, such as Nifty-
Serve, The MetaNet, Delphi, The WELL, The Source and CompuServe,
where the message boards and conference areas were vibrant in con-
tent and relationships. In junior high and high school, these systems
allowed me to interact with adults and learn through conversations
rather than through struggling with textbooks. On The Source, I set
up a conference area for every course I was taking in my senior year
of high school and talked about the coursework with my friends on-
line. This helped me understand the context of the topics and become
more interested in them.
In my senior year of high school, I participated in a monthly meet-
ing of what was called the RINGO Club, an Apple II users group of
mostly Americans in Tokyo. I demoed to the group some of the online
services I was using. I later started running a regular meeting called
TNet, a gathering of the mostly English speaking local BBS and net-
working community. We shared tips about things like how to rewire
the new Epson 300 baud modem to switch between Bell and CCITT
so it would operate with US modems and tricks on how to get online.
At a RINGO Club meeting, I met David Fisher, a retired U.S. Air
Force pilot and English language teacher. at the International Educa-
tion Center in Tokyo and its English language school, Nichibei Kaiwa
Gakuin. He had a student named Toshiaki Tanaka, who was the
president of a shrimp wholesaler and seafood retailer called Sakako
Co., Ltd. Jeffrey Shapard, another English teacher at Nichibei Kaiwa
Gakuin, was assigned to do research on educational technology to-
gether with Fisher. David connected Jeffrey with Mr. Tanaka and a
programmer Tanaka had hired, Makoto Ezure, and they He put to-
gether a few entrepreneurial folks who came up with the idea for
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TWICS, an online communication system. TWICS, which stood for
"Two Way Information and Communication System,” launched in
1984 as a system hacked to pick up a phone and connect it to a mo-
dem using two acoustic couplers and two Fujitsu personal computers
because connecting modems directly to phone lines was still illegal
in Japan.
When I came home after my first year in college, I spent the sum-
mer working on TWICS. We were trying to develop the service be-
yond a simple BBS. I became an advisor and a member of the TWICS
team.
By 1985, it became a multi-user system and was moved over to a Mi-
croVAX. I pushed to get out of writing our own software and instead
license existing software. We started running PARTI, which was the
same conferencing system as The Source. TWICS became one of the
first public services on X.25 and in 1990 joined JUNet as twics.co.jp.
TWICS eventually became an important hub for experimenting with
online communities in Japan.
I also met a number of researchers online who were experiment-
ing with a service called the Electronic Information Exchange System
(EIES). It was a multi-user online bulletin board system designed to
deliver educational courses and provide a platform for research and
communications. It was developed at the New Jersey Institute of Tech-
nology (NJIT), and I connected with some of the people doing the
early work on it, including Murray Turoff.
In the fall of 1985, The New School offered the first set of fully on-
line graduate courses for credit, and I took two courses, “Artificial
Intelligence & Life” and “Propaganda: Lit Science.” The propaganda
course was taught by a former CIA officer, and the online conversa-
tions and content were fantastic — I remember some of the lessons
even today. What’s notable about this, though, is that it was happen-
ing a decade before the Web and was a very sophisticated use of
peer-learning and communities decades before people started talking
about Massive Open Online Courses (MOOCs).
Lessons from my activities in communities like this class became
the basis of my interest in and my theory of the role of community
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moderators, peer-learning and the importance of the structure for
comments and threads for online discourse.
4.3.5.5 Consolidation and Commercialization
In 1995, Eccosys, my colleagues, Cyrus Shaoul, Sen Nagata, Jonathan
Haggan, Hidetoshi Shimokawa, Daishi Harada, Yuki Nakayama and
I set up a company for our Internet consulting business. We joined
forces with an advertising agency subcontractor called From Garage,
which was run by Kaoru Hayashi. We realized that although we
dreamed of digital cash taking over the world, all of our income was
coming through wire transfers of fiat currency from technology com-
panies trying to promote their Internet products such as Novell Net-
works, Sun, IBM and others in Japan. At the time, my business skills
were minimal and working together with a company that had been
in business for more than a decade and knew how to sell services
seemed like a good idea.
We worked with the WIDE Project for the first time in 1995 on the
World Jr. Summit funded by Isao Okawa of CSK. It aimed at connect-
ing children from 40 countries via the Internet. We helped with the
technology. That was when I first met Nicholas Negroponte from the
MIT Media Lab, who was also working on the project.
That same year, we also built the first Internet cafe in Shibuya,
which was sponsored by IBM to promote its new Internet native op-
erating system, OS/2 Warp. The cafe was often the first place that
young people without any technical know-how were able to experi-
ence the Internet first hand.
Jun Murai and I worked with Carl Malamud to plan and deploy
the Internet World Expo in 1996. This was a large project that aimed
to connect 80 countries and create online as well as real world pavil-
ions to show people the Internet. Murai-san, the telecommunications
companies and the WIDE Project worked mostly on the infrastructure,
and I focused on content and finding locations, like persuading Mori
Buildings to help me create an Internet cafe in Laforet Harajuku.
After losing my shot to run Yahoo! Japan because of Softbank, I
was contacted by Infoseek, a automated search engine portal in the
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United States that wanted my help localizing and launching Infoseek
in Japan.
Yahoo!, Infoseek and others had realized that as personal web pages
proliferated, just reading the Netsurf column in Wired wasn’t enough
to keep up with all of the interesting things going on. Even Yahoo! be-
gan to have a hard time keeping track of new websites. We realized
that a search engine that crawled the Internet, traversing links and
finding new websites to create an automatic directory was possibly
a key innovation. The theory of “the portal” as a consolidated place
that would monopolize attention began to take shape.
In 1996, two years before Google was founded, we were using OM-
RON’s SuperMorph-J to do the first “word breaking”7 to increase the
quality of search.
Many portals like Yahoo! and Infoseek in the United States had
begun to believe that search wasn’t as important as offering an ar-
ray of services such as email, chat, sports and .news. They began to
deemphasize search.
In Japan, Yahoo! and other websites sold advertising in the same
way that magazines sold advertising, by a sponsor for a section for
a period of time. They would measure how many people saw the
advertising, but the advertiser for any page was always the same at
any given time. In the United States, Infoseek and others had begun
“rotating” advertisements and selling advertising by the number of
views.
Japanese advertisers and advertising agencies were very much against
this method. They didn’t like the idea that their advertising might be
sharing a page with a competitor. They also didn’t like the new way
of measuring and selling advertising. Since the advertising agencies
were so opposed, we worked with the Kokokunushi Kyokai, the trade
group representing advertisers, to run a series of studies and work-
7 Japanese language doesn’t use spaces and there is no obviously way to figure out the
beginning of a word and the end of a word. This is confounding to search engines.
For instance, the name 山本 [Yamamoto] is two characters, 山 which means “moun-
tain” and 本 [moto] which means “root.” When you search for 山本 [Yamamoto]
you want to find all of the 山本 [Yamamoto], not every article on mountains along
with all of the results for root. A word breaker parses a Japanese sentence, figures
out where the word breaks are, and indexes and searches for words rather than
characters.
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ing groups to experiment with — and get advertisers comfortable —
with the idea of rotating banner ads.
After winning over the advertisers, we worked with a consortium
— Hakuhodo, Asatsu, Yomiko, I&S and Tokuma Shoten — to create
an ad representation company called the Digital Advertising Consor-
tium (DAC) to initially sell advertising on Infoseek and other websites
using this method.
This was the beginning of commercialization of the Internet; the be-
ginning of the advertising driven model for content in Japan, and also
the creation of the first “platforms” or “portals.” Google and search
would eventually win over the curated “network of services” portals,
and simple ad rotations purchased on websites would become a small
business compared to adwords and programmatic ad buying.
Blogs would emerge, fueled in part by the search engines pushing
traffic to the edges of the Internet. We had long debates about “the
long tail,” the argument that the lower cost of publishing and distri-
bution would mean only minimal traffic would be needed to support
very minor websites. Clay Shirky disagreed, insisting that a power
law meant the top sites would become more dominant.
In many ways, he was right, and the decentralized blogging of my
youth gave way to the emergence of social media, which changed the
architecture from search engines and blogs to centralized platforms.
4.3.5.6 Twitter
In the early days of blogging, Blogger, a blog software platform, was
major player in the market. I had been talking to Ev Williams, its CEO,
and was trying to develop a relationship with him. I had just offered
to invest in Blogger and sent him a term sheet when I learned that
the company had been acquired by Google. But I kept in touch with
Williams and the rest of the Blogger team, and we remained friends.
Blogger didn’t flourish inside of Google and slowly the team left.
Williams started working on new ideas, including audio blogs with
Noah Glass in a company called Odeo. I was interested in this space,
having worked with Nokia and others on multimedia, including be-
ing early in setting up mobile blogging or Moblogs. Boris Anthony,
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who did the design and user interface work on my blog, and Adrian
Tijsseling, the creator of Ecto, a system that allowed you to post to
blogs from a client, worked together to make make many of the early
tools for mobile blogging. At Odeo, they started working on Twitter
as an idea for mobile blogging using SMS.
I was intrigued and became an early user. Twitter was clever and
created an API to allow developers to connect to Twitter, and even
though Twitter didn’t support Japanese well, many Japanese develop-
ers created tools for Twitter. I reached out to Williams and together
with Kazuya Minami and Hiroki Eda of Digital Garage, we localized
and launched Twitter in Japan. This was early days for Twitter and
because Digital Garage had experience selling advertising, we were
able to launch a version of Twitter in Japan with advertising even
though Twitter in the United States had no advertising at the time.
Digital Garage invested in Twitter and incubated the Japan opera-
tions in our offices through a partnership in 2008. Twitter was excit-
ing for me because it was a social hub that sent traffic to blogs and
other websites, so it seemed like an interesting and social alternative
to search engines. Initially, Twitter appeared to be a great place to
have casual conversations about your day and share links with your
friends. We didn’t realize that Twitter would become the conversation
itself, or that the short form of a Tweet, just 140 characters, was more
suitable and convenient for people to post content than the longer
format of blogs. Twitter also would eventually capture most of the
traffic from blog comments, which had been an important part of a
blog community.
4.3.5.7
Helping Main Stream Media
The assault on the main stream media that I helped fuel through
fighting on the blogger’s side of the battle between the amateur press
and the professional press was unexpectedly successful. This was
only partly due to the quality of the citizen journalism and probably
more as a result of the deteriorating business model of mainstream
media. Craig’s List and other web-based businesses destroyed first
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the classified ads as a major revenue source. The Internet platforms
and online advertising continue to grind away at ad revenues. And
while people laughed at Media Lab founder Nicholas Negroponte
when he, in the 1990s, suggested that we would be reading news
over the Internet, print advertising continues to decline.
As I began to see the demise of main stream media, I joined the
board of trustees of the John S. and James L. Knight Foundation in
2011. The Knight Foundation, started by the Knight brothers who
ran a US nationwide network of newspapers, created the foundation
to engage and inform communities. The foundation focuses a great
deal of its efforts in supporting journalism. Through the board, I have
contributed to the foundation’s support of new business models, un-
derstanding the role of social media and investigating the impact of
AI in the future of the public sphere.
In 2012, I joined the board directors of the New York Times and
continue to participate actively in the board. The New York Times is
one of the few newspapers that has successfully made a transition to
a sustainable online subscription model and is constantly exploring
new business models and forms of journalism. Through my partici-
pation on the board, I have learned a great deal about the business
of professional journalism as well as contributed my experience in
building and participating in online communities and the creation of
content online.
4.3.5.8 The Media Lab and the Public Sphere
Since joining the Media Lab, I have been involved in its Center for
Civic Media. The center is run by Ethan Zuckerman, who has been
working to understand the public sphere in the digital age and how to
interact with it. Media Cloud, a project his group developed together
with the Berkman Klein Center for the Internet & Society at Harvard
University, is an excellent example of a tool that can examine how
conversations on blogs and media online occur. It lets researchers
track ideas and phrases as they move through the mainstream and
blog-based channels of the Internet. By looking at such patterns on-
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line, Zuckerman and his colleagues can see how communities and
news interact to shape the way issues develop in the media.
In their study, “Breitbart-led right-wing media ecosystem altered
broader media agenda” (Benkler et al., 2017), Zuckerman and his
colleagues used Media Cloud to study over 1.25 million stories pub-
lished online between April 1, 2015, and Election Day. They analyzed
“hyperlinking patterns, social media sharing patterns on Facebook
and Twitter, and topic and language patterns” published by 25,000
sources. “When we map media sources this way, we see that Bre-
itbart became the center of a distinct right-wing media ecosystem,
surrounded by Fox News, the Daily Caller, the Gateway Pundit, the
Washington Examiner, Infowars, Conservative Treehouse, and Truth-
feed.” See Figure 38.
Figure 38: Media sources shared on Twitter during the election. (Nodes
sized in proportion to Twitter shares. Source: Center for Civic
Media at the Media Lab.)
Another group at the Media Lab, the Laboratory for Social Ma-
chines run by Deb Roy, deployed the the Electome project (Enter the
Electome.) in the 2016 election to look at how supporters of various
candidates were connected to each other on Twitter and what they
were talking about (Thompson, 2016). Their research revealed how
polarized and disconnected these communities were. By mapping
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the “tribal networks” of Twitter users during the elections, as well
as some 30,000 journalists on Twitter. they found that almost none of
the journalists were in the “Trump tribe.” (See Figure 39)
Figure 39: Clinton and Trump supporters live in their own Twitter worlds.
Source: The Electome - The Laboratory for Social Machines at the
MIT Media Lab.
In another project, Roy’s group has analyzed 11 years of Twitter
data to examine the dissemination of rumors as defined by a number
of fact-checking sites . The research showed that false rumors spread
differently and more quickly than true stories do(Vosoughi, Roy, and
Aral, 2018). They are also able to show the shape and relationships
of the networks of people discussing any issue online. When they
analyzed replies to tweets about stories to figure out the emotional
response to those stories, they found that “surprise” and “disgust”
were far more often expressed in response to false stories than true
stories. This suggests (but does not prove) that in-the-moment emo-
tional response may be a causal factor in why people share stories
that turned out to be false. (It also is easier to write a surprising story
if it doesn’t have to be true.)
Roy’s group has begun to measure shared reality and the civility
of the conversations online across different “tribes’.’ They are also
developing public sphere health metrics in a non-profit spin-out from
the Lab called Cortico (Cortico). Cortico is building tools for local
4.4 technology for social justice 171
journalists and community organizations to help rebuild community
communication, especially in news deserts.
4.4 technology for social justice
4.4.1 Artificial Intelligence
4.4.1.1 Ethics and Governance in Artificial Intelligence
Regulatory systems for AI Our challenge today
— right now — is to
come up with
methods to design,
audit, and manage
the development and
the deployment of
these systems so that
they are socially
beneficial.
Watching artificial intelligence and machine learning being devel-
oped and deployed so rapidly brings back feelings of watching (and
participating in) the Internet in the early 1990s. AI could have an even
bigger effect on society than the Internet. But, unlike the Internet it
does not appear to be unbundling, or layering, itself. This is a signifi-
cant issue because while the Internet by its nature was open to users,
and derived its value from what users added to it, most AI system are
being designed by computer scientists. These systems’ effectiveness
and bias are determined by the data chosen by computer scientists,
and the training and optimization decisions made by them.
Because machine learning systems are trained by providing them
with existing data, and because that data almost inevitably reflects
existing human biases, these systems often reinforce those underlying
biases. In addition, it is to use the output of AI in inappropriate ways.
Our challenge today — right now — is to come up with methods
to design, audit, and manage the development and the deployment
of these systems so that they are socially beneficial.
I have been engaged in a number of efforts to try to support the
introduction of ethics and governance in the development of AI.
Course on the Ethics and Governance of AI
Harvard Law Professor Jonathan Zittrain and I teach a course on
the Ethics and Governance of AI (The Ethics and Governance of Artificial
Intelligence — MIT Media Lab). The course brings students from MIT
and Harvard together from disciplines including law, engineering,
philosophy, policy, history, and others. The course engages the class
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in readings, projects and a dialogue around the issues raised by AI, as
well as thinking about possible solutions.
The key motivation for the course is to try to teach social scientists
about engineering, and AI and the engineers about the social sciences
and AI. The course description is:
This course will pursue a cross-disciplinary investigation of the impli-
cations of emerging technologies, with an emphasis on the development and
deployment of artificial intelligence. We will cover a variety of issues, includ-
ing the complex interaction between governance organizations and sovereign
states, the proliferation of algorithmic decision making, autonomous systems,
machine learning and explanation, the search for balance between regulation
and innovation, and the effects of AI on the dissemination of information,
along with questions related to individual rights, discrimination, and archi-
tectures of control. The course will entail an intense array of learning and
teaching methods. Students will be expected to participate in a variety of ac-
tivities. The class may include Media Lab and Berkman Klein Center fellows
and affiliates.
So far, we have been quite successful. A number of engineering
students have gone on to become fellows at the Berkman Klein Center
and even been admitted to the Harvard Law School. My hypothesis
for now is that it’s easier to get engineering students interested in a
law degree than law students interested in an engineering degree. In
any case, the creation of people proficient in both law and engineering
is essential for bridging the gap and creating truly creative solutions.
However, its likely that we might need a new joint degree program
since getting a three-year Juris Doctor (JD) in Law after a degree in
engineering seems excessive if the student doesn’t actually want to
become a lawyer.
The student surveys have made clear the difficultly of having a
cross-disciplinary class. Because the class includes law students, phi-
losophy students, computer science students and others, the class has
to be accessible to people from other disciplines and necessarily feels
shallow to some of them. We should probably experiment with differ-
ent structures, such as having breakouts to go deep, or to do primers
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for novices. Another idea would be to have smaller out-of-class din-
ners or extended office hours to allow some students to go deeper.
Running a cross-disciplinary class in a new area will continue to be
a challenge. I hope we can improve and learn from others.
Together with the course, we have run a program called the Assem-
bly, which brings professionals from industry, academia, government
and other sectors to work in teams on real projects involved AI. These
“assemblers” also participate in the class.
The Ethics and Governance of AI Fund
Together with Reid Hoffman, Jonathan Zittrain and Alberto Ibar-
guen, we have raised a $26 million fund to support research on the
ethics and governance of artificial intelligence. The projects are at the
Media Lab, the Berkman Klein Center (where I have an appointment),
and other third-party institutions.
One key design is for teams to work together on projects in an
integrated way. The MIT Media Lab and the Berkman Klein Center
are the anchor institutions where the largest portion of the funding
is directed. We are also directing funding to other organizations that
will work closely with us on our key themes.
We are uniquely focused on theory and deployment in the real
world. The project’s work is in three main areas:
1. Kinetic autonomy — autonomous vehicles and weapons.
2. Algorithmic justice — the use of algorithms in social systems
such as criminal justice, housing, and insurance, with a focus
on bias and the positive uses of algorithms to improve society.
3. Information veracity — with the emergence of platforms fueled
by targeted advertising and content optimization, we have seen
a deterioration of the quality of information and an increase in
the influence by outside governments and businesses. What are
the problems and solutions?
I am personally deeply involved in the Humanizing AI in Law
project, which is supported by the fund. We are working to under-
stand the risks of using algorithms in criminal justice, such as using
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them to generate risk assessments for pre-trial bail. I am also working
to use algorithms to understand underlying causal relationships and
address systemic problems, rather than just improving the predictive
accuracy of algorithms.
4.4.1.2 Humanizing Law in AI (HAL)
Together with my group, Chelsea Barabas, Karthik Dinakar and Madars
Virza, I am engaged in a number of activities including the publica-
tion of papers such as “Interventions over Predictions” for Fairness,
Accountability and Transparency conference in (Barabas et al., 2018) and
two letters to the Massachusetts Legislature on pre-trial risk in Ap-
pendix B and Appendix C. More recently, I have written the follow-
ing article for Wired about the topic (Ito, 2018a), and I am speaking a
great deal about this.
The Church of Prediction and Solutionism
When it comes to AI, we don’t need crystal balls. We
need mirrors.8
Critics of artificial intelligence have pointed out the myr-
iad ways that bias distorts the categorizations and predic-
tions generated by algorithms. In response to these con-
cerns, many computer scientists have tried to sanitize their
predictive models by identifying and removing “proxies”
for sensitive social categories like race, in an effort to curb
the discriminatory effects of their tools.
But this colorblind approach to fairness has some serious
pitfalls, especially when it comes to addressing the needs
of our society’s most marginalized populations. For these
groups, the core issue surrounding AI-enabled decision
making is not so much one of accurate prediction and bias,
but rather, one of self-determination and social inclusion.
This is a topic that my colleague Chelsea Barabas dis-
cussed at length at the recent conference on Fairness, Ac-
8 Draft of a more academic version of an article written for Wired. The final version is
available online (Ito, 2018a).
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countability, and Transparency, where she presented our
paper, “Interventions Over Predictions: Reframing the Eth-
ical Debate for Actuarial Risk Assessment.” (See ?? for the
full text of the paper.) In that paper, we argue that the tech-
nical community has been evaluating the ethical stakes of
AI-enabled technologies with the wrong measuring stick.
By narrowly framing the risks and benefits of artificial in-
telligence in terms of bias and accuracy, we’ve overlooked
more fundamental questions about how the introduction
of automation, profiling software and predictive models
connect to socially desirable outcomes.
This is perhaps most clearly illustrated in the realm of
criminal justice reform, where a variety of predictive tech-
nologies are being used to assess and inform the manage-
ment of “risk.” Reformers from across the political spec-
trum have touted risk assessments as a more objective
means of making a wide range of decisions, from sen-
tencing to probation and parole. Yet a 2016 ProPublica
(Angwin et al., 2016) investigation revealed that not only
were these risk assessments often inaccurate, but the cost
of that inaccuracy was borne disproportionately by African-
American defendants, who were almost twice as likely to
be labeled high-risk but not actually go on to commit sub-
sequent crimes.
This report sparked a flurry of debate, much of which
has focused on the inherent trade-offs (Kleinberg, Mul-
lainathan, and Raghavan, 2016) of designing a tool that
uses imperfect data to make its predictions. To get a more
complete picture of the costs and benefits of AI-enabled
tools like risk assessment, we have to zoom out to under-
stand how these tools shape the outcomes that the crim-
inal justice system is designed to achieve. This requires
looking beyond issues of predictive accuracy, to under-
stand how these tools serve as the basis for intervention
in people’s lives.
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In the case of pretrial risk assessment, that means ask-
ing deeper questions about how such assessments support
certain ways of interacting with individuals awaiting trial.
Pretrial risk assessments have become a major vehicle for
bail reform in states like New Jersey and Kentucky, where
they are implemented as part of a broader effort to min-
imize the use of a cash-based bail. Multiple studies have
shown that cash bail as a pretrial condition is not only inef-
fective, but deeply punitive (Heaton, Mayson, and Steven-
son, 2017; Lum and Baiocchi, 2017). In many cases, cash
bail is effectively used as a means of detaining defendants
and denying them one of their most basic rights, the right
to liberty under the presumption of innocence.
Nonetheless, critics of risk assessment are concerned that
efforts to reform cash bail will inevitably lead to a sig-
nificant expansion of non-monetary conditions, such as
electronic monitoring and mandatory drug testing. Com-
munity organizations like the Chicago Community Bond
Fund have started to track the adverse consequences of
such non-cash bail conditions (Punishment Is Not a“Service”
2017). This sort of community-driven oversight and re-
search is absolutely critical because it helps us understand
whether or not replacing cash bail with other types of con-
ditions is in fact simply substituting one excessively puni-
tive measure with another.
That is the risk that we run if we introduce algorithmic
predictions into a complex system without incorporating
an informed understanding of effective intervention.
Such issues are not limited to the realm of the criminal
justice system. In her latest book, Automating Inequality
(Eubanks, 2017), Virginia Eubanks describes a number of
compelling examples of failed attempts by state and lo-
cal governments to implement automated decision mak-
ing technology, such as a screening software for welfare
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benefits and housing, in an effort to deliver social services
more efficiently and effectively. Eubanks details the use of
data by the Office of Children, Youth and Families in Al-
legheny County, Pennsylvania, to screen calls and assign
risk scores to families to help decide whether case workers
should intervene to ensure the welfare of the child.
Three-quarters of cases that come through the office ar-
rive because some public official has determined that a
child has suffered “neglect” rather than abuse — mean-
ing that the symptoms of a high-risk child really look a
lot like the symptoms of poverty (Eubanks, 2017). This is
partly because the majority of the data used to train the
office’s algorithm comes from public agencies, where data
is collected whenever someone taps low-cost or free pub-
lic services, such as drug rehabilitation or mental health
treatment. Based on these risk factors, a child could be re-
moved from her home and placed into the custody of the
State, where her outcomes look quite bleak. Children who
“age out” of the foster care system are significantly more
likely to struggle with unemployment, homelessness, chronic
illness and the law (Courtney et al., 1998; Reilly, 2003).
Rather than using predictive algorithms to punish low-
income families by removing their children from their homes,
Eubanks argues, we should be using data and algorithms
to ask better questions about which interventions will be
most effective in stabilizing a child’s homelife by address-
ing the underlying drivers of poverty that exist in her life.
These examples point to the fact that, in essence, we’ve
been trying to use algorithms to develop a crystal ball to
look into the future of some of society’s most “risky” indi-
viduals when, in fact, what we need is a mirror to examine
ourselves and our social systems more critically. We need
to understand the underlying causes of crime and poverty,
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rather than simply using regression models and machine
learning to punish people in high risk situations.We must use
algorithms to
provide tools for
reflection and
self-awareness and
improve the
condition of society
with civic
engagement and
participant design,
or systems are
designed by their
participants.
That’s exactly what researchers in the Media Lab’s Hu-
manizing AI in Law are working on. They are asking ques-
tions that aim to get at the underlying factors that shape
behavior the courts care about, such as the failure to ap-
pear for a hearing. Right now, the concept of “failure to ap-
pear” as a risk category is very general: people who skip
town are clumped together with the much larger number
of individuals who simply have logistical challenges in
making their court date. Many of those challenges are re-
lated to poverty: a lack of reliable transportation or child-
care, inflexible work schedules, or other family emergen-
cies. If the courts want to be serious about reducing the
number of people who fail to appear, then they need to
engage with research around these issues to identify and
rigorously test interventions that address those problems.
We will also study the effects of policies like drug test-
ing as a condition of release. As I mentioned above, these
sorts of conditions are being widely used without truly
understanding their effectiveness against recidivism, and
more importantly, on the overall health of a community
— its crime rates, jobs, the health of its denizens. By in-
corporating transparency and community participation in
the design of algorithms, the public and the fiduciaries
can guide agencies using these algorithms to focus on
the bigger picture (Balkin, 2015). The use of algorithms to
help administer public services presents either an amaz-
ing opportunity to design effective social interventions or
a tremendous risk of locking in existing social inequity.
To avoid the threat and seize the opportunity, we must
reframe the debate and move from “unbiased” prediction
to understanding causal relationships.
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Algorithms trained to make predictions, by definition, use
statistics and data to anticipate events so that risks are
reduced or gains increased. When used in systems like
forecasting the weather, they increase societal value, gener-
ally speaking. But when prediction is used against vulner-
able people, we enable the transfer of freedom and agency
from the disadvantaged to those in power. This is at odds
with the fundamental premise of democracy.
Of course, using algorithms and data to understand causal,
rather than predictive, relationships is not a silver bullet
solution. The problems that we deal with are modern ver-
sions of the problems that have plagued society since the
very beginning — income disparity, xenophobia, exploita-
tion, human bias. We must use algorithms to provide tools
for reflection and self-awareness and improve the condi-
tion of society with civic engagement and participant de-
sign, or systems are designed by their participants.
The key point of this article is the shift to causal inference away
from purely predictive correlations. This will be key in applying ma-
chine learning to the complex systems and communities that we are
trying to understand and intervene in. The Book of Why by Judea Pearl
and Dana Mackenzie that came out on May 1, 2018 describes what
they authors call the “causal revolution” and describes the way in
which statistics has stifled the study of causality — the key to under-
standing systems and interventions (Pearl and Mackenzie, 2018).
4.4.2 Health
4.4.2.1 Principles in Awareness
For the last four years, I have been teaching a course called Principles
of Awareness with The Venerable Tenzin Priyadarshi.
Following is the course description:
Description
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What is awareness? Is it a “default” state or is it cultivated? Can it im-
prove performance and wellbeing? What role does technology play in promot-
ing or hindering awareness? Is there an ethical framework for our capacity
to be aware? And can self-awareness be linked to happiness? The course will
be set in an experiential learning environment where students will explore
various theories and methodologies around these questions. Students will
be required to keep an open lab book documenting their observations, and
present them regularly during class sessions. The final project will consist
of evaluating and developing awareness tools, techniques and interfaces tar-
geted towards performance and wellbeing.
Themes to explore
1. Boundaries of Awareness: Self and Other
2. Change
3. Relational Awareness
4. Non-Duality
5. Joy and Happiness
in, out
deep, slow
calm, ease
smile, release
present moment,
wonderful moment
— Thich Nhat Hanh
Class meetings will consist of practice, lectures and discussions with in-
vited speakers. Some of the talks will be open to the public. And the practice
will range from meditation to hacking.
The course engages our students in a deep exploration that helps
them better understand their intrinsic motivations and become aware
of their previous conditioning, as well as to think about questions
about health, motivations, emotions and goals. The course requires
students to sleep 7-8 hours a day, keep a regular meditation practice
and “notice one new thing per day.” Through this practice and con-
versations in class, we explore the theory and practice of becoming
aware.
I believe that awareness and the exploration of intrinsic motivations
through contemplative practice is an essential component of a healthy
mind, culture and body, and through this course, I cultivate this prac-
tice in myself as well as support students in their development and
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exploration. Student journals are posted on our website. We just com-
pleted the class for the fourth year, and now a dynamic community of
alumni is beginning to form, a community with a culture of intrinsic
motivation, awareness and new notions of flourishing.
4.4.2.2 Health 0.0 Project at the Media Lab
Overview
There are massive gaps in developing and using key emerging tech-
nologies and tools in pharma, biotech and health member companies
at the Media Lab. The Media Lab can provide a suite of tools for these
needs and co-develop new ones that do not exist.
The Media Lab can catalyze novel and unorthodox interactions, hy-
potheses and breakthroughs by convening and conducting research
with leading researchers working at MIT and other institutions on
health. It can serve as a neutral convening venue for top pharma-
ceutical and health companies, as well as leading foundations and
technology companies. Dr. Pratik Shah is working with faculty, re-
searchers, and me on the research, managing and documenting the
discussions and research and publishing papers.
Additionally, the Media Lab and its members can co-design hypothesis-
driven questions and novel research projects with tools and access to
data. One of the outputs will be fundamentally new knowledge of
health processes that will lead toward a real-world impact on pre-
clinical discovery, clinical trials, clinical development in patients, and
point-of-care technologies.
Theory
We plan to work with experts in fields that historically have not
worked together in the hope of developing unorthodox hypotheses
and intellectual and scientific breakthroughs. We will engender and
provoke antidisciplinary interactions between biology, clinical medicine,
computer science, and the mathematical and physical sciences to gen-
erate breakthroughs in solving grand challenges and create new re-
search opportunities to leapfrog existing approaches. We will build
trust to openly discuss issues across disciplines. Questioning assump-
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tions on ground truth about fundamental processes will allow us to
develop theoretical and practical systems to model and understand
the human body. We will also develop new theories for diagnostics.
The development of theory also generates novel models for human
health and medicine (systems level vs pathways, microbiome, music,
meditation, relaxation, etc) that may have prognostic value but have
not been explored or do not have business models. This will lead to
new paradigms for health care.
Brainstorming
A select group of experts from a variety of different fields in physi-
cal, chemical, biological, and computational sciences met at the Media
Lab on January 18, 2018, for the Blue Sky Drug Discovery Workshop
with GlaxoSmithKline, the drug company, and John Baldoni, a senior
researcher at GSK. This was a typical Media Lab-type brainstorming
session with no presentations or official panels or talks. The focus
was simply “The Future of Drug/Therapeutic Discovery.” It was a
rare chance for people from a variety of disciplines to get together
and discuss what they would like to see happen in drug and thera-
peutic discovery. The workshop did not start with a presentation of
anyone’s current research, but rather discussed the current state of
health research and various avenues of interest of the participants.
Practice
The development practice brings together leaders from academia,
industry, and government to solve “here and now” issues in the dis-
covery and research and clinical development process. This engen-
ders the integration, development and impact of key enabling tools
(AI, cryptography, CRISPR, etc.) We work with data, problem state-
ments and opportunities brought to the Media Lab by the Food and
Drug Administration (FDA), the National Institutes of Health, the Na-
tional Cancer Institute and pharma, biotech, and member companies,
as well as other academic collaborators and foundations. This will
lead to rapid benefits and improve health research: safer and faster
clinical trials; digitally empowered researchers, clinicians, regulators
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and patients, and reducing health care costs.
Execution and Considerations
Pharma and health companies often do not benefit from creative
and cutting edge research done in top tier universities and end up
licensing enterprise solutions from corporations, which often demand
large amounts of data, do not share algorithms, and demand a share
of intellectual property.
Academic research universities have students searching for excit-
ing research projects, and health data can play a vital role in train-
ing them if it becomes readily available. Currently it is not. The
project aims to integrate the massive amounts of publicly available
clinical trial data from FDA and other sources to build models and
algorithms. The Health 0.0 project is convening and supporting re-
searchers and institutions in the acquiring, sharing, discussion and
analysis of case studies, publications and concrete examples of types
of biomedical, preclinical and clinical data, their preferred format,
structure and amounts usually generated by proprietary pharmaceu-
tical industry projects, research institutions. Some are publicly avail-
able via clinical.trials.gov etc. The project investigates how they are
currently being analyzed using Bayesian modeling, statistics, bioin-
formatics, and systems biology.
As we pursue these opportunities, it will be important to share
with member companies the current state of machine learning and
AI in computer science, CRISPR, gene editing and other technologies.
We are conducting biannual workshops on these topics. Examples of
core capabilities, applications and new architectures of AI (DNN and
other models), types of data they can process and classify will also be
discussed and evaluated.
The AI Example
Almost all AI classification, prediction and learning architectures to-
day are being developed using non-clinical datasets that are abundant
in size and often well-annotated. Over the past few years, progress
has been made in developing deep neural network (DNN) architec-
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tures that can learn from fewer examples (low-shot learning); can
make sequential and logical deductions using sparse temporal data
(recurrent neural networks); learn sequential policies with minimal
supervision (reinforcement learning (RL)), and generative adversarial
networks (GANs) that can generate synthetic data to augment sparse
datasets. These new approaches hold promise but must be substan-
tially modified to accept clinical datasets that often do not perform
with the same efficacy as non-clinical data.
We need to make health data accessible, labeled, structured and
organized to make it useful.
The ability to track intellectual property contributions in joint re-
search projects is important. Additionally, a layered silicon semicon-
ductor approach could be useful.
The Health 0.0 project will also engage in brainstorming sessions
to identify opportunities to use AI and machine learning to solve spe-
cific problem statements from each organization. For example: For
a particular problem statement, do you have access to the data? Is
it structured for machine learning? How many data sets are needed
and for what outcomes?
We will develop case studies, publications and concrete examples
of Media Lab groups, startup companies (eg: Benevolent AI, Deep-
mind, Good AI, Vicarious, etc.) and foundations that have developed
AI architectures for analyzing clinical data.
We will also develop value propositions supporting building a hor-
izontal pharma/bio/health data platform that all Media Lab member
companies can contribute to and get value from.
Work Completed So Far
A series of workshops were held in collaboration with Media Lab
Pharma and Tech companies at the MIT Lab to brainstorm and dis-
cuss potential next steps for reinventing health care and exploring the
use of AI for drug discovery. These workshops are part of an ongoing
and developing series of meetings.
1. Workshop 1: Developing a new paradigm for clinical drug de-
velopment (Appendix G)
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Date: October 7 2016
Venue: MIT Media Lab
Organizers: F. Hoffmann-La Roche AG and IDEO
2. Workshop 2: Developing a new paradigm for drug development
using artificial intelligence (Appendix G)
Date: March 9 2017
Venue: MIT Media Lab
Organizers: F. Hoffmann-La Roche AG, Pratik Shah and IDEO
3. Workshop 3: AI for clinical development (Appendix G)
Date: April 6 2017
Venue: MIT Media Lab Member event
Organizers: Dr. Joe Jacobson and Dr. Pratik Shah
4. Workshop 4: Artificial intelligence in clinical development to im-
prove public health
Date: October 10 2017
Venue: MIT Media Lab
Organizers: Pratik Shah, F. Hoffmann-La Roche AG and Boston
Consulting Group
Information: Detailed agenda: A.I. in clinical development to
improve public health
Next Steps
• A sandbox at the Media Lab that addresses key challenges and
leverages opportunities to host confidential and high-value health
data, as well as facilitating collaborations.
• New models and technologies for health research, early dis-
covery, safer and faster clinical trials, digitally empowered re-
searchers, clinicians, regulators and patients, reducing health
care costs.
• Engendering the integration, development, and impact of key
enabling tools such as AI, medical cryptography, and CRISPR.
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• Encrypted machine learning and data sharing platforms to pro-
tect confidential information: The Media Lab is working on new
secure and encrypted environment to share and use high-value
health data and anonymized queries.
• Addressing current and near-term AI, machine learning, and
neural network capabilities as they pertain to clinical develop-
ment and health, in order to develop a sustainable model to
bridge the gap between AI and data science experts and the life
sciences community.
• Establishment of unorthodox cross-and-antidisciplinary train-
ing programs for students at the MIT Media Lab; create a sand-
box with leaders and experts from MIT, government, founda-
tions, biotechnology and technology corporations.
4.4.2.3 PureTech Health
In 2014, Robert Langer, my mentor in the biotech space, invited me
to become a partner in an incubator-like partnership called PureTech.
The partnership was made up of strong biomedical and pharmaceu-
tical industry leaders: Robert Horvitz, a MIT professor who won a
Nobel Prize in Physiology or Medicine; Raju Kucherlapati, a Har-
vard Medical School professor and founder of numerous biotech com-
panies; John LaMattina, former president of Pfizer Global Research
and Development; Ben Shapiro, former executive vice president of re-
search at Merck, and Christopher Viehbacher, former chief exective of
Sanofi. There is a strong scientific advisory board and the partnership
was run by Daphne Zohar, a strong entrepreneur.
PureTech Health was listed the on main market of the London stock
exchange, raising $196 million dollars from the public markets. I was
chosen to be the chair of the board, and we added Marjorie Scardino,
former CEO of Pearson as a board member. PureTech raised an ad-
dition $100 million dollars in April 2018 from a private placement.
With this funding, PureTech continues to conduct rigorous scientific
research and has now advanced a number of scientific breakthroughs
from academia to clinical studies, including the completion of sev-
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eral positive clinical studies including two positive pivotal results and
pending F.D.A. approval filings.
The company had originally been working broadly in gut biome,
brain, and immune system therapies, and is increasingly focusing its
efforts on the immune system, particularly the lymphatic system.
My participation in the company is to contribute an Internet, “tech”
perspective, as well as fresh eyes to look at ways of thinking and
models in a different way. The company considers hundreds of new
ideas and technologies to develop novel therapies. These ideas are
developed in-house by a strong team of scientists who vet the science,
conduct studies and develop business models. Some projects are spun
out as separate companies, and we have a number of very strong
affiliates, one of which has already gone public and several others
are exploring monetization opportunities.
The board is actively involved in brainstorming and providing feed-
back on ideas, recruiting and communicating with scientists and find-
ing partners. We all serve on the boards of the subsidiaries and spinouts
as well. The structure is quite unusual and takes advantage of the
large number of highly qualified post-doctoral researchers in the Boston
area who are available to work on ideas and businesses. PureTech has
been able to successfully develop many novel therapies that would
not have been developed via a traditional pharmaceutical R&D pro-
cess.
My personal challenge is keeping the work of PureTech Health sep-
arate from my work at the Media Lab. I adhere diligently to MIT’s
conflict of interest policy, which prevents intellectual property, fund-
ing and resources from transferring between PureTech Health and the
Media Lab. These policies are important in keeping external interests
from influencing work and relationships inside of the Lab.
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4.4.3 Tackling Climate Change
4.4.3.1 Safecast9
On March 11, 2011, a massive earthquake hit Japan. I was sleeping in
Cambridge between two days of interviews for my job as Director of
the MIT Media Lab. As I woke and the news of the disaster started
to come in, it became clear that the trouble at the Fukushima Daiichi
nuclear reactor was tremendously dangerous. I tried very hard to get
news about the event, but the best news I could find were people
streaming press conferences by the government and Tokyo Electric
Power Company (TEPCO). I started listening to this news and tweeting
it out in English and then realized that English speakers in Japan
were getting even less news than the Japanese. Matt Alt, an American
living in Tokyo, was one of the key people translating Japanese news
into English tweets.
Since our house in Japan was downwind from the explosion, I was
worried about my family there. I tried to find Geiger counters but
nothing was available online. I reached out to friends and found that
Pieter Franken, an old friend and hardware hacker, was also looking
for Geiger counters and had found some kits to make them. I also
heard that Sean Bonner, who had co-founded a hackerspace in Los
Angeles, Crashspace, was also trying figure out ways to use such
spaces as community hubs to help.
As the days unfolded, it was clear that the government and TEPCO
were struggling to get things under control and that the information
being released was unclear. More and more unofficial sites started
trying to report and understand what exactly was going on and what
the risks were.
Pieter, Sean and I decided that we had to do something. Initially,
we thought that data must be out there and that all we needed was to
find it and publish it, but we were wrong. So we started to reach out
to others. Aaron Huslage, an engineer in North Carolina, introduced
9 Portions of this section are based on the Safecast section of Whiplash (Ito and Howe,
2016) that I coauthored with Jeff Howe. They are used with permission from my
coauthor.
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me to Marcelino Alvarez, whose Portland, Oregon–based Web and
mobile company, Uncorked Studios, had already launched a website
to map aggregated radiation data. We also contacted a designer at
IDEO, Haiyan Zhang, who had created a beautiful and easy to under-
stand map of measurements. We were able to reach Dan Sythe, who
built Geiger counters and would be instrumental in helping us better
understand the devices and getting access to the large sensors that
we wanted. Andrew “Bunnie” Huang, the famous hardware hacker
from MIT also joined us. Jun Murai from Keio helped us connect to
Softbank and others that were trying to build a fixed sensor network.
Ray Ozzie, having recently retired from Microsoft, was interested in
being involved. Akiba and the Tokyo Hackerspace made themselves
available to help.
On April 13, 2011, the core group convened in Tokyo to talk about
the project at Digital Garage’s New Context Conference (NCC), which
quickly scrapped its planned agenda to focus the meeting on this
effort.
NCC was an annual Digital Garage event that Sean had been help-
ing organize along with me for several years. The initial plan for the
event that year was to focus on current trends of web companies,
and so the speaker line up reflected that. After the earthquake, how-
ever, many speakers who had committed to talk at NCC reached out,
asking if it was safe for them to come to Japan. We didn’t have a
good answer for them at that point. Along with Hiroki Eda at Digital
Garage, we discussed what we should do with the event, given that
continuing as previously planned probably didn’t make sense. We
decided that canceling the event would send the wrong message, but
we decided to change the theme to focus on recovery and what was
next for Fukushima and Japan. With this in mind, we told the speak-
ers originally booked that the theme was changing and gave them
the option of attending if they wanted, which gave them a safe out
if they didn’t feel comfortable flying to Japan. Some speakers stuck
with their plan and some canceled, but this opened space for us to
invite some of those we’d been talking to about Geiger counters and
sensors and a few others to come to Japan and hash out a recovery
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plan. Digital Garage donated its conference rooms, and we scheduled
several days of meetings before and after NCC to compare notes and
ideas and see if we could combine efforts and do something collec-
tively. While we were all active in one way or another from moments
after the earthquake, this meeting atNCC was identified as the “birth”
of what become Safecast.
At the meeting, many important things were discussed. First, it
was clear that we had to design and make our own Geiger counters.
Additionally, we learned there was no way to get enough sensors to
build a fixed sensor network as dense and as large as we wanted so
we would need a mobile solution. We also decided all of the data the
system would collect should be made open. Having recently created
the (CC0z) dedication for precisely this type of application, I pushed
for and received support to use (CC0 z) for all of our data.
We also had a long discussion about a name. The Uncorked team
had built a site called RDTN.net, and they wanted to use that name.
We felt that name was hard for Japanese to pronounce and that it
reinforced the negative view of the situation. Ozzie argued that we
needed a name that wouldn’t scare people. He suggested the name
“Safecast,” since we trying to make people safe. We couldn’t reach a
consensus, however, and ultimately left it to Ray to decide. A week
later, Ray settled on Safecast, a domain name he already had for an-
other project that he was working on. (He later transferred the do-
main name to Safecast once it was established as an organization.)
This story is important because I believe the name was critical in win-
ning broad adoption for our tools and support for our efforts. David
Ewald from Uncorked designed an iconic logo to go with it, with a
blue dot representing a person and stacked lines symbolizing shelter
and broadcasting of information.
Members of the Safecast team reached Fukushima by mid- April
and began taking radiation measurements right away. They quickly
realized that readings could change dramatically from one side of a
street to the other, while available data averaged readings over a wide
area. Some six months later, the team figured out that evacuees had
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been sent to shelter into neighborhoods more contaminated than the
ones they had fled.
Bonner had some ideas about how we might manufacture kits and
use them to mobilize people. The first version was a laptop connected
to a Geiger counter, and the next design replaced the laptop with an
Arduino, an open-source electronic prototyping platform for interac-
tive electronics. Naim at Crash Space in LA did the primary Printed
Circuit Board (PCB) and modeling design, which led to the design and
deployment of the Safecast bGeigie kits.
These kits turned out to be a great way to engage communities of
makers and morph them into people who collect the data. The kits
allowed us to have lean inventory and skip manufacturing. Much
of the activity of Safecast is thus devoted to spreading the movement
through workshops where people spend the day making the kits with
each other and learning about the organization. People who build
their own kits are much more likely to continue taking measurements,
even beyond their own neighborhoods, than people who buy pre-
assembled units or borrow loaner units.
With nearly $37,000 from a Kickstarter campaign and additional
funding from Reid Hoffman, Digital Garage, The John S. and James
L. Knight Foundation and, somewhat later, the Shuttleworth Foun-
dation, Safecast began deploying Geiger counters and gathering data
from citizen scientists across Japan. By March 2016, the project had
collected more than fifty million data points, all available under a
(CC0 z) public domain dedication. Researchers around the world
have used the Safecast dataset not only to learn more about how ra-
diation from Fukushima Daiichi has spread, but also to learn about
the normal levels of background radiation in different areas, a funda-
mental difference from the many projects that were simply measuring
radiation in the areas around Fukushima.
The Japanese media and government initially ignored out work.
The foreign press eventually began referring to our work and mea-
surements, but it was years before the Japanese mentioned us. But lo-
cal people in the affected areas supported and appreciated our work
because our teams spent time explaining what we were doing and
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how we could help, whereas many of government activities at the
time seems mechanical and not helpful. The government measured
radiation but did not share the data, not even with the people living
in the area, because it is the policy of most governmental agencies
having to do with the ownership of the data and the general idea
that citizens wouldn’t understand the data.We did start at a
place of near
ignorance, but
through continuous
active learning and
recruiting of experts
in many fields, the
team has gained
tremendous
know-how and
expertise. John Seely
Brown, Lang
Davidson and John
Hagel call this “the
power of pull”
(hagel2010power.)
Some academics and experts criticized us because we were not ex-
perts and said they were worried about the accuracy of our mea-
surements. While many citizen science projects do not focus on ac-
curacy, it was a focus of ours from the beginning — and that actually
helped us recruit experts. We did start at a place of near ignorance,
but through continuous active learning and recruiting of experts in
many fields, the team has gained tremendous know-how and exper-
tise. John Seely Brown, Lang Davidson and John Hagel call this “the
power of pull” (Hagel III, Brown, and Davison, 2012) in their book,
the idea that you pull what you need from a network when you need
it instead of stocking resources, planning in detail and pushing and
controlling from a center, which is the way many NGOs and govern-
ment projects operate.
Now with over 90 million measurements, Safecast is arguably the
most successful citizen data collection project. Most similar projects
that started after Fukushima have disappeared. We believe that the
key to success is that we are engaging communities and teaching and
equipping them to measure themselves. It’s really the social move-
ment design that has made Safecast successful. The success of the so-
cial movement is also what has attracted the technical and scientific
talent and won us trust. The same government agencies that ignored
us in the past now ask us to validate and support them. Early on, we
worked confidentially (at the request of the Japanese Ministry of Post)
with the the Japan postal service to equip their delivery bikes with
bGeigies, something we can now proudly talk about.
Many elements are involved in successful community building, but
the accessible, open and playful aspects of the project are key. We
are accessible from a legal perspective as well as a cultural perspec-
tive. We have workshops for kids and for elders every month all over
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the world that engage thousands of people in monitoring their own
safety.
Safecast is now expanding beyond radiation measurements and
working on air quality using our expertise in community manage-
ment, hardware, data sharing and sensors. We are participating in
the Air Quality Working Group (AWG) and pushing it to standard-
ize. Thanks to Sean Bonner’s efforts, we have pushed AWG from copy
protected data to sharing data with a (CC0 z) dedication. The elim-
ination of copyright encumbrance is essential in creating a common
data platform that we can build on.
The air quality space has many other startups. But just as the In-
ternet required standards like TCP/IP before one could build a Cisco,
I believe that you need movements like Safecast that share data and
convene people in a community to create a standard understanding
and share best practices before we build startups that are likely to
keep their methods and data secret, compete rather than collaborate
and cut exclusive deals for opportunities and access.
This effort is very similar to the layers of the Internet where the
open non-profit layers and the for-profit layers are like a multi-layer
cake. Both are required to standardize and protect the commons while
allowing execution and competition.
One important remaining challenge for Safecast is its future fund-
ing and structure. Crowd funding helped “kickstart” the project, but
it has been surviving on grants and gifts from foundations and indi-
viduals. This challenge is faced by all not-for profit infrastructure-like
projects.
4.4.3.2 Indigenous People and Local Communities
I am on the board of the MacArthur Foundation, which since the 80s
has led the world in conservation and the protection of biodiversity
through its funding for science and the creation of protected areas
and parks. One of the largest organizations working on conservation
and a close collaborator of MacArthur Foundation has been Conser-
vation International.
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Over the years, we have realized that although we spend hundreds
of millions of dollars, the climate was still deteriorating. While many
efforts are working on a certain scale, at a global scale our efforts have
been unable to reverse the destruction of natural habitats including
natural carbons sinks.It turns out that
twenty percent of
the earth’s surface is
under the control of
indigenous people
and local
communities. That
may not sound like
so much, but it
encompasses eighty
percent of the
world’s biodiversity
rich areas.
Conservation International came up with a set of projects to protect
the rights of indigenous people who would then in turn protect their
habitats.
It turns out that twenty percent of the earth’s surface is under the
control of indigenous people and local communities. That may not
sound like so much, but it encompasses eighty percent of the world’s
biodiversity rich areas. In the past, most conservation efforts worked
to protect “nature” and not humans, often trading human rights and
the protection of indigenous people for promises from leaders to pro-
tect biodiversity zones. This new program recognizes that we need
not trade human rights for conservation, and that in fact indigenous
people can protect environments more effectively and efficiently in
many cases.
The head of Conservation International, Peter Seligmann, left to
start a new organization, Nia Tero, to focus exclusively on the this
theory of change.
I participated in a retreat where we brought together leaders of
various indigenous peoples and leaders of conservation movements
to discuss the creation of this new entity. We decided the board chair
should be an indigenous person and that half the staff were also from
indigenous populations.
In particular, I was interested in how we might bring science to
these regions to help understand and protect the wisdom and science
of shamans and indigenous cultures. I now support several efforts,
including the legal protection of medically valuable genomic discov-
eries among these populations. I am also working to try to translate
the sensibilities of these cultures to the developed world. Kevin Es-
velt at the Media Lab is working to introduce CRISPR gene drive to
indigenous people with the goal of allowing them to control the de-
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velopment and deployment of this technology to eliminate invasive
species.
I participated in the first global gathering of conservationists and
indigenous people in Marrakesh as a speaker and am helping to orga-
nize the next one in San Francisco. We are hoping to hold the biennial
meeting in 2020 in Japan. I’ve also join the advisory board of Conser-
vation International and head up science and technology at Nia Tero.
I recruited Margarita Mora, the person who was in charge of the in-
digenous peoples program at Conservation International (now she is
at Nia Tero) to become a Director’s Fellow at the Media Lab and she
is working with us to integrate her work more tightly into the Media
Lab’s efforts.
A draft of Nia Tero’s preamble are attached in Appendix F.

5
A G E N T S O F C H A N G E
According to Wikipedia today, Survivorship bias is the“logical error
of concentrating on the people or things that made it past some selec-
tion process and overlooking those that did not, typically because of
their lack of visibility. This can lead to false conclusions in several dif-
ferent ways. It is a form of selection bias” (Survivorship Bias). In other
words, just because something happened “against all odds,” doesn’t
make it inevitable or a good idea. The problem is that those who tried
something and failed often don’t survive to tell the story and we end
up hearing just from the unlikely survivors.
A great example of this is college drop-out entrepreneurs. I know
the feeling of wanting to drop out because one has more pressing pas-
sions and projects, but I believe strongly that in most cases dropping
out doesn’t help people become successful, and others agree (Zim-
mer, 2013). Any success that I’ve had is despite having dropped out
of college and not because of it. I spent a lot of my time advising
students to finish their degrees. :-)
In Section 4.4.1.2 I wrote about our efforts to push computer sci-
ence away from statistical correlations and towards causal relation-
ships, asking if something we did actually caused the change or was
it just something occurring at the same time. This relationship be-
tween outcomes through causal interventions is also the key to the
theory of change described in Chapter 3 This is very difficult to de-
rive without a randomized control study, but parts of my life have
been quite random and I’ve tried some of my interventions over and
over and in different ways, so I will try to sort out the generalizable
causal interventions from the irrelevant ones. But as they say, “Your
mileage may vary.”
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5.1 happiness
In this dissertation, I have written at length about the goals of a sys-
tem and the individuals in the system. The core aim of my thesis is to
help shift the paradigm so that the goals of individuals and systems
shift. My hope is that this will cause our systems to become more
resilient, robust and sustainable.
The Declaration of Independence of the United States states that
“[A]ll men are created equal, that they are endowed by their Creator
with certain unalienable Rights, that among these are Life, Liberty
and the pursuit of Happiness.”
In “The Art of Happiness” the Dalai Lama also says that “I believe
that the very purpose of our life is to seek happiness.” The Dalai
Lama argues that happiness is more determined by the state of our
minds than by our external conditions once our basic survival condi-
tions have been met (Lama, 2009).
Abraham Maslow in his 1943 paper “A Theory of Human Moti-
vation” argues that there are stages of growth in humans needs. He
used the terms “physiological”, “safety,” “belonging and love,” “es-
teem,” “self-actualization,” and “self-transcendence” to describe the
layers in his “hierarchy” of needs pyramid(Maslow, 1943). (See Fig-
ure 40.) The lower layers of Maslow’s hierarchy are fairly straight
forward, but as one ascends to the higher layers such as social be-
longing, esteem, self-actualization and self-transcendence, the extrin-
sic versus intrinsic nature of the happiness or need is unclear. Self-
transcendence was added by Maslow in his later years as he critically
explored the dimension of needs beyond self-actualization. (Maslow,
1991).
For example, esteem is mostly associated with extrinsic validation
such as respect and recognition. However, self-esteem can be quite in-
ternal or intrinsic. Self-actualization includes art and athletics, which
also have extrinsic and intrinsic motivations. Self-transcendence be-
comes less ego-oriented, but also can have motivations such as the
need to help other humans, or intrinsic motivations such as becom-
ing one with nature. It is clear that the higher levels of Maslow’s
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Figure 40: Maslow’s hierarchy of needs, represented as a pyramid with the
more basic needs at the bottom. Source: FireflySixtySeven via
Wikipedia. cba
hierarchy are less zero-sum and less competitive: the extrinsic versus
intrinsic distinction changes the nature of the relationship between
the individual and the community/society, as well as one’s need to
adhere to the social systems required for validation.
The Dalai Lama and the contemplative tradition focuses more on in-
trinsic motivations. While most contemplative traditions aren’t neces-
sarily anti-social, a diminished need for external validation for happi-
ness lets one be less concerned with the opinions of others, providing
more freedom and time to become self-aware and achieve happiness
through the pursuit of one’s personal passion or interests. This is an
approach that The Venerable Tenzin Priyadarshi and I teach in my
Principles of Awareness class described in Section 4.4.2.1.
The Dalai Lama in The Art of Happiness discusses the difference
between pleasure and happiness and argues that many people feel
“happy” when they get more money, get a new car, or progress along
an externally provided measurable path. He defines these feelings as
pleasures and suggests that the happiness that he describes is more
like the happiness of having a happy family. Increasing the size of the
family doesn’t make one more happy. The Buddhist notion of hap-
piness is quite different from happiness as described by economists
who describe it as an increase in utility — an economic measure (Mar-
shall, 1961). Later, utility was quantified by Paul Samuelson as “re-
vealed preference” (Samuelson, 1948) and apparently the more utility
the better. The Buddhists would feel more aligned with the adage,
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“more than enough is too much” than the notion of the utility func-
tion.I would suggest the
word “flourishing”
as a way to define
happiness or
goodness without a
need to include
progress or growth.
A vibrant rainforest
is a great example of
a flourishing system.
However, many argue that progress is essential and without ex-
trinsic motivations and economically rational humans, we would not
have progress. For example, Matt Ridley argues in The Rational Opti-
mist that humans have an innate tendency or desire to trade. He ar-
gues that markets enable this exchange and that this exchange allows
specialization — I can help build the Internet that you use and you
can design the motor for my car and use the Internet. He says that
this market-based exchange of goods, services, ideas and products
allows progress, and enables ideas to “have sex” — computers and
telecommunications coming together to turn into the Internet (Ridley,
2010).
While the idea is exciting and helps describe how much of innova-
tion works, he’s also describing the system that, in my view, causes
income inequality, exploitation of the environment, and the deploy-
ment of technologies of convenience at the cost of health. Indeed, he
doesn’t question whether progress is in fact “good.”
I would suggest the word “flourishing” as a way to define happi-
ness or goodness without a need to include progress or growth. A vi-
brant rainforest is a great example of a flourishing system. It doesn’t
need to grow in total size. There is diversity, there is growth and
death together. There are many systems that are interconnected and
the system is highly robust. While there is some controversy about
methods, there is a scientific approach to measuring ecosystem ro-
bustness (Mumby et al., 2014). There is evolution and “progress” but
it is slow and more like a slow adaptive search than the geometric
growth or even exponential growth of human civilization.
This notion of flourishing is described in Section 3.3.5 and is what
I believe that we must strive for in order to achieve sustainable and
long-term resilience in our systems.
In The Human Use of Human Beings, Norbert Wiener questions our
idea that progress is necessarily good.
Those who uphold the idea of progress as an ethical
principle regard this unlimited and quasi-spontaneous pro-
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cess of change as a Good Thing, and as the basis on which
they guarantee to future generations a Heaven on Earth. It
is possible to believe in progress as a fact without believ-
ing in progress as an ethical principle; but in the catechism
of many Americans, the one goes with the other.
As I wrote in the introduction, “eudaimonia” and productive self-
actualization described by Aristotle in “Nicomachaen Ethics“ (Rowe
and Broadie, 2002) are useful concepts that includes the notions of
progress towards ethics and flourishing.
5.2 interest-driven learning
As I was saying, I dropped out of college twice and was even kicked
out of kindergarten for running away too many times. I was never
very good at education, but I liked to learn. One of my principles
(see Table 1) is “learning over education.” I believe that education is
what other people do to you and learning is what you do for yourself.
It wasn’t that my schools were particularly bad or that I wasn’t pro-
vided an opportunity. My sister got straight A’s and went to Harvard
and Stanford and got two Ph.D.s. I just had a personality that made it
difficult for me to learn in a structured way about things that I didn’t
find useful or interesting. I also had a difficult time studying abstrac-
tions in books. I much preferred learning through doing things and
talking to people.
It was very lucky for me that I was surrounded by scientists, na-
ture, and then online computer networks and the Internet as I was
entering high school. I was able to kludge together an understanding
of the world’s conversations by pursuing a wide variety of interests
including working in a pet shop, being a disk jockey in a nightclub,
working as an associate to the producer in a Hollywood film, working
in a material science lab writing software for the control system, run-
ning an events company, running a computer peripherals mail order
company, being a professional scuba instructor, being a record distrib-
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utor, a columnist in a newspaper, a software distributor, an apparel
distributor and many other things.
While I believe that I am unusually poor at structured learning, un-
usually motivated by my passions and interests, and unusually inter-
ested in almost everything, I do believe that interest-driven learning
is generalizable.
In 1973, Ivan Illich wrote Tools for Conviviality and argued that
there are two pivotal moments in the history of scientific and soci-
etal progress. The first was in 1913 when Western medicine improved
to the point where trained doctors could increase their patients odds
past 50/50. The second was when we focused more on keeping peo-
ple alive than on worrying about the quality of the patient’s life or
their agency. Illich writes, “I choose the term ‘conviviality’ to des-
ignate the opposite of industrial productivity. I intend it to mean
autonomous and creative intercourse among persons, and the inter-
course of persons with their environment; and this in contrast with
the conditioned response of persons to the demands made upon them
by others, and by a man-made environment” (Illich, 1973).
Illich blames professional elites and economic development for neg-
atively impacting human flourishing in modern times by institution-
alizing specialization and taking control of the tools of society away
from the average citizen. He believes we must “give people tools that
guarantee their right to work with independent efficiency.”
This ties to his argument that modern education focuses on institu-
tionalization and that, as he argues in 1971’s Deschooling Society, these
institutions are reducing flourishing. He argues that the educational
“funnels” must be reversed and that we must create “learning webs”
using advanced technology (Illich, 1971).
The Montessori Method (Montessori, 1952) of child-centered edu-
cation has been used for over 100 years (Introduction to Montessori
Method). While the Montessori Method is much more flexible and
child-guided than traditional educational systems, it still provides a
teacher who guides the child by observing and responding to the
child’s behavior and tendencies. Unschooling, which was coined in
the 1970s by John Holt (Unschooling or Homeschooling?), advocates an
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even more radical child-directed learning approach that focuses on
freeing the child from any form of formal education, depending in-
stead on our natural ability to learn, and a belief that we will learn
what we need to learn in the course of doing what we are passionate
about.
In my own experience, the only practical thing that I learned how
to do in my secondary formal education was touch typing. Other-
wise, everything I learned, I learned out of class, except perhaps so-
cial skills that I could easily learn through group activities rather
than through by sitting in a classroom. As I consider the future of
schooling for my one year old daughter, I am thinking deeply about
different educational options.
Jean Piaget in the 1930s said that cognitive development in chil-
dren occurs as children interact with the world around them. (Piaget
and Cook, 1952). Seymour Papert worked with Paiget at the Univer-
sity of Geneva from 1958 to 1963 (Seymour Papert) and was one of
Piaget’s protégés. Papert was a founding member of the MIT Me-
dia Lab and developed a theory of learning called Constructionism
— student-centered project-based learning-through-doing – that is at
the core of the Media Lab, as I described in Section 4.1. Papert in-
spired others at the Media Lab including Mitchel Resnick who argues
for cultivating creative learning through “projects, passion, peers and
play” (Resnick, 2018). Resnick developed the Scratch programming
language to empower children to “code to learn” instead of “learn-
ing to code.” Neil Gershenfeld is a former Media Lab professor, the
director for the Center for Bits and Atoms and the inventor of the
Fab Lab (short for fabrication laboratory) and the creator of the Fab
Academy, a learning network. He is trying to create a network of Fab
Labs to bring learning-through-making to the rest of the world. Ger-
shenfeld says that Fab also means fabulous — a kind of flourishing
that Illich would have approved of (Gershenfeld, 2008).
I believe that creativity and passion will become even more impor-
tant in the future and that jobs will become even more differentiated.
I also believe that learning how to follow your personal passions,
rather than depending on institutions to provide motivation, will be
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increasingly important as jobs change and institutions go through the
current industrial transformation.
Passion can come from a variety of sources. In The Wealth of Net-
works, Yochai Benkler explains that the motivations for many of the
online communities to produce is not financial (Benkler, 2006). In Not
Just for the Money economist Bruno Frey argues that offering higher
pay may make people less committed to their work and may reduce
performance (Frey, 1997). The social context and our desire to collab-
orate is a key element in developing passions.
As I write in Section 3.3.6 Nowak and Highfield describe the evo-
lution of cooperation and mechanisms for cooperation. They argue
that evolution is not only competition but also cooperation, and that
cooperation is the master architect of complexity. In “Spontaneous
giving and calculated greed,” researchers argue that people are in-
tuitively cooperative and thus need to“calculate” to overcome their
cooperative impulse and become greedy (Rand, Greene, and Nowak,
2012). In “Cooperating with the future” (Hauser et al., 2014) the argu-
ment is that a large altruistic, majority would vote to cooperate with
a longer view of the future in a democratic setting.
5.3 competition and greed
I also have competitive and greedy feelings sometimes, but they are
fundamentally overpowered by my passion for the missions of my
projects and my desire to collaborate and cooperate, which is sup-
ported by the studies above.
The following is an exchange on television between Phil Donahue
and economist Milton Friedman from 1979 (“Notable & Quotable”
2015):
Phil Donahue: When you see around the globe the mald-
istribution of wealth, the desperate plight of millions of
people in underdeveloped countries, when you see so few
haves and so many have-nots, when you see the greed and
the concentration of power, did you ever have a moment of
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doubt about capitalism and whether greed’s a good idea
to run on? Milton Friedman:
Well, first of all, tell
me, is there some
society you know
that doesn’t run on
greed? You think
Russia doesn’t run
on greed? You think
China doesn’t run
on greed? What is
greed?
Milton Friedman: Well, first of all, tell me, is there some
society you know that doesn’t run on greed? You think
Russia doesn’t run on greed? You think China doesn’t run
on greed? What is greed? Of course none of us are greedy.
It’s only the other fellow who’s greedy. The world runs
on individuals pursuing their separate interests. The great
achievements of civilization have not come from govern-
ment bureaus. Einstein didn’t construct his theory under
order from a bureaucrat. Henry Ford didn’t revolution-
ize the automobile industry that way. In the only cases in
which the masses have escaped from the kind of grinding
poverty you’re talking about, the only cases in recorded
history are where they have had capitalism and largely
free trade. If you want to know where the masses are
worst off, it’s exactly in the kinds of societies that depart
from that. So that the record of history is absolutely crys-
tal clear that there is no alternative way, so far discovered,
of improving the lot of the ordinary people that can hold
a candle to the productive activities that are unleashed by
a free enterprise system.
Donahue: But it seems to reward not virtue as much as
ability to manipulate the system.
Friedman: And what does reward virtue? . . . I think you’re
taking a lot of things for granted. Just tell me where in the
world you find these angels who are going to organize
society for us.
I think this exchange captures the essence of the capitalist “greed
is good” philosophy that has caused the reductionist single-minded
pursuit of personal wealth that has undermined robustness, resilience,
flourishing and has crowded out many of the intrinsic and more pos-
itive extrinsic motivators in our society.
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There is a place for competition and there is a role for self-interest,
but these elements should be part of a complex system of values and
drivers, and tend to address the lower elements of Maslow’s hierar-
chy.
And one of the problems with Maslow’s hierarchy is that it as-
sumes we are individuals first and foremost. When it comes to how
we run our academic system, why do we demand academics prove
themselves as individuals rather than participants in a group. The
tenure process and even the doctoral process focus on the individual
even thought their work will almost inevitably occur within and be-
cause of a social web. Some fields, such as high energy experimental
physics, have begun to be more open to large collective projects, but
for the most part, academics are judged as individuals. In fact, this
doctoral process required me to justify why I didn’t have two single
authored books and two single authored papers.
The tenure process as I have observed it at MIT has the same prob-
lem and pushes junior faculty to worry constantly about seeking ex-
ternal validation of their individual work.
I find that my staff, including my research staff, are fundamentally
less competitive and more mission-oriented than the majority of the
faculty at MIT. Yet their productivity and creativity exceeds all expec-
tations. My impression is that they are happier as well.
I often wonder whether we can have the creativity and the drive
required to make brilliant contributions to society without the com-
petition that drives many of the significant achievements.
My experience with the leaders and the community members of
Creative Commons and Internet technical communities involved deal-
ing with some level of “drama” — competition, egos and greed — but
these people and incidents felt more like anomalies and “problems”
than the normal behavior that Milton Friedman describes so well and
is so institutionalized in traditional corporate environments and in
some elements of academia.
Startups have a fair share of greed but many of the successful
companies are able to also have a healthy cooperative and mission-
oriented socially sensitive cultures as well. This could be a shift in the
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demographic as young people are more concerned about the systems
and less driven by the greed of their neo-liberal economic parents.
The 2016 Cone Communications Millennial Employee Engagement
Study showed that 64 percent of Millennials in the US “won’t take a
job if a company doesn’t have strong corporate social responsibility
(CSR) values” (Cone Communications Millennial Employee Engagement
Study 2016).
5.4 disobedience
Martin Luther King
Jr. wrote, “One has
not only a legal but
a moral
responsibility to
obey just laws.
Conversely, one has
a moral
responsibility to
disobey unjust laws”
(King Jr, 1963).
Enjoying cooperation and flourishing does not mean that we must
be obedient. For systems to evolve, they require variation, mutations
and diversity. Disobedience is necessary to question the status quo
in science, society, law or the arts. Timothy Leary used to tell me,
“Question authority and think for yourself.” Martin Luther King Jr.
wrote, “One has not only a legal but a moral responsibility to obey
just laws. Conversely, one has a moral responsibility to disobey unjust
laws” (King Jr, 1963).
A healthy democracy, a healthy academic institution, a healthy
community must be disobedience-robust. In other words, people should
be allowed and encouraged to speak up against those in power with-
out fear of retribution, and the questioning should make the system
more robust, not fragile. This requires a great deal of trust between
the individuals and the institution, and a strong constitution on the
part of the institution to turn disobedience into positive energy.
I believe that the celebration of socially responsible disobedience is
essential. You don’t win a Nobel Prize for doing as you’re instructed;
you win a Nobel Prize by questioning authority and overthrowing
previous theories. Max Planck cynically wrote, “A new scientific truth
does not triumph by convincing its opponents and making them see
the light, but rather because its opponents eventually die, and a new
generation grows up that is familiar with it” (Planck, 2014) which ac-
curately summarizes the problem with our current academic system.
With support of entrepreneur and philanthropist Reid Hoffman,
since last year, I have been awarding a $250,000 prize for disobedience
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Figure 41: A graphic from the award ceremony for the MIT Media Lab Dis-
obedience Award in 2017.
from the Media lab. (Artwork from the prize in Figure 41.) As we say
on the website (Rewarding Disobedience 2018):
This award will go to a person or group engaged in what
we believe is an extraordinary example of disobedience
for the benefit of society: work that impacts society in pos-
itive ways, and is consistent with a set of key principles,
including nonviolence, creativity, courage, and responsi-
bility for one’s actions. We invite nominations for work
across disciplines (scientific research, civil rights, freedom
of speech, human rights, and the freedom to innovate, for
example).
Last year, we gave the award to Dr. Mona Hanna-Attisha and Pro-
fessor Marc Edwards. “Both are scientists who became activists, us-
ing rigorous research to investigate the concerns of citizens in Flint,
Michigan to unravel a mystery that many in positions of power would
have preferred to keep under wraps” (Ito and Zuckerman, 2017).
We believe that this is a small symbolic gesture but sends a signal
to our community as well as to the rest of the world that we should
support and celebrate positive disobedience.
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5.5 civility and governance
Although Illich used conviviality to mean “autonomous and creative
intercourse among persons, and the intercourse of persons with their
environment,” it traditionally means friendliness. While one can ac-
tually be disobedient in a friendly way (many of my students are), it
is easy to be disobedient and disruptive in an unfriendly and uncivil
way. I think that the
ultimate role of a
leader in a open
non-hierarchical
system is to tend to
its robustness and
its resilience — to
focus on its
flourishing.
Whether we are talking about trolls on mailing lists as I described
in Section 4.3.5.3 or world leaders taunting the public or other world
leaders, the enforcement of civility or conviviality in the more tradi-
tional sense appears to be harder in decentralized bottom-up organi-
zations.
In Section 3.2.1 I wrote about an experiment in the feminist move-
ment that tried to reject the idea of leaders but ended up in an infor-
mal and less accountable form of leadership, as described by Jo Free-
man in “The Tyranny of Structurelessness” (Freeman, 1970). Clearly
having no structure is not the answer.
One study of guilds in the online game World of Warcraft showed
that guilds developed roles that focused on managing both the well-
being of the players as well as the productivity and success of these
guilds (Williams, Kirschner, and Suhaimi-Broder, 2014). For many
years, I ran a rather large World of Warcraft guild, managing the di-
verse group of players who were paying money to collaborate with
each other; World of Warcraft charges a monthly subscription fee. Man-
aging this community was surprisingly similar to to my role as the
director of the Media Lab where the primary motivation for partici-
pating was not for the money or a very obvious progression path.
Most free and open source projects have similar dynamics — Wikipedia,
Bitcoin, Linux, etc. There is often, but not always, a core group of peo-
ple who are ultimately in charge. However, most disputes are settled
at the local level and through consensus.
Consensus means that everyone reaches an agreement to move for-
ward through discussion. I learned from being on the ICANN board
for three years that consensus does not require that everyone ulti-
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mately gets what they want, but that you have enough discussion so
all voices are heard and the people who object to the majority even-
tually are convinced or get so tired that they agree to go along. Since
everyone was in the room when the decision was made, they can’t
complain later. At ICANN we would have hours of “open mic” where
the community would voice objections and grievances, but because
we heard them out, we could reach a consensus to move forward.
Consensus doesn’t always work. When you can’t reach consensus
you vote. Voting is never the first choice.
The role of a leader in an open non-hierarchical system is usually
to manage the process, sometimes to make tie-breaking decision and
sometimes to deal quietly behind-the-scenes with problems that have
privacy issues that prevent a public discussion or need a speedy re-
sponse that a large community can not provide.
However, I think that the ultimate role of a leader in a open non-
hierarchical system is to tend to its robustness and its resilience — to
focus on its flourishing. Often it feels like gardening — watering the
plants, sometimes pruning, sometimes moving seedlings, but mostly
just making sure that all of the organisms are able to be the best ver-
sions of themselves, and creating enough connections and diversity
so that the garden is able to fend off the pests and bad weather by
itself.
While trolls can always cause trouble as we can see from the po-
larization in society today, I believe that the best method for dealing
with bad culture is good culture. Attacking clostridium difficile with
antibiotics doesn’t work well but a fecal transplant from a healthy
person worked 87 percent of the time in a recent study (Jiang et al.,
2017). The best way to fight the pathogen is to introduce a diverse
and healthy culture, not try to eliminate it. Bombing terrorists has a
similar effect to the antibiotics. It kills the healthy culture and makes
the negative culture stronger because it ends up with more space, re-
sources and renewed purpose. The old adage, “Don’t feed the trolls”
has a similar point. Getting angry and and focused on the trolls will
deplete you of your energy, and is often exactly what the trolls are try-
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ing to achieve, giving them more energy and maybe even attracting
more.
In“Why Civil Resistance Works,” Maria J. Stephan and Erica Chenoweth
study the strategic effectiveness of violent and nonviolent conflicts
between 1900 and 2006. They show that nonviolent campaigns suc-
ceeded 53 percent of the time compared to 26 percent of violent re-
sistance campaigns (Chenoweth and Stephan, 2011). While the suc-
cess of a nonviolent campaign is still only a coin-toss, it’s statistically
more likely to succeed in the conflicts that they studied than violent
resistance. The notion of “satyagraha” or “truth force,” espoused by
Gandhi (Majmudar, 2012) is, in my view, the most effective form of
non-violent action.
While most non-violent action is typically employed by communi-
ties fighting against the establishment, the basic tenets can work in
undermining and disabling negative individuals or sub-communities.
In the long run “taking the higher road” is the most sustainable way
to build a a trusting and robust community with a strong positive
culture.
5.6 self-awareness and humility
Whether we are talking about trolls or participant design, the key
is to focus on doing a better job yourself instead of trying to tell
others what to do or how to do it. I believe that whether we are
talking about an individual or an institution, striving for strong core
values and excellence, and being open, transparent, and accessible
allows others to copy the patterns that work for them in their context.
It’s important to design organizations for transparency because it’s
difficult to transform closed organizations into transparent ones (Ito,
2011).
Communities are defined by their differences: differences in diver-
sity, size, resources, mission, history, and technical landscapes. Good
values can transfer across communities, and adjacent communities
can adopt sensibilities and ideas, translating them into local values.
We have seen that courage — from Gandhi’s image on the cover of
212 agents of change
Life Magazine, to the Tunisian protesters on social media, to the Park-
land students — can transmit across communities very quickly.
I believe that the most humble, and the most effective, approach
to changing the world is to make yourself and your own community
better and more flourishing, and to share ideas and connections as
freely as possible.
For this, communities and individuals need to become self-aware
and reflective so that they — we — are able to deprogram the condi-
tioning of decades of institutional education, institutionalized social
inequity, and “greed is good” justifications for exploitative capitalism.
Only thus can we continue to strive to make ourselves better versions
of ourselves.
(How “better” is defined will be covered in future work.)
6
C O N C L U S I O N
The modern problems such as climate change, health, and societal in-
equities are complex and adaptive, and the only way to address them
is through a paradigm shift away from reductionist market-based eco-
nomic growth to a more sustainable and complex paradigm focused
on flourishing. I have shown through examples that while comput-
ers and the Internet have added to complexity and speed, they also
provide a way to redesign ecosystems and communities.
I explored the history of disciplines and used the example of the
Media Lab to illustrate how the problem of silos created by disciplines
may be addressed with an antidisciplinary approach, providing new
academic communities with different values, funding, and reward
structures. I have shown how this antidisciplinary approach can be
applied effectively to tackle complex problems in many domains.
To tackle the world’s wicked problems, I suggest a combination of
the antidisciplinary approach and intervention in complex systems
through a humble form of participant design and the transformation
of values through social and cultural movements, using my days as
a DJ, and my immersion in hippie and early Internet culture as an
example.
I presented my ongoing work on transforming democracy and the
public sphere and several new initiatives in space exploration, health
care, and the governance and ethics of artificial intelligence as fields
where I am testing my theory of change.
6.1 contributions
This dissertation has addressed five central challenges:
1. Draw on the history and philosophy of science and the learn-
ings from operating the Media Lab to describe and explore the
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antidisciplinary approach and how it can be implemented effec-
tively in an institution and a community.
2. Develop ideas from cybernetics, systems dynamics, evolution-
ary biology, and design as a way of understanding and interven-
ing in complex adaptive systems through a method of cultural
interventions in communities.
3. Show through examples how the values of decentralization and
unbundling layers that emerged as the architecture for comput-
ing and the Internet can be applied to other domains such as
finance, medicine, and climate.
4. Define the role of cultural movements in paradigm shifts and
propose this as a way forward with the trifecta of wicked prob-
lems — climate, health, and social inequality.
5. Define the importance of governance and ethics in the future
of machine learning and artificial intelligence, and show how
antidisciplinary scholarship and activity can advance the inte-
gration and appropriate deployment of machine learning and
artificial intelligence in society.
6.2 the learnings
Throughout my practice, beginning with my experience working as
a DJ in a nightclub and through my work on many layers of the
Internet through for-profit and non-profit work, and cumulating in
my current work at the Media Lab, there are consistent learnings.
1. The Internet has fundamentally changed the ability of commu-
nities to form and manage themselves at low cost while mas-
sively increasing the complexity of the environment.
2. Communities flourish with strong values that provide a shared
mission beyond a purely financial one.
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3. If the mission has a strong commons-based societally beneficial
focus, the community can increase the resilience and flourishing
of the broader ecosystem of communities.
4. Communities built around science, technology and innovation
can be highly generative and creative with the right values and
architecture.
5. The technical, legal, normative and financial architecture must
be designed to provide a structure within which such commu-
nities can thrive, and for a community to appropriately interact
with other communities in the broader ecosystem.
6. Leadership and design interventions in high functioning com-
munities are participant-based, humble and have distinct differ-
ences from traditional top-down industrial firms.
7. An antidisciplinary approach can allow communities to tran-
scend existing paradigms, and the Internet provides an oppor-
tunity to re-architect higher education and the development of
knowledge and disciplines to support such an approach.
8. Complex scientific and social endeavors, such as designing Geiger
counters and deploying them through workshops and kits, can
be accomplished through a networked, mostly volunteer orga-
nization.
9. Visionary leaders generate revolutionary new organizations and
structures, but a more community-based leadership/manage-
ment model is required to transform these organizations into
sustainable and flourishing communities.
6.3 future work
1. While the Media Lab has successfully developed an antidisci-
plinary approach to develop new disciplines and connect to ex-
isting ones, its rejection of structure has led to problems of struc-
turelessness. Mentoring faculty in a system where each faculty
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member is unique and mentoring students in a structureless
system is challenging. While the idea of learning through doing
and collaborating to produce cross-disciplinary rigor does work,
it is not a scalable system of knowledge. The consortium model
of funding we use at the Media Lab has limited the negative
effects of narrow funding sources, and our focus on research
through making decreases the narrowing of peer-review for our
own academic program. But we have yet to come up with new
structures for knowledge, and can improve on the community’s
ability to manage the rigor and the quality of the work. The
current Media Lab culture is generative and successful, but as
we engage in harder sciences and try to interact with a broader
community, additional structure and clarity may increase our
effectiveness.
2. Mindfulness and the adoption of healthier and more personal
motivators are key for the transformation of our values, but
contemplative practice does not scale without losing many of
its core attributes. Work on interventions that expand opportu-
nities and incentives for contemplation, as well as ways to allow
individuals to become more self-aware, can be developed.
3. The constructionist approach of the Media Lab helps theory
through practice and practice through theory, but deploying
that approach in the real world of criminal justice systems, health
care systems, climate change advocacy, and other functioning
systems goes beyond the scope of academic research. Creat-
ing nonprofit and for-profit spin-outs from the Lab, participat-
ing personally in non-academic operating entities disconnected
with research at the Lab to avoid a conflict of interest issues, and
formally partnering with operating entities through the technol-
ogy licensing process have been the primary methods of deploy-
ing and expanding our practice and theory. Institutional devel-
opment at MIT and similar institutions must be undertaken so
that they can more actively engage for-profit and nonprofit star-
tups to bring deployment closer to research.
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4. Cryptocurrency and blockchain technology have many similari-
ties and some key differences from the development of the lay-
ers of the Internet. But the for-profit focus and exuberance of
that community is hampering the development of the non-profit
and academic consensus and the protocol layer that is so essen-
tial to the Internet model. We must continue to apply what we
have learned from the Internet to the evolution of blockchain
technology.
5. While Creative Commons and the Open Source Initiative have
contributed towards interoperability and reducing friction at
the copyright layers, we still have many problems including a
patent system that is stifling innovation by favoring large com-
panies and by enabling frivolous patent filings and lawsuits. We
are also challenged with the relationship between privacy, copy-
right and the use and abuse of data for both good and harm.
While there are interesting conversations and new regulations,
there is a great deal of technical and regulatory work required
to solve intellectual property and data sharing on the Internet.
6.4 call to action
1. With a combination of experiments to examine the human body;
the development of new tools to interact with the human body,
and the antidisciplinary application of knowledge from a vari-
ety of fields, we must re-imagine and redesign our understand-
ing of, and ability to, intervene in our health system. This will
require the creation of new research institutions and communi-
ties as well as the deployment of new business models.
2. We must advance beyond the ability to organize collective ac-
tion through movements powered by the Internet and under-
stand and deploy ways to scale the development of institutions,
trust and collaboration — a new democracy for the post-Internet
era.
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3. We must tackle the vital problem of climate change by creating
a social movement with the tools we have developed for the
Internet, drawing on learnings from historic arts and cultural
movements.
4. We must shift from centralized, control-oriented design and en-
gineering to participant design in all fields of endeavor and
study, including space exploration, redesigning the financial sys-
tem, and integrating machine learning and AI into society in fair
and appropriate ways.
5. We must redesign academic publishing so that it becomes a
viable platform and framework for sharing knowledge open
and globally in the post-Internet, highly complex and antidis-
ciplinary world.
6. We must develop and tweak the Safecast model of networked
citizen engagement so that it can be used in other domains.
6.5 summary of chapters
Chapter One: Introduction. I present my introduction and an overview
of the dissertation.
Chapter Two: Requiring Change. I first explore the history of science
and the creation of knowledge and disciplines. There is an historical
view that disciplines are social and community-oriented, structured
around power and community architecture more than “truth.” I de-
scribe the idea of antidisciplinary work between and beyond the dis-
ciplines and note that it is particularly important as the world has
become more complex and faster thanks to the Internet. I suggest
that we need to have shift our paradigms away from control-oriented
interventions to participant design as the problems become too com-
plex to control. I propose that influencing the values of a community
might be a better way of causing paradigm shifts. I share my fear of
the singularity movement as the next big reductionist movement and
urge us to resist reduction. I present the hippie movement and its
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influence on the Internet as an example of a relationship between a
cultural movement and a generative technical community.
I then outline five areas that I believe we can change. I describe
the issue of silos that emerge from academic disciplines and how
an antidisciplinary approach might be more effective. I describe how
monolithic and centralized systems are being successfully unbundled;
how the Internet was the first major success of unbundling, and how
banking is now beginning to be unbundable thanks to blockchain
technology. I describe the post-Internet public sphere and how social
media has emerged in the context of the history of blogging. I then
express my concern that we have used the Internet to dismantle insti-
tutions without using it to rebuild them robustly, thus undermining
our faith in them. I worry that we have so far done more damage to
the public sphere than we have done to help it, and that a similar
situation could emerge for the future of health care: the pharmaceuti-
cal industry could fail before we have a viable alternative. I describe
the pharmaceutical industry’s struggle to keep up with the changing
landscape of complexity and tremendous amounts of new data and
tools. Climate is a similarly complex and potentially more disastrous
problem that requires a fundamental change in the way we think as
well as the way we intervene in it. We need social movements and
participant design. It is all about community.
Chapter Three: Theory of Change. I describe different types of people
— specialists, interdisciplinary people, multidisciplinary and antidis-
ciplinary people — and suggest that the role of the Media Lab and
antidisciplinary people is to connect different disciplines and explore
the spaces between and beyond them. I suggest that we might de-
velop more structure, new values, and a new practice beyond just
being antidisciplinary to create a new method for the development of
knowledge.
I propose the idea that building of layers into the Internet’s archi-
tecture, with commercial layers sandwiched between not-for-profit
commons-oriented protocol layers, was the key to its success.
I give examples of the Digital Millennium Copyright Act, wiretap-
ping laws, and anti-money laundering laws as laws that no longer
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work well and consider how we might use an antidisciplinary ap-
proach and Lessig’s notion of the synthesis of law, markets, norms
and technology in navigating these issues.
I share an essay on the nature of the Internet as a medium with
aesthetics that influence its nature, art, and sensibilities.
I propose that activating communities is the key to paradigm shifts
and share my experience as a DJ in a nightclub and the role that
music had on various communities as an example of the role played
by culture and sensibilities. I also use my experiences in nightclubs as
a lens to see how the dynamics and reality of communities are nearly
impossible to understand from the outside, and how working-class
and bottom up values are important and underestimated by elites. I
discuss the hippie movement and its methods and reflect on how we
might consider the design of, and participation in, movements in the
post-Internet era.
Chapter Four: The Practice of Change. I draw on my experience and
practice to illustrate the application of the theory of change.
The Internet and layers of the Internet with protocols such as TCP/IP
and HTML have become wildly successful. The open source and free
culture ecosystem has thrived in part because of the success of Cre-
ative Commons licenses and open source licenses verified and man-
aged by the Open Source Initiative. Participating in the not-for-profit
organizations that stewarded the protocols and the governance —
ICANN, The Open Source Initiative (OSI), The Mozilla Foundation,
Creative Commons, Computer Scientists for Social Responsibility (CPSR)
and The Electronic Privacy Information Center (EPIC) — helped me
contribute to the success of the Internet’s not-for-profit protocol layers
as well as gaining an understanding of the ecosystem.
Helping build the first commercial Internet Service Provider in
Japan, Infoseek, one of the first algorithmic search engines in Japan,
helping launch the first banner ad network sold by impressions, help-
ing to starting the first blogging software company in Japan, and help-
ing to start the first and now largest payment settlements company
in Japan provided an opportunity for me to contribute to, and learn
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from, the execution and scaling of the Internet and its services com-
mercially.
Participating in numerous government committees helped guide
regulation of the Internet, including laying the groundwork for inde-
pendent ISPs in Japan, participating in writing the first hacker bill in
Japan, and protesting, unsuccessfully, the national ID in Japan.
These activities substantially contributed to the development of the
Internet ecosystem in Japan and the world. I learned a great deal
about multi-stakeholder organization such as ICANN and Creative
Commons and how the communities can be managed to provide tech-
nical, normative and coordinating outputs. In addition to mission and
leadership, such communities require rules, business models, and in-
ternal and external communication structures, which I describe in the
implementation section.
Through publishing, blogging, and participating as a board mem-
ber of The New York Times and the Knight Foundation, I have explored
and helped lead a conversation about the future of media and the
public sphere. Our initial ideas were clearly optimistic about the na-
ture of the transformation but accurate about the degree of impact.
My efforts continue through work on the governance and ethics of ar-
tificial intelligence, through scholarship, deploying interventions, and
teaching in order to improve the public sphere and the democratic
governments that it serves.
Learnings from the Internet inform my management of the Media
Lab which is also a generative, mission-driven community engaged
in permission-less innovation. The Media Lab tackles the problem
of siloing created by the disciplines through an antidisciplinary ap-
proach to scholarship and research. Together with the MIT Press,
the Media Lab is tackling the future of antidisciplinary scholarship
through reinventing academic journals and publishing.
Digital currencies and blockchain will potentially be another layer
on the Internet stack and promise to be as transformative of law and
finance as the Internet was to the media and commerce. I have de-
scribed my work in advancing the field from the early days in the
1990s and 2000s testing early implementations such as Digicash, to
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supporting the early work on digital signatures and participating in
an ambitious and failed attempt to build a data center, Havenco, be-
yond the reach of governments. I describe the creation of a substantial
non-profit research effort in the form of the Digital Currency Initia-
tive at MIT which hopes to help manage the protocol and community
management required for digital currencies to flourish.
This antidisciplinary approach is being applied to understanding
and designing interventions in the wicked problems of climate change,
health and income disparity. Creating new sensibilities, communi-
ties, organizations, structures, scholarship and a new sensibility to
improve our regulation and ability to flourish is essential. There is
still a great deal to be done and each of these domains will neces-
sarily be very different from each other, but many of the learnings
and systems that I have helped create will contribute to our ability to
improve our outcomes.
In Chapter Five: The Actors of Change. I define happiness and differ-
entiate between “pleasure”, simple reward systems, and happiness
through a sense of flourishing. I explore the history of interest-driven
and constructionist learning for myself and the Media Lab. I discuss
the role of cooperation and greed. I argue for the importance of dis-
obedience in advancing science, law and institutions and the impor-
tance of disobedience robustness in organizations. I suggest ways that
we might manage organizations to deal with not-so-beneficial trouble-
makers and trolls, and thoughts on the importance of self-awareness
and humility in leaders.
6.6 looking ahead
The birth of the Internet and related technologies gave us hope that a
new architecture would give us new values and a way to scale society
up and out of many of the problems that faced us. It felt quite opti-
mistic as many of our architectures and technologies revolutionized
the way we did things.
As we face the reemergence of monopolies, polarization, and greedy
feeding off of the commons on earth and possibly in space, many
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of us wonder if these social issues of humanity are pendulum-like,
swinging from left to right, open to closed, optimistic to pessimistic
over time — or if they generally get worse with bumps along the
way, or is true, as Martin Luther King said, paraphrasing the Unitar-
ian minister and prominent abolitionist Theodore Parker, that “The
arc of the moral universe is long, but it bends toward justice (Parker,
1853).”
That, I believe is for us to see and for us to cause.
6.7 what’s next
6.7.1 The Internet
We see that over and over again, the communities that grow up around
new technologies and networks, mailing lists, Usenet, open source
projects, email, and independent ISPs have difficulty retaining their
core momentum and eventually break up through some combination
of pressure from the outside; a flood of “newbies” dilutes and diverts
the culture, or a layer of technology becomes irrelevant.
The ideas of openness, freedom, sharing and civility that we hoped
to “lock in” when we designed the Internet were clearly subverted.
In addition, architectural elements such as the unbundled layers
of interoperability and competition that the early ISPs exemplified
have disappeared. Telephone companies and cable companies in the
United States acquired or otherwise eliminated independent ISPs.
Some countries still have them, but they are rare and not nearly the
broad communities that they once were.
At the same time, the Internet has gone mobile, but there was no
opportunity to unbundle the mobile system. As a result, we have a
mostly metered and monopolized mobile Internet that costs far more
than necessary, inhibiting basic activities such as roaming.
While activist organizations such as the Electronic Frontier Foun-
dation and the American Civil Liberties Union continue to fight for
the core principles of freedom on the Internet, it appears that the
movement to keep the Internet open and free is diminished in power.
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Even Apple, which initially provided us with the blinking cursor
and a computer asking to be programmed, now makes it difficult and
even scary to execute anything but officially approved applications.
And “jailbreaking” your phone will break your warranty, if not land
you in jail.
The world has gotten scarier and more dangerous and so it does
make some sense that services are less open and generative, but the
telecom and technology companies are clearly using this as an oppor-
tunity to lock in their control.
Although the recent issues with Cambridge Analytica and Face-
book cannot be called “bright,” they have brought privacy to the fore
of many citizen’s concerns. The General Data Protection Regulation
(GDPR) in Europe is bringing these issues into regulation. Ironically,
it may turn out to be government that takes the lead into the next
phase of Internet civilization.
6.7.2 Blockchain
At the Media Lab, we have convened a group of strong researchers
and academics from diverse and relevant backgrounds to work on
the issues raised by blockchain technology. The core members of our
group do not have financial interests in cryptocurrencies and are not
biased financially. We are clearly playing an important role by mak-
ing public comments, advising governments, and thinking long term
about the development of the blockchain for social good.
While I theorize that the blockchain will go through a development
pattern similar to that of the Internet, with layers, interoperability,
non-profit non-governmental coordinating bodies, and layers of ven-
ture businesses in between, there are some clear differences.
We do not have identifiable community leaders like Jun Murai,
John Postel, Richard Clark, Vint Cerf, Steve Crocker, Tim Berners-Lee
and others who can take the lead in bringing communities around
blockchain together. Cryptocurrencies originally had an anti-government
culture that it is now growing out of but still has its roots in, whereas
the Internet was quite government-friendly for the most part. The
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blockchain is stateful and technically quite different from a commu-
nications layer. Lastly, but perhaps most importantly, the financial
impact of the blockchain has eliminated at least a decade of time, if
not more, for the technical and hobby people to play with standards
and technologies before trying to build businesses on top of it.
I still believe that Bitcoin has the most substantial community, but
it is missing some coordinating ability, a compelling culture and lead-
ership.
Regardless of these caveats, I believe that it is critical to try to de-
velop a community around Bitcoin and support its development us-
ing all of the tools and the methods so far discussed.
6.7.3 The Commons
Creative Commons licenses have continued to grow, and they are now
an important part of the publishing ecosystem. We have not, however,
solved the problems of open access to knowledge and academic pub-
lishing.
Free and open source software have become a standard and valu-
able part of the ecosystem, but their use and management can still
be improved. In fact, the fact that Bitcoin is an open source project is
a significant contributor to its success, and in the field of cryptogra-
phy where peer review is essential, it is nearly impossible to have a
non-open source project.
Patents are still a major problem for small companies that compete
with large companies. Individual researchers are also victim in many
cases to large company patents. The patent system clearly needs an
overhaul.
Both the open source community and Creative Commons have
tried to address the problem, but we may require government, academia
and businesses to work together to resolve this.
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6.7.4 Health
We are just embarking on the implementation of what we have learned
about communities, breaking up the silos, and creating new disci-
plines, and the response from researchers, regulators and businesses
has been exciting. The initial workshops and meetings have been pro-
ductive, and the active participation of the U.S. Food and Drug Ad-
ministration is heartening.
The complexity of the problem and the number of pieces that we
must manage is daunting. I am also concerned that, as with media
and the Internet, it is possible that we destroy the old model before
we have come up with a new one.
One impediment is the difficulty of integrating commercial ven-
tures and academic scholarship because of conflict of interest policies
put in place to protect the neutrality of academic research. Design-
ing better ways to translate research from academic research labs into
commercial deployment has a great deal of opportunity to improve.
6.7.5 Space
The Space Exploration Initiative, like the Health 0.0 project, is also an
emerging project that addresses a very diverse community, tying in
to existing efforts at MIT in the Department of Earth and Planetary
Sciences and the Department of Aeronautics and Astronautics. The
event this year for the initiative was the most watched event in the
history of the Media Lab online.
Danielle Wood, a new faculty member of the Media Lab, pointed
out during the event that we should avoid the term “colonizing space”
since the word “colonizing” has its roots in extractive, exploitative
conduct by the West. We should be more reflective and respectful of
space. The issue of whether we have the right to treat space as some-
thing we can own and what our relationship to space should be has
many parallels with the way we have treated earth. We are already be-
ginning to understand the damage we have caused by strewing space
junk in our orbital space around the earth.
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The issue of the law of space has many similarities to the “laws of
cyberspace,” where we try to understand how to manage ourselves
in this extra-jurisdictional space and protect the commons.
The diminishing cost of participating in space exploration has some
parallels to the effect that the Internet has had on many fields. The
the initiative and the diversity and number of projects proposed for
it show how similar it is to the development of the Internet. The ap-
plication of Internet learnings on space will be an interesting area of
exploration.
6.7.6 The Environment
6.7.6.1 Nia Tero
Nia Tero strives to protect the climate through the protection of in-
digenous people. At a recent meeting, we discussed the notion of
“natural capital.” This is the idea that if we account for the carbon,
the trees, and the fish, and track the “assets” that companies and so-
ciety are extracting from the environment, it would help us account
for these externalized costs and manage companies and natural re-
sources better. One of the indigenous leaders pointed out that to him,
the term “natural capital” sounded like an oxymoron. Nature does
not belong to us. We belong to nature. The idea that nature should
be in our accounting systems might make sense if we are trying to
tackle the climate and environmental issues using the market and
“enlightened best interest” to solve the climate problem, but the true
paradigm shift would be to adopt the sensibility of indigenous people
and make it feel “wrong” to everyone to just take from nature.
At a recent meeting in Hawaii on Earth Day 2018, I was involved in
a discussion about the Rodium Group’s “Transcending Oil: Hawaii’s
Path to a Clean Energy Economy” report (Larsen et al., 2018). The
report shows that Hawaii can be completely free from fossil fuels
by converting to renewable energy. The report lays out a clear ar-
gument that the economics work. As we discussed the issues, it be-
came clear to me that what we were talking about was the trans-
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formation of existing institutions and the transcendence of existing
paradigms developed around a notion of centralized control of a fos-
sil fuel-based energy resource and supply chain. The decentralized
and “out-of-control” idea of a power grid that connected everyone
with solar energy generators was a completely different paradigm,
but that paradigm, at this point, is a greater challenge than the tech-
nology.
Interestingly, the behavior of energy utilities is extremely similar to
the behavior of telephone monopolies during the development of the
Internet, and it appears that the challenges and benefits of decentral-
ization and unbundling will be very similar.
6.7.6.2 Safecast
We learned from the Safecast experiment that we can mobilize en-
gaged scientists and citizen activists by engaging them in a move-
ment. The Safecast movement involved social activism and active par-
ticipation in the building, deployment, use and sharing of the sys-
tem. The open data platform was key. Safecast has emerged as an
extremely successful model, and we are being pulled into new ar-
eas of bottom-up participatory science in adjacent spaces such as air
quality.
6.7.7 Media Lab
As the Media Lab enters its fourth decade and begins working in the
hard sciences and grappling with the complex problems of health, cli-
mate and social inequity, we must reposition it among the disciplines.
The Lab also has become less constrained financially, and we must
now consider the limits of growth and the way in which we select
our domains and define limits.
More work in the hard sciences also increases the necessity for a
more structured system of knowledge development beyond the an-
tidisciplinary.
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6.8 concluding the conclusion
The future of humanity depends on our ability to understand and in-
tervene in society in order to minimize the impact of climate change:
halt and reverse damage from social inequity; stop the march of
chronic disease, and consider new ways of thinking about health;
maximize the benefits of new technologies while minimizing their
detriments; and explore new areas such as space and the blockchain.
We can apply the ways we unbundled power and created layers to
organize and build the Internet to many cases that analogs, even if
they don’t work exactly as the Internet does.
Understanding the systems and levers of intervention using Lessig’s
laws, markets, technical architecture, and norms is key. (See Figure 24
for diagram of Lessig’s quadrants.) An antidisciplinary approach and
community are key. Donella Meadow’s notion of intervening at the
paradigm level is key (Meadows, 1997).
The creation of this capacity, as well as the ability to manage the
change that it will produce, requires a healthy and well-designed
community and movement. The Media Lab can experiment with com-
munity design and management itself, as well as new initiatives being
developed at the Lab. Hopefully the Media Lab and the projects and
the people who pass through it will serve as inspirations to other to
use, adapt, transform, and share our ideas and methods.
Supporting the Media Lab in these efforts will be the focus of my
work for the foreseeable future.

A
P R O F E S S O R O F T H E P R A C T I C E R E S E A R C H
S T A T E M E N T
Following is the research statement that I presented to the Massachusetts
Institute of Technology for my promotion case to Professor of the Practice
in Media Arts and Science in March of 2016. The statement describes my
vision for the Media Lab and my role. The case was successful.
Research Statement
Science, engineering, design, and art can together be viewed as a
circle where the output of one is the input of another. Design and
science are opposite each other on this circle; that is, the output of
one is not the input of the other, as is often the case with engineering
and design, or science and engineering. I believe that by making a
“lens” that fuses design and science, we can fundamentally advance
both.
When I joined the Media Lab in 2011 as its director, “antidisci-
plinary” was a word new to me. It was listed as a requirement in
the faculty search description. Antidisciplinary, as opposed to “in-
terdisciplinary,” is about working in spaces outside the traditional
academic disciplines — about a new way of working without the tra-
ditional tools, such as a focus on a particular scale and a specialized
language, that typify the current scholarly research. By bringing de-
sign and science together, we can foster new, productive, and flexible
antidisciplinary work.
In many ways, the cybernetics movement of the 1940s and 1950s
has served as a model for what the Media Lab does — drawing on
new technologies to create a movement cutting across disciplines. Cy-
bernetics spawned many exciting new disciplines but, as a field, it
fragmented, with the offspring of the intellectual leadership ending
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up in many of these newly established fields. My aim is to develop
a movement that is agile, engaging, and antidisciplinary enough not
only to survive but to thrive on its own even as new disciplines spin
off.
We are looking for people who don’t fit into any existing field of
study. I often say that if you can do what you want to do in any other
lab or department, you should go do it there; come to the Media Lab
only if there is nowhere else for you to go. We are the new Salon des
Refusés.
Another analogy for the space I’m promoting: Think of a sheet of
paper representing the whole of science. Its various fields are black
circles on this paper. The white space between circles represents an-
tidisciplinary space. Many people would like to play in it, but there is
very little funding for them; moreover, it’s often hard to get a tenured
position without some sort of anchor in one of the disciplinary circles.
The Internet and increasingly more powerful computational tools,
accelerated the rate at which research can be conducted, shared and
combined. This has generated a new opportunity but also increases
the complexity, making it increasingly difficult to tackle many of
the interesting problems through a traditional disciplinary approach.
Unraveling the complexities of the human body is a perfect exam-
ple. Brain research, for instance, involves a diversity of disciplines,
among them computational optics, nanotechnology, data science, sys-
tems biology, and the microbiome. Therapeutics are just as diverse,
encompassing pharmacology, electromagnetic interactions, and opto-
genetics as well as nanotechnology. Traditional interdisciplinary re-
search involved bringing researchers together across these disciplines,
whereas increasingly, the key researchers are able to straddle multiple
disciplines and translating and synthesizing in a way that is difficult
or impossible as a conversation between disciplines. Many current ef-
forts seem unable to move beyond a mosaic of so many disciplines
that often we don’t realize we’re all looking at the same problem, so
different are our methods, our instruments, and our language. While
the space between and beyond the disciplines can be academically
risky territory, it allows for promising unorthodox (and often cheaper)
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approaches that draw on hitherto insular regimes. The Internet’s en-
abling of collaboration at nearly no cost, as well as the diminishing
costs of computing, prototyping, and manufacturing, also contribute
to the flexibility of antidisciplinary research.
Addressing the World Through This New Lens
Whereas science arguably moves toward this antidisciplinary con-
vergence, design has become what Marvin Minsky, in The Emotion
Machine, calls a “suitcase word”: It means so many different things
that it means effectively nothing. Design, as I use it here, refers to
the iterative process of understanding the constraints of a system and
creating something that will have an effect on it. Unlike engineering,
design is not as much about solving problems as asking questions.
The designer is the architect, the maker, the scientist who introduces
a new point of view. It encompasses many important ideas and prac-
tices, and thinking about the future of science in the context of design
promises to be a fruitful endeavor.
Design has progressed from the design of objects to the design of
systems and on to the design of complex adaptive systems. This evo-
lution is shifting the role of designers, who should be seen not as
planners apart from, but as participants within, the systems they ex-
ist in. Today they work for companies or governments, developing
products and systems focused primarily on ensuring that one or an-
other aspect of our society works efficiently, with scant concern for
systems beyond specific corporate or governmental needs. But we’re
moving into an era in which system boundaries are not as defined.
These underrepresented systems—the microbial world, say, or the
global climate, or the environment—present significant design chal-
lenges. They are self-adaptive complex systems, and our unintended
and unexamined effects on them will most likely have negative con-
sequences for us.
Media Lab professor Neri Oxman and architecture professor Mee-
jin Yoon co-teach a popular class called “Design Across Scales,” in
which they discuss design at scales ranging from the microbial to the
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astrophysical. While it is impossible to predict the outcome of com-
plex self-adaptive systems, we can indeed hope to understand and
take responsibility for our interventions within them. This is design-
ing absent the ability to control-—more like giving birth to a child
and influencing its development than designing a robot or a car.
An example of this kind of design is the work of Media Lab profes-
sor Kevin Esvelt, who describes himself as an evolutionary sculptor.
He is working on ways of editing the genes of populations of organ-
isms such as the rodent that carries Lyme disease and the mosquito
that carries malaria, to make them resistant to those pathogens. His
aim is to effect a change in the genome that will spread throughout
the entire population of the organism. Thus its consequences will al-
ter the whole ecosystem, including the biosphere, public health policy,
and the ethical issues attendant on these sorts of interventions. What
is novel here is consideration of the effects of a design on all of the
systems that touch it.
When the cybernetics movement began, the focus of science and
engineering was on such tasks as guiding a ballistic missile or con-
trolling the temperature in an office — problems squarely in the man-
made domain and simple enough to yield to traditional siloed meth-
ods of scientific inquiry. For those of us working in the contemporary
space of design and science, there are no obvious boundaries in the
territory we are addressing. Formerly there was a clear separation
between the artificial and the organic, the cultural and the natural.
Today, the man-made and the natural are no longer separate — they
are one. Science and engineering now pursue problems in synthetic
biology and artificial intelligence — undertakings so complex they ex-
tend beyond the domains of existing disciplines. We are finding that
in many ways we can now “design” nature. Artificial intelligence, for
example — a digital rather than a natural science — is moving beyond
a merely metaphorical relationship to the human brain. By picking up
where cybernetics left off and redirecting the development of modern
design to the future of science, we believe that a new kind of design
and a new kind of science may emerge, and in fact is already emerg-
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ing.
Rethinking Traditional Academic Research
I envision a new model for academic research and collaboration
that breaks down the barriers dividing the disciplines. Building on
the foundations of the Media Lab, I will create a vehicle for the ex-
change of ideas — a vehicle that brings those working in antidis-
ciplinary space together in exciting ways that challenge existing aca-
demic silos. My ultimate aim is to create a new platform and network
for the 21st century: a new way of thinking and doing that will spread
beyond the Media Lab, and beyond MIT.
Much of academia revolves around publishing research in presti-
gious, peer-reviewed journals. The peer review of academic papers
was important in building scientific knowledge before the Internet,
but in many ways it is holding us back now. It often leads researchers
to focus on proving the value of their research to a small number of
experts in their own field rather than risking an unconventional ap-
proach — thus reinforcing a cliché of academia: “learning more and
more about less and less.” And it exacerbates a hyperspecialization
whereby people in different fields have trouble collaborating, even
communicating, with one another. The Media Lab has just launched a
new antidisciplinary journal with MIT Press, called The Journal of De-
sign and Science, which is built on an open-access, open-review, rapid
publication platform called PubPub, created by Media Lab students
Travis Rich and Thariq Shihipar. As the curator of the new journal, I
will work on creating a model of interaction online; many of the con-
tributions will be snapshots of in-person conversations. This intimate
form of communicating is in stark contrast to the formal peer-review
system, allowing contributors to tackle the most interesting problems
and ideas of our times; it is itself an experiment.
In addition to building this new way of collaboration and publish-
ing, I would like to develop a new, hybrid research-and-development
process — a translation process that will deploy academic research
into the real world and bring the real world into academic research.
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I intend to establish a program based on the original Media Lab de-
sign but serving as a link between MIT and the outside world. As
participants/designers, we will be focusing on changing the way we
do things in order to change the way the world does things. Thus I
will recruit collaborators from across MIT and beyond. I have already
launched a number of initiatives that are examples of this innovative
outreach:
1. “Extended Intelligence” is the study of machine learning and
AI as a human/machine system — a fundamentally distributed
phenomenon — across scales from the neuronal/electrical, to
interface design, to networks, to the formation of relevant policy
and ethical standards for human/machine interaction.
2. The Media Lab Digital Currency Initiative enlists experts in
computer science, cryptography, economics, and fiscal policy
to work with a community of developers, companies, and gov-
ernment and public institutions on exploring the many issues
involved in blockchain and bitcoin technology.
The Age of Enlightenment centered on structured reason and her-
alded a new age of science. We are entering another new age — one
in which structured reason is not enough. A new kind of science is
emerging, based on designing novel methods of addressing complex
adaptive systems — systems that remain beyond our ability to fully
understand. My work will contribute to a new way of conducting an-
tidisciplinary but rigorous research with global effects that will allow
us to survive and flourish in this new age we have entered.
B
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 An​ ​Open​ ​Letter​ ​to​ ​the​ ​Members​ ​of​ ​the​ ​Massachusetts​ ​Legislature​ ​Regarding 
the​ ​Adoption​ ​of​ ​Actuarial​ ​Risk​ ​Assessment​ ​Tools​ ​in​ ​the​ ​Criminal​ ​Justice​ ​System 
November​ ​9,​ ​2017 
 
Dear​ ​Members​ ​of​ ​the​ ​Massachusetts​ ​Legislature: 
 
We​ ​write​ ​to​ ​you​ ​in​ ​our​ ​individual​ ​capacities ​ ​regarding​ ​the​ ​proposed​ ​introduction​ ​of​ ​actuarial​ ​risk 1
assessment​ ​(“RA”)​ ​tools​ ​in​ ​the​ ​Commonwealth’s​ ​criminal​ ​justice​ ​system.​ ​As​ ​you​ ​are​ ​no​ ​doubt 
aware,​ ​Senate​ ​Bill​ ​2185 ​ ​–​ ​passed​ ​by​ ​the​ ​Massachusetts​ ​Senate​ ​on​ ​October​ ​27,​ ​2017​ ​–​ ​mandates 2
implementation​ ​of​ ​RA​ ​tools​ ​in​ ​the​ ​pretrial​ ​stage​ ​of​ ​criminal​ ​proceedings.​ ​Specifically: 
 
● Section​ ​182​ ​of​ ​the​ ​bill​ ​would​ ​amend​ ​Massachusetts​ ​General​ ​Laws​ ​chapter​ ​276​ ​to​ ​include 
the​ ​following​ ​new​ ​Section​ ​58E(a): 
 
Subject​ ​to​ ​appropriation,​ ​pretrial​ ​services​ ​shall​ ​create​ ​or​ ​choose​ ​a​ ​risk 
assessment​ ​tool​ ​that​ ​analyzes​ ​risk​ ​factors​ ​to​ ​produce​ ​a​ ​risk​ ​assessment 
classification​ ​for​ ​a​ ​defendant​ ​that​ ​will​ ​aid​ ​the​ ​judicial​ ​officer​ ​in​ ​determining 
pretrial​ ​release​ ​or​ ​detention​ ​under​ ​sections​ ​58​ ​to​ ​58C,​ ​inclusive.​ ​Any​ ​such 
tool​ ​shall​ ​be​ ​tested​ ​and​ ​validated​ ​in​ ​the​ ​commonwealth​ ​to​ ​identify​ ​and 
eliminate​ ​unintended​ ​economic,​ ​race,​ ​gender​ ​or​ ​other​ ​bias.  3
 
● Amendment​ ​146​ ​(which​ ​was​ ​adopted)​ ​would​ ​add​ ​language​ ​to​ ​chapter​ ​276​ ​requiring​ ​that 
“[a]ggregate​ ​data​ ​that​ ​concerns​ ​pretrial​ ​services​ ​shall​ ​be​ ​available​ ​to​ ​the​ ​public​ ​in​ ​a​ ​form 
that​ ​does​ ​not​ ​allow​ ​an​ ​individual​ ​to​ ​be​ ​identified.”   4
 
● Amendment​ ​147​ ​(which​ ​was​ ​also​ ​adopted)​ ​would​ ​add​ ​language​ ​providing​ ​that​ ​“[i]nformation 
about​ ​any​ ​risk​ ​assessment​ ​tool,​ ​the​ ​risk​ ​factors​ ​it​ ​analyzes,​ ​the​ ​data​ ​on​ ​which​ ​analysis​ ​of 
risk​ ​factors​ ​is​ ​based,​ ​the​ ​nature​ ​and​ ​mechanics​ ​of​ ​any​ ​validation​ ​process,​ ​and​ ​the​ ​results​ ​of 
1 ​ ​For​ ​purposes​ ​of​ ​identification,​ ​we​ ​note​ ​that​ ​all​ ​signatories​ ​to​ ​this​ ​letter​ ​are​ ​Harvard-​ ​and 
MIT-based​ ​faculty​ ​and​ ​researchers​ ​whose​ ​work​ ​touches​ ​on​ ​issues​ ​relating​ ​to​ ​algorithms.​ ​Most​ ​of 
the​ ​undersigned​ ​are​ ​involved​ ​in​ ​a​ ​research​ ​initiative​ ​underway​ ​at​ ​the​ ​MIT​ ​Media​ ​Lab​ ​and​ ​Harvard 
University’s​ ​Berkman​ ​Klein​ ​Center​ ​for​ ​Internet​ ​&​ ​Society​ ​that​ ​seeks​ ​to​ ​examine​ ​ethics​ ​and 
governance​ ​concerns​ ​arising​ ​from​ ​the​ ​use​ ​of​ ​artificial​ ​intelligence,​ ​algorithms,​ ​and​ ​machine 
learning​ ​technologies.​ ​​See​​ ​​AI​ ​Ethics​ ​and​ ​Governance​,​ ​MIT​ ​Media​ ​Lab, 
https://www.media.mit.edu/projects/ai-ethics-and-governance/overview/​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017); 
Ethics​ ​and​ ​Governance​ ​of​ ​Artificial​ ​Intelligence​,​ ​Berkman​ ​Klein​ ​Ctr.​ ​for​ ​Internet​ ​&​ ​Soc’y, 
https://cyber.harvard.edu/research/ai​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017). 
2 ​ ​S.B.​ ​2185,​ ​190th​ ​Gen.​ ​Court​ ​(Mass.​ ​2017),​ ​available​ ​at 
https://malegislature.gov/Bills/190/S2185.pdf​​ ​(last​ ​visited​ ​Nov.​ ​2,​ ​2017). 
3 ​ ​​Id.​ ​​§​ ​182,​ ​1808–12. 
4 ​ ​​Id.​​ ​Amendment​ ​146,​ ​ID:​ ​S2185-146-R1,​ ​available​ ​at 
https://malegislature.gov/Bills/GetAmendmentContent/190/S2185/146/Senate/Preview​​ ​(last​ ​visited 
Oct.​ ​29,​ ​2017). 
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 any​ ​audits​ ​or​ ​tests​ ​to​ ​identify​ ​and​ ​eliminate​ ​bias,​ ​shall​ ​be​ ​a​ ​public​ ​record​ ​and​ ​subject​ ​to 
discovery.”  5
 
As​ ​researchers​ ​with​ ​a​ ​strong​ ​interest​ ​in​ ​algorithms​ ​and​ ​fairness,​ ​we​ ​recognize​ ​that​ ​RA​ ​tools​ ​may 
have​ ​a​ ​place​ ​in​ ​the​ ​criminal​ ​justice​ ​system.​ ​In​ ​some​ ​cases,​ ​and​ ​by​ ​some​ ​measures,​ ​use​ ​of​ ​RA 
tools​ ​may​ ​promote​ ​outcomes​ ​better​ ​than​ ​the​ ​status​ ​quo.​ ​That​ ​said,​ ​we​ ​are​ ​concerned​ ​that​ ​the 
Senate​ ​Bill’s​ ​implementation​ ​of​ ​RA​ ​tools​ ​is​ ​cursory​ ​and​ ​does​ ​not​ ​fully​ ​address​ ​the​ ​complex​ ​and 
nuanced​ ​issues​ ​implicated​ ​by​ ​actuarial​ ​risk​ ​assessments.  
 
The​ ​success​ ​or​ ​failure​ ​of​ ​pretrial​ ​risk​ ​assessments​ ​in​ ​the​ ​Commonwealth​ ​will​ ​depend​ ​on​ ​the​ ​details 
of​ ​their​ ​design​ ​and​ ​implementation.​ ​Such​ ​design​ ​and​ ​implementation​ ​must​ ​be:​ ​(a)​ ​based​ ​on 
research​ ​and​ ​data;​ ​(b)​ ​accompanied​ ​(and​ ​driven)​ ​by​ ​clear​ ​and​ ​unambiguous​ ​policy​ ​goals;​ ​and​ ​(c) 
governed​ ​by​ ​principles​ ​of​ ​transparency,​ ​fairness,​ ​and​ ​rigorous​ ​evaluation.  
 
As​ ​the​ ​Massachusetts​ ​House​ ​considers​ ​criminal​ ​justice​ ​reform​ ​legislation,​ ​and​ ​as​ ​both​ ​houses​ ​of 
the​ ​Legislature​ ​seek​ ​to​ ​reconcile​ ​their​ ​bills,​ ​we​ ​urge​ ​the​ ​Commonwealth​ ​to​ ​engage​ ​in​ ​significant 
study​ ​and​ ​policy​ ​development​ ​in​ ​this​ ​area.​ ​That​ ​study​ ​and​ ​policy​ ​development​ ​should​ ​ideally​ ​take 
place​ ​before​ ​the​ ​Legislature​ ​issues​ ​a​ ​mandate​ ​regarding​ ​adoption​ ​of​ ​risk​ ​assessment​ ​tools​ ​or,​ ​at 
the​ ​very​ ​least,​ ​before​ ​any​ ​particular​ ​tool​ ​is​ ​developed,​ ​procured,​ ​and/or​ ​implemented.​ ​As​ ​described 
herein,​ ​we​ ​submit​ ​that​ ​thoughtful​ ​deliberation​ ​is​ ​particularly​ ​important​ ​in​ ​five​ ​critical​ ​areas. 
 
(1) The​ ​Commonwealth​ ​should​ ​take​ ​steps​ ​to​ ​mitigate​ ​the​ ​risk​ ​of​ ​amplifying​ ​bias​ ​in​ ​the 
justice​ ​system. 
 
Research​ ​shows​ ​the​ ​potential​ ​for​ ​risk​ ​assessment​ ​tools​ ​to​ ​perpetuate​ ​racial​ ​and​ ​gender​ ​bias.  6
Researchers​ ​have​ ​proposed​ ​multiple​ ​“fairness​ ​criteria”​ ​to​ ​mitigate​ ​this​ ​bias​ ​statistically. ​ ​But​ ​there 7
remain​ ​intrinsic​ ​tradeoffs​ ​between​ ​fairness​ ​and​ ​accuracy​ ​that​ ​are​ ​mathematically​ ​impossible​ ​for 
any​ ​RA​ ​tool​ ​to​ ​overcome.​ ​Senate​ ​Bill​ ​2185​ ​includes​ ​a​ ​single​ ​sentence​ ​on​ ​eliminating​ ​bias;​ ​we 
submit​ ​that​ ​this​ ​issue​ ​deserves​ ​far​ ​more​ ​consideration​ ​and​ ​deliberation.  
 
5 ​ ​​Id.​ ​​Amendment​ ​147,​ ​ID:​ ​S2185-147​ ​(2017),​ ​available​ ​at 
https://malegislature.gov/Bills/GetAmendmentContent/190/S2185/147/Senate/Preview​​ ​(last​ ​visited 
Oct.​ ​29,​ ​2017). 
6 ​ ​​See,​ ​e.g.​,​ ​Alexandra​ ​Chouldechova,​ ​​Fair​ ​prediction​ ​with​ ​Disparate​ ​Impact:​ ​A​ ​Study​ ​of​ ​Bias​ ​in 
Recidivism​ ​Prediction​ ​Instruments​,​ ​arXiv:1703.00056​ ​(submitted​ ​on​ ​Feb.​ ​28,​ ​2017),​ ​available​ ​at 
https://arxiv.org/abs/1703.00056​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017);​ ​Devlin​ ​Barrett,​ ​​Holder​ ​Cautions​ ​on 
Risk​ ​of​ ​Bias​ ​in​ ​Big​ ​Data​ ​Use​ ​in​ ​Criminal​ ​Justice​,​ ​Wall​ ​St.​ ​J.,​ ​Aug.​ ​1,​ ​2014, 
https://www.wsj.com/articles/u-s-attorney-general-cautions-on-risk-of-bias-in-big-data-use-in-crimin
al-justice-1406916606​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017);​ ​Michael​ ​Tonry,​ ​​Legal​ ​and​ ​Ethical​ ​Issues​ ​in​ ​the 
Prediction​ ​of​ ​Recidivism​,​ ​26​ ​Fed.​ ​Sentencing​ ​Reporter​ ​167,​ ​173​ ​(2014). 
7 ​ ​Richard​ ​Berk​ ​et​ ​al.,​ ​​Fairness​ ​in​ ​Criminal​ ​Justice​ ​Risk​ ​Assessments:​ ​The​ ​State​ ​of​ ​the​ ​Art​,​ ​arXiv 
preprint​ ​arXiv:1703.09207​ ​(submitted​ ​on​ ​Mar.​ ​27,​ ​2017,​ ​last​ ​rev.​ ​28​ ​May​ ​2017),​ ​available​ ​at 
https://arxiv.org/abs/1703.09207​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017). 
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 Before​ ​implementing​ ​any​ ​RA​ ​tool,​ ​the​ ​Commonwealth​ ​should​ ​consider​ ​developing​ ​specific​ ​criteria 
along​ ​the​ ​following​ ​lines: 
 
(a) The​ ​Commonwealth​ ​should​ ​develop​ ​fairness​ ​criteria​ ​that​ ​mitigate​ ​the​ ​risk​ ​of​ ​an​ ​RA​ ​tool 
exacerbating​ ​bias​ ​on​ ​the​ ​basis​ ​of​ ​race,​ ​gender,​ ​and​ ​other​ ​protected​ ​classes. 
 
(b) The​ ​Commonwealth​ ​should​ ​craft​ ​rules​ ​and​ ​guidelines​ ​for​ ​identifying​ ​and​ ​ethically​ ​handling 
“proxy​ ​variables”​ ​(which​ ​correlate​ ​with​ ​race,​ ​gender,​ ​and​ ​other​ ​protected​ ​characteristics​ ​in 
any​ ​RA​ ​tool)​ ​and​ ​addressing​ ​other​ ​means​ ​by​ ​which​ ​such​ ​characteristics​ ​may​ ​be​ ​inferred 
from​ ​ostensibly​ ​neutral​ ​data.​ ​Notably​ ​in​ ​this​ ​regard,​ ​the​ ​state​ ​of​ ​California​ ​–​ ​which​ ​moved 
toward​ ​use​ ​of​ ​pretrial​ ​risk​ ​assessment​ ​tools​ ​relatively​ ​early​ ​–​ ​is​ ​now​ ​actively​ ​considering 
legislation​ ​to​ ​eliminate​ ​housing​ ​status​ ​and​ ​employment​ ​status​ ​from​ ​risk​ ​assessments, 
because​ ​these​ ​variables​ ​are​ ​strong​ ​proxies​ ​for​ ​race​ ​and​ ​class. ​ ​If​ ​passed,​ ​such​ ​legislation 8
would​ ​require​ ​counties​ ​to​ ​alter​ ​and​ ​adapt​ ​the​ ​patchwork​ ​of​ ​individual​ ​pretrial​ ​risk 
assessment​ ​tools​ ​in​ ​use​ ​across​ ​that​ ​state. ​ ​We​ ​submit​ ​that​ ​the​ ​Commonwealth​ ​might​ ​learn 9
from​ ​this​ ​example​ ​by​ ​putting​ ​in​ ​work​ ​upfront​ ​to​ ​fully​ ​understand​ ​bias​ ​and​ ​address​ ​proxies, 
rather​ ​than​ ​moving​ ​forward​ ​with​ ​implementation​ ​and​ ​specifying​ ​change​ ​at​ ​a​ ​later​ ​date. 
 
(c) The​ ​Commonwealth​ ​should​ ​create​ ​guidelines​ ​that​ ​govern​ ​data​ ​used​ ​in​ ​the​ ​development 
and​ ​validation​ ​of​ ​RA​ ​tools,​ ​to​ ​ensure​ ​tools​ ​deployed​ ​in​ ​Massachusetts​ ​are​ ​appropriately 
well-tailored​ ​to​ ​local​ ​populations​ ​and​ ​demographic​ ​structures. 
 
(2) The​ ​Commonwealth​ ​should​ ​clarify​ ​procedures​ ​for​ ​validation​ ​and​ ​evaluation​ ​of​ ​risk 
assessment​ ​tools. 
 
Research​ ​has​ ​shown​ ​that​ ​RA​ ​tools​ ​must​ ​be​ ​evaluated​ ​regularly​ ​and​ ​repeatedly​ ​to​ ​ensure​ ​their 
validity​ ​over​ ​time. ​ ​In​ ​providing​ ​for​ ​adoption​ ​and​ ​use​ ​of​ ​risk​ ​assessments,​ ​the​ ​Commonwealth 10
should​ ​take​ ​the​ ​opportunity​ ​to​ ​establish​ ​baselines​ ​concerning​ ​such​ ​review​ ​and​ ​evaluation.​ ​In 
particular,​ ​we​ ​urge​ ​the​ ​development​ ​of​ ​the​ ​following​ ​kinds​ ​of​ ​specifications: 
 
(a) The​ ​Commonwealth​ ​should​ ​require​ ​mandatory,​ ​jurisdiction-by-jurisdiction​ ​validation​ ​checks, 
including​ ​rigorous​ ​comparison​ ​of​ ​a​ ​given​ ​tool’s​ ​predictions​ ​to​ ​observed​ ​results​ ​(such​ ​as 
re-conviction​ ​and​ ​failure​ ​to​ ​appear​ ​in​ ​court). 
8 ​ ​​See​ ​​Sonja​ ​B.​ ​Starr,​ ​​Evidence-Based​ ​Sentencing​ ​and​ ​the​ ​Scientific​ ​Rationalization​ ​of 
Discrimination​,​ ​66​ ​Stan.​ ​L.​ ​Rev.​ ​803​ ​(2014),​ ​available​ ​at 
https://www.stanfordlawreview.org/print/article/evidence-based-sentencing-and-the-scientific-ration
alization-of-discrimination/​​ ​(last​ ​visited​ ​Nov.​ ​2,​ ​2017). 
9 ​ ​​See​ ​​S.B.​ ​10,​ ​2017-2018​ ​Reg.​ ​Sess.​ ​(Cal.​ ​2017),​ ​available​ ​at 
http://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_id=201720180SB10​​ ​(last​ ​visited​ ​Nov. 
1,​ ​2017). 
10 ​ ​​See​​ ​​Risk​ ​and​ ​Needs​ ​Assessment​ ​and​ ​Race​ ​in​ ​the​ ​Criminal​ ​Justice​ ​System​,​ ​Justice​ ​Ctr.,​ ​Council 
State​ ​Gov’ts​ ​(May​ ​31,​ ​2016), 
https://csgjusticecenter.org/reentry/posts/risk-and-needs-assessment-and-race-in-the-criminal-justi
ce-system/​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017). 
 
Page​ ​3​ ​of​ ​7 
  
(b) The​ ​Commonwealth​ ​should​ ​insist​ ​that​ ​RA​ ​tools​ ​are​ ​tested​ ​on​ ​a​ ​regular​ ​basis​ ​to​ ​measure 
the​ ​disparate​ ​impact​ ​of​ ​tool​ ​error​ ​rates​ ​by​ ​race,​ ​gender,​ ​and​ ​other​ ​protected​ ​classes​ ​and 
should​ ​ensure​ ​that​ ​researchers​ ​have​ ​access​ ​to​ ​data​ ​and​ ​algorithms​ ​necessary​ ​to​ ​support 
robust​ ​testing. 
 
(c) The​ ​Commonwealth​ ​should​ ​develop​ ​processes​ ​to​ ​promote​ ​regular​ ​(e.g.,​ ​bi-annual)​ ​external 
oversight​ ​of​ ​validation​ ​checks​ ​of​ ​RA​ ​tools​ ​by​ ​an​ ​independent​ ​group​ ​–​ ​possibly​ ​a​ ​standing 
commission​ ​–​ ​which​ ​includes​ ​perspectives​ ​of​ ​statisticians,​ ​criminologists,​ ​and​ ​pretrial​ ​and 
probation​ ​service​ ​workers​ ​specific​ ​to​ ​the​ ​relevant​ ​jurisdiction. 
 
(3) The​ ​Commonwealth​ ​should​ ​promulgate​ ​procedures​ ​for​ ​effective​ ​deployment​ ​of​ ​risk 
assessment​ ​tools. 
 
Risk​ ​assessment​ ​tools​ ​employ​ ​statistical​ ​methods​ ​to​ ​produce​ ​risk​ ​scores.​ ​Representatives​ ​of​ ​the 
court​ ​system​ ​(usually,​ ​judges)​ ​use​ ​those​ ​numerical​ ​scores​ ​as​ ​one​ ​input​ ​in​ ​their​ ​pretrial 
decision-making​ ​processes,​ ​in​ ​the​ ​context​ ​of​ ​applicable​ ​legal​ ​standards.​ ​Use​ ​of​ ​an​ ​RA​ ​tool​ ​in​ ​a 
given​ ​case​ ​may​ ​involve​ ​a​ ​combination​ ​of​ ​statistical​ ​methods,​ ​fact​ ​determinations,​ ​and​ ​policy 
considerations.​ ​It​ ​is​ ​vital​ ​that​ ​all​ ​stakeholders​ ​in​ ​the​ ​pretrial​ ​pipeline​ ​be​ ​trained​ ​to​ ​accurately 
interpret​ ​and​ ​understand​ ​RA​ ​tools​ ​and​ ​the​ ​meaning​ ​(and​ ​limitations)​ ​of​ ​the​ ​risk​ ​assessment​ ​scores 
they​ ​produce. 
 
By​ ​way​ ​of​ ​example,​ ​the​ ​classification​ ​of​ ​a​ ​risk​ ​category​ ​applicable​ ​to​ ​a​ ​particular​ ​criminal​ ​defendant 
with​ ​respect​ ​to​ ​a​ ​given​ ​risk​ ​score​ ​(e.g.,​ ​high​ ​risk,​ ​medium​ ​risk,​ ​or​ ​low​ ​risk)​ ​is​ ​a​ ​matter​ ​of​ ​policy,​ ​not 
math.​ ​Tying​ ​the​ ​definition​ ​of​ ​terms​ ​like​ ​“high​ ​risk”​ ​to​ ​scores​ ​that​ ​are​ ​the​ ​products​ ​of​ ​RA​ ​tools​ ​can 
influence​ ​both:​ ​(a)​ ​decision-making​ ​by​ ​prosecutors,​ ​defendants,​ ​and​ ​judges​ ​in​ ​a​ ​pretrial​ ​setting 
(who​ ​may​ ​place​ ​undue​ ​emphasis​ ​on​ ​numerical​ ​scores​ ​generated​ ​by​ ​computers);​ ​and​ ​(b)​ ​public 
perception​ ​of​ ​the​ ​specific​ ​outcomes​ ​of​ ​RA​ ​tools.​ ​It​ ​is​ ​essential​ ​that​ ​the​ ​Commonwealth​ ​make​ ​clear 
how​ ​those​ ​risk​ ​scores​ ​are​ ​generated​ ​and​ ​what​ ​they​ ​purport​ ​to​ ​predict. 
 
In​ ​this​ ​regard,​ ​we​ ​suggest​ ​the​ ​following: 
 
(a) The​ ​Commonwealth​ ​should​ ​mandate​ ​continual​ ​training​ ​processes​ ​for​ ​all​ ​system​ ​actors​ ​to 
ensure​ ​consistency​ ​and​ ​reliability​ ​of​ ​risk​ ​score​ ​characterizations,​ ​irrespective​ ​of​ ​race, 
gender​ ​and​ ​other​ ​immutable​ ​characteristics. 
 
(b) The​ ​Commonwealth​ ​should​ ​require​ ​timely​ ​and​ ​transparent​ ​record-keeping​ ​practices​ ​that 
enable​ ​the​ ​auditing​ ​and​ ​adjustment​ ​of​ ​RA​ ​classifications​ ​over​ ​time. 
 
(c) The​ ​Commonwealth​ ​should​ ​dictate​ ​a​ ​consistent​ ​decision-making​ ​framework​ ​to​ ​support 
appropriate​ ​interpretation​ ​of​ ​risk​ ​assessment​ ​predictions​ ​by​ ​all​ ​actors​ ​in​ ​the​ ​pretrial​ ​system. 
This​ ​framework​ ​should​ ​be​ ​regularly​ ​updated​ ​to​ ​reflect​ ​ongoing​ ​research​ ​about​ ​what​ ​specific 
conditions​ ​(i.e.​ ​electronic​ ​monitoring,​ ​weekly​ ​supervision​ ​meetings,​ ​etc.)​ ​have​ ​been 
empirically​ ​tested​ ​and​ ​proven​ ​to​ ​lower​ ​specific​ ​types​ ​of​ ​risk.  
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(d) The​ ​Commonwealth​ ​should​ ​provide​ ​adequate​ ​funding​ ​and​ ​resources​ ​for​ ​the​ ​formation​ ​and 
operation​ ​of​ ​an​ ​independent​ ​pretrial​ ​service​ ​agency​ ​that​ ​stands​ ​separate​ ​from​ ​other​ ​entities 
in​ ​the​ ​criminal​ ​justice​ ​system​ ​(such​ ​as​ ​probation​ ​offices​ ​and​ ​correctional​ ​departments).​ ​This 
agency​ ​will​ ​deal​ ​with​ ​the​ ​increased​ ​supervision​ ​caseload​ ​of​ ​individuals​ ​who​ ​are​ ​released 
prior​ ​to​ ​their​ ​trial​ ​date. 
 
(e) The​ ​Commonwealth​ ​must​ ​ensure​ ​that​ ​updates​ ​to​ ​RA​ ​tools​ ​are​ ​accompanied​ ​by​ ​a​ ​detailed 
articulation​ ​of​ ​new​ ​intended​ ​risk​ ​characterizations.  
 
(4) The​ ​Commonwealth​ ​should​ ​ensure​ ​that​ ​RA​ ​tools​ ​adequately​ ​distinguish​ ​among​ ​the 
types​ ​of​ ​risks​ ​being​ ​assessed.  
 
A​ ​variety​ ​of​ ​risks​ ​may​ ​be​ ​relevant​ ​to​ ​a​ ​pre-trial​ ​determination​ ​such​ ​as​ ​bail.​ ​These​ ​risks​ ​may​ ​include 
(for​ ​example)​ ​the​ ​risk​ ​that​ ​a​ ​defendant​ ​will​ ​fail​ ​to​ ​appear​ ​for​ ​a​ ​hearing;​ ​the​ ​risk​ ​that​ ​a​ ​defendant​ ​will 
flee​ ​the​ ​jurisdiction;​ ​and​ ​the​ ​risk​ ​that​ ​defendant​ ​will​ ​engage​ ​in​ ​new​ ​criminal​ ​activity.​ ​Each​ ​of​ ​these 
risks​ ​may​ ​require​ ​different​ ​assessments,​ ​based​ ​on​ ​different​ ​factors,​ ​and​ ​each​ ​may​ ​need​ ​to​ ​be 
separately​ ​considered​ ​and​ ​weighed​ ​in​ ​accordance​ ​with​ ​applicable​ ​legal​ ​standards​ ​in​ ​the​ ​context​ ​of 
a​ ​given​ ​pretrial​ ​decision. 
 
Despite​ ​this​ ​complexity,​ ​most​ ​pretrial​ ​RA​ ​tools​ ​do​ ​not​ ​adequately​ ​differentiate​ ​among​ ​types​ ​of​ ​risks 
they​ ​purport​ ​to​ ​predict.​ ​An​ ​individual​ ​may​ ​be​ ​assigned​ ​a​ ​score​ ​indicating​ ​high​ ​risk​ ​in​ ​one​ ​category 
but​ ​not​ ​another,​ ​and​ ​the​ ​output​ ​report​ ​may​ ​not​ ​delineate​ ​this​ ​distinction.​ ​This​ ​can​ ​have​ ​significant 
implications​ ​for​ ​pretrial​ ​release​ ​decisions.​ ​A​ ​high​ ​risk​ ​of​ ​failure​ ​to​ ​appear​ ​in​ ​court​ ​due​ ​to​ ​mental 
health​ ​issues​ ​is​ ​not​ ​the​ ​same​ ​as​ ​a​ ​high​ ​risk​ ​that​ ​a​ ​defendant​ ​will​ ​commit​ ​a​ ​violent​ ​crime​ ​while 
awaiting​ ​trial.​ ​We​ ​urge​ ​the​ ​Legislature​ ​to​ ​ensure​ ​that​ ​RA​ ​tools​ ​adopted​ ​in​ ​the​ ​Commonwealth 
adequately​ ​differentiate​ ​among​ ​types​ ​of​ ​risks​ ​being​ ​assessed,​ ​so​ ​that​ ​courts​ ​can​ ​effectively​ ​identify 
appropriate​ ​conditions​ ​to​ ​place​ ​on​ ​defendants​ ​for​ ​release. 
 
(5) The​ ​Commonwealth​ ​should​ ​give​ ​careful​ ​consideration​ ​to​ ​the​ ​process​ ​of​ ​developing​ ​or 
procuring​ ​RA​ ​tools,​ ​fully​ ​exploring​ ​the​ ​possibility​ ​of​ ​developing​ ​tools​ ​in-house,​ ​and 
establishing​ ​basic​ ​requirements​ ​for​ ​any​ ​tools​ ​developed​ ​by​ ​private​ ​vendors. 
 
When​ ​a​ ​government​ ​entity​ ​seeks​ ​to​ ​adopt​ ​and​ ​implement​ ​any​ ​technological​ ​tool,​ ​it​ ​can​ ​do​ ​so​ ​in​ ​one 
of​ ​two​ ​ways.​ ​First,​ ​it​ ​can​ ​develop​ ​the​ ​tool​ ​on​ ​its​ ​own​ ​(relying​ ​on​ ​government​ ​personnel​ ​and/or 
outside​ ​developers).​ ​Second,​ ​it​ ​can​ ​purchase​ ​or​ ​license​ ​existing​ ​technology​ ​from​ ​a​ ​private​ ​outside 
vendor.​ ​In​ ​this​ ​regard,​ ​we​ ​submit​ ​that​ ​all​ ​of​ ​the​ ​factors​ ​identified​ ​in​ ​this​ ​letter​ ​should​ ​be​ ​considered 
by​ ​the​ ​Commonwealth​ ​with​ ​an​ ​eye​ ​toward​ ​informing​ ​two​ ​key​ ​decisions:  
 
(a) a​ ​decision​ ​about​ ​whether​ ​Massachusetts​ ​should​ ​develop​ ​new​ ​risk​ ​assessment​ ​tools​ ​or 
procure​ ​existing​ ​ones;​ ​and  
 
(b) establishing​ ​and​ ​enforcing​ ​concrete​ ​procurement​ ​criteria​ ​in​ ​the​ ​event​ ​the​ ​Commonwealth 
chooses​ ​to​ ​buy​ ​or​ ​license​ ​existing​ ​technology. 
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To​ ​the​ ​first​ ​point​ ​(re:​ ​whether​ ​to​ ​develop​ ​new​ ​tools​ ​or​ ​procure​ ​existing​ ​ones)​ ​–​ ​it​ ​is​ ​worth​ ​being 
mindful​ ​of​ ​cautionary​ ​tales​ ​such​ ​as​ ​the​ ​experience​ ​of​ ​local​ ​jurisdictions​ ​that​ ​sought​ ​to​ ​upgrade​ ​their 
voting​ ​infrastructures​ ​and​ ​implement​ ​electronic​ ​voting​ ​in​ ​the​ ​wake​ ​of​ ​the​ ​disputed​ ​2000​ ​United 
States​ ​presidential​ ​election. ​ ​Nearly​ ​twenty​ ​years​ ​later,​ ​many​ ​municipalities​ ​find​ ​themselves​ ​bound 11
by​ ​undesirable​ ​contracts​ ​with​ ​a​ ​handful​ ​of​ ​outside​ ​vendors​ ​that​ ​offer​ ​unreliable​ ​voting​ ​machines 
and​ ​tallying​ ​services.​ ​Some​ ​of​ ​these​ ​vendors​ ​assert​ ​intellectual​ ​property​ ​protections​ ​in​ ​ways​ ​that 
complicate​ ​effective​ ​audits​ ​of​ ​the​ ​machines’​ ​accuracy​ ​and​ ​integrity. ​ ​Dissatisfaction​ ​with​ ​vendors​ ​is 12
rarely​ ​sufficient​ ​to​ ​occasion​ ​a​ ​change​ ​in​ ​course,​ ​because​ ​of​ ​sunk​ ​costs​ ​and​ ​the​ ​burdens​ ​of 
reworking​ ​locked-in​ ​procedures.​ ​The​ ​Commonwealth​ ​must​ ​strive​ ​to​ ​avoid​ ​a​ ​structural​ ​repeat​ ​of 
governments’​ ​regrets​ ​around​ ​proprietary​ ​private​ ​voting​ ​infrastructure.​ ​There​ ​are​ ​strong​ ​arguments 
that​ ​the​ ​development​ ​of​ ​risk​ ​assessment​ ​tools​ ​for​ ​the​ ​justice​ ​system​ ​should​ ​be​ ​undertaken​ ​publicly 
rather​ ​that​ ​privately,​ ​that​ ​results​ ​should​ ​be​ ​shareable​ ​across​ ​jurisdictions,​ ​and​ ​that​ ​outcomes 
should​ ​be​ ​available​ ​for​ ​interrogation​ ​by​ ​the​ ​public​ ​at​ ​large.  
 
To​ ​the​ ​second​ ​point​ ​(re:​ ​criteria​ ​for​ ​procurement)​ ​–​ ​we​ ​are​ ​hopeful​ ​that​ ​this​ ​document​ ​can​ ​serve​ ​as 
the​ ​basis​ ​for​ ​a​ ​roadmap​ ​toward​ ​development​ ​of​ ​comprehensive​ ​procurement​ ​guidelines​ ​in​ ​the 
event​ ​that​ ​the​ ​Commonwealth​ ​decides​ ​to​ ​buy​ ​or​ ​license​ ​existing​ ​tools​ ​developed​ ​by​ ​private 
vendors​ ​rather​ ​than​ ​developing​ ​its​ ​own​ ​tools.​ ​Stated​ ​simply,​ ​procurement​ ​decisions​ ​cannot​ ​be 
based​ ​solely​ ​on​ ​considerations​ ​of​ ​cost​ ​or​ ​efficiency​ ​and​ ​must​ ​be​ ​driven​ ​by​ ​principles​ ​of 
transparency,​ ​accountability,​ ​and​ ​fairness.​ ​Those​ ​principles​ ​must​ ​be​ ​codified​ ​to​ ​ensure​ ​that​ ​the 
Commonwealth​ ​and​ ​its​ ​citizens​ ​leverage​ ​their​ ​purchasing​ ​power​ ​with​ ​vendors​ ​to​ ​understand​ ​what 
tools​ ​are​ ​being​ ​procured​ ​and​ ​ensure​ ​those​ ​tools​ ​operate​ ​fairly.​ ​Private​ ​vendors​ ​may​ ​raise​ ​concerns 
about​ ​scrutiny​ ​of​ ​their​ ​technologies​ ​and​ ​the​ ​algorithms​ ​they​ ​employ​ ​given​ ​proprietary​ ​business 
considerations.​ ​But,​ ​the​ ​Commonwealth​ ​must​ ​balance​ ​those​ ​private​ ​pecuniary​ ​interests​ ​against​ ​the 
overwhelming​ ​public​ ​interest​ ​in​ ​ensuring​ ​our​ ​criminal​ ​justice​ ​system​ ​satisfies​ ​fundamental​ ​notions 
of​ ​due​ ​process.​ ​The​ ​transparency​ ​measures​ ​described​ ​in​ ​Amendment​ ​147​ ​are​ ​welcome​ ​additions 
to​ ​the​ ​Senate​ ​Bill,​ ​and​ ​we​ ​urge​ ​consideration​ ​of​ ​additional​ ​measures​ ​that​ ​support​ ​fully-informed 
decision-making​ ​on​ ​this​ ​important​ ​issue.  13
11 ​ ​​See,​ ​e.g.​,​ ​Andrew​ ​W.​ ​Appel​ ​et​ ​al.,​ ​​The​ ​New​ ​Jersey​ ​Voting-Machine​ ​Lawsuit​ ​and​ ​the​ ​AVC 
Advantage​ ​DRE​ ​Voting​ ​Machine​,​ ​in​ ​EVT/WOTE'09:​ ​Electronic​ ​Voting​ ​Technology​ ​Workshop​ ​/ 
Workshop​ ​on​ ​Trustworthy​ ​Elections​ ​(2009),​ ​available​ ​at 
https://www.cs.princeton.edu/~appel/papers/appel-evt09.pdf​​ ​(last​ ​visited​ ​Nov.​ ​2,​ ​2017). 
12 ​ ​​See,​ ​e.g.​,​ ​Alex​ ​Halderman,​ ​​How​ ​to​ ​Hack​ ​an​ ​Election​ ​in​ ​7​ ​Minutes​,​ ​Politico​ ​(Aug.​ ​6,​ ​2016), 
https://www.politico.com/magazine/story/2016/08/2016-elections-russia-hack-how-to-hack-an-electi
on-in-seven-minutes-214144​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017);​ ​David​ ​S.​ ​Levine,​ ​​Can​ ​We​ ​Trust​ ​Voting 
Machines?​,​ ​Slate​ ​(Oct.​ ​24,​ ​2012), 
www.slate.com/articles/technology/future_tense/2012/10/trade_secret_law_makes_it_impossible_t
o_independently_verify_that_voting.html​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017). 
13 ​ ​By​ ​way​ ​of​ ​example,​ ​a​ ​recently​ ​proposed​ ​New​ ​York​ ​City​ ​Council​ ​Local​ ​Law​ ​would​ ​amend​ ​the 
administrative​ ​code​ ​of​ ​the​ ​City​ ​of​ ​New​ ​York​ ​to​ ​require​ ​agencies​ ​that​ ​use​ ​algorithms​ ​in​ ​certain 
contexts​ ​to​ ​both:​ ​(a)​ ​publish​ ​the​ ​source​ ​code​ ​used​ ​for​ ​such​ ​processing;​ ​and​ ​(b)​ ​accept 
user-submitted​ ​data​ ​sets​ ​that​ ​can​ ​be​ ​processed​ ​by​ ​the​ ​agencies’​ ​algorithms​ ​and​ ​provide​ ​the 
outputs​ ​to​ ​the​ ​user.​ ​​See​ ​​Introduction​ ​No.​ ​1696-2017,​ ​N.Y.C.​ ​Council​ ​(2017),​ ​available​ ​at 
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In​ ​conclusion,​ ​decisions​ ​around​ ​confinement​ ​and​ ​punishment​ ​are​ ​among​ ​the​ ​most​ ​consequential 
and​ ​serious​ ​that​ ​a​ ​government​ ​can​ ​make.​ ​They​ ​are​ ​non-delegable,​ ​and​ ​any​ ​technological​ ​aids​ ​that 
are​ ​not​ ​transparent,​ ​auditable,​ ​and​ ​improvable​ ​by​ ​the​ ​state​ ​cannot​ ​be​ ​deployed​ ​in​ ​the 
Commonwealth.​ ​Massachusetts​ ​has​ ​wisely​ ​avoided​ ​jumping​ ​rapidly​ ​into​ ​the​ ​use​ ​of​ ​RA​ ​tools.​ ​It​ ​is 
now​ ​in​ ​a​ ​position​ ​to​ ​consider​ ​them​ ​with​ ​the​ ​benefit​ ​of​ ​lessons​ ​from​ ​jurisdictions​ ​that​ ​have​ ​gone​ ​first. 
We​ ​submit​ ​that​ ​–​ ​given​ ​that​ ​the​ ​potential​ ​benefits​ ​and​ ​dangers​ ​of​ ​pretrial​ ​RA​ ​tools​ ​rest​ ​on​ ​the 
details​ ​of​ ​tool​ ​development,​ ​oversight,​ ​and​ ​training,​ ​informed​ ​by​ ​clear​ ​policy​ ​goals​ ​–​ ​it​ ​is​ ​imperative 
that​ ​laws​ ​and​ ​regulations​ ​governing​ ​the​ ​introduction​ ​of​ ​pretrial​ ​RA​ ​tools​ ​be​ ​clear,​ ​concrete,​ ​specific, 
and​ ​data-driven.​ ​We​ ​are​ ​happy​ ​to​ ​assist​ ​in​ ​this​ ​effort. 
 
Respectfully​ ​submitted, 
 
Chelsea​ ​Barabas 
Research​ ​Scientist, 
MIT​ ​Media​ ​Laboratory 
Kira​ ​Hessekiel 
Project​ ​Coordinator, 
Berkman​ ​Klein​ ​Center​ ​for​ ​Internet​ ​&​ ​Society 
Christopher​ ​Bavitz 
WilmerHale​ ​Clinical​ ​Professor​ ​of​ ​Law, 
Harvard​ ​Law​ ​School 
Joichi​ ​Ito 
Director, 
MIT​ ​Media​ ​Laboratory 
Ryan​ ​Budish 
Assistant​ ​Research​ ​Director 
Berkman​ ​Klein​ ​Center​ ​for​ ​Internet​ ​&​ ​Society 
Ronald​ ​L.​ ​Rivest 
MIT​ ​Institute​ ​Professor 
Karthik​ ​Dinakar 
Research​ ​Scientist, 
MIT​ ​Media​ ​Laboratory 
Madars​ ​Virza 
Research​ ​Scientist, 
MIT​ ​Media​ ​Laboratory 
Cynthia​ ​Dwork 
Gordon​ ​McKay​ ​Professor​ ​of​ ​Computer​ ​Science, 
Harvard​ ​School​ ​of​ ​Engineering  
and​ ​Applied​ ​Sciences 
Radcliffe​ ​Alumnae​ ​Professor, 
Radcliffe​ ​Institute​ ​for​ ​Advanced​ ​Study 
 
Urs​ ​Gasser 
Professor​ ​of​ ​Practice, 
Harvard​ ​Law​ ​School 
Jonathan​ ​Zittrain 
George​ ​Bemis​ ​Professor​ ​of​ ​International​ ​Law, 
Harvard​ ​Law​ ​School 
and​ ​Harvard​ ​Kennedy​ ​School 
Professor​ ​of​ ​Computer​ ​Science, 
Harvard​ ​School​ ​of​ ​Engineering 
and​ ​Applied​ ​Sciences 
 
http://legistar.council.nyc.gov/LegislationDetail.aspx?ID=3137815&GUID=437A6A6D-62E1-47E2-9
C42-461253F9C6D0​​ ​(last​ ​visited​ ​Oct.​ ​28,​ ​2017).  
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February 9, 2018 
 
BY EMAIL 
AND BY FIRST-CLASS MAIL 
 
Senator William Brownsberger         
Senator Cynthia Creem 
Senator Bruce Tarr 
Representative Claire Cronin 
Representative Ronald Mariano 
Representative Sheila Harrington 
Massachusetts State House 
24 Beacon St 
Boston, MA 02133 
 
Re: Criminal Justice Reform -- Reconciliation of MA 
House and Senate Bills on the Use of Risk Assessment Scores  
 
Dear Members of the Criminal Justice Reform Committee of Conference: 
 
We write in connection with the ongoing efforts by the Criminal Justice Reform Committee of 
Conference to reconcile the Massachusetts House and Senate criminal justice reform bills, which 
were passed by the two houses of the state legislature late last year. We write specifically with 
respect to the prospect of the Commonwealth’s moving toward adoption of actuarial risk 
assessment (“RA”) tools to inform pretrial decisions in the Commonwealth.  
 
The undersigned write in their personal capacities. For purposes of identification, we note that 
signatories to this letter are Harvard- and MIT-based faculty and researchers whose work 
touches on issues relating to algorithms. Most are involved in a research initiative underway at 
the MIT Media Lab and Harvard University’s Berkman Klein Center for Internet & Society that 
seeks to examine ethics and governance concerns arising from the use of artificial intelligence, 
algorithms, and machine learning technologies.1 
 
                                               
1 See AI ETHICS AND GOVERNANCE, MIT MEDIA LAB, https://www.media.mit.edu/projects/ai-ethics-
and-governance/overview/ (last visited Feb. 2, 2018); ETHICS AND GOVERNANCE OF ARTIFICIAL 
INTELLIGENCE, BERKMAN KLEIN CTR. FOR INTERNET & SOC’Y, https://cyber.harvard.edu/research/ai 
(last visited Feb. 2, 2018).  
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As you are no doubt aware, the Senate and House bills take different approaches to the issue of 
adoption of RA tools: 
 
● Section 58E of Senate Bill 22002 mandates implementation of RA tools in the pretrial 
stage of criminal proceedings, subject to testing and validation “to identify and eliminate 
unintended economic, race, gender or other bias,” subject to a requirement that aggregate 
data be made available to the public. 
 
● Section 80A of House Bill 40433 calls for formation of a bail commission, which would 
provide “an evaluation of the potential to use risk assessment factors as part of the 
pretrial system regarding bail decisions, including the potential to use risk assessment 
factors to determine when defendants should be released with or without conditions, 
without bail and when bail should be set.”  
 
In November 2017, several of the undersigned previously published an open letter addressed to 
the Massachusetts legislature (the “Open Letter”). The text of the Open Letter is available at 
http://brk.mn/RAOpenLetter, and a copy is enclosed herewith. That letter was published after 
passage of the Senate bill but before passage of the House bill. 
 
In short, the Open Letter highlights the complexities associated with development of RA tools; 
underscores the potential for disparate impact in their use and implementation; raises the need 
for research study prior the adoption of RA tools in the Commonwealth (and notes that the 
option remains open for the Commonwealth to develop its own tools rather than simply 
procuring existing ones); and offers specific thoughts on both technical and policy measures that 
might be undertaken to mitigate the risk of adverse consequences arising out of the use of such 
tools. 
 
We write to reiterate the points made in the Open Letter and to highlight just some of the more 
recent examples of efforts that raise questions about the efficacy of RA tools and support our 
view that additional research and study is preferable to mandating use of such tools in the 
Commonwealth.  
 
                                               
2 S. 2200, 190th Gen. Court (Mass. 2017), https://malegislature.gov/Bills/190/S2200.pdf (last visited 
Feb. 9, 2018). 
3 H. 4043, 190th Gen. Court (Mass. 2017), https://malegislature.gov/Bills/190/H4043.pdf (last visited 
Feb. 8, 2018). 
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By way of example: 
 
Gaps in Intended Use v. Actual Practice 
 
● In December 2017, Professor Megan Stevenson published a major empirical study of the 
impacts of pretrial RA implementation, using data from Kentucky.4  Kentucky, “often . . . 
held up as a leader in pretrial practices,”5 had used optional pretrial RA since 19766 and 
made its use mandatory in 2011.7 Stevenson analyzed more than one million criminal 
cases between 2009 and 2016 to determine how this mandate affected pretrial outcomes.8 
The results suggest that mandatory RA failed to live up to its promises of increased 
efficiency and fairness: both pretrial rearrests and failures-to-appear increased after 
implementation.9 Furthermore, even the modest improvements in pretrial release rates 
“eroded over time as judges returned to their previous bail-setting practices.”10  Finally, 
judges in rural and non-rural areas adhered to the RA recommendations differentially, 
exacerbating racial inequalities.11 Thus, even jurisdictions esteemed for their significant 
experience with RA still have not demonstrated that the technology is now capable of 
delivering the improvements its champions promise. Kentucky’s experience points to the 
need to understand more deeply the way that judges’ beliefs, practices, and experiences 
shape the way RA tools are ultimately integrated into pretrial decision-making practices. 
 
Issues with Accuracy and Bias 
 
● In January of this year, researchers from Dartmouth published findings that the popular 
Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) RA 
tool failed to show meaningful improvements over both human-only predictions and 
                                               
4 Megan Stevenson, Assessing Risk Assessment in Action (George Mason Law & Econ. Research Paper No. 
17-36, 2017), https://ssrn.com/abstract=3016088 (last visited Feb. 9, 2018). 
5 Id. at 29; see also id. at 4. 
6 See id. at 30–31. 
7 See id. at 31. Although the 2011 law required Kentucky judges to consult RA scores when making pretrial 
release determinations, judges retained full discretion over pretrial release determinations. See id. at 32. 
8 See id. at 33–34. 
9 See id. at 5, 44–46. 
10 Id. at 5; see id. at 43–44. 
11 See id. at 48–53. 
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simpler algorithms.12 Individual decision makers were only slightly less accurate than 
COMPAS at predicting recidivism.13 COMPAS’s comparative advantage almost 
completely disappeared when evaluated against small groups of humans predicting 
recidivism by majority rules.14 The research team also found that COMPAS yielded false 
positive and false negative rates for black defendants at roughly the same rate as humans 
who did not have access to the tool.15 This further suggests that complex RA algorithms 
do not yet offer sizeable improvements over human decision-making. Any 
implementation of RA should be justified in comparison to its best alternatives, both 
human and algorithmic.   
 
● In her new book, Automating Inequality, released just last month, Professor Virginia 
Eubanks shows that predictions drawing from social services usage data (e.g., county 
mental health services) result in an overrepresentation of poor subjects because wealthier 
individuals struggling with the same issues are often able to shield these facts from 
exposure to algorithmic systems.16 This raises serious concerns regarding the ability for 
these tools to overcome the implicit bias of incumbent systems, as many RA proponents 
have hoped.17 
 
Disconnect Between Pretrial Risks and Effective Conditions 
 
● Some of the undersigned argue in a forthcoming article that ethical concerns surrounding 
the use of RAs relate not simply to bias or accuracy but, rather, to purpose. Pretrial RA is 
gaining traction nationwide as part of a larger effort to mitigate the harmful effects of cash 
bail. Yet, Barabas et al. argue that RA is ill-suited to the task of assisting judges in 
identifying effective conditions for release in order to protect against failure to appear 
                                               
12 Julia Dressel & Hany Farid, The Accuracy, Fairness, and Limits of Predicting Recidivism, 4 SCI. ADVANCES 
eaao5580 (2018), available at http://advances.sciencemag.org/content/4/1/eaao5580 (last visited Feb. 9, 
2018). 
13 See id. at 2 (“A one-sided t test reveals that the average of the 20 median participant accuracies of 62.8% 
. . . is, just barely, lower than the COMPAS accuracy of 65.2% . . . .”). 
14 See id. (“To determine whether there is ‘wisdom in the crowd’ . . . , participant responses were pooled 
within each subset using a majority rules criterion. This crowd-based approach yields a prediction 
accuracy of 67.0%. A one-sided t test reveals that COMPAS is not significantly better than the crowd . . . 
.”). 
15 See id. 
16 See VIRGINIA EUBANK, AUTOMATING INEQUALITY 166 (2018). 
17 See id. at 167. 
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and, in some places, dangerousness.18 As a result, there is a risk of simply displacing 
punitive effects of cash bail onto other non-monetary conditions that have no proven track 
record of lowering pretrial risks.19   
 
● Other researchers note that most risk assessments were developed on data sets that 
predate key risk-mitigating policies.20 As such, they run the risk of nullifying good-faith 
efforts to lower the risk of individuals during the pretrial stage.21 As Lauryn Gouldin 
argues, the vast majority of pretrial risk assessments available today only provide one 
aggregate risk score, even though the risks considered at pretrial are quite distinct and call 
for different types of mitigating conditions.22  
   
The Need for Transparency and Public Accountability 
 
● In a recent law review article on recidivism RA tools, Professor Jessica Eaglin argues that 
tool designers necessarily make a number of significant and normative design choices 
without adequate transparency or accountability.23 Design choices such as the training 
dataset,24 definition of risk categories,25 selection of predictive factors,26 and qualitative 
risk categorization (e.g., labeling a defendant as “high-risk)27 will affect RA outcomes. 
But, designers usually make these choices in the absence of adequate legal or political 
                                               
18 Chelsea Barabas et al., Interventions Over Predictions: Reframing the Ethical Debate for Actuarial Risk 
Assessment, PROC. MACHINE LEARNING RES. (forthcoming Feb. 2018), 
https://ssrn.com/abstract=3091849. 
19 See id. (manuscript at 7). 
20 See John Logan Koepke & David G. Robinson, Zombie Predictions and the Future of Bail Reform (Sep. 
29, 2017) (unpublished manuscript), https://ssrn.com/abstract=3041622 (last visited Feb. 9, 2018). 
21 See id. at 36–54. 
22 Lauryn P. Gouldin, Disentangling Flight Risk from Dangerousness, 2016 BYU L. REV. 837 (2016). 
23 Jessica M. Eaglin, Constructing Recidivism Risk, 67 EMORY L.J. 59 (2017), available at 
http://law.emory.edu/elj/_documents/volumes/67/1/eaglin.pdf (last visited Feb. 9, 2018); see also 
Rebecca Wexler, Life, Liberty, and Trade Secrets: Intellectual Property in the Criminal Justice System, 70 
Sᴛᴀɴ. L. Rᴇᴠ. (forthcoming 2018), available at 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2920883 (last visited Feb. 9, 2018) (describing the 
use of trade secret law to shield criminal justice predictive algorithms from legal scrutiny). 
24 See Eaglin, supra note 23, at 72–75. 
25 See id. at 75–78; cf. Gouldin, supra note 22, at 867–71 (discussing RA tool categorization of various 
pretrial risks). 
26 See Eaglin, supra note 23, at 78–80. 
27 See id. at 85–88. 
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input and accountability.28 The inadequacy of supervision and oversight is particularly 
troubling, because many of these design choices implicate normative judgments.29 In a 
democracy, such value judgments are archetypally appropriate for publicly accountable 
actors, not private vendors.30 Eaglin argues that to ensure that “society, not the tool 
developers, . . . decide the normative judgments embedded in [RA] tool construction,”31 
RA tools need to be transparent (in both development and application),32 be accessible to 
the public for feedback,33 and produce interpretable results.34  
 
This scholarship represents just a sample of a significant and growing body of work on the use of 
RA tools in the criminal justice system.  
 
In light of the extraordinarily rapid pace of technical development with respect to the sorts of RA 
tools under consideration; the relatively nascent state of our understanding of such tools and the 
consequences of their implementation; the far-ranging impacts these tools can have once 
implemented; the risk that institutional inertia might make it difficult to move away from them 
once they are adopted; and the complex and multivariate interplay between the use of RA tools 
and other aspects of the criminal justice system, we submit that the appropriate approach here is 
not a mandate in favor of adoption. Rather, we believe that the time is ripe for study, reflection, 
and development of transparent processes and comprehensive best practices. 
 
For the foregoing reasons, the undersigned advocate strongly in favor of an approach along the 
lines of that set forth in the House bill—research, evaluation, and establishment of a 
Commission. We remain open to bringing our own research efforts to bear on these complex 
problems and stand at the ready to help inform the Committee’s or Legislature’s deliberations of 
the important issues implicated by use of RA tools in the criminal justice system in the 
Commonwealth of Massachusetts.  
 
Thank you for your consideration. 
 
                                               
28 See id. at 64, 73, 78, 88, 105. 
29 See id. at 88–100, 105, 108. 
30 See EUBANK, supra note 16, at 12 (“[Automated decision-making] reframes shared social decisions 
about who we are and who we want to be as systems engineering problems.”). 
31 Eaglin, supra note 22, at 104. 
32 See id. at 110–16. 
33 See id. at 116–19. 
34 See id. at 119–21. 
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35 The signatories thank Harvard Law School Cyberlaw Clinic spring 2018 student, Cullen O’Keefe, for their 
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An Open Letter to the Members of the Massachusetts Legislature Regarding 
the Adoption of Actuarial Risk Assessment Tools in the Criminal Justice System 
 
November 9, 2017 
 
Dear Members of the Massachusetts Legislature: 
 
We write to you in our individual capacities1 regarding the proposed introduction of actuarial risk assessment 
(“RA”) tools in the Commonwealth’s criminal justice system. As you are no doubt aware, Senate Bill 21852 – 
passed by the Massachusetts Senate on October 27, 2017 – mandates implementation of RA tools in the 
pretrial stage of criminal proceedings. Specifically: 
 
● Section 182 of the bill would amend Massachusetts General Laws chapter 276 to include the 
following new Section 58E(a): 
 
Subject to appropriation, pretrial services shall create or choose a risk assessment 
tool that analyzes risk factors to produce a risk assessment classification for a 
defendant that will aid the judicial officer in determining pretrial release or detention 
under sections 58 to 58C, inclusive. Any such tool shall be tested and validated in the 
commonwealth to identify and eliminate unintended economic, race, gender or other 
bias.3 
 
● Amendment 146 (which was adopted) would add language to chapter 276 requiring that “[a]ggregate 
data that concerns pretrial services shall be available to the public in a form that does not allow an 
individual to be identified.”4  
 
● Amendment 147 (which was also adopted) would add language providing that “[i]nformation about 
any risk assessment tool, the risk factors it analyzes, the data on which analysis of risk factors is 
                                               
1 For purposes of identification, we note that all signatories to this letter are Harvard- and MIT-based faculty 
and researchers whose work touches on issues relating to algorithms. Most of the undersigned are involved in 
a research initiative underway at the MIT Media Lab and Harvard University’s Berkman Klein Center for 
Internet & Society that seeks to examine ethics and governance concerns arising from the use of artificial 
intelligence, algorithms, and machine learning technologies. See AI Ethics and Governance, MIT Media Lab, 
https://www.media.mit.edu/projects/ai-ethics-and-governance/overview/ (last visited Oct. 28, 2017); Ethics 
and Governance of Artificial Intelligence, Berkman Klein Ctr. for Internet & Soc’y,  
https://cyber.harvard.edu/research/ai (last visited Oct. 28, 2017). 
2 S.B. 2185, 190th Gen. Court (Mass. 2017), available at https://malegislature.gov/Bills/190/S2185.pdf (last 
visited Nov. 2, 2017). 
3 Id. § 182, 1808–12. 
4 Id. Amendment 146, ID: S2185-146-R1, available at 
https://malegislature.gov/Bills/GetAmendmentContent/190/S2185/146/Senate/Preview (last visited Oct. 
29, 2017). 
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based, the nature and mechanics of any validation process, and the results of any audits or tests to 
identify and eliminate bias, shall be a public record and subject to discovery.”5 
 
As researchers with a strong interest in algorithms and fairness, we recognize that RA tools may have a place 
in the criminal justice system. In some cases, and by some measures, use of RA tools may promote outcomes 
better than the status quo. That said, we are concerned that the Senate Bill’s implementation of RA tools is 
cursory and does not fully address the complex and nuanced issues implicated by actuarial risk assessments.  
 
The success or failure of pretrial risk assessments in the Commonwealth will depend on the details of their 
design and implementation. Such design and implementation must be: (a) based on research and data; (b) 
accompanied (and driven) by clear and unambiguous policy goals; and (c) governed by principles of 
transparency, fairness, and rigorous evaluation.  
 
As the Massachusetts House considers criminal justice reform legislation, and as both houses of the 
Legislature seek to reconcile their bills, we urge the Commonwealth to engage in significant study and policy 
development in this area. That study and policy development should ideally take place before the Legislature 
issues a mandate regarding adoption of risk assessment tools or, at the very least, before any particular tool is 
developed, procured, and/or implemented. As described herein, we submit that thoughtful deliberation is 
particularly important in five critical areas. 
 
(1) The Commonwealth should take steps to mitigate the risk of amplifying bias in the justice system. 
 
Research shows the potential for risk assessment tools to perpetuate racial and gender bias.6 Researchers have 
proposed multiple “fairness criteria” to mitigate this bias statistically.7 But there remain intrinsic tradeoffs 
between fairness and accuracy that are mathematically impossible for any RA tool to overcome. Senate Bill 
2185 includes a single sentence on eliminating bias; we submit that this issue deserves far more consideration 
and deliberation.  
 
Before implementing any RA tool, the Commonwealth should consider developing specific criteria along the 
following lines: 
                                               
5 Id. Amendment 147, ID: S2185-147 (2017), available at 
https://malegislature.gov/Bills/GetAmendmentContent/190/S2185/147/Senate/Preview (last visited Oct. 
29, 2017). 
6 See, e.g., Alexandra Chouldechova, Fair prediction with Disparate Impact: A Study of Bias in Recidivism 
Prediction Instruments, arXiv:1703.00056 (submitted on Feb. 28, 2017), available at 
https://arxiv.org/abs/1703.00056 (last visited Oct. 28, 2017); Devlin Barrett, Holder Cautions on Risk of Bias 
in Big Data Use in Criminal Justice, Wall St. J., Aug. 1, 2014, https://www.wsj.com/articles/u-s-attorney-
general-cautions-on-risk-of-bias-in-big-data-use-in-criminal-justice-1406916606 (last visited Oct. 28, 2017); 
Michael Tonry, Legal and Ethical Issues in the Prediction of Recidivism, 26 Fed. Sentencing Reporter 167, 173 
(2014). 
7 Richard Berk et al., Fairness in Criminal Justice Risk Assessments: The State of the Art, arXiv:1703.09207 
(submitted on Mar. 27, 2017, last rev. 28 May 2017), available at https://arxiv.org/abs/1703.09207 (last 
visited Oct. 28, 2017). 
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(a) The Commonwealth should develop fairness criteria that mitigate the risk of an RA tool exacerbating 
bias on the basis of race, gender, and other protected classes. 
 
(b) The Commonwealth should craft rules and guidelines for identifying and ethically handling “proxy 
variables” (which correlate with race, gender, and other protected characteristics in any RA tool) and 
addressing other means by which such characteristics may be inferred from ostensibly neutral data. 
Notably in this regard, the state of California – which moved toward use of pretrial risk assessment 
tools relatively early – is now actively considering legislation to eliminate housing status and 
employment status from risk assessments, because these variables are strong proxies for race and 
class.8 If passed, such legislation would require counties to alter and adapt the patchwork of 
individual pretrial risk assessment tools in use across that state.9 We submit that the Commonwealth 
might learn from this example by putting in work upfront to fully understand bias and address 
proxies, rather than moving forward with implementation and specifying change at a later date. 
 
(c) The Commonwealth should create guidelines that govern data used in the development and 
validation of RA tools, to ensure tools deployed in Massachusetts are appropriately well-tailored to 
local populations and demographic structures. 
 
(2) The Commonwealth should clarify procedures for validation and evaluation of risk assessment 
tools. 
 
Research has shown that RA tools must be evaluated regularly and repeatedly to ensure their validity over 
time.10 In providing for adoption and use of risk assessments, the Commonwealth should take the opportunity 
to establish baselines concerning such review and evaluation. In particular, we urge the development of the 
following kinds of specifications: 
 
(a) The Commonwealth should require mandatory, jurisdiction-by-jurisdiction validation checks, 
including rigorous comparison of a given tool’s predictions to observed results (such as re-conviction 
and failure to appear in court). 
 
                                               
8 See Sonja B. Starr, Evidence-Based Sentencing and the Scientific Rationalization of Discrimination, 66 Stan. L. 
Rev. 803 (2014), available at https://www.stanfordlawreview.org/print/article/evidence-based-sentencing-
and-the-scientific-rationalization-of-discrimination/ (last visited Nov. 2, 2017). 
9 See S.B. 10, 2017-2018 Reg. Sess. (Cal. 2017), available at 
http://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_id=201720180SB10 (last visited Nov. 1, 
2017). 
10 See Risk and Needs Assessment and Race in the Criminal Justice System, Justice Ctr., Council State Gov’ts 
(May 31, 2016), https://csgjusticecenter.org/reentry/posts/risk-and-needs-assessment-and-race-in-the-
criminal-justice-system/ (last visited Oct. 28, 2017). 
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(b) The Commonwealth should insist that RA tools are tested on a regular basis to measure the disparate 
impact of tool error rates by race, gender, and other protected classes and should ensure that 
researchers have access to data and algorithms necessary to support robust testing. 
 
(c) The Commonwealth should develop processes to promote regular (e.g., bi-annual) external oversight 
of validation checks of RA tools by an independent group – possibly a standing commission – which 
includes perspectives of statisticians, criminologists, and pretrial and probation service workers 
specific to the relevant jurisdiction. 
 
(3) The Commonwealth should promulgate procedures for effective deployment of risk assessment 
tools. 
 
Risk assessment tools employ statistical methods to produce risk scores. Representatives of the court system 
(usually, judges) use those numerical scores as one input in their pretrial decision-making processes, in the 
context of applicable legal standards. Use of an RA tool in a given case may involve a combination of 
statistical methods, fact determinations, and policy considerations. It is vital that all stakeholders in the 
pretrial pipeline be trained to accurately interpret and understand RA tools and the meaning (and limitations) 
of the risk assessment scores they produce. 
 
By way of example, the classification of a risk category applicable to a particular criminal defendant with 
respect to a given risk score (e.g., high risk, medium risk, or low risk) is a matter of policy, not math. Tying 
the definition of terms like “high risk” to scores that are the products of RA tools can influence both: (a) 
decision-making by prosecutors, defendants, and judges in a pretrial setting (who may place undue emphasis 
on numerical scores generated by computers); and (b) public perception of the specific outcomes of RA tools. 
It is essential that the Commonwealth make clear how those risk scores are generated and what they purport 
to predict. 
 
In this regard, we suggest the following: 
 
(a) The Commonwealth should mandate continual training processes for all system actors to ensure 
consistency and reliability of risk score characterizations, irrespective of race, gender and other 
immutable characteristics. 
 
(b) The Commonwealth should require timely and transparent record-keeping practices that enable the 
auditing and adjustment of RA classifications over time. 
 
(c) The Commonwealth should dictate a consistent decision-making framework to support appropriate 
interpretation of risk assessment predictions by all actors in the pretrial system. This framework 
should be regularly updated to reflect ongoing research about what specific conditions (i.e. electronic 
monitoring, weekly supervision meetings, etc.) have been empirically tested and proven to lower 
specific types of risk.  
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(d) The Commonwealth should provide adequate funding and resources for the formation and operation 
of an independent pretrial service agency that stands separate from other entities in the criminal 
justice system (such as probation offices and correctional departments). This agency will deal with 
the increased supervision caseload of individuals who are released prior to their trial date. 
 
(e) The Commonwealth must ensure that updates to RA tools are accompanied by a detailed articulation 
of new intended risk characterizations.  
 
(4) The Commonwealth should ensure that RA tools adequately distinguish among the types of risks 
being assessed.   
 
A variety of risks may be relevant to a pre-trial determination such as bail. These risks may include (for 
example) the risk that a defendant will fail to appear for a hearing; the risk that a defendant will flee the 
jurisdiction; and the risk that defendant will engage in new criminal activity. Each of these risks may require 
different assessments, based on different factors, and each may need to be separately considered and weighed 
in accordance with applicable legal standards in the context of a given pretrial decision. 
 
Despite this complexity, most pretrial RA tools do not adequately differentiate among types of risks they 
purport to predict. An individual may be assigned a score indicating high risk in one category but not another, 
and the output report may not delineate this distinction. This can have significant implications for pretrial 
release decisions. A high risk of failure to appear in court due to mental health issues is not the same as a high 
risk that a defendant will commit a violent crime while awaiting trial. We urge the Legislature to ensure that 
RA tools adopted in the Commonwealth adequately differentiate among types of risks being assessed, so that 
courts can effectively identify appropriate conditions to place on defendants for release. 
 
(5) The Commonwealth should give careful consideration to the process of developing or 
procuring RA tools, fully exploring the possibility of developing tools in-house, and establishing 
basic requirements for any tools developed by private vendors. 
 
When a government entity seeks to adopt and implement any technological tool, it can do so in one of two 
ways. First, it can develop the tool on its own (relying on government personnel and/or outside developers). 
Second, it can purchase or license existing technology from a private outside vendor. In this regard, we 
submit that all of the factors identified in this letter should be considered by the Commonwealth with an eye 
toward informing two key decisions:  
 
(a)  a decision about whether Massachusetts should develop new risk assessment tools or procure 
existing ones; and  
 
(b) establishing and enforcing concrete procurement criteria in the event the Commonwealth chooses to 
buy or license existing technology. 
 
To the first point (re: whether to develop new tools or procure existing ones) – it is worth being mindful of 
cautionary tales such as the experience of local jurisdictions that sought to upgrade their voting 
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infrastructures and implement electronic voting in the wake of the disputed 2000 United States presidential 
election.11 Nearly twenty years later, many municipalities find themselves bound by undesirable contracts 
with a handful of outside vendors that offer unreliable voting machines and tallying services. Some of these 
vendors assert intellectual property protections in ways that complicate effective audits of the machines’ 
accuracy and integrity.12 Dissatisfaction with vendors is rarely sufficient to occasion a change in course, 
because of sunk costs and the burdens of reworking locked-in procedures. The Commonwealth must strive to 
avoid a structural repeat of governments’ regrets around proprietary private voting infrastructure. There are 
strong arguments that the development of risk assessment tools for the justice system should be undertaken 
publicly rather that privately, that results should be shareable across jurisdictions, and that outcomes should 
be available for interrogation by the public at large.  
 
To the second point (re: criteria for procurement) – we are hopeful that this document can serve as the basis 
for a roadmap toward development of comprehensive procurement guidelines in the event that the 
Commonwealth decides to buy or license existing tools developed by private vendors rather than developing 
its own tools. Stated simply, procurement decisions cannot be based solely on considerations of cost or 
efficiency and must be driven by principles of transparency, accountability, and fairness. Those principles 
must be codified to ensure that the Commonwealth and its citizens leverage their purchasing power with 
vendors to understand what tools are being procured and ensure those tools operate fairly. Private vendors 
may raise concerns about scrutiny of their technologies and the algorithms they employ given proprietary 
business considerations. But, the Commonwealth must balance those private pecuniary interests against the 
overwhelming public interest in ensuring our criminal justice system satisfies fundamental notions of due 
process. The transparency measures described in Amendment 147 are welcome additions to the Senate Bill, 
and we urge consideration of additional measures that support fully-informed decision-making on this 
important issue.13 
 
                                               
11 See, e.g., Andrew W. Appel et al., The New Jersey Voting-Machine Lawsuit and the AVC Advantage DRE 
Voting Machine, in EVT/WOTE'09: Electronic Voting Technology Workshop / Workshop on Trustworthy 
Elections (2009), available at https://www.cs.princeton.edu/~appel/papers/appel-evt09.pdf (last visited 
Nov. 2, 2017). 
12 See, e.g., Alex Halderman, How to Hack an Election in 7 Minutes, Politico (Aug. 6, 2016), 
https://www.politico.com/magazine/story/2016/08/2016-elections-russia-hack-how-to-hack-an-election-in-
seven-minutes-214144 (last visited Oct. 28, 2017); David S. Levine, Can We Trust Voting Machines?, Slate 
(Oct. 24, 2012), 
www.slate.com/articles/technology/future_tense/2012/10/trade_secret_law_makes_it_impossible_to_ind
ependently_verify_that_voting.html (last visited Oct. 28, 2017). 
13 By way of example, a recently proposed New York City Council Local Law would amend the administrative 
code of the City of New York to require agencies that use algorithms in certain contexts to both: (a) publish 
the source code used for such processing; and (b) accept user-submitted data sets that can be processed by 
the agencies’ algorithms and provide the outputs to the user. See Introduction No. 1696-2017, N.Y.C. 
Council (2017), available at 
http://legistar.council.nyc.gov/LegislationDetail.aspx?ID=3137815&GUID=437A6A6D-62E1-47E2-9C42-
461253F9C6D0 (last visited Oct. 28, 2017).  
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In conclusion, decisions around confinement and punishment are among the most consequential and serious 
that a government can make. They are non-delegable, and any technological aids that are not transparent, 
auditable, and improvable by the state cannot be deployed in the Commonwealth. Massachusetts has wisely 
avoided jumping rapidly into the use of RA tools. It is now in a position to consider them with the benefit of 
lessons from jurisdictions that have gone first. We submit that – given that the potential benefits and dangers 
of pretrial RA tools rest on the details of tool development, oversight, and training, informed by clear policy 
goals – it is imperative that laws and regulations governing the introduction of pretrial RA tools be clear, 
concrete, specific, and data-driven. We are happy to assist in this effort. 
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H A V E N C O , L T D . B U S I N E S S P L A N
Non-Disclosure: The HavenCo business plan is confidential. Neither
the plan nor any of the information contained herein should be repro-
duced or disclosed to any person without the written permission of
HavenCo.
Disclosure Regarding Forward-Looking Statements: Some of the in-
formation provided in the HavenCo Business Plan may contain pro-
jections or other forward-looking statements regarding future events
or the future financial performance of the Company. We wish to cau-
tion you that these statements are only predictions and those actual
events or results may differ materially.
Disclosure Regarding Offering: Investment in HavenCo is highly
speculative high-risk venture. Only those who can afford to lose their
entire investment should respond to the offering. Local laws may af-
fect an investor’s ability to participate. Before proceeding with an
investment in HavenCo, any potential investor should take care to
become familiar with local laws governing investment in foreign cor-
porations, especially any associated reporting requirements, and tax-
ation rules that may apply.
Executive Summary
HavenCo, Ltd. is exploiting a unique opportunity to set up the
world’s first real data haven. The target location is the Principality of
Sealand, the world’s smallest sovereign territory. HavenCo is build-
ing a secure managed co-location business with the added advantage
that the customers’ data will also be physically secure against any
legal actions. Since the co-location business model is a generally prof-
itable one, we expect to continue to be profitable at that site even if a
larger nation manages to force some level of regulation over Sealand.
HavenCo also intends to use the Sealand operation as a model to
demonstrate the profitability of zero-regulation e-commerce to other
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small countries around the world. We will then be able to eliminate
any single point of failure by replicating the "haven" in other juris-
dictions. This will also reduce the visibility of our initial showcase
site, which will continue to have the best connectivity. HavenCo is
currently seeking up to $3,000,000 in first round funding to establish
its showcase data center and begin servicing new customers.
PROBLEM / OPPORTUNITY
The countries that currently have the best infrastructure for e-commerce
are suppressing the growth of profitable Internet business through
prohibition and regulation of content. Any company that can offer
hosting services in a jurisdiction that both allowed free and private
data communication and has access to first world bandwidth will
have a unique and highly profitable business.
Table 2: Businesses engaged in electronic commerce currently make a fun-
damental choice to operate from the first-world or the third-world
with the following trade-offs.
First-World Third-World
Infrastructure High Quality / Low Cost Low Quality / High Cost
Regulation Random / High Enforcement Negotiable / Low Enforcement
Taxation High / High Enforcement Negotiable / Low Enforcement
It is very difficult, if not impossible, to run businesses which require
very high reliability, high-quality infrastructure without regulatory
hindrances. Businesses that require high quality e-commerce infras-
tructure face a significant burden in costs imposed by taxation and
regulatory compliance. This prevents many businesses from forming
in the first place, and limits the chances of success for those that do
start up.
HavenCo will answer the infrastructure vs. freedom question in a
fundamentally new way, applying novel technology, a unique physi-
cal location, and a world-class team. We will provide business with
better quality infrastructure than ever before, allowing eCommerce
operations the luxury of an environment free of unnecessary regula-
tion and taxation, and at a lower total costs than anywhere else.
HavenCo intends to target specifically:
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• transaction-oriented businesses, such as electronic gaming, fi-
nancial and securities systems, and critical business infrastruc-
ture such as Application Service Providers (ASPs);
• security-dependent businesses, such as certificate authorities,
records archiving, and security infrastructure businesses;
• network-centric information-processing businesses (e.g. music,
software, graphics, streaming video content, and network in-
frastructure such as outsourced mail, news, web servers)
These market segments fit very well with our potential product and
service offerings, and will bring high profitability and rapid growth.
Businesses in these markets face the greatest dilemma in selecting
between first-world and third-world infrastructure support. The mar-
ket is enormous, and growing rapidly, with no competitor provid-
ing products and services that simultaneously fulfill all of these cus-
tomer’s needs.
Critical requirements in our target market segments include secu-
rity (confidentiality, integrity, and availability), transactional perfor-
mance (primarily driven by latency to the end-user), and ease of use
(support existing operating systems and applications).
In order to meet these requirements we will employ several cutting
edge or novel technologies. These include:
• Ultra-high bandwidth IP communications directly into the Inter-
net backbone (STM-1 to STM-16 and higher), and gigabit-speed
internal networks, with superior routing and management
• Fully redundant power, cooling, network, and management sys-
tems, using 2N redundancy when possible
• Tamper-resistant computing hardware, designed to protect cus-
tomer transactions from all possible attackers, including HavenCo
and its staff
• Advanced cryptographic protocols to support access control, fi-
nancial transactions, and secure transaction backup
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• Open-source software modifications to allow customers to use
existing, reliable, well-understood software while exploiting the
features of tamper-resistant and cryptographically-secured servers
In order to maximize profitability, HavenCo is designing for maxi-
mum density, minimum maintenance requirements, believing that a
good design and quality equipment will more than pay for itself in
reduced labor and overhead and improved quality of service.
In addition to the technologies we will implement and develop to
support our core collocation business, HavenCo will be able to use ad-
vanced technologies in combination with our unique regulatory situ-
ation to offer value-added services never before seen. Such advanced
projects will likely include internet-based equities markets and cryp-
tographic token-based payment systems. HavenCo may develop this
technology, or partner with others who can already supply it. We will
be in an ideal position to market these additional services to our ex-
isting customers, and will be able to use them internally as well. It
is via such technology that an eventual Internet Public Offering of
HavenCo is expected to take place.
LOCATION
A unique asset to HavenCo is the location of its initial showcase
data center - the Principality of Sealand. Sealand is the world’s small-
est sovereign territory. It was founded over thirty years ago, and has
obtained a unique legal status as the only sovereign man-made island.
Its claim to sovereignty has been tested and supported in several le-
gal challenges. (See included report on the history and current legal
standing of the Principality of Sealand.)
HavenCo does not completely depend upon the continued legal sta-
tus of Sealand as a de-facto sovereign nation, but is in a position to
profit substantially from that status in conjunction with a first-world
location. Sealand is located less than 3 milliseconds (by light over
fiber) from London, home to leaders in both global finance and in-
ternational telecommunications. Other than San Jose, California, Lon-
don is perhaps the world’s premier Internet exchange point. Sealand
has no laws governing data traffic, and the terms of HavenCo’s agree-
ment with Sealand provide that none shall ever be enacted.
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In the event that some other nation should manage to successfully
exert its jurisdiction over Sealand, the location will continue to pro-
vide unique advantages. The legal fight surrounding a challenge o
Sealand’s sovereignty will provide for a great deal of publicity. If
forced to capitulate to a larger nation, it should be possible to leverage
Sealand’s history and publicity into special status for Sealand. Britain,
Sealand’s nearest neighbor, is the only real threat in this regard. It al-
ready has many territories with special status and exemptions from
many of its laws.
Even if Britain successfully obtained complete control, Sealand would
continue to remain a viable location for a secure co-location business.
Co-location is a very profitable business model, and we would en-
ter the rapidly expanding market amid a great deal of publicity and
attention. This publicity and attention should point to the profitabil-
ity of our business model, and help us in our plan to replicate the
zero-regulation eComerce environment elsewhere.
REPLICATION
The establishment of such the first zero-regulation e-commerce ju-
risdiction may provoke renewed challenges to Sealand’s status. HavenCo
therefore plans to replicate this situation as soon as possible at an
independent location. Regulatory concerns aside, engineering for re-
dundancy is good systems design policy, and many customers will
pay for redundant servers in widely separated physical locations.
Using the publicity and revenues obtained via our Sealand location,
we will approach those small governments that are only now just be-
ginning to receive major connectivity to the Internet. The possibility
of getting a share of the widely publicized e-commerce marketplace,
combined with our demonstration of a working model, should be
enough to convince such small governments to establish e-commerce
free zones in their countries. Once this begins to happen, our Sealand
location will become less unique, and therefore less prone to chal-
lenge.
TEAM
The HavenCo founders, initial investors, and management consist
of experts and visionaries from the network infrastructure, security,
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and e-commerce industries. Additionally, in spite of the tight global
market for technology labor, sufficient staff has already been identi-
fied for the first year’s operations. We are assisted in filling staffing
requirements by both the low manpower needs of the high-density,
low-maintenance philosophy, and the fact that our business model
holds unique ideological appeal for a fairly large segment of the tech-
nology aware community.
In addition to the core team, many vendors are actively partic-
ipating in a “build to order” and financing role, greatly assisting
HavenCo in its mission.
HavenCo’s founders and core team members include:
• Sean Hastings — Chief Executive Officer of HavenCo. Sean was
previously CEO of Isle Byte Inc, a Caribbean based consult-
ing company specializing in the development and implemen-
tation of hardware and software solutions for telephone and
Internet based businesses in offshore jurisdictions. Isle Byte’s
recent projects have included: the Phone-Book touch-tone tele-
phone and Internet sports betting system for offshore sports-
books; design of the HOB protocol for SAXAS, an account based
eCurrency system being developed by Secure Accounts Ltd, a
Caribbean based financial software company; and software de-
velopment work for Domain Marketplace, a domain registration
company for a pacific island Top Level Domain.
• Jo Hastings — Chief Marketing Officer of HavenCo. Previously
Jo worked as Program Manager for Isle Byte Inc specializing in
the set up and operations of Internet casinos from both the An-
guilla and California offices. Prior to Isle Byte, she was a Senior
Market Analyst for Urban Systems Inc in New Orleans where
she edited and wrote for the Gulf South Gaming News, con-
sulted for the Gaming Industry Research Institute of the South
and was published in Casino Executive magazine. Her specialty
was tribal casinos in the United States as well as emerging tech-
nologies for casinos, such as the Internet. She currently sits on
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the Board of Directors of the Crypto Rights Foundation based
in San Francisco.
• Ryan Lackey — Chief Technical Officer of HavenCo. Ryan Lackey
has worked to bring high security, pro-individual-freedom tech-
nologies to the marketplace, first while a student at MIT, and
then later in startups developing cryptographic electronic cash
solutions for a variety of markets. Ryan has presented at sev-
eral conferences and symposia in the security field, and is well
known within the security community. Avi Freedman - Chief
Network Architect of HavenCo, also currently VP of Network
Architecture for Akamai. Previously he was VP of Engineering
for AboveNet. He founded and continues to oversee operations
of Netaxs, the first ISP in Philadelphia, founded in 1992. Freed-
man is also a regular contributor to Boardwatch.
HavenCo’s team of advisors include:
• Sameer Parekh — Consultant. Sameer is the well-known founder
of C2Net Software, Inc. the leading provider of commercial Apache
products and solutions. As CEO of C2Net he pioneered the in-
ternational offshore cryptography development strategy later
adopted by RSA Security in order to deploy strong cryptog-
raphy worldwide in the face of United States restrictions on
the export of strong cryptography. C2Net currently has lead-
ing market share in the encrypting web server arena. Sameer is
currently a consultant at his own practice known as BPM Con-
sulting International, helping young seed stage startups develop
themselves.
• Joichi Ito — President of Neotony, a Japanese Internet startup
company incubator. Founder of Eccosys, Digital Garage, and
InfoSeek Japan. Technical advisor to the Inter-Pacific Bar Asso-
ciation working on a cyber arbitration project. Working with
UNCITRAL on rules for arbitration in cyberspace. Working on
a committee concerning Japan’s position with the WTO and the
resolution of transborder legal issues.
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OPERATIONS TO DATE
HavenCo has made substantial progress toward accomplishing its
plan. Since June 1999, HavenCo has done the following:
• Discovered the possibilities offered by Sealand and made con-
tact with the owners;
• Visited the Sealand site and inspected it for feasibility of use as
a data center;
• Secured a lease with option to purchase on the
• Sealand facility with highly favorable terms;
• Assembled a team of experts from the infrastructure and major
client industries to conduct operations;
• Attracted a feature article in the August 2000 issue of Wired
magazine, whose editor has said that our story is a good con-
tender for the cover;
• Developed a technical plan with vendor cooperation to imple-
ment a world-class data center at the Sealand facility while re-
quiring minimal capital;
• Identified and pursued key technologies that support high-quality,
highly secure infrastructure;
• Located several initial sales leads;
• Concluded agreement for our first pre-sale.
MILESTONES
June 1999: Discover Sealand opportunity and begin planning, ne-
gotiations, and team formation
November 1999: First site visit and inspection
February 2000: Complete lease/purchase agreements on Sealand;
begin accepting investment
March 2000: Conduct engineering tests, establish IP connectivity,
local network, initial servers, and begin limited presence on Sealand.
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Establish London Telehouse presence, routers, transit and peering,
and colocation space.
May 2000: Develop sales and marketing materials
June 2000: Pre-position at least 50 servers with at least 45mbps of
primary backbone connectivity with backup connectivity. Target is
100 servers with redundant 155mbps connectivity. Sell at least 10 ma-
chines to key customers prior to launch, under nondisclosure, to de-
bug sales and support.
July 2000: Public launch — publication in Wired, followed by ex-
tensive press coverage in general and specialist publications.
August 2000: Seek round two financing from a major network hard-
ware vendor if necessary.
September 2000: Identify possible sites for replication and begin to
negotiate with governments in those countries for favorable terms in
setting up e-commerce free-zones.
December 2000: Unit sales of at least 25 major customers.
April 2001: Sign agreement with replication site #1 and begin con-
struction of second data center. Begin taking pre-sales orders for re-
dundant machine location from current and new customers.
July 2001: Meet sales target for break-even (50 major customers)
December 2001: Internet direct public stock offering
PROJECTIONS AND FINANCIAL ANALYSIS
Given the rapidly-expanding market for transaction servers on the
Internet and the modular and infinitely extensible technical plan, HavenCo
projects depend critically upon market share. Consequently, we have
chosen to pursue the model where we rapidly build market share
by offering a superior product at dramatically lower prices than oth-
ers. However, compared to most “Internet Businesses,” we can retain
mid-range profitability while following this model, and to the extent
required, margins can be cut to meet sales targets, either by reducing
costs or (preferably) including additional value added products and
services with full-rate core products, while continuing to maintain
profitability.
Pro forma financial statements for the first three years of operations
are included. The following is a summary of key points:
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[REDACTED]
THE OFFERING
Capital is needed to complete initial build out of the Sealand facil-
ity and ready it for commercial sales. This funding will be used to
develop key technologies to make HavenCo’s products and services
even more attractive to target markets and to finance sales and mar-
keting efforts.
As a first round of investment, HavenCo, Ltd. Is seeking up to
[REDACTED] from angel investors within the infrastructure and client
industries via an issue of Series A Preferred Shares. HavenCo, Ltd.
will accept investment from individual investors in quantities of [REDACTED]
or greater at a price of $1.54 per share, placing the pre-money valu-
ation of the company at [REDACTED]. This pre-money valuation in-
cludes a pool of [REDACTED] shares of common stock reserved for
issue to future employees, consultants, and agents.
HavenCo may seek future rounds of financing in order to expand
operations, further develop key technologies, and aggressively mar-
ket its products and services. The extent of future rounds of financ-
ing is included in the pro forma financial statements, and is subject
to change based on actual revenue levels.
HavenCo eventually plans to offer its shares publicly over the In-
ternet, directly to investors, on its own stock exchange, allowing in-
vestors to profit financially, in a timely fashion. Additionally, due to
the superior tax situation afforded by Sealand incorporation, HavenCo
may pay dividends without penalty.
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J O I A N D T H E I N T E R N E T I N J A P A N
by Jeffrey Shapard
April 2018
This is a personal perspective about how my longtime inspiration,
colleague, and friend Joichi Ito influenced the development of the
Internet in Japan. It is written in the third-person to create the aura of
objectivity, but this is a subjective story. Most of the events and dates
and names are true, or close enough, or at least as much as the author
can recall in his advancing age and late hour writing.
How it Began: The Seed of Inspiration (1983 or so)
Back in 1983 or so, Joi was a high school student at the American
School in Japan (ASIJ) in western Tokyo and really liked computers.
He was in the computer club at his high school. He was active on
some early online systems in the US and he was a bit of a hacker, in
the exploratory rather than destructive sense. One day he hosted the
monthly meeting of the RINGO Club, a user group mostly older ex-
pat Americans who had Apple II personal computers, to show them
what they could do with an Apple II and an acoustic coupler that let
them connect via telephone lines to other computers far away.
Joi fired up his acoustic coupler, dialed a bunch of numbers into
his phone, jammed the handset into the coupler, and proceeded to
give a worldwide online tour. He started by logging into a couple
American online services, CompuServe and The Source, the big boys
of the 1980s, to read some forum comments and post a few of his own.
Then he logged into a university computer in the UK that hosted a
multi-user game he enjoyed. After that he connected out from that
university site to hop through a couple more and found a backdoor
into some government site, just to show that he could.
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All simple stuff for a young growing up with computers, but it
opened up a new world for the older RINGO Club members. One
of those RINGO Club members was David G Fisher, a retired US
Air Force pilot, longtime resident of Japan, and business and English
language educator at the International Education Center in Tokyo
and its English language school Nichibei Kaiwa Gakuin. Mr Fisher
also liked these new personal computers, and he was always looking
for ways to use them in education.
Joi’s presentation of online systems stunned him, both in how easy
he made it look as well as in the way it opened up the world. Imag-
ine participating in a conversation with people on the other side of
the world who were sleeping, but could read your comments and re-
spond later when they woke up. He immediately saw the potential
for educational applications.
Mr Fisher had a private student and friend named Toshiaki Tanaka
who was president of a shrimp wholesaler and seafood retailer called
Sakako Co. Ltd. Tanaka-san also liked personal computers, and was
interested in their use for communication and for education. He was
using them in his business to consolidate data and to connect his
shops, and had hired a very bright game programmer named Makoto
Ezure to help set things up. In those days, every Japanese personal
computer maker had their own flavor of mostly CP/M-86 operating
systems, competing kanji character codes, and very little software.
So, Japanese computer users would select their preferred maker and
then write their own software. Tanaka-san liked Fujitsu computers
and Ezure-san wrote the software for them.
Meanwhile, back at the school where Mr Fisher worked, there had
been a drop in attendance so reduced teaching hours were available.
The director of the school that specialized in training for business peo-
ple asked a younger teacher named Jeffrey Shapard if he was willing
to do research on educational technology for a couple terms rather
than teaching, and he accepted. The director instructed him to hang
out with Mr Fisher to get ideas. And so he did.
After a review of various educational software and applications
available, and much discussion inspired by what Joi had shown Mr
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Fisher, the teachers determined that test-taking and quiz applications
were far less interesting for language learning that using language to
communicate via computer. Mr Fisher then brought Jeffrey to meet
Tanaka-san and Ezure-san, and the plan for TWICS as an online sys-
tem was born.
The plan was presented to the administration of IEC/Nichibei, who
agreed to enter into a joint venture with Tanaka-san. Sakako would
provide the computers and Ezure-san. IEC/Nichibei would provide
Jeffrey and Mr Fisher. And any decisions about eventual commercial-
ization would be joint. The initial purpose was to build a platform for
distance learning via online communications.
And the inspiration for this, as Mr Fisher often stated, came from
very young Joi, who around that time was graduating from high
school and moving off to America to go to college.
Pre-Internet days: TWICS (1984-1993)
In the early 1980s, there were no online services in Japan. By law
nobody but the telecom monopoly was allowed to connect anything
to the telephone line. There were no modular jacks or handset varia-
tions not provided by the monopoly. The only legal way to connect
a computer to another via phone line was to use an analog acous-
tic coupler device, where you had to dial the number by hand, then
mash the handset down into phone pads to transmit the relatively
slow signal.
There was one personal computer-based bulletin board system (BBS)
called CortNet, run by an American named Pete Perkins who oper-
ated a computer shop in the Sanno Hotel, which was a US military
R&R facility in central Tokyo. So, legally, those phone lines were US
territory, and the US had just recently changed telecom laws to allow
individuals to connect devices to the telephone network. CortNet had
a modem device that answered the phone automatically, although to
get to them one had to dial the Sanno Hotel reception desk and then
request a transfer to the computer shop to get the modem to answer.
It was cumbersome, really rattled the reception desk staff, but was
totally amazing to first time online users.
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Tanaka-san told Ezure-san not the break the law, so in addition to
building the BBS-inspired software application for the Fujitsu per-
sonal computer platform, Ezure-san also had to fabricate a Rube
Goldberg device involving acoustic couplers and a controller attached
to wiring in the phone (not to the line) to answer and hang up calls.
The first TWICS online system launched in 1984, hosted by 2 net-
worked Fujitsu personal computers and 2 acoustic couplers for two
simultaneous online users. It was then either the first or second BBS
in Japan other than CortNet, and depending on claims about who
went live earlier in one 24-hour period. The other BBS was set up by
a local expat PC user club using computers, software, and modems
imported from the US, the latter illegal by Japanese law, and for the
purpose of talking tech and swapping bootleg software.
TWICS was named by Tanaka-san, who was bearing most of the
costs. He wanted it to mean “Two Way Information and Communica-
tion System”, although when his accountant registered the name and
rendered it into a Japanese pronunciation, it got really mangled. And
Tanaka-san operated with the brand Honeymoon for his shrimp, and
bees make honey, and honey makes people happy, so he wanted our
logo and motif to involve bees. Hence, the official full name TWICS
BeeLine. It all made sense at the time.
And then Joi came home from school for the summer and joined
TWICS. Jeffrey had been in email communication with him via The
Source and they had been exploring how to set things up for TWICS
to be a more relevant platform than a BBS, with communications
more meaningful than shallow chatter, and with a way for groups,
classes, teams, communities to evolve online. There seemed to be no
terms that captured what they were doing: pasocom tsuushin (PC
communications), going online, computer conferencing, electronic net-
working. The few people doing it in those days understood it, but it
was very difficult to explain to others, and therefore a challenge to
promote and grow.
Joi became an advisor and member of the TWICS team. He had ex-
perience on various other systems, and helped get conversations and
momentum going on that first system that got beyond the shallow
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chatter of most of the BBS world of that era. And he helped the team
understand that it is not necessarily about the technical platform, but
more about how it is applied. It is all about the application and the
people, not the technology.
Then Joi went back to America for school for a while. In 1985
TWICS outgrew 2 phone lines and, in a crash development marathon,
built and launched a new software platform on Unix-based host com-
puter, with new applications for email and the forums, and fancy
new higher speed modems connected directly to the phone lines. The
laws had started to change and TWICS expanded to 4 lines. However,
the host computer proved inadequate for the task and the team was
distracted by having to build and support all the software, which dis-
tracted from the focus on communications, groups, classes, and the
emerging virtual community.
Then Joi came back to Japan again, this time to stay longer. He
advised the TWICS team to get out of the software writing business,
obtain some decent software for a reliable platform, and focus on the
application and service, not the technology. And so they did.
After a survey of what was available, they selected PARTICIPATE,
the software application for computer conferencing used on the big
American online service called The Source, and a DEC MicroVAX
II running the VMS operating system to support it. This time the
software drove the hardware decision. In addition to the 6 phone
lines, the TWICS system was connected to a couple X.25 networks
as alternative to long-distance dialing for users beyond Tokyo, and
beyond Japan. TWICS went global.
By then Jeffrey had become the system administrator. He chal-
lenged Joi to hack into the system. He tried, and would eventually
have succeeded, so Jeffrey gave him full root administrator privileges
because he would have figured out how to get them anyway.
Joi became an active member of the TWICS online community
and inspired others. Joi started a monthly meeting for people inter-
ested in telecommunications with personal computers called T-Net,
where he often presented telecom tricks and techniques, or gave tours
and demonstrated things on other systems, and generally shared his
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knowledge. Many TWICS members came to T-Net and what became
the traditional lunch and Saturday afternoon party at an Indonesian
restaurant down the street. Some of those participants in the T-Net
meetings went on to start other online services or spread the use of
the technology into the businesses and organizations.
This combination of a virtual community with regular opportu-
nities to actually meet other members face to face became a criti-
cal feature of the community, and more important as Joi invited in
other folks he know from his global networking travels to become
guest members of TWICS. Eventually there were members coming in
from 25+ countries before the Internet made it all so much easier and
cheaper, and it was common to have international visitors drop by for
the monthly meetings. This created a unique educational opportunity
for the Japanese members, and created context for real experience us-
ing English in real communications with real people.
But the Internet was coming. In 1990 or so, Jun Murai, the founder
of the Japanese academic network JUNet, gave a presentation to the
International Computer Association and said that their academic net-
work was open to commercial entities, if interested. Jeffrey pounced
and asked Murai-san to let TWICS connect to JUNet. Within a couple
weeks, TWICS had an Internet domain name (twics.co.jp) and a di-
alup uucp connection to a JUNet host computer for distributed email
and news groups.
But international telecom rules in Japan made it difficult for Inter-
net connectivity beyond Japan for anything but academic purposes.
Meanwhile across the Pacific in the US, the Internet had escaped
academia and begun commercial development.
Intro of the Internet: IIKK (1993)
Jeffrey left Japan in 1992 and returned to the US for business school.
He was contracted by a US software firm called Intercon during the
summer of 1993 to go back to Japan and help their Japanese joint ven-
ture partner set up an Internet access business. They had one com-
mercial customer already waiting for them.
After several weeks trying to gain access to the old karaoke bar
that was to be used for the office of the new Internet venture, in the
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final week Jeffrey and his small start-up team of his wife Masaji and
classmate Bill Hodgson got the new company incorporated, got li-
cense approval from the Ministry of Posts & Telecoms, and recruited
a local manager and staff. The company was registered as Intercon In-
ternational KK, with internet domain “iikk.co.jp". The company had
also managed to register the domain “inter.net”. For various reasons,
nobody else had.
However, before the network service could be set up and made
operational, an ownership dispute between Intercon and their local
joint venture partner got the start-up team kicked out of their karaoke
bar office.
Jeffrey went to Joi for ideas, and Joi found IIKK a room for an office
and a spare bathroom in a condo next to where he had his office.
A dedicated international circuit for Internet access service was
pulled into the spare bathroom, and a router and server were in-
stalled in a small rack in the shower stall for the access point. The first
commercial Internet access point in Japan was in a shower stall! An
ethernet cable was strung out the window and over into Joi’s window
for his Internet access, and his office became the first non-academic
site in Japan connected to the international Internet when the service
went live.
The first commercial customer of IIKK was TWICS, whose local
community was one of the first in Japan connected directly to the
Internet, and whose service rapidly expanded as one of the first dial-
up Internet access providers.
Jeffrey left Tokyo and returned to the US and Joi continued to sup-
port the fledging Internet access business.
At the end of 1993, Intercon decided to sell IIKK to PSINet, one
of the pioneers in the commercial Internet business in the US. Jeffrey
returned to Japan with Bill Schrader, the president of PSINet, for due
diligence before the final decision and Joi was the first person he met
in Japan the night he arrived. PSINet acquired IIKK, fired the local
manager, and put in place a new team that would become PSINet
Japan.
Building the Internet: PSINet Japan (1994-2000)
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Joi continued to provide moral and opportunity support to the lo-
cal technical employees Vince Gebes and Eric Bowles and a series of
American managers. The business grew slowly due to marketing and
sales constraints, but Vince began to emerge as team leader. However,
he was an engineer and not yet ready to build a business.
In the meantime, PSINet went public in the US in 1995 and began to
expand their network infrastructure and business operations rapidly
across the US and Canada, and made a new acquisition in the UK. In
1996 they turned their attention back to PSINet Japan.
The PSINet executive team wanted a seasoned “industry profes-
sional” to build the company, even though the Internet was yet a
nascent industry with a business model that would basically disrupt
all the established industries it touched. They thought they wanted
an old school manager but they needed an agent of change.
So, despite the objections of some other executives, PSINet CEO
Bill Schrader called Joi and asked him to lead PSINet Japan as Presi-
dent. He knew that Joi had another business, various other projects in
motion, maybe a board or official committee seat or two and various
other time conflicts, and was not much of an operational manager.
But he was a player not afraid to be bold, he quickly understood the
ambition in the PSINet ambition, and he saw how everything was
connected.
Joi was interested in everything, he knew everybody, he was enthu-
siastic, and he agreed to help PSINet get to the next level in Japan.
And this time he actually got paid for his support.
Joi moved the company from their crowded condo space to a nice
office in Akasaka, got the team all excited about fast growth, and
hired a party space for a big coming out party. He invited the shak-
ers and movers in the technology, media and emerging Internet busi-
nesses, then followed through with a public relations blitz and media
interviews. He rebuilt critical relationships that had been neglected,
initiated new ones needed to move forward, and promoted the Inter-
net everywhere.
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Basically, Joi put PSINet on the map in Japan. Then he handed off
ongoing marketing and business growth to Vince and their growing
team, and departed for other ventures.
PSINet Japan continued on the trajectory set by Joi, with bold mar-
keting, impact beyond their size, and a willingness to try new things.
Vince became the next president, and within a few years as PSINet
raised even more money, they acquired three more Internet compa-
nies in Japan, including TWICS where it all began, and became the
headquarters for PSINet in the Asia Pacific region where numerous
other Internet service providers were acquired in other countries. It
was a time of great expansion.
Alas, one day investors woke up caring more about profitability
than expansion in the now booming but overheated Internet industry,
and by 2000 PSINet had crashed and burned and was sold off in
pieces. PSINet Japan operations were acquired and integrated into
another telecoms company in Japan.
Vince and Eric and other colleagues from PSINet Japan, including
Tim Burress from TWICS, went on to found a successful Internet se-
curity services business.
From a Seed to the Internet
Had Joi not shared his early online experience as a teenager with a
bunch of early Apple II hobbyists in Tokyo in 1983 or so, there would
have been no TWICS and IIKK and early PSINet Japan. The Internet
would still have emerged in Japan without pioneering Joi and his
American friends, but more slowly and perhaps in a more insular
and regulated manner.
Joi did not specifically build the day-to-day operations of TWICS
or even PSINet Japan, but was somehow always there at key times to
influence development or give things a nudge in some new direction,
whether as a community member, a friend and free consultant, an
advisor to the board, or as company president. Or maybe those times
became key because he was there.
Joi influenced the Internet in Japan by connecting people and ideas
early and significantly, by asking creative questions, and by constantly
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promoting a vision of the potential of trying new things and new
ways.
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Nia Tero Strategy Preamble 
 
When Homo sapiens dispersed across the Earth, a broad diversity of societies 
emerged, each uniquely interwoven with specific geographies – forests and fens, 
grasslands and great rivers, high alpine reaches and island-studded oceans. Our 
homes, values, livelihoods and imaginations were inseparable from nature. Recently, 
the threads that bind people to place have broken, threatening both the ecological 
fabric of our planet and connection to our shared histories and collective identity. In 
many ways, we have forgotten who we are.  
  
Yet some of these threads remain strong. Indigenous peoples, still rooted in their 
territorial birthplaces, comprise less than 5 percent of the human population but retain 
95 percent of humankind’s linguistic and cultural diversity. By no coincidence, these 
societies also uphold many of the planet's healthiest ecosystems, rich in biodiversity 
and systems essential to global food, climate and freshwater security. The fate of these 
places, and increasingly the fate of us all, depends on indigenous peoples sustaining 
and defending thriving territories.  
 
At best, the global community has only marginally supported efforts of indigenous 
peoples to protect the ecological integrity of their homelands. With the stroke of a pen, 
a faraway power can threaten forests, waters and living creatures, along with 
sophisticated systems of customary law, knowledge and land tenure. Without the 
resources to defend against external pressures, indigenous guardians of the world’s 
most vital ecosystems are losing both place and identity. But there is another way: if 
indigenous peoples have the recognition and resources to protect their territorial lands 
and seas, we all gain. Nia Tero exists to make this happen. 
 
Nia Tero partners with indigenous peoples to secure lasting guardianship of large-scale 
ecosystems. Through just and transparent agreement around mutual obligations and 
responsibility, we seek to ensure that indigenous peoples have resources available to 
defend and govern territory, manage and protect natural resources, and pursue 
livelihoods within healthy ecosystems. This is essential both to indigenous peoples, 
whose cultures, languages and security are under siege, and also to the rest of 
humanity, whose lives – though physically far removed – rely inextricably on the 
integrity of these natural systems and the wellspring of leadership that indigenous 
peoples provide.   
 
Initially our work will focus on beginning long-term regional engagements across two 
contrasting geographies – the Pacific Islands and the Guiana Shield.  Island peoples of 
the South Pacific speak one-quarter of the world’s languages across territories 
covering 10% of the earth’s surface, containing some of its richest fisheries and vibrant 
coral reefs.  Indigenous Peoples’ across the Guiana Shield sustain remarkable cultural 
narratives and the most extensive tropical forests remaining on the planet.  
Additionally, to train and demonstrate our approach, we are exploring work in other 
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settings, including collaborations to safeguard remote territories of uncontacted 
indigenous peoples in voluntary isolation straddling the Peruvian and Brazilian Amazon 
as well as parts of Colombia.  Far to the north, in the boreal forests of Canada, we are 
investigating opportunities to support and work with First Nations, who, like many 
indigenous peoples, view identity and vast territory – home, family, livelihood, 
landscape, language and wildlife – as intricately interwoven. 
 
Simultaneously, we are developing parallel pathways to recognize indigenous peoples 
cultural identity and guardianship more broadly.  Nia Tero invites our partners to share 
knowledge and stories, shaped over generations, that can inspire the world to invest in 
indigenous guardianship to guide solutions for protecting ecosystems essential to the 
well-being of all people. By amplifying the stories of indigenous peoples and sharing 
wisdom stemming from interconnection between culture and place, we aim to honor 
indigenous knowledge of this earth – we look to indigenous storytellers to help 
positively transform our collective world view. 
 
Nia Tero also seeks a world where leading-edge technology, policy and financial 
innovation is not simply delivered to indigenous peoples, but is inspired by their 
leadership, vision and movements.  To this end, we will collaborate with educators and 
technologists to strengthen and expand platforms for curating, sharing and providing 
quick and deep dives into the many knowledge arenas that can reciprocally benefit 
from, inform and inspire indigenous peoples’ efforts to secure culture and territory. 
Policy, financing, enterprise design and development, as well as scientific monitoring 
and infrastructure breakthroughs, are examples of knowledge systems that can 
reciprocally gain from enhanced indigenous peoples access. 
 
Finally, we will seek partners who share Nia Tero’s commitment to indigenous 
guardianship of our shared earth, and will develop fellowships, grants and other 
mechanisms to support both partners and communities.  We will not strictly limit our 
grants to indigenous peoples, and will identify like-minded individual, organizational, 
government and business partners whose involvement and expertise can further the 
societal transformations that we seek. 
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Readouts and reports from individual workshops:
Workshop 1: October 7th 2016.
A group of Life sciences professionals held a one-day meeting
with the MIT Media Lab to discuss the potential to develop a new
paradigm for drug development. The meeting examined a new drug
development approach, which is prompted by a changing healthcare
environment resulting from the adoption of new technologies.
It was proposed, that the following factors need to be considered:
• Pharmaceutical Industry, Providers and Payers would have to
develop a robust, consistent and dynamic data sharing environ-
ment
• Clarity would be needed on who owns data and how broad
access is achieved to accelerate research
• New incentive models would need to be developed across mul-
tiple stakeholders in the clinical trial ecosystem to ensure strong
participation and data sharing
• A new paradigm on potential liability will need to be intro-
duced requiring new models of indemnification (e.g. joint lia-
bilities)
• Regulators would have to be open to the new model and build
the associated needed capabilities and resources
Overall the group, felt that the development of a new model was
worth further exploration and that other interested parties should be
engaged. It should be noted that if the new model were successful,
it would have potential benefits for the patient and key stakeholders.
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The team should also assess what other efforts are being pursued on
this topic by other entities e.g. NewDigs, EMEA, Transcelerate etc.
Full report from the workshop: Workshop 1 full report
Workshop 2: March 17th 2017
A group of Life sciences professionals from member companies
held a 1-day meeting with MIT Media Lab to discuss approaches
to apply and develop new Machine Learning (ML) and Deep Neu-
ral Networks (DNNs) for classification of clinical and pharmaceuti-
cal research data. Pratik Shah from the Media Lab presented a two-
hour overview of the current state of Artificial Intelligence (AI) in
computer science and related fields, followed by five case studies of
emergent AI for classification of clinical and biological data. Fran-
cis Kendall from Roche and representatives from Biogen, Microsoft,
Medimmune and VSP then shared individual case studies, challenges
and machine learning approaches being used in their respective com-
panies.Three potential areas for engagement with the Media Lab and
other member companies were discussed: 1) New algorithms for au-
tomated structuring of raw biological data for input into ML and
DNN classifiers by bioinformatics and data science professionals; 2)
Develop new models and emerging DNN architectures for classifi-
cation of multimodal clinical and biological datasets 3) How do we
build a horizontal pharma/bio data platform that all media lab mem-
ber companies can contribute to and get value from? There is sus-
tainable interest from the Media Lab pharma companies to continue
similar workshops to discuss the intersection between AI and drug
discovery, but for logistical reasons these will be combined with the
regulatory drug discovery workshops.
Key recommendations and agreed actions
1. a. Publish key challenges of the new approach to start a dia-
logue for the wider community to solve
b. Data – Explore the feasibility of an Open Data Model
c. Develop collaboration experimentation e.g. Sharing data.
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d. Predictability - How Might We apply AI/Machine Learning
to enhance the process?
2. Additional examples of published successful DNN/ML approaches
to be shared with team
3. Pharmaceutical company representatives will explore opportu-
nities to identify and agree on a data collaboration study
4. Explore and link to ongoing conversations and initiatives on the
new paradigm for clinical development theme.
Full report from the workshop: Workshop 2 full report
Workshop 4: October 10th 2017
The morning was a forum with presentations various topics related
to engendering a new digital paradigm for the future of health and
drug development. Speakers from pharma, health, technology Me-
dia Lab Member companies and the FDA participated. The afternoon
will include a workshop facilitated by The Boston Consulting Group
where speakers and guests can brainstorm. Followed by an executive
meeting of key leaders and speakers from various organizations to
chart out next steps: Objectives included:
• Developing a sustainable model to bridge the gap between AI
and data science experts and the life sciences community
• Addressing current, near-term AI, machine learning, and neural
network capabilities as they pertain to drug development
• Identifying new AI inventions and data structures that can solve
key drug development challenges
• Identifying collaborations around use cases for existing AI to
solve high-impact drug development challenges
• Discussing roadblocks limiting the full potential of AI in drug
development
Final workshop agenda: Workshop 3 agenda
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Key action items from this workshop (listed below) are been prepared in
the form of a Perspective article to be submitted to Nature Reviews Drug
Discovery
Key outcomes and next steps:
1. The first priority is data aggregation an availability
• e.g. Common hurdle: Significantly limited amount of high-
quality, sufficiently large datasets (especially for AI train-
ing)
• Potential approaches: Members can start by contributing
legacy "abandoned project" or pre-competitive, masked datasets;
unstructured and structured data should be collected and
pre-processed; new data capture standards (format, access
etc.) should be defined
2. AI can be used for aggregation AND (retrospective and prospec-
tive) analytics
• AI is not just for analysis, but also for data pre-processing/aggregation
• Confidentiality or competition-sensitive concerns can be
addressed using a decentralized aggregation and analysis
approach
• Incentivisation between the AI and Pharma community
needs to find common ground to accelerate collaboration
• Analytics should include retrospective analysis and efforts
to capture new, novel and better suited data to enable prospec-
tive analysis
• A focus is needed on pervasive, foundational enablers in
order to truly enable use of AI
• We should shift our conversations to include AI when we
talk about Digital Health and RWD – it’s all about data
and solution ecosystems e.g. Pervasive integration of Digi-
tal Health tools along the care journey ("at scale"), i.e. point
of care to real world setting
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• Pharma and Payer members to identify Digital Health in-
tegration points along the care journey in which to embed
Digital Health tools for the purpose of, but not limited,
enhanced data collection to enable extensive feature rich
datasets for AI-based analytics
• Standardized analytical approaches are uncommon and trans-
parency on approaches is limited
• Multi-stakeholder alignment, awareness, education activi-
ties and ethics discussions are required to realize the adop-
tion, integration and ideal leverage of AI in Clinical Devel-
opment and healthcare in general
• Conservatism and the need for education and alignment
for regulators, payers, clinicians, and patients (vs. “black
box” problem, acceptance of non-traditional measures)
• Roles of ethics associated with AI in healthcare, especially
in Pharma setting, needs to be more clearly explored and
defined
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