The kernel matching pursuit (KMP) algorithm is re-formulated in the framework of the theory of optimal experiments, using a weighted sum of squared errors as the loss function, and it is extended to the case of M-ary target classification and kernel optimization. The M-ary KMP classifier is applied to multiaspect classification of moving targets based on high-range resolution (HRR) radar signatures, for which the target-sensor orientations are assumed approximately known. A multi-aspect processing method is presented based on the use of the estimates of target-sensor orientation angles. The KMP classification results for ten MSTAR targets are presented, with a comparison to corresponding results using the relevance vector machine (RVM).
INTRODUCTION
Matching pursuits (MP) is a well-known technique for representing a signal as a linear expansion of basis functions that are selected from a potentially redundant dictionary [1] . Based on MP, the kernel matching pursuits (KMP) algorithm was introduced in [2] , wherein MP was applied to kernel basis functions and extended to use the non-squared-error loss function. KMP with a squared-error loss function is closely related to the orthogonal least square (OLS) algorithm [3] [4] . In this paper we re-formulate KMP in the framework of the theory of optimal experiments [5] using a weighted sum of squared errors as the loss function, and extend it to the case of M-ary target classification and kernel optimization. The M-ary KMP classifier is applied to multi-aspect classification of moving targets using high-range resolution (HRR) radar signatures, for which the target-sensor orientations are assumed approximately known, based on, for example, the target's Doppler signatures. A multi-aspect processing method is presented based on the use of the estimates of target-sensor orientation angles. The KMP classification results for ten MSTAR targets are presented, with a comparison to the corresponding results using the relevance vector machine (RVM) [6] .
AN M-ARY KMP CLASSIFIER

The KMP
Estimation of the weights
The KMP implements a set of functions of the form 
are the weights that combine the basis functions in the summation, and the subscript n is used to denote the number of basis functions being used. Assume we are given a training set
of size N, where x i is the i-th input and y i its expected output, the weighted sum of squared errors between the expected output and the KMP output given in (1) is [5] 
where β i is a weight accounting for the importance of the i-th 
where i n,
Denote by E(.) and var(.) the expectation and variance, respectively. It can be shown that when E( (5) is the best linear unbiased estimate (BLUE) of n w , given φ φ φ φ n (x i ) [5] . Following the convention in [5] , we refer to M n as the Fisher information matrix, assuming that we consider only linear estimates of w n , and φ φ φ φ n (x i ) for i=1,2,…,N are given.
Sequential Selection of Basis Functions
An nth order KMP employs n basis functions. According to the definition in (1), the (n+1)-th order KMP is inductively written as ) ( ) (
where (10) minimizes (9), where the Fisher information matrix
It can be shown [7] that 1 + n w is related to n w as
and 1
+ n e is related to n e as ) , (
δ (13) where in (12) and (13),
and
It can be shown that 1 − b is a diagonal element of 1 1 [7] . With sufficient independent training data, we can always make to be selected from the training data, we then can conduct a "greedy" search in the training set but with the previously selected data excluded to avoid repetition, and select the datum that maximizes (14). Formally, we have )
c is determined, we update the weights using (12) and the Fisher information matrix using (11) and (8). is treated as a free parameter and no longer confined to the training set. Another possibility is optimization over kernels of different functional forms, which offers greater diversity of the basis functions available to the KMP.
Kernel Optimization
An M-ary KMP Classifier
For the M-class classification problem, one builds M models defined in (1) . Suppose the training samples are
where i x is an observed datum and } ,...,
is its target label. One re-labels the training data for each of the M models in the following way. Let the labels for the m-th model be denoted as
The learning is based on simultaneous minimization of the weighted sum of squared errors for the M models. Thus the cost function for the M-ary KMP classifier is
Note in (18) that the M models have their own weights but share the same basis functions. As in the case of the KMP, we first solve for the weights assuming the basis functions (including kernel parameters) are fixed. This is done by taking derivative of 
and b is the same as in (15). The learning of KMP classifiers proceeds in a similar generative way as described Sec. 2.1. At the n-th iteration, we first select
from the training data set (with the previously selected data excluded) that maximizes (22), to locate the new basis function, and then use (20) to update the weights. We can similarly optimize the kernels in the KMP Mary classifier, using (22) as the objective function to optimize kernel parameters or select different kernel functional forms.
MULTI-ASPECT HRR TARGET CLASSIFICATION WITH THE M-ARY KMP CLASSIFIERS
We now consider high-range-resolution (HRR) radar classification of moving targets, for which the target's orientation relative to the sensor may be known approximately from the Doppler signatures. Two basic properties are known for the HRR waveforms [8] . First, they are not aligned temporally to one another, making inner product an inappropriate similarity measure. Secondly, the waveforms vary significantly, implying that the HRR waveforms are a strong function of the viewing angle. We assume a fixed depression angle and therefore variation is in the azimuthal angle φ only. To simplify the formulae, the 2π-modulus property of φ is ignored in the following, with the results readily modified to account for this.
To deal with the angular dependence of HRR waveforms on φ, the concept of target "states" was introduced in [9] , where a state was defined as a contiguous range of angles for which the scattering physics is approximately stationary. Assume that a target is characterized by L states. The i-th state is specified by
, which is the probability that the waveform x is in state s i given the exact azimuth φ of x, where Pr is an abbreviation of probability. We assume q i (φ) is Gaussian with mean µ i and variance
In reality, the exact azimuth φ cannot be known, and only an estimate φˆof φ can be obtained. Assume the error
is governed by a zeromean Gaussian p e (φ) with variance σ (4) and (18) and therefore the overlap between states can be handled using importance weighting. While this may yield more accurate classification, it is more time consuming as it takes more training examples for each state. We did not implement it in our present results due to the computational cost.
. Using the definitions of q i (φ) and p e (φ) and their Gaussianity assumptions, we have
The RVM introduces a link function, which is used in both the training and testing phase. In the testing phase the RVM computes the probability of associating x with state s i of target
For the RVM design, the expression in (26) is used to represent ) Pr( x .
An advantage of the RVM and the KMP is that they are applicable to arbitrary kernels or basis functions. We exploit this property in this HRR classification problem. Let ) (
the maximum correlation between HRR waveforms x i and x j , with the maximization performed across all possible temporal shifts between these waveforms. We define the kernel
which is of the form of the radial basis function [3] except that the maximum correlation between x i and x j is used in place of the inner product. Note if the HRR waveforms are normalized in advance such that
, computational benefits are gained. The .) , (. K in (27) does not appear to be a Mercer kernel, making it unsuitable for the support vector machine (SVM).
RESULTS
The multi-aspect processing approach in Sec. 3 has been developed for moving targets, for which the approximate azimuth estimates are available from the Doppler information. The assumption of available estimates for the target pose is most appropriate for sensing airborne targets, for which Doppler information is readily available. For presentation purposes, we present example results using the publicly available MSTAR data set [10] . The MSTAR data was originally in the form of synthetic-aperture radar (SAR) imagery, and it has recently been converted to HRR time-domain waveforms, as a function of azimuth angles [10] . In this data set, the training and testing data are distinct.
In We train an M-ary classifier for each of the 120 target states, based on the re-labeling in (17), and respectively using the RVM an KMP. The γ in (27) is initially chosen as 0.7. For the KMP γ is optimized on each iteration when learning, in the sense discussed in Sec. 2.1.3, while it is kept constant for the RVM. Recall that the RVM requires inversion of matrices of the size of the training set, and therefore the computation is often intensive. In the present example, the RVM required a total training time of 3.5 hours on a Pentium IV PC with 1.5 GHz clock speed. By comparison, the KMP training avoids large matrix inversions, and therefore a total training time of only 30 minutes is required on the same computer used for the RVM.
In Tables 1 and 2 we present the confusion matrices for the ten MSTAR targets, using the algorithms presented above. In Table 1 Table 2 , for which 22% of the training data were used as bases. We observe that the two approaches yield comparable and encouraging performances, with an average classification rate of 96.6% for the RVM and 97.6% for the KMP.
CONCLUSIONS
KMP has been re-formulated in the framework of the theory of optimal experiments [5] and extended to M-ary classification and kernel optimization, using a weighted sum of squared errors as the loss function. The M-ary KMP classifier has been used as a key component in a multi-aspect classification scheme, to handle the data of M targets in a same state. The results on ten MSTAR targets show that at a comparable classification rate, the KMP achieves greater sparsity and shorter training time than the RVM.
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