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Abstract 
Delay tolerant networks (DTNs) are often susceptible to the problem of high delay. Quite often, the major 
reason behind the high delay in the network is lack of complete path from source to destination. One of the 
greatest challenges faced by DTN is to enable end to end communication in heterogeneous environment that 
possesses severe performance impairments. The DTN routing problem, amounts’ to a constrained optimization 
problem where edges may be unavailable for extended periods of time and storage constraints exists at each 
node. The proposed protocol aims at minimizing the energy required for communication by reducing several 
overheads. It determines the delivery probability through each of its neighbours and delivers copies of message 
accordingly. The proposed protocol directionalizes the delivery of packets according to the location 
information of the destination. This study will focus on directional dissemination of messages which results in 
forwarding small number of messages. 
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1. Introduction 
       Wired and wireless devices are able to communicate directly with each other when they fall within each 
other transmission range.  Delay Tolerant Network (DTN) is basically dealing with frequent disconnection and 
disruption in connectivity among nodes in the network. This causes high delay in transmitting data to the 
destination. DTN addresses the issues of disconnection arises in the heterogeneous networks. This issue 
underpins the popularity of the DTN among the research community. To maintain the high reliability of 
network in the presence of frequent topology changes attract researchers to explore the area.  
        DTN have so many applications like Wildlife Monitoring, Village Networks, Military Applications, and 
disaster response networks etc. [1]-[3], which provides an extensive scope of research. The requirement of 
resource depends on types of application area. For example, in disaster response networks where 
resources/infrastructures are disrupted or destroyed. It becomes challenging to establish communication in such 
scenario. In this network battery power plays vital role in increasing the life time of the network. Hence, battery 
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power needs to be used efficiently and for that an energy efficient routing protocol should be designed for 
communication. Therefore, energy efficient routing schemes where system performance is not reduced are still 
an open issue in DTN. 
     As discuss in previous there is no end–to-end connectivity in DTN. Factors such as link failures, discharged 
batteries may be the reason of frequent disconnection in DTN. Message routing and node mobility have a great 
impact on energy consumption. The proposed work is to incorporate location information with may further 
reduce the requirement of energy consumption in communication. This study focuses on directional 
dissemination of messages with delivery probability of each of its neighbours which may result in forwarding 
small number of copies of a message. 
     Some experimental results show that power consumption is very less in sleep and power off states and in 
idle state consumption is almost as high as in receive state. Some research work that deals with power 
consumption only considers the energy consumed in data transmission and tried to reduce the number of 
packets in the network. Obviously it degrades the system performance. According to S. Yang et al.[4], although 
the transmission consumes more energy as compared to receiving and idle listening, idle listening mode also 
consumes lot of energy as aforementioned. Mobile nodes spend most of its time in an idle listening mode 
searching for potential neighbours in DTN. Therefore, energy used in other states than data transmission cannot 
be ignored. On the contrary, in DTN, most of the energy is consumed just for contact discovery [5]. Therefore, 
in order to use energy efficiently one may have to limit not only to transmission, but also number of nodes that 
are active each time.  There are two ways to reduce energy consumption in DTN [5], one is known as reduce 
forwarding and other is reduce beaconing. Beaconing is a periodic signalling for the node discovery for 
message reception.  
      The rest of the paper is organized as follows. Section 2 gives a brief explanation about related work and 
ongoing research in the area of DTN routing. Section 3 elaborates the proposed network model and the 
proposed algorithm is discussed in Section 4. Further, the simulation setup and results are discussed in Section 
5. Finally, Section 6 concludes the work and gives future directions. 
2. Related Work 
        There has been a considerable amount of work in the area of DTN routing addressed 
in[1],[2],[6],[7],[8],[9],[10][11], and [12]. There exist many routing algorithms for DTN, but only some of 
them consider energy constraint. Some researches proposed framework for DTN based on its characteristics. S. 
Jain et al. [3]proposed number of algorithms depending on the amount of knowledge about the traffic demand 
and topology characteristics there are four knowledge oracles, based on given oracle availability. They 
designed zero knowledge, partial knowledge, and complete knowledge algorithms. If complete knowledge is 
available, the mobile node schedules the discovery of contact and  save energy to the maximum extent[6]. 
Another type of protocols based on social feature. Social feature based routing algorithm [13]-[17] are based on 
positive and negative features such as community, centrality, similarity, friendship and selfishness. These 
properties are used to build a social graph which is the most popular way to study social relationships. It is a 
global mapping of nodes and their relationship. An edge in contact graph represents the past encounter between 
the nodes. 
       S. Merugu  et al. [12] proposed Space and Time routing protocol. This protocol minimizes end-to-end 
delivery delay. A. Vahdat  et al.[18]designed epidemic routing protocol, which uses the flooding method when 
two nodes come into the range of each other. Spray and Wait [19] approach which is a combination of 
epidemic and direct algorithms. Instead of blindly forwarding message to all or some nodes, the forwarding 
decision according to history based routing is made on predictable fashion. One example of this type of 
approach is proposed by Anders L. et al. [20] called probabilistic-routing protocol (PROPHET). C. Becker et 
al.[21]proposed World Model Based Routing (WMBR) approach. WMBR uses world models for better 
selection of relaying nodes and to find destination location without the use of flooding. World model has 
location information about the user profiles, building charts road map’s etc. The mobility of data mules is 
controlled in some in an important category of DTN routing schemes to deliver messages among other nodes. 
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Message ferrying [22]is an example of such protocols M.Y.S. Uddin et al. [6] proposed ICR. This protocol 
takes advantage of recurrent mobility and contact patterns which are naturally present in the network. In ICR, 
the major objective is to identify more reliable routes and control replication, and to forward the messages 
depending on the estimation of route delay and delivery probability.  
3. Network Model 
      Each node maintains a set of neighbours which it encounters. We use intercontact graph instead of 
encounter graph. In intercontact graph, vertex represents an encounter between two nodes and an edge 
represents a delay between two encounters. Each edge, ab→ac maintained by two values (ࢾ(ab →ac),( σ2 
→ac)), where ࢾ(ab →ac) is the average delay elapsed on node a between meeting nodes b and c,and ),( σ2 
→ac) is the corresponding delay variance. Path in intercontact graph is represented as contact │→ node for 
example (ab │→d) is a path from node ab to d. Suppose d is the destination node. Path delay represents as  δ 
(ab│→ d) and path variance as σ2(ab │→d).These are  sum of edge delays and variances respectively[6]. 
4. Routing Algorithm 
    The entry for destination d at vertex ab consists of the path delay and variance. This entry is different from 
typical (eg. wired network) network entry, where we have only one value per destination. In the proposed 
algorithm, both values are considered as a parameter summary of the delay distribution. The delay distribution 
is used to determine the message delivery probability. 
Message independent path cost is defined as  
ܿ݋ݏݐ ൌ ݀௔൫ܾܽሃ ՜ ݓ൯ ൅ ͳǤ͸ͷξߪଶሺܾܽ ՜ ݓሻ          (1)        
 
This cost shows favour towards those paths with has less delay and delay variance. Each vertex ab in 
intercontact graph associated with two routing tables, one at node a and other at node b. 
 
When contact between two nodes a and b occur, they update each other’s routing table for vertex ab. Considers 
a node b that comes in contact with node a. Node b recomputed its optimal paths to each of the destination and 
share it with node a. For every neighbour l € Nj (Nj is set of  neighbours of b) the mean, delay, variance and 
cost are first computed. 
݈݀݁ܽݕ௟ ൌ ߜሺܾܽ ՜ ݈ܽሻ ൅ ݀௕ሺܾ݈ ՜ ݓሻ                       
(2) 
ݒܽݎ௟ ൌ ߪଶሺܾܽ ՜ ܾ݈ሻ ൅ ߪ௕ଶሺܾ݈ ՜ ݓሻ                        
(3) 
ܿ݋ݏݐ ൌ ݈݀݁ܽݕ௟ ൅ ͳǤ͸ͷξݒܽݎ௟                                                        
(4) 
Then the optimal cost is found as: 
݈כ = arg    ௟אேǡ௟ஷ௔ ܿ݋ݏݐ௟                               (5) 
Node b now send delayl* and varl* to node a as a mean delay and variance of the destination w via b(optimal 
path). Node a update its routing table with  d(ab →d)=delayl  and σ2 (ab→d) = varl. Similarly, node a updates 
routing table of node b [6]. 
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When node a meets node other than destination, it forwards some copies to the encountered nodes. Suppose 
node a has a message with L copies to convey to w, and it comes in contact with its neighbour b. The node 
update time-to-live (TTL) field of the message. Later, it determines the delivery probability Pc  through each of 
its  neighbours c, as follows; 
  Pc = P{0< delay ≤ TTL /delay>0} 
 
ܲܿ ൌ
׎ቆ೅೅ಽష೏೐೗ೌ೤೎ඥೡೌೝೖ ቇି׎ቆ
ష೏೐೗ೌ೤ೖ
ඥೡೌೝೖ
ቇ
ଵି׎ቆష೏೐೗ೌ೤ೖඥೡೌೝೖ ቇ
                                                                            (6) 
 
Where ф(.) is the Corresponding Distribution Function of normal distribution. 
Further, neighbours are logically arranged by delivery probability Pc in descending order. Each  neighbour c is 
allocated Pc *L copies and these allotments are subtracted from L. This continues until all neighbours have been 
considered or L runs out [6]. 
We used directional delivery of packets towards the destination. It finds the location of the destination and then 
transfers the copies of the message to those who are in the direction of the destination. The incorporation of 
location information in the above approach and further reduces the energy consumption in communication. Our 
proposed scheme focused on directional forwarding of messages which results in a forwarding small number of 
messages. 
 
 
 
 
Fig. 1 Location Calculation [28] 
 
As shown in Fig. 1 according to the location of the destination, calculation of area (Request zone) is 
possible[27]. The nodes present in this area have more chances of delivery.  Therefore, in our approach we only 
forward the copies from the nodes which fall this area.  This reduces the number of copies in the network and 
also the communication energy. 
5. Simulation Setup and Results 
      We used simulator THE ONE. This is a simulator written in Java developed for DTN. This section presents 
various experiments conducted to establish the efficiency and effectiveness of proposed algorithm. Here, we 
have evaluated the performance of the proposed Intercontact Routing using Location Information with other 
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protocols such as epidemic, spray-and-wait and Prophet. The comparative analysis between the proposed 
protocol and the existing protocols with similar simulation parameters are considered. We have evaluated 
different protocols with Map Based Movement model (MBM) because it captures the recurrent patterns 
efficiently. MBM maps data of roads and streets. 
    In all simulation, a warm up period of 1000 seconds is used. In our evaluation we focused on overhead 
because high overhead shows the high energy consumption. We use the (4500m, 3400m) area and the creation 
interval is 25-35 seconds. It means creation of a new message in every 25 to 35 seconds.  The time to live 
(TTL) of the messages created by the host group is 300 minutes and the size of the messages is in between 
500KB- 1MB. We used Bluetooth interface for all nodes and the transmission speed is 250kbps.  
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Fig.  2. Varying Number of nodes (a) Delivery probability (b) overhead 
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Fig. 3. Varying Buffer Size (a) Delivery probability (b) overhead 
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(a) 
 
 
(b) 
Fig. 4. Varying No. of initial copies (a) Delivery probability (b) overhead 
 
 
   We perform three group of simulation with varying node density, buffer size and number of initial copies of 
messages as shown in Fig. 2, 3, 4 respectively. First, we discuss the comparative results of different protocol 
with varying node density. For this simulation we use the buffer size of 5M, that means buffer have a capacity 
to store 5 messages at a time. Number of initial copies for messages is 35. From the results, it is visible that 
there has been decrease in the overheads of our protocol except prophet in case of number of nodes 10, 20, 30, 
40, 60 and 70 as shown in Fig. 2(b), which means for dense networks the proposed protocol performs better 
than the all other protocols. This happens due to the less number of copies in the network for messages. The 
proposed protocol sent messages only to better nodes. Fig. 2(a) shows delivery probability versus number of 
nodes. From the results, it is visible that proposed protocol has equal or reduced delivery probability.  
   Second simulation presents the results with varying buffer size. This simulation we use 100 nodes and 35 
initial copies for message. From the result it is visible that there has been decrease in the overhead of our 
protocol in all the cases as shown in Fig. 3(b). Fig. 3(a) shows delivery ratio versus buffer size. The proposed 
protocol has equal or reduced delivery probability with the same reasons as discussed above. Third simulation 
presents the results with varying number of copies. In this simulation we use 100 nodes and 5M buffer 
capacity. From the result, it is visible that there has been decrease in the overheads of our protocol except 
prophet in case of number of initial copies 15 and 70 as shown in Fig. 4(b). Fig. 4(a) shows delivery ratio 
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versus buffer size. The proposed protocol has equal or reduced delivery probability the same reasons as 
discussed above. 
6. Conclusion  
     In spite of extensive research in the domain of Delay tolerant network in academics, it still faces several 
challenges. The key challenging issue among them is the requirement of energy. Some routing protocols 
focused on minimizing of energy. The work proposed in this paper aims at improving the energy for DTNs by 
reducing overhead. It determines the delivery probability through each of its neighbours and delivers copies of 
message to each of its neighbours accordingly incorporating location information.  For the simulation purpose, 
we have used THE ONE simulator which is meant for opportunistic networks. We have evaluated the 
performance of protocols by taking delivery probability and overhead as statistical measures. It is observed that 
proposed protocol is reduced overhead in comparison to existing routing protocols.  Further, we also have 
given attention to various other important factors like delivery ratio. As suggested by M.Y.S. Uddin  et al.[6], 
this work can further be extended to propose a solution where network itself obtains number of copies by 
learning from the network.  Other location based schemes can also be explored that may provide better 
direction of delivery towards the destination and therefore, may further reduce the communication energy 
consumption. Further, emphasis can be given on improvement of other important metrics to enhance delivery 
probability of proposed protocol. 
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