ABSTRACT This paper investigates the downlink transmission of massive multiple-input multiple-outputenabled simultaneous wireless information and power transfer systems in Rician fading channels. In the system, the base station is equipped with massive antennas to concurrently deliver information and energy to the users. While a portion of the harvested energy is utilized by the users to support the channel estimation, and the remaining is reserved as the supplement to the user battery for signal processing. The asymptotic expressions of the harvested energy and achievable rate are, respectively, derived, in the context of downlink scenario and line-of-sight propagation. With respect to the proposed system, two optimization problems are formulated, with the purposes of maximizing the system sum rate and the minimum rate among individual users, respectively. As both original problems are nonconvex and hard to solve, we propose a general iterative optimization framework to first decompose each of them into three subproblems, where the power allocation profiles, the channel estimation duration, and the power split ratios are optimized independently. The iteration is then carried out to update the solutions to each subproblem and finally approach the optimum of the original ones. The convergence and the effectiveness of the proposed algorithms are proved and evaluated through both theoretical analysis and simulations. Results demonstrate that the proposed algorithms can achieve the optimal transmission performance of the system with moderate complexity. Moreover, it can be further concluded that the maximum rate can be achieved if the harvested energy is fully devoted to pilot transmission.
I. INTRODUCTION
With the capability of delivering information and energy concurrently, simultaneous wireless information and power transfer (SWIPT) has been considered as one promising solution to alleviate the energy shortage problem in power constrained wireless networks [1] - [3] . The basic idea of SWIPT is that the wireless devices can not only receive the information modulated in the radiative electromagnetic waves but also collect the energy it carried [4] . To perform information detection and energy harvesting simultaneously, two practical approaches were proposed, namely, time splitting (TS) and power splitting (PS) [5] , [6] . The difference between these two methods lies in that the former is operated at the transmitter on the time domain while the latter is operated at the receiver on the power domain.
The fundamental trade-off between the information transmission and energy harvesting is of great importance on the design of SWIPT aided systems, since it directly determines the system performance. For TS based SWIPT systems, the optimal time switching scheme is intensively investigated to maximize the transmission rate in both single-user scenario [7] and multiple-user scenario [8] . In [9] , the joint optimization of beamforming vector and TS factor was proposed, with the objective of maximizing the system secrecy rate in wireless powered relay systems. For PS based SWIPT systems, [10] proposed a jointly optimization scheme on the transceiver and PS coefficients to minimize the transmit power under the quality of service (QoS) constraints.
Although SWIPT can provide substantial performance gains, in practical implementation the wireless power transfer efficiency is quite low, due to the scattering and decay properties of electromagnetic waves [11] . One feasible solution to that is utilizing the energy beamforming provided by multiple-input multiple-output (MIMO) technology. In such a context, Massive MIMO, a newly proposed idea for future wireless communications, is even more attractive through providing extremely sharp beams with the hundreds of antennas equipped at the transmitter [12] , [13] . As a consequence, the combination of SWIPT and massive MIMO has drawn increasing research interests and a numerous of work has been done to setup the Massive MIMO enabled SWIPT system. Among them, [14] discussed the feasibility of deploying Massive MIMO in SWIPT and proposed a general framework for Massive MIMO enabled SWIPT system. [15] focused on maximizing the minimum rate of users in massive MIMO enabled SWIPT systems with TS protocol. The asymptotic achievable rate per user was derived and an optimization algorithm was proposed to perform the power allocation and TS factor optimization jointly. In a similar system model, [16] studied the system energy efficiency (EE), where the relationship between EE and the number of antennas at the Base Station (BS) was revealed. An optimal power allocation scheme was consequently proposed to improve EE of the system. Wang and Zhai [17] investigated the performance of Massive MIMO enabled SWIPT system with PS protocol. An iterative power allocation and splitting scheme was proposed to maximize the minimum achievable rate among all users.
Nevertheless, in existing literatures one common assumption is that the systems are operating over Rayleigh fading channels. In fact, the communication range in practical SWIPT systems is usually within tens of meters, where the line-of-sight (LOS) path dominates the propagation of radio frequency (RF) wave [3] , [18] . Besides, recent literatures have also revealed that LOS propagation is of great importance in modeling the transmission of massive MIMO systems [19] - [21] , due to the highly directional nature it provided. Unfortunately, such LOS component is absent in Rayleigh fading channels. On contrary, Rician fading channels, which can capture the propagation characteristics of both LOS and non-LOS components, is more accurate and suitable to model the transmission process of massive MIMO enabled SWIPT systems. We notice that there are already a few emerging work on Massive MIMO enabled SWIPT system in Rician channels. For instance, the outage probability of Massive MIMO enabled SWIPT system over Rician fading channels is demonstrated in [22] . However, it considered a point to point transmission scenario involved only one single user. While the channel estimation for Massive MIMO enabled SWIPT system was investigated in [23] , where an efficient channel estimation method was proposed to obtain the optimal training performance. In our previous work [24] , we focused on the Massive MIMO enabled SWIPT systems in multi-user scenario. Taking Rician fading channel into consideration, the mathematically tractable expressions of both the harvested energy as well as the achievable system rate were derived.
In this paper, we take one step further from [24] to provide a comprehensive study on the optimal transmission design and resource allocation in massive MIMO enabled SWIPT system with multiple users. The objective is to maximize the achievable rate of the system, by jointly design of the power allocation, the channel estimation duration as well as the PS coefficients. The main contributions of this work are summarized as follows:
• We propose a Massive MIMO enabled SWIPT scheme with PS protocol, which supports multi-user transmission. In the proposed downlink transmission system, the harvested energy of each user is further divided into two parts. One part is utilized for channel estimation while the other is reserved as the supplement to the user battery for signal processing. We derive the closed form expressions of the harvested energy as well as the achievable rate of each user. With the proposed system setup, it is found that the quality of channel estimation is of great importance on the achievable rate of the whole system as well as that of each individual user. Hence it is concluded that the maximum achievable rate can be achieved if the harvested energy is fully devoted to channel estimation.
• An optimization problem is formulated to maximize the sum rate of the system, subject to both the QoS requirements of each user as well as the maximum transmit power constraint at the BS. The formulated problem is jointly nonconvex on the power allocation, the channel estimation duration and the PS coefficients, which poses huge challenges on analyzing and solving the problem. An alternative optimization algorithm is proposed to solve such a nonconvex problem by iteratively optimizing the power allocation, the channel estimation duration and the PS coefficients. The algorithm is illustrated in details with rigorous theoretical derivation. The convergence and complexity of the proposed algorithm are also analyzed.
• In addition, a minimum achievable rate maximization problem is also formulated to ensure the fairness among the users. Sharing the similar idea as that in sum rate maximization one, we also propose another iterative algorithm to solve this minimum rate maximization problem with low complexity. The performance of both algorithms is evaluated through simulations. Results demonstrate that the proposed algorithms are of quite fast convergence speed and can achieve the global optimum as the exhaustive search method does.
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The remainder of this paper is organized as follows. Section II presents the multi-user massive MIMO enabled SWIPT system model. Section III formulates the sum rate maximization problem. In Section IV, an iterative optimization algorithm is established to solve the problem. The analysis on the convergence and complexity of the proposed algorithm are also included in this section. In Section V, the user fairness oriented algorithm is proposed to maximize the minimum achievable rate among all users. Simulations results are presented in Section VI for performance evaluation. Finally, Section VII concludes the whole paper.
II. SYSTEM MODEL
In this work, we consider a typical single cell system with one BS transmitting to K single antenna users within the cell, as shown in Fig. 1 . The BS is equipped with M antennas, where M K , resulting in the Massive MIMO transmission scenario. It is further assumed that the BS has continuous yet stable power supply while the K users are wireless empowered by the energy harvested from the received RF signals. The set of users is defined as K. Suppose that the channel between the BS and each user experiences block fading with coherent time T seconds. The channel vector between the BS and the k-th UE can be modeled following Rician Distribution as
where κ k is the Rician factor, β k represents the large scale fading, z k ∼ CN (0 M , I M ) denotes the non-line of sight (NLOS) components of the fading and a k contents the deterministic LOS counterpart with its elements written as
where d = λ/2 is the transmit antenna spacing, λ is the wavelength and θ k denotes the angle of arrival. For denotation simplicity, we further rewritten Eqn.
(1) into:
where
We assume the system works under time division duplex (TDD) mode and focus solely on the downlink scenario. Hence the entire coherence time is divided into two phases as shown in Fig. 2 [25] . The first phase is utilized for uplink channel training while the second phase is functioned for downlink data transmission and wireless power transfer (WPT). 
A. CHANNEL ESTIMATION PHASE
We assume a portion of τ (0 < τ < 1) coherent time is utilized for channel estimation phase on the first stage. In this phase, all users transmit their pilot sequences simultaneously to the BS for channel estimation. A set of orthogonal pilot sequences
are randomly assigned to all users, where L is the length of each pilot sequence and L ≥ K to avoid pilot contamination. In addition, assuming that the sampling period is T s , it is obviously also required that L = τ
T T s
. Denote the pilot transmit power of the k-th user as p u k , the received signal at the BS can be expressed as
where H = [h 1 , h 2 , · · · , h K ] denotes the channel matrix from all users to the BS, and P = diag{p u 1 , p u 2 , · · · , p u K } contains the pilot transmit power of all users. N p ∈ C M ×L is the matrix of additive white Gaussian noise, whose elements are independently and identically distributed (i.i.d.) random variables following C(0, σ 2 ). Denotey k as the projection of Y P onto φ k , we can obtain thať
Considering the minimum mean square error (MMSE) channel estimator is adopted, the channel estimates with respect to the k-th user can be expressed aŝ
And the distribution ofĥ k follows:
. As a consequence, the channel estimation error, ε k = h k −ĥ k , can also be modeled as a vector containing the random variables with zero means and variances
As the estimated channel matrixĤ = [ĥ 1 ,ĥ 2 , · · · ,ĥ K ] is obtained, the BS performs precoding accordingly and transmits the signal to all users in the next phase.
B. DOWNLINK INFORMATION AND POWER TRANSFER PHASE
During the downlink energy and information transfer phase, the BS broadcasts information to all users simultaneously. Denote s k as the desired information for the k-th user, where E[s k ] = 0 and E[||s k || 2 ] = 1. Then the corresponding received signal can be expressed as
where p k is the transmit power assigned to the k-th user and n k ∼ CN (0, σ 2 ) is the additive noise. w k denotes the maximum-ratio transmission (MRT) precoding vector which can be expressed as
To achieve SWIPT, a power splitter is equipped at each user terminal to divide the received signal into two parts. A portion of the received signal is forwarded to the information decoder (ID) and the remaining is fed into the energy harvester (EH) for power storage. Denote 0 < ρ k < 1 as the PS coefficient of the k-th user, the signals split for ID and EH can be respectively expressed as
denote the vectors containing PS coefficients and transmit power of all users, respectively. n P,k ∼ CN (0, σ 2 P ) is the processing noise generated in ID circuits [10] .
III. OPTIMIZATION PROBLEM FORMULATION
In this section, we first derive the close-form expression of the achievable rate of system as well as the harvested energy of each user. With these preliminaries, the sum rate maximization problem is formulated consequently.
A. CLOSED-FORM EXPRESSIONS OF HARVESTED ENERGY AND ACHIEVABLE RATE
We first derive the wireless harvested energy with respect to the k-th user. Note that the EH can gather all kinds of wireless power including not only the power of received signal but also that of additive noise, as it is difficult to isolating them from each other physically with the practical EH circuits. However, it has been reported the contribution from the noise power is quite limited and can be neglected when calculating the harvested power [15] . Then the energy gathered by the k-th user is given by
where η k ∈ [0, 1] represents the conversion efficiency of EH circuits. Note that in most existing research such as [15] and [17] and also our previous work [24] , the harvested energy is fully devoted to channel estimation. It is reasonable as the amount of wireless harvested energy is limited due to the low efficiency of wireless power transfer (WPT). Hence it is more suitable for low power usage such as pilot transmission. Nevertheless, such assumption is somehow specific, which restricts the universal application of SWIPT in Massive MIMO case. As illustrated in Fig. 2 , in the downlink transmission scenarios, the energy expenditure of the k-th user terminal, say Q c,k can be approximated as [26] :
where Q pt = Lp k u represents the energy consumed by pilot transmission. Q sc denotes the energy consumed by baseband signal processing and RF chains. Again note that the last term contributes most of the energy consumption at the user terminal [27] . Accordingly, we split the harvested energy into two parts. A ς portion of the power is utilized to transmit the pilot sequence, where ς k ∈ (0, 1). While the remaining is used for signal processing, regarded as the complement to the constant power supplies such as the embedded battery. In other words, Q pt solely relies on the harvested power, while Q sc comes from two parts. One part is the constant power provided by batteries and another part is a portion of energy from WPT. As a consequence, the transmit power of pilot sequence for the k-th user can be expressed as:
We then investigate the impact of ς on the efficiency of WPT in the proposed Massive MIMO model. Based on Eqn. (13) and Eqn. (15), the following theorem is provided:
Assuming that the number of antennas M satisfies the following constraint
The asymptotic harvested energy of user k, considering MRT precoding at BS and Rician fading channels, can be given by
The proof is provided in Appendix A. It is observed from Eqn. (17) that the harvested energy of the k-th user will increase if more power is devoted to pilot transmission. Recall that in this paper, we assume that the energy harvested in current time slot is used to transmit the pilot for the coming coherent interval [15] , [17] . It is straightforward that a better channel estimation performance is expected in the coming frame if more power is assigned to transmit the pilot, i.e., a larger ς is set. In turns with more accurate channel state information, more energy could be harvested according to Eqn. (13) .
We also emphases that the constraint of M given in (16) is a tight bound on the number of antennas. In fact, Eqn. (17) can always be achieved if M is large enough, i.e., M K . However, considering practical deploying of Massive MIMO, we expect to get an exact lower bound for M , that is the minimum required number of antennas to get Eqn. (17) . Fortunately such bound can be found when solving an quadratic equation on Q k , which is detailed in Appendix A.
On the other hand, with Eqn. (11) the ergodic achievable rate of the k-th user can be derived, which gives the following theorem.
Theorem 2: The asymptotic achievable rate of the k-th user over Rician fading channels can be expressed as
where δ k denotes the signal to interference and noise ratio (SINR) of the k-th user, which can be further expressed in Eqn. (19) , as shown at the bottom of this page.
Proof: The proof of this theorem can be found in Appendix B.
It is observed from Eqn. (19) that the signal to interference and noise ratio (SINR) of the k-th user is related to the large scale fading, the Rician factor and the power of the wireless noise, which all vary slowly over different coherent intervals [28] . In addition, the achievable rate R k is monotonic decreasing with respective to ς k . The maximum value of R k is achieved at ς k = 1, i.e., when the harvested energy is fully devoted to pilot transmission.
Based on Eqn. (18), the achievable sum rate maximization problem is formulated in the next subsection.
B. ACHIEVABLE SUM RATE MAXIMIZATION PROBLEM
With the preliminaries above, the sum rate maximization problem can be formulated as
where C1 represents the constraint on the PS coefficients and C2 guarantees the total transmit power of BS to not exceed its maximum capability. C4 ensures the QoS requirement of each user to be satisfied with R min denoting the minimum required transmit rate of individual user. It can be observed from P1 that both the objective function and constraints are nonlinear and non-convex, as logarithmicand exponential-functions are involved. In addition, the optimization variables τ , ρ and p are mutually coupled in the objective function as well as in the constraints. Hence we conclude that P1 is a nonlinear and non-convex problem. Such a combinatorial nonlinear and nonconvex problem can be solved through exhaustive search method. However, it requires exponential complexity to achieve the optimum, which turns out to be impractical when K is large. To solve P1 with low complexity, we propose an iterative optimization method, which will be introduced in details in the following section.
IV. THE PROPOSED ITERATIVE OPTIMIZATION FRAMEWORK
In this section, an iterative optimization method is designed to find the optimal solution to P1. As mentioned in the previous section, the difficulty in solving P1 lies in the nonlinearity among R k and the three variables, i.e., τ , ρ and p. To overcome this, we propose to first decompose the original problem P1 into three sub-ones. In each sub-problem, we focus on the optimization of only one target variable and keep the others fixed. These subproblems are listed as follows:
• P2: Optimize the time factor τ with given PS coefficients ρ and power allocation profiles p;
• P3: Optimize the PS coefficients ρ with given time factor τ and power allocation profiles p;
• P4: Optimize power allocation profiles p with given time factor τ and PS coefficients ρ. As the solution to each individual subproblem is obtained, we adopt an iterative strategy to exchange and update
36814 VOLUME 6, 2018 the solutions among these three subproblems, and finally approach the optimal solution to P1 gradually. In the following, we first give detailed optimization process of each of the three subproblems and then propose the iterative algorithm accordingly.
A. OPTIMAL TIME ALLOCATION
Given the fixed ρ and p, we first determine the optimal time allocation τ * , as illustrated in the following lemma. Lemma 1: With pre-determined PS coefficients ρ and power allocation p, the optimal time allocation to maximize the sum rate of the system over Rician fading channels, is given by
Proof: The proof is provided in Appendix C.
B. OPTIMAL POWER SPLIT COEFFICIENTS
We then focus on the second sub-problem to optimize PS coefficients when both τ and p are in hand. We provide the following lemma to obtain the optimal power slit coefficient
Given fixed power allocation vector p and time factor τ , the optimal PS coefficients ρ, which maximize the system sum rate over Rician fading channels, is given by
The proof is provided in Appendix D.
C. OPTIMAL POWER ALLOCATION SCHEME
The optimal power allocation strategy is provided in this subsection, subject to the given PS coefficients ρ and time allocation τ . In such a case, the SINR of the k-th user δ k can be formulated as a function of the power profile vector (23) , as shown at the bottom of this page, where
are positive constants with respect to τ and ρ. Then the subproblem P4 is formulated as
It can be observed that the objective function in Eqn. (24) is nonconvex, which can not be solved directly. To solve it, the SCA approach proposed in [29] is adopted here to transfer the original nonconvex problem into convex one. Based on that, we first derive the SCA lower bound as
which is tight when
and
With Eqn. (25) , the lower bound of the achievable rate can therefore be expressed aŝ
Denote ϒ 1 ∈ Z 1×K and ϒ 2 ∈ Z 1×K as the matrices that stacked by the approximation coefficients υ 1,k and υ 1,k , respectively. The objective function of P4 can be reformulated as
Taking advantage of the convexity of log-sum-exp function in [30] , we further definep = log 2 (p). The objective function is finally converted into the convex one as
VOLUME 6, 2018 Update ρ (t) according to Lemma 2.
6:
Update p (s) using convex optimization techniques. 
2,k }.
10:
s = s + 1.
11:
end while 12: Calculate p (t) = p (s) .
13:
14:
The converted optimization problem in Eqn. (30) can then be solved by the convex optimization techniques, such as Lagrange dual technique [31] and sub-gradient method [32] . As they are all standard methods in convex optimization, the detailed processes are ignored here. With the obtained optimal power allocationp * , the SINR of each user is calculated, consequently ϒ 1 and ϒ 2 can be recursively updated based on Eqn. (26) and Eqn. (27) . Through the iterative updating of ϒ 1 , ϒ 2 and p until convergence, the tight approximation of the original nonconvex problem is gradually achieved. Then the optimal solution of P4, denoted as p * , can be finally obtained. The convergence of the proposed SCA algorithm is provided in the following lemma.
Lemma 3: With given PS coefficients ρ, the proposed SCA algorithm produces a sequence of feasible solutions p with monotonically increasing objective value for problem P4.
Proof: The proof is provided in Appendix E.
D. ITERATIVE OPTIMIZATION ALGORITHM
With the detailed algorithm for the above three sub-problems in hand, we are now ready to develop a feasible iterative framework for the original optimization problem in P1.
It includes the following steps.
1) The optimal time allocation factor τ * is first calculated based on Lemma 1. Note that it has been proved in Lemma 1 that τ * is irrelevant to the power allocation profile and PS factor. As a result, once τ * obtained, there is no need to update it during the iteration. 2) As τ * is determined and based on Lemma 2, the optimal PS coefficients ρ (t) is optimized firstly with the prefixed power profile p (0) at the initial step of iteration, and then the updated vector p (t−1) fed from Step 3) in the previous iteration.
3) The power allocation vector p (t) is calculated as that illustrated in Section IV-C, with τ * and ρ (t) as the input. 4) The previous 2)-3) step works in an iterative manner and it terminates until the iteration converge to an unique solution. The optimal τ * , ρ * and p * are therefore obtained. To better illustrate the algorithm, we summarize the whole process in Algorithm 1 and named it as the sum-rateoptimization (SRO) algorithm.
E. CONVERGENCE AND COMPUTATIONAL COMPLEXITY ANALYSIS
We first give the analysis on the convergence and optimality of the proposed algorithm, which are concluded and proved in the following two lemmas, respectively.
Lemma 4: With fixed maximum transmit power P max , the proposed iterative optimization algorithm is convergent.
Proof: As aforementioned, two iterations are involved in Algorithm 1. The inner iteration occurs when solving P4 while the outer one carries out between Step 2) and 3) of the proposed algorithm. Apparently the convergence of the proposed algorithm depends on the convergence of these two iterations. During the t-th outer-iteration, ρ (t) is firstly calculated based on the power allocation p (t−1) from previous iteration. Based on Lemma 2, the optimal PS coefficients with respect to the given power allocation are always achieved by the proposed algorithm. Hence we get:
It reveals that the sequence of iteration produces monotonically increasing results. As ρ (t) is obtained, we move forward to update p (t) through SCA algorithm which involves the inner iteration. It has been proved in Lemma 3 that the achievable sum rate is monotonically increasing as inner-iteration goes. That is:
Therefore by combining the above two inequalities we get:
which means that the achievable sum rate is nondecreasing during per-each iteration. On the other hand, it is also apparent that there exists an upper bound of the system sum rate, since the maximum allowed transmit power P max is given. As a result, the proposed algorithm will gradually approach the sum rate upper bound as iteration goes. The proposed iterative algorithm is therefore convergent. On the other hand, the optimality of obtained τ * , ρ * and p * can be proved through the following lemma.
Lemma 5: The obtained τ * , ρ * and p * from the proposed algorithm are optimal.
Proof: The optimality of τ * is proved in Lemma 1, where τ * is only related to the pilot sampling time and number of users of the system. The optimality of ρ * is also proved in Lemma 2, as long as its input p * is optimal. Hence the optimality of the obtained solution now depends only on the optimality of the SCA method for power allocation, which has been widely investigated in related literatures. According to [29] , [31] , and Lemma 3, the sequence of iterations produces a monotonically increasing function, which achieves the global optimum in most cases. And SCA method may only achieve the local optimum, but this merely happens in some specific scenario [29] . Numerical results in Section VI also confirm that the SCA algorithm can converge within a few iterations and achieve the optimum as the exhaustive search method does. Therefore, we can conclude that the obtained τ * , ρ * and p * from the proposed algorithm are optimal.
We then discuss the complexity of the proposed algorithm. In fact, the computational complexity of the proposed algorithm mainly falls in the complexities of the two iterations involved. On one hand, the complexity of the inner iteration relies on the iteration times of SCA algorithm and the convex optimization technique employed. For example, if Lagrange dual technique and sub-gradient method are adopted, the computational complexity of solving the convex problem is given by O( 1 2 N sub K ), where is the maximum tolerance and N sub is the number of required iterations for sub-gradient method. Denote the iteration times of SCA algorithm as N ϒ , then the computational complexity of the inner iteration can be given by O(
Note that the sub-gradient method can converge fast with smaller iteration times, once the step sizes and tolerance value are carefully designed [33] . For instance, simulations indicate that N ϒ and N ρ are considerably very small if the tolerance equals to 10 −4 .
V. USER FAIRNESS ORIENTED OPTIMIZATION
Besides sum rate maximization, we also take user fairness into consideration and formulate the user fairness oriented optimization problem in this section. We aim at maximizing the minimum rate achieved by the one among all users, as it has been considered as one efficient approach to maintain the fairness of users [10] . In addition, a low complexity algorithm is also proposed to achieve the optimal solution to such a minimum rate maximization problem.
A. MINIMUM ACHIEVABLE RATE MAXIMIZATION
As aforementioned, the user fairness oriented optimization problem can be formulated as a minimum achievable rate maximization problem as
where we set δ k to be the optimizing objective due to the monotone increasing property of logarithmic function. We can find that P5 is also difficult to solve due to the nonlinearity among the readily-optimized variables, which is similar to that of the sum rate maximization problem formulated in Section III. Hence we borrow the idea in Section IV and opt to decompose P5 into three subproblems, where τ , ρ and p can be obtained independently. The optimal solution to P5 is achieved by introducing the iterative process among these subproblems.
In addition, we can also find that the objective of P5 is to maximize the SINR of one specific user who has the lowest data rate, rather than the sum rate of system as stated in P1. Nevertheless, we still find some statements in SRO algorithm, which is quite helpful to facilitate and simplify the optimization process here:
1) It has already been proved in Lemma 1 that the optimal time allocation τ * is identical to all users and only related to the sampling time and total user number. 2) For the optimal PS coefficient ρ, we find in Lemma 2 that the achievable rate of user k is related only to his own ρ k , other than those of other users, say ρ t , ∀t = k. The above observation indicates that the proposed methods to find τ * and ρ * k in SRO algorithm can be directly employed here. While the only remaining subproblem is to find the optimal power allocation vector, which is formulated as follows:
To solve that, the derivative of δ k (p) is first calculated (36), as shown at the bottom of the next page, where 1,k , 2,k , 3,t,k , 4,k , 5,k and 6,k are all positive constants which have been defined in Section IV-C, and
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As we discussed in Appendix D, 6 ,k (which is the same with 3,k in Appendix D) is relative small. So A 1,k , A 2,k and A 3,k are all larger than 0 can be concluded. Then we have dδ k (p) dp k > 0, indicating that we can always increase p k to increase the SINR of the k-th user and consequently his achievable rate. Based on such property, we propose the following max-min method to solve the power allocation problem.
Denote k min and k max as the indices of user who owns the minimum rate and maximum rate, respectively. The basic idea of the proposed method is to compensate the power of user k min with that of user k max . During one each iteration, we first sort the user set K to find the k min -and k max -user. Then we re-assign a portion of the transmit power from user k max , say p t temp , to user k min . As a result, in the next iteration the rescheduled power allocation of these two users turns out to be
respectively. By such operation, the power assigned to user k min is increased, which may make him no longer the user with the minimum rate. The same situation also happens to user k max due to the reduction of his own power. We then in the coming iteration reorder the user set K again and find the corresponding user k min and user k max at the current stage, where the above illustrated power allocation will be executed repeatedly. As iteration converges, the power allocation profiles is obtained, yielding to the case of identical rate among all users. In other words, the fairness among users is guaranteed.
Finally, We conclude the above max-min power allocation method together with the ones capturing τ * and ρ * in the following Algorithm 2, named as min-rate-optimize (MRO) algorithm.
B. CONVERGENCE AND COMPUTATIONAL COMPLEXITY ANALYSIS
The convergence of the proposed MRO algorithm is investigated through a similar method as that of SRO algorithm. As the convergence behavior of outer iteration is the same as that of MRO algorithm, We solely focus on the convergence of inner iteration, that is, the iteration within the max-min method here. According to Eqn. (36) and the property of logarithmic function, R k (p) is a monotone increasing function with respect to p k . Recall that in the proposed method we always try to assign addition power to the user with the minimum rate. It reveals that the minimum achievable rate among all users in K is non-decreasing during one each iteration. On the other hand, since the total transmit power of users is Algorithm 2 Min-Rate-Optimization Algorithm to Obtain Optimal Time Allocation, PS Coefficients and Power Allocation Scheme Input: The estimated channel matrixĤ, constraints P max , number of users K , sampling period T s , coherence time T , power update step length p temp , maximum iteration number N and maximum tolerance . Output: Optimal time allocation τ * , optimal PS coefficients ρ * and optimal power allocation scheme p * . 1: Calculate τ * via Eqn. (21) . 2: Initialize f mro = 1, f = 1, s = 0 and t = 0. 3: while f mro > or t < N do 4: Update ρ (t) according to Lemma 2.
5:
while f > or s < N do 6: Find k max = arg max
Calculate f = R k max − R k min . 8 :
temp /2.
11:
end if 12: s = s + 1.
13:
end while 14: Calculate p (t) = p (s) .
15:
16:
limited by K k=1 p k ≤ P max , there also exists an upper bound of the individual rate. As a consequence, the convergence of inner iteration is ensured. The computational complexity of the MRO algorithm can be expressed as O (KN inn N ρ ) , where N inn is the iteration times for the inner iteration and N ρ is the iteration times required to update ρ. Both N inn and N ρ depends on the step length and tolerance. We will show in simulations that the converge speed is satisfactory, with properly designed step length and tolerance.
VI. SIMULATION RESULTS AND ANALYSIS
In this section, the performance of the proposed SRO algorithm and MRO algorithm are evaluated through intensive simulations. Without loss of generality, we consider
a single cell massive MIMO system with 3 users randomly distributed within the cell. The large scale fading is modeled as
k , where l k ∼ U [10, 30] meters represents the distance between the k-th user and the BS. Each frame is assumed to content 200 symbols, and the coherent time T is normalized to be 1 second. Hence the sampling period T s is calculated to be 0.005s. Based on WINNER II Channel Models [34] , we set the Rician factor to be κ 1 = 2 dB, κ 2 = 4 dB and κ 3 = 6 dB in cases of different LOS conditions from BS to each user. The other simulation parameters are summarized in Table 1 , which are used throughout the simulations unless otherwise stated. We first evaluate the convergence of the proposed SRO-and MRO-algorithms, as shown in Fig. 3 . For SRO algorithm, the achievable sum rate versus iteration number is illustrated in red line. It is observed that the proposed algorithm converges and the achievable sum rate trends to its maximum value with 8 iterations. The similar observation can also be discovered for MRO algorithm. As illustrated by the blue curve, it only needs 5 iterations for the minimum achievable rate to reach to its steady point, with the help of the proposed MRO algorithm. To get a better insight of the convergence behavior, in Fig. 4 we also examined the convergence speed of the inner iterations within these two algorithms. Recall that in these two algorithms, the inner iteration occurs in SCA scheme and max-min one, respectively. As shown in the figure, it only needs 50 and 30 iterations for SCA scheme and max-min scheme to converge, respectively. The convergence of both algorithms is verified through above simulations. Moreover, the convergence speed of both algorithm is high, which once again indicates the efficiency of the proposed algorithms. Fig. 5 gives the achievable rate of each user versus the channel estimation time τ , to show its impact on the system performance. As we focus on the impact of τ solely, the arbitrary power allocation and PS coefficient are given. It can be found that the achievable rate of each user is monotone decreasing with τ . Hence on the premises of no pilot contamination, τ is suggested to be as small as possible. Based on the simulation setup in this paper, the optimal achievable rate can be obtained when τ * = 0.015. It is consistent with Eqn. (21) and henceforce Lemma 1 is numerically verified. The impact of PS coefficients on the achievable rate is numerically investigated in Fig. 6 . Note that to evaluate the the impact of ρ independently, τ * = 0.015 and a fixed VOLUME 6, 2018 power allocation p is provided beforehand. It can be observed that the achievable rate R k is a quasi-concave function with respect to ρ k and there exists an optimal value for each user to maximize its achievable rate. In addition, the simulated values are identical to the ones calculated with Eqn. (22) and the parameters in this simulation, which are 0.21, 0.16 and 0.11, respectively. It numerically verify the correctness of Lemma 2.
In Fig. 7 , we illustrate the impact of ς on the performance of the system. It can be observed that the achievable rate of each user is monotone increasing with ς k , which agrees with Theorem 2. Note that the achievable rate will converge to 0 if ς approaches 0 and the optimal value is obtained at ς k = 1. This results from that with more power devoted to pilot transmission, the BS can obtain a better channel state information. Thus a higher achievable rate can be achieved. In Fig. 8 , the performance of the complete SRO and MRO-algorithms versus total transmit power is provided. To compare, we also illustrate the performance of exhaustive search and that of equal power allocation, and the step length of exhaustive search algorithm is set to be 10 −3 . It can be observed that performance of all algorithms grows better along with the increase of the transmit power P max . For system sum rate, it can be found the performance of SRO algorithm is very close to the upper bound achieved by exhaustive search and better than that of other alternatives. Moreover, the performance gap between the SRO algorithm and equal power allocation one turns out to be larger along with the increase of P max . It indicates that the proposed algorithm is even more efficient in high P max regime. For minimum achievable rate, we find that MRO algorithm achieves almost the same performance as that of exhaustive search one, which reveals that the proposed MRO algorithm is able to approach the global optimum. In addition, the minimum achievable rate with MRO algorithm, is overlapped with the average sum rate per-user, indicating that user fairness is guaranteed. Compare the average sum rate of MRO algorithm with that of SRO one, we find the former performs worse than the latter and there exists a performance gap of 0.25 bit/s/Hz. Nevertheless, on the other hand the minimum achievable rate with MRO algorithm is superior than that of SRO one. Such performance difference is reasonable due to the fact that one has to sacrifice the performance of the whole system to maintain the fairness among users.
To get a better insight of the impact of Massive MIMO on the system performance, in Fig. 9 we also illustrate the performance of various algorithms with respect to the number of BS antennas. Similar observation can be found here as that in Fig. 8 . Moreover, we can find that the each algorithm benefits from Massive MIMO and performs better with a larger number of antennas.
VII. CONCLUSIONS
The optimal downlink transmission for massive MIMO enabled SWIPT systems over Rician fading channels have been studied in this paper. The relationship between the information and energy transfer with the proposed system under PS protocol has been investigated and the joint optimization problem has been formulated to maximize the sum rate of the system, subject to the QoS demands of each user and the total transmit power constraint at the BS. As the original problem is diffcult to solve, an alternative algorithm, named as SRO algorithm, has been designed to independently optimze the power allocation, the channel estimation duration and the PS coefficients in an iterative manner. To maintain the fairness among the users, we have further extended our work to another problem of maximizing the minimum achievable rate among all users. Adopting the similar optimization framework as the sum rate maximization one, we have proposed the MRO algorithm which can achieve the optimum of the problem through iteration. The convergence and complexity of the proposed algorithms have been theoretically proved and analyzed. Simulation results have confirmed the effectiveness of the proposed algorithms. The proposed algorithms are operated based on the large scale fading and Rician factor, which change relatively slow and make it more practical considering the application of the proposed algorithms.
APPENDIX A PROOF OF THEOREM 1
Theorem 1 can be proved based on [24] , in which the approximate expression of harvested energy is given as
Based on Eqn. (15), we can replace Lp u k with ς k Q k in Eqn. (38) . Then an equation is obtained with Q k on both side, which can be reformulated as a quadratic equation as
The solutions of Eqn. (39) can be expressed as
In order to obtain the tractable solutions of Eqn. (39), two inequations are proposed as
The constraint Eqn. (16) 
Substituting Eqn. (43) into Eqn. (40), then the asymptotic harvested energy can be obtain as Eqn. (17) .
APPENDIX B PROOF OF THEOREM 2
The approximate expression can be found in the proof of [24, Th. 2] , based on which we can formulate the asymptotic achievable rate. The approximate achievable rate is expressed as
Since the asymptotic harvested energy has been obtained in Eqn. (17) , by sub-
, the achievable rate can be reformulated. Note that k,t,2 in Eqn. (44) converges to 0 in massive MIMO regime [19] . Then we can obtain the asymptotic achievable rate as Eqn. (19) .
APPENDIX C PROOF OF LEMMA 1
Since ρ and p is provided and according to Eqn. (19) , the achievable rate of the k-th user can be refined as a function of time allocation τ as
are all positive parameters irrelevant of τ . Recall that we consider downlink transmission and all users share the same time allocation τ , hence maximizing R k (τ ) is equivalent to maximizing the sum rate. To find the optimal time allocation, we first calculate the derivative of R k (τ ) as dR k (τ ) dτ
Since τ ∈ (0, 1), it is obvious that
is monotone decreasing with respect to τ . As mentioned in Section II-A, the length of pilot sequences L = τ
T T s
and it should also be no less than the number of users to avoid pilot contamination, thus we obtain
APPENDIX D PROOF OF LEMMA 2
For given power allocation and time allocation, the achievable rate of the k-th user can be reformulated as a function of ρ k , that is,
,
We should note that since the power of noise σ 2 is relatively small, 2,k 3,k can be guaranteed. It can be observed from Eqn. (48) that with given power profiles and time allocation, the achievable rate of the k-th user R k is only relevant to its own PS coefficient ρ k . While the PS coefficient of other users, say {ρ t , ∀t = k}, have no impact on the achievable rate of the target user. As a result, we can decompose P3 into K independent yet parallel subproblems, where the achievable rate of each user can be optimized independently. Without loss of generality, we focus on maximizing the achievable rate of the k-th user, where the derivative of δ k (ρ k ), i.e., the SINR of user k, is first calculated as
. We omit the detail expression of this derivative because it is too complex, and focus on the equation
We can obtain that the extremum is achieved when 2,k ( 2,k σ
and the optimal solution can be obtained through solving this quadratic equation. If 2,k σ 2 P − 1,k = 0, obviously the optimal solution is
Since 2,k 3,k , it is obvious that ρ * k belongs to the interval (0, 1).
While if 2,k σ 2 P − 1,k = 0, two solutions to Eqn. (49) can be obtained as 
Nevertheless, note that another constraint on ρ k falls in that it should always be within the interval (0, 1). Through investigating the above two equations, and considering 2,k 3,k , we find that 1) ρ * k,1 > 1 when σ 2 P 2,k > 1,k and ρ * k,1 < 0 when σ 2 P 2,k < 1,k ; 2) ρ * k,2 ∈ (0, 1) either σ 2 P 2,k > 1,k or σ 2 P 2,k < 1,k . Hence, we can conclude that if b k − a k = 0, the maximum value of SINR is achieved when ρ * k = ρ * k,2 and the maximum achievable rate of user k is R k (ρ * k,2 ). That completes the proof of Lemma 2.
APPENDIX E PROOF OF LEMMA 3
Denote p t as the final optimal power allocation which maximizes the objective function Eqn. (29) and is obtained in the t-th iteration, the following relationship can be obtained:
where the first equality holds since SCA is tight at the value
2 }. The first inequality holds because the optimal solution is achieved atp t+1 while the second inequality results from the nature of the logarithmic approximation. Since the maximum transmit power P max is fixed, it's obvious that the achievable rate is upper bounded. This indicates that once the optimal p t is obtained during the iterative process, and additional iterations would not bring extra benefits on the achievable rate. It proves the convergence of the proposed algorithm.
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