Abstract. This paper concerns the concept of upper semicominuity of variable sets, precisely the variant of Kuratowski's definition of upper semicontinuity that Cesari has denoted as property (Q). This concept has been used by Cesari in most of his papers on existence theorems for optimal solutions, and later used by Olech, Lasota and Olech, Brunovsky, Baum, Suryanarayana, and Angetl. First, criteria are given for property (Q) in addition to those which had been already given previously. Then, it is shown that a slight restriction in the concept can be expressed in a form which is similar to Tonelli's concept of seminormality for free problems of the calculus of variations. Thus, the property (Q) appears to be a generalization to Lagrange problems of control of the well-known concept of seminormality for free problems.
Introduction
In the present paper, we discuss properties of upper semicontinuity of variable, convex, closed sets in Euclidean spaces, taking into consideration the modification of Kuratowski's concept of upper semicontinuity (Ref. 1), which we denoted in Refs. 2-3 as property (Q). We have used this property in the proof of lower closure theorems in Lagrange and Mayer problems of optimal control. These theorems reduce to well-known lower semi-continuity statements for usual free problems of the calculus of variations. Lower closure theorems are used to prove existence theorems for Lagrange and Mayer problems of optimal control (Refs. [2] [3] . The same property (Q) mentioned above was used again in recent studies by La Palm (Ref. 4 In the present paper, we give criteria (Section 3, 4, 7, 9) for property (Q) of the sets O(x) in addition to those already proved in Refs. 2-3 and those proved by Olech in Refs. [6] [7] . In particular, we show (Section 4 and 9) that a slight particularization of property (Q) for these sets ~(x) can be expressed in a form which is similar to Tonelli's seminormality condition (Ref. 13 ) for free problems of the calculus of variations. Thus, property (Q) of the sets O(x) is shown here to represent a generalization for Lagrange problems of the well-known seminormality condition for free problems. In Sections 5, 6, 8, we state a number of properties of convex, real-valued functions on a convex subset of E~, related to the concept of seminormality, and we use these results in Section 9. In Section 7, we prove another criterion for property" (Q) of the sets O(x) when f is linear in u and fo is convex and seminormal in u.
P r o p e r t i e s (U) a n d (Q) of Variable Sets
Let A be a given subset of the x-space Er, for every x e A let U(x) be a given subset of the u-space E.~, and let M be the set of all (x, u) with x ~ A, u ~ U(x). Thus, M is the graph of U(x) in the space Er × E~. For every 2 ~ A and ~ > 0, let N~(2) denote the set of all x e A at a distance ~< ~ from .~. For every ~ ~ A and S > 0, let U(2; 8) denote the union of all U(x) with x e N~(~), or U(~; 3) = [u ~ Er~ I u e U(x), x ~ _N~(~)]. We say that the sets U(x) have property (U) at a point ~ a A if u(~) = 0 cl u(~; ~).
(1)
We say that the sets U(x) have property (Q) at ~ e A if g(x) = 0 cl co u(x; ~). 8 Here, cl and co denote the closure and the convex hull, respectively, of the sets under consideration. We say that the sets U(x) have property (U) [(Q)] in A if this property holds at every point ~ ~ A. Property (U) is Kuratowski's concept of uppersemicontinuity of sets (Ref. i) and was used, for instance, by Choquet (Ref. 14) and Michael (Ref. 15) .
Note that in (1)-(2) the sign C holds trivially, and thus the actual requirements can be written in the form U(~) D N cl U(~; 3) or U(~) D N cl co U(~; 3), respectively. The following statements are easily proved:
If U(x) has property (Q) at ~, then U(~) is closed and convex. If A is closed, then U(x) has property (U) in A if, and only if, M is closed.
A number of other statements concerning properties (U) and (Q) have been stated in Refs. 2-3 and wilt not be repeated here.
Iff
3. The Sets Q(x) a n d a First C r i t e r i o n for P r o p e r t y (Q)
In Lagrange problems of optimal control and the calculus of variations, besides the vector functionf(x, u) = (fl ,...,f~), also a scalar function fo(X , u) is given, f0 = M -+ E 1 .
Also, we shall denote by ~(x) the set
We may say that ~(x) is the.figurative and that ~(x) is the set of points above the figurative. Note that, for every x ~ A, the set Q(x) is the projection on the z-space E~ of the set ~(x)C E~+ 1 . Thus, if 0(x) is convex, then certainly Q(x) is also convex.
We shall say that a function g(x, u) is of slower growth than f0(x, u) as t u I -+ ~ uniformly in some subset A 0 of A, provided given ~ > 0 there is some ~=~(~, A o ) >~0 such that x~A o , u e U ( x ) , l u l > / u implies i g(x, u)i < efo (x, u) . In other words, the following property (~) is a necessary condition for the sets O(x) to have property (Q) at £: Thus, property (a:) is trivially satisfied for free problems.
We shall now introduce the following condition (X) at a point £ ~ A:
(X) For every ~eQ(£), there is at least one point ~ U(£) with = f ( £ , ~) and the following property: given ~ > O, there are numbers 3 > 0 and r, b = (b 1 ,..., bn) real such that As we shall see in Section 6 below, this condition (X)) is the well-known weak seminormality condition of the function f0 at (g, ~) for all ~ e E~. By condition (X'), there is a neighborhood N~(~) of 2 in A and numbers r, b = (b 1 ,..., b~) real such that
for all x e N~(2) and u e U(x), (4) As k --~ 0% we obtain 5 °/ > r + b • ~; hence, from (5),
Here, e > 0 is arbitrary; hence, z -° ~fo(2, ~), while K = f ( 2 , ~). This shows that ~ = (~o, ~) ~ 0(£). We have proved that the sets ~(x) satisfy property (Q) at the point £ a A. Statement (4.i) is thereby proved.
S o m e P r o p e r t i e s of Convex Functions
If U is a given subset of E~ and F(u), u e U, a real-valued function, then F(u) is said to be convex in u provided U is convex, and ul, ue ~ U, 0 <~ o~ <~ i, for a l l u e U . I f u t e e h i s a p o i n t w h e r e p . u 1 -c > 0 , and E real, then for u = u(e) = eUl + (1 --e) ~ we have p . u(E) --c > 0 for all > 0 , and p u ( E ) --c < 0 for all e < 0 , with u(e)--+~ as e -+ 0 . Since E int U, then both u(e), u(--e) belong to U for e > 0 sufficiently small, and pu(--E) --c < 0, a contradiction. We have proved that Po ~ 0. Actually, we must have Po > 0, since p°z
Given a set U, we denote as usual by int U the subset of its interior points.
If U has no interior points, that is, int U = ~, statement (5.iii) has the following implication. First, let us denote by R the hyperspace of E n of minimum dimension r containing U. Then, U C R C E~, 0 ~ r ~< n. If U is reduced to a single point, then R = U and r = 0. Otherwise, 1 ~ r ~< n, and we denote by Rint U the certainly nonempty set of points of U which are interior to U with respect to R. Thus, int U C Rint U C U C R C E n . Statement (5.iii) now has the following corollary: (5.iv) Under the same hypotheses as in (5.iii), F(u) has a supporting plane at every point ~ E Rint U.
T h e following statement also is relevant: 
Hence, F(Uk' ) --+ q-oo as k -+ q-co, a contradiction since F is bounded above on s. We have proved that F is upper semicontinuous at ~ along s.
A function F(u), u ~ U, convex on a convex set U, may not be continuous at the points of U _ --R i n t U, as the following example shows. Take U~ [ u [ 0~u <~l ] , a n d F ( u )~0 for 0~u < l , F ( u ) = 1 for u----0 and 
Take 2°= F(~), and note that all points (~0 _ ~, ue) are in ~. Then, as k -~ 0% we see that (z ° --a, ~) is in the closed set ~, a contradiction, since (z, ~) ~ ~ if, and only if, z >~ ~0 = F(~). The last part of the statement is a consequence of (5.vii).
A function F(u), u e U, convex on a convex set U, may not be continuous at the points of U --Rint U, even if the set ~ is closed, as the following
Given a convex set U C E~ and a scalar function F(u), u e U, we say that F(u) is convex at the point ~ e U provided F(~) ~< ~= t A~F(u~) for any convex combination ~ -----~"~=~ h~u~ of points u~ ~ U. Since the sum of these relations is 0 ----0, we conclude that the equality sign holds in both; hence,
and, finally, 
Thus, F(u) --w(u) --+ + oo as I u i --~ + Go.
We have proved the statement for functionsF withF(u) > / 0 andF(0) = 0.
For an arbitrary F(u), let z(u) = F(O) + b 1 • u be a supporting plane for F(u) at the origin. Let G(u) = F(u) --z(u). Then, G(u) >~ 0 for all u ~ E,~ and G(0) = 0. Thus, G satisfies the hypotheses assumed at the beginning, and there exists w~, ( u ) = r 2 + b z . u such that G ( u )~w~( u ) for all u and G(u) --w2(u)"-~ + oo. Let w(u) = z(u) + w~(u). Then, e(u) --w(u) = G(u) -w2(u ) > 0 for all u a E~, and lim[F(u) -w(u)] = lim[G(u)-w2(u)] = + oo,
where both limits are taken as 1 u r --~ + oo. Statement (5.x) is thereby proved.
S e m i n o r m a l i t y o f C o n v e x F u n c t i o n s
As usual, let A be a closed subset of the x-space and fo(x, u) a given scalar function continuous on A × E~.
The function fo(x, u) is said to be weakly seminormal in u at the point 
The function fo(X, u) is said to be seminormal in u at the point ~ E A if it has the just-mentioned property at (~, ~) ~ A × E,, for every ~ ~ E,,. These concepts of seminormality are essentially due to Tonelli (Ref. Then,
>/e[4 for all u ~= g , ,
From (9) Then, (8)- (9) above and the continuity of ~?(x) imply that there is 8 > 0 such that
fo(x,u) < z ( u ) + e for l x -~l ~<a, ! u -u i -< .~.
Relation (13) 
Since ~vt u --9 I = e/8, we have
. This is requirement (SN'). Statement (6.i) is thereby proved.
A T h i r d C r i t e r i o n for P r o p e r t y (Q)
We give here a simple criterion for property (Q) of the sets ~(x) of Section 3 for the case in which f is linear in u. 
where 7 -----1,..., v; k = I, 2,...; where ~2 ranges over all 7 = t,..., v; x k, ~ N~(2); a n d Note that the convexity of ~(~) C E~+I implies the convexity ofQ(o2) c E~, but Q(x) may not be closed even if 0(~) is dosed. Also, we shalt denote by R the linear manifold in E~ containing Q(2) of minimum dimension r; thus, Q(2) C R C E~, 0 ~ r <~ n. As usual, we shall denote by int Q(2) the set of all z ~ E~ which are interior to Q(2) with respect to E~ and by Rint Q(2) the set of all points z which are interior to Q(2) with respect to R; thus, int Q(x) c Rint Q(~) c Q(2) c R C E~. P r o o f . We have already proved in (4.i) that the union of (c¢) and (X) implies (~). We need only prove that, if T(z; 2) > --oo in Q(2) and O(x) has property (~) at 2, then both (~) and (X) hold at 2. We know already that (~) is a necessary condition for property (Q), and thus (~) holds. Also, ~(~) is closed and convex. Since T(z; 2) > --oo by hypothesis, we know from (8.i) that T(z; 2) is a lower-semicontinuous convex function of z in the convex set ~0 (2) . We have already noticed that --oo ~< T*(z; 2, 3) ~ T(z, 2) < -~-oo for all z ~ ~)(2) and 3 > 0. Now, take any point 2 ~ ~(2), and let 2 o = T (5, 2) . Then, by (8.0, the point (5O, 2) belongs to Q(2), and hence there is some ~E U(2) with 2 0 = T(2, 2) = fo(G ~t), 2 = f ( 2 , ~) . Given e > 0, the point P = (5O --E, 2) is not on the closed set ~(2), and hence has a minimum distance ~/from this set, with 0 < ~/~ e. Since T(z; 2) is lower semicontinuous at g, there is some ~/, 0 < ~/~ ~/, such that T(z; 2) > T(2; 2) --~7/3 for all z ~ Q(2) with t z -21 ..<~'.
Let a be the closed ball in E~+ 1 of center P -(20 --e, 2) and radius ~//3. Let % denote the projection of a on the z-space; thus, % is the closed ball in E~ of center 2 and radius ~'/3. We shall denote also by ~1 the closed ball in E~ of center 2 and radius 2~)'/3.
N o w let us consider the convex sets 0*(2; 3) = co 0(2; 3) defined in (15) and their relative functions T*(z; 2, 3) defined in (16) . Let us prove that there is some 30 > 0 such that 0 ~ T(2; 2) --T*(z; 2, 3) < 7/3 (17) for all 0 < 3 ~< 3 o and z ~ ~1 c~ Q*(2; 3). Indeed, in the contrary case, there would be numbers 3 k > 0 and points z k~I C E~, k----1,2 .... ,with 3 k --~ 0 as k -+ oo and T * ( z k ; 2, 3k) ~ T(2, 2) --~/3, and hence points (zk °, zk) E co ~(2, 3k) with zk ° <~ T(2; 2) --~/3 = 5 0 --~//3. Hence, for every 3 > 0, we have (zk °, zk) E co ~(2; 3) for all k sufficiently large, and then also R e f e r e n c e s
