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ABSTRACT
Embedding acoustic information into fixed length representa-
tions is of interest for a whole range of applications in speech
and audio technology. We propose two novel unsupervised
approaches to generate acoustic embeddings by modelling of
acoustic context. The first approach is a contextual joint factor
synthesis encoder, where the encoder in an encoder/decoder
framework is trained to extract joint factors from surround-
ing audio frames to best generate the target output. The sec-
ond approach is a contextual joint factor analysis encoder,
where the encoder is trained to analyse joint factors from the
source signal that correlates best with the neighbouring au-
dio. To evaluate the effectiveness of our approaches com-
pared to prior work, we chose two tasks - phone classification
and speaker recognition - and test on different TIMIT data
sets. Experimental results show that one of our proposed ap-
proaches outperforms phone classification baselines, yielding
a classification accuracy of 74.1%. When using additional
out-of-domain data for training, an additional 2-3% improve-
ments can be obtained, for both for phone classification and
speaker recognition tasks.
Index Terms— Acoustic embedding, unsupervised learn-
ing, context modelling, phone classification, speaker recogni-
tion
1. INTRODUCTION
In recent years, word embeddings have been successfully
used in natural language processing (NLP), the most com-
monly known models are Word2Vec [1] and Glove[2]. The
reasons for such success are manifold. One key attribute
of embedding methods is that word embedding models take
into account context information of words, thereby allowing a
more compact and manageable representation for words[3, 4].
The embeddings are widely applied in many downstream
NLP tasks such as neural machine translation, dialogue sys-
tem or text summarisation [5, 6, 7], as well as in language
modelling for speech recognition[8].
Embeddings of acoustic (and speech) signals are of more
recent interest. The objective is to represent audio sequence
information in compact form, replacing the raw audio data
with one that contains latent factors [9, 10]. The projection
into such (latent) spaces should take into account different
attributes, such as phonemes, speaker properties, speaking
styles, the acoustic background or the recording environ-
ment. Acoustic embeddings have been explored for a vari-
ety of speech tasks such as speech recognition[11], speaker
verification[12] or voice conversion[13]. However, learning
acoustic embeddings is challenging: attributes mentioned
above, e.g. speaker properties and phonemes, operate at
different levels of abstraction and are often strongly interde-
pendent, and therefore are difficult to extract and represent in
a meaningful form[9].
For speech processing [14, 15, 16] also use context in-
formation to derive acoustic embeddings. However, [14, 15]
focus on learning word semantic representations from raw au-
dio instead of signal properties such as phonemes and speaker
properties. [16] focus on learning speaker representations by
modelling of context information with a Siamese networks
that discriminate whether a speech segment is the neighbour-
hood of a target segment or not.
In this paper, two unsupervised approaches to generate
acoustic embeddings using context modelling are proposed.
Both methods make use of the variational auto-encoder
framework as proposed in[17] and both approaches aim to
find joint latent variables between the target acoustic seg-
ments and its surrounding frames. In the first instance a
representation is derived from surrounding audio frames that
allows to predict current frame, thereby generating target
audio from common factors. The encoder element of the
associated auto-encoder is further referred to as Contextual
Joint Factor Synthesis (CJFS) encoder. In the second instance
an audio frame is used to predict surrounding audio, which
is further referred to as Contextual Joint Factor Analysis
(CJFA) encoding. As shown in previous work variational
auto-encoders can be used to derive latent variables such as
speaker information and phonemes[9] more robustly. In this
work it is shown that including temporal information can fur-
ther improve performance and robustness, for both phoneme
classification and speaker identification tasks. Furthermore
the use of additional unlabelled out-of-domain data can im-
proved modelling for the proposed approaches. As outlined
above, prior work has made use of surrounding audio in dif-
ferent forms. To the best of our knowledge this work is the
first to show that predicting surrounding audio allows for
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efficient extraction of latent factors in speech signals.
The rest of paper is organised as follows: In §2 related
work is described, Methods for deriving acoustic embed-
dings, and context modelling methods in NLP, computer
vision and speech are discussed. This is followed by the de-
scription of the two approaches for modelling context as used
in this work, in §3. The experimental framework is described
in §4, including the data organisation, baseline design and
task definitions; in §5 and §6 experiments results are shown
and discussed. This is followed by the conclusions and future
work in §7.
2. RELATEDWORKS
2.1. Acoustic Embeddings
Most interest in acoustic embeddings can be observed on
acoustic word embeddings, i.e. projections that map word
acoustics into a fixed size vector space. Objective func-
tions are chosen to project different word realisations to close
proximity in the embedding space. Different approaches were
used in the literature - for both supervised and unsupervised
learning. For the supervised case, [10] introduced a convolu-
tional neural network (CNN) based acoustic word embedding
system for speech recognition, where words that sound alike
are nearby in Euclidean distance. In their work, a CNN is
used to predict a word from the corresponding acoustic sig-
nal, the output of the bottleneck layer before the final softmax
layer is taken to be the embedding for the corresponding
word. Further work used different network architectures to
obtain acoustic word embeddings: [11] introduces a recurrent
neural network (RNN) based approach instead.
For the case that the word boundary information is avail-
able but the word label itself is unknown, [13] proposed word
similarity Siamese CNNs. These are used to minimise a dis-
tance function between representations of two instances of the
same word type whilst at the same time maximising the dis-
tance between two instances of different words.
Unsupervised approaches also exist. [18] proposed a con-
volutional variational auto-encoder based approach to derive
acoustic embedding, in unsupervised fashion. The authors
chose phoneme and speaker classification tasks on TIMIT
data to assess the quality of their embeddings - an approach
replicated in the work presented in this paper. [9, 19] pro-
posed an approach called factorised hierarchical variational
auto-encoder. The work introduces the concepts of global and
local latent factors, i.e. latent variables that are shared on the
complete utterance, or latent variables that change within the
sequence, respectively. Results are again obtained using the
same data and tasks as above.
2.2. Context Modelling
Context information plays a fundamental role in speech
processing. Phonemes could be influenced by surrounding
frames through coarticulation[20] - an effect caused by speed
limitations and transitions in the movement of articulators.
Normally directly neighbouring phonemes have important
impact on the sound realisation. Inversely, the surrounding
phonemes also provide strong constraints on the phoneme
that can be chosen at any given point, subject to to lexical
and language constraints. This effect is for example ex-
ploited in phoneme recognition, by use of phoneme n-gram
models[21]. Equivalently inter word dependency - derived
from linguistic constraints - can be exploited, as is the case
in computing word embeddings with the aforementioned
word2vec[1] method. The situation differs for the global
latent variables, such as speaker properties or acoustic envi-
ronment information. Speaker properties remains constant -
and environments can also be assumed stationary over longer
periods of time. Hence these variables are common between
among neighbouring frames and windows. Modelling context
information is helpful for identifying such information [22].
There is significant prior work that takes surrounding in-
formation into account to learn vector representations. For
text processing the Word2Vec[1] model directly predicts the
neighbouring words from target words or inversely. This
helps to capture the meanings of words[3]. In computer
vision, [23] introduced an visual feature learning approach
called context encoder ,which is based on context based pixel
prediction. Their model is trained to generate the contents of
an image region from its surroundings. In speech process-
ing [14, 15] proposed a sequence to sequence approach to
predict surrounding segments of a target segment. However,
the approach again aims at capturing word semantics from
raw speech audio, words has similar semantic meanings are
nearby in Euclidean distance. [16] proposed an unsupervised
acoustic embedding approach. In their approach, instead of
directly estimating the neighbourhood frames of a target seg-
ment, a Siamese architecture is used to discriminate whether
a speech segment is in the neighbourhood of a target segment
or not. Furthermore, their approach only aims at embedding
of speaker properties. To the best of our knowledge, work
presented here is the first derive phoneme and speaker rep-
resentations by temporal context prediction using acoustic
data.
3. MODEL ARCHITECTURE
3.1. Variational Auto-Encoders
As shown in [18], variational auto-encoders (VAE)[9] can
yield good representations in the latent space. One of the
benefits is that the models allow to work with the latent
distributions[24, 9, 25]. In this work, VAE is used to model
the joint latent factors between the target segments and its
surroundings.
Different from normal auto-encoders, where the input
data is compressed into latent code which is a point esti-
mation of latent variables[17], the variational auto-encoder
model defines a probabilistic generative process between the
observation x and the latent variable z. At the encoder step,
the encoder provides an estimation of the latent variable z
given observation x as p(z|x). The decoder finds the most
likely reconstruction xˆ subject to p(xˆ|z). The latent variable
estimation p(z|x), or the probability density function thereof,
has many interpretations, simply as encoding, or as latent
state space governing the construction of the original signal.
Computing p(z|x) requires an estimate of the marginal
likelihood p(x) which is difficult to obtain in practice. A
recognition model q(z|x) is used to approximate p(z|x) KL
divergence between p(z|x) and q(z|x), as shown in Eq 1, is
minimised[17].
DKL[q(z|x)||p(z|x)] = E[log q(z|x)− log p(x|z)p(z)
p(x)
]
= E[log q(z|x)− log p(x|z)− log p(z)] + log p(x)
= E[log p(x|z)]−DKL[q(z|x)||p(z)] + p(x)
(1)
From Eq 1, the objective function for VAE training is de-
rived shown in Eq 2: [17, 18]
Eq(z|x) log p(x|z)−DKL(q(z|x)||p(z)) (2)
where Eq(z|x)log[p(x|z)] is also called the reconstruction
likelihood and DKL(q(z|x)||p(z)) ensures the learned distri-
bution q(z|x) is close to prior distribution p(z).
3.2. Proposed Model Architecture
An audio signal is represented sequence of feature vectors
S = {S1, S2, ...ST }, where T is the length of the utterance.
In the proposed method the concept of a target window is
used, to which and embedding is related. A target window
Xt is a segment of speech representing features from St to
St+C−1, where t ∈ {1, 2, ...T − C + 1} and C denotes the
target window size. The left neighbour window of the target
window is defined as the segment between St−N and St−1,
and the segment between St+C and St+C+N−1 represents
the right neighbour window of the target window, with N be-
ing the single sided neighbour window size. The concatena-
tion of left and right neighbour segments is further referred
to Yt. The proposed approach aims to find joint latent fac-
tors between target window segment Xt and the concatena-
tion of left and right neighbour window segments Yt, for all
segments. For convenience the subscript t is dropped in fol-
lowing derivations where appropriate. Two different context
use configurations can be used.
Figure 1 illustrate these two approaches. The audio sig-
nal is split into a sequence of left neighbour segment, target
segment and right neighbour segment. In the first approach
(left side on figure 1), the concatenation of the left neighbour
segment and right neighbour segment (Y ) is input to a VAE
model[17], and target window (X) is predicted. In the sec-
ond approach (right side on figure 1) the target window (X)
Fig. 1. The architecture of CJFS (Left) and CJFA (Right).
Both CJFS and CJFA were built based on variational auto en-
coder, embeddings were extracted on the bottleneck layer.
is the input to a VAE model, and neighbour window (Y ) is
predicted.
The first approach is referred to as the contextual joint fac-
tor synthesis encoder as it aims to synthesise the target frame
X . Only factors common between input and output can form
the basis for such prediction, and the encoded embedding can
be considered a representation of these joint factors. Similar
to the standard VAE formulations, the objective function of
CJFS is given in Eq. 3:
Eq(z|Y )log[p(X|z)]−KL(q(z|Y )||p(z)) (3)
The first term represents the reconstruction likelihood be-
tween predicted target window segments and the neighbour
window segments, and the second term denotes how similar
the learned distribution q(z|Y ) is to the prior distribution of
z, p(z)
In practice, for the reconstruction term can be based on the
mean squared error (MSE) between the true target segment
and the predicted target segment. For the second term in Eq
3, samples for p(z) are obtained from Gaussian distribution
with zero mean and a variance of one (p(z) ∼ N (0, 1)).
The second approach is the contextual joint factor analy-
sis encoder. The objective is to predict the temporal context
Y based on input from a single centre segmentX . Again joint
factors between the three windows are obtained, and encoded
in an embedding. However this time an analysis of one seg-
ment is enough. Naturally the training objective function of
CJFA is represented by change of variables, as given in Eq 4.
Eq(z|X)log[p(Y |z)]−KL(q(z|X)||p(z)) (4)
4. EXPERIMENTAL FRAMEWORK
4.1. Data and Use
Taking the VAE experiments as baseline, the TIMIT data is
used for this work[26]. TIMIT contains studio recordings
from a large number of speakers with detailed phoneme seg-
ment information. Work in this paper makes use of the offi-
cial training and test sets, covering in total 630 speakers with
8 utterances each. There is no speaker overlap between train-
ing and test set, which comprise of 462 and 168 speakers,
respectively. All work presented here use of 80 dimensional
Mel-scale filter bank coefficients.
4.2. Baselines
Work on VAE in [18] to learn acoustic embeddings conducted
experiments using the TIMIT data set. In particular the tasks
of phone classification and speaker recognition where cho-
sen. As work here is an extension of such work we we follow
the experimentation, however with significant extensions (see
Section 4.3). With guidance from the authors of the origi-
nal work[18] our own implementation of VAE was created
and compared with the published performance - yielding near
identical results. This implementation then was also used as
the basis for CJFS and CJFA, as introduced in § 3.2.
For the assessment of embedded vector quality our work
also follows the same task types, namely phone classification
and speaker recognition (details in §4.3), with identical task
implementations as in the reference paper. It is important to
note that phone classification differs from the widely reported
phone recognition experiments on TIMIT. Classification uses
phone boundaries which are assumed to be known. However,
no contextual information is available, which is typically used
in the recognition setups, by means of triphone models, or bi-
gram language models. Therefore the task is often more dif-
ficult than recognition. The baseline performance for VAE
based phone classification experiments in [18] report an ac-
curacy of 72.2%. The re-implementation forming the basis
for our work gave an accuracy of 72.0%, a result that was
considered to provide a credible basis for further work.
For the purpose of speaker recognition it is important to
take into account the overlap between training and testing.
Thus three different task configurations are considered, dif-
ferent to the setting in [18]. Their baseline will be further
referred as VAE baseline.
4.3. Evaluation Tasks
The phone classification implementation operates on segment
level, using a convolutional network to obtain frame by frame
posteriors which are then accumulated for segment decision
(assuming frame independence). The phone class with the
Fig. 2. Data split of the TIMIT corpus for definition of data
sets for speaker recognition. Training and test sets are split
int 4 parts of 2 utterances each. Different combination of sets
for training and test are used of different tasks.
Task a Task b Task c
Joint Training Sets Yes No No
Speaker Overlap Yes Yes No
Table 1. Definition of training configurations a, b, and c.
highest segment posterior is chosen as output. An identical
approach is used for speaker recognition. In this setting 3 dif-
ferent data sets are required: a training set for learning the
encoder models, a training set for learning the classification
model, and an evaluation test set. For the phone classification
task, both embedding and classification models are trained
on the official TIMIT training set, and makes use of the pro-
vided phone boundary information. A fixed size window with
a frame step size of one frame is used for all model training.
As noted, phone classification makes no use of phone context,
and no language model is applied.
For speaker recognition overlap speaker between any of
the datasets (training embeddings, training classifier and test)
will cause a bias. Three different configurations (Tasks a,b,c)
are used to assess this bias. Task a reflects the situation where
both classifier and embedding are trained on the same data.
As the task is to detect a speaker the speakers present in the
test set need to be present in training. Task b represents a
situation where classifier and embedding are trained on in-
dependent data sets, but with speaker overlap. Finally Task c
represents complete independence in training data sets and no
speaker overlap. Table 1 summarises the relationships.
In order to achieve these configuration the TIMIT data
was split. Fig. 2 illustrates the split of the data into 8 subsets
(A–H). The TIMIT dataset contains speech from 462 speakers
in training and 168 speakers in the test set, with 8 utterances
for each speaker. The TIMIT training and test set are split into
8 blocks, where each block contains 2 utterances per speaker,
randomly chosen. Thus each block A,B,C,D contains data
from 462 speakers with 924 utterances taken from the training
sets, and each block E,F,G,H contains speech from 168 test set
speakers with 336 utterances.
For Task a training of embeddings and the classifier is
identical, namely consisting of data from blocks (A+B+C+E+F+G).
The test data is the remainder, namely blocks (D+H). For Task
Fig. 3. Phone classification accuracy, and speaker recognition accuracy for Tasks a,b,and c (as defined at 4.3), when varying
the embedding dimension (top row), and window sizes (bottom row).
b the training of embeddings and classifiers uses (A+B+E+F)
and (C+G) respectively, while again using (D+H) for test.
Task c keeps both separate: embeddings are trained on
(A+B+C+D), classifiers on (E+G) and tests are conducted
on (F+H). Note that H is part of all tasks, and that Task c is
considerably easier as the number of speakers to separate is
only 168, although training conditions are more difficult.
4.4. Implementation
For comparison the implementation, follows the convolu-
tional model structure as deployed in [18]. Both VAE encoder
and decoder contain three convolutional layers and one fully-
connected layer with 512 nodes. In the first layer of encoder,
1-by-80 filters are applied, and 3-by-1 filters are applied on
the following two convolutional layer (strides was set to 1
in the first layer and 2 in the rest two layers). The decoder
has the symmetric architecture to the encoder. Each layer is
followed by a batch normalisation layer[27] except for the
embedding layer, which is linear. Leaky ReLU activation[28]
is used for each layer except for the embedding layer. The
Adam optimiser[29] is used in training, with β1 set to 0.95,
β2 to 0.999, and  is 10−8. The initial learning rate is 10−3
5. RESULTS AND DISCUSSION
Table 2 shows phone classification and speaker recognition
results for the three model configurations: the VAE baseline,
the CJFS encoder and the CJFA encoder. In our experiments
the window size was set to 30 frames, namely 10 frames for
the target and 10 frames for left and right neighbours, and an
embedding dimension of 150. This was used for both CJFS
and CJFA models alike. Results show that the CJFA encoder
obtains significantly better phone classification accuracy than
the VAE baseline and also than the CJFS encoder. These re-
sults are replicated for speaker recognition tasks. The CJFA
encoder performs better on all tasks than the VAE baseline
by a significant margin. It is noteworthy that performance on
Task b is generally significantly lower than for Task a, for
reasons of training overlap but also smaller training set sizes.
Model Phone Task a Task b Task c
VAE 72.0% 82.0% 49.7% 84.1%
CJFS 48.1% 84.9% 50.2% 85.8%
CJFA 74.1% 87.3% 52.2% 87.9%
Table 2. % Phone classification and speaker recognition ac-
curacy with three different model types. Embedding dimen-
sion is 150 and target window size is 10 frames, neighbour
window sizes are 10 frames each.
To further explore properties of the embedding systems a
change of window size (N ) and embedding dimension (K)
is explored. One might argue that modelling context effec-
tively widens the input data access. Hence these experiments
should explore if there is benefit in the structure beyond data
size. Graphs in Fig. 3 illustrate phone classification accuracy
and speaker recognition performance for all three models un-
der variation of latent size and window sizes. It is important to
note that the target window size remains the same (10 frames)
with an increase of N . Therefore e.g. N = 70 describes the
target window size is 10 frames, and the other two neighbour
windows have 30 frames at either side (30,10,30 left to right).
Better speaker recognition results are consistently obtained
with the CJFA encoder for any configuration with competitive
performance, compared with the VAE baseline and also CJFS
settings - and CJFS settings mostly outperform the baseline.
However the situation for phone classification is different. It
is not surprising to see CJFS perform poorly on phone classifi-
cation as the target frame in not present in the input, therefore
the embedding just does not have the phone segment infor-
mation. However, as per speaker recognition results, speaker
information is retained.
A variation of the window sizes to larger windows seems
detrimental in almost all cases, aside from the more difficult
Task b. This may be in part the effect of the amount of train-
ing data available, however it confirms that contextual models
outperform the baseline VAE model configuration, generally,
and in particular also with the same amount of input data for
speaker recognition. It is also noticeable that the decline or
variation as a function of window size is less pronounced for
the CJFA case, implying increased stability. For phone clas-
sification the trade-off benefit for window size is less clear.
For phone classification, increasing the embedding K is
helpful, but performance remains stable at K = 150. Hence
in all of the rest of our experiments, the embedding dimension
is set to 150 for all of the rest configurations. For speaker
recognition the observed variations are small.
Data Phone Task a Task b Task c
VAE TIMIT 72.0% 82.0% 49.7% 84.1%
VAE+RM TIMIT+RM 73.4% 86.1% 55.2% 86.8%
CJFS TIMIT 48.1% 84.9% 50.2% 85.8%
CJFS+RM TIMIT+RM 47.4% 89.0% 58.5% 90.1%
CJFA TIMIT 74.1% 87.3% 52.2% 87.9%
CJFA+RM TIMIT+RM 75.6% 90.2% 60.1% 90.9%
Table 3. % Phone classification and speaker recognition ac-
curacy with TIMIT data and RM data.
A further set of experiments investigated the use of out
of domain data for improving classification in a completely
unsupervised setting. The RM corpus [30] was used in this
case to augment the TIMIT data for training the embeddings
only. All other configurations an training settings are un-
changed. Table 3 shows improvement after using additional
out-of-domain data for training, except for in the case of CJFS
and for phone classification. The improvement on all tasks
with the simple addition of unlabelled audio data is remark-
able. This is also true for the baseline, but the benefit of the
proposed methods seems unaffected. The CJFA encoder per-
forms better in comparison of the other two approaches and a
absolute accuracy improvement of 7.9% for speaker recogni-
tion Task b is observed. The classification tasks benefits from
the additional data even though the labelled data remains the
same.
6. ANALYSIS
To further evaluate the embeddings produced by the 3 mod-
els, visualisation using the t-SNE algorithm[31] is a common
approach, although interpretation is sometimes difficult. Fig.
4 visualises the embeddings of phonemes in two-dimensional
space, each phoneme symbol represents the mean vector of
all of the embeddings belonging to the same phone class[32].
One can observe that the CJFA encoder appears to generate
more meaningful embeddings than the other two approaches
- as phonemes belonging to the same sound classes[33] are
grouped together in closer regions. The VAE baseline also
has this behaviour but for example plosives are split and nasal
(a) VAE baseline (b) CJFS encoder
(c) CJFA encoder
Fig. 4. The t-SNE visualisation of phones in the test set for
three models: (a): VAE baseline (b): CJFS encoder and (c):
CJFA encoder
separation seems less clear. Instead CJFS shows more confu-
sion - as expected and explained above.
7. CONCLUSION AND FUTUREWORK
In this paper, two unsupervised acoustic embedding ap-
proaches to model the joint latent factors between the target
window and neighbouring audio segments were proposed.
Models are based on variational auto-encoders, which also
constitute the baseline. In order to compare against the
baseline models are assessed using phone classification and
speaker recognition tasks, on TIMIT, and with additional RM
data. Results show CJFA (contextual joint factor analysis)
encoder performs significantly better in both phone classi-
fication and speaker recognition tasks compared with other
two approaches. The CJFS (contextual joint factor synthesis)
encoder performs close to CJFA in speaker recognition task,
but poorer for phone classification. Overall a gain of up to
3% relative on phone classification accuracy is observed, rel-
ative improvements on speaker recognition show 3–6% gain.
The proposed unsupervised approaches obtain embeddings
and can be improved with unlabelled out-of-domain data,
the classification tasks benefits even though the labelled data
remains the same. Further work needs to expand experiments
on larger data sets, phone recognition and more complex
neural network architectures.
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