Abstract. Studying invariant theory of commutative polynomial rings has motivated many developments in commutative algebra and algebraic geometry. Of particular interest has been to understand under what conditions we can obtain a fixed ring satisfying useful properties. After generalizing the setting to certain noncommutative non-connected algebras, the main questions remain the same. This paper gives a sufficient condition on the finite group acting to guarantee the fixed ring to have finite injective dimension and satisfying the generalized Gorenstein condition. Part of this result is the construction of a homological determinant of a non-connected algebra which turns out to be particularly nice for the examined preprojective algebras. More precisely, we show that if a finite group, whose elements have trivial homological determinants and fix the idempotents, acts on a noetherian N-graded generalized Gorenstein algebra with finite global dimension then the fixed ring is also generalized Gorenstein.
Introduction
An Artin-Schelter regular algebra is defined to be a finitely generated connected N-graded ring S = k ⊕ j>0 S j satisfying the following three conditions:
(AS 1) S has finite (graded) global dimension d. This class of noncommutative algebras forms an important extension of polynomial rings which has motivated a wide range of research interests. In particular, invariant theory has been generalized to Artin-Schelter regular algebras. Chan, Jørgensen, Kirkman, Kuzmanovich, Walton, Zhang and many others extended the theory to finite group actions ([KKZ08, KKZ10, JZ00]) and finite Hopf algebra actions ([KKZ09, CKWZ16]) on Artin-Schelter regular algebras. There has been extensive success in finding analogues of the most important theorems from commutative invariant theory to this new setting. For instance, a version of the ChevalleyShephard-Todd Theorem, Watanabe's Theorem, Stanley's Theorem and many more have been found. which form a non-connected generalization of Artin-Schelter regular algebras. In fact, Reyes, Rogalski and Zhang showed in [RRZ14, Lemma 1.2] that every connected twisted Calabi-Yau algebra is indeed Artin-Schelter regular.
In the beginning of this paper, we need to introduce various terms and collect properties of preprojective algebras including the χ-condition and being prime polynomial identity rings. A summary is provided in Proposition 2.5. The terms generalized Gorenstein and AS-CohenMacaulay are introduced in the Definitions 2.6 and 2.7. Afterwards, we establish a matrix Hilbert series and a matrix (vector) trace containing more information compared to their originals. The purpose of Sections 3 to 5 is to lay the groundwork for the second of our two main results. More precisely, we give formulas for the vector trace of graded automorphisms of A which fix the idempotents for the three cases A n−1 , D n−1 and E m for m = 6, 7, 8.
Before stating our first theorem in Section 6, we need some build up. Let B be a noetherian N-graded algebra with B 0 ∼ = k n . Denote the primitive orthogonal idempotents by {e 1 , . . . , e n }, the simple right B-modules by S j = e j B/(e j B) ≥1 On the other hand, the definition of a homological determinant is more challenging. For a graded automorphism g fixing the idempotents we also observe that H N r (g) can be related to (g −1 ) * . However, here the connection requires n scalars, one for each idempotent e i . Naturally, we put these scalars into a diagonal matrix denoted by Hdet(g) −1 . From here, several technical lemmas later we can prove the following theorem:
Theorem 6.9. Let B be a noetherian N-graded generalized Gorenstein algebra with degree zero piece B 0 ∼ = k n . Suppose B has finite global dimension d. Denote the primitive orthogonal idempotents by {e 1 , . . . , e n }. Suppose G is a finite subgroup of graded automorphisms of B such that every g ∈ G fixes the primitive idempotents. Assume that every g ∈ G satisfies Hdet(g) = I n . Then B G is generalized Gorenstein.
This paper concludes with Section 7 which focuses on preprojective algebras A. Before, we have defined the homological determinant Hdet(g) for a graded automorphism g of A fixing the idempotents. In the connected case, for algebras of global dimension 2, the homological determinant of g is the same as the scalar the defining relation is multiplied by the action of g (see [MS16, Theorem 3.3] ). This inspires the suspicion that also all diagonal entries of Hdet(g) equal the scalar the defining relation of a preprojective algebra is multiplied by the action of g. We use the following well-tried convention. As g(e i ) = e i , every arrow must be scalar multiplied by g. This encourages to call g(α i ) = c i α i and g(α * i ) = t i α * i . The crucial part to confirm our guess is to find an AS-regular subalgebra S of A such that A is a finitely generated module over S. As a consequence, H 2 m (−) and H 2 t (−) for m = A ≥1 and t = S ≥1 act identically on the projective modules e i A. Moreover, since S is AS-regular, g| e i A is a so-called rational function over k which is enough to relate the trace of the function H 2 t (g| e i A ) : H 2 t (e i A) → H 2 t (e i A) to Tr e i A (g| e i A , t) which helps proving the following result:
Corollary 7.7. Let Q be the quiver corresponding to an extended Dynkin graph of type A n−1 , D n−1 or E m for m = 6, 7, 8 and A = Π Q (k). Let g be a graded automorphism of A which fixes the idempotents. Use the usual convention g(α i ) = c i α i and g(α * i ) = t i α * i . Then Hdet(g) = c 1 t 1 I n (n = m + 1 for E m ). In particular, it makes sense to define hdet(g) = c 1 t 1 .
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Preliminaries
Throughout let k be an algebraically closed field of characteristic 0. Unless said otherwise, every algebra is N-graded and assumed to be locally finite, i.e. each graded piece is finite dimensional over k. All quivers have finitely many vertices and finitely many arrows. The symbol A is reserved to be the preprojective algebra Π Q (k) of an extended Dynkin quiver Q (see Euclidean graphs in [EE07, Chapter VII.2]) as defined in Definition 2.3. The following first definitions are necessary to define preprojective algebras. Afterwards, Proposition 2.5 collects essential properties of preprojective algebras. Definition 2.6 introduces generalized Gorenstein algebras for which Theorem 6.9 is proved. Important tools for any sort of invariant theory are the construction of a Hilbert series and a trace function which we will extend to a vector and matrix notation starting with Definition 2.8.
We start by fixing our notation. Let R = j∈N R j be a graded algebra over k and g be an automorphism of R.
• We call g a graded automorphism if g(R i ) = R i for all graded pieces R i of R. The group of all graded automorphisms of R is denoted by Aut gr (R).
• A right R-module M is called graded if M = j∈Z M j and for r ∈ R n and m ∈ M holds mr ∈ M n+ for all n, ∈ Z.
• A graded right R-module M is called left bounded if there exists an integer N such that M j = 0 for all j ≤ N . Analogously, M is called right bounded if there exists an integer N such that M j = 0 for all j ≥ N . The module M is called bounded if it is both left bounded and right bounded.
• For a graded R-module M = j∈Z M j , the shifted module
• For graded R-modules M = j∈Z M j and N = i∈Z N i a linear map ϕ satisfying ϕ(M j ) ⊆ N j+ is called homogeneous of degree . Denote the vector space of all right R-module homomorphisms from M to N which are homogeneous of degree by Hom R (M, N ).
• For graded R-modules M and N , the elements of Hom 0 R (M, N ) are called graded and the set of all graded automorphisms of M is denoted by Aut gr (M ).
• For graded R-modules M and N , the vector space Hom R (M, N ) denotes the usual Hom in the category R-Mod of all right R-modules. We have
It is well-known that if M is also finitely generated, then Hom(M, N ) = Hom(M, N ) which is the case for all appearances of Hom in this paper.
• Denote the right derived functors of Hom by Ext
• For a right R-module M , the g-twisted module M g is defined as M g = M with changed action m * r = mg(r) for m ∈ M, r ∈ R.
• Let M and N be graded right R-modules.
for all m ∈ M and r ∈ R. As noted in [JZ97] , a graded map ϕ : M → N is g-linear if and only if it is a graded R-homomorphism from M to N g .
Definition 2.1. Following [ASS06, Chapter II.1], a quiver Q = (Q 0 , Q 1 , s, t) is a quadruple consisting of vertices Q 0 = {e i | i ∈ I}, arrows Q 1 and two maps s, t : Q 1 → Q 0 called the source s and target t. For every arrow α ∈ Q 1 the maps associate the corresponding source s(α) and target vertex t(α) in Q 0 . Usually, the quiver is just denoted by Q.
Further using the notation of [ASS06] , a path of length ≥ 1 with source a and target b is a sequence
where α k ∈ Q 1 for all 1 ≤ k ≤ as well as s(α 1 ) = a, t(α k ) = s(α k+1 ) for each 1 ≤ k < and t(α ) = b. Additionally, each vertex e i ∈ Q 0 has a path of length = 0 associated to it, called the trivial path at e i also denoted by e i = (e i | | e i ).
The path algebra kQ is defined in the usual way with its natural grading
where kQ denotes the k-subspace of kQ generated by the set Q of all paths of length .
Definition 2.2. For a quiver Q, its doubleQ is obtained by keeping the vertex set Q 0 and adding a new arrow α * from e j to e i for each arrow α ∈ Q 1 from e i to e j .
Definition 2.3. Using [EE07, Definition 3.1.1.], we can define the preprojective algebra associated to a quiver Q. Let Q be a quiver andQ its double. The preprojective algebra is defined as
A weak homological property introduced by Artin and Zhang is the χ-condition for a noetherian N-graded algebra from [AZ94, Definitions 3.2].
Definition 2.4. A noetherian N-graded algebra R satisfies the χ-condition if Ext j R (R 0 , M ) is bounded for all j and all finitely generated right R-modules M .
Our definition for χ is not the original definition given in [AZ94, Definition 3.7]. However, due to [AZ94, Proposition 3.11 (2)] the original definition is equivalent to Definition 2.4 as long as R is locally finite which we assume for all our algebras. (a) A has global dimension 2 and satisfies the generalized Gorenstein condition
The trivial paths {e 1 , . . . , e n } associated to the vertices form the set of primitive and orthogonal idempotents. Then, the P i = e i A for i = 1, . . . , n are the only indecomposable projectives and thus every finitely generated graded projective module is a sum of finitely many possibly shifted copies of the P i 's. (e) A is a noetherian prime polynomial identity ring.
Most of the main theory developed in Section 6 is worked out for the more general class of algebras which are generalized Gorenstein. Based on [JZ00, Definition 0.2], the following definition arises naturally. 
Now, we start the construction of matrix Hilbert series and matrix (vector, respectively) trace functions. But first, let's give the original definitions.
Definition 2.8. Let R be an N-graded algebra over k and let M be a left bounded graded locally finite right R-module. Further, let g ∈ Aut gr (M ) be a graded automorphism of M . Then:
• The Hilbert series H M (t) of M is the formal Laurent series
• As in [JZ97] , the trace Tr M (g, t) of g is the formal Laurent series
Definition 2.9. Let B be a noetherian N-graded algebra with B 0 ∼ = k n . Denote the primitive orthogonal idempotents by {e 1 , . . . , e n }. Let g ∈ Aut gr (B) be a graded automorphism of B such that g(e i ) = e i for every i = 1, . . . , n. Notice that e i B is a projective right B-module and for each e i , there is an induced map
denoted by g i . Further, g i = g| e i B is a g-linear right B-module isomorphism from e i B to e i B.
Definition 2.10. Let B be a noetherian N-graded algebra with B 0 ∼ = k n . Denote the primitive orthogonal idempotents by {e 1 , . . . , e n }. The matrix Hilbert series H M B (t) or H M (t) is the matrix with entries
For g ∈ Aut gr (B) with g(e i ) = e i , the matrix trace Tr M B (g, t) or Tr M (g, t) (vector traces Tr B (g, t) and Tr B (g, t) or Tr(g, t) and Tr(g, t), respectively) is the matrix (vector) with entries
tr(g| e j Bs )t s , and
The remaining results of this section hold in very general settings. Lemma 2.11 only requires a ring B to be graded and provides a very interesting projection of B onto the fixed ring under a finite group action. More importantly, it makes B into a finitely generated module over its fixed ring. This is one of the key ingredients to connect
Lemma 2.11. Let R be an N-graded ring and G be a finite subgroup of Aut gr (R). The fixed ring equals
where K is the kernel of the map
. 
We conclude this introduction by stating two important results. First, under weak conditions the ring is always finitely generated as a module over its fixed ring and second, the fixed ring satisfies the χ-condition if the ring satisfies this property. Convention 2.14. Throughout let k be an algebraically closed field of characteristic 0. Every algebra is noetherian, N-graded with degree zero piece isomorphic to k n and locally finite. Our convention is to use right modules. Every automorphism obeys the grading and all groups G and automorphisms g have finite order. Moreover, every g ∈ G fixes the idempotents. Unless said otherwise, A = Π Q (k) for an extended Dynkin quiver Q with vertices {e 1 , . . . , e n }. On A, all automorphisms act by extending scalar multiplication on the arrows of degree 1. Unless said otherwise, B denotes a noetherian N-graded generalized Gorenstein algebra with B 0 ∼ = k n such that B and B op satisfy the χ-condition. To simplify notation, the primitive orthogonal idempotents of B are also denoted by {e 1 , . . . , e n }. The modules S i and S * i denote the simple right and left modules of the algebra we focus on. Call m = A ≥1 , r = B ≥1 and s = (B G ) ≥1 . The fixed ring is denoted by
3. Summary of Case A n−1
Let n ≥ 3 and let Q be the following quiver coming from the extended Dynkin diagram A n−1 :
In this section, let A = Π Q (k) be the preprojective algebra with respect to Q. Mainly, we are recalling formulas for Tr(g, t) and Tr(g, t) for any graded automorphism g of A which fixes the primitive idempotents in Proposition 3.2. In this situation, we can denote g(α i ) = c i α i and g(α * i ) = t i α * i and reduce the indices modulo n if needed.
Definition & Remark 3.1. In [Wei18b] it was shown that A can be understood as the path algebra kQ with respect to the relations α i α * i = α * i−1 α i−1 for i = 1, . . . , n.
As a consequence, it was shown that we can always rearrange a path in A to first have the nonstar arrows occur followed by the star arrows. Counting as done in [Wei18b] yields:
Every element of A can be represented as a k-linear combination of paths in the double of Q. In order to simplify notation, we identify an element of A with any representative in kQ.
We call an element of the form j α i j v α * uv a simple path. Due to the relations, every path has a unique representation as a simple path. Moreover, every simple path in A is uniquely determined by its starting vertex, its length and the number of star arrows occurring. Further, every element of A is a unique linear combination of simple paths.
The following proposition taken from [Wei18b] presents formulas for the vector traces of a graded automorphism of A. These will be used in Section 7 to find a reciprocity statement connecting Tr(g, t) to Tr(g −1 , t −1 ) which eventually helps to find concrete formulas for Hdet(g).
Proposition 3.2 ([Wei18b, Proposition 3.5]). Let Q = A n−1 and A = Π Q (k). Fix g to be a graded automorphism of A with g(e i ) = e i for all i = 1, . . . , n of not necessarily finite order. Therefore, we can denote g(α i ) = c i α i and g(α * i ) = t i α * i . Also, recall g i = g| e i A and fix the convention that an empty product equals 1. Then the vector Tr(g, t) equals
and for Tr(g, t) a similar formula arises as
A detailed proof of Proposition 3.2 will be given in the author's dissertation [Wei18a] . However, the proof of case D n−1 presented in the next section also entails everything needed since the relations occurring for A n−1 also appear for D n−1 .
Summary of Case
Next, let n ≥ 5 and let Q be the following quiver coming from the extended Dynkin diagram D n−1 :
As before, let A = Π Q (k) be the preprojective algebra with respect to Q. We need to give a description of Tr(g, t) and Tr(g, t) of a graded automorphism which fixes the primitive idempotents in this case. Before proving this, let's analyze the relations of A as they are crucial to find the minimal projective resolutions of the simple modules.
Definition & Remark 4.1. In Definition 2.3, the preprojective algebra was defined as the path algebra modulo the ideal I generated by the one relation:
By successively multiplying the trivial paths e i for i = 1, . . . , n to Equation (1), for Q = D n−1 relations of the form
and α * n α n = 0 are obtained. Starting now we think of I being generated by the relations in Equation (2). Moreover, notice that these relations force c i t i = c 1 t 1 for all i = 1, . . . , n as it was the case for Q = A n−1 . Additionally, whenever g satisfies c 1 t 1 = c i t i for all i we obtain a graded automorphism.
For the proof of the following proposition, we follow [JZ97, Theorem 2.3] closely.
Proposition 4.2. Let Q = D n−1 and A = Π Q (k). Fix g to be a graded automorphism of A with g(e i ) = e i for all i = 1, . . . , n. Therefore, we can denote g(α i ) = c i α i and g(α *
and similarly Tr(g, t) equals
Proof. Notice that g preserves the indecomposable projective modules P i = e i A as well as the graded submodules e i A ≥1 . Since gl. dim(A) = 2, the proof of [Boc08, Theorem 3.2] gives the minimal projective resolution of S i = e i A/e i A ≥1 for i = 4, . . . , n − 3:
Denote g i = g| e i A and letg i be the induced map of g i on S i . Theng i is a g-linear map from S i to S i or an A-linear map from S i to S g i . We consider the following:
Using the universal property of projective resolution gives graded A-linear maps φ
such that the squares commute:
Recall that the relations in A are α 1 α *
Calculations give φ
2 (e i ) = c 1 t 1 e i . Notice, that these minimal projective resolutions and their lifts only depend on the relation α i α * i − α * i−1 α i−1 = 0 at e i and the target vertices of α i and α * i−1 . Thus, for E m , the same conclusions -in particular the equations leading to the matrix formula -can be made for the vertices at which the corresponding relation holds.
Using the same technique, we obtain the following minimal projective resolutions
1 (e 3 ) = c j e 3 as well as φ
2 (e j ) = c 1 t 1 e j . Similarly,
1 (e n−2 ) = t l e n−2 as well as φ
2 (e l ) = c 1 t 1 e l are obtained. Once again, these cases only depend on α j α * j = 0 and t(α j ) (α * l α l = 0 and t(α * l ), respectively) which occur identically at the endpoints of the diagrams E m .
The two remaining resolutions are a little more complicated but can also be computed using that the squares commute and that all maps are g-linear from Q r to Q r . First we have
2 (e 3 ) = c 1 t 1 e 3 and Finally, the last resolution computes in the same way yielding 0 e n−2 A e n−1 A ⊕ e n A ⊕ e n−3 A e n−2 A S n−2 0 0 (e n−2 A)
(e n−2 ) = c 1 t 1 e n−2 and
Due to the direction of the arrows we will choose for E m in the next section, this is the same calculation necessary for the unique vertex of E m which is connected to three vertices. However, in contrast, the neighboring vertices there have non-consecutive labels. For instance, for E 6 the vertex e 3 is adjacent to e 2 , e 4 and e 6 . This effects which projective modules appear in the minimal projective resolution and this influences the position an entry occurs in the matrix formula at the end of the proof.
For s = 1, . . . , n, we now understand the φ
and therefore Tr Q 2 (φ (s) 2 , t) = c 1 t 1 t 2 Tr esA (g, t). Notice that the t 2 comes from the shift in the grading of Q 2 which is used so δ 1 and δ 2 are graded.
It remains to understand Tr Q 1 (φ (s) 1 , t). First, consider s = 4, . . . , n − 3. In the same way as before but using bases for each component individually, we immediately obtain the equation A (g, t) . From the projective resolutions above we read off the remaining four cases in Equation (3):
1 , t) = t l t Tr e n−2 A (g, t), for l = n − 1, n,
+ c 1 t 1 t 2 Tr e 3 A (g, t), and Tr S n−3 (g n−3 , t) = Tr e n−3 A (g, t) − c n−1 t Tr e n−1 A (g, t) + c n t Tr enA (g, t) + t n−3 t Tr e n−3 A (g, t)
+ c 1 t 1 t 2 Tr e n−3 A (g, t).
Finally, we can write the n equations using matrix notation as
, where
On the left hand side, Tr S i (g i , t) = 1 asg i sends e i to e i . Therefore, multiplying the inverse of the matrix M from the left finishes the proof for Tr(g, t). The case Tr(g, t) follows from analogous calculations.
5. Summary of Case E m for m = 6, 7, 8
Finally, the cases E m for m = 6, 7, 8 are left where the underlying quivers are as follows.
•
In order to produce the preprojective algebras, one has to consider the doubles, construct the path algebras and factor out one relation. As before, successfully multiplying idempotents from either side discloses the following relations instead.
E 8 : α 1 α * 1 = α * 7 α 7 = α * 9 α 9 = 0, α 6 α * 6 + α 9 α * 9 = α * 5 α 5 , and α i α * i = α * i−1 α i−1 , i = 2, 3, 4, 5, 7.
As noticed for A n−1 and D n−1 , the relations force again c 1 t 1 = c i t i for all i as otherwise g is not an automorphism. Conversely, whenever g satisfies c 1 t 1 = c i t i for all i it is a graded automorphism of A.
Proposition 5.1. Let Q = E m for m = 6, 7, 8 and A = Π Q (k). Fix g to be a graded automorphism of A with g(e i ) = e i for all i = 1, . . . , n. Therefore, we can denote g(α i ) = c i α i and 
for E 8 . Similar formulas arise for Tr(g, t) where the c i 's switch the role with the t i 's.
Proof. This proof was prepared in the proof of Proposition 4.2. We need to find the minimal projective resolutions of the simple modules. They are immediate from knowing the generators, their target vertices and relations starting at e i as done before. Then, the calculations for the connecting maps are the same as the corresponding ones in Proposition 4.2. For instance, for E 6 , the vertex e 1 behaves like e 1 in D n−1 , e 5 and e 7 behave like e n , the formula for e 3 can be extracted from e n−2 and at last the vertices e 2 , e 4 and e 6 fall into the generic case for D n−1 . Similar equations to (3) arise and written in matrix form together with remembering that Tr S i (g i , t) = 1 finishes the claim for Tr(g, t). The case Tr(g, t) follows from analogous calculations.
A Sufficient Criterion for Generalized Gorenstein
Let B be a noetherian N-graded generalized Gorenstein algebra with degree zero piece B 0 ∼ = k n . Suppose B and B op satisfy the χ-condition. Denote the primitive orthogonal idempotents by {e 1 , . . . , e n }. This gives us all simple right B-modules S i = e i B/(e i B) ≥1 and all simple left B-modules S * i = Be i /(Be i ) ≥1 , respectively. Every graded automorphism g ∈ Aut gr (B) that we consider satisfies g(e i ) = e i for all i = 1, . . . , n. Fix a finite subgroup G of Aut gr (B) and some g ∈ Aut gr (B).
In this section, we develop the main theory of this paper. In particular, we introduce the concept of a homological determinant Hdet(g) in matrix form for the graded automorphism g. The main theorem 6.9 connects the homological determinant Hdet(g) for all g in G being trivial to the fixed ring being generalized Gorenstein. While stated in a more general setting, the results of this section apply to preprojective algebras.
The following is a generalization of the work of Peter Jørgensen and James J. Zhang in [JZ00] . Denote B ≥1 by r. For a right B-module M , recall that
has a right B-module structure since B/B ≥r is a (B, B)-bimodule. The following definition is adapted from [AZ94]:
Definition 6.1. An element e of a B-module M is called torsion if there exists an i ∈ N such that eB ≥i = 0.
One of the key lemmas to prove the main theorem requires to understand the graded injective hulls of the simple modules S j . As described in the following remark they have a nice form. In order to avoid confusion with the arrows α * of A, we denote elements of a dual space by (−) .
Remark 6.2. The graded injective envelope of a simple right B-module S j equals the graded Matlis dual P * j = Hom k (Be j , k) with natural grading (P * j ) m = Hom k (B −m e j , k).
Proof. Fix some homogeneous k-basis B of Be j which contains e j . First, the graded B-module homomorphism ϕ : S j → P * j , e j → e j where e j denotes the dual map to e j , sending e j to 1 and all other elements of B to 0, gives an inclusion of S j into P * j .
Second, we need to show that P * j is the graded injective hull. Equivalently, it is enough to show that P * j is an injective essential extension of S j . Let N be a nonzero submodule of P * j . We denote the dual basis of P * j by B = {β | β ∈ B}. Let ψ = β∈B c β β : Be j → k be a nonzero element from N . Since P * j lives entirely in nonpositive degrees, let γ be of minimal degree such that c γ is nonzero. We are going to show that ψ · γ ∈ N ∩ S j \ {0}. For β with deg(β ) > deg(γ ) in the expression for ψ we notice that (β · γ)(α) = β (γα) = 0 since γα can never equal β as its degree is too big. Also, elements β ∈ B with deg(β ) = deg(γ ) satisfy β · γ = e j if and only if β = γ and 0 otherwise. Combined, we obtain ψ · γ = c γ e j which lives in N ∩ S j . Hence, P * j is an essential extension.
In regards to injectivity, recall that P j is a projective locally finite right B-module. Let
implies that taking the Matlis dual twice returns a module isomorphic to M . Therefore, the functor Hom k (−, k) forms an anti equivalence on the category of locally finite graded Bmodules. In particular, the projective left B-module Be j is sent to a graded injective right B-module P * j .
This will now help proving the following lemma motivated by [JZ00, Lemma 2.1]. Notice that A is generalized Gorenstein by Proposition 2.5 and so this lemma applies to A. Fix some minimal j ≤ N such that E j has a nonzero torsion element e. We can assume that eB ≥i = 0 for some minimal i ∈ N. By picking a nonzero elementẽ ∈ eB ≥i−1 we have that eB ≥1 = 0. This implies an embedding S a [− deg(ẽ)] → E j for some a ∈ {1, . . . , n} (ẽ·e a = 0 for some a). Since S a is a simple module and the resolution is minimal, this forces the composition S a → E j → E j+1 to be zero as otherwise the graded injective hull of S a is a summand of both E j and E j+1 . Thus, applying Hom(S a [− deg(ẽ)], −) to the resolution and taking homology at the j-th spot, we obtain nonzero elements. In other words, using the minimality of j, Ext (S b , B) ) = 1, there cannot be another copy of P * b in M . Repeating this argument for b = 1, . . . , n, we obtain
where I is torsionfree. Taking H
where the last equality holds since the direct limit of Hom B (B/B ≥r , M ) always gives back the torsion part of M combined with P * b is torsion. This implies the statement. With the lemma just proved, our goal will be to connect
* for some g ∈ Aut gr (B) with g(e i ) = e i for all i = 1, . . . , n. Therefore, we need to understand (g −1 ) * first. Moreover, it turns out that any g-linear map Φ from B * B → B * B is closely related to (g −1 ) * via n scalars determined by Φ(e i ). Notice that it is enough to look at B * rather than
since Φ is g-linear and g fixes the idempotents. This guarantees that Φ restricts to maps on each P * b [ b ] individually. For simplicity, we will therefore state the following remark and its subsequent lemma without worrying about shifts in the grading.
Remark 6.4. Recall that g ∈ Aut gr (B) with g(e i ) = e i for all i. Then g −1 becomes a g −1 -linear B-module homomorphism from B B to B B. Furthermore,
Moreover, any g-linear B-module homomorphism from B * B → B * B can be described as follows. Let Φ : B * B → B * B be such a graded g-linear B-module homomorphism. In order to avoid double usage of (−) * , we denote the standard dual basis by B = {β | β ∈ B} where B stands for a fixed basis of B. In general we have
However, since n j=1
λ ij e j = Φ(e i ) = Φ(e i · e i ) = Φ(e i ) · g(e i ) = n j=1
λ ij e j · g(e i ) = λ ii e i we can define λ i = λ ii and know that Φ(e i ) = λ i e i . We will show that these λ i determine Φ completely. Let β be a word in e r Be s . By definition it follows that β · β = e s . Now, the same trick as for e i shows that
.
By checking on a basis, we conclude with Φ(β ) = λ s (β • g −1 ) for β ∈ Be s .
In order to apply the previous remark it remains to show that that H i . Putting these scalars into a diagonal matrix finishes the definition of the homological determinant: Definition 6.6. Let g ∈ Aut gr (B) as before. Define the homological determinant Hdet(g) to be the diagonal matrix with entries (Hdet(g)) i = λ From the definition it is unclear how to calculate the λ i 's or whether they are related to each other. In Section 7 we will prove that for preprojective algebras with quivers of extended Dynkin type A, D or E the homological determinant is a scalar matrix. However, this does not always need to be the case as one can see by looking at a direct product of two algebras.
While we do not need to worry about shifts in the definition of the homological determinant, we now need to be more careful again. This next lemma follows [JZ00, Lemma 3.1] closely. It lays the ground work for the main theorem 6.9. More precisely, satisfying the conditions from
for some fixed ring B G together with the weaker AS-Cohen-Macaulay property is enough to prove the generalized Gorenstein condition later. The only piece missing is to guarantee finite injective dimension which will be taken care of by requiring a balanced dualizing complex as done afterwards.
Lemma 6.7. Let G be a finite group acting on B by fixing the primitive idempotents e i for i = 1, . . . , n. Denote the fixed ring B G by C and call r = B ≥1 and s = C ≥1 .
(1) Let N = injdim B (B).
Proof. We start with ( 
Since B is generalized Gorenstein, for i = N , the left hand side is zero and so as a summand also H i s (C) = 0 for i = N due to Lemma 6.3. This makes C AS-Cohen-Macaulay. The same calculation holds over the opposite rings which finishes the first part. Now, we prove (2). Recall from Lemma 2.11(a), the projection π G :
is a splitting of the natural inclusion of C into B, so we have
We are going to show the equality
This shows the second inclusion.
Combined, together with the observation made in part (1) that
(4)
The assumption Hdet(g) = I n implies that
* (β ) for all g ∈ G and all β ∈ A. We apply this to Equation (4):
To see ( * ), recall that any element in C is fixed under the action of G. Therefore, every β ∈ (e b C)
The reverse argument is similar.
Lemma 6.8. Let C be a noetherian N-graded AS-Cohen-Macaulay algebra with C 0 ∼ = k n and denote its primitive pairwise orthogonal idempotents by {e 1 , . . . , e n }. Assume that C has a balanced dualizing complex. Write u = C ≥1 . If C satisfies H 
By a symmetric version of [RR18, Lemma 2.8] it follows that
for all i and together with Equation (5) this implies dim k (Ext N C (S i , C)) = 1. In other words, C satisfies the generalized Gorenstein condition.
In conclusion, we need to show that id C (C) is finite. At last, we can put together the previous lemmas. Fortunately, fixed rings have a balanced dualizing complex and so the following main theorem is the combination of 6.7 and 6.8.
Theorem 6.9. Suppose B has finite global dimension d. Suppose G is a finite subgroup of graded automorphisms of B such that every g ∈ G fixes the primitive idempotents. Assume that every g ∈ G satisfies Hdet(g) = I n . Then B G is generalized Gorenstein.
Proof. Call C = B G and s = C ≥1 as before. By Lemma 6.7 it follows that C is AS-Cohen-
Macaulay and that H
. Thanks to Proposition 2.13 the algebra C satisfies the χ-condition. Our assumptions and Lemma 2.11(b) guarantee that both B and C are noetherian.
We want to apply [vdB97, Theorem 6 .3] to B which holds for non-connected algebras. The first condition is satisfied since B has finite global dimension. This instantly implies that Γ m and Γ m • have finite cohomological dimension. Moreover, we require B and B op to satisfy the χ-condition. Hence, B has a balanced dualizing complex. Using the projection B → B Notice that B and B op in Theorem 6.9 do not need to be assumed in advance to satisfy the χ-condition. Since B has finite global dimension and satisfies the generalized Gorenstein condition, it must automatically satisfy χ due to [Wei18b, Lemma 2.7].
Homological Determinant for preprojective Algebras
Let Q = A n−1 , D n−1 or E m for m = 6, 7, 8 and A = Π Q (k). Further, let m = A ≥1 . While the construction of the homological determinant of a graded automorphism g of A in Section 6 is rather complicated, it turns out that for preprojective algebras in particular the homological determinant is quite simple. Thanks to the work in Sections 3 to 5, we have a detailed description of the vector trace of g. Preprojective algebras satisfy many nice properties. For instance, they happen to be finite modules over polynomial rings in two variables. This is enough to extend the results from [JZ00, Section 4] to A which relate the trace of the projective modules of A to the trace of H 2 m (g| e i A ) which entails the i-th entry of the homological determinant. As a consequence, it turns out that the homological determinant equals the diagonal matrix whose entries are all equal to c 1 t 1 using the usual convention g(α i ) = c i α i and g(α * i ) = t i α * i . Proposition 7.1. The following reciprocity statement holds:
Proof. We are going to use the formulas for Tr(g, t) and Tr(g, t) from the Propositions 3.2, 4.2 and 5.1. There, equations of the form
with explicit descriptions for M 1 and M 2 were found. Since g acts by scalar multiplication, we can obtain a formula for Tr(g −1 , t −1 ) by inverting each c i , t i and t that occurs in M 2 . Denote the resulting matrix by M 2 . It is easy to see that c 1 t 1 t 2 · M 2 equals M 1 in each case: recall that c 1 t 1 = c i t i for all i and therefore multiplying by c 1 t 1 t 2 turns t −1 into t and switches each c −1 i into t i and similarly t −1 i into c i . Therefore, c 1 t 1 t 2 · Tr(g, t) equals
and looking at the i-th entry of the resulting vectors on each side reveals the claim.
The following definition is taken from [JZ00, Definition 1.3].
Definition 7.2. Let R be an N-graded locally finite k-algebra and call u = R ≥1 . Let M be an R-module such that H Let g ∈ Aut gr (R) and f : M → M be a g-linear homomorphism. We define:
If M is left bounded and locally finite, we call f rational over k if the following two conditions are satisfied:
(1) Tr M (f, t) and Br R M (f, t) are rational functions over k (inside k((t)) and k((t −1 )), respectively) and (2) Tr M (f, t) = Br R M (f, t) as rational functions over k.
If there is no confusion about the algebra R, we may omit the superscript.
Since we have the nice reciprocity property, we find the following connection between Br e i A (g i , t) and the corresponding trace function.
Proposition 7.3. The projective A-module e i A satisfies
as rational functions over k. 
Proof. From a dual version of [RR18, Lemma 2.8] it follows that
= Hdet(g)
* comes from the construction of Hdet in Lemma 6.5. The second to the last equality comes from Proposition 7.1.
In contrast to Proposition 7.3, the induced maps g i are rational over k. The following theorem holds in a more general setting for which we need to introduce twisted Calabi-Yau algebras. Theorem 7.5. Let B be a noetherian N-graded locally finite twisted Calabi-Yau algebra of global dimension d ≥ 1 with degree zero piece B 0 ∼ = k n . Denote the primitive orthogonal idempotents by e i . Further assume that there is a noetherian subring S of B which is ArtinSchelter regular of global dimension d such that S B and B S are finitely generated. Let g be a graded automorphism of B such that g(e i ) = e i and g(S) = S. Let f : e i B → e i B be a graded g-linear automorphism. Then Br e i B (f, t) = Tr e i B (f, t). In other words, f is rational over k. Remark 7.6. For Q = A n−1 it is possible to concretely find a polynomial ring S in two variables over which A = Π Q (k) is finitely generated. This requires to introduce some notation. In [Wei18b] it was shown that the following definition is well-defined. The type type(β) = (m, n) of a path β ∈ A is defined by m = # of nonstar arrows in β and n = # of star arrows in β. Two paths β 1 and β 2 are of the same type if type(β 1 ) = type(β 2 ). We are going to show that A is a finitely generated module over k[β, β * ] where k = k · e. Let B = {γ path inQ | type(γ) ≤ (n − 1, n − 1)} and notice that B is a finite set. Let x be the unique simple path inQ from e to e m of type (λn + r, λ * n + r * ) where 0 < r, r * < n and λ, λ * ∈ N 0 . Then we have the following
wherex is the unique simple path from e to e m of type (r, r * ). This impliesx ∈ B. To sum up, x lies in the module generated by B over k[β, β * ]. This shows A is finitely generated over k[β, β * ] which is an Artin-Schelter regular algebra of global dimension 2 as used in Theorem 7.5.
The previous remark encourages to apply Theorem 7.5 to a general preprojective algebra A. Combined with Proposition 7.3, it immediately gives information on Hdet(g) i . We conclude with the following corollary showing that all entries of Hdet(g) equal c 1 t 1 .
Proof. First, we need to find an Artin-Schelter regular subalgebra S of A of global dimension 2 such that A is a finitely generated module over S in order to apply Theorem 7.5. From [BRS + 16, Theorem 1.9.15(2)] we obtain that the center of A equals Z(A) = O(A 2 ) Γ -a fixed ring of a polynomial ring in two variables which is a finitely generated noetherian algebra. Notice that g(Z(A)) = Z(A) since g is surjective. Consider F = Z(A) g , the fixed ring of Z(A) under the action of g restricted to Z(A). Recall that A is a finitely generated noetherian k-algebra. Moreover, since A is a prime polynomial identity algebra A (see Proposition 2.5), [DF04, II.10.6 Corollary] says that A is a finitely generated module over Z(A). Proposition 2.12 says that Z(A) is a finitely generated F -module. Combined, this gives that A is a finitely generated F -module. Then, the Artin-Tate Lemma [DF04, Theorem 11.4] applied to the chain
gives that F is a finitely generated k-algebra. Now, [BGL87, 6.10 Proposition] says that the k-transcendence degree of the quotient field of the center of A equals 2 which passes on to F since Z(A) is a finitely generated F -module. Hence, the Noether Normalization Lemma gives a polynomial ring S = k[x 1 , x 2 ] ⊆ F . Moreover, also due to the Noether Normalization Lemma we know that F is a finitely generated module over S. To sum up, we have the chain of algebras S = k[x 1 , x 2 ] ⊆ F ⊆ Z(A) ⊆ A and we showed that each algebra is a finitely generated module over the previous one. This shows that A is a finitely generated S-module. Clearly, S is Artin-Schelter regular of global dimension 2. In addition to that, g(S) = S since S is a subalgebra of the fixed ring F = Z(A) g .
Note that A is a noetherian N-graded twisted Calabi-Yau algebra of global dimension 2 by [Wei18b, Proposition 2.10]. This means we can apply Theorem 7.5 to A, S and the map of A G . This means our initial guess for a presentation of A G is the path algebra B of It is easy to see that the e 3 Be 3 component is isomorphic to k[u, v, w]/(w 3 − uv). In regards to the other connected component one needs to check that the overlaps yxy, yxα 1 α * 1 , xyx and xyα * 1 α 1 resolve. Then, a Gröbner basis calculation, counting words and comparing to H A G (t) gives that this is indeed a presentation for A G .
With Theorem 6.9 in mind, we know that A G is generalized Gorenstein. To show that this is not obvious, let's look at generalized Gorenstein condition manually. It is well-known that k[u, v, w]/(w 3 − uv) is Artin-Schelter Gorenstein. Hence, we only need to look at the other connected component.
By symmetry, it is enough to calculate the minimal projective resolution P • → S 1 of the simple module S 1 = e 1 A G /(e 1 A G ) ≥1 . As always, denote the indecomposable projective modules of A G by P i = e i A G for i = 1, 2. Then, a tedious calculation shows that P 1 ⊕ P 2 P 2 ⊕ P 2 P 1 S 1 0 . . . P 1 ⊕ P 2 P 1 ⊕ P 2 . . . 
