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The Orbits of the Product of Two Permutations 
J. L. BRENNER AND R. C. LYNDON 
We study pairs of permutations A and B of a finite or infinite set n such that one or more of 
A, B, and C = AB either has a prescribed order or is transitive. We study in particular the case 
that A 2 = 1 and C is transitive, and also the case that n is finite and A, B, C have prescribed 
finite orders. The method consists in associating with A and B an appropriate graph with vertex 
set n. 
o. INTRODUCTION 
By the structure of a permutation A of a finite or countably infinite set n we mean 
the number of orbits of each size. Here we investigate the relation between the structures 
of two permutations A and B and that of their product AB = C. (Notice that A, B, and 
C enter symmetrically into this problem.) We are especially interested in the condition 
that a permutation A has a prescribed finite order a;;. 2, in particular that all nontrivial 
orbits of A have the same length a-in the usual language, that A is the product of 
disjoint cycles of length a. We are also interested in the condition that a permutation 
has only a single orbit-that is, that it is transitive on n. 
We have discussed certain cases of this problem in other papers. Our interest in such 
problems arose from a paper of Carol Tretkoff [40J in which she continued the work of 
B. H. Neumann [34J (see also [28J, p. 119) on maximal nonparabolic subgroups of the 
modular group. Among these are the "Neumann subgroups", which correspond naturally 
to pairs of permutations A and B of a countably infinite set n such that A 2 = B3 = 1 and 
that AB = C is transitive. By representing all such pairs by appropriate graphs we have 
been able to describe the possible structures of all such Neumann subgroups [6, 7J; see 
also [8]. 
A second problem of this type asks, given three integers a, b, and c greater than 1, 
for permutations A and B of a finite set n such that A, B, and C = AB have orders a, 
b, and c. With a view to proving that every Fuchsian group has a torsion free subgroup 
of finite index, Fenchel [14J conjectured that for every triple a, b, c;;. 2 such permutations 
A and B of a finite set n exist, and R. H. Fox [16J (see also [15, 33J) proved this 
conjecture. (We note that there exist other quite different proofs of the theorem concern-
ing Fuchsian groups.) In fact, G. A. Miller had shown in 1900 [30J that a solution always 
exists with n of cardinality I n I = m, m + 1, or m + 2, where m = max{ a, b, c}. (In a later 
paper [32J, Miller showed that solutions could always be obtained such that the group 
generated by A and B was transitive on n, for an unbounded set of finite values of Inl.) 
In certain cases Miller's result gives the smallest possible value for In I, but in many other 
cases one can attain a smaller value Inl = s, s + 1 or s+ 2, where s = max{s(a), s(b), s(c)} 
for s(n) the sum of the primary factors of n, that is, the least degree of a permutation 
of order n. In our paper [8J we present a proof of Miller's theorem in the graph theoretic 
language used below, and we show that the appropriate one of s, s + 1, s + 2 (determined 
by the parities of a, b, c) is the smallest possible value for Inl with a fairly specific list of 
exceptions. In Section 3 of the present paper we use the same techniques to show that 
there always exists a solution in which each of A, B, and C is a product of disjoint cycles 
of the same length (together of course with fixed points), and that, moreover, supposing 
that a, b.,. c, the permutation C can always be chosen to be a single cycle except in the 
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ca~e that a and b are odd and c even. In the latter case, C can be chosen to be the 
product of two cycles of length c. The value of lal in Section 3 is n. The result of Section 
3 bespeaks a relation among the characters of S". 
In Section 2 we consider the question, given an arbitrary permutation B, whether there 
exists a permutation A of order 2 such that C = AB is transitive. Changing our point of 
view slightly, we next assume that B is transitive on an infinite set a and examine the 
possible structure of C = AB for A of prescribed order n ~ 2. 
Our method is described in Section 1. We associate a graph in a natural way with a 
given pair of permutations A and B of a set a. This approach is rather obvious, and is 
far from new. It has been used, for example, by Conder [11), Cori [12], Herzog and Reid 
[18], Imrich [20], and Stothers [38, 39]. 
1. GRAPHS ASSOCIATED WITH A PAIR OF PERMUTATIONS 
Bya graph (or I-complex) r we understand a quadruple consisting of two sets ro and 
r 1 and functions "I: r 1 ~ r 1 and a: r 1 ~ ro, where ro is not empty and "I is an involution 
without fixed element. The elements of ro are vertices and those of r 1 are (directed) 
edges. The edge e"l = e-1 is the inverse (or opposite) of the edge e. The edge e runs from 
its initial vertex ea to its terminal vertex e -1 a. 
We represent the graph r pictorially in the usual way. The vertices are represented 
by points, and the two edges e, e- 1 are represented by the two orientations of a single 
arc connecting the points representing ea and e- 1a . We employ the usual geometric 
language derived from such a representation. 
The graph r(A) of a permutation A of a set a is defined in a familiar way. The set of 
vertices is ro(A) = a and the set of edges is r 1(A) = E(A) u E(A), where E(A) and 
E(A) are disjoint sets in one-to-one correspondence p~ep>p~ep with the set a. We 
define "IA: ep ~ ep> aA: ep ~ p, ep ~ pA. We make r(A) into a labeled graph by defining 
the labeling function cPA : ep ~ A , ep ~ A-I. 
The graph r(A, B) of a pair of permutations A and B of a set a has vertex set 
ro(A, B) = a and edge set the disjoint union r 1 (A"B) = r 1 (A) u r 1 (B) . We define 
"I = "IA U "IB, a = aA u aB and cP = cPA U cPB. We call an edge e and A-edge or a B-edge 
if ecP = A or ecP = B. Each A -orbit or B-orbit determines a maximal path with the property 
that all its edges are A-edges, or all B-edges. We call such a path an A-circuit or B-circuit; 
it is either a finite closed path or a doubly infinite path. Each C-orbit determines a 
C-circuit as follows. Its vertices are, for some vertex p, all pC" and all pC" A for nEZ, 
and its edges are an A-edge from each pC" to pC"A and a B-edge from each pC"A to 
pCnAB = pC"+I. (Notice that the C-orbit of p consists of the alternate vertices pCn, 
which will not ordinarily be all vertices of the C-circuit.) Evidently the permutation is 
transitive if and only if there exists only a single C-circuit. 
It is convenient to deal not with the graph r = r(A, B) but with the graph G = G(A, B) 
obtained from r by deleting all A-edges and B-edges that are loops, that is, with 
ea = e-
1
a = p, a fixed point of A or B. Clearly r(A, B), and with itthe pair of permutations 
A , B, is unambiguously recoverable from G(A, B). 
In Section 2, when dealing with an involution A, it is often convenient to replace the 
two pairs ep> e;1 and eq, e;1 of directed edges joining p with pA = q ¢ p by a single 
undirected edge, or link between p and q. Then G becomes a graph made up of (directed) 
B-circuits connected by links. 
In the proof of Theorem 2.3 it is convenient also to consider the quotient graph GB 
of G by B. Its vertices are the B-orbits, with two B-orbits P, Q joined by a link 
corresponding to each link joining an element of P with an element of Q. 
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2. A 2 = 1, B ARBITRARY C = AB TRANSITIVE 
We examine the question whether, given an arbitrary permutation B of a set n, there 
exists a permutation A of order 2 such that C = AB is transitive. 
We dispose first of the case that B is itself transitive. If Inl::;; 3 there is obviously no 
solution. If In 1= 4, the only solution (since A = 1 is excluded) is A = B2. 
THEOREM 2.1. Let B be a transitive permutation of a finite or countably infinite set n, 
where Inl ~ 4. Then there exists a permutation A"t:. 1 such that A 2 = 1 and that C = AB 
is transitive on n. If n is finite and Inl == k (modulo 4), for k = 0,1,2,3, then A can be 
chosen with k fixed points. If n is infinite, then there exist uncountably many such A without 
fixed points, such that A 2 = 1 and that C = AB is transitive. 
PROOF. We may suppose that n = Z or n = Zn for some n ~ 4, and that B is the 
shift B: z ~ z + 1. If a, b, c, d are elements such that a < b < C < d in order along the 
B-orbit n, and A = (ac)(bd), then AB differs from B only in that the segment of the 
B-orbit from a + 1 to d has been rearranged, and, in particular C = AB is transitive 
on n. 
Let n=Zn where n=4m+k for k=0,1,2,3. For O::;;i<m, define Ai= 
(4i, 4i+2)(4i+l, 4i+3), and define A =AoAI ... Am-I' Then C=AB differs from the 
cycle B = (0,1, ... ,n -1) only in that the segments (4i, . . , ,4; + 3) have been rearranged, 
whence C is transitive. Clearly A 2 = 1, and A has as fixed points only the points 4m, 
4m+l, ... ,4m+k-1. 
Let n = Z, and let B be the shift B: z ~ z + 1. Let DI = (13)(24)(57)( 68) and D2 = 
(13)(25)(47)(68), and let CI = DIB, C2 = D2B. Then both CI and C2 differ from the 
cycle B only in that the segment (1, 2, ... ,8) has been rearranged. For each i E Z, let 
Ai = B-~iDsiB~j where 5i = 1, 2; then AiB differs from B only in that the segment 
(8i+ 1, ... , 8i + 8) has been rearranged. Since the Ai have disjoint support, the product 
A = n A j is well defined, and C = AB differs from B only in that each segment 
(8i+ 1, ... ,8i+ 8) has been rearranged, whence C is transitive. Clearly A2 = 1 and A is 
without fixed points. Moreover, there are uncountably many ways to choose the 5i, 
yielding uncountably many such A. 
COROLLARY 2.2. If B has an orbit of length at least 4, hence, in particular, if B 6 "t:. 1, 
there exists an involution A such that C = AB has the same cycle structure as B, and hence 
the same order. 
We consider next the case that B has no infinite orbit. 
THEOREM 2.3. Let B be a permutation of a finite or countably infinite set n; let all 
orbits of B be finite. Define u = LIPI<>2 (IPI- 2), summed over all B-orbits P with IFI ~ 2. 
Then there exists a permutation A of n such that A 2 = 1 and such that C = AB is transitive 
on n if and only if either: (a) the number f of fixed points of B satisfies f::;; u+2 and n 
is finite, or: (b) f::;; u + 1 and n is infinite. In the latter case there exist uncountably many 
involutions A with C = AB transitive. 
PROOF. If B is transitive, then f = 0, while we may choose A = 1; the last assertion 
then follows from Theorem 2.1. We assume henceforth that B is not transitive, whence, 
for any A, the graph GB has more than one vertex. Suppose first that A is given such 
that C is transitive. Then GB is connected, and contains at least one edge. If GB is finite, 
then GB has no more than u + 2 endpoints (this value being attained only in case GB is 
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a tree). Since the f fixed points of B determine orbits P with IPI = 1, that is, endpoints 
of G B, we have f ~ u + 2. If n is finite, then GB is finite, and f ~ u + 2. If n is infinite, 
then surely f ~ u + 1 unless u is finite. In this case, GB consists of a finite graph attached 
to a simply infinite chain of vertices P with IPI = 2. In this case GB has at most u + 1 
endpoints, whence f ~ u + 1. 
For the qmverse, suppose f satisfies the required inequality. Let V* be the set of 
B-orbits P such that IPI ~ 2. We begin the construction of GB , that is, the choice of A, 
by linking all these vertices P E V* in a finite or simply infinite chain K. If P is an endpoint 
of K, there are IPI- 1 remaining places to attach further links at P; otherwise there are 
IPI- 2 such places. Thus, if K is finite, we may attach the f ~ u + 2 fixed points of B by 
links to the vertices of K; if K is infinite, we may attach f ~ u + 1 such points (see 
Figure 1). 
8-orbifs D DO ... 
6 0 ... 
Q @ ... 
FIGURE 1 
REMARK. In the case that f is finite, it would be more natural to state the theorem 
in terms of u* = L (IPI-2) = u- f; however, this does not make sense if f is infinite. If 
B has an infinite orbit, then the condition on f becomes automatic, and, indeed, Theorem 
2.4 below shows that the required A exists. Thus Theorem 2.3 holds without the restriction 
that B has no infinite orbit. 
We now turn to the case that n is countably infinite and B is a permutation of n with 
at least one infinite orbit. In this case, it will be shown that there is a permutation A such 
that A2 = 1 and C = AB is transitive on n. In fact, Kurt Luoto [25] has shown that, for 
suitable choice of A, the graph G = G(A, B) can be constructed in the plane, and in such 
a way that all edges are line segments of the same length. (Here we emphasize that, 
necessarily, no edge is required joining a fixed point of A or B to itself, and that, if A 
or B interchanges two points VI and V2, the two corresponding edges, from VI to V2 and 
from V2 to VI> will be taken to coincide geometrically.) The following theorem and its 
proof are due to Luoto. 
THEOREM 2.4. Let n be a countably infinite set, and B a permutation of n with at 
least one infinite orbit. Then there exists a permutation A of n such that A 2 = 1 and such 
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that C = AB is transitive on f2. Moreover, A can be chosen in such a way that G = G(A, B) 
can be embedded in the plane and all edges of G have the same length. If all finite orbits 
of B have lengths 1, 2, or 4, then the vertices of G can be taken to be lattice points and 
the edges all horizontal or vertical. 
PROOF. We assume first that B has no finite orbits. The proof for this case consists 
essentially of inspection of Figure 2. Let B have a finite or 'Countably infinite number of 
orbits pO, pI, .... (In the figure we assume there are at least four such orbits.) Let the 
vertices of ph be ... ,P~I' p~, p~, p~, ... , in order. In the figure the B-edges, and so the 
orbits ph, are indicated by solid straight segments. The A-edges are indicated by vertical 
broken lines. Explicitly, A consists of all transpositions (p~, p;:l ) for h ~ 0 and odd i ~ 3, 
together with all transpositions (p~, p~ -i) for h ~ 1 and even i ~ 2. If the number of orbits 
ph is infinite, the figure continues downward indefinitely, while otherwise it ends with 
some orbit p\ and A, of course, contains only those indicated in the figure, that do not 
go beyond the orbits pO, ... , pk. 
p~ pg 
pO 
I 
I 
I 
I 
Ip~4 P~5 
p~ L..-__ ---' ___ -+---+ p3 
P~ 
FIGURE 2 
We claim that C = AB has an orbit 0 containing all the vertices p? of pO. First, 
C clearly has an orbit 0 with an initial part 0 1 ( •.• ,pg, p~, pg). Next, it has a 
segment O2 = (pg, p~, pL pt p~, p~). Similarly, it has a segment 04 = 
( 0 0 1 1 2 Z Z 1 1 0) I h . h . 0 -P4, Ps, P-I, P3, PI> Pz, Po, P4, P-z, P6 . n t e same way, It as succeSSIve segments 6-
(p~, . .. ,p~), 0 8 = (p~, . .. ,P~o), . ... (The successive vertices of O2 and 04 are joined 
by curved arcs in the figure.) But now it is seen that every p~ is contained in some Ok, 
whence the orbit 0 contains all vertices, and C is transitive on fl. 
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We note that in G = G(A, B) as constructed all the vertices p? for i:s; 2 are fixed by A. 
We now suppose that B has, in addition to at least one infinite orbit, a finite or infinite 
number of finite orbits F). F2 , F3 • •••• Let F; contain f; elements. If /; = 1, we take G; to 
be the graph with a single vertex and no edges. If f; = 2, we take G; to have two vertices, 
joined by two opposite and geometrically coincident B-edges of unit length. If /; ;;;. 3, we 
take G; to be an oriented regular /;-gon, with B-edges of unit length. Let no be the set 
of all vertices belonging to the infinite orbits of B, and let Bo be the restriction of B to 
no. Then Bo has no finite orbits, and, by the construction above, we can find Ao and 
Go = G(Ao, Bo) with the required properties. We shall now "attach" the finite orbits G; 
to Go (see Figure 3). In each G; we choose a vertex V; as base point. Now, by choosing 
a decreasing sequence of negative integers n) > n2> n3> ... with sufficiently large gaps, 
we can place each G; with the vertex V; one unit above p~;, in such a way that the G; 
are disjoint from each other and from Go. We now complete the graph G = G(A, B) by 
joining each V; to p~; by an A-edge; that is, we take A to be the disjoint product of Ao 
with all the transpositions (v;, p~). Clearly A 2 = 1, C is transitive on n, and G has all 
the required geometric properties. 
G3 [~ 
I V • G, , I 
f I I I I I I 
I I I I 
I I I I 
p-~ p-~ P~ 
FIGURE 3 
COROLLARY 2.5. Let B be a permutation of a countably infinite set n. Then there exists 
a permutation A of n such that A 2 = 1 and that C = AB either is transitive on n or has 
finite support (fixes all but finitely many elements). 
PROOF. If B has an infinite orbit the conclusion follows by Theorem 2.4. If B has 
no infinite orbit, the conclusion follows from Theorem 2.3 except when u = LIPI"'2 (IFI- 2) 
is finite. In this case B has only finitely many orbits P with IPI > 2. Let A be the restriction 
of B to its orbits P with 1F1:s; 2 and C the restriction of B to its orbits P with IPI> 2. 
Then B = AC, A 2 = 1, whence C = AB, and C has finite support. 
Jordan [23] gives a simple proof, which he attributes to Cauchy, that, for n;;;. 2, the 
set of all even permutations in the symmetric group Sn forms a subgroup An of index 
two. The proof consists in observing that if P is any permutation of a set nand T is a 
transposition, then the orbits of p' = PT differ from those of P only in that either one 
orbit of P has been split into two orbits of P', or two orbits of P have been united into 
one orbit of P'. For completeness, and for later reference, we state this and an immediately 
related result. (We have a detailed proof of the first result, based on the postulates 
propounded in [5].) 
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PROPOSITION 2.6 (Cauchy-Jordan). Let P be a permutation of a finite or infinite set 
a, and let T = (p, q) be a transposition of two elements p and q of a. Then the orbits of 
P' = PT are the same as those of P with the following exceptions: 
(1) if P and q are in the same orbit of P, then this orbit is replaced by two orbits of P'; 
(2) if P and q are in two different orbits of P, of which at least one is finite, then these two 
orbits are replaced by a single orbit of P'; 
(3) if P and q are in two different infinite orbits of P, then these two orbits are replaced by 
two infinite orbits of P'. 
EXPLANATION. (1) Let p and q lie in an orbit W of P with a segment 
(at> ... , an p, b1 , ••• , b., q, C1, ••• ,c,), r, s, t ~ O. Then P' has a finite orbit WI = 
(p, bl>' .. ,bs ), together with an orbit W2 obtained from W by deleting the elements of 
WI' (2) If P has orbits WI and W2 as above, then P' has orbit W. (3) If P has infinite 
orbits ( ... , a, p, b, ... ) and ( ... , c, q, d, ... ), then P' has orbits ( ... , a, q, d, ... ) and 
( ... , c, p, b, ... ). 
From inspection of the proof of Proposition 2.6 we obtain the following: 
PROPOSITION 2.7. Let P be a permutation of a finite or infinite set a, and let T = (p, q) 
and S = (r, s) be two transpositions, where p, q, r, and s all lie in the same orbit W of P. 
(1) If T and S are unlinked, in that the pairs p, q and r, s lie in disjoint segments of W, 
then the elements of W fall into three orbits of the permutation PTS. 
(2) If T and S are linked (including the case that p, q, r, s are not all distinct), then the 
elements of W comprise a single orbit of the permutation PTS. 
COROLLARY 2.8. Let B be a transitive permutation of a countably infinite set a, and 
let A be an even permutation with finite support. Then C = AB has an odd number of orbits, 
of which exactly one is infinite. 
If A has odd order and finite support, then A is even. But if A has odd order but 
infinite support, then the conclusion of Corollary 2.8 need not hold. For an example, 
we take a = Z, with B the shift B: z ...... z + 1, and we take A, of order 3, to be the 
permutation 
A = (3,1,0)(2,4,6)(9,7,5) .. (6k+2, 6k+4, 6k+6)(6k+9, 6k+7, 6k+5) .... 
Then C = AB fixes 1 and has one other orbit 
( ... , -2, -1,0,4,7,6,3,2,5, ... , 6k+4, 6k+7, 6k+6, 6k+3, 6k+2, 6k+5, .. . ). 
The idea behind this example will now be used to show that, if B is transitive on the 
infinite set a, it is possible to choose A of finite order to make C = AB fairly arbitrary. 
PROPOSITION 2.12 Let B be a transitive permutation of a countably infinite set a. Let 
n be an integer, n ~ 2. Let 0' = (Sl, S2, ••• ) be a preassigned finite or infinite sequence of 
positive integers. Then there exists a permutation A of a such that: 
(1) A n =l; 
(2) C = AB has exactly one infinite orbit; 
(3) the remaining finite orbits of C form a set 2' = {SI> S2, ... } where each Sj IJas cardinality 
ISjl= Sj. 
PROOF. We take a=z and B the shift B:z ...... z+1. For i=1,2, ... and j= 
1, 2, ... , n, we choose integers Cjj such that 0 < .C1 m C11 < C2m ••• , Cn < Ci+1,m ••• and such 
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that, for all i, cin < Ci,n-l < ... < Cit' Let Ci be the n-cycle C; = (Cit, Ci2," . ,Cin), and let 
Al be the product of the Ci for i = 1, 2, .. " Now BI = AlB has finite orbits Cij = 
(Ci,j+l + 1, Ci,j+l +2, ' .. , Ci) of lengths dij = Cij - Ci,j+1 for all i and all j = 1, 2, ' .. , n -1, 
while the remaining elements of Z form a single infinite orbit W in their natural order. 
Clearly the numbers dij are at our disposal. If the sequence u is infinite, we can choose 
the sequence of dip in their natural order, to be the Sh. Then the conclusion holds with 
A = AI> C = BI, and ~ the set of Cit If the sequence u is finite, we choose an initial 
subsequence of the dij to be the Sh, and take the remaining dij = 2. Then BI has the infinite 
cycle W, a set ~ of finite orbits Sh of lengths Sh, and, in addition, an infinite number of 
orbits C;j = (Ci,j+l + 1, Cij) of length 2. Enumerate these orbits of length 2 as D I, D 2, •• • , 
where Dk = (db Ck), Ck is one of the Cip and dk different from all the Cit For m = 0,1, ... 
define an n-cycle EM = (-m, dm(n-I)+I> dm (n-I)+2,' •• , d(m+l)(n-l)' These n-cycles have 
support disjoint from each other and from AI> whence the product A2 of all the Em is 
well defined and of order n, as is the product A = A t A 2• Now, in C = AB, the set ~ of 
orbits is left unchanged, while the infinite orbit W of B) is modified in that, between -m 
and -(m -1), the sequence of elements Cm(n-l)+l, dm(n-l)+l, ... , c(m+l)(n-l), d(m+l)(n-l) 
has been inserted. This modified orbit W* now contains all elements not in the orbits S;, 
whence C satisfies the conclusion of the proposition, 
3. THE THEOREM OF MILLER, FENCHEL, AND Fox 
Let the integers a, b, C ;;;.: 2 be given. Without loss of generality we suppose that a ~ b ~ c. 
We seek permutations A, B, and C = AB of a finite set fl, of orders a, b, and c. We 
impose the additional condition that each of A, B, and C be a product of disjoint cycles 
of the same length a, b, or C (together with fixed points). We require further that C be 
a single cycle, except in the case that a and b are odd and C even. In this case A and B 
are even permutations, while a single cycle of length C would be an odd permutation C; 
here we shall obtain C as a pioduct of two disjoint cycles of length c. 
Our method is best described by forming a 2-complex K, with the graph G = G(A, B) 
as I-skeleton, by adding a 2-cell, an A-face or a B-face, spanning each (non trivial) 
A:'circuit or B-circuit. (If a = 2, we now represent each nontrivial A-orbit by an A-circuit 
of length 2, and similarly if b = 2 or C = 2.) In fact, putting aside the case that a = b = C 
which is discussed in Proposition 3.3, we are always able to obtain K embedded in the 
plane, and in such a way that each nontrivial A-orbit or B-orbit consists of the vertices 
on the boundary of an A-face or B-face, taken in cyclic order in the positive sense. 
Moreover, K will always be connected and, indeed, simply connected except in the case 
that a and b are odd and C even; in the latter case, K is annular. 
If we have such a K, it must have the following properties: 
(1) The faces (closed 2-cells) of K fall into two disjoint nonempty classes, whose elements 
we shall call A-faces and B-faces. 
(2) Two A-faces, or two B-faces, have no point in common. 
(3) An A-face and a B-face, if not disjoint, have in common a single vertex ora simple arc. 
For our purpose, we may suppose also that K is connected. For a, b;;;.: 2, we define an 
(a, b)-complex to be a finite connected planar complex K with properties (1)-(3) such 
that the boundary of every A-face has length a and that of every B-face has length b. 
An example is shown in Figure 4. 
Let an (a, b)-complex K be given. We define two permutations A and B of orders a 
and b of the set fl of vertices of K. If we fix once and for all an orientation of the plane, 
this determines a "positive" sense on the boundary ap of every face P of K. If a vertex 
Orbits of products of permutations 287 
5 
4 
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8 
2 
0=3,11=4 
C=(I,2," ' ,II)(a)(/3) 
FIGURE 4 
v lies on some A-face P, we define vA to be the next vertex after v along oP in the 
positive sense; if v lies on no A-face, we define vA = v. The permutation B is defined 
analogously. Clearly A and B have orders a and b, and the I-skeleton K I of K is a 
realization of G = G(A, B). 
Suppose the boundaries of an A-face P and a B-face 0 intersect in an arc ex of length 
A. If vo, Vb ... , VA are the vertices of ex, in the order in which they occur along oP in the 
positive sense, then (vo, Vb ••. , VA) is a segment of an A -orbit. These same vertices will 
occur in reversed order along 00 in the positive sense, and hence in some B-orbit. It 
follows that vo, Vb' • . , VA-I are fixed points of C = AB. It is clear that all fixed points 
of C must occur in this way. Thus: 
the number L of fixed points of C is the sum of the lengths of the interior arcs of K. 
Let f3b' .. ,13k be the boundaries of the components of the complement of K in the 
plane. (We shall in fact consider only the case that k = 1 or k = 2, and mainly the case, 
k = 1, that K is simply connected.) The 13; need not be disjoint; an edge can belong to 
at most one 13;, but a vertex may occur on as many as four edges belonging to the 13;. 
Each edge of a 13; lies on a single A-face or B-face; under the induced orientation, the 
13; become directed circuits. From the cyclically ordered set of vertices on some f3;, delete 
each vertex of 13; that ends an A-edge of 13; and begins a B-edge of f3;. The remaining 
vertices, in order, form a C-orbit C;. Thus 
the number of C-orbits, other than fixed points, is the number k of components of the 
complement of K; 
if K is simply connected, then C is a cycle, that is, there is exactly one C-orbit, other than 
fixed points, and this cycle has length c = V - L where V = In I, the number of vertices 
of K, and L is the sum of the lengths of the interior arcs. 
We now consider a special class of (a, b) -complexes K. Let 2:s;; a :s;; b. For n;:. I, define 
Kn to be a chain of faces Ob PI, ... , On-b Pn-1 , Om where the P; are A-faces, the 0; 
are B-faces, all disjoint except that successive faces in the chain have a single vertex in 
common. (Notice that Kb as it stands, is technically not an (a, b)-complex, since it has 
no A-face.) We now modify the Kn in two ways. First, we permit successive faces to 
meet along an are, rather than at a single vertex. Second, we attach further A-faces, each 
meeting only 0 1 or only On. Figure 5 shows such a complex K, for a = 5, b = 7, and 
288 1. L. Brenner and R. C. Lyndon 
FIGURE 5 
n = 3. Since such a K is simply connected, c = V - L. We shall show that, by a suitable 
choice of n, and by suitable modifications of the indicated sort, we can attain all values 
of c for c ~ b with the following two exceptions: 
(£1) a = b = c, even; 
(£2) a and b both odd, and c even. 
From the point of view of the theorem, the case (E1) is trivial: we may take A and B 
to be any two commuting permutations both of order a. In this case, we can take a finite 
planar complex K to have two components, an A-face and a B-face, disjoint. Already 
in the case a = b = c = 2, it is easy to see that a finite planar complex K cannot be taken 
to be connected and simply connected. 
PROPOSITION 3.1. The case (£1),2";;; a = b = c, even, can be realized by a finite planar 
(a, b) -complex with two components. 
The case (E2) is difficult, and will be treated later. For the present we note only that 
if a and b are both odd, then A and B are even permutations, while a cycle of even 
length c is an odd permutation. It follows that C must have more than one cycle, whence 
an (a, b)-complex realizing the values a, b, c cannot be connected and simply connected. 
We next dispose of the case b = c, which is irregular but easy. 
LEMMA 3.2. If 2,,;;; a < b = c or if 2,,;;; a = b = c, odd, then these values can be realized 
by a connected simply connected (a, b) -complex. 
PROOF. If 2,,;;; a,,;;; b = c, we form K by attaching to a single B-face 01 two A-faces, 
one along an arc containing all of its vertices, and the other at a single vertex. If 
2,,;;; a = b = c, odd, we attach to the B-face 0 1 a single A-face, along an arc containing 
!( a + 1) vertices. 
We calculate the values c = Cn for the complexes Kn defined above. Since the Kn have 
no interior arcs, Cn is the same as the number Vn of vertices, and 
Vn =[nb+ (n -1)a]-2(n -1) = n(b-1) +(n -l)(a -1) + 1. 
PROPOSITION 3.3. Let Cl = b and, for n ~ 1, let Cn +l = Cn + d where d = a + b - 2. Then, 
for 2,,;;; a ,,;;; b, the values a, b, Cn are realized by the complex Km hence by some connected 
and simply connected (a, b) -complex K. 
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PROOF. If c = Cl = b, we appeal to Lemma 3.2; otherwise we take K = Kn. 
We now show that, by modifying the Km we can realize all values of C between successive 
Cm except in cases (El, E2). 
LEMMA 3.4. Let 2:s;; a :s;; b:s;; C with a even. Then these values can be realized. 
PROOF. In view of Proposition 3.3 we may assume that Cn < C < Cn+l for some n;;;' 1. 
We propose to attach h A-faces to Kn along arcs containing a total of k vertices. Clearly 
we must have h:s;; k:s;; ha. If n = 1, whence Kl = 0 1 , the only further constraints are 
evidently that 1:s;; h:s;; band k:s;; b. If n> 1, these constraints again suffice, except in the 
case h = 1, k = b, for we can attach one of the A-faces to On. This gives a complex K 
with c=cn+D where D=h(a+l)-2k. We obtain thus all values of D for l:s;;h:s;;b 
and h:s;; k:s;; ha, b, except the values h = 1 and k = b. This gives all D such that h(a + 1) - 2b, 
h(a+l)-2ha:s;;D:s;;h(a+l)-2h, with the exception noted. But h(a+l)-2ha= 
h(l-a)<O, and, in the exceptional case, D=a+1-2b<0. Thus we can obtain all 
positive D in the range h(a+1)-2b:S;;D:s;;h(a-l). 
Since a is even, D == h (modulo 2). To ensure, for given h;;;. 2, that no value of D == h 
is omitted between the largest value obtainable for h - 2 and the least obtainable for h, 
we require that h(a + 1) - 2b:s;; (h - 2)(a -1) + 2. This reduces to the inequality h:s;; 
b - a + 2, and we impose the additional constraint that h:s;; h * = b - a + 2. 
For h = 1, the least value attained is l(a + 1) -2(b-1) = a -2b+ 3:s;; 1, while for h = 2 
it is 2(a + 1) - 2b:s;; 2, whence all D == h are attained up to h(a -1) for the largest h;;;. h* 
of given parity, thus, for h of either parity, all values up to (h* -1)(a -1). To ensure 
that all C for Cn < C < Cn+l are attained, we require that (h* -l)(a -1);;;. d -1 = a + b - 3. 
This condition reduces to the inequality (b - a -l)(a - 2);;;. O. Clearly it holds unless a > 2 
and b-a-l<O, or b<a+l, that is, since a is even and b;;;.a, unless a=b;;;.4. 
It remains to investigate the case that a = b ;;;. 4, even. Then h = 2 yields all even D in 
the range 2:s;; D:s;; 2(a -1), and, since 2(a -1) = d, all C of the same parity as Cm for 
Cn < C < Cn+l. The values h = 1 and h = 3 yield all odd D in the intervals 1:s;; D:s;; a-I 
and a + 3:s;; D:s;; 3(a -1); since 3(a -1) > d -1, only the value D = a + 1 is omitted. But 
this value can be obtained from K n+b with C = Cn+1 = Cn + d = Cn + 2(a -1) by attaching 
a single A-face along an arc containing 2 vertices. 
LEMMA 3.5. Let 2:s;; a:s;; b:s;; C with a odd. If Cn < C < Cn+l for some n;;;.l and C == Cn 
(modulo 2), then these values can be realized. 
PROOF. Let O:s;; k:s;; k* = b -!(a -1). Then to Kn we may attach k A-faces, each at 
a single vertex, and one more A-face along an arc containing !(a -1) vertices. This yields 
C = Cn + D where D = k (a - 1) + 2. If we decrease the length of the arc attaching the last 
face, by one edge at a time, then D increases in steps of 2 up to the value (k + l)(a -1). 
This yeilds all even values of D up to (k* + l)(a -1). It remains to show that this value 
is at least d-1. This inequality reduces to (a-2)b;;;'!(a-l)2+ a -3. Since b;;;.a, it 
suffices to show that (a - 2)a ;;;.!(a -1)2+ a - 3. This reduces to (a -l)(a - 2);;;. 0, which 
is valid. 
LEMMA 3.6 Let 2:s;; a :s;; b:s;; C with a odd and b even. If Cn < C < Cn+1 for some n;;;. 1 
and C == Cn+1 (modulo 2), then these values can be realized. 
PROOF. Let b -1 = qa + r, where q;;;. 1 and O:s;; r < a. We modify Kn+l by letting 0 1 
be attached to PI along an arc containing r+ 1 vertices, and by attaching q new A-faces 
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to each of 0 1 and Qn+lo each attachment along an arc containing a vertices. This yields 
C = Cn+l- D for D = 2q(a -1)+2r=2(b-l-q). We verify that D?!; d-l = a +b-3; in 
fact, this inequality reduces to q(a - 2) + r;;;' a - 2. Thus c ... Cn + 1. If we now shorten the 
arcs, one edge at a time, c increases in steps of 2 to a value greater than Cn +l' Thus all 
the required values of c are realized. 
COROLLARY 3.7. Let 2 ... a ... b'" c with a odd. If b is even, or if band c are both odd, 
then these values can be realized. 
PROOF. If b is even, then d is odd, and, for all n?!; 1, Cn and Cn+l are of opposite 
parity. In view of Proposition 3.3 we may suppose that Cn < C < Cn +l for some n?!; 1. Now 
either c == Cn (modulo 2) and Lemma 3.5 applies, or c == Cn+l and Lemma 3.6 applies. 
Next, suppose that band c are both odd. Now d is even, whence all Cn == Cl = b (modulo 
2), and Cn < C < Cn+l for some n?!; 1 with C == Cm whence Lemma 3.5 applies. 
Assertions 3.2, 3.3, 3.4, and 3.7 may be combined to give the following: 
THEOREM 3.8. Let 2 ... a ... b ... c. Then, except in the cases (E1) that a = b = c, even 
and (E2) that a and b are odd and C is even, the triple a, b, C can be realized by a finite 
planar connected and simply connected (a, b) -complex. 
We now turn to the case that 2 ... a ... b ... c with a and b both odd and c even. We 
shall show that these values can be realized by an annular (a, b)-complex K, that is, a 
finite planar connected complex whose complement has two components. 
We begin with annular complexes Hn for all n?!; 1. Let r be a simple closed path in 
the plane, divided into 4n consecutive edges el> flo' .. , e2m f2n' We attach 2n A-faces 
P17 • •• , P2n to r, attaching Pj along ej, and 2n B-faces 0 17 "" 02n along the /;. We 
take Pj and OJ inside r if i is odd, and outside r if i is even. A part of Hn is shown 
in Figure 6. 
r 
FIGURE 6 
The boundary of Hn consists of two simple closed paths f31 and f32 bounding the inner 
and outer components of the complement of Hn. These paths /31 and f32 have in common 
the vertices of r, and the C-orbits Cj determined by the f3j each contain half of these 
points. The orbits C1 and C2 thus have the same length Cn. The number of vertices of 
Hn is evidently 2nd for d = a + b - 2. Since there are no interior arcs, 2cn = 2nd, and 
Cn = nd. 
We propose now to modify Hm first by letting each Pj and OJ have more than a single 
vertex in common, and, second, by attaching new A-faces to the OJ. We shall always do 
this in such a way that the lengths of the two C-orbits remain equal. 
Let b - 2 = qa + r, for q?!; 0 and 0 ... r < a. For each i, we modify Hn by letting Pj and 
OJ meet along an arc containing r+ 1 vertices, and by attaching q new A-faces to OJ, 
each along an arc containing a vertices. This yields the value c = Cn - D~ for D~ = 
n[q(a -1) +2r]. We now decrease one of the arcs inside r, and one of the arcs outside 
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r, each by one edge. This increases c by 2. We can continue this until each pair Pj and 
OJ has only a single vertex in common, and until each of the q new A-faces attached to 
OJ is attached at a single vertex. This yields a value c = Cn + D~ for D~ = nq(a -1). In 
this way all even values of c in the interval Cn - D~ .;;; c .;;; Cn + D~ are realized. 
The smallest even value of c such that b.;;; c is c = b + 1. We verify that Cl - Di .;;; b + 1. 
This comes to a - 3.;;; q(a -1) +2r, which holds if q ~ 1. If q = 0, then b-2 = r< a, whence 
a = b, and then a-3.;;; 2a-4=2r. 
It remains to verify that no even values of c lies between Cn + D~ and Cn+1 - D~+l> 
that is, that D~+l + D~ ~ d - 2. This reduces to (2n + 1)q(a -1) + 2(n + 1)r ~ 
a+qa+ r-2, or q[2n(a -1)+1]+(2n+ 1)r~ a -2, which holds if q ~ 1. If q =0, whence 
a = b, then r = a - 2, and the inequality reduces to (n + 1) 2( a - 2) ~ 2a - 4, which holds. 
We have established the following: 
THEOREM 3.9. Let 2.;;; a.;;; b.;;; c with a and b both odd and c even. Then the triple 
a, b, c can be realized by an annular (a, b)-complex, the two boundary arcs of which have 
equal length. 
We restate the results of (3.8) and (3.9) in simpler form. 
COROLLARY 3.10. Let 2.;;; a .;;; b.;;; c. If a = b = c, or if a and b are odd and c is even, 
there exist permutations A and B of a finite set n such that A, B, and C = AB are products 
of cycles of lengths a, b, and c, and C is the product of two cycles. In every other case, C 
can be taken to be a single cycle. 
This yields the theorem. 
COROLLARY 3.11. Let a, b, c ~ 2. Then there is a finite group generated by elements 
A and B of orders a and b, whose product C = AB has order c. 
From consideration of the regular representation of the group given by Corollary 3.11 
we deduce the following. 
COROLLARY 3.12. Let a, b, c ~ 2. Then there exist permutations A, B, and C = AB of 
a finite set n such that A, B, and C have orders a, b, and c, and are without fixed points. 
For completeness, we return to the exceptional case (E1), that a = b = c, even. This 
can be realized by taking Band C to be disjoint a-cycles, and A = CB- 1• Alternatively, 
by taking A and B to be disjoint a-cycles, and C = AB, we obtain a planar complex K 
with two components. 
THEOREM 3.13. If 2.;;; a = b = c, even, there does not exist any connected and simply 
connected (a, b) -complex K. 
PROOF. Suppose such a complex K given. We form its nerve N; this is an undirected 
graph with vertices Vp, Vo associated with the A-faces P and B-faces 0 of K, and with 
an undirected edge e", between Vp and Vo associated with each arc a, or (consecutive) 
component, of P (') Q. In fact, since K is simply connected, P (') 0 will have at most one 
component a, and N will be a finite tree. If N has E edges, then it will have V = E + 1 
vertices. 
Define p( a) = p( e",) to be the number of vertices on the arc a. 
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Before the V A-faces and B-faces are identified along the arcs a, they contain in all 
Va vertices, each an element of a nontrivial C-orbit. When orbits P and ° are identified 
along an arc a containing p( a) points, p( a) -1 points of P are identified with p( a)-1 
points of 0, to become fixed points of C. One more point of P is identified with a point 
of 0, to become a point of a nontrivial C-orbit. Thus identification along a diminishes 
the sum of the lengths of the nontrivial C-orbits by 2[p[a) -1]+ 1 = 2p(a) -1. After all 
identifications, there remains only a single nontrivial C-orbit, of length a. Therefore 
a = Va -L [2p(e)-1]= a(E + 1)-2 L p(e) + E, 
N N 
and 
2 L p(e) = (a + 1)E. 
N 
Since a is even, E must be even, and 
E 
LP(e)=-(a+1). 
N 2 
We shall obtain a contradiction by showing that, in fact 
E ~ p(e) <"2(a + 1). 
We shall use the constraint that the sum of the p(a) for all arcs a on a given face P 
cannot exceed a. For N, this means that 
where the sum is over all edges e at a given vertex v of N. 
We argue by induction on E/2 = 1, 2, .... If E = 2, the two edges ei and e2 meet at 
a vertex v, whence 
L p( e) = p( ei) + p( e2) = L p( e) ",. a < a + 1. 
N v 
To complete the induction, we let E > 2 and assume the result for E - 2. Choose a 
point Vo of N, and take a second point Vi at a maximum distance from Vo. Then there is 
only one edge ei at v:, connecting Vi to a second vertex V2' If there is only one other 
edge at V2, we take this as e2' If there are at least two other edges at V2, then one of 
them leads away from vo, and we take this as e2; in this case e2 leads from V2 to a vertex 
V3 from which there is no other edge. In either case, deleting ei and e2 leaves a tree N' 
with E - 2 edges. Since ei and e2 meet at V2, p( ei) + p( e2) ",. a. In view of the inductive 
hypothesis we have 
E-2 E 
L p(e) = L p(e) + p(ei) + p(e2) <--(a + 1) +a <-(a + O. 
N N' 2 2 
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