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ABSTRACT
The purpose of this paper is to provide the results of Arima modeling and outlier detection in the rainfall data in Surabaya.
This paper explained about the steps in the formation of rainfall models, especially Box-Jenkins procedure for Arima
modeling and outlier detection. Early stages of modeling stasioneritas Arima is the identification of data, both in mean
and variance. Stasioneritas evaluation data in the variance can be done with Box-Cox transformation. Meanwhile, in the
mean stasioneritas can be done with the plot data and forms of ACF. Identification of ACF and PACF of the stationary data
is used to determine the order of allegations Arima model. The next stage is to estimate the parameters and diagnostic
checks to see the suitability model. Process diagnostics check conducted to evaluate whether the residual model is eligible
berdistribusi white noise and normal. Ljung-Box Test is a test that can be used to validate the white noise condition,
while the Kolmogorov-Smirnov Test is an evaluation test for normal distribution. Residual normality test results showed
that the residual model of Arima not white noise, and indicates the existence of outlier in the data. Thus, the next step
taken is outlier detection to eliminate outlier effects and increase the accuracy of predictions of the model Arima. Arima
modeling implementation and outlier detection is done by using MINITAB package and MATLAB. The research shows
that the modeling Arima and outlier detection can reduce the prediction error as measured by the criteria Mean Square
Error (MSE). Quantitatively, the decline in the value of MSE by incorporating outlier detection is 23.7%, with an average
decline 6.5%.
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ABSTRAK
Tujuan dari penulisan paper ini adalah untuk memberikan hasil pemodelan ARIMA dan deteksi outlier pada data curah hu-
jan di Surabaya. Dalam paper ini dijelaskan tentang langkah-langkah dalam pembentukan model curah hujan, khususnya
prosedur Box-Jenkins untuk pemodelan ARIMA dan deteksi outlier. Tahap awal dari pemodelan ARIMA adalah identi-
fikasi stasioneritas data, baik dalam mean dan varians. Evaluasi stasioneritas data dalam varians dapat dilakukan dengan
transformasi Box-Cox. Sedangkan stasioneritas dalam mean dapat dilakukan dengan plot data dan bentuk ACF. Identi-
fikasi bentuk ACF dan PACF dari data yang sudah stasioner digunakan untuk menentukan orde model ARIMA dugaan.
Tahapan selanjutnya adalah estimasi parameter dan cek diagnosa untuk melihat kesesuaian model. Proses cek diagnosa
dilakukan untuk mengevaluasi apakah residual model sudah memenuhi syarat white noise dan berdistribusi normal. Uji
Ljung-Box adalah uji yang dapat digunakan untuk memvalidasi syarat white noise, sedangkan Uji Kolmogorov-Smirnov
merupakan uji untuk evaluasi distribusi normal. Hasil uji normalitas residual menunjukkan bahwa residual model ARIMA
belum white noise, dan mengindikasikan adanya outlier pada data. Sehingga, langkah selanjutnya yang dilakukan adalah
deteksi outlier untuk mengeliminasi efek outlier dan memperbesar ketepatan prediksi dari model ARIMA. Implementasi
pemodelan ARIMA dan deteksi outlier dilakukan dengan menggunakan paket MINITAB dan MATLAB. Hasil penelitian
menunjukkan bahwa pemodelan ARIMA dan deteksi outlier dapat mereduksi kesalahan prediksi yang diukur dengan kri-
teria Mean Square Error (MSE). Secara kuantitatif, penurunan nilai MSE dengan memasukkan deteksi outlier adalah
23,7% , dengan rata-rata penurunan 6,5%.
Keywords: model ARIMA, deteksi outlier, uji Ljung-Box, uji Kolmogorov-Smirnov, MSE
Curah hujan merupakan faktor utama yang mempenga-
ruhi redaman hujan pada gelombang milimeter. Gelom-
bang milimeter adalah gelombang radio yang bekerja di
atas frekuensi 10 GHz. Karena redaman hujan sebanding
dengan redaman spesifik dikalikan panjang link. Redaman
spesifik sebanding dengan dengan curah hujan. Jika di-
asumsikan panjang link 1 Km maka besar redaman hu-
jan akan bergantung pada curah hujan untuk frekuensi ter-
tentu. Karena itu perlu ditinjau bagaimana model curah
hujan yang terjadi setiap saat. Dengan mengetahui model
curah hujan, maka dapat ditentukan model redaman hujan.
Pemodelan curah hujan sudah banyak dilakukan dalam
beberapa penelitian, antara lain dengan model ARMA (Au-
toregressive Moving Average) [1, 2, 3] dan model ARIMA
(Autoregressive Integrated Moving Average) [3, 4]. Model
ARMA ini hanya berlaku khusus pada data stasioner dan
tidak berlaku pada data non-stasioner. Sedangkan model
ARIMA yang sudah diteliti belum memberikan hasil-hasil
uji statistik untuk evaluasi kesesuaian model. Uji statis-
tik yang dimaksud antara lain adalah deteksi stasioneritas
data dalam varians melalui tranformasi Box-Cox. Nilai
λ=1 pada hasil transformasi Box-Cox menunjukkan data
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stasioner dalam varians.
Uji statistik lain adalah uji signifikansi parameter model
ARIMA, yaitu parameter model adalah signifikan jika p-
value kurang dari 0,05. Beberapa uji pada tahap cek di-
agnosa juga belum banyak digunakan, yaitu uji Ljung-Box
untuk evaluasi apakah residual white noise dan uji Kolmo-
gorov-Smirnov untuk mengetahui normalitas data [5]. Pa-
dahal uji statistik ini penting sekali dalam menentukan va-
liditas dari suatu model. Karena itu perlu dibuat model
ARIMA yang dilengkapi dengan evaluasi kesesuaian model.
Dalam pemodelan ini digunakan software MINITAB, dan
MATLAB. Software MINITAB digunakan untuk pengola-
han statistik dari pada data curah hujan. Sedangkan MAT-
LAB digunakan untuk mengubah data asli ke data numerik
yang dikenal oleh MINITAB.
Dalam paper ini akan diuraikan langkah-langkah pe-
modelan ARIMA pada data curah hujan. Tahapan pen-
ting dalam menentukan model ARIMA adalah identifikasi,
estimasi parameter, dan cek diagnosa. Tahap Identifikasi
berfungsi untuk menentukan orde model ARIMA melalui
bentuk ACF (Autocorrealation Function) dan bentuk PACF
(Partial Autocorrelation Function) dari data yang sudah
stasioner. Estimasi parameter berfungsi untuk menduga
nilai besaran konstanta dan koefisien dari model AR dan
MA. Sedangkan cek diagnosa befungsi untuk menguji ke-
sesuaian model melalui uji residual apakah sudah memenu-
hi syarat white noise dan berdistribusi normal.
Tahapan selanjutnya yang diuraikan dalam paper ini
adalah cara mendeteksi outlier dan indikasinya pada MSE.
Tujuannya adalah agar didapatkan model curah hujan yang
tepat dan handal. Ukuran ketepatan ini akan ditunjukkan
dengan kriteria atau besaran statistik yang biasa digunakan
dalam analisa statistik terhadap persoalan pengukuran di
lapangan, seperti hasil ukur curah hujan.
METODOLOGI
Pada bagian ini akan diberikan tentang teori dan meto-
dologi tentang model ARIMA dan deteksi outlier.
Model ARIMA
Secara umum model ARIMA diberikan oleh persamaan
[6]
φp(B)(1−B)dZt = θ0 + θq(B)at (1)
dengan operator stasioner AR adalah
φp(B) = (1− φ1B − Λ− φpBp)
dan operator MA adalah
θq(B) = (1− θ1B − Λ− θqBq)
Model ARIMA de-ngan orde (p,d,q) dinyatakan dengan
ARIMA(p,d,q), dan d menyatakan orde differencing.
Prosedur Box-Jenkins merupakan prosedur yang po-
puler untuk pemodelan ARIMA. Ringkasan tahap-tahap
dalam pemodelan ARIMA dengan prosedur Box-Jenkins
dapat dilihat pada Gambar 1 berikut ini. Transformasi Box-
Gambar 1: Flowchart Pemodelan ARIMA
Cox adalah suatu proses yang digunakan untuk menge-
tahui stasioneritas data dalam varians, yaitu melalui pen-
dugaan nilai lambda (λ) dari data asli [Zt]. Jika λ=1 berarti
data asli sudah stasioner dalam varians, sedangkan λ 6=0
berarti data asli belum stasioner dalam varians. Karena itu
perlu ditransformasi supaya menjadi stasioner dalam vari-
ans. Nilai λ=0 berarti data ditransformasi dengan ln[Zt],
λ=0,5 ditransformasi dengan [Zt]0,5, sedangkan λ=-0,5 da-
ta ditransformasi dengan 1/[Zt]0,5. Jika λ tidak sama de-
ngan yang disebutkan maka digunakan nilai pendekatan.
Stasioneritas data dalam mean bisa dilakukan dengan
identifikasi plot data dan bentuk ACF data. Jika ACF me-
nunjukkan pola yang turun lambat berarti data belum sta-
sioner dalam mean. Sehingga dibutuhkan differencing agar
datanya menjadi stasioner dalam mean. Sebaliknya jika
ACF menunjukkan pola yang turun cepat maka data sudah
stasioner dalam mean.
Identifikasi orde model ARMA bisa dilakukan dengan
menggunakan bentuk ACF dan PACF data yang sudah sta-
sioner seperti pada Tabel 1. Model-model dugaan yang
diperoleh diestimasi nilai-nilai parameternya, dan kemu-
dian diuji apakah p-value dari koefisien-koefisien tersebut
kurang dari 0,05. Jika p-value dari konstanta dan koe-
fisien kuang dari 0,05 maka konstanta atau koefisien terse-
but adalah signifikan secara statistik dan valid untuk di-
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Tabel 1: Identifikasi ACF dan PACF[6]
Model ACF PACF
MA(q) : moving average of order q Cuts off
after lag q
Dies down





Dies down Dies down




No order AR or MA (white noise or
random process)
No spike No spike
gunakan. Jika sebaliknya maka konstanta atau koefisien
tersebut dieliminasi dari model. Tahap selanjutnya adalah
cek diagnosa. Pada tahap ini, residual model diuji apakah
memenuhi syarat kesesuaian model ARIMA. Syarat sesuai
tersebut adalah residual yang white noise dan berdistribusi
normal. Evaluasi white noise residual dilakukan dengan
uji Ljung-Box, yaitu residual white noise jika p-value lebih
besar 0,05. Diagnosa berikutnya adalah diagnosa kenor-
malal residual dengan uji Kolmogorov-Smirnov. Jika p-
valuenya lebih besar dari 0,05 maka residual berdistribusi
normal. Model-model yang sesuai akan mempunyai nilai
MSE yang berbeda. Model terbaik akan mempunyai MSE
yang terkecil.
Seringkali ditemukan dari hasil penelitian model-model
dugaan tadi belum memenuhi normalitas dari residunya,
biasanya karena adanya outlier. Outlier ini dapat diku-
rangi dengan deteksi outlier, sehingga dapat menaikkan ni-
lai MSE-nya.
Deteksi Outlier




1, t = terjadi outlier
0, t : yang lain
(2)
Persamaan (2) termasuk pada model additive outlier [6].
Dengan adanya deteksi outlier maka persamaan (1) men-
jadi:
φp(B)(1−B)dZt = θ0 + θq(B)at + βixi(t) (3)
dengan i = 1,2,. . . sampai mendapatkan residual yang di-
inginkan, yaitu sampai terdeteksi semua outlier yang ada
atau residual telah memenuhi uji normalitas dengan uji Kol-
mogorov-Smirnov.
Deteksi outlier dilakukan dengan memplot residual dari
model yang ditentukan. Titik-titk data yang mempunyai
simpangan yang besar diambil dan bernilai 1 pada fungsi
xi(t), untuk data yang lain bernilai 0 pada fungsi xi(t).
HASIL DAN ANALISIS
Pada bagian ini akan diberikan hasil pemodelan dan
analisis data.
Gambar 2: Plot Data curah hujan 1 Maret 2007
Gambar 3: Hasil transformasi Box-Cox
Langkah-langkah pemodelan
Sebagai studi kasus penelitian diambil satu contoh data,
misalnya data curah hujan yang terjadi pada 1 Maret 2007.
Berdasarkan Gambar 2 terlihat bahwa maksimum penguku-
ran sebesar 132 mm/h, dengan sampel data sebanyak 242
data.
Untuk mengetahui apakah data di atas stasioner dalam
varians, digunakan uji Box-Cox seperti pada Gambar 3.
Dari Gambar 3 terlihat nilai λ = 0,13 yang jika dibulatkan
ke bawah menjadi sama dengan nol. Sehingga data harus
ditransformasi dengan me-logaritmanatural-kan (lnZt) su-
paya data asli memenuhi kondisi stasioneritas dalam vari-
ans.
Langkah berikutnya adalah untuk mengetahui apakah
data yang sudah ditransformasi sudah stasioner dalam me-
an, dengan melihat bentuk ACF-nya seperti pada Gam-
bar 4. Dari Gambar 4 terlihat bentuk ACF turun se-
cara pelan, yang berarti data Zt∗ tidak stasioner dalam
mean. Sehingga data Zt∗ perlu didifferencing, dan gam-
bar hasil plot ACF dan PACF setelah didifferencing dapat
dilihat pada Gambar 5 dan 6. Menurut Tabel 1 dan mem-
perhatikan Gambar 5 dan 6 dapat diduga bahwa model
yang sesuai untuk data di atas adalah ARIMA(2,1,0) atau
ARIMA(0,1,1). Jika digunakan ARIMA(2,1,0) maka diper-
oleh MSE = 0,3072, sedangan ARIMA (0,1,1) diperoleh
MSE = 0,3090. Jadi diputuskan untuk menggunakan model
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Gambar 4: Plot ACF data Zt∗ (transformasi)
Gambar 5: PlotACF data DZt∗ (differencing)
ARIMA(2,1,0). Hasil uji Kolmogorov-Smirnov pada resid-
ual menunjukkan residual belum berdistribusi normal (p-
value lebih kecil dari 0,05). Hal ini diduga karena adanya
outlier pada data [5]. Output hasil uji normalitas Kolmogo-
rov-Smirnov seperti ditunjukkan pada Gambar 7. Model
ARIMA(2,1,0) yang diperoleh dapat ditulis secara matema-
tis dalam persamaan model sebagai berikut:
Y (t) = −0, 5120Y (t− 1)− 0, 2165Y (t− 2) (4)
dengan MSE sebesar 0,3072 (melalui metode Maximum
Likehood Estimation).
Langkah-langkah Deteksi Outlier
Untuk mendeteksi adanya atau terjadinya outlier pada
data, digunakan plot residual pada model ARIMA(2,1,0)
seperti yang terlihat pada Gambar 8. Dari Gambar 8 terli-
hat outlier terjadi pada t = 237 dan 238; sehingga
x1(t) =
{
1, t = 237,238
0, t : yang lain
(5)
Dengan menggunakan metode least squares dan implemen-
tasi perintah regresi di MINITAB didapatkan
Y (t) = −0, 513Y (t − 1) − 0, 215Y (t − 2), dengan
MSE = 0.309. Dengan ditambahkannya deteksi outlier
pada model ARIMA akan menjadi
Gambar 6: Plot PACF data DZt∗
Gambar 7: Uji Normalitas Kolmogorov-Smirnov
Y (t) = −0, 653Y (t− 1)− 0, 257Y (t− 2)− 2, 07X1t
dengan MSE = 0.2802. Langkah di atas dilakukan se-
cara terus menerus sehingga didapatkan MSE kecil dan uji
kenormalan residual terpenuhi. Berikut ini adalah hasil ite-
ratif deteksi outlier yang ditunjukkan oleh perbaikan nilai
MSE.
Kemudian ditambahkan outlier kedua, yaitu
x2(t) =
{
1, t = 153,154,237,238
0, t : yang lain
(6)
Dengan regresi didapat
Y (t) = −0, 712Y (t− 1)− 0, 292Y (t− 2)− 3, 88X1t+
1, 66X2t dengan MSE=0.2591.
Outlier ketiga ditambahkan, yaitu
x3(t) =
{
1, t = 237,238,239,240
0, t : yang lain
(7)
Dengan regresi didapat
Y (t) = −0, 827Y (t− 1)− 0, 326Y (t− 2)− 5, 97X1t+
1, 78X2t+ 1, 67X3t dengan MSE = 0.2399.
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Gambar 8: Plot Residual model ARIMA
Outlier keempat ditambahkan, yaitu
x4(t) =

1, t = 76, 91, 149, 189, 192, 194,
, 195, 223, 224, 237, 238
0, t : yang lain
(8)
Dengan regresi didapat
Y (t) = −0, 842Y (t− 1)− 0, 335Y (t− 2)− 5, 69X1t+
1, 80X2t+ 1, 70X3t− 0, 369X4t dengan MSE = 0.2358.
Kemudian untuk memperlihatkan perbaikan atau penurunan
dari nilai MSE dilakukan ploting nilai MSE terhadap in-
deks ke-i (i = 0,1,2,. . .,5), seperti pada Gambar 9. Dari
gambar tersebut terlihat adanya perbaikan dalam hal ni-
lai MSE sebagai hasil adanya deteksi outlier yang ditam-
bahkan pada model ARIMA(2,1,0). Perbaikan nilai MSE
yang ditunjukkan dari indeks 1 (sebelum ada deteksi out-
lier) ke indeks 2 (deteksi outlier 1) adalah 9,3%. Perbaikan
MSE dari indeks 2 ke indeks 3 (deteksi outlier 2) sebesar
7,5%. Perbaikan dari indeks 3 ke indeks 4 (deteksi out-
lier 3) sebesar 7,4%. Perbaikan dari indeks 4 ke indeks 5
(deteksi outlier 4) sebesar 1,7%.
Secara keseluruhan dari perbaikan dari indeks 1 ke in-
deks 5 sebesar 23,7%. Akhirnya diperoleh nilai MSE terke-
cil dan uji residual memenuhi syarat distribusi normal. Jika
residual sudah memenuhi syarat distribusi normal, maka
model ARIMA(2,1,0) dengan koefisien yang diperoleh dari
regresi merupakan model yang valid.
Pemodelan ARIMA yang benar adalah pemodelan den-
gan tahapan yang melibatkan adanya indikator uji statistik
seperti yang diuraikan pada paper ini. Karena keterbatasan
kemampuan dari MINI-TAB, maka pemodelan ARIMA dan
deteksi outlier secara simultan tidak dapat dilakukan un-
tuk semua model, khususnya pada model yang mengan-
dung orde MA. Setelah me-ngetahui titik-titik outlier maka
fungsi dari pada outlier ditambahkan dengan model ARIMA
yang diperoleh dan kemudian dievaluasi lagi residual model.
Demikian seterusnya sehingga mencapai residual yang berdis-
tribusi normal.
Penggunaan deteksi outlier dengan MINITAB hanya
dapat digunakan untuk model-model AR. Sehingga untuk
model MA harus menggunakan paket program yang lain,
Gambar 9: Nilai Penurunan MSE
seperti SAS. Dengan demikian, proses deteksi outlier da-
pat digunakan untuk menperbaiki model ARIMA yang di-
peroleh agar mendapatkan model yang valid untuk prediksi.
Model yang valid akan memberikan nilai prediksi yang
lebih efisien dalam merekonstruksi perilaku curah hujan
atau perilaku redaman hujan. Sehingga model anti fading
yang akan dibangun dapat bekerja dengan optimal.
SIMPULAN
Berdasar hasil penelitian ini dapat diambil beberapa
kesimpulan antara lain pemodelan ARIMA dapat dilakukan
dengan tahapan seperti pada flowchart di Gambar 1 meng-
gunakan software MINITAB dan MATLAB. Prosedur ini
seringkali belum mampu memberikan residual yang meme-
nuhi uji normalitas Kolmogorov-Smirnov, karena adanya
outlier. MINITAB dapat digunakan untuk deteksi outlier
khusus pada model ARIMA(p,d,q) dengan q = 0, dan tidak
berlaku untuk ARIMA (p,d,q) dengan p = 0. Deteksi out-
lier dapat memperbaiki MSE dari model yang ditentukan.
Perbaikan MSE pada model memberikan residual yang cen-
derung memenuhi syarat distribusi normal.
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