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E-mail addresses: hylee@seoultech.ac.kr (H. Lee)The ﬁve forces model has been one of the most inﬂuential frameworks for strategic man-
agement. In contrast to its importance as a centerpiece of textbooks, however, it has
attracted less attention from both academic researchers and practicing managers. This is
due to its innate weakness, difﬁculty in operationalization. The vital requisites for opera-
tionalizing the ﬁve forces model are to deal with it as a complex system composed of inter-
related forces and their sub-forces, and to prioritize them with consideration of their
interdependency. The tenet of this study is the requisites can be achieved through the ana-
lytic network process (ANP). The ANP, which is a generalization of the analytic hierarchy
process (AHP), produces priorities of elements in a complex network model with consider-
ation of interdependency among elements. The ﬁve forces model is transformed into a net-
work model of the ANP. The ANP procedure is then carried out to obtain the priority
weights of the forces. Combining the derived weights and ratings on the forces produces
the state-of-industry-competition index (SICI) values that represent the overall competi-
tive condition of a given industry. The working of the proposed approach is provided with
the help of a case study example of the Web portal Industry of Korea. The proposed ANP
approach is expected to expand the ﬁve forces model into a workable system of analysis
by improving its analytical power.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Porter [1]’s ﬁve forces model has been one of the most inﬂuential frameworks for strategic management [2]. It has been
considered a standard tool for analyzing industry attractiveness, building upon the assumption that the state of competition
in an industry is determined by the ﬁve competitive forces. In contrast to its importance as a centerpiece of textbooks on
business strategy and strategic management, however, the ﬁve forces model has attracted less attention from both academic
researchers and practicing managers [3]. Although several attempts have been made to augment, reﬁne, and reinterpret the
model [2,4–6], it seems to have failed to spawn a considerable literature and retain wide currency in practice, compared with
other frameworks such as balanced scorecard (BSC) and SWOT analysis.
This may be due to its innate weakness that has often been pointed out by many researchers. Among others, the intrinsic
limitation of the ﬁve forces model is its difﬁculty in operationalization; that is, its analytical power is limited in that the. All rights reserved.
: +82 2 878 3511.
, kms@hufs.ac.kr (M.-S. Kim), parkyt@cybernet.snu.ac.kr (Y. Park).
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vorable/neutral/favorable) on the ﬁve forces has been prevalent, but it has the following problems. Firstly, it is not easy to
draw the bottom line of analysis. The degree of each force can be easily captured in the three-level scoring; then, how is the
overall condition of a given industry obtained? Simple average does not make sense since the relative importance differs
across the forces. The forces do need to be prioritized for aggregation. An important thing that should be considered is
the fact that the forces are themselves highly interdependent with each other; thus, the interrelationships among the forces
should be captured in their prioritization [3]. Secondly, the degree of a force is also determined by its sub-forces solely as the
overall attractiveness of an industry is determined by the forces. To be more systematic and objective, sub-forces should be
measured individually, and then aggregated with their relative importance to gauge the degree of a force, rather than simple
overall ratings on the forces. In sum, the vital requisites for operationalizing the ﬁve forces model are to deal with it as a
complex system composed of interrelated forces and their sub-forces, and to prioritize them with consideration of their
interdependencies.
The tenet of this study is the requisites can be achieved through the analytic network process (ANP). The ANP proposed by
Saaty [7] is a generalization of the analytic hierarchy process (AHP), which is one of the most widely used multiple criteria
decision making method (MCDM) [8]. It produces priorities or relative importance of elements in a complex network model
with consideration of interdependency among elements. Although the ANP was originally developed for selection and pri-
oritization of alternatives as a MCDM method, it has widely been employed and proved to be effective for quantiﬁcation of
existing frameworks by prioritizing elements that are interrelated with each other [9]. Recent years have seen an increase in
applying the ANP to various strategic management frameworks since there is a growing need of employing sophisticated
mathematical modeling for strategic management [10]. The examples include the strategic service vision framework [11],
the balanced scorecard (BSC) system [12–14], the strategic management concept (SMC) framework [15], and strengths,
weaknesses, opportunities and threats (SWOT) analysis [16]. This study also proposes an ANP approach to operationalization
of the ﬁve forces model.
The remainder of this paper is organized as follows. Section 2 brieﬂy outlines the preliminaries of this study, the ﬁve
forces model and the ANP. The proposed approach is explained in Section 3 and illustrated with a case study in Section 4.
The paper ends with conclusions in Section 5.2. Background
2.1. Five forces model
The essence of strategy formulation is to cope with competition [1]; thus, strategic management begins by industry com-
petitive analysis. Porter [17] argues that the degree of competition in an industry which determines industry attractiveness
hinges on the ﬁve competitive forces: threat of new entrants, bargaining power of suppliers, bargaining power of buyers,
threat of substitute products or services, and rivalry among existing competitors (see Fig. 1). Understanding how the forces
work in an industry and how they affect a company is a primary task facing strategic managers to formulate appropriate
strategic responses. A brief explanation of the ﬁve forces is given hereafter [1,17,18].
(1) Threat of new entrants. The threat of new entrants is a function of the height of entry barriers. The higher the entry
barriers are, the weaker is this competitive force. The sources of the entry barriers include economies of scale, brand
loyalty, cost advantages, customer switching costs, initial capital requirement, government regulation, etc.
(2) Bargaining power of suppliers. The bargaining power of suppliers refers to the ability of suppliers to raise prices or
reduce quality of inputs. Thus, powerful suppliers are a threat. Suppliers are powerful if: suppliers are concentrated;
supplier switching cost is high; products or services are unique; the industry is not important to suppliers; threat of
forward integration is high.
(3) Bargaining power of buyers. Buyers can threaten the industry by bargaining down prices or raising the costs by
demanding better quality. Powerful buyers are the mirror image of powerful suppliers.
(4) Threat of substitutes. Similar customer needs can be fulﬁlled by the products or services of different businesses or
industries. The degree of the threat of substitute products and services is determined by the number and closeness
of substitutes as well as existence of other technologies.
(5) Rivalry among existing competitors. Intense rivalry among established companies constitutes a strong threat of proﬁt-
ability. The intensity of rivalry is relevant to the presence of various factors such as industry competitive structure,
industry demand and capacity to meet the demand, differentiation among companies, and the height of exit barriers.
2.2. ANP
The ANP is a generalization of the AHP [7]. The AHP, also developed by Saaty [19], is one of the most widely used MCDM
methods. The AHP decomposes a problem into several levels making up a hierarchy in which each decision element is con-
sidered to be independent. The ANP extends the AHP to problems with dependence and feedback [20]. ANP provides a gen-
eral framework to deal with decisions without making assumptions about the independence of higher-level elements from
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with a unidirectional hierarchical relationship, ANP permits more complex interrelationships among decision elements by
replacing the hierarchy in the AHP with a network.
The process of the ANP is comprised of the following four major steps [7,10].
(i) Step 1 (model construction): A problem is decomposed into a network in which nodes corresponds to clusters. The
elements in a cluster can interact with some or all of the elements of another cluster. Also, relationships among ele-
ments in the same cluster can exist. These relationships are represented by arcs with directions.
(ii) Step 2 (pairwise comparisons and local priority vectors): The elements are compared pairwisely with respect to their
impacts on other elements. The way of conducting pairwise comparisons and obtaining priority vectors is the same as
in the AHP. The relative importance values are determined on a scale of 1–9, where a score of 1 indicates equal impor-
tance between the two elements and 9 represents the extreme importance of one element compared with the other
one. A reciprocal value is assigned to the inverse comparison; that is, aji = 1/aij where aij denotes the importance of the
ith element compared with the jth element. Also, aii = 1 is preserved in the pairwise comparison matrix. Then, the
eigenvector method is employed to obtain the local priority vectors for each pairwise comparison matrix.
(iii) Step 3 (supermatrix formation and transformation): The local priority vectors are entered into the appropriate col-
umns of a supermatrix, which is a partitioned matrix where each segment represents a relationship between two clus-
ters. The supermatrix of a system of N clusters is denoted as the following:ð1ÞCk is the kth cluster (k = 1,2, . . . ,N), which has nk elements denoted as ek1, ek2, . . . ,eknk . A matrix segment, Wij, represents a
relationship between the ith cluster and the jth cluster. Each column ofWij is the local priority vector obtained from the cor-
responding pairwise comparison, representing the importance of the elements in the ith cluster to an element in the jth clus-
ter. When there is no relationship between clusters, the corresponding matrix segment is a zero matrix. Then, the
supermatrix is transformed into the weighted supermatrix, each of whose columns sums to one. This ‘column stochastic’
feature of the weighted supermatrix allows convergence to occur in the limit supermatrix. Finally, the weighted supermatrix
is transformed into the limit supermatrix by raising it to powers. The reason for multiplying the weighted supermatrix is to
capture the transmission of inﬂuence along all possible paths of the supermatrix. Raising the weighted supermatrix allows
convergence of the matrix and the resulting matrix is called the limit supermatrix, which yields limit priorities capturing all
of the direct and indirect inﬂuences of each element on every other element.
(iv) Step 4 (ﬁnal priorities): When the supermatrix covers the whole network, the ﬁnial priorities of elements are found in
the corresponding columns in the limit supermatrix. If a supermatrix only includes interrelated clusters, additional
calculation should be made for obtaining ﬁnal priorities.
Recently, there has been a huge increase in the use of the ANP in a variety of decision making problems [22]. For more
detailed information on the applications of the ANP, see the book by Saaty and Özdemir [23]. One of the areas to which much
attention has been paid is to quantify various frameworks for strategic management. Asan and Soyer [15] proposed an ap-
proach to the identiﬁcation of organization’s strategic management concepts (SMCs), which are composed of mission, vision,
values, and competences, to operationalize the highly qualitative relationships among those concepts through the ANP. In
order to supplement the strategic service vision framework proposed by Heskett et al. [24] with analytical power, Partovi
[11] quantiﬁed the framework using the ANP in conjunction with quality function deployment (QFD). Yüksel and Dag˘deviren
[13] equipped the famous SWOT framework with an analytical means by employing the ANP to capture the interrelation-
ships among the SWOT factors. Much attention has been paid to the operationalization of the balanced scorecard (BSC)
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Fig. 1. Five forces model.
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applied the ANP, together with the AHP, to properly implement the BSC framework with the consideration of dependency
among the four perspectives of BSC. Yüksel and Dag˘deviren [13] integrated the BSC framework with the fuzzy ANP to deter-
mine the performance level of a business on the basis of its vision and strategies. Chen et al. [14] also employed the ANP in
conjunction with the decision making trial and evaluation laboratory (DEMATEL) technique to effectively implement the BSC
system in the hotel industry. In line with those approaches, this study also applies the ANP to operationalization of the ﬁve
forces model.
3. Proposed approach
3.1. Model development
The proposed ANP approach to operationalization of the ﬁve forces model starts with developing its network model. The
conceptual framework of the ﬁve forces model presented in Section 2.1 is transformed into a network model of the ANP in a
way by which clusters in the network model corresponds to the ﬁve forces, and elements in a cluster are equivalent to sub-
forces in a force. The interrelationships between forces are represented by arcs with directions. Since the interdependencies
among forces are implicitly only given in Porter’s original work and other textbooks, they have been deﬁned based on the
previous studies explicitly specifying them [3,26]. Fig. 2 shows the constructed ANP network of the ﬁve forces model. The
detailed descriptions of the sub-forces are summarized in Table 1 with their abbreviations and types. Some of the sub-forces
give a rise to the intensity of competition when the degree is high while the others do when they are low. The formers are
classiﬁed as positive (+), and the latter is denoted as negative ().
3.2. Procedure
The proposed approach consists of the three stages. Fig. 3 shows the overall procedure of the proposed approach.
Firstly, the ANP procedure is then conducted to produce priority weights of the forces and sub-force at Stage 1. Pairwise
comparisons are made among the forces and sub-forces based on their interrelationships. The supermatrix is constructed
with the local priority vectors obtained from pairwise comparisons. The corresponding form of the supermatrix to the net-
work model in Fig. 2 is as the following:ð2Þ
Threat of new entrants
(TNE)
EOS GR BL
CA ICR CSC
Threat of substitutes
(TS)
NOS COS OT
Bargaining power 
of suppliers
(BPS)
SP DOSI
SSC SU
IOS FI
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of buyers
(BPB)
BP DOBI
BSC PU
ITB BI
Rivalry among
existing competitors
(REC)
IS IDAC
DAC EB
Fig. 2. The ANP network of the ﬁve forces model.
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limit supermatrix contains global priority weights of each sub-force.
In Stage 2, industry experts give ratings on the degree of the sub-forces with a ﬁve-point Likert scale from 1 (very low) to
7 (very high). In the case of negative items, the reverse value is assigned for measurement to be consistent.
Stage 3 measures the state-of-industry-competition index (SICI). It is calculated as the weighted sum of global priority
weights of the sub-forces and corresponding ratings:SICI ¼
X5
k¼1
Xnk
j¼1
wgkjrkj; ð3Þwhere nk is the number of elements in the kth cluster, w
g
kj is global weight of the jth element of the kth cluster, and rkj is the
rating on the jth element of the kth cluster. The SICI represents the overall competitive condition of an industry. The higher
the value of SICI, the more intense the industry competition and the less attractive the industry. The SICI of each force can
also be obtained by using the local weights normalized by each cluster. It is deﬁned as the following:SICIk ¼
Xnk
j¼1
wlkjrkj; ð4Þwhere wlkj is the local weight of the jth element of the kth cluster. The pattern of changes in the competitive condition of an
industry can be observed by conducting the same analysis for multiple time points.4. Case study
4.1. Case overview
The working of the proposed approach is provided with the help of a case study example of the Web portal Industry of
Korea. The Web portal industry has contributed to the dramatic growth of Internet. Web portal services enable users to ob-
tain useful information via their Web sites and ﬁnd exact information they want through the embedded search engines. Dur-
ing the last decade, a number of Web portals have emerged and disappeared in Korea, and there have been considerable
ﬂuctuations in the degree of competition of the industry. Thus, it is worthwhile to analyze and capture the competitive
dynamics of the Korean Web Portal Industry.
When Web portal services ﬁrstly emerged in Korea in mid-1990s, the industry was favorable. There were not many play-
ers, and actually they did not provide real portal services. Search engine services were merely offered with free e-mail ser-
vices. The one who took ﬁrst-mover advantages was Daum Communications providing ‘‘Hanmail’’ services. However, search
engine providers were faced with difﬁculties in implementing sustainable business since users were reluctant to pay for
services. In the late 1990s, Yahoo made inroads to the Korean market. Followed by the success of Yahoo, Lycos also set up
Table 1
Descriptions of forces and sub-forces.
Forces +/

Description
Threat of new entrants (TNE)
Economies of scale (EOS)  The degree of the relative cost advantages of established companies associated with large volumes of scale
economies
Government regulation (GR)  The degree to which government prohibits new entrants from entering the market
Brand loyalty (BL)  The degree to which customers have preference to products/services of any established company
Cost advantages (CA)  The degree of absolute cost advantages coming from the learning and experience curves
Initial capital requirement
(ICR)
 The amount of capital investment in ﬁxed facilities, inventories, and absorbing start-up losses
Customer switching costs (CSC)  The amount of time, energy, and money for customers to switch from products/services offered by one
established company in an industry to those offered by a new entrant
Bargaining power of suppliers
(BPS)
Supplier portfolio (SP) + The degree to which suppliers are concentrated or their orders are large
Dependence on supplier
industry (DOSI)
+ The degree to which an industry depends on suppliers for a large percentage of its total purchases
Supplier switching costs (SSC) + The amount of time, energy, and money for companies in the industry to switch from products/services
offered by a supplier to those offered by another supplier
Supplier uniqueness (SU) + The degree to which products/services offered by suppliers are differentiated so that companies in an
industry cannot ﬁnd alternative suppliers
Importance of suppliers (IOS) + The degree to which products/services offered by suppliers are important to the quality of industry’s
products/services
Forward integration (FI) + The degree of a threat that suppliers integrate forward to make industry’s products/services
Bargaining power of buyers (BPB)
Buyer portfolio (BP) + The degree to which buyers are concentrated or their purchases are large
Dependence on buyer industry
(DOBI)
+ The degree to which an industry depends on the buyers for a large percentage of its total sales
Buyer switching costs (BSC) + The amount of time, energy, and money for buyers to switch from products/services offered by a company
in an industry to products/services offered by another company
Product uniqueness (PU)  The degree to which products/services of an industry are differentiated so that buyers cannot ﬁnd
alternative suppliers
Importance to buyers (ITB)  The degree to which products/services of an industry are important to the quality of the buyers’ products/
services
Backward integration (BI) + The degree of a threat that buyers integrate backward to make industry’s products/services
Threat of substitutes (TS)
Number of substitutes (NOS) + The number of existing substitute products/services
Closeness of substitutes (COS) + The degree to which existing substitute products/services are close
Other technologies (OT) + The existence of other ways to provide the same value
Rivalry among existing
competitors (REC)
Industry structure (IS) + The number of companies in an industry
Industry demand and capacity
(IDAC)
+ The difference between capacity and demand
Differentiation among
companies (DAC)
 The degree of differentiation in products/services offered by companies in an industry
Exit barriers (EB) + The degree of economic, strategic, and emotional factors preventing companies from leaving an industry
Stage 1: ANP
Conduct ANP procedure to determine 
weights of competitive forces
t  : 
t  r r  t  t r i  
i t  f titi  f r
Stage 2: Rating
Measure the degree of sub-forces with 
a five-point Likert scale
t  : ti
r  t  r  f -f r  it  
 fi - i t i rt l
Stage 3: SICI
Calculate the state-of-industry-competition index 
(SICI) of an industry at a specific time
t  : I I
l l t  t  t t - f-i tr - titi  i  
( I I) f  i tr  t  ifi  ti
Fig. 3. Overall procedure of the proposed approach.
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H. Lee et al. / Applied Mathematical Modelling 36 (2012) 1783–1795 1789a subsidiary in Korea. In addition, a number of domestic web sites originating from speciﬁc ﬁelds professed to be portals by
adding various services such as news, chat, free e-mail, games, calendar management, shopping, etc. The inﬂux of new en-
trants to the industry made competition more intense. In early 2000s, during the dot-com crash, most of small Web portals
either went out of business or were merged. It was an opportunity for a few survivors. They made considerable efforts to
attract users by differentiating their services with launching of new types of services. Naver emerged as a market leader with
the help of ‘‘Knowledge In’’ services. Google also embarked on services in Korea in 2001. Since mid-2000s, the industry has
been dominated by a small number of large companies each of whom has its own unique strength.4.2. Stage 1: ANP
4.2.1. Pairwise comparisons and local priority vectors
Pairwise comparisons were made based on the ANP model shown in Fig. 1. Firstly, pairwise comparisons were conducted
with respect to sub-forces among the other sub-forces of the same force. The generic question to be answered here is: how
much more inﬂuence sub-force A has on sub-force C than sub-force B? Table 2 shows the pairwise comparison matrix with
respect to EOS among the sub-forces of TNE and the resulting priority vector. The priority vector corresponds to the ﬁrst col-
umn ofW11. Five more comparisons were also made with respect to the other ﬁve sub-forces of TNE, which constituteW11.
The other matrix segments on the diagonal of the supermatrix can be obtained in this way.
Secondly, pairwise comparisons were made with respect to sub-forces of a force among sub-forces of the other forces that
have an inﬂuence on the force. For example, the pairwise comparison matrix with respect to SP among the sub-forces of TNE
is shown in Table 3. The resulting priority vector is imported as the ﬁrst column ofW12. Pairwise comparisons with respect to
the other ﬁve sub-forces of BPS among the sub-forces of TNE were also conducted to produce W12. The remaining matrix
segments were obtained in this way.Table 2
Pairwise comparison matrix with respect to EOS among the sub-forces of TNE.
hEOSi GR BL CA ICR CSC Priority
GR 1 1/3 1/5 1/6 1/3 0.050
BL 1 1/3 1/5 1 0.107
CA 1 1/3 3 0.248
ICR 1 5 0.489
CSC 1 0.107
Table 5
Cluster weights.
TNE BPS BPB TS REC
TNE 0.443 0.209 0.177 0 0.109
BPS 0.085 0.404 0 0.127 0.128
BPB 0.247 0 0.419 0.296 0.258
TS 0 0.199 0.140 0.372 0.120
REC 0.225 0.188 0.264 0.205 0.385
Table 4
Pairwise comparison matrix with respect to TNE among forces.
hTNEi TNE BPS BPB REC Priority
TNE 1 3 2 2 0.395
BPS 1 1 1/3 0.137
BPB 1 3 0.261
REC 1 0.206
Table 3
Pairwise comparison matrix with respect to SP among the sub-forces of TNE.
hSPi EOS GR BL CA ICR CSC Priority
EOS 1 1/2 1/3 1 1/4 1/3 0.084
GR 1 1/2 2 3 2 0.239
BL 1 1/3 2 1 0.186
CA 1 4 3 0.298
ICR 1 1/2 0.069
CSC 1 0.124
Table 6
Supermatrix.
TNE BPS BPB TS REC
EOS GR BL CA ICR CSC SP DOSI SSC SU IOS FI BP DOBI BSC PU ITB BI NOS COS OT IS IDAC DAC EB
TNE EOS 0 0.416 0.43 0.104 0.059 0.201 0.084 0.06 0.091 0.127 0.077 0.055 0.15 0.127 0.15 0.149 0.127 0.055 0 0 0 0.15 0.149 0.127 0.142
GR 0.05 0 0.225 0.146 0.476 0.17 0.239 0.263 0.246 0.09 0.247 0.257 0.097 0.09 0.097 0.077 0.09 0.257 0 0 0 0.097 0.077 0.089 0.094
BL 0.107 0.091 0 0.202 0.192 0.162 0.186 0.208 0.203 0.308 0.19 0.252 0.291 0.308 0.291 0.313 0.308 0.252 0 0 0 0.291 0.313 0.321 0.285
CA 0.248 0.209 0.091 0 0.058 0.233 0.298 0.318 0.243 0.116 0.298 0.323 0.14 0.116 0.14 0.109 0.116 0.323 0 0 0 0.14 0.109 0.122 0.145
ICR 0.489 0.195 0.21 0.249 0 0.233 0.069 0.044 0.077 0.052 0.051 0.033 0.057 0.052 0.057 0.04 0.052 0.033 0 0 0 0.057 0.04 0.041 0.061
CSC 0.107 0.09 0.045 0.299 0.215 0 0.124 0.107 0.141 0.308 0.137 0.079 0.265 0.308 0.265 0.313 0.308 0.079 0 0 0 0.265 0.313 0.299 0.273
BPS SP 0.15 0.135 0.195 0.131 0.122 0.169 0 0.063 0.056 0.075 0.061 0.09 0 0 0 0 0 0 0.159 0.045 0.159 0.159 0.149 0.159 0.159
DOSI 0.212 0.122 0.174 0.122 0.192 0.197 0.124 0 0.113 0.162 0.135 0.206 0 0 0 0 0 0 0.103 0.102 0.103 0.103 0.077 0.103 0.103
SSC 0.14 0.13 0.179 0.16 0.109 0.149 0.054 0.075 0 0.073 0.059 0.083 0 0 0 0 0 0 0.042 0.057 0.042 0.042 0.313 0.042 0.042
SU 0.1 0.358 0.118 0.335 0.16 0.068 0.238 0.255 0.243 0 0.252 0.447 0 0 0 0 0 0 0.207 0.406 0.207 0.207 0.109 0.207 0.207
IOS 0.164 0.13 0.191 0.131 0.166 0.153 0.1 0.12 0.107 0.147 0 0.174 0 0 0 0 0 0 0.084 0.091 0.084 0.084 0.04 0.084 0.084
FI 0.233 0.125 0.144 0.121 0.251 0.264 0.484 0.487 0.481 0.542 0.493 0 0 0 0 0 0 0 0.404 0.298 0.404 0.404 0.313 0.404 0.404
BPB BP 0.123 0.173 0.167 0.163 0.137 0.127 0 0 0 0 0 0 0 0.07 0.069 0.075 0.074 0.098 0.061 0.058 0.062 0.062 0.063 0.058 0.058
DOBI 0.146 0.186 0.158 0.197 0.149 0.109 0 0 0 0 0 0 0.129 0 0.131 0.162 0.15 0.216 0.121 0.122 0.124 0.132 0.112 0.122 0.122
BSC 0.123 0.173 0.167 0.163 0.137 0.127 0 0 0 0 0 0 0.061 0.077 0 0.073 0.075 0.098 0.057 0.058 0.061 0.062 0.063 0.058 0.058
PU 0.124 0.217 0.156 0.21 0.196 0.107 0 0 0 0 0 0 0.237 0.256 0.272 0 0.27 0.406 0.223 0.223 0.212 0.23 0.208 0.223 0.223
ITB 0.146 0.186 0.158 0.197 0.149 0.109 0 0 0 0 0 0 0.109 0.133 0.123 0.147 0 0.182 0.103 0.103 0.104 0.106 0.112 0.103 0.103
BI 0.339 0.065 0.193 0.071 0.233 0.422 0 0 0 0 0 0 0.463 0.464 0.404 0.542 0.431 0 0.435 0.436 0.437 0.407 0.443 0.436 0.436
TS NOS 0 0 0 0 0 0 0.181 0.332 0.365 0.398 0.342 0.298 0.33 0.336 0.341 0.328 0.335 0.334 0 0.75 0.333 0.536 0.429 0.533 0.303
COS 0 0 0 0 0 0 0.638 0.337 0.27 0.203 0.315 0.404 0.345 0.335 0.339 0.327 0.334 0.333 0.8 0 0.667 0.31 0.429 0.311 0.523
OT 0 0 0 0 0 0 0.181 0.332 0.365 0.398 0.342 0.298 0.325 0.33 0.32 0.345 0.33 0.333 0.2 0.25 0 0.155 0.143 0.156 0.174
REC IS 0.235 0.228 0.259 0.228 0.211 0.27 0.246 0.23 0.319 0.204 0.196 0.233 0.242 0.229 0.24 0.24 0.25 0.264 0.199 0.302 0.252 0 0.143 0.123 0.123
IDAC 0.237 0.287 0.241 0.293 0.301 0.229 0.262 0.309 0.043 0.388 0.413 0.301 0.241 0.272 0.239 0.265 0.236 0.243 0.249 0.218 0.273 0.138 0 0.283 0.283
DAC 0.278 0.249 0.235 0.26 0.291 0.239 0.246 0.23 0.319 0.204 0.196 0.233 0.259 0.25 0.26 0.247 0.257 0.246 0.200 0.301 0.251 0.239 0.429 0 0.594
EB 0.25 0.235 0.265 0.219 0.197 0.262 0.246 0.23 0.319 0.204 0.196 0.233 0.259 0.25 0.26 0.247 0.257 0.246 0.352 0.179 0.224 0.623 0.429 0.594 0
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Table 7
Weighted supermatrix.
TNE BPS BPB TS REC
EOS GR BL CA ICR CSC SP DOSI SSC SU IOS FI BP DOBI BSC PU ITB BI NOS COS OT IS IDAC DAC EB
TNE EOS 0 0.164 0.17 0.041 0.023 0.08 0.018 0.013 0.019 0.026 0.016 0.011 0.027 0.022 0.027 0.026 0.022 0.01 0 0 0 0.016 0.016 0.014 0.015
GR 0.02 0 0.089 0.058 0.188 0.067 0.05 0.055 0.052 0.019 0.052 0.054 0.017 0.016 0.017 0.014 0.016 0.045 0 0 0 0.011 0.008 0.01 0.01
BL 0.042 0.036 0 0.08 0.076 0.064 0.039 0.044 0.042 0.064 0.04 0.053 0.051 0.054 0.051 0.055 0.054 0.045 0 0 0 0.032 0.034 0.035 0.031
CA 0.098 0.083 0.036 0 0.023 0.092 0.062 0.067 0.051 0.024 0.062 0.068 0.025 0.021 0.025 0.019 0.021 0.057 0 0 0 0.015 0.012 0.013 0.016
ICR 0.193 0.077 0.083 0.098 0 0.092 0.014 0.009 0.016 0.011 0.011 0.007 0.01 0.009 0.01 0.007 0.009 0.006 0 0 0 0.006 0.004 0.004 0.007
CSC 0.042 0.035 0.018 0.118 0.085 0 0.026 0.022 0.029 0.064 0.029 0.017 0.047 0.054 0.047 0.055 0.054 0.014 0 0 0 0.029 0.034 0.032 0.03
BPS SP 0.021 0.019 0.027 0.018 0.017 0.023 0 0.026 0.023 0.031 0.025 0.036 0 0 0 0 0 0 0.02 0.006 0.02 0.02 0.019 0.02 0.02
DOSI 0.029 0.017 0.024 0.017 0.026 0.027 0.05 0 0.046 0.066 0.055 0.083 0 0 0 0 0 0 0.013 0.013 0.013 0.013 0.01 0.013 0.013
SSC 0.019 0.018 0.025 0.022 0.015 0.021 0.022 0.03 0 0.03 0.024 0.034 0 0 0 0 0 0 0.005 0.007 0.005 0.005 0.04 0.005 0.005
SU 0.014 0.049 0.016 0.046 0.022 0.009 0.096 0.103 0.098 0 0.102 0.181 0 0 0 0 0 0 0.026 0.052 0.026 0.026 0.014 0.026 0.026
IOS 0.023 0.018 0.026 0.018 0.023 0.021 0.041 0.049 0.043 0.059 0 0.07 0 0 0 0 0 0 0.011 0.012 0.011 0.011 0.005 0.011 0.011
FI 0.032 0.017 0.02 0.017 0.035 0.036 0.196 0.197 0.195 0.219 0.199 0 0 0 0 0 0 0 0.051 0.038 0.051 0.052 0.04 0.052 0.052
BPB BP 0.032 0.045 0.044 0.043 0.036 0.033 0 0 0 0 0 0 0 0.029 0.029 0.032 0.031 0.041 0.018 0.017 0.018 0.016 0.016 0.015 0.015
DOBI 0.038 0.049 0.041 0.051 0.039 0.028 0 0 0 0 0 0 0.054 0 0.055 0.068 0.063 0.091 0.036 0.036 0.037 0.034 0.029 0.031 0.031
BSC 0.032 0.045 0.044 0.043 0.036 0.033 0 0 0 0 0 0 0.026 0.032 0 0.031 0.031 0.041 0.017 0.017 0.018 0.016 0.016 0.015 0.015
PU 0.032 0.057 0.041 0.055 0.051 0.028 0 0 0 0 0 0 0.099 0.107 0.114 0 0.113 0.17 0.066 0.066 0.063 0.059 0.054 0.058 0.058
ITB 0.038 0.049 0.041 0.051 0.039 0.028 0 0 0 0 0 0 0.046 0.056 0.052 0.062 0 0.076 0.03 0.03 0.031 0.027 0.029 0.027 0.027
BI 0.088 0.017 0.05 0.018 0.061 0.11 0 0 0 0 0 0 0.194 0.195 0.169 0.227 0.181 0 0.129 0.129 0.129 0.105 0.114 0.113 0.113
TS NOS 0 0 0 0 0 0 0.036 0.066 0.073 0.079 0.068 0.059 0.046 0.047 0.048 0.046 0.047 0.047 0 0.279 0.124 0.064 0.051 0.064 0.036
COS 0 0 0 0 0 0 0.127 0.067 0.054 0.04 0.063 0.08 0.048 0.047 0.047 0.046 0.047 0.047 0.298 0 0.248 0.037 0.051 0.037 0.063
OT 0 0 0 0 0 0 0.036 0.066 0.073 0.079 0.068 0.059 0.045 0.046 0.045 0.048 0.046 0.046 0.074 0.093 0 0.019 0.017 0.019 0.021
REC IS 0.048 0.047 0.053 0.047 0.043 0.056 0.046 0.043 0.06 0.038 0.037 0.044 0.064 0.061 0.064 0.063 0.066 0.07 0.041 0.062 0.052 0 0.055 0.047 0.047
IDAC 0.049 0.059 0.05 0.06 0.062 0.047 0.049 0.058 0.008 0.073 0.078 0.057 0.064 0.072 0.063 0.07 0.063 0.064 0.051 0.045 0.056 0.053 0 0.109 0.109
DAC 0.057 0.051 0.048 0.054 0.06 0.049 0.046 0.043 0.06 0.038 0.037 0.044 0.068 0.066 0.069 0.065 0.068 0.065 0.041 0.062 0.051 0.092 0.165 0 0.229
EB 0.051 0.048 0.055 0.045 0.041 0.054 0.046 0.043 0.06 0.038 0.037 0.044 0.068 0.066 0.069 0.065 0.068 0.065 0.072 0.037 0.046 0.24 0.165 0.229 0
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Table 8
Limit supermatrix.
TNE BPS BPB TS REC
EOS GR BL CA ICR CSC SP DOSI SSC SU IOS FI BP DOBI BSC PU ITB BI NOS COS OT IS IDAC DAC EB
TNE EOS 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027
GR 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.027
BL 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037
CA 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030
ICR 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021
CSC 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031
BPS SP 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015
DOSI 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017 0.017
SSC 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012
SU 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030 0.030
IOS 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.015
FI 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043
BPB BP 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022
DOBI 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039
BSC 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022
PU 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062
ITB 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035
BI 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096
TS NOS 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057
COS 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061 0.061
OT 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036
REC IS 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051
IDAC 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062
DAC 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074 0.074
EB 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080 0.080
1792
H
.Lee
et
al./A
pplied
M
athem
atical
M
odelling
36
(2012)
1783–
1795
H. Lee et al. / Applied Mathematical Modelling 36 (2012) 1783–1795 1793Thirdly, pairwise comparisons need to be made among forces to determine cluster weights. Table 4 shows the pairwise
comparison matrix with respect to TNE among forces as an example. Since TS does not have an inﬂuence on TNE, it is not
included in the comparison. The ﬁnal cluster weights obtained from four more comparisons are presented in Table 5.
4.2.2. Supermatrix formation and transformation
The supermatrix was constructed with local priority vectors obtained from the pairwise comparisons. Table 6 shows the
supermatrix for the ﬁve forces model.
Then, the supermatrix is transformed into the weighted supermatrix. Each matrix segment of the supermatrix is multi-
plied by the corresponding cluster weights shown in Table 5. For example, all of the elements ofW11 are multiplied by 0.443;
W12 is multiplied by 0.209; and so on. Table 7 shows the weighted supermatrix.
Finally, raising the weighted supermatrix to powers resulted in the limit supermatrix shown in Table 8. In this case, con-
vergence is reached at W35.
4.2.3. Final priorities
As the supermatrix covers the whole network in Fig. 1, the columns in the limit supermatrix represent the ﬁnal priorities
of the sub-forces. They are the global weights of the sub-forces used to calculated the SICI as wgkj.
4.3. Stage 2: rating
The other inputs for measuring the SICI are the ratings on the sub-forces. Industry experts were asked to make ratings on
the degree of each sub-force of the industry. Since analysis on multiple time points enables us to capture dynamics of the
industry, ratings were obtained for four periods of time: mid-1990s, late 1990s, early 2000s, and mid-2000s. As mentioned
before, a seven-point Likert scale was used, and the reverse values were assigned for the negative items. The average ratings
on each sub-force for the four periods are given in Table 9.
4.4. Stage 3: SICI
Finally, the SICI of the industry was measured as the weighted sum of the global weights and ratings derived from the pre-
vious stages. The SICI values of the ﬁve forceswere also obtained based on the local weights. Table 9 shows the SICI calculation.Table 9
SICI calculation.
Global weight Local weight Mid-1990s Late 1990s Early 2000s Mid-2000s
TNE EOS 0.027 0.154 6.12 3.44 4.28 2.58
GR 0.027 0.157 3.13 6.76 3.04 2.73
BL 0.037 0.215 6.43 5.85 3.34 2.30
CA 0.030 0.171 4.39 3.26 3.52 2.90
ICR 0.021 0.121 4.30 3.40 2.68 2.52
CSC 0.031 0.181 3.75 2.84 2.03 1.39
SICITNE 4.77 4.33 3.15 2.37
BPS SP 0.015 0.114 2.52 4.42 5.57 6.46
DOSI 0.017 0.130 3.14 3.74 4.95 4.60
SSC 0.012 0.089 4.05 3.40 3.64 4.13
SU 0.030 0.229 3.53 2.58 4.42 5.45
IOS 0.015 0.112 4.50 3.46 3.54 5.36
FI 0.043 0.326 1.91 1.42 2.13 4.72
SICIBPS 2.99 2.73 3.70 5.09
BPB BP 0.022 0.081 2.51 3.22 2.67 5.39
DOBI 0.039 0.140 3.92 4.17 2.88 3.12
BSC 0.022 0.081 2.04 2.16 1.41 4.93
PU 0.062 0.225 1.21 5.61 3.58 6.21
ITB 0.035 0.126 3.09 5.92 4.87 3.35
BI 0.096 0.347 1.81 2.61 1.62 3.30
SICIBPB 2.21 3.93 2.71 4.24
TS NOS 0.057 0.370 2.96 6.63 5.08 6.96
COS 0.061 0.395 3.38 2.48 3.06 2.24
OT 0.036 0.235 1.21 3.14 3.02 6.60
SICITS 2.71 4.17 3.80 5.01
REC IS 0.051 0.191 1.32 6.83 4.22 6.73
IDAC 0.062 0.233 2.47 4.07 5.39 6.43
DAC 0.074 0.277 1.69 3.29 3.54 2.30
EB 0.080 0.299 1.03 2.47 2.06 3.88
SICIREC 1.60 3.90 3.66 4.58
SICI 2.67 3.87 3.34 4.23
Fig. 4. Changes in SICI.
1794 H. Lee et al. / Applied Mathematical Modelling 36 (2012) 1783–1795Fig. 4 depicts the changes in SICI over time. In overall, the degree of competition has been increasing although there was a
slight decline in early 2000s. This is because the other four forces have also been getting stronger despite the fact that TNE is
ever decreasing. The results are consistent with the descriptions of the industry given in Section 4.1, but easier and more
effective to capture and understand the competitive dynamics.
5. Conclusions
This study proposed an ANP approach to operationalization of the ﬁve forces model. The ﬁve forces model was trans-
formed into a network model of the ANP. The ANP procedure was then carried out to obtain the priority weights of the
sub-forces. Combining the derived weights and ratings on the sub-forces produces the SICI values that represent the overall
competitive condition of a given industry. A case of the Korean Web Portal Industry was provided to illustrate the proposed
approach.
It is shown that the ANP can be effectively employed to operationalize the ﬁve forces model. Since the ANP produces pri-
orities of elements in a complex network model with consideration of interdependency among elements, it can fulﬁll the
requisites for operationalization of the ﬁve forces model, prioritization of the forces with consideration of their interdepen-
dency. The proposed approach is expected to expand the ﬁve forces model into a more workable system of analysis by
improving its analytical power.
The clusters and elements of the ANP model are by no means exhaustive or ﬁxed. Although the model was constructed
based on the Porter’s original work, it can be variant depending on the industry or strategic context. The irrelevant sub-forces
can be ignored, and additional sub-forces considered important can be added. The sixth forces such as complementers [18]
and government regulations [4] can also be included in the model. When it comes to competitive dynamics, although the
changes in the overall industry attractiveness of a given industry can be captured by analysis of multiple time points, the
same set of weights was applied to analysis of different time points. However, the relative importance of forces is likely
to change over time. When this is the case, pairwise comparisons should be made for each time point. One of the important
tasks in analysis of competitive dynamics is to forecast the competitive conditions in future, how the industry competition is
liable to change. This can also be achieved by making ratings on the degree of the sub-forces in future.
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