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Abstract: Chi-square processes with trend appear naturally as limiting processes in various statistical
models. In this paper we are concerned with the exact tail asymptotics of the supremum taken over (0, 1)
of a class of locally stationary chi-square processes with particular admissible trends. An important tool for
establishing our results is a weak version of Slepian’s lemma for chi-square processes. Some special cases
including squared Brownian bridge and Bessel process are discussed.
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1 Introduction
Let Ĝn(t), t ∈ (0, 1) be the empirical distribution of n independent random variables with uniform distribu-
tion on (0, 1) and define the following test statistic
Lνn,E := sup
t∈E
(
nK(Ĝn(t), t)− gν(t)
)
, E = (0, 1),
where K(s, t) = s ln st + (1 − s) ln 1−s1−t , and gν(t), t > 0, ν > 0 is a trend function defined by
gν(t) = c(t) + ν ln(1 + c
2(t)), c(t) = ln
(
1− ln(4t(1− t))), t ∈ E.
Referring to Theorem 3.2 in [13] we have for any ν > 3/4
2Lνn,E
d→ LνE := sup
t∈E
(
χ2(t)− 2gν(t)
)
, n→∞ (1)
holds, where χ(t) = B(t)/
√
t(1− t) is the normalized standard Brownian bridge. Furthermore, as shown
in Theorem 3.4 in [13], the convergence to LνE also holds for another important test statistic. Note that as
discussed therein LνE <∞ almost surely (a.s.) for any ν > 3/4.
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2The supremum type test statistics appear naturally in different contexts in statistical problems; see also the
recent contributions [2, 5, 18, 19]. In statistical applications, of interest is to determine the critical values
of the test statistics, which is usually difficult since the distribution of the statistics is unknown. It is thus
important to obtain approximation of them based on the tail asymptotic behavior of the limit of the statistic.
For example, in our context it is of interest to know the asymptotic behavior of P (LνE > u) as u → ∞ for
any ν > 3/4.
Note that LνE is the supremum of a simple chi-square process (with 1-degree of freedom) with trend. Numer-
ous contributions have been devoted to the study of the tail asymptotics of the supremum of chi or chi-square
processes; see e.g., [14, 21, 23, 24, 27, 34] and the references therein. So far in the literature there are no
results available which can be used for the derivation of the tail behavior of LνE since it is a supremum taken
over an open interval of a (non-Gaussian) chi-square process with trend. Given this significant gap and the
fact that chi-square process with trend appears naturally in numerous statistical problems and applications,
in this paper we shall focus on the tail asymptotics of the supremum (taken over an open interval) of a large
class of chi-square processes with trend. More precisely, define
χ2
b
(t) =
n∑
i=1
b2iX
2
i (t), t ∈ (0,∞), (2)
where
1 = b1 = · · · = bk > bk+1 ≥ · · · ≥ bn > 0
and Xi’s are independent copies of a centered Gaussian process X with a.s. continuous sample paths. We
are interested in the asymptotics of
P
(
sup
t∈E
(
χ2b(t)− g(t)
)
> u
)
(3)
as u→ ∞, for certain Gaussian processes X and nonnegative continuous trend functions g(·). Restrictions
on X and g(·) will be specified to first ensure that
sup
t∈E
(
χ2
b
(t)− g(t)
)
<∞, a.s. (4)
holds.
In the special case that n = 1 and X is the normalized standard Brownian bridge, then χ1 = X , the same
as χ appearing in (1), is a locally stationary Gaussian process in the notion of [3, 15]. Precisely,
lim
h→0
1− E (χ(t)χ(t+ h))
|h| = C(t)
holds uniformly in t ∈ I, any compact interval in (0, 1), where C(t) = 12t(1−t) satisfying C(0) = C(1) = ∞.
Motivated by this fact in this paper we shall consider a large class of centered locally stationary Gaussian
processes {X(t), t ∈ (0, 1)} with a.s. continuous sample paths, unit variance and correlation function r(·, ·)
such that
lim
h→0
1− r(t, t+ h)
K2(|h|) = C(t) (5)
3uniformly in t ∈ I, any compact interval in (0, 1), where K(·) is a positive regularly varying function at 0
with index α/2 ∈ (0, 1], and C(·) is a positive continuous function satisfying C(0) =∞ or C(1) =∞.
It is noted that condition (5) for the correlation function of X seems natural and is satisfied by many other
interesting Gaussian processes. For instance, let {BH(t), t ≥ 0} be the standard fractional Brownian motion
(fBm) with Hurst index H ∈ (0, 1) and covariance function given by
Cov(BH(s), BH(t)) =
1
2
(t2H + s2H − |t− s|2H), s, t ≥ 0.
We can show that the normalized fBm {BH(t)/tH , t ∈ (0,∞)} is a locally stationary Gaussian process. In
fact, the correlation of the normalized fBm satisfies
lim
h→0
1− Corr
(
BH(t)
tH ,
BH (t+h)
(t+h)H
)
|h|2H =
1
2t2H
(6)
uniformly in t, for any compact interval in (0,∞).
In order to derive the asymptotics of (3) for E = (0, 1), we need to impose several other conditions on g(·)
and on the locally stationary Gaussian process X ; see Section 2. One natural restriction on g(·) is to ensure
that it satisfies (4); functions g(·) satisfying (4) are thus called admissible functions. Theorem 2.3 below
shows that the admissibility of functions g(·) is related to a generalized Kolmogorov-Dvoretsky-Erdo˝s integral
test (or the law of iterated logarithm) of the corresponding processes; see also Appendix. For instance, as
discussed in Corollary 2.6 below 2gv(·) in (1) is admissible if and only if ν > 3/4; see also [13]. In addition, as
an application of our main result given in Theorem 2.4, we obtain the asymptotics of P (LνE > u) as u→∞
for any ν > 3/4. Other examples related to the fBm and the Bessel process are also discussed.
Organization of the rest of the paper: In Section 2 we present our main results which are illustrated by
several examples. Further results are discussed in Section 3 for the case where the Gaussian processes Xi’s
are not identically distributed. All the proofs are relegated to Section 4, whereas some technical results are
postponed to Appendix.
2 Main Results
We begin with some preliminary notation. We shall use the standard notation for asymptotic equivalence of
two functions f(·) and h(·). That is, for any x0 ∈ R∪{∞}, write f(x) = h(x)(1+o(1)) or simply f(x) ∼ h(x),
if limx→x0 f(x)/h(x) = 1, and write f(x) = o(h(x)), if limx→x0 f(x)/h(x) = 0. Denote by Γ(·) the Euler
Gamma function. Further, denote by
←−
K(·) the generalized inverse function of K(·), and set q(u) =←−K(u−1/2)
for any u > 0. Additionally, write Hα, α ∈ (0, 2] for the Pickands constant; see [6, 7, 8, 9, 10, 11, 12, 25, 27]
for its definition and generalizations.
Our first result is concerned with the asymptotics of (3) for the case that E is any compact sub-interval in
(0, 1). The trend function appears in the asymptotics indirectly through the following constant
JgE :=
∫
t∈E
C1/α(t)e−
g(t)
2 dt <∞. (7)
4Theorem 2.1. Let {X(t), t ∈ E}, with E a compact interval in (0, 1), be a centered locally stationary
Gaussian process with a.s. continuous sample paths, unit variance and correlation function r(·, ·) that satisfies
(5) and r(s, t) < 1, s 6= t ∈ E. Then, for any nonnegative continuous trend function g(·) we have
P
(
sup
t∈E
(
χ2
b
(t)− g(t)
)
> u
)
∼ HαGbJgE
uk/2−1e−u/2
q(u)
(8)
as u → ∞, where Gb = 21−k/2Γ(k/2)
∏n
i=k+1
(
1− b2i
)−1/2
and q(u) =
←−
K(u−1/2) (with the convention
∏m
i=l = 1 if
m < l).
Remark 2.2. a) We see from Theorem 2.1 that if X is stationary and g(t) ≡ 0 the above result coincides
with that derived in [26]. In [29] the authors obtained the tail asymptotics of the supremum of a class of
Gaussian random fields with trend indexed on smooth manifolds. It is worth noting that in Theorem 2.1
above the trend function g(·) contributes to the asymptotics through JgE , which is quite different from that in
the aforementioned paper.
b) Clearly, if X is well-defined on (0, 1] (e.g., the normalized fBm, see (6)), then under the assumptions of
Theorem 2.1 we have (8) holds for any E = [a, 1] with a ∈ (0, 1). In fact, the set E in the above theorem
can be any compact interval in R provided that everything is well-defined on it.
Our main targets below are to find out under which conditions (4) holds and in such a case to establish (8)
by passing from the compact interval E to (0, 1). Of course, conditions should be imposed on the local
structures of the process X and g(·) at 0 and 1, separately. According to the proof of Theorem 5.1 in the
Appendix (see (35) and (40)), we believe that, under some mild conditions, the sufficient and necessary
condition for (4) to hold is given as
Ig(S) :=
∣∣∣∣∣
∫ S
1/2
(C(t))1/α
(g(t))
k
2−1
q(g(t))
e−
g(t)
2 dt
∣∣∣∣∣ <∞, S ∈ {0, 1}. (9)
Furthermore, under these conditions we show that (8) holds with E = (0, 1). Moreover, note that if∣∣∣∫ S1/2(C(t))1/αdt∣∣∣ < ∞, then (9) holds for all g(·) satisfying limt→S g(t) = ∞. It turns out that in this
simpler case the conditions imposed on the correlation function of X and the proof of main results can be
significantly simplified. Thus, to simplify argumentation, different scenarios will be discussed according to
whether
∫ 1/2
0 (C(s))
1/αds <∞ and whether ∫ 11/2(C(s))1/αds =∞, and different additional assumptions are
needed accordingly. For this purpose of crucial importance is the following function
f(t) =
∫ t
1/2
(C(s))1/αds, t ∈ (0, 1).
We denote by
←−
f (t), t ∈ (f(0), f(1)) the inverse function of f(t), t ∈ (0, 1). Further, for any d > 0, let
s
(1)
j,d =
←−
f (jd), j ∈ N ∪ {0} if f(1) = ∞, and let s(0)j,d =
←−
f (−jd), j ∈ N ∪ {0} if f(0) = −∞. Denote
∆
(1)
j,d = [s
(1)
j−1,d, s
(1)
j,d ], j ∈ N and ∆(0)j,d = [s(0)j,d , s(0)j−1,d], j ∈ N, which give a partition of [1/2, 1) in the case
f(1) =∞ and a partition of (0, 1/2] in the case f(0) = −∞, respectively.
In addition to the local stationarity of X in (5), we need to impose the following (scenario-dependent)
restrictions on the trend g(·) and the correlation function r(·, ·). Let therefore S ∈ {0, 1}.
5Condition A(S): The trend function g(·) is monotone in a neighborhood of S and limt→S g(t) =∞.
Condition B(S): Suppose that there exists some constant d0 > 0 such that
lim sup
j→∞
sup
t6=s∈∆
(S)
j,d0
1− r(t, s)
K2(|f(t)− f(s)|) <∞,
and when α = 2 and k = 1, assume further
K2(|t|) = O(t2), t→ 0. (10)
Condition C(S): With Ig(S) defined in (9) it holds that
Ig(S) <∞. (11)
Condition D(S): The following is satisfied
lim sup
δ→0
sup
t6=s∈(0,δ)
1− r(|S − t|, |S − s|)
K2(|f(|S − t|)− f(|S − s|)|) <∞.
Condition E(S): Suppose that there exists some constant d0 > 0 such that
lim inf
j→∞
inf
t6=s∈∆
(S)
j,d0
1− r(t, s)
K2(|f(t)− f(s)|) > 0.
Moreover, there exist j0, l0 ∈ N, M0, β > 0, such that for j ≥ j0, l ≥ l0,
sup
s∈∆
(S)
j+l,d0
,t∈∆
(S)
j,d0
|r(s, t)| < M0l−β. (12)
Let
E(0) = (0, 1/2] and E(1) = [1/2, 1).
The following result is concerned about the almost surely finiteness of the random variable supt∈E(S)
(
χ2
b
(t)− g(t)).
Theorem 2.3. Let {X(t), t ∈ E} be given as in Theorem 2.1 with E = (0, 1). If |f(S)| <∞ and conditions
A(S), D(S) are satisfied, then
P
(
sup
t∈E(S)
(
χ2b(t)− g(t)
)
<∞
)
= 1.
If |f(S)| =∞ and conditions A(S), B(S) and E(S) are satisfied, then
P
(
sup
t∈E(S)
(
χ2
b
(t)− g(t)) <∞) = 1 or 0
as the integral Ig(S) <∞ or =∞.
The technical proof of Theorem 2.3 is presented in the Appendix.
Next, we present our principle result.
Theorem 2.4. Let {X(t), t ∈ E} be given as in Theorem 2.1 with E = (0, 1). Then for each of the following
scenarios we have that (8) holds for E = (0, 1).
(i). f(0) = −∞, f(1) =∞, and conditions A(0), B(0), C(0), A(1), B(1), C(1) are satisfied;
(ii). f(0) = −∞, f(1) <∞, and conditions A(0), B(0), C(0), D(1) are satisfied;
(iii). f(0) > −∞, f(1) =∞, and conditions D(0), A(1), B(1), C(1) are satisfied;
(iv). f(0) > −∞, f(1) <∞, and conditions D(0), D(1) are satisfied.
6Remark 2.5. Note that Theorem 2.4 can be easily extended to the case where E := (0, T ), with T ∈ (0,∞], by
using a time-scaling. More precisely, suppose that the process X and the trend function g(·) are well-defined
on E. If T is finite, we consider Y (t) = X(T t), t ∈ (0, 1); if T =∞, we consider Z(t) = X(h(t)), t ∈ (0, 1),
where h(t), t ∈ (0, 1) is a monotone function with limt→0 h(t) =∞ and limt→1 h(t) = 0. For example,
h(t) =
 1/t, 0 < t ≤ 1/2,4(1− t), 1/2 ≤ t < 1.
Under analogue conditions as in Theorem 2.4 on the processes Y or Z, we can obtain a similar result as in
(8) for these two cases.
As an application of Theorem 2.3 and Theorem 2.4, we obtain the following result concerning the supremum
of the squared chi-square normalized standard Brownian bridge with trend, LνE defined in (1).
Corollary 2.6. Let LνE be defined in (1) with E = (0, 1). We have:
If ν > 3/4, then, as u→∞
P (LνE > u) ∼
√
ue−u/2√
2π
∫ 1
0
1
t(1− t)e
−gν(t)dt;
If ν ≤ 3/4, then
P (LνE =∞) = 1.
Given wide applications of fBm in various fields, we give below a result concerning the tail asymptotics of
the squared normalized fBm with trend.
Corollary 2.7. Let {Xi(t), t > 0}, i ≤ n in (2) be independent copies of {BH(t)/tH , t > 0}, with H ∈ (0, 1),
and let g(·) be a nonnegative continuous function on (0,1] such that g(t) ↑ ∞ as t→ 0. We have:
If
∫ 1
0
1
t (g(t))
k/2+1/(2H)−1e−
g(t)
2 dt <∞, then, as u→∞
P
(
sup
t∈(0,1]
(
χ2
b
(t)
t2H
− g(t)
)
> u
)
∼ H2H
n∏
i=k+1
(
1− b2i
)−1/2 u k2+ 12H−1e−u/2
2
k
2+
1
2H−1Γ(k/2)
∫ 1
0
1
t
e−
g(t)
2 dt;
If
∫ 1
0
1
t (g(t))
k/2+1/(2H)−1e−
g(t)
2 dt =∞, then
P
(
sup
t∈(0,1]
(
χ2
b
(t)
t2H
− g(t)
)
=∞
)
= 1.
Let W n(t) = (W1(t),W2(t), · · · ,Wn(t)), t ≥ 0, n ≥ 1 be the standard n-dimensional Brownian motion, and
let ||W n(t)|| :=
√∑n
i=1W
2
i (t), t ≥ 0 be the Bessel process of order n. As a special case of Corollary 2.7, we
have the following result.
Corollary 2.8. Let g(·) be a nonnegative continuous function on (0,1] such that g(t) ↑ ∞ as t → 0. We
have:
If
∫ 1
0
1
t (g(t))
n/2e−
g(t)
2 dt <∞, then, as u→∞
P
(
sup
t∈(0,1]
( ||W n(t)||2
t
− g(t)
)
> u
)
∼ 2
−n/2un/2e−u/2
Γ(n/2)
∫ 1
0
1
t
e−
g(t)
2 dt
7If
∫ 1
0
1
t (g(t))
n/2e−
g(t)
2 dt =∞, then
P
(
sup
t∈(0,1]
( ||W n(t)||2
t
− g(t)
)
=∞
)
= 1. (14)
Remark 2.9. It can be shown that the classical law of interacted logarithm for Bessel process follows from
Corollary 2.8. In fact, define
gρ(t) = 2 ln ln(e
2/t) + 2ρ ln ln ln(e3/t), t ∈ (0, 1].
It follows that
1
t
(gρ(t))
n/2e−
gρ(t)
2 ∼ C
t ln(1/t)(ln ln(1/t))ρ−n/2
as t→ 0, with C some positive constant. Elementary calculations show that ∫ 1
0
(gρ(t))
n/2
t e
−
gρ(t)
2 dt <∞ holds
if and only if ρ > 1 + n/2. Then, by Corollary 2.8 one can show that, for any ρ > 1 + n/2
lim sup
t→0
||W n(t)||2
tgρ(t)
≤ 1,
and for any 0 < ρ ≤ 1 + n/2
lim sup
t→0
||W n(t)||2
tgρ(t)
≥ 1.
Consequently, we arrive at the classical law of interacted logarithm as follows:
lim sup
t→0
||W n(t)||2
2t ln ln(1/t)
= 1.
3 Further Results and Discussions
In this section, we discuss an extension of (8) to the case where Xi’s are not identically distributed. Namely,
we assume that Xi, 1 ≤ i ≤ n are independent locally stationary Gaussian processes on (0, 1) with a.s.
continuous sample paths, unit variance and correlation functions ri(·, ·) satisfying for any 1 ≤ i ≤ k(≤ n),
lim
h→0
1− ri(t, t+ h)
K2(|h|) = Ci(t), (15)
and, for any k + 1 ≤ i ≤ n,
lim
h→0
1− ri(t, t+ h)
K2i (|h|)
= Ci(t) (16)
hold uniformly in t ∈ I, any compact interval in (0, 1), where K(·) and Ki(·), k + 1 ≤ i ≤ n are regularly
varying functions at 0 with index 0 < α/2 < αk+1/2 ≤ · · · ≤ αn/2 < 1 respectively, and Ci(·), 1 ≤ i ≤ n are
positive continuous functions over (0, 1) satisfying Ci(0) =∞ or Ci(1) =∞.
For simplicity we shall assume b = 1 = (1, 1, · · · , 1) ∈ Rn, and consider the asymptotics of
P
(
sup
t∈E
(
χ2
1
(t)− g(t)
)
> u
)
as u→∞, for certain admissible functions g(·) and E either (0, 1) or a compact interval in (0, 1).
First, we present the result with E being a compact interval in (0, 1). Recall that q(u) =
←−
K(u−1/2).
8Theorem 3.1. Let Xi, 1 ≤ i ≤ n be defined as above with correlation functions satisfying (15) and (16).
If further max{ri(s, t), 1 ≤ i ≤ n} < 1 holds for all s 6= t ∈ E, a compact interval of (0, 1), then for any
nonnegative continuous trend function g(·) we have, as u→∞
P
(
sup
t∈E
(
χ2
1
(t)− g(t)
)
> u
)
∼ (2π)−n/2Hαu
n/2−1e−u/2
q(u)
(17)
×
∫
(t,θ)∈DE
C1(t) n∏
j=2
cos2(θj) +
k∑
i=2
Ci(t) sin
2(θi)
n∏
j=i+1
cos2(θj)
1/α n∏
i=3
(cos(θi))
i−2e−
g(t)
2 dtdθ,
where θ = (θ2, · · · , θn) and DE = E × [−π, π]× [−π/2, π/2]n−2.
Next, we consider the case E = (0, 1). Similarly as in Section 2, we introduce a crucial function
f∗(t) =
∫ t
1/2
C∗(s)ds, t ∈ (0, 1),
with C∗(t) = max{C1/αi (t), 1 ≤ i ≤ k, C1/αii (t), k + 1 ≤ i ≤ n}, t ∈ (0, 1). We denote by
←−
f∗(t), t ∈
(f∗(0), f∗(1)) the inverse function of f∗(t), t ∈ (0, 1). Further, for any d > 0, let s(1)j,d =
←−
f∗(jd), j ∈ N ∪ {0}
if f∗(1) = ∞, and let s(0)j,d =
←−
f∗(−jd), j ∈ N ∪ {0} if f∗(0) = −∞. Denote ∆(1)j,d = [s(1)j−1,d, s(1)j,d ], j ∈ N and
∆
(0)
j,d = [s
(0)
j,d , s
(0)
j−1,d], j ∈ N, which give a partition of [1/2, 1) in the case f∗(1) =∞ and a partition of (0, 1/2]
in the case f∗(0) = −∞, respectively.
Let S ∈ {0, 1}. Additionally to condition A(S) and analogously to conditions B(S), C(S), D(S) we
impose the following (scenario-dependent) restrictions on the trend function g(·) and the correlation functions
ri(·, ·)’s.
Condition B’(S): Suppose that there exists some constant d0 > 0 such that
lim sup
j→∞
sup
t6=s∈∆
(S)
j,d0
1− ri(t, s)
K2(|f∗(t)− f∗(s)|) <∞, ∀1 ≤ i ≤ n.
Condition C’(S): It holds that ∣∣∣∣∣
∫ S
1/2
C∗(t)
(g(t))
n
2−1
q(g(t))
e−
g(t)
2 dt
∣∣∣∣∣ <∞.
Condition D’(S): The following is satisfied
lim sup
δ→0
sup
t6=s∈(0,δ)
1− ri(|S − t|, |S − s|)
K2(|f∗(|S − t|)− f∗(|S − s|)|) <∞, ∀1 ≤ i ≤ n.
We present below the main result of this section.
Theorem 3.2. Let Xi, 1 ≤ i ≤ n be given as in Theorem 3.1. Then, for each of the following scenarios we
have that (17) holds for E = (0, 1).
(i). f∗(0) = −∞, f∗(1) =∞, and conditions A(0), B’(0), C’(0), A(1), B’(1), C’(1) are satisfied;
(ii). f∗(0) = −∞, f∗(1) <∞, and conditions A(0), B’(0), C’(0), D’(1) are satisfied;
(iii). f∗(0) > −∞, f∗(1) =∞, and conditions D’(0), A(1), B’(1), C’(1) are satisfied;
(iv). f∗(0) > −∞, f∗(1) <∞, and conditions D’(0), D’(1) are satisfied.
9Remark 3.3. The problem becomes more difficult when b 6= 1; the difficulty comes from the fact that the
expansion of the correlation function of Yb(t, θ) as in (19) is too complicated.
As a direct application of Theorem 3.2, we obtain the following result concerning the tail asymptotics of the
supremum of a chi-square process with trend.
Corollary 3.4. Let {B(t), t ∈ [0, 1]} be the standard Brownian bridge, {W (t), t ∈ [0, 1]} be the standard
Brownian motion, and {BH(t), t ∈ [0, 1]} be the standard fBm with Hurst index H ∈ (1/2, 1). Fur-
ther, let g(·) be a nonnegative continuous function on (0, 1). If g(·) satisfies A(S) with S ∈ {0, 1} and∫ 1
0
1
t(1−t) (g(t))
3/2e−
g(t)
2 dt <∞, then, as u→∞
P
(
sup
t∈(0,1)
(
B2(t)
t(1− t) +
W 2(t)
t
+
B2H(t)
t2H
− g(t)
)
> u
)
∼ u
3/2e−u/2
3
√
2π
∫ 1
0
2− t
t(1− t)e
− g(t)2 dt.
4 Proofs
For notational simplicity we denote ϕ(u) =
∏n
i=k+1
(
1− b2i
)−1/2
(q(u))−1uk/2−1e−u/2 (recall q(u) =
←−
K(u−1/2)).
In what follows, we use C, C1, C2, · · · to denote unspecified positive and finite constants which may not be
the same from line to line.
Proof of Theorem 2.1: Using the classical approach when dealing with extremes of chi-square processes
we reduce the problem to the study of extremes of Gaussian random fields; see e.g., [19, 27]. To this end, we
introduce two particular Gaussian random fields, namely (denote D = DE = E × [−π, π]× [−π/2, π/2]n−2)
Yb(t, θ) =
n∑
i=1
biXi(t)vi(θ), (18)
Y
(u)
b
(t, θ) =
n∑
i=1
biX
(u)
i (t)vi(θ), (t, θ) = (t, θ2, · · · , θn) ∈ D,
whereX
(u)
i (t) =
Xi(t)√
1+g(t)/u
, t ∈ E, and vn(θ) = sin(θn), vn−1(θ) = sin(θn−1) cos(θn), · · · , v1(θ) = cos(θn) · · · cos(θ2)
are spherical coordinates. In view of [27], for any u > 0
P
(
sup
t∈E
(
χ2
b
(t)− g(t)) > u) = P( sup
(t,θ)∈D
Y
(u)
b
(t, θ) >
√
u
)
.
Let A = E × [−π, π]× [−π/2, π/2]k−2 and Bu = [−m(u),m(u)]n−k with m(u) = ln(u)/
√
u. For any u > 0
π(u) ≤ P
(
sup
(t,θ)∈D
Y
(u)
b
(t, θ) >
√
u
)
≤ π(u) + P
(
sup
(t,θ)∈D\(A×Bu)
Y
(u)
b
(t, θ) >
√
u
)
,
where
π(u) := P
(
sup
(t,θ)∈A×Bu
Y
(u)
b
(t, θ) >
√
u
)
.
Since the variance function of Y
(u)
b
satisfies for u > 0
E
((
Y
(u)
b
(t, θ)
)2)
=
u
u+ g(t)
1− (1 − b2n) sin2(θn)− n−1∑
i=k+1
(1− b2i )
 n∏
j=i+1
cos2(θj)
 sin2(θi)
 ,
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for all u large we have
sup
(t,θ)∈D\(A×Bu)
(
E
(
(Yb(t, θ))
2
))1/2 ≤ (1− (1 − b2n) sin2(m(u)))1/2 ≤ 1− Cm2(u).
Further, it can be shown from (5) that
E
((
Yb(t, θ)− Yb(s, θ
′
)
)2)
≤ C1|(t, θ)− (s, θ
′
)|α/2, (t, θ), (s, θ′) ∈ D.
Consequently, the Piterbarg inequality (see e.g., Theorem 8.1 in [28] or [27]) implies
P
(
sup
(t,θ)∈D\(A×Bu)
Y
(u)
b
(t, θ) >
√
u
)
≤ P
(
sup
(t,θ)∈D\(A×Bu)
Yb(t, θ) >
√
u
)
≤ C2u 2nα Ψ(
√
u/(1− C3m2(u)))
= o(π(u)), u→∞,
where the last equality is based on the following lower bound
π(u) ≥ P
(
Y
(u)
b
(δ, 0, · · · , 0) > √u
)
= Ψ(
√
u+ g(δ))(1 + o(1)), u→∞.
Consequently,
P
(
sup
(t,θ)∈D
Y
(u)
b
(t, θ) >
√
u
)
= π(u)(1 + o(1)), u→∞.
To complete the proof, it is thus sufficient to focus on the asymptotics of π(u) as u → ∞. Next, we split
the rectangles A and A˜ = E × [−π + δ1, π − δ1] × [−π/2 + δ1, π/2 − δ1]k−2 with δ1 ∈ (0, π/2), into several
subrectangles denoted by {Aj}j∈Υ1 and {A˜j}j∈Υ2 respectively. Further, let L and L˜ represent their maximum
length of edges of these subrectangles, respectively. It follows from Bonferroni’s inequality that
∑
j∈Υ2
P
(
sup
(t,θ)∈A˜j×Bu
Y
(u)
b
(t, θ) >
√
u
)
− Λ(u) ≤ π(u) ≤
∑
j∈Υ1
P
(
sup
(t,θ)∈Aj×Bu
Y
(u)
b
(t, θ) >
√
u
)
,
where
Λ(u) =
∑
j<j1∈Υ2
P
(
sup
(t,θ)∈A˜j×Bu
Y
(u)
b
(t, θ) >
√
u, sup
(t,θ)∈A˜j1×Bu
Y
(u)
b
(t, θ) >
√
u
)
.
For any fixed j, we have
P
(
sup
(t,θ)∈Aj×Bu
Y
(u)
b
(t, θ) >
√
u
)
≤ P
(
sup
(t,θ)∈Aj×Bu
Yb(t, θ) >
√
u+ gj
)
,
where gj := mint∈h◦Aj g(t) and h is a projection function defined by
h(x1, · · · , xk) = x1.
Further, (
E
(
(Yb(t, θ))
2
))1/2
= 1−
n∑
i=k+1
1− b2i
2
θ2i (1 + o(1)), θi → 0, k + 1 ≤ i ≤ n
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and
Corr
(
Yb(t, θ), Yb(s, θ
′
)
)
= 1− C(t0)K2(|t− s|)(1 + o(1))−
k−1∑
i=2
1
2
(
k∏
l=i+1
cos2 θl
)
(θi − θ′i)2(1 + o(1))
−
n∑
i=k
b2i
2
(θi − θ
′
i)
2(1 + o(1)) (19)
as t, s → t0, |θi − θ′i| → 0, 2 ≤ i ≤ k, θi → 0, k + 1 ≤ i ≤ n. Next we introduce some useful notation. Let
θi = (θi, · · · , θk), 2 ≤ i ≤ k, and hi, 2 ≤ i ≤ k denote projection functions defined by
hi(x1, · · · , xk) = (xi, · · · , xk), 2 ≤ i ≤ k.
For any 0 < ǫ < 1, there exist u0 > 0 and L0 > 0 such that for all u > u0 and 0 < L < L0 (recall that L is
the maximum length of the edges of subrectangles {Aj}j∈Υ1)
P
(
sup
(t,θ)∈Aj×Bu
Yb(t, θ) >
√
u+ gj
)
≤ P
(
sup
(t,θ)∈Aj×Bu
Z˜ǫ(t, θ) >
√
u+ gj
)
holds for all j ∈ Υ1, where Z˜ǫ(t, θ) = Zǫ(t,θ)
1+(1−ǫ)
∑
n
i=k+1
1−b2
i
2 θ
2
i
and Zǫ(t, θ) is a stationary Gaussian process
with unit variance and correlation function rZǫ(t, θ) satisfying
rZǫ(t, θ) = 1− (1 + ǫ)CjK2(|t|)(1 + o(1))−
k∑
i=2
ei,j + ǫ
2
θ2i (1 + o(1))− (1 + ǫ)
n∑
i=k+1
b2i
2
θ2i (1 + o(1))
as (t, θ)→ 0, with Cj = maxt∈h◦Aj C(t), ek,j = 1 and ei,j = maxθi+1∈hi+1◦Aj
∏k
l=i+1 cos
2(θl), 2 ≤ i ≤ k − 1.
The existence of such correlation function rZǫ can be confirmed by the Assertion on page 265 in [16], see
also the reference mentioned therein. Therefore, by using similar arguments as in Theorem 3.2 in [14] (see
also Theorem 8.2 in [27]) we can show that
lim
u→∞
P
(
sup(t,θ)∈Aj×Bu Z˜ǫ(t, θ) >
√
u+ gj
)
ϕ(u)
= a(ǫ)(2π)−k/2HαC1/αj e−
gj
2
k∏
i=2
(ei,j)
1/2mes(Aj), (20)
where a(ǫ)→ 1 as ǫ→ 0. Consequently
lim
ǫ→0
lim
L→0
lim sup
u→∞
π(u)
ϕ(u)
≤ (2π)−k/2Hα
∫
(t,θ2)∈A
(C(t))1/αe−
g(t)
2
k∏
i=3
(cos θi)
i−2dtdθ2 · · · dθk
=
21−k/2
Γ(k/2)
HαJgE . (21)
Similarly, with L˜ the maximum length of the edges of the subrectangles {A˜j}j∈Υ1 we have
lim
δ1→0
lim
ǫ→0
lim
L˜→0
lim inf
u→∞
∑
j∈Υ2
P
(
sup(t,θ)∈A˜j×Bu Y
(u)
b
(t, θ) >
√
u
)
ϕ(u)
≥ 2
1−k/2
Γ(k/2)
HαJgE . (22)
We consider next the asymptotic of Λ(u) := Λ1(u) + Λ2(u) (to be specified later). For u > 0 we have
Λ1(u) :=
∑
A˜j
⋂
A˜j1=∅
P
(
sup
(t,θ)∈A˜j×Bu
Y
(u)
b
(t, θ) >
√
u, sup
(t,θ)∈A˜j1×Bu
Y
(u)
b
(t, θ) >
√
u
)
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≤
∑
A˜j
⋂
A˜j1=∅
P
(
sup
(t,s,θ,θ
′
)∈A˜j×A˜j1×Bu×Bu
(
Yb(t, θ) + Yb(s, θ
′
)
)
> 2
√
u
)
.
Further, there exists some δ0 ∈ (0, 4) such that, for all A˜j
⋂
A˜j1 = ∅
E
((
Yb(t, θ) + Yb(s, θ
′
)
)2)
≤ 4− δ0, (t, θ, s, θ
′
) ∈ A˜j ×Bu × A˜j1 ×Bu (23)
holds for all large u. Consequently, in the light of Borell-TIS inequality (see e.g., [1])
Λ1(u) ≤ Ce
−(2√u−a)2
2(4−δ0) = o(ϕ(u)), u→∞, (24)
where a = E
(
sup(t,θ)∈D Yb(t, θ)
)
<∞.
Further, we have
Λ2(u) :=
∑
A˜j
⋂
A˜j1 6=∅
P
(
sup
(t,θ)∈A˜j×Bu
Y
(u)
b
(t, θ) >
√
u, sup
(t,θ)∈A˜j1×Bu
Y
(u)
b
(t, θ) >
√
u
)
≤
∑
A˜j
⋂
A˜j1 6=∅
[
P
(
sup
(t,θ)∈A˜j×Bu
Y
(u)
b
(t, θ) >
√
u
)
+ P
(
sup
(t,θ)∈A˜j1×Bu
Y
(u)
b
(t, θ) >
√
u
)
−P
(
sup
(t,θ)∈(A˜j∪A˜j1)×Bu
Y
(u)
b
(t, θ) >
√
u
)]
.
Along the same lines of the proof above
lim sup
u→∞
Λ2(u)
ϕ(u)
≤ 3n(a(ǫ, L˜)− b(ǫ, L˜)) 2
1−k/2
Γ(k/2)
HαJgE ,
where a(ǫ, L˜), b(ǫ, L˜)→ 1 as L˜→ 0 and ǫ→ 0, which implies that
lim
ǫ→0
lim
L˜→0
lim sup
u→∞
Λ2(u)
ϕ(u)
= 0. (25)
Consequently, we see from (22), (24) and (25) that
lim
δ1→0
lim
ǫ→0
lim
L˜→0
lim inf
u→∞
π(u)
ϕ(u)
≥ 2
1−k/2
Γ(k/2)
HαJgE ,
which together with (21) establishes the proof. 
We present next two results which are crucial to the proof of Theorem 2.4.
Lemma 4.1. Suppose that V 2
b
(t) =
∑n
i=1 b
2
iV
2
i (t), t ∈ R, with 1 = b1 = · · · = bk > bk+1 ≥ · · · ≥ bn > 0,
is a stationary chi-square process, where Vi, 1 ≤ i ≤ n, are independent copies of a stationary Gaussian
process {V (t), t ∈ R} with unit variance, and correlation function r(·) satisfying r(t) < 1 for all t 6= 0 and
1− r(t) ∼ K2(|t|) as t→ 0, where K(·) is given as in Introduction. Then for any positive constants a, b ∈ R
satisfying a < b we have
P
(
sup
t∈[a,b]
V 2
b
(t) > u
)
∼ Hα(b − a) 2
1−k/2
Γ(k/2)
ϕ(u)
as u→∞.
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Proof. As in the proof of Theorem 2.1 we can choose to work with the supremum of a Gaussian random
fields. The proof follows by similar arguments as those in [26], and thus we omit the details here. 
Lemma 4.2. (weak Slepian’s inequality) Let Vi(t),Wi(t), t ∈ A = [c, d] ⊂ R, 1 ≤ i ≤ n be independent
centered Gaussian processes with a.s. continuous sample paths. If for all 1 ≤ i ≤ n,
E
(
V 2i (t)
)
= E
(
W 2i (t)
)
, t ∈ A and E (Vi(s)Vi(t)) ≥ E (Wi(s)Wi(t)) , s, t ∈ A
are satisfied, then, we have, for all u > 0,
P
(
sup
t∈A
n∑
i=1
V 2i (t) > u
)
≤ 2nP
(
sup
t∈A
n∑
i=1
W 2i (t) > u
)
.
Proof. If n = 1, then a direct application of Slepian’s inequality yields
P
(
sup
t∈A
V 21 (t) > u
)
≤ 2P
(
sup
t∈A
V1(t) >
√
u
)
≤ 2P
(
sup
t∈A
W1(t) >
√
u
)
≤ 2P
(
sup
t∈A
W 21 (t) > u
)
.
Below we shall show the claim for n ≥ 2. Let therefore X˜(t,v) = ∑ni=1 Vi(t)vi, (t,v) ∈ A × Sn−1 and
Y˜ (t,v) =
∑n
i=1Wi(t)vi, (t,v) ∈ A × Sn−1 be the associated Gaussian random fields. Let Kj, 1 ≤ j ≤ 2n
denote all the quadrants of Rn and define ∆j = Sn−1 ∩Kj , 1 ≤ j ≤ 2n. It follows that for any 1 ≤ j ≤ 2n
E
((
X˜(t,v)
)2)
= E
((
Y˜ (t,v)
)2)
, (t,v) ∈ A×∆j ,
and
E
(
X˜(t,v)X˜(s,v
′
)
)
≥ E
(
Y˜ (t,v)Y˜ (s,v
′
)
)
(t,v), (s,v
′
) ∈ A×∆j
which is due to the fact that the sign of v is the same as that of v
′
in this case. Thus, by applying Slepian’s
inequality we obtain, for all u > 0,
P
(
sup
(t,v)∈A×∆j
X˜(t,v) > u
)
≤ P
(
sup
(t,v)∈A×∆j
Y˜ (t,v) > u
)
,
hence the proof follows easily. 
Proof of Theorem 2.4: We present only the proof for the case (ii); the same arguments apply to other
cases. First note that for any small δ > 0
Iδ,1(u) := P
(
sup
t∈[δ,1−δ]
(
χ2b(t)− g(t)
)
> u
)
≤ P
(
sup
t∈(0,1)
(
χ2b(t)− g(t)
)
> u
)
(26)
≤ Iδ,1(u) + Iδ,2(u) + Iδ,3(u),
where
Iδ,2(u) := P
(
sup
t∈(0,δ]
(
χ2b(t)− g(t)
)
> u
)
, Iδ,3(u) =: P
(
sup
t∈[1−δ,1)
(
χ2b(t)− g(t)
)
> u
)
.
Since from Theorem 2.1
lim
δ→0
lim
u→∞
Iδ,1(u)
ϕ(u)
= Hα 2
1−k/2
Γ(k/2)
∫ 1
0
(C(t))1/αe−
g(t)
2 dt
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it is sufficient to show that
lim sup
δ→0
lim sup
u→∞
Iδ,2(u)
ϕ(u)
= lim sup
δ→0
lim sup
u→∞
Iδ,3(u)
ϕ(u)
= 0. (27)
We first consider Iδ,2(u). Without loss of generality, we choose d as a parameter taking values in {2−md0,m ∈
N
+}. It is straightforward that
Iδ,2(u) ≤
∞∑
j=Nd,δ
P
 sup
t∈∆
(0)
j,d
(
χ2b(t)− g(t)
)
> u

≤
∞∑
j=Nd,δ
P
 sup
t∈∆
(0)
j,d
χ2b(t) > u+ g(s
(0)
j−1,d)
 , (28)
where Nd,δ = [− f(δ)d ] with [·] the ceiling function. Further, it follows from condition B(0) that there exist
some M1 > 1, δ1 > 0 and d1 > 0 such that for all δ ∈ (0, δ1), d ∈ (0, d1), j ≥ Nd,δ,
1− r(t, s) ≤M1K2(|f(t)− f(s)|) ≤ 1
2
K2((4M1)
1/α|f(t)− f(s)|), t, s ∈ ∆(0)j,d
hold. Next let r(·) be as in Lemma 4.1. Then for some constant δ2 > 0
1− r(t) ≥ 1
2
K2(|t|), t ∈ (0, δ2). (29)
Therefore, for any d ∈ (0,min(d1, (4M1)−1/αδ2) and δ ∈ (0, δ1)
E (X(t)X(s)) ≥ E
(
V ((4M1)
1/αf(t))V (((4M1)
1/αf(s))
)
holds for all t, s ∈ ∆(0)j,d and j ≥ Nd,δ, where V is the stationary Gaussian process given in Lemma 4.1.
Consequently, in the light of Lemma 4.2 we have for δ ∈ (0, δ1), d ∈ (0,min(d1, (4M1)−1/αδ2) and j ≥ Nd,δ
P
 sup
t∈∆
(0)
j,d
χ2b(t) > u+ g(s
(0)
j−1,d)
 ≤ 2nP
 sup
t∈∆
(0)
j,d
V 2b ((4M1)
1/αf(t)) > u+ g(s
(0)
j−1,d)

≤ 2nP
(
sup
t∈∆d
V 2
b
(t) > u+ g(s
(0)
j−1,d)
)
holds, where ∆d = [0, (4M1)
1/αd] and V 2
b
is the chi-square process given in Lemma 4.1. Next, by Lemma
4.1 we derive for any d ∈ (0,min(d1, (4M1)−1/αδ2) and δ ∈ (0, δ1)
P
(
sup
t∈∆d
V 2b (t) > u+ g(s
(0)
j−1,d)
)
∼ Hα 2
1−k/2
Γ(k/2)
(4M1)
1/αd
n∏
i=k+1
(
1− b2i
)−1/2 (u + g(s(0)j−1,d))k/2−1
q(u+ g(s
(0)
j−1,d)
e−(u+g(s
(0)
j−1,d))/2 (30)
as u → ∞. Next, for any α ∈ (0, 2) or α = 2, k > 1, since tk/2−1q(t) is a regularly varying function at infinity
with index k/2− 1 + 1/α > 0, by Karamata’s theorem (see, e.g., [33]) we have
(u+ g(s
(0)
j−1,d))
k/2−1
q(u+ g(s
(0)
j−1,d)
≤ C (g(s
(0)
j−1,d)
k/2−1
q(g(s
(0)
j−1,d)
uk/2−1
q(u)
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holds for all u > u0 and all j ≥ Nd,δ, with some constant u0 > 1. Moreover, we can write tk/2−1q(t) =
tk/2−1+1/αℓ(t) with ℓ(t) a normalized slowly varying function (see e.g., [4]). One can check that tk/2−1+1/αℓ(t)e−
t
2 , t ≥
t0 is decreasing for some large t0. Therefore, we conclude that for δ and d small enough
lim
u→∞
Iδ,2(u)
ϕ(u)
≤ C
∞∑
j=Nd,δ
(g(s
(0)
j−1,d)
k/2−1
q(g(s
(0)
j−1,d)
e−
g(s
(0)
j−1,d)
2 d
≤ C
∞∑
j=Nd,δ
∫ −(j−2)d
−(j−1)d
(
g(
←−
f (t))
)k/2−1
q(g(
←−
f (t)))
e−
g(
←−
f (t))
2 dt (31)
≤ C
∫ ←−f (f(δ)+3d)
0
(C(t))1/α
(g(t))
k/2−1
q(g(t))
e−
g(t)
2 dt.
Consequently, letting δ → 0, we derive by C(0) that (27) holds for Iδ,2(u) when α ∈ (0, 2) or α = 2, k > 1.
For α = 2, k = 1, we have from (10) that
(u + g(s
(0)
j−1,d)
k/2−1
q(u+ g(s
(0)
j−1,d)
≤ C1, u
k/2−1
q(u)
≥ C2.
Then, similar arguments as above show that (27) still holds for Iδ,2(u) when α = 2, k = 1.
Below we consider Iδ,3(u). Let Y (t) = X(
←−
f (t)), t ∈ [f(1− δ), f(1)). Then correlation function of it is given
by rY (t, s) = r(
←−
f (t),
←−
f (s)). It follows from D(1) that for any δ small enough there exists some M3 > 1
such that
sup
t6=s∈(1−δ,1)
1− r(t, s)
K2(|f(t)− f(s)|) < M3,
which means that
1− rY (t, s) ≤M3K2(|t− s|) ≤ 1
2
K2((8M3)
1/α|t− s|), s 6= t ∈ [f(1− δ), f(1)).
Furthermore, with the aid of (29) we have for δ small enough
1− rY (t, s) ≤ 1− r((8M3)1/α|t− s|), s 6= t ∈ [f(1− δ), f(1)).
Thus, similarly as the above case for Iδ,2(u), it follows that
Iδ,3(u) ≤ 2nP
(
sup
t∈[f(1−δ),f(1))
V 2
b
((8M3)
1/αt) > u
)
≤ 2nP
(
sup
t∈[0,(f(1)−f(1−δ))(8M3)1/α]
V 2b (t) > u
)
(32)
≤ 2n+1(f(1)− f(1− δ))(8M3)1/αHα 2
1−k/2
Γ(k/2)
ϕ(u)
holds for δ small enough and u large enough. Consequently, in light of f(1) <∞ we derive that (27) holds
for Iδ,3(u). The proof is complete. 
Proof of Corollary 2.6: By direct calculation, we have
1− E (χ(t)χ(s))) =
√
s
t
1− t
1− s
(√
(1 +
t− s
s
)(1 +
t− s
1− t )− 1
)
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=
|t− s|
2t0(1− t0) (1 + o(1)), s < t→ t0 ∈ (0, 1),
which, in the notation of (5), means that C(t) = 12t(1−t) , K
2(t) = t and α = 1. Further
f(t) =
∫ t
1/2
1
2s(1− s)ds =
1
2
ln
t
1− t , f(1) = −f(0) =∞.
Thus, we have
s
(0)
j,d =
←−
f (−jd) = 1
1 + e2jd
, s
(1)
j,d =
←−
f (jd) =
1
1 + e−2jd
j ∈ N ∪ {0}, d > 0.
Next we verify conditions of Theorem 2.4 and Theorem 2.3. Let therefore in the following S ∈ {0, 1}.
Elementary calculations yield that
g′ν(t) =
1 + c2(t) + 2νc(t)
1 + c2(t)
2t− 1
t(1− t)(1 − ln(4t(1− t))) .
Since 1− ln(4t(1−t)) ≥ 1 and c(t) ≥ 0 for t ∈ (0, 1), we have g′ν(t) < 0, t ∈ (0, 1/2) and g′ν(t) > 0, t ∈ (1/2, 1),
implying that A(S) is satisfied since gν(t) ↑ ∞ as t → 0 and t → 1. Now, for any s < t and s, t ∈ ∆(0)j,d =
[ 1
1+e2jd
, 1
1+e2(j−1)d ] we have
e−2d ≤ s
t
≤ 1, 1
2
≤ 1− t
1− s ≤ 1,
t− s
s
≤ e2d − 1, t− s
1− t ≤ e
2d − 1.
Thus, there exists d0 > 0 such that for s < t ∈ ∆(0)j,d0 = [ 11+e2jd0 , 11+e2(j−1)d0 ]
1− r(s, t)
|f(t)− f(s)| =
2
√
s
t
1−t
1−s
(√
(1 + t−ss )(1 +
t−s
1−t )− 1
)
ln(1 + t−ss ) + ln(1 +
t−s
1−t )
≤ 4
t−s
s +
t−s
1−t
1
2 (
t−s
s +
t−s
1−t )
= 8
and
1− r(s, t)
|f(t)− f(s)| ≥ e
−d0
t−s
s +
t−s
1−t
2( t−ss +
t−s
1−t )
≥ e
−d0
2
.
Moreover, for all t ∈ ∆(0)j,d0 , s ∈ ∆
(0)
j+l,d0
, with l ∈ N large enough,
|r(s, t)| = s(1 − t)√
st(1− t)(1− s) ≤ 2
√
s
t
≤ 2e−(l−1)d0 ≤ Cl−2.
Similarly, we can also derive that for s < t ∈ ∆(1)j,d0 = [ 11+e−2(j−1)d0 , 11+e−2jd0 ]
e−d0
2
≤ 1− r(s, t)|f(t)− f(s)| ≤ 8,
and for all t ∈ ∆(1)j,d0 , s ∈ ∆
(1)
j+l,d0
, with l ∈ N large enough,
|r(s, t)| ≤ Cl−2.
Therefore, conditions B(S), E(S) are satisfied. Direct calculations show that
c(t) ∼ ln ln 1
t
, gν(t) ∼ ln ln 1
t
, e−gν(t) ∼ 1
(ln ln 1t )
2ν ln 1t
17
as t→ 0. Consequently,
(gν(t))
1/2
t(1− t) e
−gν(t) ∼ 1
t ln 1t (ln ln
1
t )
2ν−1/2
as t → 0. This implies that ∫ 11/2 (gν(t))1/2t(1−t) e−gν(t)dt = ∫ 1/20 (gν(t))1/2t(1−t) e−gν(t)dt < ∞ if and only if ν > 3/4.
Consequently, the claim follows by an application of Theorem 2.4 and Theorem 2.3. This completes the
proof. 
Proof of Corollary 2.7: As discussed in Introduction, the correlation of the fBm satisfies
1− Corr(BH(t), BH(s)) = |t− s|
2H
2t2H0
(1 + o(1)), s, t→ t0 ∈ (0, 1],
which means that
C(t) =
1
2t2H
, K2(t) = t2H , α = 2H.
We only need to verify the conditions B(0) and E(0). It follows that
f(t) = 2−
1
2H ln(2t), s
(0)
j,d =
←−
f (−jd) = 1
2
e−2
1
2H jd,
∆
(0)
j,d = [
1
2
e−2
1
2H jd,
1
2
e−2
1
2H (j−1)d], j ∈ N.
Without loss of generality, hereafter we assume that s < t. For any s, t ∈ ∆(0)j,d , j ∈ N we have t−ss ≤ e2
1
2H d−1,
which implies that there exists d0 > 0 such that
t− s
2s
≤ | ln(1 + t− s
s
)| ≤ 2(t− s)
s
holds for all s, t ∈ ∆(0)j,d0 , j ∈ N. Moreover, for s, t ∈ ∆
(0)
j,d0
, j ∈ N with d0 small enough,
(tH − sH)2
|t− s|2H =
(
1− ( st )H
)2
| t−st |2H
≤ 2H2
(
t− s
t
)2−2H
< 1/2.
Thus, we have, for all s, t ∈ ∆(0)j,d0 , j ∈ N with d0 small enough
1− r(s, t)
|f(t)− f(s)|2H ≤
|t− s|2H
tHsH | ln(1 + t−ss )|2H
≤ 22H s
H
tH
≤ 22H ,
and
1− r(s, t)
|f(t)− f(s)|2H ≥
|t− s|2H
2tHsH | ln(1 + t−ss )|2H
≥ 2−2H−1 s
H
tH
≥ 2−2H−1e−2
1
2H d0H > 0.
In addition,
|r(s, t)| = |t
2H + s2H − |t− s|2H |
tHsH
=
|( st )2H + 1− (1− st )2H |
( st )
H
≤ (
s
t )
2H + 4H st
( st )
H
≤ C
(
e−2
1
2H dHl + e−2
1
2H d(1−H)l
)
≤ Cl−2,
holds for t ∈ ∆(0)j,d0 , s ∈ ∆
(0)
j+l,d0
, j ∈ N, with l sufficiently large and with d0 small enough. Consequently, both
conditions B(0) and E(0) are satisfied, and thus the claim follows by applying Theorem 2.4 and Theorem
2.3. This completes the proof. 
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Proof of Theorem 3.1: The proof is similar to that of Theorem 2.1. The main difference is the expansion
of the correlation function of Y1(t, θ) defined in (18). Here it is given by (compare with (19))
Corr
(
Y1(t, θ), Y1(s, θ
′
)
)
= 1−
C1(t0) n∏
j=2
cos2 θj +
k∑
i=2
Ci(t0) sin
2 θi
n∏
j=i+1
cos2 θj
K2(|t− s|)(1 + o(1))
−
n−1∑
i=2
1
2
(
n∏
l=i+1
cos2 θl
)
(θi − θ
′
i)
2(1 + o(1))− 1
2
(θn − θ
′
n)
2(1 + o(1))
as t, s → t0, |θi − θ′i| → 0, 2 ≤ i ≤ n. The rest of the proof is the same as that in the proof of Theorem 2.1.
This completes the proof. 
Proof of Theorem 3.2: The proof follows with the same arguments as those in the proof of Theorem 2.4,
and thus being omitted here. 
Proof of Corollary 3.4: Denote for any s, t ∈ (0, 1)
r1(s, t) = Corr(B(t), B(s)), r2(s, t) = Corr(W (t),W (s)), r3(s, t) = Corr(BH(t), BH(s)).
In view of the proof of Corollary 2.6 and Corollary 2.7, we have (in the notation of Section 3)
C1(t) =
1
2t(1− t) , C2(t) =
1
2t
, C3(t) =
1
22Ht2H
, K2(t) = t, K23(t) = 2
2H−1t2H , k = 2 < 3 = n.
Then, we have for H ∈ (1/2, 1)
C∗(t) = max
(
1
2t(1− t) ,
1
2t
,
1
2t
)
=
1
2t(1− t) , f
∗(t) =
1
2
ln
t
1− t ,
s
(0)
j,d =
←−
f∗(−jd) = 1
1 + e2jd
, s
(1)
j,d =
←−
f∗(jd) =
1
1 + e−2jd
j ∈ N ∪ {0}, d > 0.
Without loss of generality, we assume that s < t. Since t−ss ≤ e2d − 1 and t−s1−t ≤ e2d − 1 hold for s, t ∈ ∆
(0)
j,d
or s, t ∈ ∆(1)j,d , j ∈ N , we have there exists some d0 > 0 such that
ln(1 +
t− s
s
) ≥ t− s
2s
, ln(1 +
t− s
1− t ) ≥
t− s
2(1− t) , 1/2 <
s
t
≤ 1
hold for s, t ∈ ∆(0)j,d0 or s, t ∈ ∆
(1)
j,d0
, j ∈ N. This implies, for any s < t ∈ ∆(0)j,d0 or any s < t ∈ ∆
(1)
j,d0
1− r2(s, t)
|f∗(t)− f∗(s)| =
2(t− s)√
t(
√
t+
√
s)| ln(1 + t−ss ) + ln(1 + t−s1−t )|
≤ 4s(1− t)√
t(
√
t+
√
s)(1 − t+ s) ≤ 2
and
1− r3(s, t)
|f∗(t)− f∗(s)| =
|t− s|2H − (tH − sH)2
tHsH | ln(1 + t−ss ) + ln(1 + t−s1−t )|
≤ |t− s|
2H
tHsH | ln(1 + t−ss ) + ln(1 + t−s1−t )|
≤ 2|t− s|
2H−1s(1− t)
tHsH(1− t+ s) ≤
2|t− s|2H−1s1−H
tH
≤ sup
x∈(1/2,1]
2|1− x|2H−1xH−1 <∞.
Thus, condition B(S) with S = 0, 1 holds for r2(·, ·), r3(·, ·). Additionally, it has been shown in proof of
Corollary 2.6 that condition B(S) with S = 0, 1 holds for r1(·, ·). Consequently, in the light of Theorem 3.2
we derive that, as u→∞
P
(
sup
t∈(0,1)
(
B2(t)
t(1− t) +
W 2(t)
t
+
B2H(t)
t2H
− g(t)
)
> u
)
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∼ (2π)−3/2u3/2e−u/2
∫ 1
0
dt
∫ π
−π
dθ2
×
∫ π/2
−π/2
(
1
2t(1− t) cos
2(θ2) cos
2(θ3) +
1
2t
sin2(θ2) cos
2(θ3)
)
cos(θ3)e
− g(t)2 dθ3
=
u3/2e−u/2
3
√
2π
∫ 1
0
2− t
t(1− t)e
− g(t)2 dt.
This completes the proof. 
5 Appendix
This section is concerned with the proof of Theorem 2.3. We first present, in the following theorem, an
asymptotic 0-1 behavior of the chi-square process χ2
b
, which is complementary to the results for Gaussian
processes discussed in [30, 31, 35]. Moreover, it can also be viewed as a generalization of the Kolmogorov-
Dvoretsky-Erdo˝s integral test theorem; see, e.g., page 163 in [17] or Theorem A in [20]. Recall that, for the
Bessel process ||W n(t)|| :=
√∑n
i=1W
2
i (t), t ≥ 0 defined in Corollary 2.8, the Kolmogorov-Dvoretsky-Erdo˝s
integral test theorem tells that for any positive continuous ultimately increasing g(·) when t→ 0,
P
(
||W n(t)|| ≤
√
tg(t), ultimately as t→ 0
)
= 1 or 0
holds according as ∫ 1
0
1
t
(g(t))n/2e−
g(t)
2 dt <∞ or =∞.
Theorem 5.1. Let {X(t), t ∈ E} be given as in Theorem 2.1 with E = (0, 1), and S ∈ {0, 1}. Then, for
any nonnegative continuous function g(t) satisfying A(S),
P
(
χ2b(t) ≤ g(t) ultimately as t→ S
)
= 1 (33)
holds provided that Ig(S) < ∞, |f(S)| = ∞ and condition B(S) is satisfied, or |f(S)| < ∞ and condition
D(S) is satisfied, and
P
(
χ2b(t) ≤ g(t) ultimately as t→ S
)
= 0 (34)
holds provided that Ig(S) =∞ and condition E(S) is satisfied.
Proof. The idea of the proof comes from [30, 31, 35]. Without loss of generality, we present only the proof
for the case S = 0. We prove first that (33) holds if Ig(0) <∞, f(0) = −∞ and condition B(0) is satisfied.
Let
Ej,d =
 sup
t∈∆
(0)
j,d
χ2
b
(t) > g(s
(0)
j−1,d)
 , j ∈ N, d > 0.
Similarly to the derivation of (31), we have, for δ, d small,
∞∑
j=Nd,δ
P (Ej,d) ≤ 2n
∞∑
j=Nd,δ
Hα
21−k/2
Γ(k/2)
(4M1)
1/αd ϕ(g(s
(0)
j−1,d))
≤ C
∞∑
j=Nd,δ
(g(s
(0)
j−1,d))
k
2−1
q(g(s
(0)
j−1,d))
e−
g(s
(0)
j−1,d)
2 d
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≤ C
∞∑
j=Nd,δ
∫ −(j−2)d
−(j−1)d
(g(
←−
f (t)))k/2−1
q(g(
←−
f (t)))
e−
g(
←−
f (t))
2 dt
≤ C
∫ 1/2
0
(C(t))1/α
(g(t))
k
2−1
q(g(t))
e−
g(t)
2 dt <∞ (35)
holds when α ∈ (0, 2) or α = 2, k > 1, and
∞∑
j=Nd,δ
P (Ej,d) ≤ C1
∫ 1/2
0
(C(t))1/αe−
g(t)
2 dt <∞
holds when α = 2, k = 1. Thus, by Borel-Cantelli lemma
P
∃jg : sup
t∈∆
(0)
j,d
χ2b(t) ≤ g(s(0)j−1,d) for all j ≥ jg
 = 1
which implies (33) since g(t) ↑ as t ↓ 0. Next we prove (33) under the conditions that f(0) > −∞ and D(0)
is satisfied. Let for any fixed small δ > 0, tn = δ/n, n ∈ N. Denote
Hn,δ =
{
sup
t∈[tn+1,tn]
χ2b(t) > g(tn)
}
.
Similar arguments as in (32) yield that, for N0 sufficiently large
∞∑
n=N0
P (Hn,δ) =
∞∑
n=N0
P
(
sup
t∈[f(tn+1),f(tn)]
χ2
b
(
←−
f (t)) > g(tn)
)
≤ C
∞∑
n=N0
(f(tn)− f(tn+1))ϕ(g(tn))
≤ C1(f(tN0)− f(0)) <∞
holds. Thus, the proof of (33) is again completed by Borel-Cantelli lemma. Finally, we show (34) when
Ig(0) =∞ and condition E(0) is satisfied. Note that
P
(
χ2b(t) ≤ g(t) ultimately as t→ 0
)
≤ P
(
sup
v∈Sk−1
Yk(t,v) ≤
√
g(t) ultimately as t→ 0
)
(36)
= P
(
sup
v∈Sk−1
Yk(
←−
f (−t),v) ≤
√
g(
←−
f (−t)) ultimately as t→∞
)
,
where Yk(t,v) =
∑k
i=1Xi(t)vi, (t,v) ∈ (0, 1/2]× Sk−1, with Sk−1 the (k − 1)-dimensional unit sphere. By
similar arguments as in Lemma 1.4 in [30] or Lemma 3.1 in [31], one can for free assume that
2 ln t ≤ g(←−f (−t)) ≤ 3 ln t, t ∈ (1,∞). (37)
Denote
Fj,d =
{
(j − 1)d+ l q(g(s(0)j,d)), l = 0, 1, · · · ,
⌊
d
q(g(s
(0)
j,d))
⌋}
,
Gj,d =

l1hj,d, l2hj,d, . . . , lk−1hj,d,±
√√√√1− k−1∑
i=1
l2i h
2
j,d
 , l1, · · · , lk−1 ∈ Z
 ,
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with hj,d = 1/
√
g(s
(0)
j,d). Further, define
Wj,d =
{
sup
t∈Fj,d
sup
v∈Gj,d∩Sk−1
Yk(
←−
f (−t),v) ≤
√
g(s
(0)
j,d)
}
.
In view of (36), to prove (34) it is sufficient that
P
(
W cil0,d i.o.
)
= 1
holds, with l0 as in condition E. It is noted that
1− P (W cil0,d i.o. ) = liml→∞
∞∏
i=l
P (Wil0,d) + lim
l→∞
(
P
(
∞⋂
i=l
Wil0,d
)
−
∞∏
i=l
P (Wil0,d)
)
. (38)
It remains to show that both limits above are equal to 0. For the first limit to be zero it is sufficient to show
that
∑∞
i=1 P
(
W cil0,d
)
=∞. For any small η > 0 denote Sηk−1 = Sk−1 ∩ ([−η, η]k−1 × [0, 1]). Clearly,
P
(
W cil0,d
) ≥ P( sup
t∈Fj,d
sup
v∈Gj,d∩S
η
k−1
Yk(
←−
f (−t),v) >
√
g(s
(0)
j,d)
)
.
We have from condition E(0) that there exist some M4 > 0, δ3 > 0 and d2 > 0 such that for any δ ∈ (0, δ3),
d ∈ (0, d2),
1− r(←−f (−t),←−f (−s)) ≥M4K2(|t− s|) ≥ 2K2((4−1M4)1/α|t− s|), t, s ∈ [(j − 1)d, jd]
holds for all j ≥ Nd,δ. Let rYk(·, ·, ·, ·) be the covariance function of Yk(
←−
f (−t),v). By using similar arguments
as in the proof of Lemma 3.3 in [14] we have, for sufficiently small η
1− rYk(s,v, t,v′) ≥ 2K2((4−1M4)1/α|t− s|) +
3
8
k−1∑
i=1
(vi − v′i)2, t, s ∈ [(j − 1)d, jd],v,v′ ∈ Sηk−1
holds for all j ≥ Nd,δ, and in the light of Slepain’s inequality
P
(
sup
t∈Fj,d
sup
v∈Gj,d∩S
η
k−1
Yk(
←−
f (−t),v) >
√
g(s
(0)
j,d)
)
≥ P
(
sup
t∈F˜j,d
sup
v˜∈G˜j,d∩[−η,η]k−1
Z((4−1M1)
1/αt, v˜) >
√
g(s
(0)
j,d)
)
,
where v˜ = (v1, . . . , vk−1) ∈ Rk−1,
F˜j,d =
{
l q(g(s
(0)
j,d)), l = 0, 1, · · · ,
⌊
d
q(g(s
(0)
j,d))
⌋}
,
G˜j,d = {(l1hj,d, l2hj,d, . . . , lk−1hj,d) , l1, · · · , lk−1 ∈ Z} ,
and Z is a centered homogeneous Gaussian random field with a.s. continuous sample paths, variance 1 and
correlation function such that
1− Corr(Z(s, v˜), Z(t, v˜′)) ∼ K2(|t− s|) + 1
4
k−1∑
i=1
(vi − v′i)2 (39)
as |t − s| → 0, |vi − v′i| → 0, 1 ≤ i ≤ k − 1. Let a0 = (4−1M1)1/α, and a1 = a2 = · · · = ak−1 = 1/2. Then,
using the same arguments as in Lemma 2.1 in [31] and in Lemma 2.2 in [32], we conclude that
P
(
sup
t∈F˜j,d
sup
v˜∈G˜j,d∩[−η,η]k−1
Z((4−1M1)
1/αt, v˜) >
√
g(s
(0)
j,d)
)
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≥
∼
(2η)k−1d
q(g(s
(0)
j,d))(2hj,d)
k−1
1√
2πhj,d
e−
g(s
(0)
j,d
)
2 a0a
k−1
1
1− 2k ∑
0≤ni<∞,1≤i≤k
n6=0
(
1− Φ
(
(n1a0)
α/2/2 + a1/2
k∑
i=2
ni
))
=: C (g(s
(0)
j,d))
k/2−1
q(g(s
(0)
j,d))
e−
g(s
(0)
j,d
)
2 d
as j →∞, where Φ(·) is the standard normal distribution function. Therefore, for any δ, d small enough,
∞∑
i=Nd,δ
P
(
W cil0,d
) ≥ C ∞∑
i=Nd,δ
(g(s
(0)
il0,d
))
k
2−1
q(g(s
(0)
il0,d
))
e−
g(s
(0)
il0,d
)
2 d
≥ C 1
2l0
∞∑
i=Nd,δ
∫ −(i+2)d
−(i+1)d
(g(
←−
f (t)))k/2−1
q((g(
←−
f (t))))
e−
g(
←−
f (t))
2 dt
≥ C 1
2l0
∫ δ/2
0
(C(t))1/α
(g(t))
k
2−1
q(g(t))
e−
g(t)
2 dt =∞. (40)
Next, we prove
lim
l→∞
(
P
(
∞⋂
i=l
Wil0,d
)
−
∞∏
i=l
P (Wil0,d)
)
= 0. (41)
In view of Normal Comparison Lemma (see e.g., [22]), we have for any m > l∣∣∣∣∣P
(
m⋂
i=l
Wil0,d
)
−
m∏
i=l
P (Wil0,d)
∣∣∣∣∣
≤ 1
2π
∑
l≤i<j≤m
∑
(t,v)∈(Fil0,d×(Gil0,d∩Sk−1))
(t1,v1)∈(Fjl0,d×(Gjl0,d∩Sk−1))
|rYk(t,v, t1,v1)|√
1− r2Yk(t,v, t1,v1)
e
−
g2(s
(0)
il0,d
)+g2(s
(0)
jl0 ,d
)
2(1+rYk
(t,v,t1,v1)) =: Λl,m.
Note that (12) implies that for any 0 < ǫ < β2(2−β) with β1 = min(β, 1), there exist j0 ∈ N such that for any
j > i ≥ j0 and large enough l0
sup
(t,v)∈(Fil0,d×(Gil0,d∩Sk−1))
(t1,v1)∈(Fjl0,d×(Gjl0,d∩Sk−1))
|rYk(t,v, t1,v1))| ≤ sup
t∈∆
(0)
il0,d
,t1∈∆
(0)
jl0,d
|r(t, t1)| ≤M0|(j − i)l0|−β ≤ ǫ.
With aid of (37), fundamental calculation yields that for l ≥ j0,
Λl,∞ ≤ M0
2π
√
1− ǫ2
∑
l≤i<j<∞
|(j − i)l0|−β d
2
(q(g(s
(0)
il0,d
)))2
(√
g(s
(0)
il0,d
)
)2k
e
−
g(s
(0)
il0,d
)+g(s
(0)
jl0 ,d
)
2(1+M0|(j−i)l0 |−β )
≤ C
∞∑
i=l
(
g(s
(0)
i,d )
)k+4/α
e−
g(s
(0)
i,d
)
2(1+ǫ)
∞∑
j=i+l0
|j − i|−β
(
g(s
(0)
j,d)
)k+4/α
e−
g(s
(0)
j,d
)
2(1+ǫ)
≤ C
∞∑
i=l
(ln i)
k+4/α
i−
1
1+ǫ
∞∑
j=i+l0
|j − i|−β (ln j)k+4/α j− 11+ǫ
≤ C
∞∑
i=l
i−
1
1+2ǫ
∞∑
j=i+1
|j − i|−βj− 11+2ǫ
≤ C
∞∑
i=l
i−
1
1+2ǫ
 2i∑
j=i+1
|j − i|−βj− 11+2ǫ +
∞∑
j=2i
|j − i|−βj− 11+2ǫ
 .
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Since
2i∑
j=i+1
|j − i|−βj− 11+2ǫ ≤
2i∑
j=i+1
|j − i|−β1j− 11+2ǫ ≤ Ci1−β1− 11+2ǫ
and
∞∑
j=2i
|j − i|−βj− 11+2ǫ ≤
∞∑
j=2i
2βj−
1
1+2ǫ−β ≤ Ci1− 11+2ǫ−β ,
then
Λl,∞ ≤ C
∞∑
i=l
i1−β1−
2
1+2ǫ <∞, l ≥ l0,
which implies that (41) holds. This completes the proof. 
Proof of Theorem 2.3: An immediate application of Theorem 5.1 yields that
P
(
sup
t∈E(S)
(
χ2b(t)− g(t)
)
<∞
)
= 1
provided that |f(S)| < ∞ or Ig(S) < ∞. For the case Ig(S) = ∞, without loss of generality, we focus on
S = 0. For any such function g(·) satisfying Ig(0) =∞, we can find a nonnegative continuous function g1(·)
(to be determined later) such that g1(t) ↑ ∞ as t → 0 and Ig+g1(0) = ∞ hold. Then, by Theorem 5.1 we
have
P
(
χ2
b
(t) ≤ g(t) + g1(t) ultimately as t→ 0
)
= 0,
which implies that
P
(
sup
t∈(0,1/2]
(
χ2
b
(t)− g(t)) =∞) = 1, (42)
and the proof will be complete.
Now we give one choice of the function g1(·). Define F (s) =
∫ 1/2
s (C(t))
1/α (g(t))
k
2
−1
q(g(t)) e
− g(t)2 dt, and let
←−
F (n) =
inf{s ∈ (0, 1/2] : F (s) = n}, n ∈ N. Further, we construct a nondecreasing function w(·) such that w(t) =
t−
←−
F (n)
(n−1)
(←−
F (n−1)−
←−
F (n)
) + t−
←−
F (n−1)
n
(←−
F (n)−
←−
F (n−1)
) , t ∈ [←−F (n),←−F (n − 1)), n ≥ 2 and w(t) = 1, t ∈ [←−F (1), 1/2]. Let
g1(t) = min(−2 lnw(t), g(t)), t ∈ (0, 1/2]. If α ∈ (0, 2) or α = 2, k > 1, then by the fact that t
k
2
−1
q(t) is a
regularly varying function at ∞ with index k/2− 1 + 1/α > 0, we have
(g(t) + g1(t))
k
2−1
q(g(t) + g1(t))
≥ C (g(t))
k
2−1
q(g(t))
(43)
for any t ∈ (0,←−F (N0)] when N0 is large enough. In light of B(0), one can easily check that (43) also holds
for α+ 2 and k = 1. Consequently,∫ 1/2
0
(C(t))1/α
(g(t) + g1(t))
k
2−1
q(g(t) + g1(t))
e−
g(t)+g1(t)
2 dt ≥ C
∫ ←−F (N0)
0
(C(t))1/α
(g(t))
k
2−1
q(g(t))
e−
g(t)
2 w(t)dt
= C
∞∑
n=N0+1
∫ ←−F (n−1)
←−
F (n)
(C(t))1/α
(g(t))
k
2−1
q(g(t))
e−
g(t)
2 w(t)dt ≥ C
∞∑
n=N0+1
1
n
=∞,
which completes the proof. 
24
Acknowledgement: We are grateful to the referees for their comments and suggestions which significantly
improved the manuscript. P. Liu acknowledges partial support from the Swiss National Science Foundation
Project 200021-166274 and L. Ji acknowledges partial support from the Swiss National Science Foundation
Project P300P2-167649.
References
[1] R.J. Adler and J.E. Taylor. Random fields and geometry. Springer Monographs in Mathematics.
Springer, New York, 2007.
[2] J. Antoch and D. Jarusˇkova´. Testing for multiple change points. Comput. Statist., 28(5):2161–2183,
2013.
[3] S. M. Berman. Sojourns and extremes of Gaussian processes. Ann. Probability, 2:999–1026, 1974.
[4] N.H. Bingham, C.M. Goldie, and J.L. Teugels. Regular variation, volume 27 of Encyclopedia of Mathe-
matics and its Applications. Cambridge University Press, Cambridge, 1989.
[5] B. Bucchia. Testing for epidemic changes in the mean of a multiparameter stochastic process. J. Statist.
Plann. Inference, 150:124–141, 2014.
[6] K. De¸bicki, S. Engelke, and E. Hashorva. Generalized pickands constants and stationary max-stable
processes. Preprint. http://arxiv.org/abs/1602.01613, 2016.
[7] K. De¸bicki and P. Kisowski. A note on upper estimates for Pickands constants. Statistics & Probability
Letters, 78(14):2046–2051, 2008.
[8] K. De¸bicki. Ruin probability for Gaussian integrated processes. Stochastic Processes and their Appli-
cations, 98(1):151–174, 2002.
[9] K. D
‘
ebicki, E. Hashorva, and L. Ji. Extremes of a class of non-homogeneous Gaussian random fields.
Ann. Probab.,in press, 2015. Available at http://arxiv.org/abs/1405.2952.
[10] K. D
‘
ebicki and K. Kosin´ski. On the infimum attained by the reflected fractional Brownian motion.
Extremes, 17(3):431–446, 2014.
[11] A.B. Dieker and T. Mikosch. Exact simulation of Brown-Resnick random fields at a finite number of
locations. Extremes, 18:301–314, 2015.
[12] A.B. Dieker and B. Yakir. On asymptotic constants in the theory of extremes for Gaussian processes.
Bernoulli, 20(3):1600–1619, 2014.
[13] L. Duembgen and J.A. Wellner. Confidence bands for distribution functions: A new look at the law of
the iterated logarithm. 2014. Available at http://arxiv.org/abs/1402.2918v2.
[14] E. Hashorva and L. Ji. Piterbarg theorems for chi-processes with trend. Extremes, 18(1):37–64, 2015.
25
[15] J. Hu¨sler. Extreme values and high boundary crossings of locally stationary Gaussian processes. Ann.
Probab., 18(3):1141–1158, 1990.
[16] J. Hu¨sler and V.I. Piterbarg. Extremes of a certain class of Gaussian processes. Stochastic Process.
Appl., 83(2):257–271, 1999.
[17] K. Itoˆ and H. P. McKean, Jr. Diffusion processes and their sample paths. Springer-Verlag, Berlin-New
York, 1974. Second printing, corrected, Die Grundlehren der mathematischen Wissenschaften, Band
125.
[18] D. Jarusˇkova´. Asymptotic behaviour of a test statistic for detection of change in mean of vectors. J.
Statist. Plann. Inference, 140(3):616–625, 2010.
[19] D. Jarusˇkova´ and V.I. Piterbarg. Log-likelihood ratio test for detecting transient change. Statist. Probab.
Lett., 81(5):552–559, 2011.
[20] D. Khoshnevisan, T.M. Lewis, and Z. Shi. On a problem of Erdo˝s and Taylor. Ann. Probab., 24(2):761–
787, 1996.
[21] D.G. Konstantinides, V.I. Piterbarg, and S. Stamatovic. Gnedenko-type limit theorems for cyclosta-
tionary χ2-processes. Lithuanian Mathematical Journal, 44(2):157–167, 2004.
[22] M.R. Leadbetter, G. Lindgren, and H. Rootze´n. Extremes and related properties of random sequences
and processes, volume 11. Springer Verlag, 1983.
[23] G. Lindgren. Slepian models for χ2-processes with dependent components with application to envelope
upcrossings. J. Appl. Probab., 26(1):36–49, 1989.
[24] P. Liu and L. Ji. Extremes of chi-square processes with trend. Probability and Mathematical Statistics,
in press, 2015. Available at http://arxiv.org/abs/1407.6501, 2015.
[25] J. Pickands, III. Upcrossing probabilities for stationary Gaussian processes. Trans. Amer. Math. Soc.,
145:51–73, 1969.
[26] V.I. Piterbarg. High deviations for multidimensional stationary Gaussian processes with independent
components. In: Zolotarev,V.M.(Ed.), Stability Problems for Stochastic Models, pages 197–210, 1994a.
[27] V.I. Piterbarg. Asymptotic methods in the theory of Gaussian processes and fields, volume 148 of Trans-
lations of Mathematical Monographs. American Mathematical Society, Providence, RI, 1996. Translated
from the Russian by V.V. Piterbarg, revised by the author.
[28] V.I. Piterbarg. Large deviations of a storage process with fractional Browanian motion as input. Ex-
tremes, 4:147–164, 2001.
[29] V.I. Piterbarg and S. Stamatovich. On maximum of Gaussian non-centered fields indexed on smooth
manifolds. In Asymptotic methods in probability and statistics with applications (St. Petersburg, 1998),
Stat. Ind. Technol., pages 189–203. Birkha¨user Boston, Boston, MA, 2001.
26
[30] C. Qualls and H. Watanabe. An asymptotic 0-1 behavior of Gaussian processes. Ann. Math. Statist.,
42:2029–2035, 1971.
[31] C. Qualls and H. Watanabe. Asymptotic properties of Gaussian processes. Ann. Math. Statist., 43:580–
596, 1972.
[32] C. Qualls and H. Watanabe. Asymptotic properties of Gaussian random fields. Trans. Amer. Math.
Soc., 177:155–171, 1973.
[33] S.I. Resnick. Extreme values, regular variation and point processes. Springer Series in Operations
Research and Financial Engineering. Springer, New York, 2008. Reprint of the 1987 original.
[34] Z. Tan and E. Hashorva. Limit theorems for extremes of strongly dependent cyclo-stationary χ-processes.
Extremes, 16(2):241–254, 2013.
[35] H. Watanabe. An asymptotic property of Gaussian processes. I. Trans. Amer. Math. Soc., 148:233–248,
1970.
