Blind identification of possibly under-determined convolutive MIMO systems by Yu, Yuanning
Blind Identification of Possibly Under-determined Convolutive MIMO
Systems
A Dissertation
Submitted to the Faculty
of
Drexel University
by
Yuanning Yu
in partial fulfillment of the
requirements for the degree
of
Doctor of Philosophy
in Electrical and Computer Engineering
July 2007
iDedications
For Mom and Dad
ii
Acknowledgements
I feel very fortunate to have met all the people I have met during the journey to my
Ph.D. I have learned a lot from these incredible individuals. Foremost, I am truly indebted
to my advisor Professor Athina P. Petropulu for all the support, guidance and help from
her. Throughout my research and study, she motivates me by her commitment to quality
research and hard work. I will always look up to her as a model researcher, and as an
inspiration to my professional career.
I would also like to thank the members of my Ph.D. examination/thesis advisory com-
mittee, Professors Visa Koivunen, Youngmoo Kim, John M. Walsh, Hugo J. Woerdeman,
Dagmar Niebur, Ruifeng Zhang, Stanislav Kesler, Justin R. Smith. I appreciate their
valuable time, and their constructive criticism and suggestions, which helped improve the
quality of my dissertation.
The research work has been supported and funded by the National Sciences Foundation
under grant N0435052. I am grateful for their financial support that made this work
possible. Id like to acknowledge the ECE Department, Drexel University for their support
and for providing the financial aids.
Thanks to my colleagues in the Communications and Signal Processing Laboratory
(CSPL): Jie Yu, Rui Lin, Hailong Yang, Lun Dong, Binning Chen, Frank Prihoda, Elaine
Garbarine, Sarod Yatawatta, Prathaban Mookiah, Vladislav Milenkovic, for their many
forms of help, and their friendship during the time we spent together. Also many thanks
go to all my good friends in Drexel, they all helped me a lot in the past four years.
Finally, I would like to present my special thanks to my parents, for their understand-
ing, supporting and encouraging in my research and life.
iii
Table of Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1 MIMO systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Blind Identification of MIMO systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Blind Identification of Instantaneous MIMO systems . . . . . . . . . . . . . . . . . . 6
1.2.2 Blind Identification of Convolutive MIMO systems . . . . . . . . . . . . . . . . . . . . 7
1.3 Motivation of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Contribution of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Outline of the Dissertation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2. Literature Review: Blind Identification of MIMO Systems . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1 Over-determined MIMO systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.1 Memoryless Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.2 Convolutive Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Under-determined MIMO systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Under-determined Memoryless Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 Under-determined Convolutive Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3. Mathematics Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 PARAFAC .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Cumulant and Higher-Order Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1 3rd order Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Extension to 4th order and Kth order Statistics . . . . . . . . . . . . . . . . . . . . . . . . 36
4. Blind Identification for Over-determined MIMO System Based on PARAFAC
Decomposition of Higher-order Output Tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Channel Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
iv
4.2.1 Channel estimation based on decomposition of multiple tensors . . . . . . 41
4.2.2 Channel estimation based on a single PARAFAC decomposition:
The SPD approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Extensions to 4-th order statistics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 Implementation issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.5 Potential applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.6 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.6.1 Estimation using third-order statistics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6.2 Estimation using fourth-order statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5. Blind Identification for a Class of Under-determined MIMO Systems . . . . . . . . . . . . . . 59
5.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 System Estimation using 3rd-order statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 System estimation based on Kth-order statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 MIMO estimation for any No, Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4.1 Expanding the class of identifiable under-determined MIMO systems
by using pairs of tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5 Implementation issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.6 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.6.1 Over-determined systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.6.2 Under-determined system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.6.3 Estimation of under-determined system based on a pair of tensors . . . 77
5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6. Blind Identification of Distributed Antenna Systems with Multiple Carrier Fre-
quency Offsets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.1 Background and Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2 Formation of the MIMO Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3 Blind channel estimation and compensation of the CFOs . . . . . . . . . . . . . . . . . . . . . . 84
v6.3.1 Implementation issues. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.4 Simulation Results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7. Summary and suggested further research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.1 Suggested further research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
A. Appendices for Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.1 Proof of Proposition 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.2 Proof of Proposition 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.3 Proof of Proposition 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
A.4 Proof of Proposition 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
B. Appendices for Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
B.1 Proof of Proposition 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
B.2 Proof of Proposition 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
B.3 Proof that matrix (A∗(1)r−1 ¯A(3) ¯ · · · ¯A(K)) has a left pseudo inverse . . . . . 109
B.4 Proof of Proposition 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
C. Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
C.1 Figures in Chapter 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
C.2 Figures in Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
C.3 Figures in Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
C.4 Figures in Chapter 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
vi
List of Figures
C.1 Three competing speakers with only two microphones. . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
C.2 The MPD approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
C.3 The SPD approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
C.4 Minimum distance between the columns of the normalized Cˆ0, and the power
spectrum trace. Both are used to select the parameter δ (Example 1). . . . . . . . . . . 117
C.5 ONMSE performance of the SPD approach for different values ofm, δ (Example
1).. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
C.6 ONMSE performance comparison of the proposed methods (Example 1). . . . . . . 118
C.7 ONMSE performance of the proposed methods with different Le and N (Ex-
ample 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
C.8 Cumulative distribution of ONMSEs for SPD and the methods of [18] and [88]
(Example 2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
C.9 ONMSE performance for different values of k1, k3 of the 4-th order SDP method
(Example 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
C.10 ONMSE performance for different values of T and Le of the 4-th order SDP
method (Example 3).. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
C.11 Cumulative distribution of ONMSEs for the 4-th order SPD method (Example
4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
C.12 The ISPD approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
C.13 Identifiable bound of the ISPD method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
C.14 Identifiable bound of proposed method that uses a pair of tensors . . . . . . . . . . . . . . . . 122
C.15 Cumulative ONMSE comparison for 50 2× 2 channels with third-order statis-
tics, SNR=20 dB, and T=16k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
C.16 Cumulative ONMSE comparison for 50 2×2 channels with fourth-order statis-
tics, SNR=20 dB and T=16k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
C.17 Cumulative ONMSE comparison for 50 independent channels. SNR = 20dB. . . . 124
vii
C.18 Cumulative ONMSE comparison for 50 independent under-determined chan-
nels using a pair of tensors; SNR = 20dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
C.19 Estimation results for a 2 × 3 system using fourth-order statistics based on
50 Monte Carlo runs. True: star solid line; estimated mean based on : circle
dotted line; gray area indicates ± one standard deviation. L = 4, and Le = 6,
SNR = 20dB, T = 16k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
C.20 Estimation results for a 3 × 5 system using fourth-order statistics based on
50 Monte Carlo runs. True: star solid line; estimated mean based on : circle
dotted line; gray area indicates ± one standard deviation. L = 4, and Le = 6,
SNR = 20dB, T = 16k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
C.21 Received mixing signal y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
C.22 De-coupled inputs ˆ˜s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
C.23 Recovered input signals sˆ with P = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
C.24 MSE of CFOs vs N for K=2, with SNR=30dB, 4QAM.. . . . . . . . . . . . . . . . . . . . . . . . . . . 128
C.25 BER vs N for K=2, with SNR=30dB, 4QAM .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
C.26 MSE of CFOs vs SNR for K=2, 4QAM .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
C.27 BER vs SNR for K=2, 4QAM, T=1024 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
viii
List of Tables
4.1 ONMSE comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Complexity comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.1 Required statistics order K for a given size MIMO system . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2 Over-determined system: ONMSE & BER Comparison vs. SNR for 50 channels 75
5.3 Under-determined system: ONMSE comparison vs. SNR for 50 channels . . . . . . . . 77
ix
Abstract
Blind Identification of Possibly Under-determined Convolutive MIMO Systems
Yuanning Yu
Advisor: Athina P. Petropulu, Ph.D.
Blind identification of a Linear Time Invariant (LTI) Multiple-Input Multiple-Output
(MIMO) system is of great importance in many applications, such as speech processing,
multi-access communication, multi-sensor sonar/radar systems, and biomedical applica-
tions. The objective of blind identification for a MIMO system is to identify an unknown
system, driven by Ni unobservable inputs, based on the No system outputs. We first
present a novel blind approach for the identification of a over-determined (No ≥ Ni) MIMO
system driven by white, mutually independent unobservable inputs. Samples of the system
frequency response are obtained based on Parallel Factorization (PARAFAC) of three- or
four-way tensors constructed respectively based on third- or fourth-order cross-spectra of
the system outputs. We show that the information available in the higher-order spectra
allows for the system response to be identified up to a constant scaling and permutation
ambiguities and a linear phase ambiguity. Important features of the proposed approaches
are that they do not require channel length information, need no phase unwrapping, and
unlike the majority of existing methods, need no pre-whitening of the system outputs.
While several methods have been proposed to blindly identify over-determined convo-
lutive MIMO systems, very scarce results exist for under-determined (No < Ni) case, all
of which refer to systems that either have some special structure, or special No, Ni val-
ues. We propose a novel approach for blind identification of under-determined convolutive
MIMO systems of general dimensions. As long as min(No, Ni) ≥ 2, we can always find
the appropriate order of statistics that guarantees identifiability of the system response
within trivial ambiguities. We provide the description of the class of identifiable MIMO
systems for a certain order of statistics K, and an algorithm to reach the solution.
Finally we propose a novel approach for blind identification and symbol recovery of
xa distributed antenna system with multiple carrier-frequency offsets (CFO), arising due
to mismatch between the oscillators of transmitters and receivers. The received base-
band signal is over-sampled, and its polyphase components are used to formulate a virtual
MIMO problem. By applying blind MIMO system estimation techniques, the system re-
sponse is estimated and used to subsequently decouple the users and transform the multiple
CFOs estimation problem into a set of independent single CFO estimation problems.

1Notation
• Superscripts T,H and ∗ denote transpose; Hermitian transpose and complex conju-
gate operations respectively.
• Cum[x1, x2, ..., xK ] denotes theKth-order cumulant of the random variables x1, ..., xK .
• boldface symbols denote matrices; Capital calligraphic symbols denote tensors.
• Dl[X] denotes a diagonal matrix whose diagonal contains the l-th row of matrix X.
• Diag(x1, ...xn) is a diagonal matrix whose diagonal elements are x1, ...xn.
• ((.))k denotes modulo k.
• off(A) denotes the summation of off-diagonal elements of A.
• ¯ denotes the Khatri-Rao Product (column-wise Kronecker product).
• ⊗ denotes the Kronecker product.
• eM =∑∞k=0 1k!Mk.
• X† denotes the Moore-Penrose matrix inverse of X.
• All the signals in this dissertation are complex, unless stated otherwise.
2Abbreviations
• ALS: Alternative Least Squares
• AR: AutoRegressive
• ARMA: Auto-Regressive Moving Average
• AWGN: Additive White Gaussian Noise
• BPSK: Binary Phase Shift Keying
• CANDECOMP: Canonical Decomposition
• CDMA: Code Division Multiple Acccess
• c.f.: characteristic function
• CFO: Carrier-Frequency Offsets
• COMFAC: COMplex parallel FACtor analysis
• DFT: Discrete Fourier Transform
• EVD: Eigenvalue Decomposition
• FIR: Finite Impulse Response
• HOS: High Order Statistics
• ICA: Independent Component Analysis
• i.i.d.: Independent, Identically distributed
• ISI: Inter-Symbol Interference
• IDFT: Inverse Discrete Fourier Transform
• JADE: Joint Approximation Diagonalization of Eigenmatrices
• LMS: Least Mean Squares
• LTI: Linear Time Invariant
• MA: Moving Average
• MIMO: Multiple-Input Multiple-Output
• MISO Multiple-Input Single-Output
3• MPD: Multiple PARAFAC Decomposition approach
• MSE: Mean Square Error
• M-PSK: M-ary Phase Shift Keying
• M-QAM: M-Order Quadrature Amplitude Modulation
• MUI: Multi-User Interference
• ONMSE: Overall Mean Squares Error
• PARAFAC: PARAllel FACtorization
• PLL: Phase Lock Loop
• SIMO: Single-Input Multiple-Output
• SNR: Signal to Noise Ratio
• SOS: Second Order Statistics
• SPD: Single PARAFAC Decomposition approach
• SVD: Singular Value Decomposition
41. Introduction
1.1 MIMO systems
The output of a convolutive LTI MIMO system with No outputs and Ni inputs equals:
x(n) =
L−1∑
l=0
h(l)s(n− l) +w(n) (1.1)
where n denotes discrete time; s(n) = [s1(n)...sNi(n)]
T is a vector containing the inputs;
h(l) is the MIMO system impulse response matrix whose (i, j) element is denoted by hij(l);
L is the length of the longest hij(l); x(n) = [x1(n)...xNo(n)]T is the vector of observations;
w(n) = [w1(n)...wNo(n)]
T is the vector of observation noise.
In case where L = 1, the MIMO system becomes a memoryless/instantaneous:
x(n) = hs(n) +w(n) (1.2)
where h is the channel matrix of size (No ×Ni).
Throughout this dissertation, a No × Ni MIMO system will be referred to as over-
determined if No ≥ Ni; otherwise it will be referred to as under-determined.
MIMO systems arise frequently in speech processing, multi-access communication,
digital radio with diversity [3], [43], [84], multi-sensor sonar/radar systems [29], [72], and
biomedical applications [32].
For example, in wireless communications systems often two or more devices transmit
simultaneously using the same frequency band. In such multi-access communication sys-
tems, the signal received at a No element array can be viewed as a length No vector with
components representing the sum of Ni independent transmitted signals received at the
various array elements. Moreover, due to possible multi-path fading, the summation might
be done after the transmitted signals have been convolved with the multi-path channel,
which can be modeled as a finite impulse response (FIR) filter. In order to recover a
5replica of the transmitted signal at the receiver, it is essential to know the channel in-
formation at the receiver. Once the channel is known, its effects can be canceled by the
so called equalization process. Typically, channel information is obtained at the receiver
by training, i.e., the transmitter periodically sends signals (pilots) known a priori to the
receiver during the training period. However, the requirement to transmit pilot symbols is
not bandwidth and/or power efficient. In many distributed multiple antenna system, most
users are battery powered, and the transmission of training signals will reduce the battery
life of the users. Also, training reduces the net data transmission rate. By contrast, blind
approaches for MIMO system identification do not require training data, exploiting only
the knowledge of some statistics of the transmitted signals.
Speech separation is another important application area for blind MIMO identification.
The goal of speech separation is to separate the Ni simultaneous speakers’ sounds based
on the recordings of the No microphones [44], [62], [67], [68], [71], [83] (and the references
therein). The recordings at No microphones can be viewed as the response of a MIMO
system excited by Ni simultaneous speakers’ sounds, where the system response h(l), l =
0, ...L−1 models the reverberant acoustic environment. Since it is not easy to use training
to obtain the channel information, blind methods are preferred for speech separation. To
better model real environments with multiple paths, the convolutive MIMO model is
usually used.
1.2 Blind Identification of MIMO systems
The term blind refers to the fact that very little or nothing is known about the mixing
filters, and only some statistical information is known about the source signals, i.e., the
sources are mutually independent, which is a quite mild assumption, and is valid for a lot
of applications such as speech processing, multi-access communication and multi-sensor
sonar/radar systems. The ultimate goal of blind MIMO system identification is to estimate
the mixing channel impulse response h(n) based on observation signal vector x(n) only,
and use the channel estimate to subsequently recover the input signal vector s(n).
6Next we will discuss some central issues associated with blind MIMO identification
problems, i.e,. denoising, prewhitening, ambiguities. Here, we will base our discussion on
over-determined MIMO systems, while the details for the existing blind methods for both
over-determined and under-determined MIMO systems are given in Chapter 2.
1.2.1 Blind Identification of Instantaneous MIMO systems
The assumptions required here include that the channel matrix h has full column rank
(which implies that No ≥ Ni), and each input signal is independent, with unit power. As
it will be seen later, the latter assumption is not restrictive as there is an inherent scaling
ambiguity in the blind identification problem.
The term prewhitening refers to applying a matrix V to x(n), so that:
VR˜xVH = V(Rx − σ2w)VH = VhRshHVH = UIUH = I (1.3)
where R˜x is a low rank approximation of Rx , E{x(n)xH(n)}, and the noise power
σ2w can be found as the smallest eigenvalue of the covariance matrix Rs in the case that
No > Ni. In the last equation of (1.3), the assumption that Rs = I is used.
By the process of prewhitening, the problem of (1.2) is now transformed into:
y(n) , Vx(n) = Us(n) +Vw(n) (1.4)
where instead of estimating the mixing matrix h, one only need to estimate the orthonor-
mal matrix U , Vh, which is much easier to solve.
Independent of the blind methods used to solve for U, which will be discussed in
Chapter 2, the solution of (1.4) can be obtained within certain ambiguities. The best
estimate of U one can get via a blind method will have the form:
Uˆ = UPΛ (1.5)
7where P is a permutation matrix, and Λ is a diagonal matrix with nonzero complex
diagonal elements.
As a result, the best estimate of the true channel h would have the form:
hˆ = hPΛ (1.6)
These ambiguities are considered trivial since their effects on the recovered inputs is just
a constant scaling ambiguity (due to Λ) and an unknown permutation of users (due to
P).
1.2.2 Blind Identification of Convolutive MIMO systems
Generally speaking, the existing methods for blind identification of over-determined
convolutive MIMO systems can be categorized into time domain [22],[47], [74], [88], [92]
and frequency domain [8], [11], [15], [18], [26] methods.
By stacking the outputs at different time instants into a long vector, time domain
methods reformulate the equation (1.2) into a matrix form as [92]:
X = HS+W (1.7)
where N is the packet length; X = [xT (n), ...,xT (n − N)]T is a (Ni(N + 1) × 1) vector;
W = [wT (n), ...,wT (n − N)]T is a (Ni(N + 1) × 1) vector; S = [sT1 (n), ..., sTNi(n)]T is a
((L +N)Ni × 1) vector with si(n) = [si(n), ..., si(n −N + 1)]T ; and H = [H1, ...,HNi ] is
a (No(N + 1)× (L+N)Ni) matrix with each block Hi defined as:
Hi =

hi(0) · · · hi(L− 1) 0 · · · 0
0 hi(0) · · · hi(L− 1) · · · 0
...
. . . . . . . . . . . .
...
0 · · · 0 hi(0) · · · hi(L− 1)

No(N+1)×(L+N)
(1.8)
where hi(n) is the i−th column of the channel matrix h(n).
8To guarantee identifiability for general independent sources, the channel matrix H
must have full column rank, which requires No > Ni. Several time domain blind methods
will be discussed in Chapter 2. Common problems in those methods include that they
require a priori knowledge of the system length L while are sensitive to order mismatch,
and their complexity increases rapidly with channel length.
On the other hand, frequency domain methods do not require exact system length
information, and also, their formulation can take advantage of existing results for the
memoryless MIMO problem [8], [11], [15], [18], [26]. Indeed, in the frequency domain, at
each frequency, the convolutive problem is transformed into a set of scalar ones.
Let H(k) (No ×Ni) be the N -point Discrete Fourier Transform (DFT) of h(n), i.e.,
H(k) =
L−1∑
n=0
h(n)e−j
2pi
N
kn, k = 0, ..., N − 1 (1.9)
where N > L. Similarly, let us denote x(k) and s(k) as the DFT of x(n) and s(n) in (1.1)
respectively, then (1.1) can be translated into a set of equations:
x(k) ≈ H(k)s(k), k = 0, ..., N − 1 (1.10)
We must note that equation (1.10) is only an approximation expression, as the Inverse
Discrete Fourier Transform (IDFT) of (1.10) does not correspond to the linear convolution
of the channel h and the input s, but the circular convolution.
At each frequency k, both x(k) and s(k) can be viewed as vectors with random vari-
ables, thus equation (1.10) resembles that of (1.2), and can be viewed as an instantaneous
MIMO problem. Now the blind convolutive MIMO system identification appears that
it could be transformed to identification of N instantaneous MIMO problems, each one
yileding an estimate of H(k), k = 0, ..., N − 1 of the form (1.12), i.e., within scaling &
permutation ambiguities that are different for each k:
Hˆ(k) = H(k)PkΛk, k = 0, ..., N − 1 (1.11)
9These ambiguities will prevent one from obtaining a meaningful estimate of h(n). The
permutation ambiguities Pk will scramble the frequency components of different users at
each k, and Λk will act as a filter. These two ambiguities must be solved in order to get
a meaningful estimate of h(n).
In [18], it is shown that by exploiting the information contained in the HOS of the
outputs, the best achievable blind estimate of Hˆ(k) has the form:
Hˆ(k) = H(k)PΛej
2pi
N
kM (1.12)
where P is a column permutation matrix, Λ a constant diagonal matrix and M diagonal
matrix with integer elements. Using DFT properties it is easy to show that, based on
(1.12), the impulse response matrix h(n) can be found within a column permutation
matrix, a constant diagonal matrix and a cyclic shift. For over-determined systems, the
aforementioned ambiguities are trivial as they introduce to each input a scalar ambiguity,
an ordering ambiguity and a circular shift [18]. In the context of this dissertation, we will
refer to these ambiguities in (1.12) as trivial ambiguities.
1.3 Motivation of the Dissertation
Existing literature leaves opportunity for new research in the topic of blind identifica-
tion for MIMO systems. As it will be seen in Chapter 2, the existing methods on blind
identification of over-determined convolutive MIMO sytems fall into two categories: time
domain methods [22],[47], [74], [88], [92] and frequency domain methods [8], [11], [15],
[18], [26]. The time domain methods are all based on equations similar to (1.7), which
requires that No > Ni, also the packet length N has to be increased as the channel length
L increases, which will increase the computation complexity. Also, as the channel length
affects the structure of the constructed channel matrix H, time domain approaches are
sensitive to channel length mismatch. On the other hand, frequency domain methods do
not require explicit information of channel length L, and also, their formulation can take
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advantage of existing results for the memoryless MIMO problem. Indeed, in the frequency
domain, at each frequency, the convolutive problem is transformed into a set of instanta-
neous ones. However, an additional step is required to resolve the frequency-dependent
permutation, scaling and phase ambiguities.
As we can see from equation (1.11), the estimate Hˆ(k) will have frequency dependent
scalar and permutation ambiguities. For the SOS based methods, the frequency depen-
dent permutation ambiguities can be solved by forcing the continuity of the frequency
response of the separation filter, or constraining the separating filter to have short sup-
port in the time domain [62], [67], [68], [71]. Though this kind of methods can detect most
of frequency permutation jumps, even one single wrong detection can propagate to a large
block of frequencies. Also, the smoothness assumption can be violated for indoor speech
scenario, where the reverberating acoustic channel length can be as long as thousands
samples. On the other hand, due to the lack of redundant information in the SOS, the
frequency dependent scalar ambiguities cannot be solved by using SOS only [68], [71]. In
[18], a frequency domain method is proposed. As it will be seen in Chapter 2, it is shown
that by exploiting the redundant information in the HOS, the method in [18] can solve
the frequency dependent ambiguities up to constant ones in the form of (1.12). As it will
be seen in Chapter 2, most of the existing frequency domain methods require the channel
matrix H(k) to be orthogonal [8], [11], [15], [18], [26]. To ensure this, the pre-whitening
operation (1.3) is applied to each discrete frequency k. Although the pre-whitening oper-
ation (1.3) reduces the dimensionality of the parameter space, it is a sensitive process as
it tends to lengthen the global system response, and as a result increases complexity and
estimation errors. The obtained estimate contains the contribution of both the whitening
filter and the MIMO system, and extracting the MIMO system response from this estimate
is a sensitive task. Therefore, it is worthwhile to pursue a method which can obviate the
need of pre-whitening, thus can reduce the overall channel estimation error and improve
the system performance.
Also, existing methods do not address the general case of under-determined convolutive
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MIMO systems. As will be seen in Chapter 2, very scarce results exist for the case
of No < Ni (under-determined), and all of which refer to systems that either have some
special structure, or specialNo, Ni values. There are practical situations where the number
of sources could be greater than the number of observations. For example, in an airborne
radar investigation over dense urban areas the probability of receiving more sources than
sensors increases with the reception bandwidth [31]. Another example is the problem of
speech enhancement in the presence of competing speakers (fig. C.1), where each of the
two multiple microphone measurements contains components from all the three speakers.
Application of under-determined system identification in a communications scenario would
be very useful as it could enable recovery of Ni users with fewer than Ni antennas, thus
lowering the cost of hardware. Hence, it is important to develop algorithms that can be
used to blindly identify a general class of under-determined convolutive MIMO systems.
1.4 Contribution of the Dissertation
The overall objective of this dissertation is to develop a novel frequency framework for
blind identification of both Over-determined and Under-determined convolutive MIMO
systems in the presence of observation noise. The contribution can be summarized as
follows:
C.1) We present a novel frequency domain approach for the identification of an over-
determined MIMO system driven by white, mutually independent unobservable non-
Gaussian inputs. The proposed approach relies on PARAFAC decomposition of
one or more tensors that are formed based on HOS of the system output. The
main advantages of the proposed approach are that it does not require channel
length information, needs no phase unwrapping, and unlike the majority of existing
methods, needs no pre-whitening of the system outputs.
This part of work has been published in:
• T. Acar, Y. Yu, and A.P. Petropulu, “Blind MIMO system estimation based on
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PARAFAC decomposition of tensors formed based HOS of the system output,”
IEEE Trans. on Signal Processing, Vol. 54, Issue 11, pp. 4156 - 4168, Nov.
2006.
• Y. Yu, and A.P. Petropulu, “Blind MIMO system estimation based on PARAFAC
decomposition of HOS tensors,” IEEE Workshop on Statistical Signal Process-
ing, Bordeaux, France, July, 2005.
C.2) We extend the above method to be applicable to a large class of under-determined
as well as over-determined systems. We show that by applying PARAFAC decompo-
sition to a K− way tensor, constructed based on Kth-order cross-polyspectra of the
system outputs, one can identify a general class of convolutive MIMO systems. For
channels with independent taps the class of identifiable No×Ni systems is described
as: Kmin{No, Ni} ≥ 2Ni + (K − 1). This implies that as long as min(No, Ni) ≥ 2,
any No×Ni system can be estimated within trivial ambiguities based on higher-order
statistics of the system output of order K ≥ d 2Ni−1min{No,Ni}−1e.
Thus, we show that independent on whether the system is over-determined or under-
determined, we can always find the order of statistics that guarantee identifiability.
We also propose an algorithm to reach the solution.
This part of work has been published in:
• Y. Yu, and A.P. Petropulu, “PARAFAC Based Blind Estimation Of Possibly
Under-determined Convolutive MIMO Systems,” IEEE Trans. on Signal Pro-
cessing, accepted in 2007.
• Y. Yu, and A.P. Petropulu, “Improved PARAFAC based Blind MIMO sys-
tem estimation,” IEEE Thirty-Ninth Annual Asilomar Conference on Signal,
Systems, and Computers, Pacific Grove, CA, USA, Oct 2005
• Y. Yu and A.P. Petropulu, “Blind Estimation Of A Class Of Under-Determined
Convolutive MIMO Systems Using Parafac Decomposition Of Output Tensors”,
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IEEE 40th Annual Conference on Information Sciences and Systems, Prince-
ton, NJ, March 2006.
• Y. Yu, and A.P. Petropulu, “PARAFAC Based Blind Estimation of MIMO
Systems with possibly more inputs than outputs”, IEEE International Conf on
Acoustics, Speech and Signal Processing, Toulouse, France, May, 2006.
Then we show that the use of a tensor pair instead of a single tensor allows one to
expand the class of identifiable under-determined systems to (K − 1)min{No, Ni}+
min{2No, Ni} ≥ 2Ni + (K − 1). Alternatively, as long as min(No, Ni) ≥ 2, any
No × Ni system can be estimated within trivial ambiguities based on higher-order
statistics of the system output of order K ≥ d2Ni−min(2No,Ni)min{No,Ni}−1 + 1e. Since now the
lowest order of statistics is less or equal than that needed in the single tensor case,
this approach leads to complexity reduction, and also reduction of estimation errors.
Along with the proof we provide an algorithm that reaches the solution.
This part of work has been published in:
• Y. Yu, and A.P. Petropulu, “PARAFAC Based Blind Estimation Of Possibly
Under-determined Convolutive MIMO Systems,” IEEE Trans. on Signal Pro-
cessing, accepted in 2007.
• Y. Yu, and A.P. Petropulu; “Reduced Complexity Blind Estimation of Under-
Determined Convolutive MIMO Systems” IEEE 12th Digital Signal Processing
Workshop, Page(s):239 - 244, Sept. 2006
C.3) We show how the blind MIMO system identification can lead to a novel approach
for user separation in a spatially distributed multiuser antenna system with multi-
ple Carrier Frequency Offsets (CFO). The received signal contains multiple CFOs
arising from mismatch between the oscillators of transmitters and receivers. By over-
sampling the baseband output signals, we convert the time-varying Multiple-Inputs
Single-Outputs (MISO) problem into a time-invariant memoryless MIMO problem,
where the time-varying contribution of the CFOs, together with the transmitted
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symbols form the MIMO inputs, and the time-invariant contribution of the CFOs
along with fading channels comprise the system response. Applying blind MIMO
system estimation techniques, we obtain the estimate of the system response and
the decoupled user signals, each one of which contains a distinct CFO. Furthermore,
an initial estimate of the CFOs is obtained from the phase of the MIMO system
response.
This part of work are included in:
• Y. Yu, A.P. Petropulu, H.V. Poor and V. Koivunen, “Blind Identification of Dis-
tributed Antenna Systems with Multiple Carrier Frequency Offsets,” in prepa-
ration for IEEE Trans. on Signal Processing.
• Y. Yu, A.P. Petropulu, and H.V. Poor, “Blind Identification of Distributed
Antenna Systems with Multiple Carrier Frequency Offsets,” 8th IEEE Interna-
tional Workshop on Signal Processing Advances in Wireless Communications,
Helsinki, Finland, June 17 - 20, 2007.
• Y. Yu, A.P. Petropulu, H.V. Poor and V. Koivunen, Blind Estimation of Mul-
tiple Carrier Frequency Offsets, 18th Annual IEEE International Symposium
on Personal, Indoor and Mobile Radio Communications (PIMRC07), Athens,
Greece, Sept. 2007.
• Patent application: Y. Yu, A.P. Petropulu, H.V. Poor and V. Koivunen “ Blind
Identification of Distributed Antenna Systems with Multiple Carrier Frequency
Offsets,”
1.5 Outline of the Dissertation
This dissertation is organized as follows:
In Chapter 2, we present the existing methods on blind identification of MIMO systems.
In Chapter 3, we provide mathematical preliminaries on PARAllel FACtorization
(PARAFAC), Cumulants and High-Order Spectra.
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In Chapter 4, we present a frequency domain approach for the identification of an over-
determined MIMO system driven by white, mutually independent unobservable inputs.
In Chapter 5, we extend the approach in Chapter 4 to make it applicable to a class of
under-determined MIMO systems as well. We also show that this class can be expanded
by applying PARAFAC decomposition to a pair of tensors instead of one tensor.
Chapter 6 deals with the problem of blind channel identification and symbol recovery
of a distributed antenna system with multiple carrier-frequency offsets.
Chapter 7 contains concluding remarks and possible directions for future work.
Proofs that attest to the validity of assertions made in the dissertation and all the
figures are placed in Appendices, in order to maintain continuity.
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2. Literature Review: Blind Identification of MIMO Systems
According to the size of the MIMO problem to be solved, the existing blind MIMO
identification methods can be categorized into algorithms that deal with over-determined
MIMO systems and those deal with under-determined MIMO systems. Based on the
length of the MIMO channel, each category can be further divided into instantaneous/memoryless
and convolutive case.
2.1 Over-determined MIMO systems
2.1.1 Memoryless Case
Blind identification of over-determined memoryless MIMO systems has been studied
mainly under the name of ICA, which is introduced by Jutten and Hrault in 1991 [49] and
Comon in 1994 [21]. The ICA method is widely used in the signal processing, communica-
tions and neural network research communities. Recently there are some comprehensive
publications on this topic [28], [30], [42], [46], [52]( and the references therein). The basic
idea of ICA is presented next.
Using the expression for memoryless MIMO channel in equation (1.2), the usual as-
sumptions required by the ICA methods are:
(i.) The mixing matrix h is of full column rank, which implies that the number of output
No is greater than or equal to the number of input Ni.
(ii.) The source signals si(n) are mutually independent at each time instant n.
(iii.) In case the noisew(n) is not present, at most one source can be normally distributed.
Otherwise, all the sources must be non-Gaussian.
(iv.) The source signals are assumed to have zero-mean and unit variance.
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(v.) Either the number of source Ni is known, or the number of output No is strictly
larger than the number of input Ni.
The assumption (iv.) is not restrictive, which can be guaranteed by centering the
signals, and pre-whitening the signal. The last assumption is required to guarantee the
uniqueness of the mixing matrix [50]. In case that No > Ni, the number of inputs Ni can
be obtained as the number of significant eigenvalue of the correlation matrix Rx of the
outputs x [28].
Under those assumptions, the ICA methods try to find a unmixing matrixV (Ni×No),
such that the separated signals e , Vx will be as independent as possible, where ei = vix
is the i−th separated signal, and vi is the i−th row of the unmixing matrix V.
Dependence among signals is linked to Gaussianity. The well known Central Limit
Theorem states that, under certain conditions, the distribution of a sum of independent
random variables tends to the Gaussian distribution. Since x is a mixing of source signals,
its distribution is closer to Gaussian than that of the source signals.
The ICA method maximizes some criteria that quantify the non-Gaussiananity of the
separated signals.
Kurtosis One commonly used measure of non-Gaussianity is the kurtosis. The kurtosis
of ei is defined by:
kurt(ei) , c4iiii(e) = E{e4i } − 3(E{e2i })2 (2.1)
where the cumulant is defined as:
c4ijlm(e) , Cum[ei(n), ej(n), el(n), em(n)] (2.2)
Under the independent assumption, the 4-th order cross-cumulant should be zero
everywhere except when i = j = l = m. Based on this criteria, Moreau [63] defines
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the following cost function:
γMoreau(e) =
Ni∑
i=1
kurt(ei) =
Ni∑
i=1
(E{e4i } − 3) (2.3)
where in the last equality, the unit variance assumption is used.
Similarly, in the Joint Approximation Diagonalization of Eigenmatrices (JADE) al-
gorithm [13], Cardoso defines the cost function γJADE(e) as:
γJADE(e) =
∑
i,l,m=1,...,Ni
|Cum(ei, e∗i , el, e∗m)|2 (2.4)
Maximizing γJADE(e) is equivalent to minimizing the sum of the squared cross-
cumulants with distinct first and second indices.
Define (No ×No) matrices Qy(Mk), k = 1, ..., N2o entrywise as:
Qy(Mk)(ij) ,
No∑
k,l=1
Cum(yi, y∗j , yl, y
∗
m)Mk,(lm) (2.5)
where y(n) is the whitened signal defined in (1.4), and the matrix Mk can be chose
to be with only ones at position l,m,No(l− 1)+m = k, and zeros otherwise. Under
the independence assumption, it can be shown that:
Qy(Mk) = UDkUH (2.6)
where Dk = Diag{k1uH1 Mku1, ..., kKuHNiMkuNi}, with ki denotes the kurtosis of
the i−th source.
Thus, maximizing γJADE(e) is equivalent to minimizing the off-diagonal elements of
the matrix set Qy(M), which can be done by applying Joint Diagonalization to the
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matrix set Qy(M) as:
γ(e,Qy(M)) ,
N2o∑
k=1
off(VQx(Mk)VH) = 0 (2.7)
where the last equality is true when the unitary unmixing matrix VH = UPΛ.
Negentropy Another important measurement of non-Gaussianity is the negentropy, which
is defined as:
γNegentropy , H(egauss)−H(e) (2.8)
where egauss is a Gaussian random variable vector with the same covariance matrix
as e, and H(e) is the differential entropy of the random vector e, which is defined
as:
H(e) , −
∫
f(e) log f(e)de (2.9)
where f(e) is the pdf of e.
It is well known that a Gaussian variable has the largest entropy among all random
variables of equal variance, thus the negentropy is always non-negative, and it is zero
if and only if e is Gaussian.
However, it is difficult to estimate the negentropy, as the pdf f(e) is required. In
practice, some approximations are proposed. For example, based on the maximum-
entropy principle, Hyvarinen [45] proposes an approximation of the negentropy as:
γHyvarinen(e) ,
Ni∑
i=1
P∑
p=1
kp[E{Gp(ei)} − E{Gp(v)}] (2.10)
where v is a Gaussian variable of zero mean and unit variance, and kp are some
positive constants, which give different weight to different nonquadratic function
Gp. The following two choices for Gp are recommended in [45]:
G1(e) =
1
a1
log cosh(a1e), G2(e) = − exp(−e2/2) (2.11)
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where 1 ≤ a1 ≤ 2.
We need to note that if one take G(e) = e4, one will get exactly the same cost
function as (2.3).
Minimization of Mutual Information Another approach for ICA estimation is min-
imization of mutual information, which is a direct measurement of the dependence
between random variables.
The cost function based on mutual information between the Ni separated sources
can be defined as:
γMI ,
Ni∑
i=1
H(ei)−H(e) (2.12)
It is shown in [46] that:
γMI = C − γNegentropy (2.13)
where C is a constant does not depend on the channel. Thus minimizing the mutual
information is roughly equivalent to maximizing the negentropy.
Once the cost function is chosen, ICA becomes an optimization problem.
2.1.2 Convolutive Case
Depending on the order of statistics used, the methods for blind identification/extraction
of over-determined convolutive MIMO systems can be further categorized into second-
order statistics (SOS) based methods or higher-order statistics (HOS) based methods.
SOS based methods: The SOS based methods [2], [7], [8], [26], [89] do not require
long data in order to obtain good estimates and involve low complexity, also they are
able to extract Gaussian sources. These methods require colored input signals, or non-
stationary inputs, or channel diversity, i.e., No > Ni.
Subspace-type approaches are proposed in [1],[2] for blind identification of multichannel
FIR filters. They first convert the convolutive MIMO problem into a memoryless one as
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(1.7), then the covariance matrix of the outputs of (1.7) can be expressed as:
RX , E{X(n)XH(n)} = HRSHH + σ2wI (2.14)
Eigenvalue decomposition (EVD) of RX gives us:
RX = USΛSUHS + σ
2
wUwU
H
w (2.15)
where US is composed by the signal eigenvectors, Uw is composed by the noise eigenvec-
tors, and Λs is a diagonal matrix with elements representing the signal eigenvalues. It is
shown that:
range(US) = range(H), range(Uw) = range(H)⊥ ⇒ UHwH = 0 (2.16)
The noise subspace range(Uw) can be obtained from (2.14), and then the channel matrixH
can be obtained by exploiting its orthogonality to the noise subspace range(Uw) as shown
in (2.16). In order to find the noise subspace, the subspace method requires channel
diversity, i.e., Ni + 1 < No [1].
Some SOS based methods for blind convolutive MIMO identification exploit the di-
versity provided by non-stationary inputs. One such method is proposed by Parra and
Spence in [67]. Assuming the input is non-stationary, taking DFT of equation (1.1), one
will get:
x(k, n) ≈ H(k)s(k, n) (2.17)
where x(k, n) represents the N point DFT of [x(n), ...,x(n+ T − 1)], the same applies to
s(k, n) and H(k). The sample average spectrum correlation is defined as:
R¯x(k, n) =
1
T
T−1∑
m=0
x(k, n+mN)xH(k, n+mN) (2.18)
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For long enough data, it holds that:
R¯x(k, n) = H(k)Λs(k, n)HH(k) (2.19)
where Λs(k, n) is the covariance matrix of the inputs at k frequency and n time instance.
Under the independent inputs assumption, Λs(k, n) should be a (Ni×Ni) diagonal matrix.
Thus for each k, by joint diagonalization of a set of R¯x(k, n) for different values of n, one
can get an estimate ofH(k) in the form of (1.11). The frequency dependent ambiguities are
solved in [67] by enforcing the response of the overall system to be smooth in the frequency
domain. Similar blind separation approaches based on non-stationarity are proposed in
[62], [68], [71].
Blind convolutive MIMO identification with Cyclostationary input is studied in [8],
[9]. Based on the equation (1.10), the covariance of x(k) can be expressed as:
Rx(k, k + α) = E{x(k)xH(k)}
' H(k)Rs(k, k + α)HH(k + α) (2.20)
When the inputs are cyclostationary, by appropriately choosing α, the last equation in
the (2.20) holds with equality. A criterion that involves power spectra Rx(k, k) and cross-
spectra Rx(k, k+α) of the system output is proposed in [8], minimization of which yields
the channel estimate within a scalar ambiguity.
HOS based methods: HOS based methods are asymptotic insensitive to additive
Gaussian noise, and can deal with white inputs as long as they are non-Gaussian, [15],
[18], [33], [80], [81], [35], [47],[88]. The available HOS based methods are summarized as
follows:
In [33], the “GM method”, which is designed for single-input single-output (SISO)
systems [35], is generalized to the MIMO case. The method expresses the third-order
23
cross-cumulants of the outputs as:
Cm(τ1, τ2) =
L−1∑
l=0
h(l + τ1)
[
Ni∑
i=1
γihmi(l + τ2)
]
hT (l) (2.21)
where γi is the skewness of the i−th source. A similar expression is obtained for the fourth-
order cross-cumulant. By comparing the cumulants at different delays, i.e., Cm(τ1, τ2)
and Cm(τ1, 0), the method can get a closed form solution for the channel matrix h(τ2)
under the condition that channel impulse response matrices h(0) and h(L − 1) have full
column rank. Similar approaches are proposed in [80], [54] for blind identification of causal
and noncausal multichannel AR, MA, and ARMA systems driven by i.i.d. inputs. The
identifiability conditions are similar to the ones given in [33], which require the explicit
information of the channel length L; also h(0) and h(L−1) need to have full column rank
In [88], an inverse filtering-based algorithm is developed. It is a deflation type method,
which adopts an iterative procedure that recovers each single source using a MIMO equal-
izer F(n) (1×No). The estimate of the single source is obtained as:
sˆi(n) =
T∑
l=−T
F(l)x(n− l) (2.22)
where the equalizer F(n) has length 2T +1. The coefficients of the equalizer are obtained
by maximizing the following cost function:
Jr2 ,
|CUMr(sˆi(n))|
|CUM2(sˆi(n))|r/2
(2.23)
For i = 1, ..., Ni, the i−th column of h(l), l = 0, ..., L − 1 is denoted by hi(l), which can
be viewed as a Single-Input Multiple-Output (SIMO) convolutive channel from sˆi(n) to
all the outputs. For each recovered source sˆi(n), hi(l) is estimated based on the sˆi(n) and
the observed channel outputs. Then the effect of the recovered source is removed from the
outputs. The algorithm recursively recovers all the sources. A similar method is proposed
in [87]. Both algorithms rely on the accuracy of the MIMO equalizers and tend to suffer
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from error propagation when the number of users increases.
In [86], a blind HOS based method is proposed. The method is based on statistics
matching or inverse filtering, and it involves nonlinear optimization which requires a good
initial guess to avoid local convergence. Inouye and Hirano [47] studied the blind iden-
tification of a No × No MIMO system driven by colored inputs. By using fourth order
cumulants, the method [47] can identify the channel matrix up to a permutation ambi-
guity and single user filtering ambiguity. We need to note that no practical algorithm is
proposed, but rather the identifiability is given.
In [18], a frequency domain approach is proposed for the over-determined convolutive
MIMO case with white inputs. The system response is obtained based on joint diagonal-
ization of the matrices set {Ml,β} defined as:
Ml,β , Y3l (k, β)HY3l (k, β) l ∈ l∗, β ∈ k∗ (2.24)
where the whitened cross-spectra matrix Yl(k, β − k) is defined as:
Yl(k, β − k) ,W(−k)C3l (k, β − k)W(β − k)H (2.25)
where C3l (k, β−k) is the cross-spectra matrix, i.e., the two dimensional DFT of the third-
order order cross-cumulant matrix cl(τ, ρ), clij(τ, ρ) , Cum[xln, x∗i (n+ τ), xj(n+ ρ)], and
W(k) is the whitening matrix defined as:
W(k)(Rx(k)− σ2wI)W(k) = I (2.26)
After joint diagonalization of the matrices set {Ml,β} for appropriately selected l and
β, one can get the channel estimates in the form of (1.11), while the frequency dependent
ambiguities can be reduced to constant ambiguity in the form of (1.12) by exploiting the
redundancy in the higher-order cumulant domain.
Another class of approaches are based on the contrast function maximization. Under
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the condition that the sources are statistically independent to each other, two contrast
functions based on K−th order statistics are proposed in [22]:
γK1 (x) =
No∑
j=1
|CKxj | for K > 2 (2.27)
γK2 (x) =
No∑
j=1
(CKxj )
2 for K > 2 (2.28)
where CKxj is the K−th order cumulant of signal xj(n). By maximizing any one of those
cost functions, one could solve the problem of MIMO blind deconvolution problem and
recover the inputs. Additional contrast functions for the convolutive MIMO identification
problem are proposed in [64], which include the two contrasts proposed in [22]. Recently, in
[15], a class of both frequency domain and time domain contrast functions are constructed
based on higher order spectra of the observations, which allow one to separate mixtures
of sources that are spatially independent and temporally possibly nonlinear processes.
SOS vs HOS methods: Overall, SOS methods do not require long data in order
to obtain good estimates and involve low complexity, and are able to extract Gaussian
sources. However, they do impose some restrictive conditions, such as colored input sig-
nals, or non-stationary inputs, or channel diversity, i.e., No > Ni. On the other hand,
HOS based methods can deal with white inputs as long as they are non-Gaussian. Also,
they are asymptotically insensitive to additive Gaussian noise. HOS methods generally
require more data samples to obtain good statistical estimates, and thus involve increased
computation complexity.
2.2 Under-determined MIMO systems
The case of MIMO system blind identification with more inputs than outputs, i.e.
No < Ni is much more difficult. Unlike the over-determined case, identification of an
under-determined MIMO system does not always translate to recovery of inputs, as the
system matrix is non-invertible. However, exploiting special signal properties such as the
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finite alphabet property, common in communication signals, input recovery is possible
[23], [24].
2.2.1 Under-determined Memoryless Case
In the last decade, several methods are developed to blindly identify memoryless under-
determined systems [5],[6],[12],[19] [23]-[25], [31], [56]-[60], [82]. Among those approaches,
some methods focus on blind source extraction [23],[24], [60], which is a difficult problem
since under-determined mixtures are not linearly invertible, while the other methods only
focus on the blind identification of the mixture matrix, not the symbol recovery. The basic
ideas of these methods can be summarized as follows:
The method of [60] is based on the so called “overcomplete representation” of the
outputs. The mixed sources are extracted by maximizing the probability density function
(pdf) of the observations conditionally to the mixture matrix as:
sˆ = max
s
P (s|x,h) = max
s
P (x|s,h)P (s) (2.29)
It is reported that they are able to recover up to four mixed speech signals out of two
outputs. However, the method in [60] requires that each user has a sparse distribution,
i.e., P (si) ∝ exp(−α|si|), and thus does not address the general case when all sources are
always present.
The method in [82] exploits the information contained in the second characteristic
function (c.f.) of the observations. It can identify No independent signals with only two
sensors. The method works based on the fundamental equation below, which is a direct
consequence of source independence:
Ψx(u) =
Ni∑
i=1
ψi(
No∑
m=1
hmium) (2.30)
where the second (c.f.) is defined as logarithm of the joint c.f. as: Ψx(u) , logE{exp(uHx)},
and ψi(v) , logE{exp(vsi) denotes the second c.f. of source si. The channel estimate can
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be obtained by evaluating the equation over some points uk picked in the neighborhood K
around the origin. The method in [82] works only for real mixtures of real-valued sources,
and the method is prone to over-estimate the number of sources. A similar method is
proposed in [25], where a singular value decomposition (SVD) is used to obtain an alge-
braic solution for two-sensor case, while the method executes an Alternative Least Squares
(ALS) algorithm to obtain the solution with a larger number of sensors.
Cardoso [12] proposes a method based on the EVD of the symmetric matrix C4x
(N2o ×N2o matrix), which is defined as:
C4x , Cum{x,x∗,x∗,x} = (h¯ h∗) · (h¯ h∗)H (2.31)
where ¯ is the Khatri-Rao Product (column-wise Kronecker product). The EVD of the
symmetric matrix C4x will give us:
C4x = AA
H (2.32)
where A (N2o × Ni) is full rank and has columns that correspond to Hermitian matrices
a1, ...,aNi . This can be done by putting the elements in the column A (totally N
2
o ) into
a size (No × No) matrix column by column. In order to recover h from A, one needs to
find a real (No ×No) orthogonal matrix Q, such that:
AQ = h¯ h∗ (2.33)
where the columns ofAQ correspond to rank-1 matrices in the same fashion as the column
of A. Then, based on the properties of Khatri-Rao product, every column of AQ contains
No weighted copies of one column of the channel matrix h. In [12], theQmatrix is obtained
by the EVD of a single (Ni×Ni) symmetric matrixW with rank one. A improved version
of [12] is proposed in [59], where a more robust simultaneous diagonalization is used to
decompose the rank one symmetric matrix sets {Wi}, i = 1, ..., Ni instead of the EVD of
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a single W. Both methods remain currently mainly conceptual and have not yet been
evaluated by any simulations.
The methods in [23], [56], and [57] all exploit the information in two distinct fourth-
order cumulant matrices (each of size N2o ×N2o ) of the outputs:
C(4;0)x , Cum{x;x;x;x} = (h¯ h) ·D(4;0)s · (h¯ h)T ;
C(2;2)x , Cum{x;x;x∗;x∗} = (h¯ h) ·D(2;2)s · (h¯ h)H ; (2.34)
where D(4;0)s , and D
(2;2)
s are diagonal matrices of size (Ni × Ni), containing the source
autocumulants. Under the assumption that D(4;0)s and D
(2;2)
s are distinct, equation (2.34)
can be solved by either using the Sylvester’s theorem [23]; or using a generalized eigenvalue
problem with the “tensor pencil” (C(4;0)x ,C
(2;2)
x ) [57], which is a high dimension counter-
part of the well known two dimensional “matrix pencil” problem. However, both methods
assume Fourth-Order noncircular sources and, thus, do not apply to the commonly en-
countered circular sources, such as most modulated communication signals. Furthermore,
the theories developed in [23] and [56] can be applied to only three source and two sensor
cases.
The so called “BIRTH” (Blind Identification of mixtures of sources using Redundancies
in the daTa Hexacovariance matrix) method is proposed in [5], which exploits the sixth-
order data statistics of the outputs. The Hexacovariance matrix of the outputs is defined
as:
Hx , Cum{x,x,x,x∗,x∗,x∗} = [h⊗ h⊗ h∗]Hs[h⊗ h⊗ h∗]H (2.35)
where ⊗ is the Kronecker product, and the (N3o ×N3o ) Hx and the (N3i ×N3i ) Hs matrices
are the 6−th order cross-cumulant matrices of x(n) and s(n) respectively. Furthermore,
theHs matrix is diagonal with rank Ni. The method in [5] can identify the channel matrix
of up to Ni = N2o −No + 1 sources for arrays of No sensors with space diversity only, and
up to Ni = N2o for those with angular and polarization diversities. Its extension to an
arbitrary even order is presented in [6]. Although very promising, the methods of [5] and
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[6] suffer a priori from both a higher variance and a higher numerical complexity due to
the use of data statistics with an even order strictly greater than four.
The FOBIUM (Fourth-Order Blind Identification of Underdetermined Mixtures of
Sources) algorithm of [31] exploits the information in the quadricovariance matrix of the
outputs at different delays:
Cx(τ1, τ2, τ3) = [h⊗ h∗] ·Cs(τ1, τ2, τ3) · [h⊗ h∗]H (2.36)
where Cx(τ1, τ2, τ3) is the (N2o ×N2o ) quadricovariance matrix of x(n), and its element is
defined by:
Cxi,xj ,xk,xl(τ1, τ2, τ3) , Cum{xi(n), xj(n− τ1)∗, xk(n− τ2)∗, xl(n− τ3)} (2.37)
The “FOBIUM” method can blindly identify up to Ni = N2o sources out of No different
sensors. It requires sources with different Fourth-Order spectral densities.
Blind methods proposed to identify under-determined memoryless MIMO systems are
not easily extendable to the convolutive case. Unlike the over-determined case, reformu-
lating the convolutive problem as a memoryless one (1.7) will change the problem size
dramatically, thus the identifiability condition will also change. On the other hand, trans-
lating the convolutive problem into a set of memoryless one in frequency domain (1.10)
will preserve the problem size, thus it is possible to apply the aforementioned methods
on each frequency. However, it is much more difficult to solve the frequency dependent
ambiguities as the channel matrix is no longer invertible.
2.2.2 Under-determined Convolutive Case
Due to the difficulty of the problem, the literature on blind identification of convolutive
under-determined MIMO systems is notably sparser, and all of which refer to systems that
either have some special structure, or special No, Ni values.
A convolutive system where the cross channels are just simple delay elements is studied
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in [27]. The convolutive MIMO system is modeled as (for No = 2 case):
x1(n) = s1(n) + s2(n) + · · ·+ sNi(n) + w1(n)
x2(n) = s1(n+ τ1) + s2(n+ τ2) + · · ·+ sNi(n+ τNi) + w2(n) (2.38)
Under certain conditions, those delay τi, i = 1, ..., Ni can be recovered by seeking the peaks
in the higher order cross-spectra. Except for the special channel structure, the method
fails to detect small delays τi.
A 2× 3 convolutive MIMO system is studied in [17]. The convolutive problem is first
transferred into frequency domain, then two distinct tensors are constructed based on the
fourth-order cross-spectra, the obtained tensor pairs have similar form as the cumulants
defined in equation (2.34). Thus, the algorithm from [56] can be applied on each frequency,
the frequency dependent ambiguities can then be solved by the information from both the
SOS and HOS. Similar to the memoryless case, this method can only deal with two outputs
and three inputs case, and cannot be easily extended to other MIMO sizes.
To the best of our knowledge, there is no general framework that can solve blind
identification of a convolutive MIMO system.
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3. Mathematics Preliminaries
3.1 PARAFAC
PARAFAC, also named Canonical Decomposition (CANDECOMP), is a low rank de-
composition of three- or higher-way arrays. It was first was developed in [16] in order
to overcome the rotation problem which exists in two dimensional arrays, and later gen-
eralized in [14], [39, 40, 41],[53],[55]. The PARAFAC decomposition can be thought as
an extension of singular value decomposition to multi-way arrays, where uniqueness is
guaranteed even if the non-diagonal matrices involved are non-unitary.
Just like using matrix to denote two- way array, we will use the word tensor to denote
a three- or higher- way arrays. Let us consider a 3-way tensor X with dimensions J×I×K,
given that its element x is indexed by l, i, j, and the F -components decomposition [48]:
xl,i,j =
F∑
f=1
al,fbi,fcj,f (3.1)
Equation (3.1) expresses the three-way array X as a sum of F rank-one three-way factors,
each one of which is the outer product of three factors.
In a compact form, X can be expressed in terms of its slices Xi (J ×K), i = 1, ..., I
as:
XTi = CDi[B]A
T (3.2)
where A is a I × F matrix with entries ai,f ; B is a J × F matrix with entries bj,f ; C is a
K × F matrix with entries ck,f .
By stacking the slices {XTi , i = 1, ..., I}, we form the JI×L tall matrix, UA, for which
it holds:
UA
4
=

CD1[B]
...
CDI [B]
AT = (B¯C)AT (3.3)
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where ¯ is the Khatri-Rao Product (column-wise Kronecker Product) [77].
Similarly, by slicing the tensor X with respect to the j-th and l-th dimension, and
stacking the slices {Xj , j = 1, ..., J}, or {Xl, l = 1, ..., L}, we respectively form the tall
matrices UB and UC , for which it holds:
UB = (C¯A)BT , UC = (A¯B)CT (3.4)
Under certain conditions, the tensor X can be decomposed uniquely into matricesA,B
and C. These conditions are based on the notion of k-rank [36], [41].
Definition 1: Consider an I×J matrix A. If rank(A) = r then A contains r linearly
independent columns. The matrix A has k− rank kA = l if every l ≤ J columns of A are
linearly independent, but either l = J , or there exist a collection of l+1 linearly dependent
columns in A.
Note that the kA ≤ rank(A) ≤ min(I, J).
Theorem 1: [41], [53],[77] Let X be a tensor whose slice Xi is given as in (3.2). X
can be decomposed into A,B and C uniquely up to permutation and scaling ambiguities if
kA + kB + kC ≥ 2F + 2 (3.5)
According to [16],[41], [53],[77], if the k-rank of matrices A,B and C, respectively,
kA, kB, kC satisfy kA + kB + kC ≥ 2F + 2, the tensor X can be decomposed uniquely into
A,B and C within some permutation and scalar ambiguities, i.e., APΛ1, BPΛ2, CPΛ3,
where P is a permutation matrix, and Λi are complex diagonal matrices that satisfy:
Λ1Λ2Λ3 = I (3.6)
The PARAFAC Decomposition idea can be generalized to a K-way array of dimension
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(I1 × I2 × · · · × IK) with element given as:
xi1,...,iK =
F∑
f=1
K∏
k=1
a
(k)
ik,f
(3.7)
Let A(k) be a matrix with elements a(k)ik,f , where ik ∈ [1, Ik].
UA(1) = (A
(2) ¯A(3) ¯ · · · ¯A(K))(A(1))T (3.8)
A sufficient condition for the K-way array X to have a unique decomposition up to a
diagonal and a common permutation ambiguity is [76]:
K∑
n=1
k(A(n)) ≥ 2F + (K − 1) (3.9)
Several algorithms exist for decomposing X into K factors A(1), ...,A(K) within a
common permutation ambiguity and individual scalar ambiguities. The most widely used
method is the Alternative Least Squares (ALS) algorithm [41], which is a Least-squares
driven method. For the decomposition of 3rd-order tensors, the COMplex parallel FACtor
analysis (COMFAC) approach is a fast least square PARAFAC algorithm applied on a
compressed version of the data [77].
3.2 Cumulant and Higher-Order Spectra
The joint Cumulant (or semi-invariants) of the same set of random variables, are
defined as the coefficients in the Taylor expansion of the second c.f. around zero [65]:
Cum[xk11 , x
k2
2 , ..., x
kn
n ] , (−j)K
∂KΨ(ω1, ω2, ..., ωn)
∂ωk11 ∂ω
k2
2 , ..., ∂ω
kn
n
(3.10)
where
∑n
i=1 ki = K.
The general relationship between moments of {x1, x2, ..., xn} and joint cumulants
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Cum[x1, x2, ..., xn] of order K = n is given by [65]:
Cum[x1, x2, ..., xn] =
∑
(−1)p−1(p− 1)!E{
∏
i∈q1
xi} · · ·E{
∏
i∈qp
xi} (3.11)
where the summation is conducted over all the possible partitions (q1, q2, ..., qp), p =
1, 2, ..., n, of the integer set (1, 2, ..., n).
For complex random process, depending on where we put the conjugate “∗” operation,
the K−th order cumulant sequence has more than one definition. In the context of this
dissertation, we will use the following cumulant definition:
cKx1,x2,...,xK , Cum[x1, x
∗
2, x3, x
∗
4, ...] (3.12)
For a stationary process {x(k)}, k = 1, ...,K, the K−th order cross-cumulants are
(K − 1)− dimension functions [65]:
cKx1,x2,x3,...(τ1, τ2, ..., τK) , Cum[x1(n), x
∗
2(n+ τ1), x3(n+ τ2), ...] (3.13)
The cross-cumulant spectra are defined as the multidimensional Fourier transform of
the corresponding cross-cumulants[65]:
Cx1,x2,...,xK ,
∑
τ1
∑
τ2
· · ·
∑
τK
cx1,x2,...,xK (τ1, τ2, ..., τk)exp{−j(k1τ1 + k2τ2 + k3τ3 + · · · )}
We next provide a list of all the assumptions related with the cumulant and cumulant-
spectra considered in this dissertation.
T1) Each si(.) is a zero mean, non-symmetrically distributed, independent identically
distributed (i.i.d.), stationary process. The si’s are mutually independent.
T2) ni(.), i = 1, ..., No are zero mean Gaussian stationary random processes with variance
σ2n, mutually independent and independent of the inputs.
T3) Each si(.) has nonzero, finite skewness γ3si = Cum[si(n), s
∗
i (n), si(n)].
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T4) Each si(.) has nonzero, finite kurtosis γ4si = Cum[si(n), s
∗
i (n), si(n), s
∗
i (n)].
H5) Each si(.) has nonzero, finiteKth-order cumulant γKsi = Cum [si(m), s
∗
i (m), si(m), s
∗
i (m), · · · ]︸ ︷︷ ︸
K
.
Assumption (T1) guarantees that the inputs are independent, which is the basic as-
sumption for almost all blind identification problems. Assumption (T2) is needed in order
for additive noise to be suppressed in the higher-order cumulant domain. Assumptions
(T3)-(H5) guarantee that the third-, fourth- and Kth− order cumulants of the inputs are
not identically zero, which are common assumptions for methods using the corresponding
order of statistics.
3.2.1 3rd order Statistics
Under assumptions (T1)-(T3), the third-order cross-cumulants of the system outputs,
{xl(n), xi(n), xj(n)} [65] equal:
c3lij(τ1, τ2)
4
= Cum[xl(n), x∗i (n+ τ1), xj(n+ τ2)], |τ1|, |τ2| < L
=
Ni∑
p=1
γ3sp
L−1∑
m=0
hlp(m)h∗ip(m+ τ1)hjp(m+ τ2), (3.14)
where l, i, j ∈ [1, ..., No].
The N ×N discrete-frequency cross-spectra (also called cross-bispectrum ) of {xl(k),
xi(k), xj(k)} is the two-dimensional Discrete Fourier transform of c3lij(τ1, τ2), and equals:
C3lij(k1, k2) =
Ni∑
p=1
γ3spHlp(−k1 − k2)H∗ip(−k1)Hjp(k2), k1, k2 = 0, ..., N − 1. (3.15)
For fixed k1, k2, C3lij(k1, k2) can be viewed asb the (l, i, j)-th element of tensor C3(k1, k2)
(No ×No ×No).
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3.2.2 Extension to 4th order and Kth order Statistics
Based on the assumption (T1),(T2) and (T4), the 4th order cross cumulant of the
received signals equals [65]:
c4ijlm(τ1, τ2, τ3)
4
= Cum[xi(n), x∗j (n+ τ1), xl(n+ τ2), x
∗
m(n+ τ3)]
=
r∑
p=1
γ4sp
L−1∑
q=0
hiph
∗
jp(q + τ1)hl1p(q + τ2)h
∗
l2p(k + τ3) (3.16)
where γ4sp = Cum[sp(m), s
∗
p(m), sp(m), s
∗
p(m)] is the 4
th order cumulant of sp(.). The dis-
cretized 4th order cross-spectrum, defined as the three dimensional DFT of c4ijlm(τ1, τ2, τ3)
equals [65]:
C4ijlm(k1, k2, k3) =
r∑
p=1
γ4siHip(−k1 − k2 − k3)H∗jp(−k1)Hlp(k2)H∗mp(−k3). (3.17)
Similarly, under assumption (T1), (T2) and (T5), the discretized Kth-order cross-
spectrum, defined as the K − 1 dimensional DFT of the Kth-order cross cumulant
cK
i(1),i(2),···i(K)(τ1, τ2, · · · , τK−1) equals [65]:
CK
i(1),i(2),···i(K)(k1, k2, · · · , kK−1) =
Ni∑
p=1
γKsiHi(1)p(−
K−1∑
i=1
ki)H∗i(2)p(−k1)Hi(3)p(k2)H∗i(4)p(−k3) · · ·
(3.18)
Generally speaking, for fixed k1, ..., kK−1, CKi(1),i(2),···i(K)(k1, k2, · · · , kK−1) can be viewed
as the i(1), i(2), · · · i(K)-th element of tensor CK(k1, ..., kK−1) (No ×No × · · · ×No︸ ︷︷ ︸
K
).
Later on, we will use the formulations of the cross-spectra established here to solve
the blind covolutive MIMO identification problem.
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4. Blind Identification for Over-determined MIMO System Based on
PARAFAC Decomposition of Higher-order Output Tensors
In this chapter, we present a novel approach for the identification of a over-determined
convolutive MIMO system driven by white, mutually independent unobservable inputs.
Samples of the system frequency response are obtained based on Parallel Factorization
(PARAFAC) of three- or four-way tensors constructed respectively based on third- or
fourth-order cross-spectra of the system outputs. The main difficulties in frequency do-
main methods are frequency dependent permutation and filtering ambiguities. We show
that the information available in the higher-order spectra allows for the ambiguities to
be resolved up to a constant scaling and permutation ambiguities and a linear phase
ambiguity. Important features of the proposed approaches are that they do not require
channel length information, need no phase unwrapping, and unlike the majority of existing
methods, need no pre-whitening of the system outputs.
This chapter is organized as follows. In Section 4.1 we formulate the problem and list
all required assumptions. In Section 4.2 we present the main results based on third-order
statistics. In Section 4.3 we extend the previous results to employ 4-th order statistics.
Implementation issues are discussed in Section 4.4 and potential applications are discussed
in Section 4.5. Simulation results on estimation performance are given in Section 4.6.
Finally, concluding remarks are made in Section 4.7.
4.1 Problem Formulation
Let us consider the over-determined convolutive MIMO problem described in equation
(1.1), i.e., L > 1 and No ≥ Ni.
The blind identification problem consists of finding the unknown mixing filters h(l),
within some trivial ambiguities, i.e., permutation, scaling and circular shift ambiguities,
given the observation sequences x(n). Here we will propose a novel frequency domain
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method, which can reach the best achievable estimate defined in (1.11).
We next provide a list of all the assumptions considered in this chapter. The subset
of assumptions that will be needed in each case will be stated along with the proposed
methods.
• H0) Either the number of source Ni is known, or we know that the number of output
No is strictly larger than the number of input Ni.
• H1) Each si(.) is a zero mean, non-symmetrically distributed, independent iden-
tically distributed (i.i.d.), stationary process with nonzero, finite skewness, i.e.,
γ3si = Cum[si(n), s
∗
i (n), sp(n)]. The si’s are mutually independent.
• H2) The matrix H(k) is invertible for all k = 0, ..., N − 1.
• H3) The k-rank of H(k) satisfies: 3kH ≥ 2Ni + 2 for every k.
• H4) ni(.), i = 1, ..., No are zero mean Gaussian stationary random processes with
variance σ2n, mutually independent and independent of the inputs.
• H5) Each si(.) is a zero mean, independent identically distributed (i.i.d.), stationary
process with nonzero, finite kurtosis. The si’s are mutually independent.
• H6) The k-rank of H(k) satisfies: 4kH ≥ 2Ni + 3 for every k.
Discussion on assumptions- Assumption (H1) guarantees that there are non-zero sam-
ples in the third-order cumulant sequence of the system output. It will be used in the
proposed methods that involve third-order statistics.
Assumption (H2) requires that the channel matrix H(k) is full column rank for all k’s.
As it will be seen later, this is the strongest channel assumption made by the methods
to be proposed, but still, it is less stringent than the assumptions made in [18]. We note
that time-domain methods do not require such assumption, however, they require channel
length information and are sensitive to length mismatch. A matrix whose columns are
drawn independently from an absolutely continuous distribution is both full rank and full
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k-rank with probability one [77]. Thus, if the elements of matrix h(n) are independent
for all n, h(n), and thus also H(k), are full rank and also full k-rank. In the latter case,
condition (H3) is equivalent to requiring that 3min(Ni, No) ≥ 2Ni + 2. For Ni ≤ No
(H3) is satisfied for Ni ≥ 2. Assumption (H4) is needed in order for additive noise to
be suppressed in the higher-order cumulant domain. Assumption (H5) requires that the
fourth-order cumulants of the inputs are not identically zero. Assumption (H5), unlike
assumption (H1), is satisfied by most communication signals. Under (H2), and assuming
that Ni ≤ No (H6) is satisfied for Ni ≥ 2.
Note: we need to know the number of source Ni, unless the number of output No is
strictly larger than Ni.
4.2 Channel Estimation
Here we will consider the tensors C3(−m+rδ, δ), r = 0, 1, 2, .., N−1, for some constant
m, δ. The elements of tensor C3(−m+ rδ, δ) is the cross-spectra C3lij(−m+ rδ, δ) defined
in (3.15) with k1 = −m + rδ, k2 = δ. The choice of δ,m will affect the estimation result.
The criterion for selection of these parameters will be discussed in a later section.
In the following, we will show that how these tensors can be used to recover H(m −
rδ − 2δ) for each r.
The l-th slice of that tensor equals:
C3l (−m+ rδ, δ) = H∗(m− rδ)Γ3Dl[H(m− rδ − δ)]HT (δ), (4.1)
where Γ3 = Diag{γ3s1 , ..., γ3sNi}.
Let us define:
Ar
4
= H(m− rδ − δ) (4.2)
Br
4
= H∗(m− rδ)Γ3 (4.3)
Cr
4
= H(δ) (4.4)
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Under assumption (H3) and via Theorem 1, the tensor C3(−m+rδ, δ) can be decomposed
into:
Aˆr = ArP1rΛ1r Bˆr = BrP2rΛ2r Cˆr = CrP3rΛ3r. (4.5)
where Pir is a permutation matrix, and Λir is a complex diagonal matrix. Both Pir and
Λir depend on δ and m, however, since in the sequel we will only vary r, that dependence
is not shown mainly for notational convenience.
If N and δ are not co-prime integers, then Ar,Br,Cr, Aˆr, Bˆr, Cˆr will be periodic with
period Nδ . In that case, by varying r, Ar or Br provide
N
δ independent samples of the
system frequency response matrix. Since for the recovery of an impulse response of length
L we only need L frequency response samples, as long as Nδ > L, we can still recover the
channel matrix. However, the more frequency domain samples we obtain, the lower the
estimation error in the system impulse response will be.
On the other hand, if N, δ are co-prime integers, Ar,Br are periodic with period N .
As r takes values from 0 to N −1, Ar becomes equal to the samples of the channel matrix
starting from sample m − δ, and moving to the left in steps of δ. Due to the periodic
extension of the DFT, and since N, δ are co-prime, eventually all samples of the channel
matrix will be visited. Aˆr, Bˆr will also be periodic, thus Λ1r,Λ2r will be periodic with
period N .
Proposition 1. Consider the PARAFAC decomposition of the tensor C3(−m+rδ, δ) into
Aˆr, Bˆr, Cˆr, as defined in (4.5). Under assumption (H3) it holds:
P1r = P2r = P3r = Pr, Λ2rΛ1rΛ3r = I (4.6)
The proof of Proposition 1 can be found in [41], [77]. For the reader’s convenience it
is also given in Appendix A.1.
According to Proposition 1, the decomposition of C3(−m + rδ, δ) results in the same
permutation ambiguity, Pr, in all three terms, Aˆr, Bˆr, Cˆr. Noting that Cr is independent
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of r (see eq. (4.4)), it turns out that the permutation ambiguity in the decomposition of
C3(−m+rδ, δ) for different r’s can be made independent of r. Consider the operation that
normalizes the elements of matrix Cˆr so that its first row consists of ones. The normalized
matrix equals: ˜ˆCr = Cˆr(D1[Cˆr])−1. The permutation of
˜ˆCr with respect to
˜ˆC0 equals
˜ˆC
−1
0
˜ˆCr.
Let us column-order Aˆr, Bˆr, Cˆr according to the order of columns of Cˆ0 for all r. The
column-ordered components are:
Aˆ′r
4
= Aˆr
˜ˆC
−1
r
˜ˆC0 = ArPΛ1r = H(m− rδ − δ)PΛ1r (4.7)
Bˆ′r
4
= Bˆr
˜ˆC
−1
r
˜ˆC0 = BrPΛ2r (4.8)
Cˆ′r
4
= Cˆr
˜ˆC
−1
r
˜ˆC0 = CrPΛ3r (4.9)
where P is a constant permutation matrix.
4.2.1 Channel estimation based on decomposition of multiple tensors
Multiple PARAFAC decomposition (MPD) approach
Equation (4.7) indicates that, under assumption (H3), the decomposition of tensors
C3(−m+ rδ, δ), r = 0, ..., N − 1, followed by column ordering of the matrix components,
yields H(m − rδ − δ), r = 0, ..., N − 1 within a constant permutation ambiguity and a
diagonal scalar ambiguity Λ1r. As a result of the latter ambiguity, all elements of the
i-th column of h(n) will be recovered within the same filtering ambiguity. We will refer
to this estimation approach as MPD-FA (muliple PARAFAC decomposition with filtering
ambiguity). The latter ambiguity would be reflected as filtering ambiguity on each input,
and could be resolved using a single-input single-output (SISO) blind channel estimation
approach.
It is interesting to note that MPD-FA also applies to MIMO systems that have more
inputs than outputs. In such cases H(k) is a fat matrix. Assuming that the channel
matrix elements are random and independent, then the k-rank of H(k) would be kH =
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min{No, Ni} = No and requirement (H3) would become:
3kH = 3No ≥ 2Ni + 2, (4.10)
In other words, there are values of No, Ni for which PARAFAC still yields unique decom-
position, e.g., No = 4, Ni = 5 or No = 6, Ni = 8.
If in addition to (H3) assumption (H2) is also satisfied, then the diagonal frequency
dependent scaling ambiguity can be reduced to a fixed diagonal scaling ambiguity. This
can be achieved via the iteration defined in the following proposition. We should note
that (H2) cannot be satisfied by a MIMO system with more inputs than outputs.
Proposition 2. For some fixed m, δ in [0, N − 1], N, δ co-prime, and under assump-
tions (H1)-(H4), consider the PARAFAC decomposition of tensors C3(−m + rδ, δ), r =
0, ...., N − 1. Let Aˆ′r, Bˆ′r, Cˆ′r be the corresponding column re-ordered components.
For
Q(r) = Aˆ′rCˆ
−1
0 Cˆ
′
r(Q
−1(r − 1))∗Bˆ′r, r = 1, ..., N − 1 (4.11)
Q(0) = Aˆ′0 (4.12)
it holds:
Q(r) = H(m− rδ − δ)PK((r))2ej(Φ1+rΦ2), r = 0, ..., N − 1 (4.13)
where K0,K1 are diagonal matrices with positive elements, and Φ1,Φ2 are diagonal ma-
trices.
The proof of Proposition 2 is given in Appendix A.2.
Equation (4.13) provides H(m − rδ − δ) within a fixed permutation matrix, a diago-
nal matrix that assumes a different fixed value depending on whether r is odd or even,
and a phase diagonal ambiguity which depends on r. Since the DFT domain contains
enough redundancy, using the even or odd samples of the channel matrix would suffice for
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recovering the system impulse response, as long as N > 2L.
Considering (4.13) for r even (or odd), and comparing to (4.7), we can see that there is
a frequency dependent diagonal ambiguity in both (i.e., Λ1r and ej(Φ1+rΦ2), respectively)
but in (4.13) that ambiguity has unit modulus. Although both ambiguities can be resolved
using a SISO approach, as it will be evident in Section 4.6, unit modulus is the ambiguity
type for which it is easier to compensate.
Going one step further, we next show that the phase termΦ2 can actually be computed
within an integer multiple of 2pi and/or an integer multiple of 2piN .
Consider Q(N+ i) for some i ∈ [0, N−1] as given in (4.13). For N, δ co-prime it holds:
Q(N + i) = H(m− (N + i)δ − δ)PK((N+i))2ej(Φ1+(N+i)Φ2)
= H(m− iδ − δ)PK((N+i))2ej(Φ1+(N+i)Φ2) (4.14)
Q(i) = H(m− iδ − δ)PK((i))2ej(Φ1+iΦ2) (4.15)
Combining (4.14) and (4.15) we get:
Q−1(N + i)Q(i) = K−1((N+i))2K((i))2e
−jNΦ2 (4.16)
Thus, Q−1(N + i)Q(i) is a diagonal matrix; if N is even, it has unit modulus, otherwise
its modulus depends on whether i is odd or even.
Let us consider N to be even, and δ to be co-prime to N . Under (H1)-(H4), H(m −
rδ − δ) can be obtained within trivial ambiguities as:
Hˆ(m− rδ − δ) 4= Q(r)[Q−1(N + i)Q(i)]r/N , r = 0, ..., N − 1 (4.17)
= H(m− rδ − δ)PK′((r))2ej(Φ1+
2pi
N
kr) (4.18)
where i is some integer in [0, N−1]; k : integer; andK′((r))2
4
= K((r))2 [K
−1
((N+i))2
K((i))2 ]
r/N ,
i.e., it is a diagonal matrix with positive elements taking two different values depending
on whether r is even or odd.
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At the starting point of the iteration of Proposition 2, A′0 is needed. This is a function
of H(m − δ). Therefore, we can choose m so that we start the iteration with a well
conditioned matrix. Let us take m − δ = Rδ, where R is some integer. Then (4.17) can
be written as:
Hˆ(−rδ) = Q(r +R)[Q−1(N + i)Q(i)](r+R)/N , r = −R, ..., N − 1−R (4.19)
= H(−δr)PK′((r+R))2ej(Φ
′
1+
2pi
N
kr) (4.20)
where Φ′1 = (Φ1 +
2pi
N kR).
Let us re-order the samples of Hˆ(−rδ), r = −R, ..., N−1−R, i.e., form Hˆ(−((r))Nδ), r =
0, ..., N − 1 Applying an N/2-point IDFT on the even samples of the latter sequence we
get:
hˆ(n) = h−δ((n+ k))N/2PK′((R))2e
jΦ′1 (4.21)
which is an upsampled by −δ version of h(n) circularly shifted by k. By downsampling
hˆ(n) by −δ we can get a circularly shifted version of h(n).
We will refer to the above channel estimation methods as the multiple PARAFAC
decomposition (MPD) approach. A summary of MPD is given in Fig. C.2.
4.2.2 Channel estimation based on a single PARAFAC decomposition: The
SPD approach
Proposition 3. Assume that (H2), (H4) hold and that Ni ≤ No with Ni ≥ 2. For some
δ ∈ [0, ...N − 1], with N, δ co-prime, consider the PARAFAC decomposition of tensor
C3(−m, δ) resulting in components Aˆ0, Bˆ0, Cˆ0.
For r = 1, 2, ...N − 1, define:
Fl(r)
4
= (F∗(r − 1))−1C3l (−m+ rδ, δ)(CˆT0 )−1, l = 1, ..., No (4.22)
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where
F(r)
4
= [diag(F1(r)), ..., diag(FNo(r))]
T (4.23)
F(0) = A0 (4.24)
It holds:
F(r) = H(m− rδ − δ)PK((r))2ej(Φ1+rΦ2) (4.25)
where Φ1,Φ2 are diagonal matrices and K1,K0 are diagonal matrices with positive ele-
ments.
The phase ambiguity Φ2 can be solved along the lines of (4.16), where Q(r) is replaced
with F(r).
Again, taking m− δ = Rδ, where R is some integer we get:
Hˆ(−rδ) = F(r +R)[F−1(N + i)F(i)](r+R)/N , r = −R, ..., N − 1−R (4.26)
= H(−δr)PK′((r+R))2ej(Φ
′
1+
2pi
N
kr) (4.27)
where Φ′1 = (Φ1 +
2pi
N kR).
Finally, the channel impulse response matrix can be obtained as in (4.21).
The above proposition provides a method for estimating the system response. We will
refer to that methods as the single PARAFAC decomposition (SPD) method, a summary
of which is given in Fig. C.3. We should note that the channel assumptions for this
approach are just a subset of those in [18].
The SPD method is computationally simpler than the MPD approach.
4.3 Extensions to 4-th order statistics
The ideas presented above can be extended to higher-order statistics. We next discuss
the extension to fourth-order statistics.
There are two approaches one could follow. The first is based on a trilinear decom-
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position of a three-way tensor formed based on 4−th order spectra given by (3.17) where
k1, k2, k3, and m are fixed. Let C4m(k1, k2, k3) denote a three dimensional tensor whose
(i, j, l)th element is equal to C4ijlm(k1, k2, k3). Its l-th slice equals:
C4lm(k1, k2, k3) = H(−k1 − k2 − k3)Γ4Dl[H(k2)Dm[H∗(−k3)]]HH(−k1) (4.28)
Here Γ4 = Diag{γ4s1, ..., γ4sNi} and Dm[H
∗(−k3)] is a diagonal matrix, whose diagonal
entries are equal to mth column of H∗(−k3). Now (4.28) is similar to equation (4.1), so
the results presented in the previous section are directly applicable.
However, the above approach does not exploit all information available in fourth order
statistics. Alternatively, we can use four dimensional PARAFAC decomposition.
Consider a 4-way tensor X 4 with dimensions J × I × L ×M and the F-component
decomposition:
xi,j,l,m =
F∑
f=1
ai,fbj,fcl,fgm,f (4.29)
for i = 1, ..., I, j = 1, ..., J, l = 1, ..., L, m = 1, ...,M . Let A,B,C,G, be matrices with ele-
ments ai,f , bj,f , cl,f , gm,f , respectively. Given X 4, the matrices A,B,C and G are unique
up to permutation and complex scaling of columns provided that [76]
kA + kB + kC + kG ≥ 2F + 3. (4.30)
In a compact form, X can be expressed in terms of its slices Xil(J ×M) as:
Xil = BDi[ADl[C]]GT . (4.31)
For our case, let us consider the 4-way tensor C4(k1, k2, k3) whose (i, j, l,m)-th element
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equals C4i,j,l,m(k1, k2, k3), and define:
A0
4
= H(k2) (4.32)
B0
4
= H(−k1 − k2 − k3)Γ4 (4.33)
C0
4
= H∗(−k3) (4.34)
G0
4
= H∗(−k1) (4.35)
The PARAFAC decomposition on C4(k1, k2, k3) yields:
Aˆ0 = A0P10Λ10 Bˆ0 = B0P20Λ20 Cˆ0 = C0P30Λ30 Gˆ0 = G0P40Λ40. (4.36)
As in the third-order cumulant case, it can be shown that:
P10 = P20 = P30 = P40 = P, Λ10Λ20Λ30Λ40 = I. (4.37)
Proposition 4. Assume (H2),(H4),(H5), Ni ≤ No and No ≥ 2. For some fixed k1, k2, k3
in [0, N−1], with (k1+k2), N co-prime, consider the tensor C4(k1, k2, k3). Let Aˆ0, Bˆ0, Cˆ0, Gˆ0
be the components of its PARAFAC decomposition.
For i, l ∈ [0, ..., N0], define:
F4il(r)
4
= (F4∗(r − 1))−1C4il(k1, k2, k3 − r(k1 + k2))(GˆT0 )−1, r = 1, 2, ..., N − 1(4.38)
F4(0) = Cˆ∗0 (4.39)
Construct
F4l (r)
4
= [diag(F41l(r)), ..., diag(F
4
Nol(r))]
T (4.40)
F4(r)
4
= [Aˆ−10 diag(F
4
1(r)), ..., Aˆ
−1
0 diag(F
4
No(r))]
T (4.41)
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It holds:
F4∗(r) = H(−k3 + r(k1 + k2))PS((r))2ej(−Φ
4
1+(r+1)(Φ
4
2)). (4.42)
where Φ41,Φ
4
2 are constant diagonal matrices, and S1,S0 are diagonal matrices with posi-
tive elements.
The proof is given in Appendix A.4.
By setting m = −k3 and δ = −(k1 + k2), (4.42) can be rewritten as
F4∗(r) = H(m− rδ)PS((r))2ej(−Φ
4
1+(r+1)(Φ
4
2)). (4.43)
Similar to (4.25), equation (4.43) provides the the even- or odd-indexed samples of the
system frequency response within a phase and constant permutation and ambiguities. We
should take m to be an integer multiple of δ to facilitate resolution along the line of eq.
(4.25).
Proposition 4 provides a method to obtain the MIMO system response using fourth-
order statistics. We will refer to this method as the fourth-order SPD method.
4.4 Implementation issues
As already discussed, N, δ should be taken to be co-prime. To facilitate phase recovery,
N should be taken to be even. Also, m should be taken as an integer multiple of δ.
When implementing the MPD method, to facilitate the column re-ordering step we
should pick δ so that it maximizes the minimum Euclidean distance between the columns
of Cˆ0(D1[Cˆ0])−1 (normalized Cˆ0).
In both MPD and third-order cumulants based SPD, since we are using the inverse of
Cˆ0 we should pick δ so that the smallest eigenvalue of Cˆ0 is as large as possible. Also,
Aˆ0 should be a well conditioned matrix.
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If all cross-channels occupy approximately the same frequency rage, we can use the
power spectrum matrix trace to identify the high energy region of the power spectrum.
Then, we can experiment with different values of m, δ from that region, by performing
PARAFAC decomposition of C3(−m, δ) examining the resulting Cˆ0 and Aˆ0.
For the fourth-order cumulants based estimation, let us set m = −k3 and δ = −(k1 +
k2). According to eq. (4.38) we need to compute the inverse of Gˆ(0)T = HT (−k1) for
every iteration. Thus, we should pick −k1 to lie in the high energy area of the power
spectrum of the output. Cˆ(0) should also be well conditioned. We can always set k2 = 0
and choose both δ = −k1 and m = −k3 = Rδ = −Rk1 from the high energy area. This
can enable phase recovery as in the third-order case, where the parameter m should be
taken as an integer multiple of δ.
4.5 Potential applications
MIMO problems that can be solved using third-order statistics arise in polarimetric
calibration of radar images, where inputs corresponding to several transmit-receive pairs
of polarizations are observed through FIR distortion filters [72],[29]. Synthetic aperture
imaging (STA) is a technique that has shown promise in medical imaging applications [32].
In STA an image is created by making a number of consecutive defocused transmissions
from different locations of the aperture, and an image is formed from every single element
transmission. Again here, image recovery can be formulated as a MIMO problem [38].
Separation of two or more speakers based on the output of multiple microphones can
also be posed as a MIMO problem. In this case the channels represent acoustic impulse
responses. Site response analysis based on free surface recordings can be viewed as a
MIMO problem. The channels represent path reflectivities and the inputs are seismic
signals at some depth [102].
When applying the proposed third-order statistics based methods to the aforemen-
tioned cases, a point of concern is the validity of assumption (H2), i.e., the condition
number of matrix H(k) for each k. In cases where the channel coefficients represent at-
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tenuation of various paths, e.g., speaker separation, site response analysis, it is reasonable
to assume that (H2) will hold.
Due to complexity considerations, one would employ fourth-order statistics for MIMO
system estimation only in cases where third-order statistics are not applicable. Multiuser
multipath communications is one such case [61], [66]. Since most communications signals
are symmetrically distributed, their third-order cumulants are identically zero. Again, the
elements of channel matrix represent attenuation of various paths and can be assumed
independent [77] thus satisfying assumption (H2).
4.6 Simulations
In this section, we demonstrate the performance of the proposed approaches.
In all cases the additive noise processes were white, zero-mean, complex Gaussian with
identical variances and they were independent of the source signals.
The sample cross-cumulant estimates were windowed by a Hamming window of size
Le × Le for third-order cumulants, or Le × Le × Le for fourth-order cumulants, where Le
is an upper bound for the channel length (Le > L). The data length used to obtain the
cross-cumulant estimates is denoted by T . The channel impulse response was obtained as
the Le-samples long segment (modulo N/2) with the maximum energy.
In most practical applications the channels are bandpass signals. For this reason we
conducted our simulations using channels generated as:
hij(n) = r1sinc(0.25(n− 2)) + r2sinc(0.25(n− 1)), i, j = 1, 2 (4.44)
where the ri’s are zero-mean Gaussian random variables. By varying the ri’s we can
generate multiple bandpass channels and the performance of the proposed methods can
be looked at as the average of the performance of all different channels.
We should note that bandpass channels are not the easiest possible case for the pro-
posed methods, since for certain frequencies H(k) can have a large condition number.
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For each channel estimation we performed Mc Monte Carlo simulations. The normal-
ized mean-square error (NMSE) was used as a performance index, i.e.,
NMSEij
4
=
1
Mc
∑Mc
l=1
∑Le−1
k=0 (hˆij(k)− hij(k))2∑Le−1
k=0 (hij(k))2
. (4.45)
where hˆij(k) denotes the channel estimate.
In the simulations, the channel estimate was extracted as the Le-sample long segment
(its lags taken modulo N/2) that corresponded to the most significant energy part. The
permutation and scaling ambiguities were then solved by comparing the estimated channel
with the real one. That was only done for the purpose of evaluating the performance of
the proposed method.
The overall NMSE (ONMSE) was then obtained by averaging over all subchannels,
i.e.,
ONMSE
4
=
1
NiNo
No∑
i=1
Ni∑
j=1
NMSEij . (4.46)
For the decomposition of 4-way tensors, we use the ALS algorithm [41], which is
a Least-squares driven method, and can be used to decompose K-way tensors, where
K ≥ 3. The basic idea for behind the ALS method is very simple: For a K-way tensor,
first, we give random initialization for the K matrices A(k), k = 1, ...,K; then each time,
we calculate the least squares estimate of one matrix conditioned on previously obtained
remaining matrices; then we move on to update another matrix; finally we will get the
converged solution by repeating the process. On the other hand, for the decomposition of
3rd-order tensors we use the COMFAC approach, which is a fast least square PARAFAC
algorithm applied on a compressed version of the data [77]. The MATLAB codes were
downloaded from
http : //www.ece.umn.edu /users/nikos/public html/ 3SPICE/code.html.
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4.6.1 Estimation using third-order statistics
Here the inputs were taken to be i.i.d. single-sided and exponentially distributed. The
cross-third-order spectrum was estimated via the indirect class method [65]. The MPD
and SPD methods were applied as described in Figs. C.2 and C.3. To avoid getting a
reversed version of h we used negative δ.
When applying the SPD method, the following modification of (4.22) resulted in better
performance:
Fl(r)
4
= ((CˆT0 )(C
3
l (−m+ rδ, δ))−1F∗(r − 1))−1, l = 1, ..., No (4.47)
This is because, for the case where No = Ni the bispectrum estimate, C3l (−m + rδ, δ)
contains less errors that the estimate channel F∗(r− 1). If No > Ni, C3l (−m+ rδ, δ) is no
longer invertible and one would still use (4.22).
Decoupling of Inputs Followed by SISO Equalization - We mentioned in Proposition (1)
that the channel estimate Aˆ′r of (4.2) can be used to decouple the input signals, leaving a
filtering ambiguity in each input. Then we can apply an SISO equalizer to solve for that
ambiguity. This was implemented as follows. Based on the system estimate we applied a
zero-forcing equalizer to the system outputs. We then used the SISO simplification of the
MIMO approach of [88] in order to cancel the filtering ambiguity in each recovered input.
We chose the method of [88] mainly because it is one of the few time domain methods
that are not sensitive to the channel length overestimation.
The channel hˆ(n−m) was subsequently estimated by cross-correlating the recovered
input vector, sˆ(n−m) with the output vector x(n) for various values of m.
Example 1: Selection of parameters
In the following we discuss parameter selection and show the effect of various param-
eters on estimation performance.
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We considered a 2× 2 MIMO channel of length L = 6 produced based on (4.44). The
channel taps were:
h11(1..L− 1) = [0.0827, −0.0830, −0.2204, −0.1641, 0..2290, 1.0000]T
h12(1..L− 1) = [0.3571, 0.3281, 0.0596, −0.3757, −0.7997, −1.0000]T
h21(1..L− 1) = [−0.2299, −0.3280, −0.2302, 0.0888, 0.5517, 1.0000]T
h22(1..L− 1) = [−0.1625, −0.1669, −0.0384, 0.2343, 0.6090, 1.0000]T (4.48)
We used data length T = 8000, signal-to-noise ratio SNR = 20dB, N = 128, Le = 10.
We performed PARAFAC decomposition of C3(−m, δ) for m = 0 and all the allowable
values of δ’s, i.e., δ = −N + 1,−N + 3, ..,−3,−1, and computed the minimum Euclidean
distance between the columns of Cˆ0(D1[Cˆ0])−1. The average of that distance correspond-
ing to 5 independent input realizations is shown in Fig. C.4. The true minimum distance,
which was calculated based on H(δ)(D1[H(δ)])−1, is also shown on the same figure. Fig-
ure C.4(b) shows the power spectrum trace of the system output, and also the true power
spectrum trace, i.e., trace{H(k)H(k)H}. Comparing Figs. C.4 (a) and (b) we see that
the estimate of the distance corresponding to a δ taken in the low power spectrum trace
region is not always accurate. Therefore, it is preferable to always choose δ from the high
power spectrum trace region. Based on Fig. (C.4) one can see that the best value for δ is
−11.
To illustrate the effect of choosing different δ’s and m’s we show in Fig. C.5 the
ONMSE for the SPD method corresponding to different combinations of m, δ, where m
was always taken to be an integer multiple of δ. It can be seen that the selection of δ
is more critical than that of m. The behavior of the MPD approach with m, δ was very
similar to that of Fig. C.5.
In Fig. C.6 we show the ONMSE performance based on 50 Monte Carlo runs for the
MPD and SPD methods. We used Le = 10,m = δ = −11, T = 8000 and N = 128 for
all the cases. As a reference point, we also show the error corresponding to the channel
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estimate for the case of known input. The channel estimate in this case was found by
cross-correlating the system output vector with the known input vector, and is referred
to as the ideal channel estimate. The corresponding ONMSE was taken here as the lower
bound. One can see that the SPD method yields lower error as compared to the MPD
one, and is of course less computationally intensive.
The estimation and cancelation ofΦ2 (see eq. (4.16)) is sometimes a sensitive step that
leaves some diagonal filtering ambiguity in the channel matrix. This can be mitigated by
using a SISO method. In Fig. C.6 we also show the results for the MPD and SPD method
with the SISO equalizer of [88], where one can see the improvement in performance. The
equalizer length was set to 15 taps in all cases.
In Fig. C.7, we show the ONMSE as a function of SNR for both MPD and SPD
methods for different values of T and Le. It can be concluded from the figure that the
estimation improves by increasing the data length T. As for the extended channel length,
we can see that although the error is smaller when Le = L = 6, the difference is not
significant, indicating that the proposed methods do not depend critically on channel
length information.
Example 2: Performance over a large number of channels and comparison with
existing methods
To render the comparisons independent of the channel, we tested performance based
on 100 2 × 2 bandpass channels of length L = 6, simulated according to (4.44), with the
ri’s taken to be independent Gaussian random variables with zero mean and unit variance.
Each time domain subchannel was normalized to have a maximum absolute channel tap
equal to 1. For each channel we performed 50 Monte Carlo runs. For all the methods,
T = 8, 000, Le = 10. For the proposed method we used m = δ = −11, N = 128.
We compared the performance of the SPD approach against that of the frequency-
domain approach of [18] and also the time domain method of [88]. According to [18] a
closed form solution for the system frequency response is obtained based on joint diagonal-
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ization of matrices constructed based on slices of higher order polyspectra of the system
output. Prewhitening is used to make the system matrix unitary. The method of [88] is
a deflation-type approach, where the input sequences are extracted and removed one by
one. At the end, the system is estimated based on the system output and the estimated
input. We choose this method mainly because it is one of the few time domain methods
that are not sensitive to the channel length Le.
In Fig. C.8 we show the cumulative probability function of the ONMSE for: (I) the
proposed SPD method; (II) the method of [18]; (III) the method of [88]; (IV) the ideal
channel estimation. The graph shows that for the SPD method the probability that during
the 100 runs the ONMSE will remain below -10 db is much higher than for the other two
comparison methods. On the other hand, the method of [88] exhibits a lower error floor.
We notice that there is a gap between the proposed SPD method and the lower bound.
There are several possible reasons for that: first, in the SPD method, we used HOS,
which will have higher variance compared with the SOS used in the lower bound; second,
though the PARAFAC decomposition is asymptotically unbiased, for a limited number of
iterations, PARAFAC decomposition will introduce some performance loss; third, some
errors are caused by the iteration process, because at some frequencies, k, due to the
bandlimited nature of the channel, matrix H(k) has a large condition number.
The average ONMSE during the 100 runs and its standard deviation are shown in
Table 4.1.
Table 4.1: ONMSE comparison
ONMSE SPD SPD + SISO [18] [88] [18] + SISO
mean 0.1104 0.1034 0.2417 0.1938 0.1564
std 0.0770 0.0483 0.1220 0.2045 0.1169
Regarding complexity, it is not simple to determine the complexity of COMFAC based
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PARAFAC decomposition. For an I × J ×K tensor and an F component decomposition
the complexity of each iteration is O(IJKF ). However, the number of iterations depends
on the data to be decomposed [77],[10]. No analysis results are available except for very
simple cases. To give an idea of the complexity involved, we show in Table 4.2 the average
running time of each method for 100 Monte Carlo runs for one channel realization as
described in (4.44). We can see that the running time of the SPD method is lower than
that of the Joint Diagonalization method of [18] and the time domain method of [88]. In
general, the complexity of MPD is one order of magnitude higher that that of the SPD.
We should note that for the proposed approach and also for the method of [18], 2
seconds of the total running time were taken up by the bispectrum estimation step.
Table 4.2: Complexity comparison
SPD SPD + SISO [18] [88] [18]+SISO
Average running time (sec) 2.9511 7.3053 7.7766 7.3910 11.9622
4.6.2 Estimation using fourth-order statistics
The inputs here were taken to be BPSK with unit power, and the independent between
the users.
The code for fourth-order cumulants estimation was downloaded from
www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=3013 [79].
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Example 3: Selection of parameters
We considered a 2 × 2 MIMO bandlimited channel of length 4 generated based on
(4.44). The channel taps were:
h11(1..L− 1) = [0.4360, 0.7583, 0.9713, 1.0000]T
h12(1..L− 1) = [0.5080, 0.8186, 1.0000, 0.9882]T
h21(1..L− 1) = [−0.2861, −0.6240, −0.8934, −1.0000]T
h22(1..L− 1) = [0.3121, 0.6472, 0.9069, 1.0000]T (4.49)
Figure C.9 illustrates the effect of parameters k1, k2 and k3. Note that in the figure,
δ = −(k1 + k2). We set k2 = 0 and took both −k1 and −k3 = δ = −k1 to lie in the
high energy area of the power spectrum of the output. Based on Fig. C.9 the choice
k1 = −11, k2 = 0 and k3 = −11 results in the best performance.
Figure C.10 shows ONMSE performance of the SPD method for different values of T
and Le as a function of SNR. As expected, the estimation improves as the data length
increases. As for the extended channel length, we can see that, although the error is
smaller when Le = L = 4, the difference is not significant, indicating that the proposed
method does not depend critically on channel length information.
Example 4: Performance based on many channels and comparison with exist-
ing methods
To render the comparisons independent of the channel we tested performance based
on 50 2×2 bandpass channels of length L = 4, simulated according to (4.44), with the ri’s
taken to be independent Gaussian random variables with zero mean and unit variance.
Each time domain subchannel was normalized to have a maximum absolute channel tap
equal to 1. For each channel we performed 30 Monte Carlo runs. We used Le = 6,
T = 8, 000 and the output cross-cumulants were estimated using the same parameters
(cumulant window and segment sizes).
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Figure C.11 shows the cumulative ONMSE of the 4-th order SPD and also the lower
bound.
The performance of the 4-th order SPD approach was also compared to that of [61].
In [61] the MIMO system is estimated from the common nullspace of a set of fourth-order
cumulant matrices of the system output. As a subspace approach, the method of [61]
requires exact channel length knowledge. We repeated Example 1 of [61] for QPSK inputs.
The performance was comparable to that in [61], even when the length was overestimated
by 1.
4.7 Conclusions
We present a new frequency domain framework for the identification of a multiple-input
multiple-output (MIMO) system driven by white, mutually independent unobservable
inputs.
The MPD approach requires multiple PARAFAC decompositions, while SPD requires
a single decomposition. In the first step, all methods produce an estimate of the system
frequency response matrix within a constant permutation and a diagonal frequency de-
pendent scaling ambiguity. The latter ambiguity is reduced to a diagonal linear phase
ambiguity after an iterative scheme.
The MPD involves much higher complexity than the SPD. Results showed that the
ONMSE performance of the two methods is very similar, with the SPD method resulting is
lower ONMSE as the data length increases. However, the basis of the multiple PARAFAC
decompositions can be applied to the estimate a MIMO system with more inputs than
outputs within a filtering ambiguity. Since all elements of any column of the impulse
response matrix will be recovered within the same filtering ambiguity, one can apply a
single input multiple output approach, to estimate the ambiguity and compensate for it.
This problem will be the subject of future work.
The SPD approach compares favorably to existing methods, and can further improve
by via use of a SISO method applied on each recovered input.
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5. Blind Identification for a Class of Under-determined MIMO Systems
In this chapter we modify the SPD approach proposed in Chapter 4 to make it ap-
plicable to a class of under-determined MIMO systems as well. Although the PARAFAC
decomposition step in SPD does not preclude under-determined systems, the subsequent
iteration requires the channel matrix be invertible, a condition that does not hold in
under-determined systems. By using a new iterative scheme, the Improved SPD (ISPD)
method can be applied to a class of under-determined, and all the over-determined MIMO
systems. We show that as long as min(No, Ni) ≥ 2, we can always find the appropriate
order of statistics that guarantees identifiability of the system response within trivial am-
biguities. We also propose an algorithm to reach the solution, that consists of Parallel
Factorization (PARAFAC) of a K-way tensor containing Kth-order statistics of the sys-
tem outputs, followed by an iterative scheme. For a certain order of statistics, K, we
provide the description of the class of identifiable MIMO systems. We also show that
this class can be expanded by applying PARAFAC decomposition to a pair of tensors
instead of one tensor. The proposed approach constitutes a novel scheme for estimation
of under-determined systems, and improves over existing approaches for over-determined
systems.
This chapter is organized as follows. In Section 5.1 we formulate the problem to be
solved. In Section 5.2 we present the main results based on 3rd-order statistics, which
are subsequently generalized in Section 5.3 to employ Kth-order statistics. Identifiability
of a MIMO systems of any size is discussed in Section 5.4. Implementation issues are
discussed in Section 5.5 and performance evaluation via simulations is presented in Section
5.6. Finally, concluding remarks are made in Section 5.7.
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5.1 Problem Formulation
Let us still use the model for convolutive MIMO systems defined in (1.1), with L > 1
and No < Ni.
Here we will propose a modification of the SPD method, which can reach the best
achievable estimate defined in (1.11) for a class of under-determined convolutive MIMO
systems. We need to note that, unlike the over-determined case, for under-determined
MIMO systems, the effect of those ambiguities in (1.11) on the recovered inputs is not
straightforward and needs to be studied in the context of the specific input recovery
method used. In the context of this chapter, we will only focus on the problem of identi-
fication of the MIMO system, not symbol recovery.
5.2 System Estimation using 3rd-order statistics
Let us assume the following.
• A0) The number of source Ni is known.
• A1) wi(.), i = 1, ..., No are zero mean Gaussian stationary random processes with
variance σ2w, mutually independent and independent of the inputs.
• A2) Each si(.) is a zero mean, non-symmetrically distributed, independent iden-
tically distributed (i.i.d.), stationary process with nonzero skewness, i.e., γ3si =
Cum[si(n), s∗i (n), si(n)]. The si’s are mutually independent.
• A3) 3kH ≥ 2Ni + 2, where kH = min{kH(m), m = 0, ..., N − 1}.
Assumption (A1) is needed in order for additive noise to be suppressed in the higher-
order cumulant domain. Assumption (A2) guarantees that there are non-zero samples
in the 3rd order cumulant sequence of the system output. Assumptions (A1) and (A2)
are very common in methods using third-order statistics. The need for assumption (A3)
and implications will be discussed later in this section. For the case of a channel matrix
61
whose elements are drawn independently from an absolute continuous distribution, kH =
min{No, Ni} [77] and (A3) reduces to 3min(No, Ni) ≥ 2Ni + 2.
We should note that the sources could be circular or non-circular, as long as they
satisfy (A2). Also, although we assume the sources are stationary, the methods to be
presented can also be modified to apply to zero-mean cyclostationary observations. Along
the lines of the discussion in [19], the cumulants of cyclostationary processes are time
dependent. In that case the cumulants needed in our methods would have to be obtained
as the temporal mean.
Under (A1) and (A2), theN×N discrete-frequency cross-bispectrum of {xl(k), xi(k), xj(k)}
is given in (3.15).
Let us consider (3.15) for k1 = −(R+ r)δ and k2 = −δ, where R, r, δ are integers. The
role of R and δ is discussed in Chapter 4, and also in Section 5.5. Under assumption (A3),
PARAFAC decomposition of the tensor C3(−(R+ r)δ,−δ) yields Aˆr, Bˆr, Cˆ [77], where:
Aˆr
4
= ArPrΛ1r Bˆr
4
= BrPrΛ2r Cˆ
4
= CPrΛ3r (5.1)
with
Ar
4
= H((R+ r + 1)δ) (5.2)
Br
4
= H∗((R+ r)δ) (5.3)
C
4
= H(−δ)Γ3 (5.4)
Pr a permutation matrix and Λir complex diagonal matrices that satisfy: Λ1rΛ2rΛ3r = I;
and Γ3 = Diag{γ3s1 , ..., γ3sNi}.
For notational convenience the dependence on δ and R is not shown in Ar,Br,C.
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Similar to (3.3), let us form a tall matrix UA(r) (N2o × No) by stacking the slices
C3i (−(R+ r)δ,−δ) for i = 1, ..., No. It holds:
UA(r)
4
=

C31(−(R+ r)δ,−δ)
...
C3No(−(R+ r)δ,−δ)
 = (Br ¯C)ATr , (N2o ×No) (5.5)
= (A∗r−1 ¯C)ATr (5.6)
where in the last equation it was used that Br = A∗r−1 (see (5.2,5.3)).
If the matrix (A∗r−1 ¯C) has a Moore-Penrose matrix inverse, then it holds:
Ar = ((A∗r−1 ¯C)†UA(r))T (5.7)
Equation (5.7) is the basis for the proposed channel estimation method indicating a recur-
sive equation for Ar, or equivalently, H((R+ r+1)δ). In order to guarantee the existence
of (A∗r−1¯C)†, we need to show that matrix (A∗r−1¯C) (N2o ×Ni) has full column rank,
i.e., Ni. This can be shown as follows.
Under (A3), kH ≥ 1, thus H(m) does not have a zero column. Therefore, the k-rank
of (A∗r−1 ¯C) satisfies [78]:
kA∗r−1¯C ≥ min{k∗Ar−1 + kC − 1, Ni} (5.8)
Assumption (A3) guarantees that kAr + kBr + kC ≥ 2Ni + 2. Since kH ≤ min{No, Ni},
and also noting that Br = A∗r−1, it can be seen that kA∗r−1 + kC − 1 ≥ 2Ni + 1 − kAr ≥
2Ni + 1 − min(No, Ni) ≥ Ni. Thus, via (5.8), kA∗r−1¯C ≥ Ni, which means that matrix
(A∗r−1¯C) has both full k-rank and rank, and thus has a left pseudo inverse (A∗r−1¯C)†.
Returning to (5.7), if C and A0 were known, then we could use (5.7) to iteratively
obtain Ar for all r. Although we do not know C and A0, via PARAFAC decomposition
of C3(−Rδ,−δ) we can estimate them within permutation and scalar ambiguities (see eq.
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(5.1)). As it will be shown next, if we initialize the iteration of (5.7) with the PARAFAC
decomposition estimates Cˆ and Aˆ0, we obtain Ar within some manageable ambiguities.
Proposition 5. For a No×Ni MIMO system that satisfies (A1), (A2) and (A3), consider
the PARAFAC decomposition of the tensor C3(−Rδ,−δ) into Aˆ0, Bˆ0, Cˆ.
Define the iteration for r = 1, ..., N :
Aˆ(r) = ((Aˆ∗(r − 1)¯ Cˆ)†UA(r))T , r = 1, ..., N
Aˆ(0) = Aˆ0 (5.9)
where UA(r) is defined as (5.5).
It holds:
Aˆ(r) = H((R+ r + 1)δ)PS((r))2e
j(Φ1+rΦ2), r = 0, ..., N (5.10)
where Φ1,Φ2 are diagonal matrices, and S1,S0 are diagonal matrices with positive ele-
ments.
Proof: see Appendix B.1
If N, δ are co-prime integers, as r takes values from 0 to N−1, Aˆ(r) of (5.10) is directly
related to N samples of the channel matrix starting from sample (R+1)δ, and moving to
the right in steps of δ in a circular fashion. The permutation matrix in (5.10) is fixed, the
diagonal matrix assumes a different fixed value depending on whether r is odd or even,
and the diagonal phase ambiguity depends on r.
It was shown in Chapter 4 that for over-determined MIMO systems, the phase ambi-
guity Φ2 can be computed within an integer multiple of 2piN by exploiting the periodicity
of the estimated channel response matrices. That process cannot be applied in the case of
under-determined systems since it requires that the channel response matrix be invertible.
Next, we propose a method to estimate Φ2 that applies to under-determined systems as
well as over-determined ones.
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Proposition 6. The phase term Φ2 can be computed within an integer multiple of 2piN as:
Φˆ2 =
1
N
Arg{Dl(Aˆ(N + i))Dl(Aˆ(i))−1} = Φ2 − 2piM
N
(5.11)
where M is a diagonal matrix with integer elements, N is even, i ∈ [0...N − 1], and
l ∈ [1, ..., Ni], and Arg{.} denotes principal argument of phase.
Proof see Appendix B.2.
Finally taking N to be even, δ to be co-prime to N and combining (5.10) and (5.11),
we obtain the even or the odd samples of H(r) within trivial ambiguities. Applying an
N/2-point IDFT on the even samples of Hˆ(rδ) and downsampling the resulting sequence
by δ we get a circularly shifted version of h(n) (see Chapter 4 for details).
The above process of estimating the MIMO system response is summarized in Fig. C.12.
It applies to a large class of under-determined systems (see (A3)), and to all over-determined
systems. We will refer to it as the Improved Single PARAFAC Decomposition (ISPD),
since it improves upon the SPD approach proposed in Chapter 4 by accommodating
under-determined systems as well as over-determined systems, and also by achieving bet-
ter estimation results for the cases covered by the SPD method, as it will be seen later in
the simulations section. We should note that the channel assumptions for this approach
are just a subset of those in Chapter 4 and [18].
5.3 System estimation based on Kth-order statistics
Let us assume (A1), and replace (A2) and (A3) respectively with (A4) and (A5),
defined as follows:
• 4) Each sp(.) is a zero mean, independent identically distributed (i.i.d.), stationary
process with nonzeroKth-order cumulant γKsp = Cum [sp(m), s
∗
p(m), sp(m), s
∗
p(m), · · · ]︸ ︷︷ ︸
K
.
The sp’s are mutually independent.
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• A5) KkH ≥ 2Ni + (K − 1), where kH as defined as in assumption (A3), and K is
the order of statistics to be used in the estimation.
Again, the sources could be circular or non-circular.
For a MIMO system whose taps are drawn independently from an absolutely continu-
ous distribution, the condition (A5) becomes: Kmin(No, Ni) ≥ 2Ni + (K − 1).
Let us consider the K-way tensor CK(−Rδ − rδ, k2, · · · , kK−1), constructed based on
elements CK
i(1),i(2),···i(K)(−Rδ − rδ, k2, k3, · · · , kK−1) (3.18), where
∑K−1
i=2 ki = −δ.
Under (A5), CK(−Rδ − rδ, k2, · · · , kK−1) can be decomposed into [76]:
Aˆ(1)r = A
(1)
r PrΛ1r , Aˆ
(2)
r = A
(2)
r PrΛ2r , Aˆ
(i) = A(i)PrΛir, i = 3, ..,K
(5.12)
where Pr is a permutation ambiguity, and Λir are complex diagonal matrices that satisfy∏K
i=1Λir = I, and
A(1)r
4
= H((R+ r + 1)δ) (5.13)
A(2)r
4
= H∗((R+ r)δ) (5.14)
A(3)
4
= H(k2)ΓK (5.15)
A(i)
4
=
 H(ki−1), 3 < i ≤ K and i oddH∗(−ki−1), 3 < i ≤ K and i even (5.16)
By fixing the indices i(2) through i(K−1) of the tensor CK(−Rδ − rδ, k2, · · · , kK−1) we
can get a No ×No matrix CKi(2),··· ,i(K−1)(−Rδ − rδ, k2, · · · , kK−1). Similar to (5.5) for the
3rd-order case, we can stack the NK−2o matrices to form a NK−1o ×No tall matrix UKA(1)(r),
for i(2), · · · , i(K−1) = 1, · · · , No, for which it holds [76]:
UK
A(1)
(r) = (A(2)r ¯A(3) ¯ · · · ¯A(K))(A(1)r )T
= (A∗(1)r−1 ¯A(3) ¯ · · · ¯A(K))(A(1)r )T (5.17)
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If the matrix (A∗(1)r−1 ¯A(3) ¯ · · · ¯A(K)) has a Moore-Penrose matrix inverse we get:
A(1)r = ((A
∗(1)
r−1 ¯A(3) ¯ · · · ¯A(K))†UKA(1)(r))T (5.18)
In order to guarantee that matrix (A∗(1)r−1¯A(3)¯· · ·¯A(K)) has a left pseudo inverse,
we need to show that the matrix has full column rank. Under assumption (A5), it is shown
in Appendix B.3 that this indeed is the case.
As in the third-order case, eq. (5.18) is the basis for the proposed channel estimation
method indicating a recursive computation of A(1)r , or equivalently, H((R+r+1)δ). Next
it is shown that the initialization can be based on the PARAFAC decomposition of tensor
CK(−Rδ, k2, k3, · · · , kK−1).
Proposition 7. Consider a No ×Ni MIMO system that satisfies (A1), (A4) and (A5).
PARAFAC decomposition of the tensor CK(−Rδ, k2, · · · , kK−1) yielding Aˆ(m)0 , m =
1, ...,K (see eq. (5.12)).
Define the iteration for r = 1, ..., N :
Aˆ(1)(r) = ((Aˆ∗(1)(r − 1)¯ Aˆ(3) ¯ · · · Aˆ(K))†UK
A(1)
(r))T
Aˆ(1)(0) = Aˆ(1)0 (5.19)
where UK
A(1)
(r) as defined in (5.17).
Along the lines of proposition 5, it can be shown that:
Aˆ(1)(r) = H((R+ r + 1)δ)PSK((r))2e
j(ΦK1 +rΦ
K
2 ) (5.20)
where ΦK1 ,Φ
K
2 are constant diagonal matrices, and S
K
1 ,S
K
0 are diagonal matrices with
positive elements.
Similar to (5.10), equation (5.20) provides the even- or odd-indexed samples of the
system frequency response within phase, constant permutation and scalar ambiguities.
The phase ambiguity can be handled in exactly the same manner as in the third-order
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case.
5.4 MIMO estimation for any No, Ni
In summary, using Kth-order statistics with K ≥ 3, we can estimate all MIMO system
responses that satisfy the k−rank condition KkH ≥ 2Ni + (K − 1).
For a channel with elements drawn randomly from a continuous distribution [77], the
latter condition becomes:
Kmin{No, Ni} ≥ 2Ni + (K − 1) (5.21)
Figure C.13 shows the lower bound for No for a given Ni, for K = 3, 4, 6. One can see
that by using a larger K we can reduce the number of outputs that are required to identify
a MIMO system with a given number of inputs. For example, to identify a system with
Ni = 8 inputs we need at least No = 5 outputs if we are to use third-order statistics, while
we only need No = 3 outputs if we are to use 6th-order statistics. This of course might
not be of practical interest as computational complexity and estimation errors increases
as the statistics order increases. However, from a theoretical point of view, it implies that,
as long as min(No, Ni) ≥ 2, by applying the right order statistics, one can estimate any
size MIMO system response.
Focusing on a system matrix with independent entries, (5.21) indicates that the mini-
mum required order of estimating an No ×Ni system response is:
K ≥ d 2Ni − 1
min{No, Ni} − 1e (5.22)
where dxe denotes the smallest integer greater than x.
Table 5.1 shows the required statistics order, K, for any given combination of No ∈
[2, 6] and Ni ∈ [2, 8]. One needs to notice that the minimum order of statistics K needed
here is 3.
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Table 5.1: Required statistics order K for a given size MIMO system
MIMO size Ni=2 Ni=3 Ni=4 Ni=5 Ni=6 Ni=7 Ni=8
No=2 K=3 K=5 K=7 K=9 K=11 K=13 K=15
No=3 K=3 K=3 K=4 K=5 K=6 K=7 K=8
No=4 K=3 K=3 K=3 K=3 K=4 K=5 K=5
No=5 K=3 K=3 K=3 K=3 K=3 K=4 K=4
No=6 K=3 K=3 K=3 K=3 K=3 K=3 K=3
5.4.1 Expanding the class of identifiable under-determined MIMO systems
by using pairs of tensors
In this section we show how by combining two tensors allows one to expand the class
of under-determined systems that can be identified while maintaining the same order
statistics.
For example, based on the above discussion, by using one 3-way tensor we cannot
identify a No = 3, Ni = 4 system via third-order statistics. Identification is possible if we
increase the statistics order to K = 4 and consider decomposition of a 4-way tensor. How-
ever, it will increase the computation complexity. In this section we show that combining
a pair of 3-way tensors enables us to identify a No = 3, Ni = 4 while still using third-order
statistics.
Let us illustrate the idea for the 3rd-order case and for a MIMO system with randomly
drawn channel elements.
Proposition 8. Consider a No ×Ni MIMO systems with randomly drawn elements that
satisfies: 2min{No, Ni}+min{2No, Ni} ≥ 2Ni + 2, and the tensors C3(−Rδ − rδ,−δ) for
r = 0, 1 defined as in (3.15).
There is a unique (within permutation and scaling) set of matrices B0,A0,A1,C (note
that B1 = A∗0) that satisfies both: C3l (−Rδ,−δ) = B0Dl(A0)CT , for l = 1, ..., No, and
C3i (−Rδ − δ,−δ) = CDi(A∗0)AT1 for i = 1, ..., No.
The proof is given in Appendix B.4.
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The matrices B0,A0,A1,C satisfy the following equations:
B0 = ((C¯A0)†UB(0))T , (5.23)
A1 = ((A∗0 ¯C)†UA(1))T (5.24)
C = (
A0 ¯B0
A1 ¯A∗0

†UC(0)
UC(1)
)T (5.25)
and
A0 = (
B0 ¯C
C∗ ¯A∗1

†UA(0)
U∗B(1)
)T (5.26)
An easy interpretation of the above equations can be obtained for the case of a real
A0 matrix. In that case, we can form a 2No × No × No tensor based on (BT0 ,AT1 )T , A0
and C by reordering the rows of equations (5.23)-(5.26). Then (BT0 ,A
T
1 )
T , A0 and C
are uniquely defined within scalar and permutation ambiguities [77]. Note that condition
2min{No, Ni}+min{2No, Ni} ≥ 2Ni+2 is equivalent to (A5) for a 2No×No×No tensor.
For the general complex case, it is not easy to provide the 2No×No×No tensor and its
components; however, having proven uniqueness of solution, we can follow an Alternative
Least Square (ALS) [77] approach to solve equations (5.23-5.26). We initialize with four
random matrices. Then for each iteration, we calculate the four unknown matrices based
on (5.23)-(5.26), and replace the old matrices with the new calculated ones. At the last
step of each iteration, we reconstruct the two 3−way tensors based on the four computed
channel matrices (as in proposition 8) and compute the difference (i.e., using Frobenius
norm) between the reconstructed tensors from the decomposed matrices and the estimated
tensors. The algorithm should stop when the convergence speed is lower than some given
threshold, e.g., 10−6; or the iteration number exceeds some given number, e.g., 5000.
Based on the estimated Aˆ0 and Cˆ the iteration of Proposition 5 can proceed to yield
the system estimate. It can be seen that as long as 2min{No, Ni}+min{2No, Ni} ≥ 2Ni+2
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the condition 2No ≥ Ni + 1 is satisfied, thus matrix (A∗r−1 ¯C) has left pseudo inverse,
and so does the matrix (Aˆ∗(r − 1)¯ Cˆ).
The same idea can be applied to theKth-order case as well. By combining two consecu-
tive tensors CK(−Rδ, k2, · · · , kK−1) and CK(−Rδ− δ, k2, · · · , kK−1), where
∑K
i=2 ki = −δ,
we can have K−2 updating equations of size 2N (K−1)o ×No for Aˆ(i) for i = 2..K, and Aˆ(1)0
(which is equal to Aˆ∗(2)1 ), and two N
(K−1)
o ×No updating equations for Aˆ(2)0 and Aˆ(1)1 . This
is equivalent to solving for the PARAFAC decomposition for a K-way tensor of dimension
2No × No × No · · · . For MIMO systems with randomly drawn channel elements, we can
reduce the equivalence of the assumption (A5) Kmin{No, Ni} ≥ 2Ni + (K − 1) to:
(K − 1)min{No, Ni}+min{2No, Ni} ≥ 2Ni + (K − 1) (5.27)
Along the lines of Appendix B.3, one can show that the tall matrix (A∗(1)r−1¯A(3)¯· · ·¯
A(K)) has full column rank under (5.27) for both 2No ≥ Ni, and 2No < Ni. Therefore,
we can still use the iteration of (5.19).
As long as min(No, Ni) ≥ 2, (5.27) indicates that the minimum required order K of
estimating an No ×Ni system can now be reduced to:
K ≥ d2Ni −min{2No, Ni}
min{No, Ni} − 1 e+ 1 (5.28)
Figure C.14 shows the identifiable bounds when combining two initial tensors. We
can see that, by combining a pair of tensors, the proposed approach is applicable to
more under-determined MIMO system without having to increase the statistics order. For
example, when using a single tensor we need K = 5 to identify a MIMO system with
Ni = 3 and No = 2, while when combining two tensors we only need K = 4.
5.5 Implementation issues
N, δ: As discussed in Sections 5.2 and 5.3, the parameters N, δ should be taken to be
co-prime to recover the maximum possible number of frequency response samples. Esti-
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mation of the phase ambiguity requires that N is even.
Initialization: When using third-order statistics, the iteration in Proposition 5 requires
that matrix (Aˆ∗(r − 1) ¯ Cˆ) be well conditioned for all r’s, i.e., it should not have any
columns with almost zero elements. However, we only have control over the initial values
in the iteration, i.e., Aˆ0, which are obtained via the decomposition of tensor C3(−Rδ,−δ).
Different values of R and δ will result in different Cˆ and Aˆ0. We should pick values for δ
and R that result in Cˆ and Aˆ0 with the largest minimum eigenvalue.
For bandpass channels with channels occupying the same frequency range, we could
also choose −δ from the high energy region of the trace of the power spectrum of the
system output (see Chapter 3). When using fourth-order cumulants, we need to compute
the pseudo inverse of (Aˆ∗(1)(r − 1)¯ Aˆ(3) ¯ Aˆ(4)) for every iteration. We need to pick k2
and −k3 so that the matrices Aˆ(3) and Aˆ(4) resulting from PARAFAC decomposition of
the tensor C4(−Rδ, k2, k3) are well conditioned. Alternatively, we should pick k2 and −k3
from the the high energy area of the power spectrum trace. Also, the starting point Aˆ∗(1)0
should be a well conditioned matrix. For the phase recovery, the parameter (l) needed in
(5.11) should be chosen such that the l − th row contains the largest minimum element
among all the rows of Aˆ(i). Simulations indicate that this scheme is better than averaging
over l = 1...No.
FFT size: The FFT length (N) needs to be at least twice of the channel length (L). If
the initial estimates in the iterations of (5.9) or (5.19) are good, then using a larger FFT
length (N) improves the impulse response estimate. Otherwise, as N increase the iteration
runs longer and propagation errors tend to increase.
If some cross channels contain zeros on the unit circle, we may end up with a channel
frequency response matrix that has one or more zero columns, which violates (A3) and
(A5). By sampling the frequency response sparsely, i.e., taking a small N will allow us to
avoid hitting the zeros of the frequency response, and thus avoiding zero columns.
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Channel length: If the length (L) of the system is very long, the size of cumulants to be
estimated increases and (N) need to be increased accordingly. In such cases the estima-
tion of cumulants and higher-order spectra is a rather sensitive task, bound to affect the
PARAFAC decomposition and the initial values of the iteration. Also, the error propaga-
tion will become severe, and further work will be done to address this problem.
Applicability to scalar MIMO systems: Scalar MIMO systems can be viewed as a special
case of convolutive MIMO systems, with length L = 1. If we were to apply the proposed
approach to the case of scalar systems, the identifiability conditions would still be the
same, and the estimation would stop right after the PARAFAC decomposition, as at that
point we would have an estimate of the channel matrix within a scalar and permutation
ambiguity. Recently, in [19], an upper bound for identifiable sizes of scalar systems was
proposed, which is a polynomial in No of order K/2. This is larger than the bound of our
method, which is linear in No. We should note that the method of [19] does not apply to
convolutive MIMO systems with L > 1.
One application of the scalar MIMO system is a system with multiple transmit and
receive antennas in the form of linear arrays, where there are only direct line-of-sight
paths between the antennas. In this case, the elements of the MIMO system are of
the form hik = aexp(−j 2pidikλ ), where dik denotes distance between antennas i and k, a
is attenuation along the line-of-sight path, and λc is the signal wavelength. In case of
uniform linear arrays, and under far-field conditions, the channel matrix has elements of
the form hik = βexp(j2pi(k−1)dt)exp(−j2pi(i−1)dr), where dt and dr denote the spacing
of elements in the receive and transmit arrays, and β is some constant [85]. It can be
shown that such channel matrix has rank one, thus, kH = 1. Assumptions (A3) and (A5)
would prevent the applicability of the proposed method in this scenario. For more general
arrays, kH > 1 with kH depending on the array geometry.
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5.6 Simulations
In this section, we demonstrate the performance of the proposed approach. In all
cases the additive noise processes were white, zero-mean, complex Gaussian with identical
variances and they were independent of the source signals. The sample cross-cumulant
estimates were windowed by a Hamming window of size Le×Le for third-order cumulants,
or Le × Le × Le for fourth-order cumulants, where Le is an upper bound for the channel
length (Le > L). The data length used to obtain the cross-cumulant estimates is denoted
by (T ). The channel impulse response was obtained as the Le-samples long segment
(modulo N/2) with the maximum energy.
The MATLAB code used for estimating the bispectrum and trispectrum are available
at:
http : //www.ece.drexel.edu/CSPL/research/hos.html. The PARAFAC decomposition
was performed using MATLAB code downloaded from
http : //www.ece.umn.edu /users/nikos/public html/ 3SPICE/code.html.
In most practical applications the channels are bandpass. For this reason we conducted
our simulations using channels generated as:
hij(n) = r
ij
1 sinc(0.25(n− 2)) + rij2 sinc(0.25(n− 1)), i = 1, .., No, j = i, .., Ni (5.29)
where the rijk ’s are zero-mean Gaussian random variables. By varying the r
ij
k ’s we gen-
erated multiple bandpass channels and the performance of a method is taken at as the
average of the performances corresponding to different channels. Unless otherwise stated,
for each channel estimation we performed Mc = 20 Monte Carlo simulations. The perfor-
mance index used here is the overall normalized mean-square error (ONMSE), i.e.,
ONMSE
4
=
1
NiNo
No∑
i=1
Ni∑
j=1
1
Mc
∑Mc
l=1
∑Le−1
k=0 (hˆij(k)− hij(k))2∑Le−1
k=0 (hij(k))2
. (5.30)
where hˆij(k) denotes the cross-channel estimate. In the simulations, hˆij(k) was extracted
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as the Le-sample long segment (its lags taken modulo N/2) that correspond to the maxi-
mum correlation with the true hij(k).
5.6.1 Over-determined systems
We compared the performance of the proposed ISPD approach against the SPDmethod,
the frequency-domain approach of [18], and also the time domain method of [88]. Accord-
ing to [18], a closed-form solution for the system frequency response is obtained based on
joint diagonalization of matrices constructed based on slices of higher order polyspectra of
the system output. Prewhitening is used to make the system matrix unitary. The method
of [88] is a deflation-type approach, where the input sequences are extracted and removed
one by one. At the end, the system is estimated based on the system output and the
estimated input. We chose this method mainly because it is one of the few time domain
methods that are not sensitive to small overestimation of channel length.
As a reference point, we also show the channel estimate for the case of known input.
We refer to it as the ideal channel estimate, and we obtained it by cross-correlating the
system output with the known input.
Estimation using third-order statistics
The channel inputs were taken to be i.i.d. single-sided and exponentially distributed.
For all the methods, we used SNR = 20dB and T = 8k to estimate the bispectrum.
In Fig. C.15 we show the cumulative probability function of the ONMSE for 50 2 × 2
independent channels. For the ISPD method we used R = 1, N = 128, and δ is selected
from the peak of the estimated power-spectrum of each channel realization. Figure C.15
shows that for the ISPD method the probability that during 50 independent channels
runs the ONMSE remains below 0.1 is much higher than for the other three comparison
methods.
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Estimation using fourth-order statistics
We considered 50 independent channel realizations of a 2 × 2 and a 3 × 2 MIMO
system. For each channel case, 20 independent input realizations were considered. The
inputs were taken to be i.i.d. BPSK signals. We used N = 128, k2 = 0, R = 1, and
−k3 = δ was selected from the peak of the estimated power-spectrum. The channel length
was L = 4, the extended channel length was Le = 6 and SNR = 20dB. There was
no significant performance gain beyond data length T = 16k, so we present results for
T = 16k. After the channel response was estimated, we put the channel taps into a large
banded Toeplitz matrix, thus changing the convolutive MIMO channel into a scalar one.
Then we used a zero-forcing equalizer to recover the inputs signals.
Table 5.2 shows ONMSE and BER results for the systems considered. One can see
that by increasing the number of outputs we do get a larger performance gain.
Table 5.2: Over-determined system: ONMSE & BER Comparison vs. SNR for 50 channels
SNR (dB) 0 6 12 18 24 30
2× 2 ONMSE 0.108 0.039 0.017 0.014 0.013 0.012
BER 0.434 0.337 0.208 0.111 0.068 0.049
3× 2 ONMSE 0.066 0.027 0.014 0.011 0.010 0.009
3× 2 BER 0.297 0.197 0.088 0.040 0.023 0.015
Figure C.16 shows the cumulative probability function of the ONMSE for the 2 × 2
channel case. The graph shows that for the ISPD method the probability that the ONMSE
will remain below 0.1 during the 50 independent channel runs is much higher than for
the other two comparison methods. To better understand the source of errors, we also
show the result obtained with the known initial conditions on the same figure, i.e., using
Ai0, i = 1, ..,K, as opposed to the estimated ones via PARAFAC decomposition. One
can see that the PARAFAC decomposition does introduce some performance loss and
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improving that process would be a worthwhile endeavor.
Also, we notice that there is still a gap between the proposed ISPD method with known
initial conditions and the lower bound. There are two possible reasons for that: first, in
the ISPD method, we used HOS, which will have higher variance compared with the SOS
used in the lower bound; second, some errors are caused by the iteration process, because
at some frequencies, due to the bandlimited nature of the channel, matrix (A∗(r−1)¯ Cˆ)
has a large condition number.
A discussion on the complexity of the PARAFAC decomposition can be found in [77].
To give an idea of the complexity involved, based on 100 Monte Carlo runs for a random
2 × 2 channel, the average run time for the ISPD 4th method using the ALS method
[77] was 40 seconds, 15 seconds of which was taken up by the tri-spectrum estimation
step. The computer used in simulation was an IBM T43 with 1.8 GHz Pentium IV-m
processor. Using the fast COMFAC [51] algorithm, for the 3rd-order case, the average
total running time was only 3 seconds, while 2 seconds were taken up by the estimation
of the bi-spectrum.
5.6.2 Under-determined system
4× 5 MIMO estimation using third-order statistics
The channel inputs were again taken to be i.i.d. single-sided and exponentially dis-
tributed. We used N = 128, SNR = 20dB, T = 8k,R = 1, and δ was selected from the
peak of the estimated power-spectrum. In Fig. C.17. (a) we show the cumulative proba-
bility function of the ONMSE over 50 4×5 independent channels for the proposed method
along with the ideal channel estimation. To better understand the source of errors, we
also show on the same figure the result obtained with ideal initial conditions, i.e., A0, B0
and C, as opposed to the estimated ones via PARAFAC decomposition.
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3× 4 MIMO estimation using fourth-order statistics
The channel inputs were taken to be BPSK and 4QAM signals. We used N =
128, SNR = 20dB, T = 16k,R = 1, k2 = 0, and −k3 = δ was selected based on the
peak of the estimated power-spectrum. In Fig C.17. (b) we show the cumulative proba-
bility function of the ONMSE over 50 3×4 independent channels for the proposed method.
On the same figure, we also show the result obtained with the true initial condition.
Table 5.3 shows ONMSE vs. SNR results for both the 4×5 and 3×4 under-determined
systems considered. The results were averaged over 50 independent channels.
Table 5.3: Under-determined system: ONMSE comparison vs. SNR for 50 channels
SNR (dB) 0 6 12 18 24 30
4× 5 ONMSE 0.1003 0.0698 0.0618 0.0596 0.0566 0.0492
4× 5 with true initial 0.0978 0.0571 0.0412 0.0378 0.0352 0.0341
3× 4 ONMSE 0.1982 0.1357 0.0961 0.0913 0.0876 0.0831
3× 4 with true initial 0.1783 0.1012 0.0674 0.0567 0.0523 0.0485
5.6.3 Estimation of under-determined system based on a pair of tensors
To the best of our knowledge, there are no reported results on the estimation of a
general size under-determined convolutive MIMO system. Therefore, there are no methods
to compare our method against, except for the 2× 3 estimation method in [17].
3× 4 MIMO estimation using third-order statistics
In this case we are estimating the same problem as in Section 5.6.2 but using third-
order instead of fourth-order statistics. In Fig. C.18(a) we show the cumulative probability
function of the ONMSE over 50 3× 4 independent channels for: (I) the proposed method
based on pair of initial tensors; (II) the proposed method with the correct initialization;
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(III) the ideal channel estimation. We can see the mean of the ONMSE of the proposed
method remains lower than 0.1, while the highest ONMSE is lower than 0.12.
2× 3 MIMO estimation using fourth-order statistics
For this case, without using a tensor pair we would need at least fifth-order statistics.
Here, by combining two tensors we solve the problem using fourth-order statistics. In
Fig. C.18(b) we show the cumulative probability function of the ONMSE over 50 2 × 3
independent channels for: (I) the proposed method based on a pair of tensors using BPSK
inputs; (II) the proposed method with known initial conditions using BPSK inputs; (III)
the ideal channel estimation using BPSK inputs; (IV) the proposed method based on a
pair of tensors using 4-QAM inputs.
To give a better understanding of the estimation results, in Fig. C.19 we show the
estimation result for the proposed method for one of the 50 channels used to produce
Fig. C.18(b), after it has been averaged over 50 independent input realizations. The
inputs were BPSK signals, SNR = 20dB and T = 16k. The ONMSE for the selected
channel is 0.09547, while the mean of the ONMSE of 50 randomly selected 2× 3 MIMO
channels is 0.1145.
The 2 × 3 convolutive MIMO problem was treated in [17]. The performance of our
method is comparable to that of [17] when both methods are applied to the specific channel
used in [17].
3× 5 MIMO estimation using fourth-order statistics
In Fig. C.20 we show the estimation result for the proposed method for a 3×5 channel
after it has been averaged over 50 independent input realizations. The inputs were BPSK
signals, SNR = 20dB and T = 16k. The ONMSE for that channel is 0.1247.
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5.7 Conclusions
We presented ISPD, a novel iterative method for the blind identification of all possibly
under-determined convolutive multiple-input multiple-output (MIMO) system driven by
white, mutually independent unobservable inputs. When applied to the over-determined
MIMO systems, ISPD constitutes an improvement over the SPD method and the methods
of [18] and [88]. When applied using Kth-order statistics, ISPD can be applied to a class
of under-determined MIMO systems satisfying a simple k−rank condition. Provided that
the channel elements are drawn independently from a continuous distribution, the k−rank
condition is translated into Kmin{No, Ni} ≥ 2Ni + (K − 1); this is satisfied by a large
class of under-determined systems and most over-determined systems. To expand the class
of identifiable systems, one would have to increase the order of statistics used in ISPD.
Alternatively, we showed that by combing a pair of tensors we can identify a larger group
of under-determined systems (K − 1)min{No, Ni} +min{2No, Ni} ≥ 2Ni + (K − 1). We
also proposed an iterative scheme for obtaining the system estimate.
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6. Blind Identification of Distributed Antenna Systems with Multiple Carrier
Frequency Offsets
In this chapter, we consider the blind identification and symbol recovery for spatially
distributed multiuser antenna systems. The received signal contains multiple carrier-
frequency offsets (CFOs) arising from mismatch between the oscillators of transmitters
and receivers. This results in a time-varying rotation of the data constellation, which
needs to be compensated at the receiver before symbol recovery. The system can be
modeled as a time-varying Multiple-Input Single-Output (MISO) system, which is very
difficult to tackle. Here we first over-sample the received base-band signal, and use its
polyphase components to formulate a virtual Multiple-Input Multiple-Output (MIMO)
problem. Then by using blind MIMO system estimation techniques, the system response
can be estimated and decoupled versions of the user symbols can be recovered, each one of
which contains a distinct CFO. By applying a decision feedback Phase Lock Loop (PLL),
the CFO can be mitigated and the transmitted symbols can be recovered. The estimated
MIMO system response provides information about the CFOs that can be used to initialize
the PLL, speed up its convergence, and avoid ambiguities usually linked with PLL.
This chapter is organized as follows. In Section 6.1 we give the background and the
formulation of the problem. In Section 6.2 we present how to transform the time-varying
MISO system into a time-invariant MISO one by over-sapling the received base-band
signal. Blind identification of the obtained MIMO systems and the symbol recovery are
discussed in Section 6.3. Performance evaluation via simulations is presented in Section
6.4. Finally, concluding remarks are made in Section 6.5.
6.1 Background and Problem Formulation
In both wireless and wireline communication systems, received signals are often cor-
rupted by carrier-frequency offsets (CFOs), due to Doppler shift and/or local oscillator
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drift. The CFO causes a time-varying rotation of the data symbols, and thus before sym-
bol recovery, it must be estimated and accurately compensated for by the receiver. The
CFO can be estimated via the use of pilots symbols; however, even a small error in this es-
timation tends to cause large data recovery errors. This necessitates transmission of pilot
symbols rather often. In single user systems, or in multiuser systems where the transmit-
ters are physically connected to the same oscillator, there is only one CFO that needs to
be estimated. This is typically done via a decision feedback Phase Lock Loop (PLL) at
the receiver. The PLL is a closed-loop feedback control system that can adaptively track
both frequency and phase offsets between the equalized signals and the reference constel-
lation. However, depending on the constellation used during transmission, the PLL can
have an M -fold symmetric ambiguity, and thus it has limited CFO acquisition range; e.g.,
|fk| < 1/8 for 4QAM signals. Moreover, the PLL requires a long convergence time. To
solve these problems, several methods have been proposed [20], [34], [37], [75] [91] that
allow for blind estimation of the CFO and symbols using the second-order cyclo-stationary
statistics of the over-sampled received signal. Blind CFO estimation has also been studied
in the context of orthogonal frequency-division multiplexing (OFDM) systems, where the
CFO destroys the orthogonality between the carriers (see [73] and the references therein).
In a spatially distributed multiuser antenna system where data are transmitted simul-
taneously from multiple antennas, the received signal contains multiple CFOs, one for
each transmit antenna. A PLL does not work in this case as there is no single frequency
to lock onto. The literature on estimation of multiple CFOs is rather sparse. In [69],
multiple CFOs were estimated by using pilot symbols that were uncorrelated among the
different users. To account for multiple offsets, [90] proposed that multiple nodes transmit
the same copy of the data with an artificial delay at each node. The resulting system
was modeled as a convolutive single-input/single-output (SISO) system with time-varying
system response caused by the multiple CFOs. A minimum mean-square error (MMSE)
decision feedback equalizer was used to track and equalize the channel and to recover the
input data. Training symbols were required in order to obtain a channel estimate, which
82
was used to initialize the equalizer.
Here we consider a distributed antenna system, whereK users transmit simultaneously
to a base station. Narrow-band transmission is assumed here, where the channel between
any user and the base station is frequency non-selective. In addition, quasi-static fading
is assumed, i.e., the channel gains remain fixed during the packet length. The continuous-
time base-band received signal y(t) can be expressed as
y(t) =
K∑
k=1
akxk(t− τk)ej2piFkt + w(t) , (6.1)
where ak represents the effect of channel fading between the k−th user and the base station
and also phase offset; τk is the delay associated with the path between the k−th user and
the base station; Fk is the frequency offset of the k−th user and w(t) represents noise;
xk(t) denotes the transmitted signal of user k:
xk(t) =
∑
i
sk(i)p(t− iTs) , (6.2)
where sk(i) is the i−th symbol of user k; Ts is the symbol period; and p(t) is a pulse
function with support [0, Ts].
Our objective is to obtain an estimate of s(i) = [s1(i), ..., sK(i)]T in the form
sˆ(i) = ΛˆPT s(i) , (6.3)
where P is a column permutation matrix and Λˆ a constant diagonal matrix.
6.2 Formation of the MIMO Problem
The received signal y(t) is sampled at rate 1/T = P/Ts, where the over-sampling
factor P ≥ K is an integer. In order to guarantee that all the users’ pulses overlap at the
sampling times, the over-sampling period should satisfy: Ts/P ≥ τk, k = 1, ...K. Or, in
other words, the over-sampling factor P is upper bounded by Ts/min{τ1, ..., τK}.
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Let t = iTs+mT, m = 1, . . . , P, denote the sampling times. The over-sampled received
signal can be expressed as
ym(i) = y(iTs +mT )
=
K∑
k=1
ake
j2pifk(i+
m
P
)xk((i+
m
P
)Ts − τk) + w((i+ m
P
)Ts)
=
K∑
k=1
ake
j2pifk(i+
m
P
)sk(i)p(
m
P
Ts − τk) + w(iTs + m
P
Ts)
=
K∑
k=1
am,k(sk(i)ej2pifki) + w(i+
m
P
), m = 1, . . . , P , (6.4)
where fk = FkTs is the normalized frequency offset between the k−th user and the base
station, and the typical element of the virtual MIMO channel matrix A is given by
am,k = akej2pi
fk
P
mp
(m
P
Ts − τk
)
. (6.5)
Define the following: y(i)
4
= [y1(i), ..., yP (i)]T ; A = {am,k}, a tall matrix of dimension
P ×K; s˜(i) 4= [s1(i)ej2pif1i, ..., sK(i)ej2pifK i]T ; and w(i) 4= [w(i+ 1P ), ..., w(i+ PP )]T . Then,
(6.4) can be written in matrix form as
y(i) = As˜(i) +w(i) . (6.6)
We could use the training based method of [69] to solve the MIMO system (6.4). That
method assumes that the pilot symbols of different users are uncorrelated. The CFOs
are obtained by searching for the location of a peak in the cross-correlation between the
Discrete-Time Fourier Transform (DTFT) of a pilot sequence and that of the received
signal.
In the following we show how to estimate CFOs and recover the transmitted signals in
a bind fashion, i.e., without the need for pilot symbols. The advantage of a blind approach
is bandwidth efficiency since no bandwidth is wasted transmitting pilot symbols.
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6.3 Blind channel estimation and compensation of the CFOs
Let us make the following assumptions.
• A1) For each m = 1, . . . , P , wm(.) is a zero-mean Gaussian stationary random
processes with variance σ2w, and is independent of the channel inputs.
• A2) For each k, the sequence sk(i) is a zero mean with independent and identically
distributed (i.i.d.) elements having nonzero kurtosis; i.e., γ4sk = Cum[sk(i), s
∗
k(i), sk(i), s
∗
k(i)] 6=
0. The sequences sk’s are also mutually independent.
• A3) The over-sampling factor P is no less than K.
• A4) The channel fading coefficients satisfy αk 6= 0, k = 1, ...,K.
Under assumption (A2), it is easy to verify that the rotated input signals s˜k(.) are also
zero mean and i.i.d with nonzero kurtosis. Also, the s˜k(i)’s are mutually independent for
different k’s. Assumption (A3) guarantees that the virtual MIMO channel matrix A in
(6.6) has full rank with probability one. If the delays of users are randomly distributed in
the interval [0, Ts/P ), then each row of the channel matrix can be viewed as having been
drawn randomly from a continuous distribution so that the channel matrix has full rank
with probability one. Assumption (A4) implies persistent excitation of all the sources,
i.e., once a particular source is present, it will continue to send data for the whole packet
length T .
One can apply any blind source separation algorithm (e.g., [4],[13] or [58] ) to obtain
Aˆ
4
= APΛ . (6.7)
Subsequently, using a least-squares equalizer we can obtain an estimate of the de-
coupled signals s˜(i), within permutation and scalar ambiguities as
ˆ˜s(i) = (AˆHAˆ)−1AˆHy(i) = ejArg{−Λ}|Λ|−1PT s˜(i) . (6.8)
85
Without loss of generality we can assume that the transmitted signal has unit power.
Then, on denoting by θk the k−th diagonal element of Arg{Λ}, the j−th separated input
signal can be expressed as
ˆ˜sk(i) = sk(i)ej(−θk+2pifki) . (6.9)
In order to recover the transmitted signals, we still need to mitigate the effect of CFO
in each decoupled signal. This can be done via a PLL. By using the decoupled signals
as inputs, and the constellation used in transmission as a reference, the PLL can effec-
tively mitigate the CFO by minimizing the feedback error, which is calculated based on
the distance of the recovered signal and the closest valid constellation point. However,
depending on the constellation used in transmission, there is a four-fold symmetric ambi-
guity for MQAM signals, orM -fold symmetric ambiguity for MPSK signals. For example,
for 4QAM signals, and an initial CFO value of fk = 0, the effective tracking range for fk
is |fk| < 1/8. Moreover, depending on the value of the CFO, the PLL generally needs a
long convergence time, during which the input signals are not correctly recovered.
Next we will show that by exploring the structure of the virtual channel matrix, we can
obtain an estimate of the CFOs, which can then be used to initialize the PLL. By doing
this, we can prevent the symmetric ambiguity problem and enlarge the effective tracking
range of the PLL from |fk| < 1/8 to |fk| < 1/2. Also, the convergence time of the PLL
can be greatly reduced.
By taking the phase of the estimated channel matrix Aˆ, we obtain
Ψ = Arg
{
Aˆ
}
=

2pif1
P + φ1 . . .
2pifK
P + φK
...
. . .
...
2pif1P
P + φ1 . . .
2pifKP
P + φK
P (6.10)
where φk = Arg{ak} + θk, which accounts for both the phase of ak and the estimated
phase ambiguity in (6.9).
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By applying linear fitting on the j−th column of Ψ we obtain the least squares estimate
of fj as
fˆj =
P
2pi
P (
∑P
p=1 pΨp,j)− (
∑P
p=1 p)(
∑P
p=1Ψp,j)
P (
∑P
p=1 p
2)− (∑Pp=1 p)2 . (6.11)
We can write fˆj = fj + ²j where ²j represents estimation error.
On noting that the de-coupled signals ˆ˜sj(i) in (6.9) are shuﬄed in the same manner
as the estimated CFOs in (6.11), we can use the estimated CFOs to compensate for the
effects of CFO in the decoupled signals (6.9) and thereby obtain estimates of the input
signals as
sˆ(i) = ejArg{−Λ}PT s(i) . (6.12)
6.3.1 Implementation issues
Oversampling factor
The oversampling factor, P , needs to be greater or equal to the number of user to
be separated. Moreover, when the number of user K is not known in advance, we can
estimate K by looking into the eigenvalues of the correlation matrix Ry of the virtual
MIMO outputs y(i). We will keep increasing P , until we find P −1 significant eigenvalues
and one noticeable small eigenvalue. Then we can take P−1 as the estimate of the number
of user K.
As P increases, each noise polyphase components becomes non-white. In theory, this
should not affect the blind identification process, because the Gaussianity of noise would be
preserved despite oversampling, thus noise should be suppressed in the cumulant domain.
Also, depending on the bandwidth of the signal, according to the Nyquist sampling theory,
after some amount of oversampling one can not get extra independent information.
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Estimation of the user signals from the output of blind MIMO estimation
algorithm
Due to the residual error in the estimated CFOs, we can only compensate for a majority
of the effect of CFO in (6.9). The user signal estimate is:
sˆk(i) = sk(i)ej(−θk−2pi²kiP ). (6.13)
where ²i is the CFO estimation error. To recover sk(i), one can apply any single CFO
estimation method.
For example, let us apply the PLL to the recovered signals sˆj(i) in (6.13), to further
mitigate the effect of residuary CFO ²k. For 4QAM signals, as long as |²k| < 1/8, it
can be effectively removed by the PLL. Thus, the CFO estimator (6.11) can prevent the
symmetric ambiguity of the PLL, and can also greatly reduce the convergence time of
PLL. From (6.10), we can see that the CFO estimator will achieve full acquisition range
for the normalized CFO, i.e., |fk| < 1/2.
Resolving the trivial ambiguities
In simulations, we compare the recovered input signals after PLL with the transmitted
ones to solve for the permutation and scaling ambiguities. That was only done for the
purpose of evaluating the performance of the proposed method.
In real systems, where these ambiguities are not tolerable, we need some extra informa-
tion to solve for these ambiguities. For example, when we know the constellation used in
transmission, we can solve the scaling ambiguity up to some finite rotation. Moreover, by
using differential coding, we can solve the de-coded signals up to permutation ambiguities
only.
On the other hand, if every user is assigned an orthogonal ID, we can solve both the
permutation and the scaling ambiguities. By taking cross-correlation between each ID
and the corresponding part in the recovered signals, one can get rid of the permutation
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ambiguity. The sorted recovered signal, multiplied by the conjugate of the correlation
coefficient between the sorted recovered signal and the ID, will give us the estimated
input signals without any ambiguity.
6.4 Simulation Results
In this section, we verify the validity of the proposed method via simulations, under the
following assumptions. The channel coefficients ak, k = 1, . . . ,K are zero-mean Gaussian
random variables. The waveform p(·) is a Hamming window. The delays, τk, k = 1, . . . ,K
are uniformly distributed in the range [0, Ts/P ). The input signals are 4QAM signals.
The blind source separation algorithm used here is the JADE method, which was
downloaded from http://www.tsi.enst.fr/cardoso/guidesepsou.html.
First we show results for a two-user systems with f1 = −0.1552, f2 = 0.4335, a1 =
0.3173 − 0.6483i, a2 = 0.1625 + 0.5867i, with SNR = 20dB, and N = 1024. In Fig.
C.21 we show the polyphase outputs y1, y2. Due to the mixing and the CFOs no obvious
constellation is visible. In Fig. C.22, we show the de-coupled signals ˆ˜sk, k = 1, 2 right after
JADE. Although still rotated by the CFOs, two signals s˜k, k = 1, 2 are clearly separated.
In Fig. C.23, we show the recovered input signals sˆk, k = 1, 2, where we can see that after
compensating for the effect of CFOs the constellations are recovered.
Next we show estimation results averaged over 300 independent channel runs, and 20
Monte-Carlo runs for each channel. For each channel case, the coefficients ak, k = 1, 2
were generated randomly, and the continuous CFOs where chosen randomly in the range
[− 12Ts , 12Ts ). The delays, τk, k = 1, ...,K where chosen uniformly in the range of [0, Ts/P ).
The transmitted signal was 4QAM.
The performance of both the pilot-based method and the proposed method at different
data lengths and with SNR set to 30dB is shown in Fig. C.24. For the pilot-based
method, each user transmits a pilot sequence of length 32, and the pilots are random
sequences uncorrelated between different users. Fig. C.24 shows the mean-square error
(MSE) for the CFO estimate (6.11) for different values of the over-sampling factor P .
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The MSE is calculated usings 1K
∑K
k=1[(fˆk − fk)]2 = 1K
∑K
k=1[(Fˆk − Fk)Ts]2. We can see
that by increasing P we can improve the estimation accuracy. Fig. C.25 shows the Bit
Error Rate (BER) for different values of P . For both blind and training methods, the
BER is calculated based on the recovered signals after the PLL. As expected, the BER
performance also improves by increasing P . The proposed method appears to work well
even for short data length.
Next we show the performance of both methods at various noise levels. We use packet
length N = 1, 024. In Fig. C.26 we show the MSE of the blind CFO estimator (6.11) as
well as that of the training based method. We can see that by increasing P we improve
estimation accuracy. In Fig. C.27, we show the BER performance after the PLL for both
blind and training based methods. We see that the proposed blind method has almost the
same performance as the training based method for SNR values lower than 20dB, while
the training based method can achieve better BER performance for higher values of SNR.
6.5 Conclusion
In this Chapter we have proposed a novel blind approach for identification of a dis-
tributed multiuser antenna system with multiple CFOs. By over-sampling of the received
base-band signal, the MISO problem is converted into a MIMO one. Blind MIMO system
estimation then yields the system response, and MIMO input recovery yields the decou-
pled transmitted signals, each one containing a CFO. By exploring the structure of the
MIMO system response we obtain a coarse estimate of the CFOs, which is then combined
with a decision feedback PLL to compensate for the CFOs in the decoupled transmitted
signals. The proposed blind method has full acquisition range for normalized CFOs.
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7. Summary and suggested further research
In this dissertation, we first present a novel blind approach for the identification of
an over-determined convolutive MIMO system driven by white, mutually independent
unobservable inputs. By using Parallel Factorization (PARAFAC), we obviate the need
for the common sensitive procedure: pre-whitening of the system outputs. The proposed
approach does not require channel length information, needs no phase unwrapping, and
compares favorably to existing methods for blind identification of over-determined convo-
lutive MIMO systems.
Then we propose a modification of the above approach that can lead to a novel blind
identification approach, which can be applied to a class of under-determined systems as
well. As long as min(No, Ni) ≥ 2, we can always find the appropriate order of statistics
that guarantees identifiability of the system response within trivial ambiguities. For a
certain order of statistics, K, we provide the description of the class of identifiable MIMO
systems, also a method to reach the solution. We also show that this class can be expanded
by applying PARAFAC decomposition to a pair of tensors instead of just one tensor.
The proposed approach constitutes a novel framework for estimation of under-determined
convolutive MIMO systems, and improves over existing approaches for over-determined
convolutive MIMO systems.
Finally we propose a novel approach for blind identification and symbol recovery of
a distributed antenna system with multiple carrier-frequency offsets (CFO). The received
base-band signal is over-sampled, and its polyphase components are used to formulate
a virtual Multiple-Input Multiple-Output (MIMO) problem. By applying blind MIMO
system estimation techniques, the system response is estimated and used to subsequently
transform the multiple CFOs estimation problem into a set of independent single CFO
estimation problems. Furthermore, an initial estimate of the CFO is obtained from the
phase of the MIMO system response, which can be used to initialize the Phase Lock Loop
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(PLL), speed up its convergence, and avoid ambiguities usually linked with PLL.
7.1 Suggested further research
i.) More research is required to apply the proposed idea to speech signals with long
channel response. Mostly due to high complexity, none of the existing algorithms would
work in the case of long channels. For example, the length of the delay spread of indoor
acoustic channels can be in the order of seconds. Even when we use a low sampling rate
of 8 kHz (assuming the voice is in [0kHz,4kHz]), we still get a channel length more than
several thousand samples. In that case, even if the channel response is known, it is still a
difficult task to equalize/deconvolve such a long channel.
We tested the proposed ISPD 3rd method on the speech signals, using the truncated
convolutive MIMO channels of length 256, as was used in [68]. However, the method did
not produce satisfactory separation results.
There are two possible reasons for this: First, in this dissertation, we assume that the
input signals are stationary, and generally we need long data length to estimate the HOS.
However, this assumption is invalid for the speech signal, due to the non-stationary nature
of the speech signals. Second, in this dissertation, we also assume that the input signals
are nongaussian. This might be not valid for the speech signal also. As we all know that
the summation of a number of independent signals will tend to be normally distributed,
the distribution of the convolved mixture of the speech signal will be close to Gaussian.
Thus for speech signals, it would be more appropriate to use SOS instead of HOS,
as SOS can deal with Gaussian signals, and also converge much faster than the HOS.
However, as it has been shown in Chapter 1, since we do not have enough redundant
information in SOS, it would not be an easy task to solve for those frequency dependent
ambiguities. Further work is needed to solve this problem. One possible solution is that
to combine SOS and HOS. The SOS will give the estimate of H(k) in the form of (1.11),
while the frequency dependent ambiguities can be sorted out by exploiting the redundant
information available in HOS.
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ii.) We proposed a blind method to solve the distributed multi-user system with mul-
tiple CFOs. The impact of both the CFO distribution and the random delays distribution
from each user on the system performance has not been quantified yet. In real systems,
the normalized CFO cannot be very large, normally it is of the order of 10−4. This will
cause the virtual MIMO channel to be ill-conditioned, i.e., the condition number is more
than 50 for a two users case. In that case, it is extremely difficult for the blind methods
to find the second independent component. In addition to the diversity introduced by the
CFOs, random delays will also provide some extra diversity. More research is required
to study the relation between the channel condition and the distribution of CFOs and
random delays. Also, we have assumed that the pulse shaping function has finite support
in the region [0, Ts). However, in real communication systems, to use the bandwidth in
a more efficient way, usually the Nyquist pulse is used, which has support in the region
[−Ts, Ts). In that case, we should model the system as a convolutive MIMO system instead
of a instantaneous one.
Another issue will be the time-invariant assumption of the channel, since we need
to use HOS, which generally requires quite long packet length to estimate. However,
in distributed multiuser antenna systems, it is highly possible that the channel is time-
varying, due to the movement of the users and/or the CFO drift. This could be a problem
when we use HOS, which requires long data length to converge.
One possible solution for the problem mentioned above is to introduce some chan-
nel diversity, e.g., add another antenna at the receiver end. Then similar to the blind
PARAFAC receivers for CDMA systems [77], we can recover up to Ni symbols out of just
two outputs, as long as min{Ni, T}+min{Ni, P} ≥ 2Ni, where T is the packet length, and
P is the over-sampling factor. The basic idea is that to form a three-way tensor based on
the over-sampled received signals, where the three dimensions are given by the 2 antennas,
T time instance and the P poly-phase components by over-sampling. In that case, the
different value at the P sample location of the pulse function, together with the CFO
effects, can be viewed as the distinct signature code from each user in CDMA system. By
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doing that, we can solve the problem in a deterministic manner, which requires much less
data to converge.
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Appendix A. Appendices for Chapter 4
A.1 Proof of Proposition 1
Since both (Ar,Br,Cr) and (Aˆr, Bˆr, Cˆr) satisfy (4.1) for k1 = −m + rδ, k2 = δ, it
holds:
C3l (−m+ rδ, δ) = B∗rDl[Ar]CTr = Bˆ∗rDl[Aˆr]CˆTr (A.1)
Substituting (4.2)-(4.4) into the above equation, and after some cancellations we get:
Dl[H(m− rδ − δ)] = P2rΛ2rDl[H(m− rδ − δ)P1rΛ1r]Λ3rPT3r (A.2)
= P2rΛ2rPT1rDl[H(m− rδ − δ)]P1rΛ1rΛ3rPT3r (A.3)
= P2rPT1rDl[H(m− rδ − δ)]P1rΛ1rΛ2rΛ3rPT3r (A.4)
In the above equations, going from the first to the second, it was taken into account
that Dl[H(.)P1rΛ1r] = PT1rDl[H(.)]P1rΛ1r. Also, going from the second line to the third,
we used the fact that diagonal matrices permute.
Note that PT1rDl[H(.)]P1r is a diagonal matrix, whose diagonal elements are those of
Dl[H(.)] in an order permuted according to P1r. For the right-had side of (A.4) to be
diagonal it must hold: P2r = P3r. Furthermore, for it to be equal to the left-hand side of
(A.4) for all l’s, it must hold: Λ2rΛ1rΛ3r = I and P2r = P3r = P1r.
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A.2 Proof of Proposition 2
It holds:
Q(1)
4
= Aˆ′1Cˆ
−1
0 Cˆ
′
1(Aˆ
−1
0 )
∗Bˆ′1
= H(m− 2δ)PΛ11Λ−130 Λ31(Λ−110 )∗PTΓ3PΛ21
= H(m− 2δ)PΛ11Λ−130 Λ31(Λ−110 )∗Γ3pΛ21
= H(m− 2δ)P|Λ20||Γ3p|e
j(Φ10+ΦΓ3p
−Φ30)
, (A.5)
Based on the PARAFAC decomposition of C3(−m+ rδ, δ), r = 1, 2, ..., N − 1, and by
recalling
Q(0) = Aˆ′0 = H(m− δ)P|Λ10|ej(Φ10) (A.6)
it holds:
Q(r) = Aˆ′rCˆ
−1
0 Cˆ
′
r(Q
−1(r − 1))∗Bˆ′r, r = 0, ..., N − 1
= H(m− rδ − δ)PKrej(Φ10+r(ΦΓ3p−Φ30)) (A.7)
= H(m− rδ − δ)PKrej(Φ1+rΦ2) (A.8)
where
Kr =
 |Λ20|.|Γ
3
p| for r odd
|Λ10| for r even
(A.9)
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A.3 Proof of Proposition 3
Fl(1)
4
= (Aˆ∗0)
−1C3l (−m+ δ, δ)(CˆT0 )−1
= (Λ∗10)
−1PTΓ3Dl[H(m− 2δ)]PΛ−130
= (Λ∗10)
−1Dl[H(m− 2δ)P]Γ3pΛ−130
= Dl[H(m− 2δ)P]|Λ20|Γ3pej(Φ10−Φ30) (A.10)
It can be seen that Fl(1) is a diagonal matrix.
Based on C3l (−m + δ, δ), for l = 1, ..., No, and placing the diagonal elements of Fl(1)
at the lth row of F(1) we get:
F(1) = H(m− 2δ)P|Λ20|Γ3pej(2Φ10+Φ20) (A.11)
Similarly, based on C3l (−m + rδ, δ) we can compute Fl(r) along the lines of (A.10),
and then construct F(r) by placing as its l−th row the diagonal elements of Fl(r). It
holds:
F(r) = H(m− rδ − δ)PKrej((r+1)Φ10+r(ΦΓ3p+Φ20)), (A.12)
which can be written as:
F(r) = H(m− rδ − δ)PKrej(Φ1+rΦ2), (A.13)
where
Kr =
 |Λ20|.|Γ
3
p| for r odd
|Λ10| for r even
(A.14)
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A.4 Proof of Proposition 6
Due to assumption (A2) and also Ni < No and No ≥ 2, assumption (A6) is also valid.
This allows the PARAFAC decomposition of tensor C4(k1, k2, k3).
F4il(1)
4
= (Cˆ∗0)
−1C4il(k1, k2, k3 − k1 − k2)(GˆT0 )−1
= (Λ∗30)
−1PTΓ4Di[H(k2)Dl[H∗(−k3 + k1 + k2)]]PΛ−140
= Di[H(k2)Dl[H∗(−k3 + k1 + k2)]P](Λ∗30)−1Λ−140 Γ4p. (A.15)
By varying i of C4il(k1, k2, k3 − k1 − k2) from 1 to No, we get F4l (1) as:
F4l (1) = H(k2)Dl[H
∗(−k3 + k1 + k2)]P(Λ∗30)−1Λ−140 Γ4p. (A.16)
Here after multiplying this equation with Aˆ−10 , and varying l of C
4
il(k1, k2, k3 − k1 − k2)
from 1 to No for all i, we get
F4(1) = H∗(−k3 + k1 + k2)PΛ−120 (Λ∗30)−1Λ−140 Γ4p. (A.17)
If we take the complex conjugate of F4(1) and use equation (4.37), we get
F4∗(1) = H(−k3 + k1 + k2)P|Λ10||Γ4p|ej(−Φ
4
1+Φ
4
2). (A.18)
Similarly, based on C4il(k1, k2, k3 − r(k1 + k2)), we can compute F4il(r) for r > 1 as:
F4il(r)
4
= (F4∗(r − 1))−1C4il(k1, k2, k3 − r(k1 + k2))(GˆT0 )−1 (A.19)
It can be shown that
F4∗(r) = H(−k3 + r(k1 + k2))PS4rej(−Φ
4
1+rΦ
4
2). (A.20)
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where
S4r =
 |Λ10|.|Γ
4
p| for r odd
|Λ30| for r even
(A.21)
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Appendix B. Appendices for Chapter 5
B.1 Proof of Proposition 1
According to (4.5), it holds:
Aˆ0
4
= A0PΛ1 Bˆ0
4
= B0PΛ2 Cˆ
4
= CPΛ3 (B.1)
where Λ2Λ1Λ3 = I.
Noting that both P and Λi have full rank, it is easy to show that the k-rank of matrix
(Aˆ∗(0)¯ Cˆ) equals the k-rank of matrix (A∗0 ¯C). Under (A3), the latter matrix is full
column rank, based on the result shown in Section 4.2 for matrix (A∗r−1 ¯C). Therefore,
(Aˆ∗(0)¯ Cˆ)† exists. It holds:
Aˆ(1) = ((Aˆ∗(0)¯ Cˆ)†UA(1))T
= ((A∗0P∗Λ∗1 ¯CPΛ3)†UA(1))T
= ((B1PΛ∗1 ¯C1PΛ3)†UA(1))T
= (((B1 ¯ C)PΛ∗1Λ3)†UA(1))T
= ((PΛ∗1Λ3)
†(B1 ¯ C)†UA(1))T
= (Λ−13 (Λ
∗
1)
−1PTAT1 )
T
= A1P|Λ2|ej(ΦΛ1−ΦΛ3)
With similar arguments as above, the matrix (Aˆ∗(r)¯Cˆ), r = 1, 2, .... also has pseudo
inverse, and the iteration proceeds to yield:
A(r) = H((R+ r + 1)δ)PSrej(Φ1+r(Φ2),) (B.2)
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where Φ1 = ΦΛ1, Φ2 = −ΦΛ3, and
Sr =
 |Λ2| for r odd|Λ1| for r even (B.3)
B.2 Proof of Proposition 2
Consider A(N + i) for some i ∈ [0, N − 1] as given in (5.10). It holds:
Dl(A(N + i)) = Dl(H((R+N + i+ 1)δ)PS((N+i))2e
j(Φ1+(N+i)Φ2))
= Dl(H((R+N + i+ 1))δ))PS((N+i))2e
j(Φ1+(N+i)Φ2) (B.4)
Dl(A(i)) = Dl(H((R+ i+ 1)δ))PS((i))2e
j(Φ1+iΦ2) (B.5)
Combining (4.14) and (4.15) we get:
Dl(A(N + i))Dl(A(i))−1 = S((N+i))2S
−1
((i))2
ejNΦ2 (B.6)
Thus, if N is even, S((N+i))2S
−1
((i))2
is a diagonal matrix which has unit modulus.
Then Φ2 can be expressed as:
Φ2 =
1
N
Arg(Dl(A(N + i))Dl(A(i))−1) +
2piM
N
= Φˆ2 +
2piM
N
(B.7)
where Arg(·) is the phase angle, which take value in [0, 2pi), M is a diagonal matrix with
integer elements.
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B.3 Proof that matrix (A∗(1)r−1 ¯A(3) ¯ · · · ¯A(K)) has a left pseudo inverse
By applying the lemma of k-rank of Khatri-Rao product [78] K − 2 times, we get that
the (k-rank) of (A∗(1)r−1 ¯A(3) ¯ · · · ¯A(K)) satisfies:
k
(A
∗(1)
r−1¯A(3)¯···¯A(K))
≥ min{(K − 1)kH −K + 2, F} (B.8)
provided that none of A(i) (each of dimension I(i) × F ) contains a zero column.
Under (A5), KkH ≥ 2Ni + (K − 1). By noting that kH ≤ Ni, it holds (K − 1)kH −
K + 2 > Ni. According to (B.8), the matrix (A
∗(1)
r ¯A(3) ¯ · · · ¯A(K)) has full k−rank,
also full rank, i.e., Ni. Therefore, (A
∗(1)
r ¯A(3) ¯ · · · ¯A(K)) has a left pseudo inverse.
B.4 Proof of Proposition 4
The proof makes used of the following lemma, that was originally presented in [53]:
Lemma 1 (Permutation Lemma): Let w(v) denote the number of nonzero elements of
v ∈ CP×1. Given two matrices A and A¯ with the same dimension (P ×M), suppose that
A has no identically zero columns, and assume that the following implication holds:
w(vT A¯) ≤M − rank(A¯) + 1⇒ w(vTA) ≤ w(vT A¯) (B.9)
We then have that A¯ = APΛ, where P is a permutation matrix, and Λ is a nonsingular
complex diagonal matrix.
Let us first prove the uniqueness of A0. Then we can follow similar steps to prove the
uniqueness of C. Finally, from (5.23) and (5.24) we can get the uniqueness of B0 and A1.
Suppose there also exist A¯0 ∈ CNo×Ni , B¯0 ∈ CNo×Ni , C¯ ∈ CNo×Ni and A¯1 ∈ CNo×Ni
such that C3l (−Rδ,−δ) = B0Dl(A0)CT = B¯0Dl(A¯0)C¯T , for l = 1, ..., No, and C3i (−Rδ−
δ,−δ) = CDi(A∗0)AT1 = C¯Di(A¯∗0)A¯T1 , for i = 1, ..., No.
Via Lemma 1, to show that A¯0 = A0PΛ1, we need to show that for under-determined
systems, under the condition 2min{No, Ni} + min{2No, Ni} = 2No + min{2No, Ni} ≥
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2Ni + 2,
IF w(vT A¯0) ≤ Ni − rank(A¯0) + 1,THEN w(vTA0) ≤ w(vT A¯0) (B.10)
for all v ∈ CNo×1.
Taking linear combinations
∑No
l=1 vlC
3
l (−Rδ,−δ) and
∑No
i=1 v
∗
iC
3
i (−Rδ − δ,−δ) it fol-
lows that:
B0Diag(vTA0)CT = B¯0Diag(vT A¯0)C¯T , CDiag(vHA∗0)A
T
1 = C¯Diag(v
HA¯∗0)A¯
T
1
(B.11)
Because the rank of a matrix product is always less than or equal to the rank of any
factor, we have:
w(vT A¯0) = rank(Diag(vT A¯0)) ≥ rank(B¯0Diag(vT A¯0)C¯T )
= rank(B0Diag(vTA0)CT ) (B.12)
By noting that both B0 and CT have full rank, it holds that:
w(vT A¯0) ≥ rank(B0Diag(vTA0)CT )
= rank(
 B0
A1
Diag(vTA0)CT )
=
 w(v
TA0), w(vTA0) ≤ No;
No, w(vTA0) > No.
(B.13)
Let r = w(vTA0). Dropping the columns of B0 and A1 and rows of CT corresponding
to the zeros of vTA0 results in the truncated matrices B˜0, A˜1 and C˜, each with r columns
and rows, respectively. Let t ∈ Cr×1 be the nonzero part of vTA0. Then, according to
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Sylvester’s inequality [70], we have:
w(vT A¯0) ≥ rank(
 B˜0
A˜1
Diag(t)C˜T ) = rank(
 B˜0
A˜1
) + rank(Diag(t)C˜)− r
≥ rank(
 B˜0
A˜1
) + rank(C˜)− r (B.14)
where in the last inequality, we use the fact that all the elements of t are nonzero. By
noting that both
 B0
A1
 and CT have full rank, we get:
w(vT A¯0) ≥ min{Ni, r}+min{No, r}−r =
 w(v
TA0), w(vTA0) ≤ No;
No, No < w(vTA0) ≤ Ni.
(B.15)
Now, in order to establish the implication (B.9), it suffices to show that the conditions
2No + min{2No, Ni} ≥ 2Ni + 2 and w(vT A¯0) ≤ Ni − rank(A¯0) + 1 exclude the second
possibility, No < w(vTA0) ≤ Ni.
We start by proving that 2No + min{2No, Ni} ≥ 2Ni + 2 implies that rank(A0) ≤
rank(A¯0). From (B.11), it follows that:
vT A¯0 = 0Ni×1 ⇒ B0Diag(vTA0)CT = 0No×No
Then we need to show that w(vTA0) = 0 to prove that rank(A0) ≤ rank(A¯0). Suppose
the opposite, namely, that 1 ≤ w(vTA0) ≤ Ni. Then, according to Sylvester’s inequality,
we have:
rank(BDiag(vTA0)CT ) = rank(B˜0Diag(t)C˜T )
≥ rank(B˜0) + rank(Diag(t)C˜T )− r
= rank(B˜0) + rank(C˜T )− r (B.16)
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Noting that kB0 = kC = No, we have:
rank(B0Diag(vTA0)CT ) ≥ 2 min{No, r} − r =
 w(v
TA0), w(vTA0) ≤ No;
2No − w(vTA0), w(vTA0) > No.
(B.17)
From condition 2No + min{2No, Ni} ≥ 2Ni + 2, we get that Ni + 1 ≤ 2No, thus
rank(B0Diag(vTA0)CT ) ≥ 1 whenever 1 ≤ w(vTA0) ≤ Ni. Since B0Diag(vTA0)CT =
0No×No , and therefore, its rank should be zero. This shows that:
vT A¯0 = 0Ni×1 ⇒ vTA0 = 0Ni×1 ⇒ rank(A0) ≤ rank(A¯0).
Recalling the assumption of the permutation lemma (B.9), it holds:
Ni − rank(A0) + 1 = Ni −No + 1 ≥ Ni − rank(A¯0) + 1 ≥ w(vT A¯0) (B.18)
Considering that 2No +min{2No, Ni} ≥ 2Ni + 2, we get that:
2No ≥ Ni + 2⇒ No − 1 ≥ Ni −No + 1 (B.19)
Combing (B.18) and (B.19), we get a contradiction for the second case:
No − 1 ≥ Ni −No + 1 ≥ w(vT A¯0) ≥ No (B.20)
The only remaining option is w(vTA0) ≤ No, and thus
w(vT A¯0) ≥ w(vTA0)
Then according to the permutation lemma, we showed that A¯0 = A0PΛ1, where P is a
permutation matrix, and Λ1 is a nonsingular complex diagonal scaling matrix.
We can follow the same steps to prove that C is also unique within permutation
and scaling ambiguities, i.e, C¯ = CPΛ3. After we get A¯0 and C¯, we can calculate B¯0
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according to (5.23), where B¯0 = B0PΛ2, and it holds that Λ1Λ2Λ3 = I. Similarly, by
using B¯1 = A¯∗0, we can get A¯1 = A1PΛ4 from (5.24), and it holds that Λ∗1Λ3Λ4 = I.
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Appendix C. Figures
C.1 Figures in Chapter 1
Figure C.1: Three competing speakers with only two microphones.
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C.2 Figures in Chapter 4
116
Take integers N > 2L; i, δ ∈ [0, ...N − 1]; N, δ co-prime; m = Rδ (R:integer)
C3(−m, δ) PARAFAC−→ Aˆ0, Bˆ0, Cˆ0
Q(0) = Aˆ0
for r = 1, ..., N + i− 1
C3(−m+ rδ, δ) PARAFAC−→ Aˆr, Bˆr, Cˆr column ordering−→ Aˆ′r, Bˆ′r, Cˆ′r
Q(r) = Aˆ′rCˆ
−1
0 Cˆ
′
r(Q
−1(r − 1))∗Bˆ′r
end
Form Hˆ(−rδ) = Q(r +R)[Q−1(N + i)Q(i)](r+R)/N , r = −R, ..., N − 1−R
Find hˆ(n) as the IDFT of the even-indexed samples of Hˆ(−((r))Nδ)
Downsample hˆ(n) by (−δ)
At this point we have the system impulse response within a circular shift,
a fixed diagonal scaling ambiguity and a fixed permutation ambiguity.
Figure C.2: The MPD approach
Take integers N > 2L; i, δ ∈ [0, ...N − 1]; N, δ co-prime; m = Rδ (R:integer)
C3(−m, δ) PARAFAC−→ Aˆ0, Bˆ0, Cˆ0
F(0) = Aˆ0
for r = 1, ..., N + i− 1
for l = 1, ...., No
Fl(r) = (F∗(r − 1))−1C3l (−m+ rδ, δ)(CˆT0 )−1
end
F(r) = [diag(F1(r)), ..., diag(FNo(r))]T
end
Form Hˆ(−rδ) = F(r +R)[F−1(N + i)F(i)](r+R)/N , r = −R, ..., N − 1−R
Find hˆ(n) as the IDFT of the even-indexed samples of Hˆ(−((r))Nδ)
Downsample hˆ(n) by (−δ)
At this point we have the system impulse response within a circular shift,
a fixed diagonal scaling ambiguity and a fixed permutation ambiguity.
Figure C.3: The SPD approach
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Figure C.4: Minimum distance between the columns of the normalized Cˆ0, and the power
spectrum trace. Both are used to select the parameter δ (Example 1).
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Figure C.5: ONMSE performance of the SPD approach for different values of m, δ (Ex-
ample 1).
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Figure C.6: ONMSE performance comparison of the proposed methods (Example 1).
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Figure C.7: ONMSE performance of the proposed methods with different Le and N
(Example 1).
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Figure C.8: Cumulative distribution of ONMSEs for SPD and the methods of [18] and
[88] (Example 2).
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Figure C.9: ONMSE performance for different values of k1, k3 of the 4-th order SDP
method (Example 3).
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Figure C.10: ONMSE performance for different values of T and Le of the 4-th order SDP
method (Example 3).
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Figure C.11: Cumulative distribution of ONMSEs for the 4-th order SPD method (Ex-
ample 4).
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C.3 Figures in Chapter 5
Take integers N,L, i, δ, where N even and N > 2L; R, i, δ ∈ [0, ...N − 1]; N, δ co-prime;
C3(−Rδ,−δ) PARAFAC−→ Aˆ0, Bˆ0, Cˆ
Aˆ(0) = Aˆ0
for l = 1, ...., No
Aˆ(r) = ((Aˆ∗(r − 1)¯ Cˆ)−1UA(r))T
end
Form Hˆ(rδ) = Aˆ(r −R− 1)eˆ−j(r−R−1)Φˆ2 , r = R+ 1, ..., N +R
where Φˆ2 = 1NArg{Dl(Aˆ(N + i))Dl(Aˆ(i))−1}
Find hˆ(n) as the IDFT of the even-indexed samples of Hˆ(((r))Nδ)
Downsample hˆ(n) by (δ)
At this point we have the system impulse response within a circular shift, a fixed
diagonal scaling ambiguity and a fixed permutation ambiguity.
Figure C.12: The ISPD approach
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Figure C.13: Identifiable bound of the ISPD method
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Figure C.14: Identifiable bound of proposed method that uses a pair of tensors
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Figure C.15: Cumulative ONMSE comparison for 50 2 × 2 channels with third-order
statistics, SNR=20 dB, and T=16k
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Figure C.16: Cumulative ONMSE comparison for 50 2 × 2 channels with fourth-order
statistics, SNR=20 dB and T=16k
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Figure C.17: Cumulative ONMSE comparison for 50 independent channels. SNR = 20dB.
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Figure C.18: Cumulative ONMSE comparison for 50 independent under-determined chan-
nels using a pair of tensors; SNR = 20dB.
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Figure C.19: Estimation results for a 2× 3 system using fourth-order statistics based on
50 Monte Carlo runs. True: star solid line; estimated mean based on : circle dotted line;
gray area indicates ± one standard deviation. L = 4, and Le = 6, SNR = 20dB, T = 16k.
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Figure C.20: Estimation results for a 3× 5 system using fourth-order statistics based on
50 Monte Carlo runs. True: star solid line; estimated mean based on : circle dotted line;
gray area indicates ± one standard deviation. L = 4, and Le = 6, SNR = 20dB, T = 16k.
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C.4 Figures in Chapter 6
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Figure C.21: Received mixing signal y
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Figure C.22: De-coupled inputs ˆ˜s
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Figure C.23: Recovered input signals sˆ with P = 2
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Figure C.24: MSE of CFOs vs N for K=2, with SNR=30dB, 4QAM
0 500 1000 1500 2000 2500 3000 3500 4000 4500
10−5
10−4
10−3
10−2
Packet length N
BE
R
BER Comparison for SNR 30dB
P=2, blind
P=2, pilots
P=4, blind
P=4, pilots
Figure C.25: BER vs N for K=2, with SNR=30dB, 4QAM
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Figure C.26: MSE of CFOs vs SNR for K=2, 4QAM
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Figure C.27: BER vs SNR for K=2, 4QAM, T=1024
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