Abstract: In this paper we present two efficient algorithms for the parallel solution of n x n dense linear algebraic systems of equations on an asynchronous multiprocessor computer (MIMD) employing a feasible number of p processors (2 < p < O(n)). The first algorithm transforms the serial Gauss-Jordan (GJ) method to parallel form and its execution is carried out by producing a schedule on [in1 processors. Next, the recently developed WZ algorithm (21 is treated similarly and is shown to exhibit a superior efficiency by employing [an1 processors.
Introduction
The methods which have been developed so far for the parallel solution of dense systems of n linear algebraic equations employ a large number of processors ( -0( n')) f5,7] which, in our view, is not a realistic requirement. It is our purpose here to consider two parallel algorithms which use only O(n) processors for solving linear systems. Our computation model is the one which has been used by several researchers in algorithm design in which it is assumed: (i) any number of processors may be used at any time (ii) each processor can perform any stream of instructions (iii) there are no memory or data alignement penalties (iv) the processors operate asynchronously, in the sense that sets of different instructions are executed in parallel and each may finish before the next set is started.
This model conforms to the MIMD parallel computer [4] i.e., asynchronous multiprocessors with shared memories. For this type of computers one has to organise the work involved so that each subtask module assigned to any single processor is large enough to ensure that the synchronisation and communication cost for cooperating subtasks does not become the dominant factor in the algorithm. On the other hand, to construct an algorithm which will run efficiently in the aforementioned parallel processing environment we have to ensure that the following requirements are met:
(a) The problem is divided into a sufficient number of independent processes. (b) The overheads involved in implementing the algorithm remain as low as possible. There do not exist any specific rules which one can follow in order to satisfy (a) since an independent process may be defined as an elementary computer operation or even as an entire procedure. Associated with the second requirement is the more complex problem of organising the available processors so that they are not left idle, that is, we have to devise a scheduling algorithm for the processes involved.
In [6] (for similar work see also [9, 8] ) the classical Gauss-elimination (GE) method with partial pivoting was divided into noninterfering tasks and combined with an optimal schedule to produce an efficient parallel algorithm for triangularising a matrix. Section 2 of this paper discusses a variation of GE namely the Gauss-Jordan (GJ) with partial pivoting and presents a comparison of both methods. By following a similar treatment the WZ algorithm [2] is modified in Section 3 and shown to yield an alternative parallel procedure. For comparison reasons we use the standard notation and define TP as the execution time of an algorithm when run on a computer with p processors; in particular T, is the sequential run ( p = l), whereas the speed-up and the efficiency of execution of the algorithm are defined respectively by .SP = T,/T, and EP = S,/p. For details concenrning undefined terms in the paper (e.g. task system, range and domain of a task etc.) the reader is referred to [l] .
The parallel Gaus-Jordan algorithm
Let us consider the solution of linear algebraic equations of the form
Au=b (2.1)
where A is a real nonsingular dense matrix of order n, u is the n-dimensional vector of unknowns and b is a given n-dimensional vector. The parallel GE developed in [6] transforms A into an upper triangular matrix without carrying out the back substitution process. In this section we present a parallel algorithm which solves a lower triangular system thus accomplishing the solution of (2.1) with the use of GE and apply a similar approach as presented in [6] to the GJ method.
The solution of a triangular system on a parallel computer can be carried out using 0( n3) processors requiring O(log*n) computation time [5, 7] . Clearly, this processor requirement, at least for MIMD computers, is economically unfeasible for large values of n. This difficulty is overcome by drastically reducing the number of processors.
Although GE transforms (2.1) into an upper triangular system, for presentation symplicity we solve the following lower triangular system.
Cu=d. (2.2)
The solution of (2.2) on a uniprocessor is the forward substitution process
Next, let us consider a task in (2.3) to be the subtraction of the product cijuj and denote these tasks by q!, whereas the division by cii is denoted by r!. We therefore have the following set of tasks The precedence constraints imposed by the sequential algorithm (2.3) are
It is readily verified that for a particular value of j the tasks
of the system C = (J, <.) are all mutually noninterfering and could be executed in parallel, whereas the maximally parallel graph of the system equivalent to C is shown in Fig. 2 .2. If we define that one multiply and one subtract or one division constitutes one time step, then each of the tasks q' requires one time step. Clearly, the completion time L(s) of the algorithm will be the time required for the execution of the longest path s of the graph; this path traverses the nodes T,', Tf , T;, T;, . . . , T;_l, T,". Therefore, L(s) = 2n -1.
Finally, the Gantt chart of the optimal schedule for our problem is shown in Fig. 2 .1, where we note that the tasks constituting s are assigned to processor 1 and the remaining tasks are assigned to [in1 -1 additional processors. Another approach for solving (2.2) using p( -O(n)) processors can be found in [3] . By recalling that the execution time for the triangularisation of A requires n2 -1 time steps [6] it follows that the complete solution of (2.1) using the parallel GE procedure requires TpGE = n2 + 2n -2 time steps. However, as can be easily seen the efficiency of the algorithm remains the same i.e., EGE = $.
Next, we discuss the parallel implementation of GJ method with partial pivoting for solving (2.1). The GJ algorithm is a modification of GE in that it reduces A into a diagonal matrix instead of an upper triangular. So the solution vector u is obtained immediately. The procedure varies from GE in that, when an unknown is eliminated it is eliminated from all other equations except the pivot equation. The sequential program for the diagonalisation of the matrix A using the GJ method is as follows:
Program GAUSSJORDAN ( A (n, n )) As is illustrated in the program we consider a task to be that code segment which works on a particular column j for a particular value of k. We denote these tasks by J = { T/l1 Q k <j Q n }. 
. T,"}
are all mutually noninterfering and could be executed in parallel. In particular, we note that C' = (J, <.'), where <.' is the transitive closure of the relation
X=((T,f, T;)Ik<j<n)U((T,/, T,'+,)lk<jgn)
is a maximally parallel system equivalent to C as defined in [l] . The maximally parallel graph of C' = (J, -c-') is shown in Fig. 2.3 . For the execution of Tl, )I -k comparisons, 1 division and n -1 multiplications are required. Thus by assuming now that one comparison or one arithmetic operation constitutes one time step, it follows that Tk requires 2n -k time steps. On the other hand, the task Ti needs n -1 multiplications and n -1 subtractions, that is, 2n -2 time steps. Thus the execution time for each of the tasks is given by Denoting again by s the longest path in the graph of Fig. 2.3 we find L(s) = i (2n -k + 2n -2) = $n'-$n. k=l An optimal schedule for our problem will be to assign the tasks constituting s to processor 1 and the remaining tasks to [in] -1 additional processors. The schedules for n = 5 and n = 6 are shown in Fig. 2.4 . However, for the complete solution of (2.1). we still need n divisions which can be carried out in two more time steps using [in] processors, thus avoiding the problem of solving an upper triangular system. So the execution time of our algorithm requires TPGJ = in' -$n + 2 time steps and recalling that T,GJ = n3 + 0( n*) it follows E,GJ = Ji? (SF/~) = lim n3 + 0( n2)
W(T;) =
i 2n -k if k = j,
II-CC ($n' ++2)[~4 =%
We therefore conclude that the parallel GE algorithm possesses a better efficiency than GJ when solving a system of linear equations and as such it should always be preferred. Next, let us generalise our problem and assume that we want to solve n linear systems with the same coefficient matrix A and multiple right handsides. This problem is encountered when for example, we want to find the inverse of A. In this case, by using the GJ algorithm we have to solve n diagonal systems. In other words we have to carry out 2n time steps, thus r,"' = $n' -$11 and $n' + 0( n') gGJ = JiT (4n2 _ +n)4n = 8 = 0.85': P since ;n' + 0( n2) time steps are required for the inversion of a matrix using the sequential method. If on the other hand, we use the GE procedure, then we are faced with the problem of solving n upper triangular systems which require n(2n -1) time steps, thus FPGE = 3n2 -n -1 and fiGE= lim +n' + 0( n') P n_3o
(3n2 _ n _ l)in = ' z o.889* since FGE -4 3 -Sn -t 0( n*). Summarising our results we conclude that the parallel GE algorithm possess:s a slightly better efficiency over the GJ method which is obtained at the expence of the complexity involved in solving n triangular systems. Further, in order to obtain an insight of the utilisation of the processors and consequently about the throughput of our computing model we have to compare the completion times of the two algorithms. Clearly, the completion time of GJ is pGJ = in* + O(n) (two operations = one time step) which if compared with FpGE, we readily see [hat TGE = 1.7 FGJ, ' indicating that the processors have been utilised better and therefore, the number 0; tasks protessed per unit time (throughput) will be greater, with the GJ algorithm. So when we want to solve k 2 n systems of linear equations with the same coefficient matrix the parallel GJ algorithm should always be used, instead of GE.
The quadrant interlocking factorisation (QIF) method
In [2] the WZ decomposition of a nonsingular matrix A for solving (2.1) using 0(n2) processors was proposed. Next, we will apply a similar approach to the previous section in order The sequential program for the computation of the elements of the W and Z matrices is shown below. Here we implement the algorithm by assuming that no pivoting is required (however the reader is referred to [2] where a pivoting strategy is shown): It is readily seen that the set of tasks I Tk+', T;+2, . . . . +"+i)l ) k are all mutually noninterfering and as such they can be executed in parallel. Moreover. the maximally parallel graph of the system C' = (J, <a'), equivalent to C = (J, <*) is shown in Fig.  3 .1. By assuming that one multiplication and one addition or one division constitute one time step, the execution time for each of the tasks is given by
Clearly, the longest path s in the graph (see Fig. 3 k= Following a similar approach to Section 2 for developing an optimal schedule, we assign the tasks constituting s to processor 1 and the remaining tasks to [an] -1 processors. The schedules for n = 8 and n = 11 are illustrated in Fig. 3 However, for the complete solution of (2.1) we still have to solve the following two systems which only require O(n) time steps [2] thus not affecting the efficiency of QIF. Summarising our results we conclude that QIF possesses a superior efficiency as compared with GE or GJ algorithms, whereas the utilisation of the processors is slightly worse than GE (O(l.5n2) for QIF as compared to 0( n*) for GE) when solving (2.1). also the method now uses only [ frill processors as compared with 0( n*) required by its previous version [2] .
As far as the cost of synchronisation and general overhead of an MIMD computer is concerned with regard to the computation of the developed algorithms of this paper, it is conjectured that will be insignificant, as this was also the case in [6] . Finally. an analogous treatment for solving large sparse linear systems using iterative methods (SOR, SSOR) has already been initiated producing efficient parallel algorithms.
