In this work we present an Outer-Approximation algorithm to obtain the global test examples, significant savings were realized in the computational effort required to obtain the globally optimal solutions and to verify their global optimality.
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Introduction
Scheduling and planning of the flow of crude oil is a very important problem in a petroleum refinery due to the potential realization of large cost savings and improved feeds. Linear programming (LP) models have been historically used in the analysis of scheduling and planning problems due to their ease of modeling and solution. Refinery planning problems have been addressed using computational tools such as AspenTech ® PIMS (Process Industry Modeling System) that are largely based on Successive Linear
Programming. However, it is difficult to model refinery operations since they involve units operating in both batch and continuous modes along with multiple grades of crude oil and products. Furthermore, detailed scheduling models often require a continuous time representation and a more general treatment of nonlinear equations, as well as binary variables to model discrete decisions which give rise to Mixed Integer Nonlinear Programming (MINLP) models. These models impart additional flexibility to the problem allowing the modeling of discrete decisions and constraints.
There are two major approaches for modeling scheduling problems: discrete time formulations and continuous time formulations (Mendez et al., 2006) . In discrete time models, it is relatively easy to model the material balances and the flow constraints.
However, the number of time intervals required for an accurate representation of the system is usually very high, thus the resulting models are large in size and computationally challenging. Continuous time models are smaller in comparison and allow for a complete utilization of the time domain, although it is difficult to synchronize the material balances and time sequencing constraints in such a representation. Lee et al. (1996) have proposed a Mixed Integer Linear Programming (MILP) model for short term scheduling of crude oil using discrete time intervals. Here, they derive a linear approximation of the nonlinear mixing operations by replacing bilinear terms in the mass balances by individual component flows. An MILP model has also been developed by Shah (1996) for crude oil scheduling where the scheduling time horizon is discretized into intervals of equal duration, where the requirement is that the operations must start and end at the boundaries of the intervals. This approach is more restricted as compared to that of Lee et al. (1996) since the front end of the refinery is decomposed into two parts -downstream and upstream, and the models corresponding to these are solved sequentially. A continuous time formulation has been used by Jia et al. (2003) where the authors present an MILP model developed by relaxing the nonlinear mixing constraints.
They also include the possiblity of incorporating the bilinear equations, thus making the model an MINLP formulation. A rigorous extension of this model can be found in Furman et al. (2006) , where the authors use a continuous time event formulation to schedule fluid transfer between tanks, and model the problem as an MINLP. In this work, the main idea is to allow both inputs and outputs for a tank in a single transfer event. A comparison of the discrete and continuous time formulations for scheduling for chemical processes can be found in Floudas and Lin (2004) .
In this work, we apply a novel continuous time formulation given by Furman et al. (2006) to model the literature test cases given in Lee et al. (1996) for short-term scheduling of crude oil at the front-end of a refinery as an MINLP. This scheduling problem involves crude oil unloading from a crude supply source to the crude storage tanks, transfer of crude from these tanks to the charging tanks, and charging the crude distillation units continuously over a time horizon, with crude mixes from the charging tanks. We assume that a crude supply plan is in place where we know the crude arrival times and the corresponding arrival quantities and compositions.
The MINLP corresponding to the scheduling problem is nonconvex due to the presence of bilinear terms in some of the mass balance constraints, and hence the standard methods for solving MINLPs (see Grossmann, 2002 ) may fail to converge to a solution or lead to sub-optimal solutions. Branch and bound based methods have been reported in the literature (Sahinidis, 1996; Adjiman et al., 2000) for globally optimizing nonconvex models. The Outer Approximation algorithms developed by Duran and Grossmann (1986) and by Fletcher and Leyffer (1994) can yield globally optimal solutions only if the feasible space and the objective function of the problem are both convex. For nonconvex MINLPs, a finitely convergent decomposition algorithm based on Outer Approximation has been proposed, for instance, by Kesavan et al. (2004) to solve these MINLPs to global optimality. Nonconvexities have also been handled by Bergamini et al. (2005) , who have presented a global optimization algorithm for Generalized Disjunctive Programming (GDP) problems. A further extension of the basic idea of Outer Approximation for the global optimization of deterministic and stochastic nonconvex MINLPs can be found in Wei et al. (2005) .
In this work, we present an Outer-Approximation algorithm to obtain globally optimal solutions of the nonconvex MINLPs (with binary integer variables only) arising in the scheduling of crude oil movement in a petrochemical refinery, where the objective is to minimize the costs involved in the operation and in maintaining the inventory levels in the crude tanks. The proposed technique focuses on effectively solving the MILP relaxation of the nonconvex MINLP to obtain a tight and rigorous lower bound on the solution of the MINLP. Based on a decomposition of the original MINLP model, we generate sub-models whose solutions are used to derive valid cutting planes. These cuts are added to the MILP relaxation of the original problem in order to tighten the relaxation and reduce the computational expense of solving the relaxations. Numerical examples are presented to demonstrate that the use of such an algorithm on a class of nonconvex MINLPs can result in significant computational savings. This paper is organized as follows. Section 2 presents the problem statement of the crude scheduling problem while section 3 provides the nonconvex MINLP model. A discussion of the algorithm is given in section 4. Section 5 presents the different examples on which the algorithm was applied, and finally, section 6 summarizes some conclusions and recommendations for future work.
Problem Statement
The front-end of a refinery is a network consisting of supply streams, storage tanks, charging tanks and crude distillation units (CDUs) whose structure is shown in Fig.   1 . The supply streams are connected to the storage tanks which are connected to the charging tanks, which in turn, are connected to the CDUs. The supply streams, which are crude carrying vessels, deliver crude oil to the storage tanks (intermediate tanks), which transfer the crude to the charging tanks. Different qualities of crude get blended into various crude mixtures inside the charging tanks, which are then charged directly to the distillation units.
Fig. 1 Schematic of the front-end of a refinery
For scheduling the flow of crude oil in the above network, the following information is given:
(a) The maximum and minimum inventory levels for a tank (capacity limitations); (b) the initial total and component inventories in a tank; (c) upper and lower bounds on the fraction of key components in the crude inside a tank (crude quality limitations); (d) times of arrival of crude oil in the supply streams; (e) amount of crude arriving in the supply streams; (f) fractions of various components in the supply streams; (g) demand of crude-mix to be charged from a charging tank; (h) bounds on the flowrates of the streams in the network; (i) time horizon for scheduling; (j) cost coefficients for calculating the various costs involved.
The problem is then to determine the optimum values of the following items in the system in order to minimize the total operating cost of the network: (i) the total and component inventory levels in the tanks at various instances of time; (ii) the total and component flow volumes from one unit to another in a certain time interval; (iii) start and end times of the flows in each stream present in the network.
Finally, the following operating constraints must hold in the network: 1. Simultaneous inputs into and outputs from a tank cannot be allowed. This is done to allow settling of the crude mix in a tank.
2. Each distillation unit may be charged by at most one charging tank over a period of time. This is another operational norm followed in in many refineries.
3. Each charging tank may charge at most one distillation unit at a point of time.
4. Each charging tank has to discharge a specified amount of crude-mix to the various distillation units within the given time horizon.
5. All the distillation units have to be operated continuously throughout the entire time horizon.
Model
We model the optimization of the network as a nonconvex MINLP problem.
Certain assumptions are made prior to modeling the system:
1. Perfect mixing takes place in each tank.
2. Negligible change in specific gravities on mixing.
3. The crude flows into and from a tank need not be continuous.
4.
Changeover times for CDU charging are neglected.
The mathematical model for the scheduling problem has largely been taken from Tank Constraints (i) Constraints for flow transfers
These constraints force the total flow in a stream ( (ii) Duration constraints 
Similarly, as given in eq (4a) and eq (4b), if there is a flow in transfer event t into or from a tank, the lower bound on the volume of a flow is obtained by multiplying the fluid flowrate lower bound with the duration of flow. We should note that for the charging tanks, the start and end times have to coincide if there is no flow in a particular time event (eq (11b)). This enforces the continuity of operation of the CDUs under the condition that only one charging tank can charge a CDU in a certain transfer event.
(iii) Simple sequencing constraints A flow into or from a tank b in transfer event t has to take place before the same flow in event t+1. Equations (5) - (10) correspond to this necessary condition. properly across all tanks in the same transfer event.
Also since all inputs into a tank b are required to finish before any output starts from that tank b in any transfer event, we need the following constraint:
This helps in upholding material balances in the transfer event t and prevents the situation where output could occur before any input into a tank. 
For each tank b ∈ B in the network, we have an overall inventory balance (eq (13)), individual inventory balances (eq (15)) for each component j ∈ J and the total flow balances (eq (17) and eq (18)). The inventory balances imply that the inventory in tank b at the end of a transfer event t is equal to the inventory at the end of transfer event t-1 plus the volume flow into the tank from any input source a in transfer event t, minus the flow to any output destination c in the transfer event t. The representation of a crude tank is shown in Fig. 3 . 
The following constraint must hold in order to ensure that the total inventory in any transfer event does not exceed the upper bound of the inventory since both inputs and outputs can occur in the same transfer event.
The sum (
) is the total inventory in a tank b in transfer event t before any output flow starts to occur from the tank in the same transfer event.
(viii) Bounds on components fractions inside a tank
The fraction of a component in the crude inside any tank should lie between given bounds. This is enforced by the following constraints: 
(ix)
Crude-mix demand constraints Each charging tank g ∈ G must charge a specified amount of crude-mix over the entire scheduling horizon. This volume of crude-mix is distributed to the different CDUs in the network.
Bound strengthening cuts (optional)
The following constraints may be added to the model in an attempt to tighten the relaxation of the MINLP model so as to accelerate the convergence to find the optimal solution. These are derived using a reformulation and linearization technique given in Sherali and Alameddine (1992) . In this we take eq (19) and expand it to get the following equation:
Each bilinear term present in the above equation is considered and a summation is carried out over j ∈ J for each of these bilinear terms, which results in the following set of equations,
Distillation Units
Each distillation unit d ∈ D is modeled with the following set of constraints:
The conditions that each distillation unit can be charged by at most one charging tank in a transfer event and at most one CDU can be charged by a single charging tank in a transfer event are enforced by eq (25) and eq (26) respectively.
(ii) Continuous operation constraint Each crude distillation unit (CDU) must be operated continuously and the total time of operation of each CDU must be equal to the time horizon H (eq (27)). Because of the continuity required in the duration of operation, and the requirement that only one charging tank can charge a CDU over a period of time, for a CDU which is charged in transfer event t, the next charge (in transfer event t+1) will start at the ending time of the current transfer event t. This is enforced by eq (28) and eq (29).
Supply Streams
The supply streams have to follow certain mass balance and timing constraints:
These constraints state that all the flows from a supply stream p to storage tank s in any transfer event must start after a particular time Also, two or more suppply streams can feed the same storage tank at the same time.
(ii)
Overall mass balances
The total amount of crude oil arriving in a supply stream p (given by supply p V ), must be completely transferred to the storage tanks over the set of all transfer events in the horizon.
The component flow from a supply stream p to a tank s (storage tank) in a transfer event t is equal to the product of the total flow from that supply stream to the tank and the fraction of the component in the supply stream which is known.
is the fraction of component j in the supply stream p.
Variable bounds
All the continuous variables must lie between specified bounds and the discrete variables can be either 0 or 1. 
Objective function
The objective function used in this work is similar to the one used in Lee et al. (1996) . . This term is written in this way, since the model allows for both input into and output from a tank in the same transfer event, although they cannot be simultaneous. The last term
corresponds to the setup cost of charging the 'ND' CDUs with different crude-mixes.
Equations (1) - (23), (25) -(34) comprise the MINLP model (P) which is to be optimized.
Solution Strategy
Large scale MINLPs such as problem (P) require specialized solution algorithms.
We propose a specialized Outer-Approximation algorithm for solving the nonconvex model (P) to global optimality within a specified tolerance. In the proposed technique, we generate lower and upper bounds on the global optimum of (P) over a search region by solving separate models, which are then converged in the proposed algorithm.
Lower Bounding problem
A rigorous lower bound on the global optimum of problem (P) can be obtained by solving an MILP relaxation of the original nonconvex MINLP model (P). This relaxation can be constructed by replacing the nonlinear equation (19) with eq (35) and using convex envelopes (see McCormick, 1976 ) (eqs (36) -(39)) for the bilinear terms appearing in eq (19) , as given by the constraints below,
The relaxed MILP problem (R) consists of eqs (1) - (18), (20) - (23), (25) -(39).
The MILP relaxation (R) is often very large in size and requires significant computational effort to solve. To reduce the computational effort in solving this problem, we add cutting planes to model (R) which are derived using a technique, similar to that given in Karuppiah and Grossmann (2006) . The description of the derivation of these cutting planes follows. The network is split into separate decoupled structures, as shown in Fig.   3 , following the concept of spatial decomposition (e.g. see Jackson and Grossmann, 2003) . Here the network is split into two decoupled sub-structures, although more sub-tructures are possible. The sub-structure to the left of the dotted line in Fig. 3 , which is called D1 while the sub-structure on the right is termed D2. Physically, such a split can be interpreted as cutting the pipelines between some of the units in the network.
Fig. 3 Spatial decomposition of network structure
We then duplicate the variables pertaining to the flow existence (binary variables), total flow, component flows, and start and end times of flow for all the connections in the network that have been split. We end up with two sets of duplicate 
with these newly created variables in model (P). The subscript m stands for the source of the pipeline that has been split, while the subscript n stands for the destination of a pipe that has been split. (equations corresponding to D1) and 
Theoretical properties of such cuts are given in Karuppiah and Grossmann (2006) . Namely, the cuts are valid when added to the original problem, and the inclusion of the cuts into the relaxation (R) produces a lower bound at least as strong as the lower bound obtained from Lagrangean decompsotion and the one obtained by solving (R) without any cuts. The Lagrange multipliers used in these cuts can be updated using a procedure given in the appendix, and additional cuts can be derived as described above. This procedure of updating the multiplers and adding cuts can be performed any number of times. It is important to note that the performance of these cuts in reducing the solution time of the relaxation strongly depends on the values of the Lagrange multipliers. The cuts (eqs (45) and/or (46)) are then added to (R) which is the MILP relaxation of model (P) to get a modified MILP model (RP). On solving (RP), we obtain a valid lower bound on the solution of (P).
Upper Bounding Sub-problem
We fix the binary variables in problem (P) to the values obtained from the solution of (RP), and obtain a nonconvex NLP model (P-NLP) which is solved to global optimality with any standard method. This then yields an upper bound on the solution of (P). The optimal values of the variables obtained from the solution of (RP) are then used as a starting point for the NLP solver. In case the model (P-NLP) is found to be infeasible for these integer values, we use as a heuristic to obtain alternate sub-optimal integer solutions by solving (RP) for an specified amount of time, and select the best found integer solution.
Outer Approximation Algorithm
The proposed Outer Approximation algorithm is shown in flowchart form in Fig. 4 . f. Termination Iterate between solving models (RP) and (P-NLP) till the lower bound exceeds the upper bound or the relaxation gap between the lower and upper bounds is less than a specified tolerance. Convergence to the global optimum is not guaranteed if a local NLP solver is used in step d above.
Remarks (i)
In a more traditional Lagrangean decomposition approach, the network is usually decomposed such that all the units present in it are separated. On solving the sub-models corresponding to every unit in the network, we obtain very weak cuts. To avoid this problem, we decompose the network into only two or three sub-structures. It is found heuristically that decomposing the network into unbalanced sub-structures and using cuts derived from the smaller sub-structures leads to a better performance of the algorithm.
(ii) There are multiple ways to split the network and generate sub-structures and corresponding cutting planes. For example, the structure shown in Fig. 1 can also be split into two sub-structures D3 and D4 as shown below in Fig. 5 . Also the original network structure can be split into more than two sub-structures. sub-structures such that (nbs + ncs)/(nb + nc) for the largest sub-structure is below 0.9.
Examples
The effectiveness of the proposed algorithm in solving scheduling problems is demonstrated using three examples for which the data is obtained from Lee et al. (1996) .
The units of some of the parameters are not specified in order to be consistent with the previous literature data. All examples were formulated using GAMS (Brooke et al., 1998) and solved on Intel 3.2 GHz Linux machine with 1024 MB memory. GAMS/CPLEX 9.0 was used for solving the MILP problems, while GAMS/CONOPT 3.0 and GAMS/BARON 7.2.5 were used for local optimization and global optimization, respectively, of the NLP problems. For comparison with the proposed algorithm, we also used GAMS/DICOPT and GAMS/BARON 7.2.5 for solving the MINLP models. Locally optimal solutions to the MINLP models are obtained using DICOPT (1 iteration for the relaxed NLP + 2 major iterations are performed) and compared against the solutions obtained from the proposed algorithm. Hence, the computational expense of solving the examples using DICOPT is not included in the total computational time taken by the algorithm. It is to be noted that when BARON (Sahinidis, 1996) was used to solve the NLP model (P-NLP), an optimality tolerance of 1% was used. The algorithm was terminated at the end of the first iteration for all the examples, since the relaxation gap between the lower and upper bound was sufficiently small within an acceptable tolerance for the global optimum. However, the iterations of the proposed Outer-Approximation algorithm may be continued to further reduce the gap between the lower and upper bounds. The problem sizes for all three examples is given in Table 4 and the various computational results are given in Tables 5a -5d. The number of transfer events was arbitrarily chosen to be 3 for all the units in all the examples, as the algorithm was able to find good solutions when the horizon was divided into 3 transfer events.
Example 1 The first example is a network consisting of 3 supply streams, 3 storage tanks, 3 charging tanks and 2 distillation units, whose structure is shown in Fig. 1 . The crude oil in this example contains one key component and all the other components are combined into a bulk component, thus effectively making the given crude a two component system.
The crude movement has to be scheduled over a time horizon of 12 hours. The relevant numerical data to carry out the optimization for this example is given in Table 1 . The scheduling has to be done for a time horizon of 10 hours. Table 2 provides the necessary data for the optimization and the optimal solution is given in Fig. 8 . The relevant numerical data for this example is given in Table 3 while the optimal schedule is shown in Fig. 10 . On solving the problem to optimality using the proposed algorithm, we get a solution of 383.69, which is globally optimal within a tolerance of 1 %.
Computational results
The model sizes for the different examples are shown in Table 4 . The new formulation is quite efficient for these crude oil scheduling problems and we obtain good solutions to the scheduling problem at the very first iteration of the proposed algorithm as seen in Table 5a . The algorithm finds the optima and proves their global optimality in tractable computational times. The addition of cutting planes to the MILP relaxation (R)
as described in the algorithm decreases the number of nodes in the branch and bound tree for solving the MILP relaxation, and hence the solution time for solving the MILP. This is evident from Table 5b . The cuts added to the relaxation (R) tighten the lower bound at the root node of the branch and bound tree for the MILP, which contributes to reducing the number of nodes in the tree to about one third for solving the MILP.
For all the examples, the network structure is split into D1 and D2 (Fig. 2) and also into D3 and D4 (Fig. 3) . The information about the sub-structures (D1, D2, D3 and D4) for example 2 and example 3 can be obtained from the authors. Initially a set of Lagrange multipliers was chosen to generate cuts (see Table 5c for multiplier information), and they are updated once more to generate more cuts, which are added to a pool of cuts. The column under the heading z L in this table gives the value of the lower bound on the global optimum of (P) obtained by conventional Lagrangean decomposition using the initially chosen set of Lagrange multipliers. We can see from Table 5b that they are weaker than the lower bound obtained by solving the MILP relaxation (R) to optimality. From this pool of cuts that is generated, the weaker cuts derived from the smaller sub-structures, are chosen to be added to model (R) for all the numerical examples in the paper and model (R) is then solved. The solution of (R) is used to fix the binary variables in model (P), and we solve the resulting NLP model to global optimality using BARON to get a solution. Here, we should note that BARON cannot solve the original MINLP problems (P) to global optimality even after 10 hours of CPU time.
At the end, we also tested the effectiveness of adding the proposed cuts to the MINLP model (P) corresponding to all examples. It is found that BARON performs better when trying to solve the MINLP model (P) with these cuts added to it, than it does in absence of these cuts. It can be seen from Table 5d that the lower and upper bounds found by BARON at the end of 10 hours of computation, are closer to each other in the presence of these cuts, although the relaxation gap is still rather substantial. 
Conclusions
In this work, we have developed improved techniques for global optimization of scheduling the flow of crude oil at the front-end of a refinery. A continuous time model based on transfer events is used to represent the scheduling problem and this model is a nonconvex MINLP model which has multiple local optima. In order to obtain provably globally optimal solutions to the problem, we propose a specialized Outer-Approximation algorithm. In this, we generate lower and upper bounds on the global optimum which are ‡ BARON was run for a total time of 10 CPUhours 
