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Experiments with superconducting circuits require careful calibration of the applied pulses and
fields over a large frequency range. This remains an ongoing challenge as commercial semiconductor
electronics are not able to probe signals arriving at the chip due to its cryogenic environment. Here,
we demonstrate how the on-chip amplitude and frequency of a microwave signal can be inferred from
the ac Stark shifts of higher transmon levels. In our time-resolved measurements we employ Ramsey
fringes, allowing us to detect the amplitude of the systems transfer function over a range of several
hundreds of MHz with an energy sensitivity on the order of 10−4. Combined with similar measure-
ments for the phase of the transfer function, our sensing method can facilitate pulse correction for
high fidelity quantum gates in superconducting circuits. Additionally, the potential to characterize
arbitrary microwave fields promotes applications in related areas of research, such as quantum optics
or hybrid microwave systems including photonic, mechanical or magnonic subsystems.
INTRODUCTION
Implementing a fault-tolerant quantum processor re-
quires gate fidelities far exceeding a threshold of 99% [1–
4]. In superconducting qubits, these gates are realized by
on or near-resonant microwave pulses [5]. However, on
the way to the circuit, the shape of these pulses is dis-
torted by multiple passive microwave components such as
attenuators, circulators and wires. These distortions neg-
atively affect the gate fidelities if they are not accounted
for.
The collective response of all microwave components
to an incident signal is described by the transfer function
of the system. If the transfer function is known, digital
signal processing techniques allow for full control over the
shape of applied pulses. However, since superconducting
circuits are embedded in a cryogenic environment oper-
ated at millikelvin temperatures, the transfer function
from pulse source to sample is not accessible with con-
ventional network analyzers. In the past, this problem
has been tackled by different calibration methods, which
are usually limited to specific pulse shapes [6] or systems
[7]. While more general pulse optimization schemes have
been proposed theoretically, they have yet to be imple-
mented in a real quantum system [8–10].
In recent years, the growing interest in quantum sen-
sors [11–13] has facilitated a more direct approach, where
the signal arriving at the circuit is probed directly. In
particular, superconducting qubits have been successfully
employed as photon sensors due to their high electrical
dipole moment. While sensing based on a variety of phys-
ical phenomena such as the cross-Kerr effect [14], occur-
rence of the Mollow triplet [15] or electromagnetically
induced transparency [16] has been shown, these meth-
ods are limited to the discrete frequencies of the qubit
transitions. An alternative approach operates a qubit as
a vector network analyzer, but only works in the MHz
regime [17]. Recently, Schneider et al. demonstrated
that the ac Stark effect in anharmonic multi-level quan-
tum systems (qudit) can be used to detect on-chip mi-
crowave fields [18]. Here, signals over a range of more
than one GHz were measured. When including higher
levels [19], this sensor can simultaneously determine the
amplitude and frequency of an unknown signal, promot-
ing it as a useful tool for experiments in quantum optics
[20–22] and quantum microwave photonics [23–25], where
in-situ frequency detection can be beneficial. However,
the spectroscopic measurement techniques employed in
these proof of principle experiments offer limited preci-
sion for reasonable data acquisition times.
In this work, we investigate the potential of the type
of sensor used in Ref. [18] to characterize the microwave
transmission from source to sample. We use a time-
resolved measurement setup to boost the sensor perfor-
mance by an order of magnitude. By applying a well
known microwave signal, we probe the amplitude of the
transfer function over a wide frequency range. Finally,
we estimate the errors and limits of our sensing scheme
and discuss the potential for further improvement.
RESULTS
The sensor we use in our experiments is a non-tunable
superconducting transmon (ω1/2pi = 4.685 GHz) with a
concentric design [26].The transmon architecture offers
a low anharmonicity (280 MHz), which is beneficial for
probing higher qudit transitions, as well as an enhanced
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2SUPPLEMENTARY FIGURE 1. Experimental setup and methods. a Schematic diagram of the transmon qudit sensor and
readout resonator (coplanar waveguide) connected to the employed microwave setup. The gate (PG, ωG) and readout (PM, ωM)
pulses are merged with the continuous tone (PF, ωF) which creates the on-chip microwave field to be measured. The combined
signals are repeatedly attenuated within the cryostat before reaching the sample mounted at the 25 mK stage. b Graphical
representation of the sensor measurement procedure. As the qudit transitions ωi (i = 1, 2) are shifted in the presence of a
microwave field, the frequency ωR,i of the corresponding Ramsey oscillations changes, here exemplified for ω1. Ramsey fringes
thus reveal the magnitude of these level shifts. Together, the shifts of the first two qudit levels can be used to extract the
amplitude and frequency of the microwave field.
dipole moment, which increases the sensitivity to local
ac fields [27]. To allow for manipulation (PG, ωG) and
readout (via a resonator) of the qudit, the sample is con-
nected to a time resolved measurement setup (Fig. 1a).
An additional microwave source with frequency ωF and
power PF was installed to generate a on-chip field with
amplitude AF ∝
√
10PF/10 dBm. Neglecting the readout
resonator, the Hamiltonian describing our system reads
H/~ =
∑
i
Ei
~
|i〉 〈i|+AG(t)(bˆ+ bˆ†) cosωGt
+AF(bˆ+ bˆ
†) cosωFt, (1)
where the anharmonic annihilation and creation oper-
ators bˆ and bˆ† take the different coupling strengths to
the transmon levels into account, which are expressed
in their Eigenbasis |i〉. The Eigenenergies Ei are calcu-
lated from the exact solution of the Transmon Hamilto-
nian [27]. In the following, we label the qudit transitions
ωi = Ei − Ei−1 and their associated parameters with
identical indices.
To detect the amplitude and frequency of an on-chip
microwave field we determine the ac Stark shift ∆i that it
induces in the first and second qudit transition (i = 1, 2).
A simple but precise way to measure those shifts are
Ramsey fringes [28, 29]. The overall idea of the mea-
surement scheme is sketched in Fig. 1b. Generally, per-
forming Ramsey interferometry for a specific transition
produces oscillations in the population of the associated
qudit states. In the absence of an external field, the
frequency of these oscillations simply depends on the fre-
quency mismatch between the respective qudit transition
and the applied gate tone ωG,i. However, if the qudit is
subjected to a microwave field, this mismatch changes
due to the ac Stark effect. The shift of any qudit transi-
tion
∆i = ωR,i − (ωG,i − ωi), (2)
can then be calculated from the oscillation frequency ωR,i
corresponding to the respective Ramsey fringes, as long
as the unperturbed qudit frequencies ωi are known.
Figure 2 shows Ramsey oscillations of the first and
second qudit transition when applying a field with
ωF,apl/2pi = 5.285 GHz and PF,apl = 4 dBm. In the ex-
periments, a pi-pulse prior to the Ramsey sequence allows
probing the frequency shift of the second excited state.
An identical pi-pulse after the sequence increases the vis-
ibility and removes the spurious signal of the relaxation
to the ground state. For these pi-pulses to be on reso-
nance with the shifted transition frequency ω˜1 = ω1−∆1,
knowledge of ∆1 is required. Consequently, the order in
which the qudit transitions are probed is fixed. To de-
termine the frequencies of the Ramsey oscillations, we
fit the data with an exponentially damped sine function,
which also accounts for the additional decay channels of
higher lying qudit levels [30] via a declining amplitude
offset. This decay of the higher excited level also limits
3SUPPLEMENTARY FIGURE 2. Employed sensing scheme. First, the shift of the first qudit transition ∆1 is determined from
the frequency of the corresponding Ramsey oscillations. Second, ∆1 is used to adjust the resonant pi-pulse which excites the
qudit to the |1〉 state. Then, an additional Ramsey experiment is performed between |1〉 and |2〉 measuring ∆2. Third, ∆1
and ∆2 are processed by a pair of lookup tables to determine the frequency and amplitude of the microwave field causing the
shifts. Here, only the lookup table for ∆1 is shown. The sensor limits depicted within the lookup table are derived in the main
section.
the maximum Ramsey delay time ∆t used in our exper-
iments (see Supplementary Information for details).
Lacking a closed analytical solution, the ac Stark shifts
∆i calculated from ωR,i are then evaluated with a pair of
lookup tables. Each lookup table contains the expected
shifts of the respective qudit transition for various mi-
crowave fields. Searching both lookup tables simultane-
ously for the entries that are closest to our measurement
data yields an unambiguous result for the frequency and
amplitude of the detected field. In Ref. [18], these lookup
tables are generated analytically by modeling the trans-
mon as an anharmonic oscillator. The field dependent
level shifts are then calculated from perturbation theory.
However, we find that this simplified model is no longer
accurate when detecting frequency shifts with a precision
of a few kilohertz. We therefore rely on numerical simu-
lations of the exact transmon Hamiltonian (Eq. (1), see
Methods for details).
The last plot in Fig. 2 shows the numerically gener-
ated lookup table for the first qudit transition, illustrat-
ing the dependency of the ac Stark shift on the ampli-
tude and frequency of the microwave field. Here, a black
and white line represent the upper and lower limit of the
sensor, respectively. These limits originate from the re-
stricted number of measurement points for the Ramsey
fringes and will be discussed in detail later. Evaluating
the data in Fig. 2 we find microwave photons of frequency
ωF,ex/2pi = 5.297 GHz arriving at the qudit at a rate of
AF,ex/2pi = 0.097 GHz, which corresponds to a power of
PF,ex = AF,ex~ωF,ex = −116.7 dBm.
The full sensing scheme proposed in this work can be
summarized as a three step process. After measuring
the shift of the first and second qudit transition using
Ramsey fringes, the field parameters are extracted from
the measurement data with the help of pre-calculated
lookup tables. To verify the scheme, we apply a well
known microwave signal with constant power and gradu-
ally increase the frequency over a range of 450 MHz. We
probe the field arriving on-chip with our sensor and plot
the extracted ωF,ex over the applied frequencies ωF,apl
(Fig. 3a), finding a good agreement. Plotting AF,ex over
the same axis yields the amplitude of the transfer func-
tion (Fig. 3c). Here, we observe a strong frequency de-
pendence, dominated by the readout resonator operating
as a filter and cable resonances, which demonstrates the
significance of calibrating microwave lines.
Shaded areas in Fig. 3 illustrate the uncertainty of our
results. The uncertainty is estimated from varying our
experimentally determined value of ∆i by ±σR,i, where
σR,i is the standard error of ωR,i resulting from the fit.
In our case, σR,i is a consequence of the limited signal
to noise ratio (SNR) during the measurement of indi-
vidual data points and therefore depends on the number
of averages Navg used in the experiments. As shown in
Fig. 3e, the experimentally measured decline of σR,i is
well fitted by ai/
√
Navg + ci (see also Supplementary In-
formation), as expected from the shot noise limit [31].
In the interest of keeping the measurement time com-
parable to Ref. [18], all experiments were performed at
Navg = 3000, fixing the errors at around σ/2pi = 10 kHz,
see Fig. 3d. On average, this amounts to a relative uncer-
tainty for the amplitude and frequency of ∆AF/AF = 4 %
and ∆ωF/ωF = 0.5 %, respectively. This error increases
for higher frequencies, as ∆i decreases for large detuning
between microwave field and qudit, while the magnitude
of σR,i remains unchanged.
Another potential source of noise, which has not been
considered in the calculation above, are temporal fluc-
tuations of the qudit transition frequencies ∆i due to
unstable two-level systems (TLS) [32–35]. To quantita-
tively estimate their influence, we theoretically study the
following example, where the first transition frequency is
4SUPPLEMENTARY FIGURE 3. Sensor performance analysis. a Comparison between the frequencies applied with the
microwave source (ωF,apl) and the frequencies extracted from the sensor (ωF,ex). The shaded area indicates the uncertainty
estimated from the standard errors to the Ramsey fits. b The magnitude of the discrepancy between ωF,apl and ωF,ex is
an indicator for the reliability of our measurements. c Amplitude of the transfer function for a signal with constant power
PF,apl = 4 dBm. d Ramsey standard errors used for the calculation of the uncertainty in (a) and (c). The values are extracted
from the same fits as the sensor data. e Standard errors as a function of the number of averages. For this experiment,
Navg = 3000 averages were used (indicated by the arrows).
shifting by ∆ω1 = 20 kHz [34] right before a sensor mea-
surement. Then, subsequent pi/2-pulses are even further
detuned and the corresponding Ramsey frequency will be
altered, resulting in an offset for ∆1 by±∆ω1. Processing
this offset together with the presented measurement data,
we find that this causes an uncertainty for the extracted
frequencies of ∆ωF/2pi = 16.8 MHz. Note that this un-
certainty is independent from our evaluation of σR,i, as
the shift of the transition frequency affects all data points
equally. This rough estimation thus provides a reason-
able explanation for the few data points, where the dis-
crepancies δ between ωF,ex and ωF,apl exceeding the es-
timated error bars in Fig. 3b. While a more profound
analysis of this effect is challenging due to the varying
timescales on which these fluctuations can occur, their
influence could be mitigated in future measurements by
a continuous recalibration of the qudit transition frequen-
cies, i.e, adjusting the drive frequency to the fluctuating
qudit transition frequencies.
In the following, we address the limits of our sensor
(see Supplementary Information for an extended analy-
sis). As discussed in Ref. [18], it is practical to limit
the ac Stark qudit sensor to fields that are higher in fre-
quency than the first qudit transition. Otherwise, the mi-
crowave field is more likely to excite higher qudit states.
In this work, using Ramsey fringes results in additional
constrains for the range of the sensor. The three param-
eters defining the total measurement time for a Ram-
sey experiment are the maximum delay time between
the pi/2-pulses ∆tmax, the number of time steps NR and
the passive reset time Trep. To reduce the measurement
time together with the chance of encountering frequency
fluctuation [34], it is desirable to minimize these parame-
ters. At the same time, the sampling rate f = NR/∆tmax
should be large enough to resolve the Ramsey oscillations
clearly. Here, we find that values more than five times
larger than the minimum value stated by the Nyquist-
Shannon theorem [36, 37] yield accurate fits. To ensure
correct fitting of the data, it is also desirable to represent
at least one full oscillation period within the measure-
ment interval, which requires a sufficiently large ∆tmax.
When operating the sensor with gate pulses that are on
resonance with the unperturbed qudit frequency, Eq. (2)
simplifies to ∆i = ωR,i and we can write the limits for
the detectable frequency shifts as
∆1/2pi < NR/(5 · 2∆tmax) = 10 MHz
∆2/2pi > 1/(∆tmax) = 1.25 MHz, (3)
for NR = 80 and ∆tmax = 800 ns. Together with
Trep = 240µs and Navg = 3000, all parameters amount to
a total measurement time of ∼ 1 min. Note that the lower
limit in Eq. (3) is given by ∆2, which is always a stronger
constraint than ∆1. The lookup table in Fig. 2 visual-
izes the set of detectable microwave fields determined by
these limits. When a different range is required, they
can be adjusted by choosing ωG,i 6= ωi or by changing
the Ramsey parameters.
5DISCUSSION
We have successfully implemented a sensor for mi-
crowave fields based on time-resolved measurements of
the ac Stark shift. Employing Ramsey fringes, we harness
the high sensitivity of the qudit phase on the frequencies
of the first and second qudit transition. Evaluating the
measured shifts with numerically generated lookup ta-
bles yields the amplitude and frequency of the applied
microwave field. Using this sensing scheme, we measure
the amplitude of the transfer function over a range of
several hundreds of MHz. The results were validated by
comparing the frequencies of the applied microwave tone
with the sensor output. In comparison to the previous
implementation by Schneider et al. [18], we were able
to increase the precision by an order of magnitude to
∆AF/2pi = 3.4 MHz and ∆ωF/2pi = 25 MHz for compa-
rable measurement times. While a full pulse calibration
requires similar measurements for the phase of the trans-
fer function (see Supplementary Information for theoret-
ical considerations), our results may already prove useful
for advancing the control over hybrid microwave systems
[38] and could enable broadband microwave detection in
superconducting particle detectors [39, 40].
In the future, employing parametric amplifiers [41–43]
and active reset [44–46] could reduce the measurement
time of the sensor to a few seconds while simultaneously
improving the precision. Moreover, advanced quantum
sensing protocols that use linear slope detection over an
extended dynamic range can be used to further increase
the precision [47–49].
METHODS
Experimental setup
We use a standard cQED setup consisting of a
transmon qudit (ω1/2pi = 4.685 GHz and ω2/2pi =
4.405 GHz) capacitively coupled to a λ/2-wavelength
coplanar waveguide resonator (ωr/2pi = 6.878 GHz). To
fabricate the resonator and the large-scale components
of the transmon, thin-film NbTiN is used, whereas the
Josephson tunnel junction consists of a conventional
Al/AlOx/Al stack [50]. The chip is placed in a cop-
per sample box and cooled down to temperatures below
25mK in a wet dilution refrigerator.
The microwave gate pulses for the Ramsey sequence
are generated in a single-sideband mixing scheme, us-
ing local oscillators and arbitrary waveform generators
(AWG). Combined with the permanent microwave tone
generating the on-chip field, these pulses are repeatedly
attenuated on different temperature stages of the cryo-
stat before reaching the sample. We use the resonator
to dispersively readout the state of the qudit [51, 52].
The readout signal is downconverted, digitized, and in-
terpreted by our measurement software (git.io/qkit).
Lookup table calculations
Based on the full system Hamiltonian in Eq. (1), we
perform master-equation simulations using the QuTip
package [53, 54]. Starting with the transmon in the
ground (excited) state |0〉 (|1〉), we compute the full time
evolution while applying a Ramsey sequence by tem-
porarily switching on AG(t) in the simulation. After
computing each point of the Ramsey fringes, ∆1 (∆2)
is determined by fitting the oscillations. This process is
repeated for varying field amplitudes AF and frequencies
ωF, gradually filling the lookup table.
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Supplementary Information
ADDITIONAL SENSOR LIMITATIONS
In the main text we report how the parameter defining the Ramsey measurement (maximum delay time ∆tmax,
number of time steps NR, number of averages Navg) affect the range and precision of our sensor in practice. Here, we
discuss additional constrains for the sensor performance as well as the ultimate limits of the sensing scheme.
Qudit Coherence Time
For our sensor, extremely weak or far detuned microwave fields result in very small frequency shifts, thus requiring
long Ramsey sequences, i.e., large ∆tmax, to be resolved. However, the Ramsey fringes will eventually be suppressed
by the decoherence of the quantum state. By limiting ∆tmax, this decoherence thus limits our sensor. Histogramms
showing measured coherence times T i2 of the first and second qudit transition are depicted in Fig. 4a. Due to the
reduced coherence of higher transmon levels [30], T 22 sets the ultimate limit of the sensor. In our experiments, we
therefore limit our maximum delay time to ∆tmax < 2 · T 22 . We note that larger coherence times (T 12 ) have been
demonstrated with qudits of the same architecture [26, 50]. Unfortunately, our sample was limited by slotline modes.
Sampling Rate
In the opposite limit, where strong fields in close frequency range result in rather large transition frequency shifts
and therefore fast Ramsey oscillations, the largest detectable frequency shift is proportional to the number of time
steps NR. While NR is eventually limited by the sampling rate of the waveform generator, it is always possible to add
a frequency offset to the Ramsey pi/2-pulses to reduce the oscillation frequency and thereby shift the sensor limits.
Ramsey Noise Floor
In the main text we show that, in the absence of large qudit frequency fluctuations, the standard error of the
Ramsey fit σR,i steadily declines with the number of used averages Navg. The respective data is fitted by σR,i/2pi =
ai/
√
Navg + ci, where we include a constant offset that is independent of the averaging. Here, our fit yields
c1 = 0.12 kHz, (4)
c2 = 2.20 kHz (5)
for the first two transitions, respectively. This offset can be thought of as the noise floor of our sensor constituting
an ultimate limit, below which no accurate information can be gained. While the details of its origin require further
investigation, a possible explanation is low frequency 1/f noise from two level fluctuators [55]. Due to the enhanced
coupling matrix element of the second qudit transition [27], its noise floor is significantly higher. Moreover, probing
the second transition requires more gates (see scheme in the main text). Thus, additional gate errors are introduced,
also contributing to an increase of c2.
7SUPPLEMENTARY FIGURE 4. Additional sensor limitations. a Histograms showing the distribution of individual T2
measurements for the first and second qudit transition. b Dispersive shift of our readout resonator (χ/κ = 0.08). The
separation between |0〉 and |1〉, which is one indicator for the SNR, is at maximum for the readout frequency ωr. c Difference
between simulation results using the measured qudit frequency and the mean value of all results obtained when varying these
frequencies in the simulations by ±σR,1(σR,2). Error bars indicate the maximum spread of all simulation results.
Readout Resonator
Above the noise floor (Navg < 10
5), the precision of our sensor depends mainly on the signal to noise ratio (SNR)
of our readout signal, which can quantitatively be written as SNRi = 1/σR,i ≈
√
Navg/ai (with a1 = 355 kHz, a2 =
537 kHz). In the dispersive limit, the prefactor ai represents the ability to distinguish the frequencies of the resonator
for different qudit states [56]. This ability usually depends on both, the ratio between the dispersive shift χ and the
full width at half maximum κ of the resonator (see Fig. 4b), as well as the ratio between the power of the readout
signal and the thermal noise added by the amplifiers.
Background Microwave Power
Spurious shifts caused by thermal photon population in the readout resonator (wr = 6.878 GHz) are a well known
noise source in cQED systems. For our setup, assuming a on-chip temperature of 75 mK, Bose-Einstein statistics
yields a mean photon number of n = 0.985, which manifests as a constant offset of n · χ = 230.4 kHz to the qudit
frequency. While the offset will also slightly fluctuate due to the discrete nature of n, these fluctuations only happen
with respect to individual data points and are thus included in the error estimation presented in the main text.
Simulation Uncertainty
While our numerical simulations are in theory arbitrarily precise when taking enough qudit levels into account, they
are still limited by the precision of the input parameter, i.e., the frequencies of the first and second qudit transition
(ω1, ω2). To quantitatively estimate this effect, we perform numerical simulations of the expected frequency shifts
for a fixed set of drive parameters (ωF,apl/2pi = 4.985 GHz, AF,apl/2pi = 0.07 GHz) while varying ω1(ω2) by ±σ1(σ2).
The results are depicted in Fig. 4c, where error bars show the maximum deviation from the mean value. While the
uncertainties of the full lookup table will vary at each entry due to different drive parameters, this example illustrates
that the potential error made with the simulation is comparable to the uncertainties of the input parameters, which
are on the same order as in the actual experiment. We therefore think our error estimation based on the Ramsey
standard error σR,i adequately covers our sensor uncertainty, since the actual uncertainty at worst becomes 2σR,i, for
the unlikely case where the measurement and the simulation error fully add up.
High drive powers
It is well known that microwave fields with very high powers, both off and on resonance, can eventually excite higher
levels in transmons [19, 57]. Consequently, our sensing method is limited to microwave field powers below a critical
8point where this effect dominates the system. While a general formulation for this mechanism is beyond the scope
of this work, the problem can be adequately addressed by numerical simulations [58]. Thus, to estimate the drive
power limit for our sensor, we simulate the population of higher transmon levels for a 200 MHz detuned microwave
with increasing amplitude:
1. For AF,apl/2pi = 0.15 GHz, which is the highest power simulated for our lookup table and well below the highest
power measured in our experiment, the average population of the |2〉 state due to the drive is merely 1.1 %. The
drive can then simply be treated as an additional noise source that adds to σR,i.
2. For AF,apl/2pi = 0.75 GHz, this probability increases to 22.7 %, making a coherent manipulation of the qudit
challenging. In this parameter range, it might be more reasonable to use the spectroscopic measurement scheme
presented in Ref. [18].
3. For AF,apl/2pi = 1.5 GHz, there is a 2.25 % probability to excite the qudit beyond the Josephson potential (here:
|6〉 state), where all nonlinearities are lost.
PHASE MEASUREMENT
In order to use our sensor results for the proper calibration of microwave manipulation pulses, the phase of the
transfer function is required. Here, we present theoretical considerations for a measurement scheme that could allow
for phase detection with our sensor. The scheme consist of two consecutive pi/2-pulses (denoted a and b), where the
first pulse is on resonance with the first qudit transition ωa = ω1 and the second pulse is slightly detuned from it
ωb = ω1 + ∆b. Applying the rotating wave approximation, the Hamiltonians of these pulses can be written in the
rotating frame
Ha =
(
0 Ωa
Ωa 0
)
, Hb =
( −∆b Ωbeiφ
Ωbe
−iφ ∆b
)
, (6)
where Ωa,b is the Rabi frequency (amplitude) of the respective pulse. Note that pulses a and b have the same phase
at room temperature, but due to the systems phase response varying with frequency, the pulses reach the qudit
with a relative phase difference φ = φ(∆b). To demonstrate how this phase can become experimentally accessible, we
introduce the generalized Rabi frequency for the detuned pulse Ω˜b =
√
Ω2b + ∆
2
b and then choose our pulse parameters
such that Ωat = Ω˜bt = pi/2. While the resonant pi/2-pulses can easily be calibrated with a standard Rabi sequence,
the proper pulse length for the detuned pulse can also be determined from the amplitude of the transfer function
initially measured with our sensor. Taking these relations into account, the unitary time evolution operator can be
simplified to
Ua(0, t) = exp(− iHat~ ) =
1√
2
(
1 −i
−i 1
)
(7)
and
Ub(t, 2t) = exp(− iHbt~ ) =
1√
2
(
1 + i∆b
Ω˜b
−iΩb
Ω˜b
eiφ
−iΩb
Ω˜b
e−iφ 1− i∆b
Ω˜b
)
. (8)
Turning back to the laboratory frame, we can calculate the probability to find the qudit in the excited state
p1(2t) = | 〈1|Ua(0, t)Ub(t, 2t) |0〉 |2 = 1
2
(
1 +
Ωb
Ω˜b
cosφ+
∆bΩb
Ω˜2b
sinφ
)
. (9)
One can see that the final state probability depends on the phase difference between the pulses. This way, the
frequency dependent phase of the transfer function can be measured relative to ω1. However, since p1 vanishes for
large ∆b, this method only allows probing the phase in a limited frequency window around ω1. While for our Rabi
frequency Ωa = 30 MHz an achievable sensor range of ∼ 100 MHz is realistic, this would still be sufficient to cover the
spectral width of typical manipulation pulses with a length of 100 ns.
9SUPPLEMENTARY FIGURE 5. Unprocessed sensor data: a The measured frequency shifts and b the set of lookup tables
used for their evaluation.
UNPROCESSED SENSOR DATA AND LOOKUP TABLES
Figure 5 shows the measured frequency shifts (a) and the full set of lookup tables (b) that were used for the
sensor performance analysis in the main text. From the unprocessed data, one can gain some interesting insights
into the underlying sensor physics. Namely, that the qudit |1〉 and |2〉 state are nearly shifted in parallel, while the
qudit ground state is not effected. As consequence, the variation of the field amplitude with frequency is much more
profound in the first qudit transition and, more importantly, the second transition always shifts less than the first,
which is why ∆2 is always a stronger constraint for the lower boundaries of the sensor. For further details, we refer
the interested reader to Ref. [18].
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