One of the most well-studied problems in data minin is computing the collection of frequent Itemsets in large transaction databases. Since the introduction of the famous Apriori algorithm [14 many others have been proposed to find the frequent itemsets . Among suc algorithms, the approach of mining closed itemsets has raised much interes in data mining community. The algorithms taking this approach include TI TANIC [8], CLOSET+ [6], DCI-Closed [4], FCI-Stream [3], GC-Tree [15] , TGC-Tree [16] etc. Among these algorithms, FCI-Stream, GC-Tree and TGC-Tree are online algorithms work under sliding window environmen By the performance evaluation in [16], is the fastest one . In this paper, an improved algorithm based on GC-Tree is proposed, the computational complexity of which is proved to be a linear combination of the average transaction size and the average closed itemset size. The algorith is based on the essential theorem presented in Sect. 4.2. Empirically, the new algorithm is several orders of magnitude faster than the state of art algorithm, GC-Tree.
Introduction
Frequent closed itemsets is a complete and condensed representation for all the frequent itemsets. Therefore, the study of the frequent closed itemsets has raised much interest in the data mining community. Extensive research has been carried out in this area, in the following they are split to four categories:
Both A-Close [12] and TITANIC [8] exploit a levelwise process to discover closed itemsets through a breadthfirst search strategy. In each iteration, they try to search for candidates of MGs (Minimum Generators) with the help of search space pruning technique, and then verify them. Finally the MGs are used to generate all the closed itesmsets. Usually these algorithms are required to scan the whole dataset many times.
CLOSET [13] and CLOSET+ [6] try to project the global extraction context to some smaller sub-contexts with the help of a high compact data structure, termed FP-Tree, and then apply frequent closed itemsets mining process recursively on these sub-context in a depth-first manner. Better performance can be achieved than the adoption of A- (1) Line 6 in Fig. 1 filter out the unqualified nodes, only ƒ¿ nodes pass this filter.
(2) In the worst case, the procedure checkChild() will be invoked for each qualified node in line 10-11 or in line 24-25. Because the average size of posset*(curr) is ƒÀ, the procedure checkChild() will be invoked at most ƒ¿•EƒÀ times.
(
In the procedure is_dup(), (1) t is the transaction which is leaving the sliding window.
T2 is the sliding window after t leaved.
( Or else, C should be a closed itemset in Dn and satisfies at least one of the two conditions. Figure 17 shows the average processing time of the improved GC-Tree algorithm which is optimized with Method 1. It could be seen that the optimization method further improves the performance. Figure 18 shows the average processing time of the improved GC-Tree algorithm which is optimized with Method 2. It could be seen that this optimization method also further improves the performance. Figure 19 shows the average processing time of all the algorithms by fixing the size of the sliding window (200) . Figure 20 shows the average processing time of all the algorithms by fixing the average size of the transactions (20).
By putting all the algorithms together, Fig. 19 and Fig. 20 give us more clear pictures about the scaling behavior of each algorithm. In Fig. 19 , it could be demonstrated visually that the running time of the Original GC-Tree algorithm for every transaction increases quadratically according to the average transaction size. Meanwhile, the improved algorithms scales almost linearly. In Fig. 20 , it could be inferred that all the algorithms scale linearly according to the sliding window size. However, the slope of the original GC-Tree Algorithm is much more greater than the rest algorithms, this observation consists with the computational complexity analysis, which tells that the compu- 
Fig. 25
Runtime performance of all the algorithms based on the number of movies (The size of the sliding window is fixed as 230). Figure 25 shows the average processing time of all the algorithms by fixing the size of the sliding window(230). Figure 26 shows the average processing time of all the algorithms by fixing the number of movies in the dataset (2000).
The results of the experiments based on the real world 
Fig. 27
Runtime performance of all the algorithms based on the average transaction size (The size of the sliding window is fixed as 300).
Fig. 28
Runtime performance of all the algorithms based on the number of movies (The size of the sliding window is fixed as 230).
fixing the size of the sliding window (300). Figure 28 shows the average processing time of all the algorithms for every transaction on the real datasets by fixing the size of the sliding window (230).
Note that in the performance experiments, the GC-Tree algorithm is implemented by Java, while FP-Close is implemented by C++. In despite of many advantages provided by Java, one of the main problems of it is the speed of execution. Executing a Java program is several times slower than running a corresponding program written in C++. It is well accepted that the difference is a factor of three to five if the virtual machine uses a just-in-time compiler. Figure 27 and Fig. 28 shows that the improved GC-Tree algorithms are several orders of magnitude faster than FP-Close. For example, the running time of GC-Tree optimized by method 2 is almost 100 times faster than FP-Close. If we take into account the difference of implementation languages, GC-Tree with optimization method 2 is actually 300-500 times faster than FP-Close. Table 2 GC-Tree size on the synthetic datasets. Table 3 Number of itemsets in running example.
6.4
The Size of GC-Tree
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