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Henry Lam
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Procedures in assessing the impact of serial dependency on performance analysis are usually built on para-
metrically specified models. In this paper, we propose a robust, nonparametric approach to carry out this
assessment, by computing the worst-case deviation of the performance measure due to arbitrary dependence.
The approach is based on optimizations, posited on the model space, that have constraints specifying the
level of dependency measured by a nonparametric distance to some nominal i.i.d. input model. We study
approximation methods for these optimizations via simulation and analysis-of-variance (ANOVA). Numer-
ical experiments demonstrate how the proposed approach can discover the hidden impacts of dependency
beyond those revealed by conventional parametric modeling and correlation studies.
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While stylized models in operations and service systems often assume independently generated
inputs, studies have pointed to the ubiquity of serial dependency in many real-life applications.
Examples include arrival streams in file transfers (Ware et al. (1998)), video frames (Melamed et al.
(1992)) and call centers (Ibrahim et al. (2012)). For decision makers, ignoring serial dependency in
the input model for performance analysis potentially leads to substantial errors (e.g., Livny et al.
(1993)). Being able to assess the impact of dependency on a given performance analysis is, therefore,
crucial for reliable decision making.
The common way of assessing the effect of dependency is model-based. Namely, one builds a
parametric dependent model for the input, and carries out the performance analysis at different
values of the parameter, which typically corresponds to correlation. While this line of study is no
doubt convenient, it relies heavily on the correctness of the model: If the truth does not lie in the
parametric model family, there is no guarantee that the estimate on the effect of dependency is
accurate. As an illustration, consider the following simple example:
Example 1. Consider two uniform random variables X and Y on the interval [0,1]. Suppose
the task is to assess how dependency between X and Y affects a quantity such as E[X2Y 2]. One
way is to construct a Gaussian copula on (X,Y ) with a correlation parameter, vary this parameter
starting from 0 and observe how E[X2Y 2] behaves. Despite being straightforward to apply, this
approach may not provide valid information if the true dependency structure between X and Y is
non-Gaussian (which might not even be expressible in closed-form).
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This issue arises more generally for stochastic inputs on a process-level. For instance:
Example 2. Consider a first-come-first-serve M/M/1 queue. Suppose the task is to assess what
happens to a performance measure, say the probability of overload, if the interarrival times are not
i.i.d. but are serially dependent. One can build a first-order autoregressive model with Gaussian
noise, i.e. AR(1), and embed it into the interarrival sequence with exponential marginal distri-
bution (the so-called autoregressive-to-anything (ARTA) procedure; see Cario and Nelson (1996)).
Simulating the overload probability at different values of the first-order lag parameter away from
zero in the AR(1) model gives an assessment of the effect of serial dependency. Again, the AR(1)
model is specific. Even within the class of all processes that are dependent only at lag one (or
equivalently, Markovian processes), there can be many choices that are nonlinear or non-Gaussian.
If the true dependency structure is any of these other possibilities, the present assessment scheme
can underestimate the actual impact of dependency.
This paper investigates a new scheme for assessing the implication of dependency on performance
measures like those above for any form of dependency. Rather than tuning a correlation parameter
in a pre-specified parametric family of dependent models, the proposed approach relies on tuning a
unit of measurement for the level of dependency that applies universally to all models. This unit of
measurement is the so-called Pearson’s φ2-coefficient (Crame´r (1999)), which can be defined on any
bivariate joint probability distribution regardless of its parametric form. With this unit, the central
ingredient of our methodology is a worst-case analysis: We aim to find the most extreme values
of the performance measure of interest among all dependent models that are within a tunable
threshold of the φ2-coefficient. This can be formulated as optimization programs over the space of
models, with constraints on the type of input processes and the dependency level. We will illustrate
our methodology on Examples 1 and 2 in the sequel.
Our worst-case framework is based on the lag-dependent class of stationary processes, which
is a generalization of autoregressive processes without restricting to parametric form, and has
been used in nonparametric hypothesis tests in econometrics (e.g., Robinson (1991), Granger et al.
(2004), Granger and Lin (1994), Chan and Tran (1992)). In general, worst-case optimizations over
such a nonparametric class of dependent processes are non-convex and intractable. To handle
this issue, we develop approximations on the optimizations under the asymptotic regime that the
φ2-coefficient shrinks to zero. Our main contributions lie in the extraction of conceptual insights
and the computational methods for these approximations. First, we show that the worst-case
dependency effects, measured by the deviations of the optimal objective values from a baseline
independent model, can generally be approximated via the “interaction” variance of a suitable
analysis-of-variance (ANOVA) decomposition on the performance measure. The magnitude of this
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interaction variance depends on the degree to which the performance measure can be separated
additively among its input variates. Second, based on these insights, we build simulation-based
algorithms that combine with ANOVA procedures to numerically compute the interaction variance,
and in turn approximate the worst-case values of the optimizations. We provide detailed analyses
of the design, sampling efficiencies and statistical properties of our algorithms.
Asymptotic methods in approximating worst-case optimizations have been recently proposed in
Lam (2013), which studies uncertainty on the marginal distributions among i.i.d. variates. Regard-
ing the motivation for quantifying model misspecification, our results to handle dependency struc-
tures beyond Lam (2013) are important for the following reason: Whereas marginal distributions
can often be inferred consistently from data via the empirical distribution, or via goodness-of-fit
selections among plenty of available parametric models, the counterparts for simulable dependent
models are much less developed. Empirical methods for building transition or conditional densities
in dependent processes involve kernel estimators (e.g. Fan and Yao (2003)) that require bandwidth
tuning whose statistical errors can be difficult to quantify, and the resulting model can also be diffi-
cult to simulate. Moreover, the choices of parametric models for serially dependent input processes
are limited, mostly to linear dependence. Thus, unlike the estimation of marginal distributions, the
errors in even the best statistical fits for serial dependency structures may not go away with more
abundant input data. One major view suggested by this paper is to therefore take the pragmatic
approach of running a simple baseline model, and robustifying it by looking at the worst-case per-
formance among models within a calibrated distance, such as the φ2-coefficient, that measures the
amount of dependency not captured by the baseline. Our developed results set a foundation for
more extended investigations along this line.
We close this introduction with a brief review of other related work. The literature of dependency
modeling in stochastic simulation mostly surrounds the fitting of versatile, parametrically based
models, e.g., ARTA (Cario and Nelson (1996), Biller and Nelson (2005)) and TES (Melamed et al.
(1992), Melamed (1991)) in the context of serial dependence, and NORTA (a sister scheme of
ARTA; Cario and Nelson (1997)), chessboard distribution (Ghosh and Henderson (2002)) and tree-
dependent variables (Bedford and Cooke (2002)) for cross-sectional and high-dimensional depen-
dence. Simulation-based studies on the effect of dependency in single-server queues have been
carried out by Livny et al. (1993) and Mitchell et al. (1977) among others. There are also some
analytical results on the correlation effects in other stylized queueing models (e.g., Pang and Whitt
(2012a,b)).
Our formulation is inspired by the literature on distributionally robust optimization and model
uncertainty, which considers stochastic optimization problems where the underlying probabilistic
model is itself not fully specified and instead believed to lie in some feasible set (e.g. Ben-Tal et al.
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(2013), Goh and Sim (2010)). In particular, Delage and Ye (2010) consider moment constraints,
including cross-moments to represent correlation structure. Glasserman and Xu (2014) consider the
scenario of bivariate variables with conditional marginal constraints. Our formulation specifically
utilizes statistical distance to measure the level of uncertainty centered around a nominal model,
which has been used in economics (Hansen and Sargent (2008)), finance (Glasserman and Xu
(2014, 2013)) and stochastic control (Petersen et al. (2000), Nilim and El Ghaoui (2005), Iyengar
(2005)).
The remainder of this paper is organized as follows. Section 1 introduces the notion of φ2-
coefficient and some notation. Section 2 discusses the worst-case optimization programs for bivariate
settings. Section 3 discusses more general input processes within the 1-dependence class. Section
4 gives the details of numerical implementations and illustrations. Section 5 extends the results to
the 2-dependence class. Lastly, Section 6 discusses future extensions and concludes. All proofs are
presented in the Appendix and the Supplementary Materials.
1. χ2-Distance and φ2-Coefficient
The χ2-distance between two probability distributions, say P1 and P2, is defined as
χ2(P1, P2) =E2
(
dP1
dP2
− 1
)2
where dP1/dP2 is the Radon-Nikodym derivative between P1 and P2, and E2[·] denotes the expec-
tation under P2. As a canonical example, if P1 and P2 are absolutely continuous with respect to the
Lebesgue measure on R with densities g1(x) and g2(x), then dP1/dP2 is represented by g1(x)/g2(x),
and E2(dP1/dP2− 1)2=
∫
R
(g1(x)/g2(x)− 1)2g2(x)dx.
The φ2-coefficient, defined on a bivariate probability distribution, is the χ2-distance between this
distribution and its independent counterpart. To be clear, for a bivariate random vector (X,Y ),
let us denote P (x, y) as its probability distribution, and PX(x)×PY (y) as the distribution having
the same marginal distributions as P (x, y) but with X and Y being independent, e.g., if P (x, y)
is absolutely continuous with respect to the Lebesgue measure on R2 with density g(x, y), then
PX(x)×PY (y) has density gX(x)gY (y), where gX(x) =
∫
R
g(x, y)dy and gY (y) =
∫
R
g(x, y)dx. The
φ2-coefficient of P (x, y) is defined as1
φ2(P (x, y))= χ2(P (x, y), PX(x)×PY (y)).
For example, suppose P (x, y) is a bivariate normal distribution with zero means, unit variances
and correlation ρ. Then PX(x)× PY (y) is a bivariate normal distribution with zero means, unit
variances and zero correlation, and
φ2(P (x, y)) =
∫ ∫ ( N (x, y;ρ)
N (x)N (y) − 1
)2
N (x)N (y)dxdy
1 It is also common to consider the square root of φ2(P (x, y)), which becomes the φ-coefficient.
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where N (·) denotes the standard normal density and N (·, ·;ρ) denotes the bivariate normal density
with standard marginals and correlation ρ.
Note that the φ2-coefficient of any independent joint distribution is zero. By definition, it is
calculated by fixing the marginal distributions, thus isolating only the amount of dependency.
Importantly, its definition is not restricted to a particular parametric model.
2. Assessment of Bivariate Dependency
To illustrate the basic idea of our method, we first focus on the bivariate setting. Consider a bivari-
ate random vector (X,Y )∈X 2 for some space X , and a performance measure denoted E[h(X,Y )]
where h :X 2→R. Our premise is that a baseline probability distribution P0(x, y) has been chosen
for (X,Y ), whereX and Y are independent under P0. We denote P0(x) and P0(y) as the (potentially
different) marginal distributions of X and Y respectively. In other words, P0(x, y) = P0(x)×P0(y).
We denote E0[·] and V ar0(·) as the expectation and variance respectively under P0. We also denote
P0 as the space of all distributions that are absolutely continuous with respect to P0(x, y).
Our scheme relies on the worst-case optimization programs
max Ef [h(X,Y )]
subject to φ2(Pf(x, y))≤ η
Pf(x) = P0(x), Pf(y) =P0(y)
Pf ∈P0
and
min Ef [h(X,Y )]
subject to φ2(Pf(x, y))≤ η
Pf(x) = P0(x), Pf(y) = P0(y)
Pf ∈P0.
(1)
The decision variable is Pf(x, y), and we use Ef [·] to denote the expectation under Pf (x, y). The
constraints Pf(x) =P0(x) and Pf(y) = P0(y) state that Pf has the same marginal distributions as
P0. The constraint φ
2(Pf(x, y))≤ η controls the level of dependency of Pf (x, y) to be within η units
of φ2-coefficient, or equivalently η units of χ2-distance away from P0(x, y). Overall, (1) gives the
worst-case values (on both upper and lower ends) of the performance measure among all models
with the same marginals as the baseline and φ2-coefficient within η.
The optimality of (1) is characterized by the following proposition:
Proposition 1. Define r(x, y) = h(x, y) − E0[h(X,Y )|X = x] − E0[h(X,Y )|Y = y] +
E0[h(X,Y )]. Suppose h is bounded and V ar0(r(X,Y ))> 0. Then, for sufficiently small η > 0, the
optimal values of the max and min formulations in (1) satisfy
maxEf [h(X,Y )] =E0[h(X,Y )]+
√
V ar0(r(X,Y ))η (2)
and
minEf [h(X,Y )] =E0[h(X,Y )]−
√
V ar0(r(X,Y ))η (3)
respectively.
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Therefore, to obtain the worst-case performance measure only requires calculating the standard
deviation of r(X,Y ). The intuition on r(X,Y ) boils down to the question: With fixed marginal
distributions of X and Y , how does dependency between X and Y affect E[h(X,Y )]? Obviously,
when h(x, y) is additively separable, i.e. h(x, y) = h1(x) + h2(y) for some functions h1 and h2,
dependency does not exert any effect on the value of E[h(X,Y )]. In other words, any effect of
dependency on E[h(X,Y )] must come from the structure of h beyond additive separability, and
this is exactly captured by the quantity r(x, y). To see this, by the definition of r, we can decompose
h as
h(x, y) = E0[h(X,Y )]+ (E0[h(X,Y )|X = x]−E0[h(X,Y )])+ (E0[h(X,Y )|Y = y]−E0[h(X,Y )])
+ r(x, y). (4)
Using the terminology from ANOVA (Cox and Reid (2002)), E0[h(X,Y )|X] − E0[h(X,Y )] and
E0[h(X,Y )|Y ]−E0[h(X,Y )] can be regarded as the “main effects” of the “factors” X and Y , and
r(X,Y ) can be regarded as the “interaction effect” that captures any nonlinear interaction beyond
the main effects. In particular, when h(x, y) is additively separable, one can easily see that r(x, y) is
exactly zero. The standard deviation of r(X,Y ) represents the magnitude of interaction. The larger
it is, the faster is the rate of deviation from the baseline with respect to the level of dependency
measured by η.
Example 1 Revisited. We illustrate the use of Proposition 1 with Example 1. Consider the
objective E[X2Y 2] with uniform marginal distributions for X and Y over [0,1]. One standard way
to assess the effect of dependency is to construct a Gaussian copula (Mai and Scherer (2012)),
i.e. FMN ,ρ(F
−1
N (x), F
−1
N (y)), as the bivariate distribution function of (X,Y ), where F
−1
N (·) is the
quantile function of a standard normal variable and FMN ,ρ(·, ·) is the distribution function of a
bivariate normal distribution with standard marginals and correlation ρ. Instead of this choice, a
modeler could also use other copulas, such as:
Gumbel: exp(−((− logx)θ+(− logy)θ)1/θ) for θ≥ 1
Clayton: (max{x−θ + y−θ − 1,0})−1/θ for θ > 0
Ali-Mikhail-Haq (AMH): xy
1−θ(1−x)(1−y)
for − 1≤ θ≤ 1.
The effect of dependency in these models can each be assessed by varying the parameter ρ or θ
(with ρ= 0 corresponding to independence for Gaussian copula, θ = 1 for Gumbel, and θ = 0 for
Clayton and AMH). Each model operates on its own specific unit and form of dependency.
Alternately, without any presumption on the true model, we can use the φ2-coefficient as the
universal measurement of dependency. Figure 1 shows the upper and lower worst-case bounds,
as functions of η, obtained by simply calculating
√
V ar0(r(X,Y )) = 4/45 in Proposition 1. For
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comparison, we also plot the values of E[X2Y 2] when evaluated at the specific copulas above with
increasing or decreasing parameters. The worst-case bounds can be seen to dominate all these
copulas. It appears that among them, Gaussian and AMH are the closest to the worst-case bounds,
whereas Clayton is farther away and Gumbel has the least effect. To give some perspective, if a
modeler uses the Gaussian model to assess dependency by only varying the correlation parameter,
he/she is restricted to the Gaussian dots in Figure 1, which has a gap with the worst-case scenario
and hence may underestimate the actual effect of dependency if the true model is not Gaussian.
On the other hand, if the modeler uses the φ2-coefficient, then he/she can output a range of all
possible performance values that cover any model form including Gaussian, hence avoiding the
issue of potential model misspecification.
As a further detail, the worst-case joint densities that achieve the depicted bounds in Figure 1
are
1+
45
√
η
4
(
x2y2− 1
3
x2− 1
3
y2+
1
9
)
, 0≤ x, y ≤ 1 for the upper bound, and
1− 45
√
η
4
(
x2y2− 1
3
x2− 1
3
y2+
1
9
)
, 0≤ x, y≤ 1 for the lower bound.
This can be seen easily from the proof of Proposition 1 (in Appendix A).
In practice, using our method requires interpreting and choosing η. Some preliminary sense of
its scale can be drawn by comparing with specific models. For instance, in Example 1 above, a
φ2-coefficient of 0.04 approximately corresponds to a correlation of ±0.2 if the model is known to
be a bivariate normal distribution. In general, we suggest calibrating η from historical data (see
Section 6.1 for a discussion and related references).
η
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Va
lu
e 
of
 E
[x2
y2
]
0.09
0.095
0.1
0.105
0.11
0.115
0.12
0.125
0.13
worst-case bounds
Gaussian Copula with decreasing ρ
Gaussian Copula with increasing ρ
Gumbel Copula
Clayton Copula
AMH Copula with decreasing θ
AMH Copula with increasing θ
Figure 1 Worst-case bounds on the value of E[X2Y 2] compared against different dependent models
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3. Serial Dependency Assessment within the One-Dependence Class
We now turn our focus to serial dependency in more general stochastic input sequences. To fix
some notation, we denote an input process as XT = (X1, . . . ,XT ) ∈X T and T is the time horizon.
Let the performance measure of interest be E[h(XT )], where h :X T →R is a known cost function
(i.e. that can be evaluated by computer, but not necessarily has closed form). Our premise is
that the modeler adopts a baseline model for the input process that describes X1, . . . ,XT as i.i.d.
random variables. As in Section 2, we denote the probability distribution of the baseline model as
P0, and similar definitions for E0[·] and V ar0(·).
For instance, in the queueing setting in Example 2, XT is the sequence of interarrival times,
h(XT ) can be the indicator of whether the 30-th customer has waiting time longer than a threshold,
so that T = 30, and the baseline model is described by the joint distribution P0 of the i.i.d. sequence
of exponential Xt’s.
To define our scope of assessment, we introduce the concept of p-dependence, commonly used in
nonparametric time series modeling (see, e.g., Robinson (1991)). A p-dependent process is a process
where, conditioned on the last p steps, the current state is independent of all states that are more
than p steps back in the past, i.e. for any t, conditioning on Xt,Xt+1, . . . ,Xt+p−1, the sequence
{. . . ,Xt−2,Xt−1} and {Xt+p,Xt+p+1, . . .} are independent. This definition in particular contains
AR(p) models and is the natural nonlinear generalization of autoregression. Our assessment scheme
for serial dependency operates on the space of all p-dependent processes that are stationary, where
the lag parameter p is pre-specified to be 1 or 2. The most basic and important case, p = 1, is
discussed in this section.
On a high level, the worst-case optimization is written as
max/min Ef [h(XT )]
subject to Pf is within an η-neighborhood of P0
{Xt}t=1,...,T is a 1-dependent stationary process under Pf
Pf generates the same marginal distribution as P0
Pf ∈P0
(5)
where max/min denotes a pair of max and min problems, and P0 denotes the set of all distributions
on XT that are absolutely continuous to the i.i.d. baseline distribution P0. The second and the
third constraints restrict attention to 1-dependent processes with the same marginal structure,
thus isolating the effect of dependency. Note that the decision variable is the probability measure
of the whole sequence XT .
The question remains how to define the η-neighborhood in the first constraint in terms of the φ2-
coefficient. By definition, for a 1-dependent process under stationarity, the distribution of any two
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consecutive states completely characterizes the process. Hence one can define an η-neighborhood of
P0 to be any Pf that satisfies χ
2(Pf(xt−1, xt), P0(xt−1, xt))≤ η, where Pf (xt−1, xt) and P0(xt−1, xt)
are the joint distributions of (Xt−1,Xt) under Pf and P0, for any t, under stationarity. Since the
baseline model P0 entails i.i.d. Xt’s, this neighborhood is equivalent to φ
2(Pf(Xt−1,Xt))≤ η.
Therefore, formulation (5) can be written mathematically as
max/min Ef [h(XT )]
subject to φ2(Pf (xt−1, xt))≤ η
{Xt : t=1, . . . , T} is a 1-dependent stationary process under Pf
Pf(xt) =P0(xt)
Pf ∈P0
(6)
where Pf(xt) and P0(xt) are short-hand for the marginal distributions of Xt under Pf and P0
respectively (which clearly do not rely on t under stationarity).
Unlike (1), the optimization (6) is generally non-convex. This challenge is placed on top of the
fact that its decision variable lies on the huge space of probability measures on the sample paths
with time horizon T . Therefore, we consider an approximation of (6) via an asymptotic analysis
by shrinking η to zero. Given h, we define the function H(x, y) :X 2→R as
H(x, y) =
T∑
t=2
E0[h(XT )|Xt−1= x,Xt = y]. (7)
We further define R :X 2→R as
R(x, y) =H(x, y)−E0[H(X,Y )|X = x]−E0[H(X,Y )|Y = y] +E0[H(X,Y )] (8)
where X and Y are i.i.d. random variables each under the marginal distribution of P0.
With the above definitions, our main result is that:
Theorem 1. Assume h is bounded and V ar0(R(X,Y ))> 0. The optimal values of the max and
min formulations in (6) possess the expansions
maxEf [h(XT )] =E0[h(XT )]+Ξ1
√
η+Ξ2η+O(η
3/2) (9)
and
minEf [h(XT )] =E0[h(XT )]−Ξ1√η+Ξ2η+O(η3/2) (10)
respectively as η→ 0, where
Ξ1 =
√
V ar0(R(X,Y )),
Ξ2 =
∑
s,t=2,...,T
s<t
E0[R(Xs−1,Xs)R(Xt−1,Xt)h(XT )]
V ar0(R(X,Y ))
and X and Y are i.i.d. random variables each distributed under the marginal distribution of P0.
10 Henry Lam: Sensitivity to Serial Dependency of Input Processes: A Robust Approach
The function R(x, y) captures the nonlinear interaction effect analogous to r(x, y) in Section 2,
but now it is applied to the function H instead of the cost function h itself. The function H can
be interpreted as a summary of the infinitesimal effect when there is a change in the bivariate
distribution of any pair of consecutive elements in the input sequence.
Note that the first-order coefficients in the asymptotic expansions for the max and min formula-
tions in Theorem 1 differ by the sign, whereas the second-order coefficients (i.e. the “curvature”) are
the same for both formulations. Thus, in terms of first- or second-order approximation, obtaining
either the upper or lower bound will give another one “for free”.
4. Numerical Implementation
4.1. Computing the First-order Expansion Coefficient
We discuss how to compute the expansions in Theorem 1, focusing on the first-order coefficient.
Our first observation is that we can write the function H as
H(x, y) =E0
[
T∑
t=2
h(X
(Xt−1=x,Xt=y)
T )
]
. (11)
Here h(X
(Xt−1=x,Xt=y)
T ) denotes the cost function with Xt−1 fixed at x and Xt fixed at y, and all
other Xs’s are independently randomly generated under the marginal distribution of P0. Algorithm
1 generates an unbiased sample for V ar0(R(X,Y )).
Algorithm 1 is essentially a manifestation of the “interaction effect” interpretation of R(x, y) as
discussed in Section 3. Casting in the setting of a two-way random effect model (Cox and Reid
(2002)), we can regard each group of outer samples of Xt’s as the realizations of a factor. The inner
samples are the responses for each realized pair of factors. Then, s2I and s
2
ǫ are the interaction mean
square and the residual mean square, respectively, in the corresponding two-way ANOVA table.
The final output (1/n)(s2I − s2ǫ) is an unbiased estimator of the interaction effect in the random
effect model, which leads to:
Theorem 2. Algorithm 1 gives an unbiased sample for V ar0(R(X,Y )).
Moreover, this estimator possesses the following sampling error bound:
Theorem 3. Let M =E0[H(X,Y )
4] where X and Y are i.i.d. each under the marginal distri-
bution of P0. The variance of the estimator from Algorithm 1 is of order
O
(
1
K2
(
T 2
n2
+M
))
.
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Algorithm 1 Generating an unbiased sample for V ar0(R(X,Y ))
Given the cost function h and the marginal distribution of P0:
1. Generate 2K outer copies of Xt’s under P0 and divide into two groups of size K. Call these
realizations {xi}i=1,...,K and {yj}j=1,...,K .
2. For each i, j =1, . . . ,K, given xi and yj, simulate n inner copies of
∑T
t=2 h(X
(Xt−1=xi,Xt=yj)
T )
(where the involved Xs’s are simulated using new replications each time they show up, with the
exception of the ones fixed as xi or yj). Call these copies Zijl, l= 1, . . . , n.
3. Calculate
• Z¯ij = 1n
∑n
l=1Zijl for each i, j = 1, . . . ,K
• Z¯i· = 1K
∑K
j=1 Z¯ij for each i= 1, . . . ,K
• Z¯·j = 1K
∑K
i=1 Z¯ij for each j =1, . . . ,K
• Z¯ = 1
K2
∑K
i,j=1 Z¯ij
4. Compute
1
n
(s2I − s2ǫ)
where
s2I =
n
(K − 1)2
K∑
i,j=1
(Z¯ij − Z¯i·− Z¯·j + Z¯)2
and
s2ǫ =
1
K2(n− 1)
K∑
i,j=1
n∑
l=1
(Zijl− Z¯ij)2.
To construct a confidence interval for
√
V ar0(R(X,Y )), one can generate N (for example,
N = 20) replications of the output in Algorithm 1. Say they are Wi, i = 1, . . . ,N . Using the
delta method (Asmussen and Glynn (2007)), an asymptotically valid 1−α confidence interval for√
V ar0(R(X,Y )) is given by (√
W¯ ± ν
2
√
W¯
· t1−α/2,N−1√
N
)
where W¯ = (1/N)
∑N
i=1Wi is the sample mean, and ν
2 = (1/(N−1))∑Ni=1(Wi− W¯ )2 is the sample
variance of Wi’s. The quantity t1−α/2,N−1 is the (1−α/2)-quantile of the t-distribution with N − 1
degrees of freedom.
4.2. Example 2 Revisited
Consider the example of M/M/1 queue. The baseline model is described by i.i.d. interarrival times
and service times. We are interested in assessing the impact on performance measures when the
interarrival times are not i.i.d. but instead serially dependent.
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First, we check the qualitative behavior of the first-order coefficient Ξ1 in Theorem 1. We consider
the performance measure P (WT > b), where WT is the waiting time of the T -th customer, and b is
a threshold. We set the arrival rate for the baseline model to be 0.8 and the service rate is 1. We
compute Ξ1 for different values of T and b. For the first set of experiments, we fix b= 2 and vary
T from 10 to 50; for the second set, we fix T = 30 and vary b from 1 to 10. For each setting we run
50 replications of Algorithm 1 to obtain point estimates and 95% confidence intervals (CIs), and
use an outer sample size K = 20 and an inner sample size n= 100 in Algorithm 1.
Figure 2 and Table 1 show the point estimates and CIs of Ξ1 against T . Note the steady increase
in the magnitude of Ξ1: The point estimate of Ξ1 increases from around 0.13 when T = 10 to 0.20
when T = 50. Intuitively, Ξ1 should increase with the number T , since T represents the number of
variates from the time-series input process consumed in each replication and hence should positively
relate to the impact of serial dependency. The depicted trend coincides with this intuition. On the
other hand, Figure 3 and Table 2 show an increasing-decreasing trend of Ξ1 against b. Ξ1 increases
first from 0.13 for b= 1 to around 0.20 for b= 4, before dropping to 0.08 for b= 10, showing that
the impact of dependency is biggest for the tail probabilities that are at the central region, i.e. not
too big or too small.
To put things into context, the tail probability of the 30-th customer’s waiting time above b=2
is around 0.48, and the expected waiting time is around 3. Furthermore, the point estimate of Ξ1
for the expected waiting time is 1.8066 with 95% CI [1.6016,2.0116].
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Figure 2: Plot of first-order coefficient in Theorem
1 against the customer position of interest
Customer Position Point 95% C.I.
of Interest Estimate
10 0.130 (0.122, 0.138)
15 0.138 (0.127, 0.148)
20 0.155 (0.144, 0.174)
25 0.158 (0.146, 0.170)
30 0.168 (0.149, 0.186)
35 0.169 (0.154, 0.185)
40 0.186 (0.169, 0.203)
45 0.190 (0.173, 0.207)
50 0.197 (0.179, 0.214)
Table 1: Point estimates and CIs for the first-order
coefficients in Theorem 1 in relation to the cus-
tomer position of interest
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Figure 3: Plot of first-order coefficient in Theorem
1 against the threshold level in the tail probability
Threshold Point 95% C.I.
Level Estimate
1 0.134 (0.123, 0.146)
2 0.172 (0.157, 0.187)
3 0.198 (0.183, 0.214)
4 0.200 (0.185, 0.216)
5 0.190 (0.179, 0.200)
6 0.158 (0.148, 0.168)
7 0.141 (0.132, 0.150)
8 0.124 (0.115, 0.133)
9 0.099 (0.092, 0.107)
10 0.081 (0.075, 0.088)
Table 2: Point estimates and CIs for the first-order
coefficients in Theorem 1 in relation to the thresh-
old level in the tail probability
Next, we assess the performance of our worst-case bounds against some parametric alternatives.
Let Ut, t= 1,2, . . . be the interarrival times. We consider:
1. Embedded AR(1) process: Ut = F
−1
E,0.8(FN ,β0/(1−β1),σ2/(1−β21)(ζt)), where F
−1
E,0.8 is the quantile
function of Exp(0.8) and FN ,a,b(·) is the distribution function of a normal random variable with
mean a and variance b. The process ζt, t = 1,2, . . . follows a stationary AR(1) model, i.e. ζt =
β0+ β1ζt−1 + ǫt, with ǫt ∼N(0, σ2), and ζ0 ∼N(β0/(1− β1), σ2/(1− β21)) (which is the stationary
distribution of this AR(1) model). Note that by construction Ut has marginal distribution Exp(0.8).
This is because under stationarity all ζt’s have distribution N(β0/(1− β1), σ2/(1− β21)), and so
FN ,β0/(1−β1),σ2/(1−β21)(ζt) ∼ Unif[0,1], which in turn implies Ut = F
−1
E,0.8(FN ,β0/(1−β1),σ2/(1−β21)(ζt)) ∼
Exp(0.8). Ut’s are correlated due to the embedded AR(1) process {ζt}.
2. Embedded MC process: Ut = F
−1
E,0.8(It) where
It =


Unif
[
0, a
1−θ
]
if Jt= 0
Unif
[
a
1−θ
,1
]
if Jt= 1
and Jt is a discrete-time Markov chain with two states {0,1} and transition matrix[
a+ θ 1− a− θ
a 1− a
]
for some parameter −a < θ < 1− a and 0< a< 1. The distribution of J0 is set to be a/(1− θ) for
state 0 and 1− a/(1− θ) for state 1.
Note that a/(1− θ) is the stationary probability of state 0 for the Markov chain {Jt}. Thus, It
by construction has a uniform distribution over [0,1], and hence Ut ∼Exp(0.8). The correlation of
Ut is induced by the Markov chain {Jt}.
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Figures 4 to 7 compare our worst-case bounds using only the first-order terms in Theorem 1 to
the two parametric dependent models of interarrival times above. We use the mean waiting time of
the 30-th customer as our performance measure. In the figures, the curves are the lower and upper
worst-case bounds (the solid ones are calculated using the point estimates of Ξ1, and the dashed
ones using the 95% CIs), and the dots are the estimated performance measures of each parametric
model (each dot is estimated using 1 million samples, and the white dots above and below are the
95% CIs). In Figure 4, we use the embedded AR(1) model, fix β0 = 1, σ
2 = 0.5 and vary β1 from
−0.2 to 0.2. In Figure 5, we use the embedded MC model, fix a = 0.5, and vary θ from −0.2 to
0.2, while in Figure 6 we fix a= 0.3 and vary θ from −0.2 to 0.2. Finally, Figure 7 plots all the
parametric models on the same scale of η. As can be seen, the parametric models are all dominated
by the worst-case bounds. The embedded AR(1) model is closest to the worst-case, followed by the
embedded MC with a= 0.5 and then a= 0.3. Similar to Example 1 in Section 2, the key message
here is that using φ2-coefficient and Theorem 1 alleviate the possibility of underestimating the
impact of dependency due to model misspecification.
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Figure 4: Comparison of worst-case bounds with
embedded AR(1) process
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Figure 5: Comparison of worst-case bounds with
embedded MC(0.5) process
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Figure 6: Comparison of worst-case bounds with
embedded MC(0.3) process
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Figure 7: Comparison of worst-case bounds with
various dependent processes
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4.3. A Delta Hedging Example
The following example demonstrates another application of our proposed method. Consider the
calculation of delta hedging error for a European option, studied in Glasserman and Xu (2014).
Our focus here is the case where the stock price of an underlying asset deviates from the geometric
Brownian motion assumption to serially dependent processes.
We adopt some notation from Glasserman and Xu (2014). Consider a European call option,
i.e. the payoff of the option is (XT −K)+ where T is the maturity, {Xt}t≥0 is the stock price, and
K is the strike price. We assume a Black-Scholes baseline model for the stock, namely that the
stock price follows a geometric Brownian motion
dXt= µXtdt+σXtdBt
where Bt is a standard Brownian motion, µ is the growth rate of the stock, and σ is the volatil-
ity. Assuming trading can be executed continuously over time without transaction fees, it is well
known that a seller of the option at time 0 can perfectly hedge its payoff by investing δ(t,Xt) =
Φ((log(Xt/K) + (r − (1/2)σ2)(T − t))/(σ
√
T − t)), i.e. the “delta”, units of stock at any point
of time, with the remainder of the portfolio held as cash. Here r is the risk-free rate. This self-
balancing portfolio will exactly offset the payoff of the option at maturity. In practice, however,
trading cannot be done continuously, and implementing the Black-Scholes strategy will incur a
discretization error.
Specifically, suppose that trading is allowed at times k∆t for k= 0,1,2, . . . , T/(∆t), and that the
trader holds the amounts of cash C(0) and stock S(0):
C(0) =BS(0, T,X0)−X0δ(0,X0)
S(0) =X0δ(0,X0)
at time 0, and the amounts of cash C(k∆t) and stock S(k∆t):
C(k∆t) = er∆tC((k− 1)∆t)−Xk∆t[δ(k∆,Xk∆t)− δ((k− 1)∆t,X(k−1)∆t)]
S(k∆t) =Xk∆tδ(k∆t,Xk∆t)
at time k∆t. BS(0, T,X0) denotes the Black-Scholes price for a European call option with maturity
T and initial stock price X0, and δ(k∆t,Xk∆t) is the “delta” of the option at time k∆t with current
stock price Xk∆t. The delta hedging error is given by
He = (XT −K)+−C(T )−S(T )
and the performance measure is set to be E|He|.
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Our interest is to assess the impact on E|He| if {Xk∆t} deviates from i.i.d. lognormal distri-
bution to a 1-dependent process. We set T = 1 and ∆t= 0.01, so that the number of periods in
consideration is 100. The initial stock price and the strike price are both set to be 100, i.e. the
call option is at-the-money. We set the baseline geometric Brownian motion to have a growth rate
µ=0.1 and a volatility σ= 0.2, and the risk-free rate as r=0.05.
The first-order coefficient Ξ1 in Theorem 1 is estimated to be 2.1247, with 95% CI [1.9709,2.2786].
Figure 8 depicts the performance of the worst-case bounds in Theorem 1 against an AR(1) model.
The delta hedging error for the baseline model, i.e. geometric Brownian motion, is estimated to
be about 4.81 using 1 million sample paths, as depicted by the horizontal line. The curves are the
upper and lower bounds using only the first-order term in Theorem 1. As a comparison to our
bounds, we compute E|He| for {Xk∆t}’s that have logarithmic increments satisfying the AR(1)
model, i.e. ∆ logXt = β0 + β1∆logXt−1 + ǫt with β1 ranging from −0.2 to 0.2, and keeping the
stationary distribution at lognormal((µ− (1/2)σ2)∆t, σ2∆t). The dots show the point estimates of
E|He| at different β1, each using 1 million sample paths. The fact that the dots are quite close
to the worst-case bounds (although still bearing a gap) demonstrates that the AR(1) model is a
conservative model choice here.
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Figure 8 Performance of worst-case bounds against the AR(1) model for the hedging error
5. Assessment for Higher-Lag Serial Dependency
So far we have focused on bivariate and one-lag serial dependencies. In practice, the type of depen-
dency may exceed these scopes. This section provides some discussion on how to generalize our
results to higher-lag dependency, especially focusing on 2-dependent processes. Further generaliza-
tions will be left to future work.
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5.1. Extensions of the φ2-Coefficient, Formulations and Main Results
Consider a baseline P0 that generates i.i.d. Xt’s, and we are interested in assessing the impact of
2-dependency. Our formulation for the assessment is:
max/min Ef [h(XT )]
subject to φ2(Pf(xt−1, xt))≤ η1
φ22(Pf(xt−2, xt−1, xt))≤ η2
{Xt : t=1,2, . . . , T} is a 2-dependent stationary process under Pf
Pf(xt) =P0(xt)
Pf ∈P0
(12)
where φ22 is a suitable extension of the definition of φ
2-coefficient to trivariate probability distri-
butions. The constraints φ2(Pf(xt−1, xt))≤ η1 and φ22(Pf(xt−2, xt−1, xt))≤ η2 together describe the
level of dependency among all the 2-dependent stationary processes that have the same marginal
distribution as P0. The first constraint restricts the amount on 1-lag dependence, much like formu-
lation (5), whereas the second constraint restricts the amount of any additional 2-lag dependence.
More precisely, note that for any stationary 2-dependent Pf , the joint distribution of any three
consecutive states, i.e. Pf (xt−2, xt−2, xt), completely determines Pf . Next, given any Pf that gen-
erates a stationary 2-dependent sequence of Xt’s, one can find a measure, Pf˜1 , that generates a
1-dependent sequence such that the joint distribution of any pair of consecutive states is unchanged,
i.e. Pf˜1(xt−1, xt) = Pf (xt−1, xt). Now, in the first constraint of (12), we have the Pearson’s φ
2-
coefficient
φ2(Pf(xt−1, xt)) =E0
(
dPf(Xt−1,Xt)
dP0(Xt−1,Xt)
− 1
)2
.
In the second constraint, we shall define
φ22(Pf (xt−2, xt−1, xt)) =Ef˜1
(
dPf(Xt−2,Xt−1,Xt)
dPf˜1(Xt−2,Xt−1,Xt)
− 1
)2
.
This definition is illustrated with the following example:
Example 3. Suppose (Xt−2,Xt−1,Xt) is multivariate normal with mean 0 and covariance matrix
Σ under Pf , where
Σ=

 1 ρ1 ρ2ρ1 1 ρ1
ρ2 ρ1 1

 .
Then under Pf˜1 , (Xt−2,Xt−1,Xt) will still remain as a zero-mean multivariate normal distribution,
but with a covariance matrix replaced by
Σ˜ =

 1 ρ1 ρ21ρ1 1 ρ1
ρ21 ρ1 1


which is essentially the covariance matrix of an AR(1) model with lag parameter ρ1. Details of
derivation is left to the Supplmentary Materials.
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With the above definitions and formulation (12), we have the following approximation:
Theorem 4. For T > 2, the optimal value of the max formulation in (12) satisfies
maxEf [h(XT )]≤E0[h(XT )]+
√
V ar0(R(X,Y ))η1+
√
V ar0(S(X,Y,Z))η2+ o(
√
η1+
√
η2) (13)
and the min formulation satisfies
minEf [h(XT )]≥E0[h(XT )]−
√
V ar0(R(X,Y ))η1−
√
V ar0(S(X,Y,Z))η2+ o(
√
η1+
√
η2) (14)
where X, Y and Z are i.i.d. each distributed under the marginal distribution of P0, R is defined
as in (8), i.e.
R(x, y) =
T∑
t=2
E0[h(XT )|Xt−1= x,Xt = y]−
T∑
t=2
E0[h(XT )|Xt−1 = x]−
T∑
t=2
E0[h(XT )|Xt = y]
+ (T − 1)E0[h(XT )]
and S is defined as
S(x, y, z) =
T∑
t=3
E0[h(XT )|Xt−2= x,Xt−1= y,Xt = z]−
T∑
t=3
E0[h(XT )|Xt−2= x,Xt−1= y]
−
T∑
t=3
E0[h(XT )|Xt−1= y,Xt= z] +
T∑
t=3
E0[h(XT )|Xt−1= y]. (15)
Compared to Theorem 1, the bounds (13) and (14) in Theorem 4 are weaker as they are expressed
as inequalities instead of tight asymptotic equalities, and also their remainder terms are o(
√
η1+
√
η2) instead of O(η
3/2). These relaxations come from the decomposition analysis of (12) into a
one-lag optimization and its increment to the two-lag formulation (12) ((74) in Appendix E.2). The
latter involves two layers of asymptotic approximation as both the one-lag and two-lag threshold
parameters go to zero, which curtails the accuracy.
5.2. Implementation
Similar to the 1-dependence case, we present here the computation procedure for the
expansion coefficient for the 2-dependent term, namely
√
V ar0(S(X,Y,Z)). The notation
h(X
(Xt−2=x,Xt−1=y,Xt=z)
T ) denotes the cost function with Xt−2 fixed at x, Xt−1 fixed at y, and Xt
fixed at z, and all otherXs’s are independently randomly generated under the marginal distribution
of P0. Algorithm 2 generates an unbiased sample for V ar0(S(X,Y,Z)).
The only differences between Algorithm 2 and Algorithm 1 are that a sample y must be generated
at the very beginning, and the conditioning in the inner copies
∑T
t=3 h(X
(Xt−2=xi,Xt−1=y,Xt=zj)
T )
include Xt−1 = y as well as Xt−2 = xi,Xt = zj. Consequently, there is essentially no increase in
sampling complexity for generating one unbiased sample in Algorithm 2 compared to Algorithm
1. We have the following statistical guarantees:
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Algorithm 2 Generating an unbiased sample for V ar0(S(X,Y,Z))
Given the cost function h and the marginal distribution of P0:
1. Generate one copy of Xt, say the realization is y.
2. Generate 2K outer copies of Xt’s and divide into two groups of size K. Call these realizations
{xi}i=1,...,K and {zj}j=1,...,K .
3. For each i, j = 1, . . . ,K, given y, xi and zj, simulate n inner copies of∑T
t=2 h(X
(Xt−2=xi,Xt−1=y,Xt=zj)
T ) (where the involved Xs’s are simulated using new replications
each time they show up, with the exception of the ones fixed as xi, y or zj). Call these copies
Zijl, l= 1, . . . , n.
4. Calculate
• Z¯ij = 1n
∑n
l=1Zijl for each i, j = 1, . . . ,K
• Z¯i· = 1K
∑K
j=1 Z¯ij for each i= 1, . . . ,K
• Z¯·j = 1K
∑K
i=1 Z¯ij for each j =1, . . . ,K
• Z¯ = 1
K2
∑K
i,j=1 Z¯ij
5. Compute
1
n
(s2I − s2ǫ)
where
s2I =
n
(K − 1)2
K∑
i,j=1
(Z¯ij − Z¯i·− Z¯·j + Z¯)2
and
s2ǫ =
1
K2(n− 1)
K∑
i,j=1
n∑
l=1
(Zijl− Z¯ij)2.
Theorem 5. Algorithm 2 gives an unbiased sample for V ar0(S(X,Y,Z)).
Theorem 6. Let G(x, y, z) =
∑T
t=2E0[h(XT )|Xt−2 = x,Xt−1 = y,Xt = z]. Suppose
E0[G(X,Y,Z)
4|Y ] ≤ M1 uniformly in Y a.s. under P0, and V ar0(V ar0(S(X,Y,Z)|Y )) ≤ M2,
where X, Y and Z are i.i.d. each under the marginal distribution of P0. Then the variance of the
estimator from Algorithm 2 is of order
O
(
M2+
1
K2
(
T 2
n2
+M1
))
.
The same procedure in Section 4.1 using N replications of Algorithm 2 can be employed to
construct confidence intervals.
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5.3. Delta Hedging Example Continued
We use our example in Section 4.3 further to illustrate Theorem 4, now using a parametric
AR(2) model as a comparison. Consider a stock price with logarithmic increment ∆ logXt = β0+
β1∆logXt−1+β2∆logXt−2+ ǫt. We allow β1 and β2 to vary, with β0 and the variance of ǫt chosen
such that the stationary distribution is kept at lognormal((µ− (1/2)σ2)∆t, σ2∆t).
Figures 9 and 10 compare our bounds with the AR(2) model. Figure 9 considers β1 fixed at
0.1, and β2 varies from −0.2 to 0.2. Figure 10 considers β2 fixed at 0.1, and β1 varies from −0.2
to 0.2. The dots depict the point estimates and the 95% CIs of the hedging errors of the AR(2)
model each using 1 million sample paths. The horizontal lines represent the hedging error of the
i.i.d. baseline model. The curves are the upper and lower bounds from Theorem 4. We use 20
replications of Algorithm 2 to generate point estimate (2.0602) and 95% CI ([1.9026,2.2179]) of
the coefficient
√
V ar0(S(X,Y,Z)) with outer sample size K = 20 and inner sample size n= 100.
Clearly, the curves provide valid bounds for both AR(1) and AR(2) (note that β2 = 0 reduces to
the AR(1) model). If the modeler is uncertain about whether the process elicits a one or two-lag
dependence, the bounds in Theorem 4 is a more conservative choice to use.
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Figure 9: Comparison of 2-dependence worst-case
bounds against AR(2) processes with β1 fixed
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Figure 10: Comparison of 2-dependence worst-
case bounds against AR(2) processes with β2 fixed
6. Discussion
In this paper, we developed optimization formulations, derived conceptual insights and constructed
approximate solution schemes for quantifying the worst-case impacts of dependency within the
class of serially dependent processes of dependence lags 1 and 2. Our proposed approach has
the capability of assessing impacts of model misspecification beyond the conventional parametric
regime used in dependency modeling. We view our results here as a first step towards a general
robust, nonparametric framework to input model uncertainty in the presence of dependency. Five
key issues, however, have to be resolved to make our framework practical.
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6.1. Calibration of φ2-coefficient
First, we need to interpret and choose the value of η. Although a preliminary sense of the scale
of φ2-coefficient can be drawn by using specific parametric models (e.g. see discussion at the end
of Example 1 in Section 2), its scale (or that of other similar divergences) can be quite abstruse.
One approach is to carry out statistical estimation when historical data are available. For discrete
state-space, φ2-coefficients can be approximated by substituting the empirical frequencies at each
state (this yields exactly the χ2-statistic used in the classical hypothesis test of independence for
contingency table (Crame´r (1999))). For continuous state-space, estimation is much more involved
and requires some variants of binning or density estimation on the data. This problem falls into the
classical and still growing literature of divergence estimation. For instance, Liu et al. (2012) study
finite-sample bounds for histogram-based estimators, Moon and Hero (2014), Pa´l et al. (2010),
Po´czos and Schneider (2011, 2012) study asymptotic convergence of nearest-neighbor approaches,
and Krishnamurthy et al. (2014) derive minimax bounds for further corrections of these estimators.
Other estimation techniques include the use of so-called sample-spacings (e.g. Van Es (1992)) and
the variational representation for divergences (e.g. Nguyen et al. (2007)). Beirlant et al. (1997)
provide an excellent review of older references.
Note that when using the estimate of η, it should be the confidence upper bound that is placed
onto the φ2-constraint. The confidence guarantee for η then translates to the guarantee that the
min and max values of the optimizations like (1) and (6) contain the true value of the performance
measure with the same confidence. Such translation of statistical guarantees is commonly used in
data-driven robust optimizations (e.g., Delage and Ye (2010)).
Some flexibility can be employed in calibrating η in addition to statistical inference. One situation
of interest is when data exhibit non-stationary behavior over different segments of time. In that
case, one can perform a separate estimation of η for each period where stationarity is more sensibly
assumed, and obtain a robust estimate of η by taking the maximum among the estimates for all
periods. This exemplifies a situation where subjective judgement can be injected to calibrate a
more sensible η.
Another perspective in calibrating η is to use output data if available. Glasserman and Xu (2014),
for example, suggest finding the least η such that the worst-case bounds are consistent, i.e. overlap,
with the historical outputs. The η obtained in this way is an optimistic choice since the resulting
optimizations give a lower estimate on the actual model risks, thus helping to identify situations
where the involved model risks are unacceptably large.
Future work will investigate the above approaches to the important problem of calibrating η.
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6.2. Non-i.i.d. Baseline
This paper has focused on i.i.d. baseline model, but when an input process is observed to possess
strong serial dependency, it is more useful to adopt a baseline model that is not i.i.d.. In this
case, optimizations like (6) can be used to assess the impact on the performance measure when
the model deviates from a dependent baseline within the 1-dependence class. The formulation in
(6) will remain the same except that the first constraint will be χ2(Pf(xt−1, xt), P0(xt−1, xt))≤ η,
where P0 is no longer an i.i.d. model.
Under this setting, Theorem 1 still holds, except for a technical change in the definition of R(x, y).
Specifically, R(x, y) will be the L2-projection of the function H(x, y), defined in (7), onto the
subspace AX ∩AY , where AX and AY are the set of measurable functions, say V (X,Y ), satisfying
E0[V (X,Y )|X] = 0 and E0[V (X,Y )|Y ] = 0 a.s. respectively. This can be seen by following the proof
of Theorem 1 (presented in Appendix B and the Supplementary Materials).
In the case where P0 describes an i.i.d. process, this definition reduces to that of R(x, y) in (8).
For a non-i.i.d. baseline, R(x, y) is represented by the Anderson-Duffin formula (see, for example,
Fillmore and Williams (1971)):
R(x, y) = 2ΠX(ΠX +ΠY )†ΠYH(x, y) (16)
where ΠX is the projection onto AX , ΠY is the projection onto AY , and † denotes the Moore-
Penrose pseudoinverse. Future work will investigate the computational procedures for this more
general projection operation.
6.3. Enhancement of Computational Efficiency
Algorithms 1 and 2 involve simulating
∑T
t=2 h(X
(Xt−1=x,Xt=y)
T ) or
∑T
t=3 h(X
(Xt−2=x,Xt−1=y,Xt=z)
T ),
which consists of running an order T number of replications of the system. This can be computa-
tionally intensive for performance analysis over a long time horizon. One approach to reduce the
amount of computation is to explore the connection between the function H(x, y) in (11) (also the
correspondence for 2-dependence) and the so-called influence function, an object used commonly in
robust statistics to quantify the infinitesimal effect on a statistical functional due to contamination
of data (Hampel et al. (2011), Hampel (1974)). Essentially, the influence function is a functional
derivative taken with respect to the input probability distribution. It is conjectured that H(x, y)
bears such interpretation by restricting the perturbation direction to 1-dependent probability mea-
sures. The key is that the variance of influence function can be approximated by suitably resampling
empirical distributions from the baseline (an observation also used to develop central limit theo-
rems for symmetric statistics (Serfling (2009)). This points to an alternate bootstrap-based scheme
for computing the coefficients in this paper by resampling empirical distributions from the baseline,
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propagating them to the simulation outputs, followed by suitably defined projection operations like
the ANOVA decomposition. This method eliminates the need to run an order T number of repli-
cations on the system, but it introduces extra estimation bias. Its full algorithmic developments
and bias-variance tradeoffs will be investigated in future work.
6.4. Lag Dependence of Full Generality
The natural extension of formulation (12) to lag p > 2 is to place additional constraints
φ2k(Pf(xt−k, xt−k+1, . . . , xt))≤ ηk for k= 2, . . . , p, where
φ2k(Pf(xt−k, xt−k+1, . . . , xt)) =Ef˜k−1
(
dPf(Xt−k, . . . ,Xt)
dPf˜k−1(Xt−k, . . . ,Xt)
− 1
)2
with Pf˜k−1 recursively defined as the (k − 1)-dependent counterparts of Pf˜k that has the same
(k − 1)-dimensional marginals, and Pf˜p = Pf . By generalizing the decomposition (74) in the
proof of Theorem 4 (see Appendix E.2), each additional lag will lead to an additional term√
V ar0(Sk(Xt−k,Xt−k+1, . . . ,Xt))ηk in the worst-case bounds, where
Sk(x1, x2, . . . , xk+1)
=
T∑
t=k+1
E0[h(XT )|Xt−k = x1,Xt−k+1 = x2, . . . ,Xt = xk+1]−
T∑
t=k+1
E0[h(XT )|Xt−k = x1, . . . ,Xt−1= xk]
−
T∑
t=k+1
E0[h(XT )|Xt−k+1 = x2, . . . ,Xt = xk+1] +
T∑
t=k+1
E0[h(XT )|Xt−k+1 = x2, . . . ,Xt−1= xk]
Consequently, Algorithm 2 generalizes to the k-lag counterparts by replacing y in the algorithm
with x2, . . . , xk. Moreover, its computational complexity favorably remains fixed with respect to
the lag k.
6.5. Other Extensions: Uncertainty on multiple Input Models, Joint Uncertainty
with Marginal Distribution, and Large Amount of Model Uncertainty
In this paper we have assumed known marginal distributions and have focused on a single input
process. We can place additional constraints, e.g., a separate φ2-coefficient on each independent
input process, a χ2-distance from a baseline marginal distribution etc., to extend the methodology
to multiple inputs and joint uncertainty on the marginal distribution. A future direction is the gen-
eralization of the approximation and computation schemes to handle these additional constraints.
To deal with model uncertainty beyond a neighborhood, one approach is to build general itera-
tive algorithms for approximating the more global worst-case optimizations. Our future work will
use the insights into the local worst-case behaviors gained in this paper to design gradient-based
optimization procedures for these problems.
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Appendix A: Proof of Proposition 1
To avoid redundancy, let us focus on the maximization in (1); the minimization counterpart can be tackled
by merely replacing h by −h. First, we rewrite the maximization formulation (1) in terms of the likelihood
ratio L=L(X,Y ) = dPf (X,Y )/dP0(X,Y ):
max E0[h(X,Y )L(X,Y )]
subject to E0(L− 1)2≤ η
E0[L|X ] = 1, E0[L|Y ] = 1 a.s.
L≥ 0 a.s.
(17)
where the decision variable is L, over the set of measurable functions under P0. The constraints E0[L|X ] =
1 and E0[L|Y ] = 1 come from the marginal constraints in (17). To see this, note that Pf (X ∈ A) =
E0[L(X,Y );X ∈A] =E0[E0[L|X ]I(X ∈A)] for any measurable set A. Thus Pf (X ∈A) = P0(X ∈A) for any
set A, depicted in the original formulation (1), is equivalent to E0[L|X ] = 1 a.s.. Similarly for E0[L|Y ] =
1. Moreover, observe also that E0[L|X ] = E0[L|Y ] = 1 implies E0[L] = 1, and so L in the formulation
is automatically a valid likelihood ratio (and hence, there is no need to add this extra constraint). Fur-
thermore, since L= dPf (X,Y )/dP0(X,Y ) = dPf (X,Y )/(dP0(X)dP0(Y )) = dPf (X,Y )/(dPf (X)dPf (Y )), we
have φ2(Pf (X,Y )) =E0(L(X,Y )−1)2, and hence the φ2-coefficient constraint in formulation (1) is equivalent
to E0(L− 1)2≤ η.
We consider the Lagrangian of (17):
max
L∈L
E0[h(X,Y )L]−α(E0(L− 1)2− η) (18)
where L = {L≥ 0 a.s. : E0[L|X ] = E0[L|Y ] = 1 a.s.}. The optimal solution to (18) can be characterized as
follows:
Proposition 2. Under the condition that h is bounded, for any large enough α> 0,
L∗(x, y) = 1+
r(x, y)
2α
(19)
maximizes E0[h(X,Y )L]−αE0(L− 1)2 over L∈L.
We explain how to obtain Proposition 2. For convenience, we use shorthand h to denote h(X,Y ), r to
denote r(X,Y ), E0[·|x] to denote E0[·|X = x] and E0[·|y] to denote E0[·|Y = y]. To solve (18), we relax the
constraints E0[L|X ] =E0[L|Y ] = 1 a.s., and consider
E0[h(X,Y )L]−α(E0(L− 1)2− η)+
∫
(E0[L|x]− 1)β(x)dP0(x)+
∫
(E0[L|y]− 1)γ(y)dP0(y) (20)
where β and γ are in the L2-space under P0, i.e.
∫
β(x)2dP0(x),
∫
γ(y)2dP0(y) <∞. We first look for a
candidate optimal solution, which we will verify later. To this end, differentiate (20) heuristically and set it
to zero to get
h(x, y)− 2αL(x, y)+ 2α+ β(x)+ γ(y) = 0. (21)
This differentiation can be seen especially clearly in the case when P0 has discrete support, as in the following
example:
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Example 4. Consider X and Y lying on X = {1, . . . , n}. Let P0(x), P0(y)> 0, x, y = 1, . . . , n, denote the
marginal probability masses on X = x and Y = y respectively. Under this setting, (20) can be written as
n∑
x=1
n∑
y=1
h(x, y)L(x, y)P0(x)P0(y)−α
(
n∑
x=1
n∑
y=1
(L(x, y)− 1)2P0(x)P0(y)− η
)
+
n∑
x=1
(
n∑
y=1
L(x, y)P0(y)− 1
)
β(x)P0(x)+
n∑
y=1
(
n∑
x=1
L(x, y)P0(x)− 1
)
γ(y)P0(y). (22)
Note that (22) is a function of n2 variables, namely L(x, y), x, y= 1, . . . , n. The derivative of (22) with respect
to L(x, y) is
h(x, y)P0(x)P0(y)− 2α(L(x, y)− 1)P0(x)P0(y)+ β(x)P0(x)P0(y)+ γ(y)P0(x)P0(y)
Setting it to zero, we have
h(x, y)− 2αL(x, y)+ 2α+ β(x)+ γ(y) = 0
which coincides with (21).
Now, (21) leads to
L= 1+
1
2α
(h(x, y)+ β(x)+ γ(y)). (23)
Since E0[L] = 1, we must have E0[L] = 1+
1
2α
(E0[h(X,Y )] +E0β(X)+E0γ(Y )) = 1 or that
E0β(X)+E0γ(Y ) =−E0[h(X,Y )]. (24)
Moreover, E0[L(X,Y )|x] = 1 and E0[L(X,Y )|y] = 1 give
1+
1
2α
(E0[h(X,Y )|x] + β(x)+E0γ(Y )) = 1+ 1
2α
(E0[h(X,Y )|y] +E0β(X)+ γ(y)) = 1
so that
β(x) =−E0[h(X,Y )|x]−E0γ(Y ) (25)
γ(y) =−E0[h(X,Y )|y]−E0β(Y ). (26)
Therefore, substituting (24), (25) and (26) into (23), we get
L(x, y) = 1+
1
2α
(h(x, y)−E0[h(X,Y )|x]−E0γ(Y )−E0[h(X,Y )|y]−E0β(Y ))
= 1+
1
2α
(h(x, y)−E0[h(X,Y )|x]−E0[h(X,Y )|y] +E0[h(X,Y )]) (27)
which coincides with (19). The expression (27) is our candidate optimal solution, and our next task is to
verify that it is indeed an optimal solution:
Proof of Proposition 2. We need to prove that
E0[hL]−αE0(L− 1)2≤E0[hL∗]−αE0(L∗− 1)2 (28)
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for any L∈L, where L∗ denotes the candidate optimal solution (19). To this end, we denote h¯= h− r. It is
straightforward to verify that h possesses the orthogonal decomposition h= h¯+ r on M⊥⊕M=L2, where
M= {V (X,Y ) ∈L2 :E0[V |X ] = 0, E0[V |Y ] = 0 a.s.}⊂L2 and L2 is the natural L2-space under P0. Then
E0[hL
∗]−αE0(L∗− 1)2 =E0h+ 1
2α
E0[hr]− 1
4α
E0r
2
=E0h+
1
2α
V ar0(r)− 1
4α
V ar0(r) since h¯⊥ r and E0r= 0
=E0h+
1
4α
V ar0(r).
To prove (28), consider any L∈L. For convenience, we write U =L−1 so that E0[U |X ] =E0[U |Y ] =E0U =0
a.s.. Then we need to prove, for any such U ,
E0[h(U +1)]−αE0U2 ≤E0h+ 1
4α
V ar0(r)
⇔ E0[hU ]−αE0U2 ≤ 1
4α
V ar0(r)
⇔ E0r2− 4αE0[hU ] + 4α2E0U2 ≥ 0
⇔ E0r2− 4αE0[rU ]− 4αE0[h¯U ] + 4α2E0U2 ≥ 0
⇔ E0(r− 2αU)2− 4αE0[h¯U ]≥ 0. (29)
But E0[h¯U ] = 0 since U ∈M. So (29) clearly holds.
Proof of Proposition 1. We use the notation in the proof of Proposition 2. By the duality theorem in
Luenberger (1969), Chapter 8 Theorem 1 (rewritten in Theorem 7 in the Supplementary Materials), if one
can find an α= α∗ ≥ 0 such that there is an L∗ that maximizes (18) and that E0(L∗− 1)2 = η, then L∗ must
be the optimal solution for (17). To find such α∗ and L∗, note that Proposition 2 has already shown that
L∗ defined in (19) maximizes (18) when α is large enough. With this L∗, E0(L
∗ − 1)2 = η is equivalent to
1
4α∗2
E0r
2 = η or
1
4α∗2
V ar0(r) = η (30)
since E0r = 0. Thus, when η is small enough, we can find a large α
∗ and L∗ defined in (19) such that (30)
holds, or equivalently that E0(L
∗− 1)2 = η holds, and also that L∗ maximizes (18), implying that L∗ is an
optimal solution for (17). The optimal objective value is
E0[hL
∗] =E0
[
h
(
1+
r
2α∗
)]
=E0h+
E0[hr]
2α∗
=E0h+
E0[r
2]
2α∗
=E0h+
V ar0(r)
2α∗
(31)
since h= h¯+ r with h¯⊥ r, and E0r=0. Combining with (30), we get E0[hL∗] =E0h+
√
V ar0(r)η.
Appendix B: Sketch of Proof for Theorem 1
As in the proof for the bivariate case, let us focus on the maximization formulation of (6). First, we recast
it in terms of likelihood ratio in the following form:
Proposition 3. The max formulation in (6) is equivalent to:
max E0
[
h(XT )
∏T
t=2L(Xt−1,Xt)
]
subject to E0(L(Xt−1,Xt)− 1)2≤ η
E0[L|Xt−1] = 1, E0[L|Xt] = 1 a.s.
L≥ 0 a.s.
(32)
The decision variable is L(xt−1, xt) (same for all t).
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The new feature in (32), compared to (17), is the product form of the likelihood ratios in the objective
function. Proposition 3 is a consequence of the Markov property of Pf and the martingale property of the
products of L’s (see Appendix C.1 in the Supplementary Materials for the proof).
In contrast to (17), the product form in the objective function of (32) makes the posited optimization
non-convex in general, and we shall use asymptotic analysis as a resolution. As in the bivariate case, we
consider the Lagrangian of (32):
max
L∈Lc(M)
E0[h(XT )L]−α(E0(L− 1)2− η) (33)
where for convenience we denote Lc(M) = {L(X,Y ) ≥ 0 a.s. : E0[L(X,Y )|X ] = E0[L(X,Y )|Y ] =
1 a.s., E0[L(X,Y )
2]≤M} for some M > 0 large enough (the extra constraint E0[L(X,Y )2]≤M is a con-
sequence of E0(L − 1)2 ≤ η for small enough η, and is required for technicality reason). We also denote
L=
∏T
t=2L(Xt−1,Xt). For convenience, we denote X and Y as two i.i.d. random variables under the marginal
distribution of P0, and write E0[L|x] = E0[L(X,Y )|X = x] and E0[L|y] = E0[L(X,Y )|Y = y]. To find a
candidate local optimal solution, we relax the constraints E0[L|X ] =E0[L|Y ] = 1 a.s. to get
max
L∈L+(M)
E0[h(XT )L]−α(E0(L(X,Y )− 1)2− η)+
∫
(E0[L|x]− 1)β(x)dP0(x)+
∫
(E0[L|y]− 1)γ(y)dP0(y)
(34)
where L+(M) = {L ≥ 0 a.s. : E0L2 ≤M}, and β(X) and γ(Y ) are in the L2-space under P0. A similar
differentiation argument as in (21) in the bivariate case (but with the use of an additional heuristic product
rule) gives
L(x, y) = 1+
1
2α
(HL(x, y)+ β(x)+ γ(y))
where HL(x, y) is defined as
HL(x, y) =
T∑
t=2
E0[h(XT )L
t
2:T |Xt−1 = x,Xt = y] (35)
and Lt2:T =
∏
s=2,...,T
s6=t
L(Xs−1,Xs) is the leave-one-out product of likelihood ratios. Much like the proof of
Proposition 2, it can be shown that under the condition E0[L|X ] =E0[L|Y ] =E0L= 1 a.s., we can rewrite
β(x) and γ(y) to get
L(x, y) = 1+
RL(x, y)
2α
(36)
where
RL(x, y) =HL(x, y)−E0[HL(X,Y )|X = x]−E0[HL(X,Y )|Y = y] +E0[HL(X,Y )]. (37)
Here E0[H
L(X,Y )|X = x] and E0[HL(X,Y )|Y = y] are the expectations of HL(X,Y ) conditioned on X and
Y which are i.i.d. each described by the marginal distribution of P0.
Note that unlike Proposition 2, HL(x, y) and RL(x, y) in (35) and (37) now depend on L and hence (36)
does not explicitly specify L, but instead it is in the form of a fixed point equation. The key is to show that
the L defined as such is indeed optimal for (33) for large enough α:
Proposition 4. For any large enough α> 0, the L∗ that satisfies (36) is an optimal solution of
max
L∈Lc(M)
E0[h(XT )L]−αE0(L− 1)2. (38)
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The proof of Proposition 4 is in Appendix C.1 in the Supplementary Materials. By invoking a suitable duality
theorem (Luenberger (1969), Chapter 8 Theorem 1; also rewritten in Theorem 7 in the Supplementary
Materials), we can asymptotically expand the characterization of L∗ in Proposition 4 to arrive at Theorem
1. Details are left to Appendix C.1 in the Supplementary Materials.
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Supplementary Materials
Appendix C: Proofs for the One-Dependence Case
C.1. Proof of Proposition 3
We prove in both directions. First, we show that each feasible solution in (6) can be re-expressed
as a feasible solution in (32) that has the same objective value. Given Pf that satisfies Pf (xt) =
P0(xt), we let Lt(xt−1, xt) = dPf (xt|xt−1)/dP0(xt) = dPf (xt−1, xt)/(dP0(xt−1)dPf (xt)) be the likeli-
hood ratio of a transition step under Pf w.r.t. the baseline. Since Pf (xt) = P0(xt), we have
Lt(xt−1, xt) = dPf (xt−1, xt)/(dP0(xt−1)dP0(xt)) = dPf (xt−1, xt)/(dPf (xt−1)dPf (xt)). Also, since by station-
arity Pf (xt−1, xt) = Pf (xs−1, xs) for all s, t, Lt(·, ·) are all the same, so we can let L be the identical likelihood
ratio. Then
Ef [h(XT )] =
∫
h(xT )dPf (x1)dPf (x2|x1) · · ·dPf (xT |xT−1)
=
∫
h(xT )
dPf (x1)
dP0(x1)
dPf (x2|x1)
dP0(x2)
· · · dPf (xT |xT−1)
dP0(xT )
dP0(x1) · · ·dP0(xT )
=
∫
h(xT )L(x1, x2) · · ·L(xT−1, xT )dP0(x1) · · ·dP0(xT )
=E0
[
h(XT )
T∏
t=2
L(Xt−1,Xt)
]
.
Hence the objectives are the same. To show that L is feasible, first note that φ2(Pf (x, y)) =E(L(X,Y )−1)2 by
the definition of L, so φ2(Pf (x, y))≤ η implies E(L(X,Y )−1)2 ≤ η. Next, by the constraint that Pf (Xt−1) =
P0(Xt−1), we have
Pf (Xt−1 ∈A) =E0[L(Xt−1,Xt)I(Xt−1 ∈A)] =E0[E0[L(Xt−1,Xt)|Xt−1]I(Xt−1 ∈A)] = P0(Xt−1 ∈A)
for any measurable A, and so we must have E0[L(Xt−1,Xt)|Xt−1] = 1. Similarly, E0[L(Xt−1,Xt)|Xt] = 1.
Hence L satisfies all the constraints in (32).
To prove the other direction, given any L in the feasible set of (32), define the Markov transition kernel
dPf (xt|xt−1) =L(xt−1, xt)dP0(xt) for any t= 2, . . . , T , and Pf (x1) = P0(x1). Note that dPf (xt|xt−1) is well-
defined since ∫
dPf (xt|xt−1) =
∫
L(xt−1, xt)dP0(xt) =E0[L(Xt−1,Xt)|Xt−1 = xt−1] = 1
a.s., by the first marginal constraint in (32). Now
E0
[
h(XT )
T∏
t=2
L(Xt−1,Xt)
]
=
∫
h(xT )dP0(x1)
T∏
t=2
L(xt−1, xt)dP0(xt)
=
∫
h(xT )dPf (x1)
T∏
t=2
dPf (xt|xt−1)
=Ef [h(XT )].
Hence the objective is matched. Next we prove Pf (xt) = P0(xt) by induction. Note that Pf (X1 ∈ A) =
P0(X1 ∈A) for any measurable A by definition. Assume Pf (xt−1) =P0(xt−1). Then
Pf (Xt ∈A) =
∫
xt∈A
dPf (xt|xt−1)dPf (xt−1)
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=
∫
xt∈A
L(xt−1, xt)dP0(xt)dP0(xt−1)
=
∫
xt∈A
E0[L(Xt−1,Xt)|Xt = xt]dP0(xt)
= P0(Xt ∈A)
for any measurable A, by the second marginal constraint in (32). Hence Pf (xt) = P0(xt), and we conclude
our induction.
Finally, note that dPf (Xt|Xt−1) = L(Xt−1,Xt)dP0(Xt) implies L = dPf (Xt|Xt−1)/dP0(Xt) =
dPf (Xt−1,Xt)/(dP0(Xt−1)dP0(Xt)) = dPf (Xt−1,Xt)/(dPf (Xt−1)dPf (Xt)). Hence E0(L(X,Y ) − 1)2 ≤ η
implies φ2(Pf (X,Y ))≤ η.
C.2. Proof of Proposition 4
To make things clear, we first explain how the space Lc(M) arises in the proposition. This stems from the
fact that (32) is equivalent to
max E0
[
h(XT )
∏T
t=2L(Xt−1,Xt)
]
subject to E0(L(Xt−1,Xt)− 1)2≤ η
E0[L|Xt−1] = 1, E0[L|Xt] = 1 a.s.
L(Xt−1,Xt)≥ 0 a.s.
E0[L(Xt−1,Xt)
2]≤M
(39)
for some constant M > 1. This can be seen easily by noting that the first constraint in (32) implies that
E0L
2 ≤ 1+ η, and so we can choose some large enough M so that the last constraint in (39) holds for any
small enough η. Thus (38) in Proposition 4 is the Lagrangian relaxation of the first constraint in (39).
Next, define Ls:t =
∏t
k=sL(Xk−1,Xk) for any 2 ≤ s ≤ t ≤ T . Also, for any 1 ≤ s ≤ t ≤ T , define Fs:t =
F(Xs, . . . ,Xt) as the σ-algebra generated by {Xs, . . . ,Xt}. We point out the following properties of Ls:t
viewed as a process:
Lemma 1. 1. Under P0, fix the starting point of time 2≤ s≤ T under stationarity. The process {Ls:t :
t= s−1, s, s+1, . . .} (where we define Ls:(s−1) = 1) is a martingale adapted to {F(s−1):t : t= s−1, s, s+1, . . .},
with an initial value identical to 1. A similar property holds for the time-reverse setting. Namely, under
P0, and fixing the starting time 2 ≤ t ≤ T , the process {Ls:t : s = t + 1, t, t− 1, . . .} (where we now define
L(t+1):t =1) is a martingale adapted to {F(s−1):t : s= t+1, t, t− 1, . . .} with initial value 1.
2. For any measurable g(Xs:t) := g(Xs, . . . ,Xt), for s≤ t, we have
Ef [g(Xs:t)] =E0[g(Xs:t)L2:t] =E0[g(Xs:t)L(s+1):T ].
Both properties can be generalized to the scenario when the factors L in the likelihood ratio product Ls:t
are non-identical.
Proof of Lemma 1. To prove the first part, consider, for any t≥ s,
E0[Ls:(t+1)|F(s−1):t] = E0[L(Xs−1,Xs) · · ·L(Xt,Xt+1)|F(s−1):t]
= L(Xs−1,Xs) · · ·L(Xt−1,Xt)E0[L(Xt,Xt+1)|F(s−1):t]
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= L(Xs−1,Xs) · · ·L(Xt−1,Xt)
since E0[L(Xt,Xt+1)|F(s−1):t] =E0[L(Xt,Xt+1)|Xt] = 1
by the first marginal constraint in (32)
= Ls:t.
The backward direction follows analogously, by using the second marginal constraint in (32). The second
part of the lemma follows immediately from the forward and backward martingale properties of Ls:t. Also,
the generalization to non-identical L’s follows trivially.
The proof of Proposition 4 relies on a contraction operator that we denote K : Lc(M)T−2 →Lc(M)T−2.
First, let us define a generalized notion of HL, defined in (35), to cover the case where the factors in L are not
necessarily the same. For convenience, we write h = h(XT ). For any L
(1):(T−2) := (L(1), L(2), . . . , L(T−2)) ∈
Lc(M)T−2, let
GL
(1):(T−2)
(x, y) =
T∑
t=2
∑
r∈S1:(T−2)
E0

h ∏
s=2,...,T
s6=t
L(r
t
s)(Xs−1,Xs)
∣∣∣∣∣Xt−1 = x,Xt = y

 (40)
where rt = (rt2, r
t
3, . . . , r
t
t−1, r
t
t+1, . . . , r
t
T ) is a vector of length T − 2 and S1:(T−2) is the symmetric group of
all permutations of (1, . . . , T − 2). In other words, (40) is the sum over all conditional expectations given
each consecutive pairs of states (Xt−1,Xt), and for each conditioning, the sum is taken of all permutations
of L(1)(·, ·), · · · , L(T−2)(·, ·) applied to all other consecutive pairs of (Xs−1,Xs), s 6= t. Note that when L(k)’s
are all identical, then GL
(1):(T−2)
reduces to (T − 2)!HL.
With the definition above, we define a mapping K :Lc(M)T−2→Lc(M) as
K(L(1):(T−2))(x, y) = 1+
RL
(1):(T−2)
(x, y)
2(T − 2)!α (41)
where RL
(1):(T−2)
= GL
(1):(T−2)
(x, y) − E0[GL(1):(T−2) |x] − E0[GL(1):(T−2) |y] + E0[GL(1):(T−2) ], with
E0[G
L
(1):(T−2) |x] = E0[GL(1):(T−2)(X,Y )|X = x] and E0[GL(1):(T−2) |y] = E0[GL(1):(T−2)(X,Y )|Y = y] for X , Y
i.i.d. each under the marginal distribution of P0.
The operator K is now defined as follows. Given L(1):(T−2) = (L(1), L(2), . . . , L(T−2))∈Lc(M)T−2, define
L˜(1) =K(L(1), L(2), . . . , L(T−2))
L˜(2) =K(L˜(1), L(2), . . . , L(T−2))
L˜(3) =K(L˜(1), L˜(2), L(3), . . . , L(T−2))
...
L˜(T−2) =K(L˜(1), L˜(2), . . . , L˜(T−1), L(T−2)). (42)
Then K(L(1:(T−2))) = (L˜(1), L˜(2), . . . , L˜(T−2)).
The K constructed above is a well-defined contraction operator:
Lemma 2. For large enough α, the operator K is a well-defined, closed contraction map on Lc(M)T−2,
with the metric d(L,L′) =maxk=1,...,T−2 ‖L(k)−L(k)′‖2, where L= (L(k))k=1,...,T−2 and L′ = (L(k)′)k=1,...,T−2,
and ‖ · ‖2 is the L2-norm under P0. As a result K possesses a unique fixed point L∗ ∈Lc(M)T−2. Moreover,
all T − 2 components of L∗ are identical and satisfy (36).
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Proof of Lemma 2. We divide the proofs into three components: first, we show that K is well-defined
and closed; second, we prove that K is a contraction map; third, we show that the fixed point of K has all
identical components.
We start by showing well-definedness and closedness. Note that each summand in the definition of
GL
(1):(T−2)
(x, y) satisfies
|E0[hL(rt2)(X1,X2)L(rt3)(X2,X3) · · ·L(rtt−1)(Xt−2,Xt−1)L(rtt+1)(Xt,Xt+1)L(rtt+2)(Xt+1,Xt+2)
· · ·L(rtT )(XT−1,XT )|Xt−1 = x,Xt = y]|
≤ CE0[L(rt2)(X1,X2)L(rt3)(X2,X3) · · ·L(rtt−1)(Xt−2,Xt−1)L(rtt+1)(Xt,Xt+1)L(rtt+2)(Xt+1,Xt+2)
· · ·L(rtT )(XT−1,XT )|Xt−1 = x,Xt = y] for some C > 0
= CE0[L
(rt2)(X1,X2)L
(rt3)(X2,X3) · · ·L(rtt−1)(Xt−2,Xt−1)|Xt−1 = x]
E0[L
(rtt+1)(Xt,Xt+1)L
(2)(Xt+1,Xt+2) · · ·L(rtT )(XT−1,XT )|Xt = y]
= C by the forward and backward martingale properties of Lemma 1.
Hence
|GL(1):(T−2)(x, y)| ≤ (T − 1)!C (43)
and the mapping K satisfies
|K(L(1):(T−2))− 1| ≤ 4(T − 1)C
2α
<∞.
The same bound holds for each K(L˜(1), L˜(2), . . . , L˜(t), L(t+1), . . . , L(T−2)) for t = 1, . . . , T − 3. Hence each
component of K(L(1):(T−2)) is finite a.s..
Moreover, using (43), for large enough α, we have
|GL(1):(T−2)(x, y)−E0[GL(1):(T−2) |x]−E0[GL(1):(T−2) |y] +E0GL(1):(T−2) | ≤ 4(T − 1)!C ≤ 2(T − 2)!α
for any L(1):(T−2) ∈ Lc(M)T−2 and so each component of K(L(1):(T−2)) is non-negative a.s.. Note that by
construction K(L(1):(T−2)) satisfies E0[K(L
(1):(T−2))|x] = E0[K(L(1):(T−2))|y] = 1 a.s., and similarly along
the iteration of K in (42).
To conclude that K is closed, we are left to show that K preserves the boundedness in the L2-norm. Note
that when α is large enough,
E0K(L
(1):(T−2))2− 1=E0(K(L(1):(T−2))− 1)2
=
1
4((T − 2)!)2α2E0
(
GL
(1):(T−2)
(X,Y )−E0[GL(1):(T−2) |X ]−E0[GL(1):(T−2) |Y ] +E0GL(1):(T−2)
)2
≤ (4(T − 1)C)
2
4α2
≤ M − 1
for any L(1):(T−2) ∈ Lc(M)T−2, and we have K(L(1):(T−2)) ∈ Lc(M). Iterating through
K(L˜(1), L˜(2), . . . , L˜(t), L(t+1), . . . , L(T−2)) for t = 1, . . . , T − 3 using (42), we conclude that K is closed in
Lc(M)T−2.
Henry Lam: Sensitivity to Serial Dependency of Input Processes: A Robust Approach 35
Now we show that K is a contraction. Consider, for any L(1):(T−2) = (L(1), . . . , L(T−2)) ∈ Lc(M)T−2 and
L(1):(T−2)
′
= (L(1)
′
, . . . , L(T−2)
′
)∈Lc(M)T−2,
E0|K(L(1):(T−2))−K(L(1):(T−2)′)|2
≤ E0|GL(1):(T−2) −GL(1):(T−2)
′ |2 (44)
since RL
(1):(T−2)
(x, y) is the orthogonal projection of GL
(1):(T−2)
(x, y) onto the space {V (X,Y ) ∈ L2 :
E0[V |X ] = 0,E0[V |Y ] = 0 a.s.}, and hence is a contraction. We have (44) less than or equal to
C
4((T − 2)!)2α2E0[U(X,Y )
2] (45)
for some constant C > 0, where X , Y are i.i.d. under the marginal distribution of P0, U(x, y) =∑T
t=2
∑
rt∈S1:(T−2)
E0[|L(rt)−L(rt)′ ||Xt−1 = x,Xt = y] and
L(r
t) =
∏
s=2,...,T
s6=t
L(r
t
s)(Xs−1,Xs), L
(rt)′ =
∏
s=2,...,T
s6=t
L(r
t
s)
′
(Xs−1,Xs).
By Jensen’s inequality, (45) is further bounded above by
(T − 1)2C
4α2
T∑
t=2
∑
rt∈S1:(T−2)
E0
(
E0[|L(rt)−L(rt)′ ||Xt−1,Xt]
)2
. (46)
Let us focus on E0
(
E0[|L(rt)−L(rt)′ ||Xt−1,Xt]
)2
. Note that, by telescoping, we have
L(r
t)−L(rt)′
=
(
L(r
t
2)(X1,X2)−L(rt2)′(X1,X2)
)
L(r
t
3)(X2,X3) · · ·L(rtt−1)(Xt−2,Xt−1)L(rtt+1)(Xt,Xt+1)
L(r
t
t+2)(Xt+1,Xt+2) · · ·L(rtT )(XT−1,XT )
+L(r
t
2)
′
(X1,X2)
(
L(r
t
3)(X2,X3) · · ·L(rtt−1)(Xt−2,Xt−1)L(rtt+1)(Xt,Xt+1)L(rtt+2)(Xt+1,Xt+2)
· · ·L(rtT )(XT−1,XT )
−L(rt3)′(X2,X3) · · ·L(rtt−1)′(Xt−2,Xt−1)L(rtt+1)′(Xt,Xt+1)L(rtt+2)′(Xt+1,Xt+2) · · ·L(rtT )′(XT−1,XT )
)
...
=
∑
s=2,...,T
s6=t
s−1∏
k=2
k 6=t
L(r
t
k)
′
(Xk−1,Xk)
(
L(r
t
s)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)
) T∏
k=s+1
k 6=t
L(r
t
k)(Xk−1,Xk).
Hence
E0[|Lrt −L′r
t ||Xt−1,Xt]
≤
∑
s=2,...,T
s6=t
E0
[
s−1∏
k=2
k 6=t
L(r
t
k
)′(Xk−1,Xk)
∣∣∣L(s−t)(Xs−1,Xs)−L(s−t)′(Xs−1,Xs)∣∣∣ T∏
k=s+1
k 6=t
L(k−t)(Xk−1,Xk)
∣∣∣∣∣Xt−1,Xt
]
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and so
E0
(
E0[|Lrt −L′r
t ||Xt−1,Xt]
)2
≤ (T − 2)2
∑
s=2,...,T
s6=t
E0
(
E0
[
s−1∏
k=2
k 6=t
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
T∏
k=s+1
k 6=t
L(r
t
k
)(Xk−1,Xk)
∣∣∣∣∣Xt−1,Xt
])2
. (47)
Let us now consider each summand above. Without loss of generality, consider the case s < t. We have
E0

s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣ T∏
k=s+1
k 6=t
L(r
t
k)(Xk−1,Xk)
∣∣∣∣∣Xt−1,Xt


= E0
[
s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣ t−1∏
k=s+1
L(r
t
k)(Xk−1,Xk)
∣∣∣∣∣Xt−1
]
E0
[
T∏
k=t
L(r
t
k)(Xk−1,Xk)
∣∣∣∣∣Xt
]
where we denote
∏t−1
k=s+1 L
(rtk)(Xk−1,Xk) = 1 if s= t− 1
= E0
[
s−1∏
k=2
L(r
t
k
)′(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(s−t)′(Xs−1,Xs)∣∣∣ t−1∏
k=s+1
L(r
t
k
)(Xk−1,Xk)
∣∣∣∣∣Xt−1
]
since
∏T
k=tL
(rtk)(Xk−1,Xk) is a forward martingale by Lemma 1;
= E0
[
E0
[
s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣ t−1∏
k=s+1
L(r
t
k)(Xk−1,Xk)
∣∣∣∣∣Fs:(t−1)
]∣∣∣∣∣Xt−1
]
= E0
[
E0
[
s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xs
]
t−1∏
k=s+1
L(r
t
k)(Xk−1,Xk)
∣∣∣∣∣Xt−1
]
= Ef˜
[
E0
[
s−1∏
k=2
L(r
t
k
)′(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xs
] ∣∣∣∣∣Xt−1
]
(48)
where Ef˜ is under the change of measure generated by
∏t−1
k=s+1 L
(rtk)(Xk−1,Xk). On the other hand, we have
E0
[
s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xs
]
= E0
[
E0
[
s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xs−1,Xs
] ∣∣∣∣∣Xs
]
= E0
[
E0
[
s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣∣∣Xs−1
] ∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xs
]
= E0
[∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xs
]
(49)
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by the backward martingale property of
∏s−1
k=2L
(rt
k
)′(Xk−1,Xk). So, by (48), (49) and Jensen’s inequality, we
have
E0
(
E0
[
s−1∏
k=2
L(r
t
k)
′
(Xk−1,Xk)
∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
T∏
k=s+1
L(r
t
k)(Xk−1,Xk)
∣∣∣∣∣Xt−1,Xt
])2
= E0
(
Ef˜
[
E0
[∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xs
] ∣∣∣∣∣Xt−1
])2
= E0
(
E ˜˜f
[∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣
∣∣∣∣∣Xt−1
])2
≤ E0
[
|L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)|2
]
(50)
where E ˜˜
f
denotes the expectation under the change of measure induced by
∏t−1
k=s+1L
(rtk)(Xk−1,Xk) from
step t− 1 backward to s and then following the benchmark P0 before s. The last inequality follows from
Jensen’s inequality, and by the construction that Xs is marginally distributed as P0 and that the transition
from Xs and Xs−1 is under the baseline P0.
Therefore, (47) is bounded by
(T − 2)2
∑
s=2,...,T
s6=t
E0
[∣∣∣L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)∣∣∣2
]
,
and hence (46) is bounded by
(T − 1)2(T − 2)2C
4α2
T∑
t=2
∑
rt∈S1:(T−2)
∑
s=2,...,T
s6=t
E0[|L(rts)(Xs−1,Xs)−L(rts)′(Xs−1,Xs)|2]
=
(T − 1)3(T − 2)2(T − 3)!C
4α2
T−2∑
t=1
E0[|L(t)−L(t)′|2]
≤ (T − 1)
3(T − 2)2(T − 3)!C
4α2
d(L(1):(T−2), L(1):(T−2)
′
)2.
When α is large enough, this gives E0|K(L(1):(T−2))−K(L(1):(T−2)′)|2 ≤ d(L(1):(T−2),L(1):(T−2)′)2, and the
computation above can be iterated over (L˜(1), L˜(2), . . . , L˜(t), L(t+1), . . . , L(T−2)) for t = 1, . . . , T − 3 in (42).
Then we get that
d(K(L(1):(T−2)),K(L(1):(T−2)′ ))2 ≤ (T − 1)
3(T − 2)2(T − 3)!C
4α2
d(L(1):(T−2),L(1):(T−2)
′
)2
which gives
d(K(L(1):(T−2)),K(L(1):(T−2)′ ))≤ (T − 1)
3/2(T − 2)((T − 3)!)1/2C1/2
2α
d(L(1):(T−2),L(1):(T−2)
′
)
≤ cd(L(1):(T−2),L(1):(T−2)′)
for some constant 0< c< 1, when α is large enough. Hence we conclude that K is a contraction on Lc(M)T−2.
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By the Banach fixed point theorem, K has a fixed point L∗. We are left to show that all components of
L∗ are identical. To this end, let L∗ = (L(1)∗, L(2)∗, . . . , L(T−2)∗) and note that by the definition of fixed point
and the iteration in (42),
L˜(1)∗ =K(L(1)∗, L(2)∗, . . . , L(T−2)∗) =L(1)∗
L˜(2)∗ =K(L˜(1)∗, L(2)∗, . . . , L(T−2)) =K(L(1)∗, L(2)∗, . . . , L(T−2)∗) =L(2)∗
L˜(3)∗ =K(L˜(1)∗, L˜(2)∗, L(3)∗ . . . , L(T−2)) =K(L(1)∗, L(2)∗, L(3)∗ . . . , L(T−2)∗) =L(3)∗
...
L˜(T−2)∗ =K(L˜(1)∗, L˜(2)∗, . . . L˜(T−3)∗, L(T−2)) =K(L(1)∗, L(2)∗, . . .L(T−3)∗, L(T−2)∗) =L(T−2)∗
and hence
L(1)∗=L(2)∗= · · ·=L(T−2)∗ =K(L(1)∗, L(2)∗, . . . , L(T−2)∗).
Denote all these L(t)∗’s as L∗. By the definition of K, it is clear that L∗ =K(L∗, L∗, . . . , L∗) implies that L∗
satisfies (36). We conclude the lemma.
To prepare for the next step, we introduce a new quantity G¯L
(1):(T−1) ∈ R, given any L(1):(T−1) =
(L(1), . . . , L(T−1))∈Lc(M)T−1, as
G¯L
(1):(T−1)
=
∑
r∈S1:(T−1)
E0
[
h
T∏
s=2
L(rs)(Xs−1,Xs)
]
(51)
where r= (r2, . . . , rT ) is a vector of length T − 1 and S1:(T−1) is the symmetric group of all permutations of
(1, . . . , T − 1). Note that G¯L(1):(T−1) is invariant to any ordering of the indices in L(1), . . . , L(T−1).
At this point it is more convenient to consider a (T − 1)!-scaling of the Lagrangian in (38), i.e.
(T − 1)!×
(
E0
[
h
T∏
t=2
L(Xt−1,Xt)
]
−αE0(L− 1)2
)
= G¯L−α(T − 1)!E0(L− 1)2 (52)
where L= (L, . . . ,L)∈Lc(M)T−1. Now we shall consider a generalized version of the objective in (52):
G¯L
(1):(T−1) −α(T − 2)!
T−1∑
t=1
E0(L
(t)− 1)2
as a function of L(1):(T−1). We have the following monotonicity property of the mapping K on this generalized
objective:
Lemma 3. Starting from any L(1), . . . , L(T−2) ∈ Lc(M), consider the sequence L(k) =
K(L(k−T+2), L(k−T+3), . . . , L(k−1)) for k= T − 1, T, . . ., where K is defined in (41). The quantity
G¯L
(k):(k+T−2) −α(T − 2)!
T−1∑
t=1
E0(L
(k+t−1)− 1)2
is non-decreasing in k≥ 1.
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Proof of Lemma 3. Consider
G¯L
(k):(k+T−2) −α(T − 2)!
T−1∑
t=1
E0(L
(k+t−1)− 1)2
= E0[G
L
(k+1):(k+T−2)
(X,Y )L(k)(X,Y )]−α(T − 2)!E0(L(k)− 1)2−α(T − 2)!
T−1∑
t=2
E0(L
(k+t−1)− 1)2
by the symmetric construction of G¯L
(k):(k+T−2)
≤ E0[GL(k+1):(k+T−2)(X,Y )L(k+T−1)(X,Y )]−α(T − 2)!E0(L(k+T−1)− 1)2−α(T − 2)!
T−1∑
t=2
E0(L
(k+t−1)− 1)2
by using Proposition 2, treating the cost function as GL
(k+1):(k+T−2)
(x, y)/(T − 2)!,
and recalling the definition of K in (41)
= G¯L
(k+1):(k+T−1) −α(T − 2)!
T−1∑
t=1
E0(L
(k+t)− 1)2
by the symmetric construction of G¯L
(k+1):(k+T−1)
.
This concludes the ascendency of G¯L
(k):(k+T−2) −α(T − 2)!∑T−1
t=1 E0(L
(k+t−1)− 1)2.
The final step is to conclude the convergence of the scaled objective value in (52) along the dynamic
sequence defined by the iteration of K to that evaluated at the solution of (36):
Lemma 4. Define the same sequence L(k) as in Lemma 3. We have
G¯L
(k):(k+T−2) −α(T − 2)!
T−1∑
t=1
E0(L
(k+t−1)− 1)2→ G¯L∗ −α(T − 1)!E0(L∗− 1)2 (53)
as k→∞, where L∗ satisfies (36).
Proof of Lemma 4. First, convergence to the fixed point associated with the operator K under
the d-metric implies componentwise convergence. Therefore, by Lemma 2, the sequence L(k) =
K(L(k−T+2), L(k−T+3), . . . , L(k−1)) for k = T − 1, T, . . . defined in Lemma 3 converges to L∗, the identical
component of the fixed point L∗ of K, which has been shown to satisfy (36) in Lemma 2.
Now consider each term in (53). For the first term,
G¯L
(k):(k+T−2) − G¯L∗ ≤C
∑
r∈S1:(T−1)
E0|L(r)−L∗| (54)
for some constant C > 0, where r= (r2, . . . , rT ) is a vector of length T − 1, S1:(T−1) is the symmetric group
of all permutations of (1, . . . , T − 1), and
L(r) =
T∏
t=2
L(rs)(Xt−1,Xt), L
∗ =
T∏
t=2
L∗(Xt−1,Xt).
Then, by the same technique used in the proof of contraction in Lemma 2, we have (54) bounded by
C(T − 2)(T − 2)!
T∑
t=2
E0|L(k+t−2)(X,Y )−L∗(X,Y )| → 0
as k→∞, where X , Y are i.i.d. each under the marginal distribution of P0. For the second term in (53),
since ‖L(k)−L∗‖2→ 0, we have immediately that ‖L(k)‖2→‖L∗‖2 and so
(T − 2)!
T∑
t=2
E0(L
(k+t−2)− 1)2− (T − 1)!E0(L∗− 1)2→ 0
as k→∞. Hence we have proved the lemma.
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With these lemmas in hand, the proof of Proposition 4 is immediate:
Proof of Proposition 4. For any L∈Lc(M), denote L(1) =L(2) = · · ·=L(T−2) =L and define the sequence
L(k) for k≥ T − 1 as in Lemma 3. By Lemmas 3 and 4 we conclude Proposition 4.
We are now ready to prove Theorem 1:
Proof of Theorem 1. By Theorem 7, for any small enough η, we need to find α∗ and L∗ ∈ Lc(M) such
that (80) holds and E0(L
∗−1)2 = η. Then L∗ will be the optimal solution to (6). To start with, for any large
enough α in E0[hL]− αE0(L− 1)2, we have the optimal solution L∗(x, y) = 1 + RL
∗
(x,y)
2α
by Proposition 4.
We have
HL
∗
(x, y)
=
T∑
t=2
E0

h ∏
s=2,...,T
s6=t
(
1+
RL
∗
(Xs−1,Xs)
2α
)∣∣∣∣∣Xt−1 = x,Xt= y


=
T∑
t=2
E0[h|Xt−1 = x,Xt = y] + 1
2α
∑
s,t=1,...,T
s6=t
E0[hR
L∗(Xs−1,Xs)|Xt−1 = x,Xt= y] + O¯
(
1
α2
)
where O¯(1/αq) for q > 0 satisfies |O¯(1/αq)αq| ≤C for some C, for any α> 0,
uniformly over x and y; the equality follows from the boundedness of RL
∗
(x, y)
inherited from h
= H(x, y)+
1
2α
WL
∗
(x, y)+ O¯
(
1
α2
)
(55)
where H(x, y) =
∑T
t=1E0[h|Xt−1 = x,Xt = y], and
WL
∗
(x, y) =
∑
s,t=1,...,T
s6=t
E0[hR
L∗(Xs−1,Xs)|Xt−1 = x,Xt = y].
Now, (55) implies
RL
∗
(x, y) =R(x, y)+
SL
∗
(x, y)
2α
+ O¯
(
1
α2
)
(56)
where RL and R are defined in (37) and (8), and
SL
∗
(x, y) =WL
∗
(x, y)−E0[WL∗ |x]−E0[WL∗ |y] +E0WL∗ .
Therefore we can write
E0(L
∗− 1)2 =E0
(
RL
∗
(X,Y )
2α
)2
=
1
4α2
E0
(
R(X,Y )+
SL
∗
(X,Y )
2α
+ O¯
(
1
α2
))2
=
1
4α2
(
E0R(X,Y )
2+
1
α
E0[R(X,Y )S
L∗(X,Y )] +O
(
1
α2
))
. (57)
Note that the term O(1/α2) in (57) is continuous in 1/α in a neighborhood of 0; in fact, it is a polynomial
in 1/α by tracing its definition. Hence (57) reveals that, given any small enough η > 0, we can find a large
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enough α∗, and L∗ satisfying (80), such that E0(L
∗ − 1)2 = η. More precisely, setting E0(L∗ − 1)2 = η and
using (57) gives
1
2α
=
√
η
V ar0(R(X,Y ))
(
1+
1
α
E0[R(X,Y )S
L∗(X,Y )]
V ar0(R(X,Y ))
+O
(
1
α2
))−1/2
since E0R(X,Y ) = 0
=
√
η
V ar0(R(X,Y ))
(
1− 1
2α
E0[R(X,Y )S
L∗(X,Y )]
V ar0(R(X,Y ))
+O
(
1
α2
))
. (58)
Now (58) gives
1
2α
=
√
η
V ar0(R(X,Y ))
(1+ o(1))
as η→ 0. Substituting it into the right hand side of (58), we have
1
2α
=
√
η
V ar0(R(X,Y ))
− E0[R(X,Y )S
L∗(X,Y )]η
V ar0(R(X,Y ))2
+ o(η)
which upon substituting into the right hand side of (58) once more gives
1
2α
=
√
η
V ar0(R(X,Y ))
− E0[R(X,Y )S
L∗(X,Y )]η
V ar0(R(X,Y ))2
+O(η3/2). (59)
Note that this asymptotic is valid since we assume V ar0(R(X,Y ))> 0.
Now consider the objective value of (32):
E0[hL
∗] =E0
[
h
T∏
t=2
(
1+
RL
∗
(Xt−1,Xt)
2α
)]
= E0h+
1
2α
T∑
t=2
E0[hR
L∗(Xt−1,Xt)] +
1
4α2
∑
s,t=2,...,T
s<t
E0[hR
L∗(Xt−1,Xt)R
L∗(Xs−1,Xs)]
+O
(
1
α3
)
. (60)
Using (56), we can write (60) as
E0h+
1
2α
T∑
t=2
E0[hR(Xt−1,Xt)] +
1
4α2
T∑
t=2
E0[hS
L∗(Xt−1,Xt)]
+
1
4α2
∑
s,t=2,...,T
s<t
E0[hR
L∗(Xt−1,Xt)R
L∗(Xs−1,Xs)] +O
(
1
α3
)
= E0h+
1
2α
E0[H2(X,Y )R(X,Y )] +
1
4α
(
E0[H(X,Y )S
L∗ ]
+
∑
s,t=2,...,T
s<t
E0[hR(Xs−1,Xs)R(Xt−1,Xt)]
)
+O
(
1
α3
)
(61)
by conditioning on (Xt−1,Xt) inside some of the expectations to get the equality. Note that
E0[H(X,Y )R(X,Y )] = V ar0(R(X,Y )), by the property that R is an orthogonal projection of H onto the
space {V (X,Y ) ∈L2 :E0[V |X ] =E0[V |Y ] = 0 a.s.}. Then, substituting (59) into (61) gives
E0h+
√
V ar0(R(X,Y ))η− E0[R(X,Y )S
L∗(X,Y )]η
V ar0(R(X,Y ))
+
η
V ar0(R(X,Y ))
E0[H(X,Y )SL∗(X,Y )] + ∑
s,t=2,...,T
s<t
E0[hR(Xs−1,Xs)R(Xt−1,Xt)]

+O(η3/2)
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= E0h+
√
V ar0(R(X,Y ))η+
η
V ar0(R(X,Y ))
(
E0[H(X,Y )S
L∗(X,Y )]−E0[R(X,Y )SL∗(X,Y )]
+
∑
s,t=2,...,T
s<t
E0[hR(Xs−1,Xs)R(Xt−1,Xt)]
)
+O(η3/2). (62)
Now note that H −R is orthogonal to SL∗ by construction. This concludes that (62) is equal to
E0h+
√
V ar0(R(X,Y ))η+
η
V ar0(R(X,Y ))
∑
s,t=2,...,T
s<t
E0[hR(Xs−1,Xs)R(Xt−1,Xt)] +O(η
3/2)
which gives the theorem.
Appendix D: Proofs Related to the Statistical Properties of Algorithm 1
Proof of Theorem 2 Using the representation from a two-way random effect model, each copy Zijk can
be written as
Zijk = µ+ τi·+ τ·j + τij + ǫijk
where µ=E0[H(X,Y )], τi· = E0[H(X,Y )|X = xi]−E0[H(X,Y )], τ·j =E0[H(X,Y )|Y = yj]−E0[H(X,Y )],
τij = R(xi, yj) = H(xi, yj) − E0[H(X,Y )|X = xi] − E0[H(X,Y )|Y = yj] + E0[H(X,Y )], and ǫijk = Zijk −
R(xi, yj) is the residual error.
Note that we have the following properties: τi·, τ·j , τij, ǫij all have mean 0 and are uncorrelated for any
i, j, k. Also, given xi, τij has mean 0 for any j and τij1 and τij2 are uncorrelated for any j1 and j2. Similarly,
given yj , τij has mean 0 for any i and τi1j and τi2j are uncorrelated for any i1 and i2. Given xi and yj, ǫijk
have mean 0 for any k and ǫijk1 and ǫijk2 are independent for any k1 and k2.
We denote σ2X = Eτ
2
i·, σ
2
Y = Eτ
2
·j, σ
2
XY = Eτ
2
ij , σ
2
ǫ = Eǫ
2
ijk. We let σ
2 = V ar0(Zijk) = σ
2
X + σ
2
Y + σ
2
XY + σ
2
ǫ
be the total variance.
The estimator in Procedure 1 is
1
n
(s2I − s2ǫ ) =
1
n
(
1
(K − 1)2
K∑
i,j=1
n(Z¯ij − Z¯i·− Z¯·j + Z¯)2− 1
K2(n− 1)
K∑
i,j=1
n∑
l=1
(Zijl− Z¯ij)2
)
.
Consider the terms one by one. First, by the sum-of-squares decomposition in two-way ANOVA, we can
write the interaction sum-of-squares as
SSI =
K∑
i,j=1
n(Z¯ij − Z¯i·− Z¯·j + Z¯)2 = SST −SSX −SSY −SSǫ (63)
where
SST =
K∑
i=1
K∑
j=1
n∑
k=1
(Zijk−Z¯)2, SSX =
K∑
i=1
Kn(Z¯i−Z¯)2, SSY =
K∑
i=1
Kn(Z¯j−Z¯)2, SSǫ =
K∑
i=1
K∑
j=1
n∑
k=1
(Zijk−Z¯ij)2
are the total sum-of-squares, the treatment sum-of-squares for the first factor, the treatment sum-of-squares
for the second factor, and the residual sum-of-squares respectively. We can further write
SST =
∑
i,j,k
(Zijk−µ)2−K2n(Z¯ −µ)2.
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Note that
E0
[∑
i,j,k
(Zijk −µ)2
]
=K2nσ2
and
E0[K
2n(Z¯ −µ)2] =K2nV ar0(Z¯)
so that
E0[SST ] =K
2n(σ2−V ar0(Z¯)).
On the other hand,
SSX =Kn
(∑
i
(Z¯i·−µ)2−K(Z¯−µ)2
)
so that
E0[SSX ] =K
2n(V ar0(Z¯i·)−V ar0(Z¯)).
Similarly,
E0[SSY ] =K
2n(V ar0(Z¯·j)−V ar0(Z¯)).
We also have
E0[SSǫ] =K
2(n− 1)σ2ǫ .
Therefore, we have
E0[SSI ] =K
2n(σ2−V ar0(Z¯))−K2n(V ar0(Z¯i·)−V ar0(Z¯))−K2n(V ar0(Z¯·j)−V ar0(Z¯))−K2(n− 1)σ2ǫ
=K2n(σ2X + σ
2
Y + σ
2
XY )+K
2nV ar0(Z¯)−K2n(V ar0(Z¯i·)+V ar0(Z¯·j))+K2σ2ǫ . (64)
Now, since we can write
Z¯ =
1
K2n
(
K2nµ+Kn
∑
i
τi·+Kn
∑
j
τ·j +n
∑
i,j
τij +
∑
i,j,k
ǫijk
)
we have, by the zero correlations among the terms,
V ar0(Z¯) =
1
(K2n)2
(
K2n2K(σ2X + σ
2
Y )+n
2K2σ2XY +K
2nσ2ǫ
)
=
1
K
(σ2X + σ
2
Y )+
1
K2
σ2XY +
1
K2n
σ2ǫ .
Similarly, we can write
V ar0(Z¯i·) = σ
2
X +
σ2Y
K
+
σ2XY
K
+
σ2ǫ
Kn
and
V ar0(Z¯·j) = σ
2
Y +
σ2X
K
+
σ2XY
K
+
σ2ǫ
Kn
.
Therefore, (64) becomes
K2n(σ2X + σ
2
Y + σ
2
XY )+K
2n
(
1
K
(σ2X + σ
2
Y )+
1
K2
σ2XY +
1
K2n
σ2ǫ
)
−K2n
((
1+
1
K
)
(σ2X + σ
2
Y )+
2σ2XY
K
+
2σ2ǫ
Kn
)
+K2σ2ǫ
= (K − 1)2nσ2XY +(K − 1)2σ2ǫ .
Together with E0[s
2
ǫ ] = σ
2
ǫ , we get
E0
[
1
n
(s2I − s2ǫ )
]
= σ2XY .
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Proof of Theorem 3 We follow the notation in the proof of Theorem 2. By Cauchy-Schwarz inequality,
we have
V ar0
(
1
n
(s2I − s2ǫ )
)
(65)
= V ar0
(
1
(K − 1)2
K∑
i,j=1
(Z¯ij − Z¯i·− Z¯·j + Z¯)2− 1
K2n(n− 1)
K∑
i,j=1
n∑
l=1
(Zijl− Z¯ij)2
)
≤ V ar0
(
1
(K − 1)2
K∑
i,j=1
(Z¯ij − Z¯i·− Z¯·j + Z¯)2
)
+V ar0
(
1
K2n(n− 1)
K∑
i,j=1
n∑
l=1
(Zijl− Z¯ij)2
)
+2
√√√√V ar0
(
1
(K − 1)2
K∑
i,j=1
(Z¯ij − Z¯i·− Z¯·j + Z¯)2
)
V ar0
(
1
K2n(n− 1)
K∑
i,j=1
n∑
l=1
(Zijl− Z¯ij)2
)
. (66)
Now, by (63), we have
K∑
i,j=1
n(Z¯ij − Z¯i·− Z¯·j + Z¯)2 ≤ SST −SSǫ
=
∑
i,j,k
(Zijk− Z¯)2−
∑
i,j,k
(Zijk− Z¯ij)2
=
∑
i,j,k
(Z¯2− 2Z¯Zijk+2Z¯ijZijk− Z¯2ij)
=
∑
i,j
(nZ¯2− 2nZ¯Z¯ij +2nZ¯2ij −nZ¯2ij)
=
∑
i,j
n(Z¯ij − Z¯)2
=
∑
i,j
n((Z¯ij −µ)2−K(Z¯−µ)2)
≤
∑
i,j
n(Z¯ij −µ)2
and so
V ar0
(
1
(K − 1)2
K∑
i,j=1
(Z¯ij − Z¯i·− Z¯·j + Z¯)2
)
≤ 1
(K − 1)4E
(
K∑
i,j=1
(Z¯ij −µ)2
)2
=
1
(K − 1)4
(
V ar0
(
K∑
i,j=1
(Z¯ij −µ)2
)
+K2
(
σ2X + σ
2
Y + σ
2
XY +
σ2ǫ
n
)2)
.
(67)
Consider
V ar0
(
K∑
i,j=1
(Z¯ij −µ)2
)
= V ar0
(∑
i,j
(τi·+ τ·j + τij + ǫ¯ij)
2
)
(68)
where ǫ¯ij = (1/n)
∑
k
ǫijk.
Note that by construction, given xi and yj, ǫijk is the sum of T independent copies of h(XT ). By writing
out this summation and noting that the expectation of each summand is zero conditional on xi and yj, it is
routine to check that Eǫ2ijk =O(T ), Eǫ
3
ijk =O(T ) and Eǫ
4
ijk =O(T
2). To see this, note that Eǫ2ijk consists
of T terms of second moment of a summand conditional on xi and yj, Eǫ
3
ijk consists of T terms of the third
moment of a summand, and Eǫ4ijk consists of T terms of the fourth moment of a summand and also order
T 2 terms of the product of two second moments of summands. Using these expressions, because ǫijk are
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all independent conditional on xi and yj, we use similar observations to get further that Eǫ¯
2
ij = O(T/n),
Eǫ¯3ij =O(T/n
2), and Eǫ¯4ij =O((1/n
4)(nT 2+n2T )) =O(T 2/n3+T/n2). Now, (68) is equal to∑
i,j
V ar0
(
(τi·+ τ·j + τij + ǫ¯ij)
2
)
+2
∑
(i1,j1),(i2,j2):(i1,j1) 6=(i2,j2)
Cov0
(
(τi1·+ τ·j1 + τi1j1 + ǫ¯i1j1)
2, (τi2·+ τ·j2 + τi2j2 + ǫ¯i2j2)
2
)
≤
∑
i,j
E(τi·+ τ·j + τij + ǫ¯ij)
4
+2
∑
(i1,j1),(i2,j2):(i1,j1) 6=(i2,j2)
Cov0
(
(τi1·+ τ·j1 + τi1j1 + ǫ¯i1j1)
2, (τi2·+ τ·j2 + τi2j2 + ǫ¯i2j2)
2
)
. (69)
By the assumption that E[H(X,Y )4] =M , we have E(τi·+ τ·j + τij)
4 =E(H(X,Y )−µ)4 =O(M) and so∑
i,j
E(τi·+ τ·j + τij + ǫ¯ij)
4 =O
(
K2
(
M +
T 2
n3
+
T
n2
))
.
For the second term in (69), note that (τi1·+τ·j1+τi1j1+ ǫ¯i1j1)
2 and (τi2·+τ·j2+τi2j2+ ǫ¯i2j2)
2 are independent
if i1 6= i2 and j1 6= j2. Hence the number of non-zero summands there is at most O(K2). Each non-zero
summand is at most of order O(M) or O(T 2/n3 + T/n2). So the whole second term in (69) is O(K2(M +
T 2/n3+T/n2)). In overall, (69) is O(K2(M +T 2/n3+T/n2)), and (67) is of order
O
(
1
(K − 1)4
(
K2
(
M +
T 2
n3
+
T
n2
)
+K2
(√
M +
T
n
)2))
=O
(
1
K2
(
T 2
n2
+M
))
. (70)
For the second term in (66), we have
V ar0
(
1
K2n(n− 1)
∑
i,j,k
(Zijk− Z¯ij)2
)
=
1
K4n2(n− 1)2V ar0
(∑
i,j,k
ǫ2ijk
)
=
1
K4n2(n− 1)2

∑
i,j,k
V ar0(ǫ
2
ijk)+ 2
∑
(i1,j1,k1),(i2,j2,k2):(i1,j1,k1) 6=(i2,j2,k2)
Cov0(ǫ
2
i1j1k1
, ǫ2i2j2k2)

 . (71)
Now, V ar0(ǫ
2
ijk)≤ Eǫ4ijk = O(T 2). Also, in the second sum of (71), all summands with i1 6= i2 and j1 6= j2
are zero. So the number of non-zero summands is at most O(K2n2), and each of term is of order at most
O(T 2). Therefore, (71) is of order
O
(
1
K4n2(n− 1)2 (K
2nT 2+K2n2T 2)
)
=O
(
T 2
K2n2
)
. (72)
Since the third term in (66) is of order less than either the first or the second term, (70) and (72) imply
that (66) is of order O((1/K2)(M +T 2/n2)), and we conclude the theorem.
Appendix E: Proofs Related to Higher Order Dependency Assessment
E.1. Detailed Derivation for Example 3
For (Xt−2,Xt−1,Xt) that is multivariate normal with mean 0 and covariance matrix Σ under Pf , where
Σ=

 1 ρ1 ρ2ρ1 1 ρ1
ρ2 ρ1 1


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we have, by definition,
Pf˜1(Xt−2,Xt−1,Xt) = Pf˜1(Xt−1|Xt−2)Pf˜1(Xt|Xt−1) = Pf (Xt−1|Xt−2)Pf (Xt|Xt−1).
Now from the property of multivariate normal distribution, (Xt−1|Xt−2 = xt−2) ∼ N(ρ1xt−2,1 − ρ21) and
(Xt|Xt−1 = xt−1)∼N(ρ1xt−1,1−ρ21) under Pf and hence Pf˜1 . Moreover, (Xt−2,Xt−1,Xt) are still multivari-
ate normal under Pf˜1 . The correlations between Xt−1 and Xt, and between Xt−2 and Xt−1 are still ρ1. The
characteristic function of Xt|Xt−2 under Pf˜1 is given by
Ef˜1 [e
iθXt |Xt−2] =Ef˜1 [Ef˜1 [eiθXt |Xt−1]|Xt−2 = xt−2]
=Ef˜1 [e
iρ1Xt−1θ−(θ
2/2)(1−ρ21)|Xt−2 = xt−2]
= eiρ
2
1xt−2θ−((ρ1θ)
2/2)(1−ρ21)−(θ
2/2)(1−ρ21)
= eiρ
2
1xt−2θ−(θ
2/2)(1−ρ41)
which is equal to the characteristic function of N(ρ21Xt−2,1 − ρ41). This shows that (Xt|Xt−2 = xt−2) ∼
N(ρ21xt−2,1− ρ41), which implies that Xt−2 and Xt has correlation ρ21.
E.2. Proof of Theorem 4
We focus on the maximization formulation. First, let Z∗ be the optimal value of (12). Introduce the formu-
lation
max Ef [h(XT )]
subject to E0
(
dPf (Xt−1,Xt)
dP0(Xt−1,Xt)
− 1
)2
≤ η1
{Xt : t=1, . . . , T } is a 1-dependent stationary process under Pf
Pf (xt) = P0(xt)
Pf ∈P0,
(73)
i.e. the formulation (6) with η replaced by η1. Note that (73) is a subproblem to (12), in the sense that any
feasible solution of (73) is feasible in (12). This is because by definition φ22(Pf (xt−2, xt−1, xt)) = 0 for any
1-dependent measure Pf . Now let Z
′ be the optimal value of (73), and consider the decomposition
Z∗−E0h= (Z∗−Z ′)+ (Z ′−E0h). (74)
We know that Z ′−E0h≤
√
V ar0(R(Xt−1,Xt))η1 +O(η1) by Theorem 1. On the other hand, let Pf∗ be an
ǫ-nearly optimal solution for (12), i.e. Ef∗h≥Z∗− ǫ for some small ǫ > 0. We argue that Z∗−Z ′ ≤Z∗−Ef˜∗1 h
where Pf˜∗1 is the measure corresponding to the 1-dependent counterpart of Pf∗ . Note that Pf˜∗1 certainly
satisfies all constraints in (73), inherited from the properties of Pf∗ . We then must have Z
′ ≥Ef˜∗1 h by the
definition of Z ′ and the feasibility of Pf˜∗1 in (73), and so Z
∗−Z ′ ≤Z∗−Ef˜∗1 h.
Next, note that the optimal value of
max Ef [h(XT )]
subject to Ef˜∗1
(
dPf (Xt−2,Xt−1,Xt)
dP
f˜∗
1
(Xt−2,Xt−1,Xt)
− 1
)2
≤ η2
{Xt : t=1, . . . , T } is a 2-dependent stationary process under Pf
Pf (xt−1, xt) = Pf˜∗1 (xt−1, xt)
Pf ∈P0
(75)
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which we denote Z ′′, is at least Z∗− ǫ, because Pf∗ is a feasible solution of (75) and its objective value is at
least Z∗− ǫ. Therefore we have Z∗−Z ′≤Z ′′−Ef˜∗1 h+ ǫ.
Next, we note that (75) is equivalent to
max Ef [h(XT )]
subject to Ef˜∗1
(
dPf ((Xt−1,Xt)|(Xt−2,Xt−1))
dP
f˜∗1
((Xt−1,Xt)|(Xt−2,Xt−1))
− 1
)2
≤ η2
{(Xt−1,Xt) : t= 1, . . . , T } is a 1-dependent stationary process under Pf
Pf (xt−1, xt) =Pf˜∗1 (xt−1, xt)
Pf ∈P0
(76)
by using an augmented state space representation. Under this representation, formulation (76) reduces into
(6) with state defined as (Xt−1,Xt), since dPf ((Xt−1,Xt)|(Xt−2,Xt−1))/dPf˜∗1 ((Xt−1,Xt)|(Xt−2,Xt−1)) =
dPf ((Xt−1,Xt), (Xt−2,Xt−1))/dPf˜∗
1
((Xt−1,Xt), (Xt−2,Xt−1)). Then Theorem 1 (the non-i.i.d. baseline ver-
sion discussed in Section 6.2) implies an optimal value of Ef˜∗1 h+
√
V arf˜∗1 (Sf˜∗1 (Xt−2,Xt−1,Xt))η2 +O(η2),
where Sf˜∗1 (Xt−2,Xt−1,Xt) is the projection of
H˜f˜∗1 (x, y, z) :=
T∑
t=3
Ef˜∗1 [h|(Xt−2,Xt−1) = (x, y), (Xt−1,Xt) = (y, z)]
=
T∑
t=3
Ef˜∗
1
[h|Xt−2 = x,Xt−1 = y,Xt = z]
onto
M˜f˜∗1 :=
{
V (X,Y,Z)∈L2(Pf˜∗1 ) :Ef˜∗1 [V |X,Y ] =Ef˜∗1 [V |Y,Z] = 0 a.s.
}
where (X,Y ) and (Y,Z) are two consecutive states in the augmented state space representation of Pf˜∗1 . There-
fore, Z∗−Z ′≤
√
V arf˜∗
1
(Sf˜∗
1
(Xt−2,Xt−1,Xt))η2+O(η2)+ǫ (where O(η2) can be shown to hold uniformly over
all f˜∗1 , or η1, by the boundedness of h). Then from (74) we have Z
∗−E0h≤
√
V arf˜∗1 (Sf˜∗1 (Xt−2,Xt−1,Xt))η2+
O(η2) + ǫ+
√
V ar0(R(X,Y ))η1 +O(η1). Finally, with ǫ being arbitrary, we use Lemmas 5 and 6 depicted
below to conclude Theorem 4.
Lemma 5. The object S(x, y, z) defined in (15) is precisely the projection of
H˜0(x, y, z) :=
T∑
t=3
E0[h|(Xt−2,Xt−1) = (x, y), (Xt−1,Xt) = (y, z)]
=
T∑
t=3
E0[h|Xt−2 = x,Xt−1 = y,Xt= z]
onto
M˜0 := {V (X,Y,Z)∈L2(P0) :E0[V |X,Y ] =E0[V |Y,Z] = 0 a.s.} .
Lemma 6. V arf˜∗1 (Sf˜∗1 (X,Y,Z))→ V ar0(S(X,Y,Z)) as η1→ 0.
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Proof of Lemma 5. We first check that S(X,Y,Z)∈ M˜0. Note that from (15) we can write
S(x, y, z) = H˜0(x, y, z)−E0[H˜0|x, y]−E0[H˜0|y, z] +E0[H˜0|y].
So
E0[S(X,Y,Z)|X,Y ] =E0[H˜0|X,Y ]−E0[H˜0|X,Y ]−E0[H˜0|Y ] +E0[H˜0|Y ] = 0
since X and Z are independent. Similarly, E0[S(X,Y,Z)|Y,Z] = 0, and so S(X,Y,Z)∈M˜0.
Next we show that S and H˜0−S are orthogonal. Consider
E0[S(H˜0−S)]
= E0(H˜0(X,Y,Z)−E0[H˜0|X,Y ]−E0[H˜0|Y,Z] +E0[H˜0|Y ])
(E0[H˜0|X,Y ] +E0[H˜0|Y,Z]−E0[H˜0|Y ])
= E0(E0[H˜0|X,Y ])2+E0(E0[H˜0|Y,Z])2−E0(E0[H˜0|Y ])2
−E0(E0[H˜0|X,Y ] +E0[H˜0|Y,Z]−E0[H˜0|Y ])2
= −2E0[E0[H˜0|X,Y ]E0[H˜0|Y,Z]] + 2E0[E0[H˜0|X,Y ]E0[H˜0|Y ]]
+ 2E0[E0[H˜0|Y,Z]E0[H˜0|Y ]]− 2E0(E0[H˜0|Y ])2
= −2E0(E0[H˜0|Y ])2+2E0(E0[H˜0|Y ])2+2E0(E0[H˜0|Y ])2− 2E0(E0[H˜0|Y ])2
= 0
where the second-to-last step is via conditioning on Y , and by using the fact that given Y , E0[H˜0|X,Y ] is
independent of E0[H˜0|Y,Z]. Therefore S(X,Y,Z) is the projection of H˜0 onto M˜0.
Proof of Lemma 6. To facilitate the proof, denote P f˜∗1 as the projection operator onto M˜f˜∗1 in the space
L2(Pf˜∗1 ), and similarly denote P0 as the projection onto M˜0 in the space L2(P0). Note that since Ef˜∗1 Sf˜∗1 =
0,
√
V arf˜∗1 (Sf˜∗1 ) is exactly ‖Sf˜∗1 ‖f˜∗1 , where we denote ‖ · ‖f˜∗1 as the L2(Pf˜∗1 )-norm. In a similar fashion,√
V ar0(S) = ‖S‖0, where we denote ‖ · ‖0 as the L2(P0)-norm. With these notations, we are set to prove
that ‖P f˜∗1 H˜f˜∗1 ‖f˜∗1 →‖P0H˜0‖0 as η1→ 0.
Next, we observe that by the boundedness of h and that convergence in χ2-distance implies convergence
in distribution (since χ2-distance dominates Kullback-Leibler (Tsybakov (2008)), whose convergence implies
weak convergence), we have H˜f˜∗
1
(x, y, z)→ H˜0(x, y, z) pointwise a.s. as η1→ 0. Hence by dominated conver-
gence ‖H˜f˜∗
1
− H˜0‖0→ 0, where H˜f˜∗
1
and H˜0 are coupled in the natural way under the measure P0. Moreover,
we have ‖V ‖f˜∗1 →‖V ‖0 for any bounded V = V (X,Y ).
Now consider
‖P f˜∗1 H˜f˜∗1 ‖f˜∗1 −‖P
0H˜0‖0 = (‖P f˜∗1 H˜f˜∗1 ‖f˜∗1 −‖P
f˜∗1 H˜f˜∗1 ‖0)+ (‖P
f˜∗1 H˜f˜∗1 ‖0−‖P
0H˜0‖0). (77)
The first term in (77) goes to 0 as η1→ 0 by our observations above. The second term is bounded from above
by ‖P f˜∗1 H˜f˜∗1 −P0H˜0‖0, which in turn is bounded by
‖P f˜∗1 H˜f˜∗
1
−P0H˜f˜∗
1
‖0+ ‖P0H˜f˜∗
1
−P0H˜0‖0. (78)
Henry Lam: Sensitivity to Serial Dependency of Input Processes: A Robust Approach 49
The second term in (78) is dominated by ‖H˜f˜∗1 − H˜0‖0 by the contraction property of the projection P0,
which converges to 0 as η1→ 0 by the prior observations. We are left to show that the first term in (78) also
goes to 0.
To this end, write
‖P f˜∗1 H˜f˜∗
1
−P0H˜f˜∗
1
‖0 = ‖P f˜∗1 H˜f˜∗
1
−P0P f˜∗1 H˜f˜∗
1
‖0+ ‖P0P f˜∗1 H˜f˜∗
1
−P0H˜f˜∗
1
‖0. (79)
We tackle the first and the second terms in (79) one-by-one. For the first term, using the explicit expression
for P0, we can write
P f˜∗1 H˜f˜∗1 −P
0P f˜∗1 H˜f˜∗1
= E0[P f˜∗1 H˜f˜∗1 |X,Y ] +E0[P
f˜∗1 H˜f˜∗1 |Y,Z]−E0[P
f˜∗1 H˜f˜∗1 |Y ]
= Ef˜∗1 [P
f˜∗1 H˜f˜∗1 |X,Y ] +Ef˜∗1 [P
f˜∗1 H˜f˜∗1 |Y,Z]−Ef˜∗1 [P
f˜∗1 H˜f˜∗1 |Y ] + o(1)
a.s., by the weak convergence from Pf˜∗
1
to P0. But since P f˜∗1 H˜f˜∗
1
∈ M˜f˜∗
1
, Ef˜∗
1
[P f˜∗1 H˜f˜∗
1
|X,Y ], Ef˜∗
1
[P f˜∗1 H˜f˜∗
1
|Y,Z]
and hence Ef˜∗
1
[P f˜∗1 H˜f˜∗
1
|Y ] are all 0. By dominated convergence we have ‖P f˜∗1 H˜f˜∗
1
−P0P f˜∗1 H˜f˜∗
1
‖0→ 0.
For the second term, we use the following observation. The conditions Ef˜∗1 [V |X,Y ] = 0 and Ef˜∗1 [V |Y,Z] =
0 in the definition of the closed subspace M˜f˜∗1 is equivalent to the conditions 〈V, ν(X,Y )〉f˜∗1 = 0 and
〈V, ρ(Y,Z)〉f˜∗1 = 0 for any measurable functions ν and ρ. Consequently, any elements in M˜⊥f˜∗1 can be expressed
in the form ν(X,Y )+ρ(Y,Z). In particular, H˜f˜∗1 −P f˜
∗
1 H˜f˜∗1 is in this form. But then P0(H˜f˜∗1 −P f˜
∗
1 H˜f˜∗1 ) = 0.
So the second term in (79) is 0. We thus conclude that ‖P f˜∗1 H˜f˜∗1 −P0H˜f˜∗1 ‖0 → 0, and from (77), (78) and
(79), we obtain that ‖P f˜∗1 H˜f˜∗
1
‖f˜∗
1
−‖P0H˜0‖0→ 0. This proves the lemma.
E.3. Proofs Related to the Statistical Properties of Algorithm 2
Proof of Theorem 5. Note that V ar0(S(X,Y,Z)) = V ar0(E0[S(X,Y,Z)|Y ])+E0(V ar0[S(X,Y,Z)|Y ]) =
E0[V ar0(S(X,Y,Z)|Y )] since E0[S(X,Y,Z)|Y ] = 0 by the definition of S(X,Y,Z). Now, given Y , Algorithm
2 is unbiased for V ar0(S(X,Y,Z)|Y ). This can be seen easily by observing that Algorithms 1 and 2 are
identical except the conditioning on y and the definition of the inner samples, and that we have already
shown unbiasedness for Algorithm 1 in Theorem 2.
Proof of Theorem 6. For convenience, let ξ be an output of Algorithm 2 given the sample Y . We have
V ar0(ξ) = V ar0(E0[ξ|Y ]) + E0[V ar0(ξ|Y )] = V ar0(V ar0(S(X,Y,Z)|Y )) + E0[V ar0(ξ|Y )], the last equality
being a consequence of the unbiasedness of ξ for V ar0(S(X,Y,Z)|Y ) as shown in the proof of Theorem 5.
Now, under the condition that E[G(X,Y,Z)4|Y ]≤M1, V ar0(ξ|Y ) can be analyzed similarly as in the proof
of Theorem 3, and shown to have order O((1/K2)(T 2/n2 +M1)). Therefore, together with the condition
that V ar0(V ar0(S(X,Y,Z)|Y ))≤M2, we have V ar0(ξ) =O(M2+(1/K2)(T 2/n2+M1)).
Appendix F: Duality Theorem
Theorem 7 (Adapted from Luenberger (1969), Chapter 8 Theorem 1). Suppose one can find
α∗ ≥ 0 and L∗ ∈ C such that
ξ(L)−α∗E0(L− 1)2≤ ξ(L∗)−α∗E0(L∗− 1)2 (80)
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for any L∈ C. Then L∗ solves
max ξ(L)
subject to E0(L− 1)2≤E0(L∗− 1)2
L∈ C.
Here L is taken as L(X,Y ), C as L and ξ(L) as E0[h(X,Y )L(X,Y )], for use in the proof of Proposition 1,
and we have L=L(Xt−1,Xt) for any t, C as Lc(M), and ξ(L) as E0[h(XT )L] for the proof of Theorem 1.
