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Abstract
We show the existence of local Lipschitzian stable and unstable manifolds for the ill-posed problem
of perturbations of hyperbolic bi-semigroups. We do not assume backward nor forward uniqueness of so-
lutions. We do not use cut-off functions because we do not assume global smallness conditions on the
nonlinearities. We introduce what we call dichotomous flows which recovers the symmetry between the past
and the future. Thus, we need to prove only a stable manifold theorem. We modify the Conley–McGehee–
Moeckel approach to avoid appealing to Wazewski principle and Brouwer degree theory. Hence we allow
both the stable and unstable directions to be infinite dimensional. We apply our theorem to the elliptic
system uξξ +u = g(u,uξ ) in an infinite cylinder R ×Ω .
© 2011 Elsevier Inc. All rights reserved.
Keywords: Bi-semigroups; Solitary waves; Modulated waves; Elliptic equations; Exponential dichotomies; Evolution
equations; Invariant manifolds; Semigroup perturbations; Riccati equations; Ill-posed problems
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2517
2. Dichotomous flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2518
3. Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2521
4. Dichotomous conic rest points for nonautonomous systems . . . . . . . . . . . . . . . . . . . . . . . 2529
5. Local stable manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2535
6. Cone invariance estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2542
7. Existence and uniqueness of solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2545
E-mail address: melbialy@math.utoledo.edu.0022-1236/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2011.11.031
M.S. ElBialy / Journal of Functional Analysis 262 (2012) 2516–2560 2517Appendix A. Elliptic systems in infinite cylinders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2549
Appendix B. Dichotomous Gronwall’s inequalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2556
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2559
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2559
1. Introduction
Invariant manifolds theory has been a useful tool in studying infinite dimensional dynamical
systems (IDDS) that arise from partial differential equations for quite sometime. See for exam-
ple [1,11,13,5,2,35,4,36,31,34,9,10], and references therein. In these works and many others the
IDDS is a semigroup and the problem is well-posed for t  0. It is obvious that in this case the
symmetry between the past (t  0) and the future (t  0) is lost. As a result one has to give two
separate proofs for the stable and unstable manifolds.
The problems considered in the following works are ill-posed because the stable linear part of
the problem generates a semigroup for t  0 while the unstable linear part generates a semigroup
for t  0: [14–16,23–26,3,30,20,33]. In [6] a center manifold theorem is proved in the general
case where the nonlinearity is unbounded.
In this work we investigate the system
x˙ = Lx + f (z), y˙ = Ry + g(z), z = (x, y) ∈ X × Y = Z (1.1)
where X and Y are Banach spaces and L and R are the infinitesimal generators of Co semi-
groups {L(t) | t  0} and {R(−t) | t  0} respectively. In this case we say that G = (L,R) is
the infinitesimal generators of a Co bi-semigroup G = (L,R). For the linear system x˙ = Lx,
y˙ = Ry, given any z˜ = (x1, y2) and any time interval t1  t  t2 we define a solution to be the
map
G(t1, t2; t)z˜ =
(L(t − t1)x1,R(t − t2)y2), t1  t  t2
The bi-semigroup G said to be hyperbolic if L(t) and R(t) decay exponentially as t → ∞ and
t → −∞ respectively.
In this work we show the existence of local Lipschitzian stable and unstable manifolds for the
ill-posed problem (1.1) with hyperbolic bi-semigroup G, however, without assuming backward
nor forward uniqueness of solutions, without assuming any hypothesis of the form (2.3) and
without assuming global smallness conditions on the nonlinearities and hence without resorting
to smooth cut-off functions. We modify the Conley–McGehee–Moeckel method [21,22,28,2] to
deal with the fact that both the stable and unstable directions are infinite dimensional and more
so with the fact that the problem is posed..
Although the main results of this work are for autonomous nonlinearities, the existence The-
orem 3.5 and the working Proposition 5.1 are proved for the nonautonomous case. In fact this
work guarantees the existence of C0 integral manifolds for nonautonomous systems. However,
we do not emphasize this point because in [8] we study pseudo-stable and pseudo-unstable inte-
gral manifolds when the nonlinearity (f, g) is nonautonomous.
It is obvious that the system (1.1) is ill-posed because we cannot talk about either forward
solutions or backward solutions, even mild ones, in the traditional sense of a semi-solution which
is defined on an interval [to, to + δ) or (to − δ, to] and starts at a given point at t = to. Therefore
2518 M.S. ElBialy / Journal of Functional Analysis 262 (2012) 2516–2560one uses mild solutions of the form (2.1) (see [17]) which we call dichotomous mild solutions
(DMS).
The system is said to be well-posed if R generates a Co group and hence (L,R) generates a
Co semigroup for t  0. A particular case is when Y is finite dimensional which is the case in
the first group of works cited above.
This work is organized as follows:
(1) In Section 2 we define DMSs and dichotomous flows which (despite the fact that the problem
is ill-posed) enjoy most of the characteristics of flows in particular the symmetry between
the past and future. We describe how we modify the Conley–McGehee–Moeckel (CMM)
method to deal with this type of ill-posed problems. We give a brief account of how the CMM
method differs from the Lyapunov–Perron and Hadmard methods. We also make general
remarks about the advantages of dichotomous flows and how they fit with the modified CMM
approach.
(2) In Section 3 we give the set up and state the main results.
(3) In Section 4 we introduce what we call conic rest points for dichotomous flows. Intuitively
a conic rest point is a rest point which has a neighborhood in which the dichotomous flow
behaves like the flow near a hyperbolic rest point. We investigate the behavior of vertical and
horizontal manifolds and cone families near conic rest points. We discuss what we call di-
chotomous backward and forward uniqueness and compare it to the lack of such uniqueness
in the traditional sense.
(4) In Section 5 we prove our working Proposition 5.1. In it we show the existence of a local
Lipschitzian stable manifold for the nonautonomous system (3.5) for a fixed but arbitrary
to ∈ R. What is lacking here is the Lipschitz-continuity in time. This issue will be addressed
in [8].
(5) In Section 6 we demonstrate the cone invariance estimates for the nonautonomous dichoto-
mous system (3.5) and show that it generates a nonautonomous dichotomous flow to which
our investigations of Sections 4–5 apply.
(6) In Section 7 we prove the existence and uniqueness Theorem 3.5 for the nonautonomous
dichotomous system (3.5).
(7) In Appendix A we apply our results to the elliptic system (2.2).
(8) In Appendix B we demonstrate what we call dichotomous Grownwall’s inequalities.
2. Dichotomous flows
2.1. Dichotomous mild solutions (DMS). A dichotomous mild solution (DMS) for the di-
chotomous boundary value problem (DBVP) (3.1) with dichotomous boundary condition (DBC)
(z˜, t1, t2), z˜ = (x1, y2), is a continuous function ξ ∈ C([t1, t2],Z), t1 < t2, that satisfies the fol-
lowing dichotomous system of integral equations (DSIE):
x(t) = L(t − t1)x1 +
t∫
t1
L(t − s)f (ξ(s))ds
y(t) = R(t − t2)y2 −
t2∫
t
R(t − s)g(ξ(s))ds
t1  t  t2 (2.1)
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(even if we knew it) because R(t − t1) is not invertible. In Appendix B.1 we give equivalent
ways of expressing DMSs.
When the nonlinearity has a sufficiently small global Lipschitz constant uniformly in t ∈ R,
the existence of DMSs is straightforward and requires a slight modification of the proof of The-
orem 6.12 in [29, p. 184]. See [17, Lemma 2.1, p. 239].
In [7] we study local (in space and time) existence, uniqueness and continuous dependencies
of DMSs for nonautonomous nonlinearities that are continuous in t and only locally Lipschitz
continuous locally uniformly in t .
In this work we need an existence, uniqueness and continuous dependencies theorem that
guarantees that, near a hyperbolic rest point, for any DBC z˜ and any arbitrary long time interval
[t1, t2], there exists a unique DMS. Theorem 3.5 states this fact for nonautonomous systems.
We prove it in Section 7.
2.2. In Appendix A we consider the following system in an infinite cylinder:
uξξ +u = g(u,uξ ), (ξ, y,u) ∈ R ×Ω × Rm
u|Γ = 0, Γ = R × ∂Ω,
∣∣g(u, v)∣∣= o(|u| + |v|) (2.2)
where Ω is an open bounded set with C2 boundary and  is the Laplacian in the variable y ∈ Ω .
This system leads to a hyperbolic bi-semigroup.
2.3. Notation. Let BEa be the closed ball with radius a centered at the origin in E = X,Y and let
Br = BXμ × BYν for r = (μ, ν). For simplicity we write BXr , BYr , r > 0 and r → 0 and mean the
components of r.
For (x, y) ∈ Br set Vx = {x} × BYr and1 Hy = BXr × {y}. We call Vx a vertical segment
(through x), and Hy a horizontal segment (through y). We say that a DMS starts in Vx1 at time
t1 and ends in Hy2 at time t2.
2.4. Methodology. We modify the Conley–McGehee–Moeckel (CMM) method [21,22,28,2] to
handle ill-posed problems as well as problems in which both the stable and unstable directions
are infinite dimensional. We use the DMS formulation to construct what we call dichotomous
flows as described by (3.7) and recover the symmetry between the past and future. The CMM
method and dichotomous flows formulation fit together very well and lead to several significant
consequences even for well-posed systems:
(1) We do not need to assume neither backward uniqueness nor forward uniqueness. That is we
do not need to assume that the trivial solution is the only solution of (1.1) or its adjoint that
vanishes initially. See [30, (H5), p. 273, (6.7), p. 303], [33, (U1), p. 49, (U2), p. 52], [19,
(BU.1)–(BU.2), p. 3], [18, H1.1, p. 2269].
(2) We do not need the system to be well-posed as it is customary in applications to PDEs
[1,5,2,4]. This way both X and Y may be infinite dimensional and (even when Y is finite
dimensional or when R generates a Co group and hence S is a Co semigroup) we do not
1
Vx,Hy and all sets defined below depend on r but for simplicity we drop this dependency from the notation.
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simply reverse time.
(3) For ill-posed problems we do not need to require that for any (appropriately chosen) φ(t)
the following system has a unique solution:
y˙ = Ry + g(φ(t), y), t  0 (2.3)
Such an existence hypothesis is common in the literature [11, p. 143], [23, (A3*), p. 78],
[35, (H-ii), p. 127]. Such a condition would need to be verified for each PDE that gives rise
to a bi-semigroup. In the dynamical systems approach the full system should be viewed as
a perturbation of the linear one and hence, invariant manifold theorems should include only
smoothness and smallness assumptions on the nonlinearities.
2.5. The Conley–McGehee–Moeckel (CMM) method verses other methods. In this work we
modify the Conley–McGehee–Moeckel (CMM) method [21,22,28,2] to deal with this type of
ill-posed problems. We presently give a brief description of the CMM method and how it differs
from the Lyapunov–Perron and Hadamard methods.
(1) What distinguishes the Conley–McGehee–Moeckel method from the Lyapunov–Perron and
Hadamard methods is not the early introduction of vertical and horizontal cone families
and showing that they are respectively positively and negatively invariant. This fact is the
underlying dynamical structure of all methods whether it is stated explicitly or not.
(2) The CMM method is to show that for each2 xo ∈ BX1 the vertical segment Vxo = {xo} × BY1
stretches vertically as t ↗ ∞ with all points leaving B1 except a unique point zo = (xo, yo).
And we define u(xo) = yo to obtain the graph of the stable manifold. This is obviously
different from both the Lyapunov–Perron and Hadamard methods.
(3) In the Lyapunov–Perron one finds u(xo) by first finding an orbit z(t) = (x(t), y(t)) with
x(0) = xo and z(t) → 0 as t → ∞. Then one declares u(xo) = y(0). This process requires
applying the contraction mapping theorem twice to the appropriate function spaces with the
appropriate norms.
(4) In the Hadamard method one introduces the graph transform to the time t map and shows
that it is a contraction and hence leaves a unique graph fixed. This method requires the same
amount of functional-analytic procedures as the Lyapunov–Perron method. Moreover, it is
not clear what the time-t map is for this type of ill-posed problems.
(5) The Conley–McGehee–Moeckel method is geometrical and does not require the functional-
analytic techniques that the other two methods require. In fact, we find the unique point zo
and conclude that there must be an infinitely long solution starting at zo and ending at the
origin. In order to determine the part of Vxo that stays in B1 for the time interval to  t  τ
as vertical graph, say V τxo , we only need to know xo = x(to) and y(τ) and not y(to) which
we do not know anyway. This is why it is very natural to combine the CMM method with
the DMS formulation (2.1).
(6) If Y is finite dimensional as in [21,22,2], Moeckel [28] modified the original Conley–
McGehee method to avoid using Wazewski principle and Brouwer degree theory to detect
the point zo. Instead, in this case one lets Nτxo be the collection of points in Vxo that stays in
2 In Sections 3.15–3.16 we rescale the problem to the unit box B1.
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sional each Nτxo is compact and N
∞
xo
:=⋂τ>to Nτxo = ∅ and consists of a unique point and
this is the unique point zo we are looking for.
(7) If Y is infinite dimensional but the problem is well-posed, that is (L,R) generates a Co
semigroup for t  0 (equivalently R generates a Co group) we lose compactness and there is
no guarantee that N∞xo = ∅. We construct a sequence pk ∈ N
τk+1
xo \Nτkxo . Since diam(Nτxo) →
0, the sequence {pk} is Cauchy and hence converges to some point zo ∈ Vxo . Since in this
case the problem is well-posed, there is a solution starting at zo at time to. And we can show
the uniqueness of zo using the negative invariance of the horizontal cone families.
(8) In the case investigated in this work Y is infinite dimensional and the problem is ill-posed.
And there is no reason to believe that there is a DMS starting at zo at time to. We demonstrate
the existence of such an orbit in paragraph 5.9.
(9) In [2, p. 9] it is assumed that Y is finite dimensional and X is infinite dimensional and hence
R generates a Co group. The existence of the stable manifold is shown with a more com-
plicated method using Wazewski principle and Brouwer degree theory [2, pp. 15–16], but
still in the spirit of the original Conley–McGehee approach. But because of the problem is
asymmetric with respect to time, a separate proof has to be given for the unstable manifold,
a proof that uses the graph transform method for the time-t map (which is possible since
the problem is well-posed) and the homotopy invariance of Brouwer degree for finite dimen-
sional spaces and hence requires Y to be finite dimensional, and of course, the problem be
well-posed [2, pp. 16–18].
3. Main results
In this work we investigate the existence of local stable and unstable integral manifolds for
the following ill-posed system:
x˙ = Lx + f (z)
y˙ = Ry + g(z)
x(t1) = x1, y(t2) = y2
z = (x, y) ∈ X × Y = Z, t1  t  t2 (3.1)
Before we proceed we recall the following standard lemma:
Lemma 3.1. A linear operator A, acting on a Banach space E, is the infinitesimal generator of
a Co semigroup satisfying ‖T (t)‖Meωt if and only if
(1) A is closed and densely defined.
(2) The resolvent set ρ(A) of A contains the ray {λ | Imλ = 0, λ > ω} and for such λ
∥∥R(λ : A)∥∥ M
λ−ω, R(λ : A) = (λI −A)
−1 (3.2)
Proof. See Pazy [29, Theorem 5.3, p. 20]. 
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assumptions and conventions:
(B1) Let X and Y be Banach spaces and let Z = X × Y be equipped with the box norm |z| =
max{|x|, |y|}.
(B2) Let L and B = −R be the infinitesimal generators of two Co semigroups {L(t), t  0} and
{B(t) = R(−t), t  0} acting on X and Y respectively.
• Assume that L and B = −R satisfy the conditions (1)–(2) of Lemma 3.1 with ω =
−α < 0 and ω = −β < 0 respectively.
• We write G(t) = (L(t),R(−t)), t  0. We call G := (L,R) a Co bi-semigroup with
infinitesimal generator S := (L,R).3
(B3) In view of Lemma 3.1 the Co bi-semigroup G is hyperbolic with m1 = m2 = 1. That is,
{L(t), t  0} and {R(−t), t  0} satisfy the following exponential decay:∥∥L(t)∥∥<m1e−tα, ∥∥R(−t)∥∥<m2e−tβ , t  0, m1 = m2 = 1 (3.3)
(B4) Assume the following in a neighborhood of the origin z = 0:
(1) The map h = (h1, h2) = (f, g) is of class C0,1 with bounded C0,1 norm and |h(z)| =
o(|z|).
(2) There are continuous εˆi (r) ↘ 0 as r → 0 such that Lip(hi
Br) < εˆi(r) for i = 1,2.
(3) Given l > 0 choose r = (μ, ν) > 0 small enough so that εi(r), i = 1,2, satisfy
−αl = −α + ε(r)1m1 l¯ < 0, βl = β − ε(r)2m2l > 0
l¯ = max{1, l}, l = max{1,1/l}
ε1(r) = εˆ1(r)max{1, ν/μ}, ε2(r) = εˆ2(r)max{1,μ/ν} (3.4)
Remark 3.3. In Section 3.16 we will replace assumption (B4) by assumption (B4.1) where the
neighborhood of the origin is fixed and the smallness conditions are stated in terms of the nonlin-
earities without reference to the neighborhood. However, we do not use smooth cut-off functions.
3.4. Before we can proceed any further we need an existence, uniqueness and continuous de-
pendency theorem for DMSs in a neighborhood of a hyperbolic rest point. We state and prove
Theorem 3.5 for the nonautonomous case.
Theorem 3.5 (Existence and uniqueness of DMSs). Consider the nonautonomous system in Br
under assumptions (B1)–(B4) of Section 3.2:
x˙ = Lx + f (z, t)
y˙ = Ry + g(z, t)
x(t1) = x1, y(t2) = y2
z = (x, y) ∈ X × Y = Z, t1  t  t2 (3.5)
3 We will use the notations {etL}t0, {e−tR}t0 and {etR}t0 when there is no confusion.
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(C1) For any z˜ = (x1, y2) ∈ Br and any arbitrary long time interval [t1, t2], there is a unique
DMS ξ ∈ C([t1, t2],Br) with DBC (z˜, t1, t2) that takes the form
x(t) = L(t − t1)x1 +
t∫
t1
L(t − s)f (ξ(s), s)ds
y(t) = R(t − t2)y2 −
t2∫
t
R(t − s)g(ξ(s), s)ds
t1  t  t2 (3.6)
(C2) The assignment z˜ → ξ(z˜, ·) is Lipschitz continuous in the uniform C0 norm.
(C3) DMSs depend continuously on the time interval [t1, t2] in the uniform C0 norm.
Proof. We prove this theorem in Section 7. The proof we give works for the entire Banach space
Z if the smallness assumptions are global. 
3.6. In [17, Lemma 2.1, p. 239] existence and uniqueness was demonstrated when the nonlin-
earity has a sufficiently small global Lipschitz constant uniformly in t ∈ R but dependence on
(t1, t2, z˜) was not addressed. In this case only a slight modification of the proof of Theorem 6.12
in [29, p. 184] is needed. In [7] we study local (in space and time) existence, uniqueness and
continuous dependencies of DMSs for the more general case of nonautonomous nonlinearities
that are continuous in t and only locally Lipschitz continuous locally uniformly in t .
3.7. Flow-like properties of DMSs. In the well-posed case where R generates a Co group we
have only a semiflow because of the lack of symmetry between the past and the future. But the
DMSs framework recovers the symmetry between the past and the future which allows us to
construct what we call a dichotomous flow which resembles the usual flow.
Definition 3.8 (Dichotomous flows). Let J = (a, b) where −∞ a < b∞.
(1) A dichotomous flow on Br × J is a continuous map Φ(t1, t2, x1, y2; t) with t ∈ J and
z˜ = (x1, y2) ∈ Br, that satisfies the following for a  t1  s1  s  s2  t2  b, where the
equality a = t1 (t2 = b) may occur only when −∞ < a (b < ∞):
Φ(t1, t2, x1, y2; t1) = x1
Φ(t1, t2, x1, y2; t2) = y2
Φ(t1, t2, x1, y2; s) = Φ
(
s1, s2, x(s1), y(s2); s
)
= Φ(s1, t2, x(s1), y2; s)
= Φ(t1, s2, x1, y(s2); s) (3.7)
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∃z˜ ∈ Br such that ξ(t) = Φ(t1, t2, x1, y2; t), t1  t  t2 (3.8)
(3) It follows that the collection (t1, t2, x1, y2) determines a unique DMS.
(4) We say that the dichotomous flow is autonomous if
Φ(t1, t2, x1, y2; t1) = Φ(0, t2 − t1, x1, y2; t − t1) (3.9)
In this case we take t1 = 0 and write
Ψ (t2, x1, y2; t) = Φ(0, t2, x1, y2; t)
(5) Let zo = Φ(t1, t2, x1, y2; to) be an interior point of a DMS. Then we can define
Θ(zo, s) = Φ(t1, t2, x1, y2; s), Θ(zo, so) = zo, t1  s  t2 (3.10)
Corollary 3.9. Let Φ(t1, t2, x1, y2; t) be the unique DMS guaranteed by the existence and unique-
ness Theorem 3.5 for the nonautonomous system (3.5). Simple manipulations of the limits of the
integrals show that we obtain a dichotomous flow on J = R. 
Remarks 3.10.
(1) We can see that on any DMS-orbit Φ(x1, y2, t1, t2; [t1, t2]), we can move interior points
backward and forward in time. These properties resemble the properties of a standard flow.
This is why we call Φ a dichotomous flow not a dichotomous semiflow.
(2) We will also see in paragraphs 4.10–4.14 that we can move a vertical segment (wall) Vx1 ={x1}×BY1 forward in time on any time interval to  t  τ , to a vertical Lipschitzian manifold
V τx1 with Lipschitz constant of order O(ε1) as τ → ∞. Moreover, each point in V τx1 has a
past. Of course there is a price: Not every point in Vx1 has a future, that is sits at the beginning
of a DMS. Moreover, the collection {V τx1 | τ  0} does not cover all of Br, otherwise, every
point in Br would have a past and we would have a Co semigroup for t  0. By symmetry
of DMSs with respect to time, we wold have a semigroup for t  0 and hence a Co group.
(3) By reversing time we can move a horizontal segment (ceiling) Hy2 backward in time on any
time interval σ < t < to, to a horizontal Lipschitzian manifold with Lipschitz constant of
order O(ε2) as σ → −∞.
(4) Thus, apart from the fact that the problem is ill-posed in the traditional sense, dichotomous
mild solutions actually behave like flows and allow us to move vertical and horizontal seg-
ments forward and backward in time respectively. For that reason, it is enough to prove the
existence of the stable manifold and then reverse the time orientation. This way we obtain a
dichotomous flow again but with all the arrows reversed so to speak.
3.11. Infinitely long DMSs.
(1) We say that ξ ∈ C([t1,∞),Z) is an infinitely long forward DMS iff for all t1  tˆ1 < t2 < ∞,
the restriction (ξ
[tˆ1, t2]) ∈ C([tˆ1, t2],Z) is a DMS. If ξ(t1) = z we write ξ as ξ(z, t1; ·).
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t˜2  t2, the restriction (ξ
[t1, t˜2]) ∈ C([t1, t˜2],Z) is a DMS. If ξ(t2) = z we write ξ as
ξ(z, t2; ·).
Definition 3.12 (Local stable and unstable manifolds). The local stable and unstable manifolds
are given by So and Uo where we drop the dependence on r for simplicity:
So =
{
z ∈ Br
∣∣ ∃ a DMS η(z, ·) ∈ C([0,∞),Br)} (3.11)
Uo =
{
z ∈ Br
∣∣ ∃ a DMS η(z, ·) ∈ C((−∞,0],Br)} (3.12)
We will see in Lemma 5.2 that
So =
{
z ∈ Br
∣∣∣ ∃ a DMS η(z, ·) ∈ C([0,∞),Br), lim
t→∞η(z, t) = 0
}
(3.13)
Uo =
{
z ∈ Br
∣∣∣ ∃ a DMS η(z, ·) ∈ C((−∞,0],Br), lim
s→−∞η(z, s) = 0
}
(3.14)
It is not hard to see that So is positively invariant while Uo is negatively invariant.
Theorem 3.13. Consider the hyperbolic dichotomous system (3.1) in the box Br under the setup
and assumptions (B1)–(B4) of Section 3.2. Then the following are true:
(1) For sufficiently small r = (μ, ν) > 0:
(S) There is a unique Lipschitzian local stable manifold So. Moreover So is the graph of
a Lipschitzian map u ∈ C0,1(BXμ,BYν ). Solutions on So take the form
x(t) = L(t − t1)x(t1)+
t∫
t1
L(t − s)f (x(s), u(x(s)))ds
y(t) = u(x(t))= − ∞∫
t
R(t − s)g(x(s), u(x(s)))ds
0 t1  t < ∞ (3.15)
(U) There is a unique Lipschitzian local unstable manifold Uo. Moreover Uo is the graph of
a Lipschitzian map w ∈ C0,1(BYν ,BXμ). Solutions on Uo take the form
x(t) = w(y(t))= t∫
−∞
L(t − s)f (w(y(s)), y(s))ds
y(t) = R(t − t2)y(t2)−
t2∫
t
R(t − s)g(w(y(s)), y(s))ds
−∞ < t  t2  0 (3.16)
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Lip(u) (ν/μ) ε2m2 l¯1
β + α − ε1m1 l¯1
= O(ε2)
Lip(w) (μ/ν) ε1m1l2
α + β − ε2m2l2
= O(ε1) (3.17)
(3) Uniqueness: If we vary l,μ or ν in such a way that (3.4) holds the corresponding manifolds
coincide on the intersection of their domains.
(4) Given any lj > 0, there are μj > 0 and νj > 0, j = 1,2, sufficiently small so that in Br1 ∩Br2
we have
Lip(u) (ν1/μ1)
ε2m2 l¯1
β + α − ε1m1 l¯1
= O(ε2)
Lip(w) (μ2/ν2)
ε1m1l2
α + β − ε2m2l2
= O(ε1) (3.18)
(5) Both u(x) and w(y) are differentiable at the origin and
Du(0) = 0, Dw(0) = 0 (3.19)
Proof.
(1) Assertions about the unstable manifold follow from those about the stable manifold by re-
versing time which is allowed because the dichotomous flow that the system (3.1) generates
restores the symmetry between the past and the future.
(2) The expression (3.15) follows from (3.3) and the fact that on the stable manifold y(t2) stays
bounded as t2 → ∞.
(3) Assertion (3) follows from the uniqueness assertion.
(4) The (ν1/μ1) factor in estimate (3.18) follows from (3.22) because in paragraph 3.15 we
rescale the box Br to the unit box B1 and then in Theorem 3.17 we find a Lipschitzian stable
manifold in B1 with Lip(u¯)  (ε2m2 l¯1)/(β + α − ε1m1 l¯) which follows from (3.25) with
uo = u¯.
(5) That Du(0) = 0 follows from the estimate on Lip(u) and the uniqueness assertion. More
precisely if we denote the map that produces the stable manifold So in Br by y = ur then
uniqueness implies the following with r′ = (μ′,μ′):
ur
Br′ = ur′ , Lip
(
ur
Br′
)= Lip(ur′), Br′ ⊂ Br (3.20)
Thus limx→0 |ur(x)|/|x| = 0. Hence Dur(0) = 0.
Thus, what remains to prove is that So is the graph of a local map u ∈ C0,1(BXμ,BYν ) and that it
is unique. 
Remark 3.14. To see the geometric meaning of (3.18) we think of the case of a C1 stable man-
ifold. In this case the tangent space to So at the origin is {z | y = 0}. Therefore Lip(u) = ‖Du‖
gets smaller upon shrinking the neighborhood Br.
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tion in Theorem 3.13 by a smallness condition on the nonlinearities in a box Ba without using
smooth cut-off functions. To that end we note the following:
(1) Rescaling: It is obvious that ξ(t) = (x(t), y(t)) is a DMS for (2.1) in the box Bδ = BXμ ×BYν
iff ξ¯ (t) is a DMS for (3.21) in the unit box B1:
˙¯x = Lx¯ + f¯ (z¯), f¯ (z¯) = μ−1f (μx¯, νy¯)
˙¯y = Ry¯ + g¯(z¯), g¯(z¯) = ν−1g(μx¯, νy¯)
(x¯, y¯) = (μ−1x, ν−1y), ξ¯ ∈ B1 (3.21)
(2) It follows from (B4) that
Lip(f¯ 
B1) = εˆ1(δ)max{1, ν/μ}, Lip(g¯
B1) = εˆ2(δ)max{1,μ/ν}
(3) It is also clear that a graph y = u(x) is an invariant manifold for (2.1) in the box Bδ iff y¯ =
u¯(x¯) is an invariant manifold for (3.21) in the box B1 where u¯(x¯) = ν−1u(μx¯). Equivalently
u(x) = νu¯(x/μ). Thus
Lip(u) = ν
μ
Lip(u¯) (3.22)
(4) In general if z = (z1, . . . , zn) one may use, in the re-scaling of Section 3.15, different factors
δ = (δ1, . . . , δn) for the different components for it is possible that the nonlinearities in some
directions are small enough to begin with.
(5) Moreover we do not have to use the unit box B1, we may use a box Ba = Ba1 × · · · × Ban .
3.16. Smallness assumptions II. From now on we will assume that we are working with h¯(z¯)
in a box Ba but write h(z) and B1. Thus, we replace assumption (B4) by assumption (B4.1):
(B4.1) Assume that h = (h1, h2) = (f, g) is of class C0,1(B1,Z) and that there are εi > 0,
i = 1,2, such that in B1 we have ‖hj‖C0,1 < εj , j = 1,2. That is
‖hj‖ < εj , Lip(hj ) < εj , j = 1,2 (3.23)
In addition let l > 0, εi > 0, i = 1,2, be such that the following hold:
−αl := −α + ε1m1 l¯ < 0, βl := β − ε2m2l > 0, βl + αl > 0
l¯ = max{1, l}, l = max{1,1/l}
ε1 = εˆ1 max{1, ν/μ}, ε2 = εˆ2 max{1,μ/ν} (3.24)
Now we state the actual working Theorem 3.17 to which other theorems will be reduced.
Theorem 3.17. Consider the hyperbolic dichotomous system (3.1) in the unit box B1 under the
assumptions (B1)–(B3) of Section 3.2 and (B4.1) of Section 3.16. In addition assume that the
system (3.1) is autonomous. Then for sufficiently small εi > 0, i = 1,2, the following are true:
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(a) For each xˇ ∈ BX1 there is a unique point zˇ = (xˇ, yˇ) ∈ Vxˇ which has a unique infinitely
long DMS η(zˇ, ·) ∈ C0([0,∞),B1).
(b) S = graph(uo) where
uo : BX1 −→ BY1 , uo(xˇ) := yˇ
Lip(uo)
ε2m2 l¯1
β + α − ε1m1 l¯1
= O(ε2) (3.25)
(c) The solution η(zˇ, ·) takes the form
x(t) = L(t − t1)x(t1)+
t∫
t1
L(t − s)f (x(s), uo(x(s)))ds
y(t) = u(x(t))= − ∞∫
t
R(t − s)g(x(s), uo(x(s)))ds
0 t1  t < ∞ (3.26)
(d) The map uo(x) is differentiable at the origin and Duo(0) = 0.
(2) The unstable manifold:
(a) For each y¯ ∈ BY1 there is a unique point z¯ = (x¯, y¯) ∈ Hy¯ which has a unique infinitely
long DMS η(z¯, ·) ∈ C0((−∞,0],B1).
(b) U = graph(wo) where
wo : BY1 −→ BX1 , wo(y¯) := x¯ (3.27)
Lip(wo)
ε1m1l2
α + β − ε2m2l2
= O(ε1) (3.28)
(c) The solution η(z¯, ·) takes the form
x(t) = w(y(t))= t∫
−∞
L(t − s)f (wo(y(s)), y(s))ds
y(t) = R(t − t2)y(t2)−
t2∫
t
R(t − s)g(wo(y(s)), y(s))ds
−∞ < t  t2  0 (3.29)
(d) The map wo(y) is differentiable at the origin and Dwo(0) = 0.
Proof. Part (2) follows from part (1) by reversing time. Part (1.c) follows immediately from (3.3)
because y(t2) stays bounded as t2 → ∞. Part (1.d) follows by an argument similar to that used
to demonstrate (3.19). Parts (1.a)–(1.b) follow from Proposition 5.1. 
Now the main Theorem 3.13 follows from Proposition 5.1 which the centre-piece of this work.
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Intuitively a conic rest point is a rest point that has a neighborhood in which the dynamics
resembles the flow near a hyperbolic rest point. It is dichotomous if the dynamics is described by
a dichotomous flow as defined in paragraph 3.8.
In this section we define vertical and horizontal cone families and manifolds. We define
dichotomous conic rest points (DCRP) for a dichotomous flow. We describe the forward (back-
ward) motion of vertical (horizontal) manifolds near DCRPs. We demonstrate the forward and
backward invariance of vertical and horizontal cone families respectively. We also discuss what
we call dichotomous backward and forward uniqueness for dichotomous flows.
We give our definitions and demonstrate our statements for vertical cones and manifolds for
t  0. Similar statements hold automatically for horizontal cones and manifolds for t  0 by
reversing time. We give the precise definition in paragraph 4.5.
The concepts of this section are developed for the nonautonomous dichotomous flow (3.7)
with DMSs given by (3.8) which applies to the dichotomous hyperbolic bi-semigroup associated
with (3.6).
4.1. Let z˜ = (x1, y2) ∈ B1 and define the following:
M(t1, t2) =
{
ξ ∈ C0([t1, t2],B1) ∣∣ ξ is a DMS} (4.1)
M(t1, t2;x1) =
{
ξ ∈ M(t1, t2)
∣∣ x(t1) = x1}
Notice that both M(t1, t2) and M(t1, t2;x1) are closed subsets of the Banach space C0([t1, t2],Z)
in the uniform C0 norm.
4.2. Cone families. For l > 0, we define two cone bundles, the vertical bundle V l and the hori-
zontal bundle Hl with common boundary Cl .
V l = {V lz ∣∣ z ∈ Z}, Hl = {Hlz ∣∣ z ∈ Z}
V lz =
{
zˆ
∣∣ |yˆ − y| l|xˆ − x|}, Hlz = {zˆ ∣∣ |yˆ − y| l|xˆ − x|}
Cl = ∂V l = ∂Hl = {Clz ∣∣ z ∈ Z}, Clz = {zˆ ∣∣ |yˆ − y| = l|xˆ − x|}
Clz = ∂V lz = ∂Hlz (4.2)
(1) Notice that zˆ ∈ V lz iff z ∈ V lzˆ and that zˆ ∈ Hlz iff z ∈ Hlzˆ.
(2) We say that two points z and zˆ are l-horizontally related iff zˆ ∈ Hlz. If l is fixed we simply
say that they are horizontally related.
(3) We say that two points z and zˆ are l-vertically related iff zˆ ∈ V lz. If l is fixed we simply say
that they are vertically related.
4.3. Positively and negatively invariant cone families.
(1) A cone family {Cz | z ∈ Z} is said to be positively invariant if whenever there are two DMSs
with ξˆ (t1) ∈ Cξ(t ), then ξˆ (t) ∈ Cξ(t), t  t1, for as long as both solutions are defined.1
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O-positively invariant, if whenever there are two DMS’s with ξˆ (t1) ∈ Cξ(t1) ∩O, then ξˆ (t) ∈
Cξ(t) ∩ O, t  t1, for as long as both solutions are defined and both lie in O. If O is fixed
and known to us, we just say that {Cz | z ∈ Z} is positively invariant.
(3) We define negatively invariant cone families in a similar fashion by reversing time.
4.4. Vertical and horizontal manifolds.
(1) Vertical sets. A subset S ⊂ B1 is called an l-vertical set iff for any two points ξ and ξˆ in S,
ξˆ ∈ V lξ , equivalently, ξ ∈ V lξˆ .
(2) Vertical manifolds. An l-vertical manifold is an l-vertical set V for which the projection
πX
S : S → BY1 is a bijection. Equivalently, V is an l-vertical manifold if it is the graph of a
Lipschitzian function ρ ∈ C0,1(BY1 ,BX1 ) with Lip(ρ) 1/l. In this case we denote V by Vρ .
If, as in Section 2.3, V = Vx , then ρ(y) ≡ x.
(3) Horizontal sets and manifolds. We define horizontal sets and manifolds in a similar fash-
ion. Thus, an l-horizontal manifold H = Hω is the graph of a map ω ∈ C0,1(BX1 ,BY1 ) with
Lip(ω) l. If H = Hy , then ω(x) ≡ y.
4.5. Dichotomous conic rest points.
(H1) Let Φ(t1, t2, z˜; t) be a dichotomous flow satisfying (3.7) in B1 × J with J = R and DMSs
given by (3.8). Assume that the assignment (t1, t2, z˜) → Φ(t1, t2, z˜; ·) is:
(1) continuous in the time interval [t1, t2] in the uniform C0 norm,
(2) and Lipschitzian in z˜ also in the uniform C0 norm.
The origin is called a dichotomous conic rest point (DCRP) for (3.7) if there is lo > 0 and two
collections of continuous functions al : (0,∞) → (0,∞) and bl : (0,∞) → (0,∞), 0 < l  lo,
satisfying al(t) ↘ 0 and bl(t) ↘ 0 as t → ∞ such that the following hold for all 0 < l  lo,
for any two DMSs ξ˜ , ξˆ ∈ M(t1, t2) of (3.7) and for all t1  s1  s2  t2 (where x(t) = xˆ(t)−
x˜(t), . . . , etc.):
(H2) If ξ˜ (t) ∈ Hl
ξˆ (t)
for all t1  t  t2; then
∣∣x(s2)∣∣ al(s2 − s1)∣∣x(s1)∣∣ (4.3)
(For the system (3.6), al(t) = m1e−αl t as shown in (6.1).)
(H3) If ξ˜ (t) ∈ V l
ξˆ (t)
for all t1  t  t2; then
∣∣y(s1)∣∣ bl(s2 − s1)∣∣y(s2)∣∣ (4.4)
(For the system (3.6), bl(t) = m2e−βl t as shown in (6.2).)
(H4) al(t)bl(t) ↘ 0 as t → ∞.
(For the system (3.6), by (6.1) and (6.2), al(t)bl(t) = m1m2e−κl t , κl = αl + βl = α + β −
(ε1m1 l¯ + ε2m2l) > 0 by (3.24).)
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stated for the dichotomous flow (3.7) in B1 × J , J = R with DMSs given by (3.8). Unless
otherwise is explicitly stated, hypotheses (H1)–(H4) are assumed to hold. When we consider a
conic rest point we use the terminology conic stable and unstable manifolds.
4.7. We are going to show that the vertical cone family V l is positively invariant and hence, by
reversing time, we can see that the horizontal cone family Hl is negatively invariant. But first we
demonstrate a few properties that do not require this cone invariance.
4.8. Moving a vertical segment Vxo forward in time. Let xo ∈ BX1 , to ∈ R and τ > to be fixed
but arbitrary. We would like to see what the nonautonomous dichotomous flow (3.7) does to Vxo
as t increases from to to τ . Due to the ill-posedness of the problem, some points in Vxo may not
lie at the beginning of a DMS at and hence do not start moving at t = to. Also one expects that
some points are going to leave B1 and be lost altogether.
Definition 4.9. For fixed but arbitrary (to, τ, xo) ∈ R×R× BX1 with τ > to, define the following
maps:
φτ (y, ·) := Φ(to, τ, xo, y; ·) ∈ M(to, τ ;xo)(
Xτ (y, t), Y τ (y, t)
) := φτ (y, t)
ρτ : BY1 −→ BX1
ρτ (y) := Xτ (y, τ )
V τxo = φτ
(
BY1 , τ
) (4.5)
Thus
Y τ (y, τ ) = y, Xτ (y, to) = xo
Corollary 4.10. Assume that only hypothesis (H1) (Section 4.5) holds. Then for all τ  to, V τxo is
a vertical manifold. More precisely, the map ρτ : BY1 → BX1 is well defined, Lipschitzian and
V τxo = graph
(
ρτ
)= {z ∈ B1 ∣∣ ∃ξ ∈ M(to, τ, xo), ξ(τ ) = z} (4.6)
For the system (3.1) we have
Lip
(
ρτ
)
 θ˜1 = θ1 + e
−α(τ−to)
1 − θo
= (ε1m1/α)+m1(1 − (ε1/α))e
−α(τ−to)
1 − θo
−→ ε1m1
α(1 − θo) as τ → ∞
θo = max{ε1m1/α, ε2m2/β}, θ1 = ε1m1 1 − e
−α(τ−to)
α
(4.7)
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(4.6) is obvious. As for estimate (4.7) we use the first and third estimates of (7.12) of the proof
of Theorem 3.5 with t1 = to, x1 = xˆ1 = xo and t = τ . 
4.11. In Corollary 4.19 we show that V τxo is an l-vertical manifold. That is the map ρ
τ : BY1 → BX1
is also (1/l)-Lipschitzian.
Definition 4.12. Fix (to, τ ;xo) as in Definition (4.9) and define the following:
χτ : V τxo −→ Vxo , yτo : BY1 −→ BY1
χτ
(
ρτ (y), y
) := φτ (y, to) = Φ(to, τ, xo, y; τ)
= (xo,Y τ (y, to))= (xo, yτo (y))
yτo (y) := Y τ (y, to) (4.8)
N.B. The map χτ : V τxo → Vxo is not necessarily surjective nor injective due to the ill-
posedness of the problem.
Lemma 4.13. Continue with the hypotheses of Corollary 4.10. Then the two maps χτ : V τxo →
Vxo and yτo : BY1 → BY1 are well defined and Lipschitzian with equal Lipschitz constants.
Proof. Since (to, τ, xo) are fixed, hypothesis (H1) implies that the y in (ρτ (y), y) uniquely de-
termines φτ (to, y) and hence its second component yτo (y).
The two maps are Lipschitzian because DMSs are Lipschitzian in z˜ by (H1). It is obvious that
χτ and yτo have the same Lipschitz constant. 
Proposition 4.14. Continue with the hypotheses of Corollary 4.10. Let τ > τˆ > to be fixed but
arbitrary. Then a DMS from Vxo to V τxo intersects V τˆxo in a unique point and in a coherent manner.
More precisely let y ∈ BY1 be fixed but arbitrary. Then the DMS φτ (y, [to, τ ]) intersects V τˆxo at a
unique point zˆ := φτ (y, τˆ ). Moreover
ρτˆ (yˆ) = Xτˆ (yˆ, τˆ ) = Xτ (y, τˆ ) = xˆ
yˆ = Y τ (y, τˆ )
χτ (y) = φτˆ (yˆ)
Proof. The dichotomous flow properties (3.7) imply that (to, τ ;xo, yˆ) determines a unique DMS
solution from Vxo to Hyˆ . But we already have the DMS ξ(t) := φτ (t, y), to  t  τˆ . Thus
χτˆ (τˆ , yˆ) = φτ (τˆ , y), V τˆxo ∩ φτ
([to, τ ], y)= {φτ (τˆ , y)}
The rest follows from the definitions of these maps. 
Definition 4.15 (Padded cone boundary). Let k  l  r , not necessarily integers, be close enough
to l so that (H2)–(H4) hold for as(t) and bs(t), k  s  r . We define a family P l = {P l } byξ
M.S. ElBialy / Journal of Functional Analysis 262 (2012) 2516–2560 2533P lξ = P lξ (ε1, ε2, k, r) := Vkξ ∩Hrξ (4.9)
We suppress the dependence on (ε1, ε2, k, r) and call P lξ a padded cone boundary.
For the system (2.1) we need to take k  l  r close enough to l and the ε’s small enough so
that, as in (3.24), the following hold:
−αr¯ = −α + ε1m1r¯ < 0, βk = β − ε2m2k > 0, αr¯ + βk > 0 (4.10)
Lemma 4.16. Assume that hypotheses (H1)–(H4) hold. Let k  l  r be close enough to l so
that (H1)–(H4) hold for aj (t) and bj (t), k  j  r . Let t1  s1 < s2  t2. Let t2 − t1 > 0 be
sufficiently small so that ξˆ (t) ∈ P lξ(t) ∩ B1, t1  t  t2. Then, with s = s2 − s1, y(t) = yˆ(t)−
y(t), . . . , etc., we have
r  |y(s2)||x(s2)| 
1
bk(s)ar(s)
|y(s1)|
|x(s1)| >
1
bk(s)ar(s)
k (4.11)
(For the system (2.1), bk(t)ar (t) = m1m2e−(βk+αr¯ )t as seen from (6.5).)
Proof. The two DMS’s ξˆ (t) and ξ(t) satisfy (4.4) of (H3) in Vkξ(t) with l = k, and (4.3) of (H2)
in Hrξ(t) with l = r for t ∈ [t1, t2]. This yields estimate (4.11). 
Lemma 4.17. Continue with the assumptions of Lemma 4.16. Suppose that for some t1 < to < t2,
ξ(to) ∈ ∂V l
ξˆ (to)
. (Recall that V l
ξˆ (to)
= ∂Hl
ξˆ (to)
.) Then, ξ(t) ∈ Hl
ξˆ (t)
for all t ∈ [t1, to] and ξ(t) ∈
V l
ξˆ (t)
for all t ∈ [to, t2].
Proof. The two assertions follow from Lemma 4.16; the first by taking k = l, s1 = to and s2 = t2;
the second by taking m = l, s1 = t1 and s2 = to. 
Lemma 4.18 (Invariant cone bundles). Assume that hypotheses (H1)–(H4) hold. Then the ver-
tical cone bundle V l is positively invariant. And the horizontal cone bundle Hl is negatively
invariant.
Proof. The two assertions follow immediately from Lemma 4.17. 
Corollary 4.19. Assume that hypotheses (H1)–(H4) hold. It follows that V τxo is l-Lipschitzian.
That is the map ρτ : BY1 → BX1 is (1/l)-Lipschitzian.
Corollary 4.20. (Bounded solutions are horizontally related.) Assume that hypotheses (H1)–(H4)
hold.
(1) Let ξ(t) and ξˆ (t) be two infinitely long forward DMS’s that stay in B1 for t1  t < ∞. Then
ξ(t) and ξˆ (t) must be horizontally related for ever, that is ξ(t) ∈ Hl
ξˆ (t)
for all t1  t < ∞.
(2) If ξ(t) and ξˆ (t) are two infinitely long DMS’s that stay in B1 for −∞ < t  t2. Then ξ(t)
and ξˆ (t) must be vertically related for ever, that is ξ(t) ∈ V l
ξˆ (t)
for all −∞ < t  t2.
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ξˆ (s)
for some s  t1, then
they would continue to be vertically related for all t  s. It follows from (4.4) that |y(t)| → ∞
as t → ∞ which contradicts the assumption that the two DMSs stay in B1 for ever. This proves
assertion 1. Assertion 2 follow from assertion 1 by reversing time. 
Lemma 4.21. Assume that hypotheses (H1)–(H4) hold. Let χτ : V τxo → Vxo and yτo : BY1 → BY1
be as in Lemma 4.13. Then both maps are Lipschitz continuous and
Lip
(
χτ
)= Lip(yτo ) bl(τ − to) −→ 0 as τ → ∞ (4.12)
Proof. We need to estimate only Lip(yτo ). Let z and zˆ be any two fixed but arbitrary points
in V τxo . Since two points χ
τ (z) and χτ (zˆ) are trivially vertically related, and since the cone
family V l is positively invariant, the estimate on Lip(yτo ) follows from (4.4) with s1 = to, s2 = τ ,
x1 = xˆ1 = xo, y(s2) = y and yˆ(s2) = yˆ. 
Definition 4.22. Let χτ be given by (4.8). Let
Nτxo := χτ
(
V τxo
)
, Kτxo := χτ
(
V τxo
)∩Hl0 = Nτxo ∩Hl0
Corollary 4.23. The set Nτxo is the collection of points in Vxo from which a DMS solution em-
anates at time t = to and stays in B1 at least for the time interval to  t  τ . The set Kτxo is the
collection of points in Vxo from which a DMS solution emanates at time t = to and does not leave
Hl0 at least for the time interval to  t  τ . More precisely, with M(to, τ, xo) defined in (4.1),
Nτxo =
{
z ∈ Vxo
∣∣ ∃ξ ∈ M(to, τ, xo), ξ(to) = z, ξ(t) ∈ B1, t ∈ [to, τ ]}
= {z ∈ Vxo ∣∣ ∃y2 ∈ BY1 , z = Φ(to, τ, xo, y2; to),
Φ(to, τ, xo, y2; t) ∈ B1, t ∈ [to, τ ]
} (4.13)
Kτxo =
{
z ∈ Vxo
∣∣ ∃ξ ∈ M(to, τ, xo), ξ(to) = z, ξ(t) ∈ Hl0, t ∈ [to, τ ]}
= {z ∈ Vxo ∣∣ ∃y2 ∈ BY1 , z = Φ(to, τ, xo, y2; to),
Φ(to, τ, xo, y2; t) ∈ Hl0, t ∈ [to, τ ]
} (4.14)
Moreover both Nτxo and K
τ
xo
are nonempty. It is obvious that
τˆ > τ ⇒ Nτˆxo ⊂ Nτxo & Kτˆxo ⊂ Kτxo (4.15)
Proof. The characterization of Nτxo is obvious from the definition. Since V l0 is positively invariant
and Hl0 is negatively invariant, Kτxo is the collection of points in Vxo from which a DMS solution
emanates at time t = to and does not leave Hl0 at least until t = τ .
Now Nτxo = ∅ because ρτ (0) ∈ V τxo and hence χτ (ρτ (0)) ∈ Nτxo . Moreover Kτxo = ∅ because
Hl0 is negatively invariant. Finally, the inclusions in (4.15) are obvious. 
M.S. ElBialy / Journal of Functional Analysis 262 (2012) 2516–2560 25354.24. Dichotomous backward and forward uniqueness. The map χτ : V τxo → Vxo is not nec-
essarily surjective or injective because the problem is ill-posed in the traditional sense.
(1) The map χτ is not surjective because R is only a C0 semigroup for t  0. Thus there is no
existence theorem for t  0 and hence there is no guarantee that at t = to a DMS emanates
from each point in Vxo . Or crudely phrased, Nτxo and K
τ
xo
may have holes.
(2) It is not injective because it is conceivable that two DMSs emanate from one point in Vxo
but for two different y2’s in V τxo . The reason, again, is that since R is only a C0 semigroup
for t  0 we do not have forward uniqueness.
(3) We do not have the traditional backward uniqueness (TBU) because L is only a semigroup
for t  0 and hence it might happen that for some (to, τ ) and xo = xˆo we have V τxo ∩V τxˆo = ∅.(4) However we have what we might call dichotomous backward uniqueness (DBU). That is,
once we fix (to, τ, xo) ∈ R × R × BX1 then for each y ∈ BY1 there is a unique DMS in
M(to, τ ;xo) (cf. (4.1)). Similarly we have what we call dichotomous forward uniqueness
(DFU).
(5) DBU makes the lack of TBU not that terrible because the combination of the DMS formula-
tion and the Conley–McGehee–Moeckel method needs only DBU in order to work.
(6) If R were the infinitesimal generator of Co group, as is the case with many of the applica-
tions in the literature, the problem would be well-posed and hence the map χτ : V τxo → Vxo
would be bijective because we would have existence and uniqueness for t  0 in addition to
existence and uniqueness of DMS.
(7) However, if R were the infinitesimal generator of Co group, we still would not have TBU
because L generates only a semigroup for t  0.
4.25. The diameters of Kτxo and N
τ
xo
tend to zero as τ → ∞. Let bl be as given in (4.4). It
follows from (4.12) (which follows from (4.4)) that∣∣χτ (y)− χτ (yˆ)∣∣ bl(τ − to)|y − yˆ| 2bl(τ − to)
diam
(
Kτxo
)
 diam
(
Nτxo
)
 2bl(τ − to) −→ 0 as τ → ∞ (4.16)
5. Local stable manifold
In this section we show the existence of a local stable manifold. First we state and proof
Proposition 5.1 for conic rest points of the nonautonomous dichotomous flow (3.7) in B1 × J ,
J = R under the assumptions (H1)–(H4) of Section 4.5. The system (3.1) has a conic rest point
at z = 0 and gives rise to an autonomous dichotomous flow. Thus all the conclusions of Section 4
hold for the system (3.1) and Theorem 3.17 is a special case of Proposition 5.1 if we set to = 0.
Proposition 5.1. Consider the nonautonomous dichotomous flow (3.7) in B1 × J , J = R under
the assumptions (H1)–(H4) of Section 4.5. Then the following are true for any fixed but arbitrary
to ∈ R, xˇ ∈ BX1 and y¯ ∈ BY1 :
(1) There is a unique point zˇ = (xˇ, yˇ) ∈ Vxˇ which has a unique infinitely long DMS η(zˇ, to; ·) ∈
C0([to,∞),B1). The map
uto : BX −→ BY, uto (xˇ) := yˇ1 1
2536 M.S. ElBialy / Journal of Functional Analysis 262 (2012) 2516–2560is Lipschitzian, zˇ = (xˇ, uto (xˇ)) and
Lip
(
uto
)
 ε2m2 l¯1
β + α − ε1m1 l¯1
= O(ε2)
S(to) = graph
(
uto
)
= {z ∈ B1 ∣∣ ∃ a DMS η(z, to; ·) ∈ C([to,∞),B1)}
Duto(0) = 0 (5.1)
If the dichotomous flow is generated by the nonautonomous dichotomous system (3.5) then
solutions on S(to) take the form
x(t) = L(t − t1)x(t1)+
t∫
t1
L(t − s)f (x(s), u(x(s)), s)ds
y(t) = u(x(t))= − ∞∫
t
R(t − s)g(x(s), u(x(s)), s)ds
0 t1  t < ∞ (5.2)
(2) There is a unique point z¯ = (x¯, y¯) ∈ Hy¯ which has a unique infinitely long DMS η(z¯, to; ·) ∈
C0((−∞, to],B1). The map
wto : BY1 −→ BX1 , wto(y¯) := x¯
is Lipschitzian, z¯ = (wto(y¯), y¯), and
Lip
(
wto
)
 ε1m1l2
α + β − ε2m2l2
= O(ε1)
U(to) = graph
(
wto
)
= {z ∈ B1 ∣∣ ∃ a DMS η(z, to; ·) ∈ C((−∞, to],B1)}
Dwto(0) = 0 (5.3)
If the dichotomous flow is generated by the nonautonomous dichotomous system (3.5) then
solutions on U(to) take the form
x(t) = w(y(t))= t∫
−∞
L(t − s)f (w(y(s)), y(s), s)ds
y(t) = R(t − t2)y(t2)−
t2∫
t
R(t − s)g(w(y(s)), y(s), s)ds
−∞ < t  t2  0 (5.4)
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(1) Assertions regarding the unstable manifold follow from those regarding the stable manifold
by reversing time.
(2) The expression (5.2) follows from (3.3) and the fact that on the stable manifold y(t2) stays
bounded as t2 → ∞.
(3) That Du(0) = 0 follows from the estimate on Lip(u) and the uniqueness assertion by an
argument similar to that used to demonstrate (3.19).
Thus, what remains to prove is that So is the graph of a local map u ∈ C0,1(BXμ,BYν ) and that it
is unique. 
The following Lemma 5.2 gives a characterization of the local stable manifold in terms of the
horizontal cone Hl0.
Lemma 5.2. Let ξ ∈ C([t1,∞),Z) be a DMS. Then the following are equivalent possibly after
taking a larger t1:
(1) ξ(t) ∈ B1, t1  t < ∞.
(2) ξ(t) ∈ Hl0, t1  t < ∞.
(3) limt→∞ ξ(t) = 0.
In this case we have the following estimates with l¯ = max{1, l}:
∣∣y(t)∣∣ l∣∣x(t)∣∣ lal(t − t1)∣∣x(t1)∣∣−→ 0 as t → ∞ (5.5)∣∣ξ(t)∣∣ l¯al(t − t1)∣∣x(t1)∣∣−→ 0 as t → ∞ (5.6)
Proof.
(1) It is obvious that (1) follows from either (2) or (3).
(2) Assume that (1) holds. Then (2) follows from Corollary 4.20 by taking ξˆ ≡ 0. Recall that
Corollary 4.20 follows from the cone invariance properties.
(3) Assume that (2) holds. Then |y(t)|  l|x(t)| for t > t1. Hence (4.3) of (H2), with ξˆ ≡ 0,
implies (5.5) which in turn implies (5.6). Thus (2) implies (3).
(4) As we mentioned above, (3) implies (1). 
The following Lemma 5.3 gives a characterization of the local unstable manifold in terms of
the vertical cone V l0. It follows from Lemma 5.2 by reversing time.
Lemma 5.3. Let ξ ∈ C((−∞, t2],Z) be a DMS. Then the following are equivalent possibly after
taking a smaller t2:
(1) ξ(t) ∈ B1,−∞ < t  t2.
(2) ξ(t) ∈ V l0,−∞ < t  t2.
(3) limt→−∞ ξ(t) = 0.
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∣∣x(t)∣∣ (1/l)∣∣y(t)∣∣ (1/l)bl(t2 − t)∣∣y(t2)∣∣−→ 0 as t → −∞∣∣ξ(t)∣∣ lbl(t2 − t)∣∣y(t2)∣∣−→ 0 as t → −∞ (5.7)
5.4. The Conley–McGehee–Moeckel (CMM) method. Recall the comments we made about
the CMM method are Sections 2.4–2.5. To see the modifications that we have to make in order
to implement the CMM method to bi-semigroups we consider first two special cases which to-
gether cover a large proportion of the literature. First we will consider the case when Y is finite
dimensional and X is infinite dimensional. Then we will consider the case when both X and Y are
infinite dimensional but the problem is well-posed in the sense that R generates a C0 group and
hence (L,R) generates a C0 semigroup. Of course in this case we lose the symmetry between
the past and the future. Finally we will consider our fully ill-posed problem of bi-semigroups.
In the first case uniqueness follows from compactness argument. In the last two cases unique-
ness can be treated similarly. So we start with it.
5.5. Proof of uniqueness in Proposition 5.1 when Y is infinite dimensional. Whey Y is finite
dimensional, uniqueness follows by compactness argument that will be given later.
When Y is infinite dimensional suppose that for i = 1,2 there is a point pi ∈ Vxo and a DMS
ξi(t) ∈ B1, t ∈ [to,∞). Since p1 and p2 are trivially vertical relative to each other at time to,
they are relatively vertical for all t  to. But this contradicts Corollary 4.20 which states that any
two infinitely long bounded DMSs must be horizontally related for ever. Thus there could be at
most one point po ∈ Vxo which sets at the start of an infinitely long DMS that stays in B1 for all
t ∈ [to,∞). 
5.6. Proof of Proposition 5.1 when Y is finite dimensional [28]. In this case R is effectively a
matrix and hence generates a group and the problem is well-posed. And we argue as follows:
(1) Each Kτxo is compact and K∞xo :=
⋂
τ>to
Kτxo = ∅. All points in K∞xo , and only those in K∞xo ,
are the points in Vxo that stay in Hl0 for all t  to.
(2) Since diam(Kτxo) → 0 as seen in (4.16), K∞xo consists of a single point po = (xo, qo).(3) Lemma 5.2 implies that po is also the unique point in Vxo that stays in B1 for τ  to.
(4) Define uto(xo) = qo.
(5) In fact this is the complete proof of Proposition 5.1 when Y is finite dimensional except the
assertion that the graph of uto is l-Horizontal and the estimate on Lip(uto ) which we show
at the end since we use the same argument for all three cases.
(6) Note that this argument does not require X to be finite dimensional, only Y.
5.7. Proof of Proposition 5.1 when the problem is well-posed. When R generates a Co group
the problem is well-posed and we can find a unique forward mild solution through any point
(zo, to) on some interval [to, t2]. This solution can also be written as a DMS and hence, by
uniqueness of DMSs, is the unique DMS Φ(xo, y(t2), to, t2; t). In this case we can find the unique
point in Vxo that stays in Hl0 for τ  to, without requiring Y to be finite dimensional (as required
in [2]), as follows:
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the sequence {qk} is Cauchy.
(2) Since Y is complete and Vxo is closed, there is a unique qo ∈ Y such that qk → qo and
pk → po = (xo, qo).
(3) Since the problem is well-posed, there is a forward mild solution (not dichotomous but can
be rewritten in the dichotomous form) through po that is defined for t  to.
(4) It follows from article 5.5 that po is independent of the two sequences {τn} and {pn}.
(5) Define uto(xo) = qo. The rest is similar to the case of finite dimensional Y.
(6) This is the complete proof of Proposition 5.1 when R generates a Co group regardless of
whether Y is finite or not except the assertion that the graph of uto is l-Horizontal and the
estimate on Lip(uto ) which we show at the end.
5.8. Remark. In [2, p. 9] it is assumed that R generates a Co group and Y is finite dimensional.
As we saw in Section 5.4, it is enough to assume that R generates a Co group. The existence
of the stable manifold is shown with a more complicated method using Wazewski principle and
Brouwer degree theory [2, pp. 15–16], but still in the spirit of the original Conley–McGehee ap-
proach. But the existence of the unstable manifold is shown using the graph transform method for
the time-t map (which is possible since the problem is well-posed) and the homotopy invariance
of Brouwer degree in finite dimensional spaces and hence requires Y to be finite dimensional,
and of course, the problem be well-posed [2, pp. 16–18].
5.9. Proof of Proposition 5.1 for the full ill-posed problem. Now we go back to our problem
which is ill-posed and both X and Y are infinite dimensional. To that end recall Proposition 4.14.
(1) As in the well-posed case of Section 5.4 we start by taking a sequence τk ↗ ∞ and a se-
quence {pk} ⊂ Vxo such that pk = (xo, qk) ∈ Kτkxo \Kτk+1xo . Since by (4.16) diam(Kτk ) → 0,
the sequence {pk} is Cauchy, equivalently the sequence {qk} is Cauchy.
(2) Since Y is complete and Vxo is closed, there is a unique qo ∈ BY1 such that
qk −→ qo and hence pk −→ po := (xo, qo) as k → ∞ (5.8)
Because of the lack of compactness, we cannot conclude that K∞xo :=
⋂
k1 K
τk
xo = ∅ nor that
po ∈ K∞xo . Because of the ill-posedness of the problem, we are not sure whether there is a
DMS that starts at po.
(3) The plan: First we show that there is an infinitely long DMS v(po, to, ·) that starts po at
t = to. It will follow from the construction we use below that such a solution stays in Hlo for
ever. Then we conclude from Lemma 5.2 that v(po, to, ·) tends to 0 as t → ∞. In Section 5.5
we showed that po is the unique point in Vxo with this property. That is it does not depend
on the two sequence {τk} and {pk}.
(4) For each j  1 there is a unique zj = (xj , yj ) ∈ V τjxo , such that
φτj (yj , τj ) = zj
χτj (zj ) = φτj (yj , to)
= pj = (xo, qj )
2540 M.S. ElBialy / Journal of Functional Analysis 262 (2012) 2516–2560(5) Let n be fixed but arbitrary. Let k m n. In view of Proposition 4.14, let
zmk =
(
xmk , y
m
k
) ∈ V τmxo ∩Hlo
be the unique point in V τmxo ∩Hlo where the DMS φτk (yk, [to, τk]) intersects V τmxo ∩Hlo.
(6) Step 1: We would like to show that for any fixed but arbitrary n 1 the sequence
Sn :=
{
znl
∣∣ l = n,n+ 1, n+ 2, . . .}⊂ V τnxo ∩Hlo
is Cauchy. If we succeed, we can conclude that it converges to a unique point zn∗ ∈ V τnxo ∩Hlo
because V τnxo ∩Hlo is closed being the graph of a Lipschitzian function.
(a) In terms of the notation established in (4.5) we have
zmk = φτk (yk, τm) ∈ V τmxo ∩Hlo
Thus, zkk = zk ∈ V τkxo ∩Hlo and
pk = χτn
(
znk
)= χτm(zmk )= χτk (zk), k m n 1
z
j
k ∈ V
τj
xo ∩Hlo, j = 1,2,3, . . . , k, k = 1,2,3, . . . (5.9)
(b) Since Sn = {znl | l  n} ⊂ V τnxo ∩Hlo, and V τnxo ∩Hlo is a vertical manifold, we have
l
∣∣xnk − xnj ∣∣ ∣∣ynk − ynj ∣∣, j = k
and hence ∣∣znk − znj ∣∣ l∣∣ynk − ynj ∣∣, l = max{1,1/l}, j = k
(c) Let j > k > m > n. Consider the two solutions ξ(t) = φτk (yk, t) and ξˆ (t) = φτj (yj , t),
to  t  τk . Since the vertical cone bundle V l is positively invariant and since Vxo is
trivially vertical, all the manifolds V τxo , τ  to, are vertical. Thus the two DMS’s ξ(t) and
ξˆ (t) are relatively vertical. Applying (6.2) of (H3) with t1 = s1 = to and s2 = t2 = τm,
we obtain
l
∣∣xnk − xnj ∣∣ ∣∣ynk − ynj ∣∣ e−βl(τm−τn)∣∣ymk − ymj ∣∣
 e−βl(τm−τn) −→ 0 as m → ∞ (5.10)
Thus, with j > k >m> n, we have∣∣znk − znj ∣∣ 2le−βl(τm−τn) −→ 0 as m → ∞
(d) Corollary: It follows that for fixed but arbitrary n, the sequence Sn = {znk }∞k=n is a
Cauchy sequence in the closed Lipschitz manifold V τnxo . Thus, it has a unique zn∗ =
(xn, yn) ∈ V τnx . (See Fig. 1.)∗ ∗ o
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(7) Step 2: We want to show that po lies at the beginning of a DMS that ends at zn∗ .
(a) We know from (5.8) that
χτn
(
znk
)= pk −→ po
(b) Since znk → zn∗ as k → ∞, the continuity of χτn : V τnxo → Vxo implies that
χτn
(
znk
)−→ χτn(zn∗)=: zno
Thus, po = zno .
(c) Corollary: It follows that po = zno lies at the beginning of a DMS that ends at zn∗ , namely
ηn(t) := Φ(to, τn, xo, yn∗ ; t), to  t  τn
= φτn(yn∗ , t)
ηn(to) = po, ηn(τn) = zn∗
(8) Step 3: We would like show that there is an infinitely long DMS Ψ (to,po; t) that starts at po
and satisfies the following:
Ψ (to,po; t) ∈ Hl0, t ∈ [to,∞)
Ψ (to,po; to) = po
Ψ (to,po; τn) = zn∗, n = 1,2,3, . . . (5.11)
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and time interval imply that in the uniform sup-norm we have
ηl
([to, τl])= lim
j→∞φ
τj
(
yj , [to, τl]
)
(b) Recall that each DMS φτj (yj , t) is defined for t ∈ [to, τj ].
(c) Thus we have
ηn(t) = ηm(t), to  t  τn, m > n
(d) Since τn ↗ ∞, it follows that
Ψ (to,po; t) = ηn(t), 0 t  τn, n = 1,2,3, . . .
is well defined and provides us with an infinitely long DMS that satisfies (5.11).
(e) It follows from article 5.5 that po is independent of the two sequences {τn} and {pn}.
(9) Step 4: Now define uto : BX1 → BY1 by uto(xo) = qo. We want to show that the graph of uto
is l-Horizontal and obtain estimate (5.1).
(a) The map uto is l-Lipschitzian: follows from which implies that Any two points pi , i =
1,2, on the graph of uto have two bounded infinitely long DMSs Ψ (to,pi; t), t  0,
i = 1,2, that lie in B1 for ever. Corollary 4.20 implies that the two solution have to be
l-horizontally related for ever, in particular at time t = to.
(b) Estimate (5.1), namely Lip(uto ) (l¯1ε2)/(β + α − ε1 l¯1), follows from (6.12) since the
graph of uto is l-Horizontal.
This finishes the proof of Proposition 5.1 and hence Theorem 3.17. 
6. Cone invariance estimates
In this section we show that the nonautonomous system (3.5) satisfies hypotheses (H1)–(H4).
For the rest of this section assume that the nonautonomous dichotomous system (3.5) satisfies
the assumptions of Theorem 3.5.
Lemma 6.1. Let l > 0 and εi > 0, i = 1,2, satisfy (3.24). Then any two DMSs of (3.1), ξˆ (t) and
ξ(t), t1  t  t2, the following hold:
(H2) If ξˆ (t) ∈ Hlξ(t), t1  t  t2; then
∣∣xˆ(s2)− x(s2)∣∣m1e−αl(s2−s1)∣∣xˆ(s1)− x(s1)∣∣, t1  s1  s2  t2 (6.1)
(H3) If ξˆ (t) ∈ V lξ(t), t1  t  t2; then
∣∣yˆ(s1)− y(s1)∣∣m2e−(s2−s1)βl ∣∣yˆ(s2)− y(s2)∣∣, t1  s1  s2  t2 (6.2)
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∣∣xˆ(s)− x(s)∣∣<m1e−α(s−s1)∣∣xˆ(s1)− x(s1)∣∣+ ε1m1 l¯ s∫
s1
e−α(s−r)
∣∣xˆ(r)− x(r)∣∣dr
Applying Gronwall’s inequality (B.3) to ρ(s) = eαs |xˆ(s) − x(s)| (with b = ε1m1 l¯ and c =
m1ρ(s1) = m1eαs |xˆ(s1)− x(s1)|) yields (6.1).
(H3) This assertion follows from (H2) by reversing time. 
Definition 6.2. Let k  l  r (not necessarily integers) be close enough to l so that
−αr¯ = −α + ε1m1r¯ < 0, βk = β − ε2m2k > 0
βk + αr¯ = β + α − (ε1m1r¯ + ε2m2k) > 0 (6.3)
We define a family P l = {P lξ } by
P lξ = P lξ (ε1, ε2, k, r) := Vkξ ∩Hrξ (6.4)
We will suppress the dependence on (ε1, ε2, k, r) and call P lξ a padded cone boundary.
Lemma 6.3. Let k  l  r be close enough to l so that (3.24) holds for k, l and r . Let t1  s1 <
s2  t2. Suppose that ξˆ (t) ∈ P lξ(t) ∩ B1, t1  t  t2. Then
r  |y(s2)||x(s2)|  exp
[
(βk + αr¯ )s
] |y(s1)|
|x(s1)| > exp
[
(βk + αr¯ )s
]
k (6.5)
where s = s2 − s1,x(s) = xˆ(s)− x(s), . . . , etc.
Proof. The two DMS’s ξˆ (t) and ξ(t) satisfy (6.2) in Vkξ(t) with l = k, and (6.1) in Hrξ(t) with
l = r for t ∈ [t1, t2]. This yields estimate (4.11). 
Lemma 6.4. Continue with the assumptions of Lemma 6.3 and in addition assume that for some
s1 < so < s2, ξˆ (so) ∈ ∂Vξ(so) = ∂Hξ(so). Then, ξˆ (t) ∈ V lξ(t) for all t ∈ [to, t2] and ξˆ (t) ∈ Hlξ(t) for
all t ∈ [t1, to].
Proof. The two assertions follow immediately from Lemma 6.3. 
Lemma 6.5. The vertical cone bundle V l is positively invariant. The horizontal cone bundle Hl
is negatively invariant.
Proof. The two assertions follow immediately from Lemma 6.4. 
The following two lemmas give us estimates (3.27) and (3.25) equivalently, (5.3) and (5.1)
respectively.
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and βl be as in (3.4). Then the following holds for t1  s1  s  s2  t2:
∣∣x(s)∣∣m1e−βl(s2−s)∣∣y(s2)∣∣{(e−(α+βl)(s−s1)/ l)+ lε1
α + βl
[
1 − e−(α+βl)(s−s1)]} (6.6)
∣∣x(s2)∣∣m1∣∣y(s2)∣∣{(e−(α+βl)(s2−s1)/ l)+ lε1
α + βl
[
1 − e−(α+βl)(s2−s1)]}
↗ ∣∣y(s2)∣∣ ε1m1l
α + βl as s2 → ∞ (6.7)
Thus
|x(s2)|
|y(s2)| 
ε1m1l
α + βl =
ε1m1l
α + β − ε2m2 (6.8)
Proof. Since ξˆ (t) ∈ V l
ξ(t)
, t1  t  t2, we have |ξ(s)| l|y(s)| and
∣∣x(s)∣∣m1e−α(s−s1)∣∣x(s1)∣∣+ ε1m1l s∫
s1
e−α(s−r)
∣∣y(r)∣∣dr
By (6.2) we have
∣∣x(s)∣∣m1e−α(s−s1)∣∣x(s1)∣∣+ ε1m1l∣∣y(s2)∣∣ s∫
s1
e−α(s−s1)e−βl(s2−s) ds
m1e−α(s−s1)
∣∣x(s1)∣∣+ lε1m1|y(s2)|
α + βl
[
e−βl(s2−s) − e−α(s−s1)−βl(s2−s1)]
= m1e−α(s−s1)
∣∣x(s1)∣∣+ lε1m1|y(s2)|
α + βl e
−βl(s2−s)[1 − e−(α+βl)(s−s1)]
m1
(
e−α(s−s1)/ l
)∣∣y(s1)∣∣+ lε1m1|y(s2)|
α + βl e
−βl(s2−s)[1 − e−(α+βl)(s−s1)]

∣∣y(s2)∣∣{m1(e−α(s−s1)−βl(s2−s1)/ l)+ lε1m1
α + βl e
−βl(s2−s)[1 − e−(α+βl)(s−s1)]}
= e−βl(s2−s)∣∣y(s2)∣∣{m1(e−(α+βl)(s−s1)/ l)+ lε1m1
α + βl
[
1 − e−(α+βl)(s−s1)]} (6.9)
Setting s = s2 we obtain (6.7). Combining (6.7) and (6.2), we obtain (6.8). 
The following Lemma 6.7 follows from Lemma 6.6 by reversing time:
Lemma 6.7. Let ξˆ (t) and ξ(t) be two mild solutions satisfying ξˆ (t) ∈ Hl
ξ(t)
, t1  t  t2. Let αl
and βl be as in (3.4). Then the following holds for t1  s1  s  s2  t2:
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β + αl
[
1 − e−(β+αl)(s2−s)]} (6.10)
∣∣y(s1)∣∣m2  ∣∣x(s1)∣∣{le−(β+αl)(s2−s1) + l¯ε2
β + αl
[
1 − e−(β+αl)(s2−s1)]}
↗ ∣∣x(s1)∣∣ ε2m2 l¯
β + αl as s2 → ∞ (6.11)
Thus
|y(s1)|
|x(s1)| 
ε2m2 l¯
β + αl =
ε2m2 l¯
β + α − ε1m1 l¯
 (6.12)
7. Existence and uniqueness of solutions
In this section we prove Theorem 3.5.
7.1. Important convention. For the purpose of proving this theorem we use the adapted norms
|x|∗ = sup
t0
∣∣L(t)x∣∣, |y|∗ = sup
t0
∣∣R(−t)y∣∣ (7.1)
It follows that (see Pazy [29, p. 19])
|x| |x|∗ m1|x|, |y| |y|∗ m2|y| (7.2)
Thus, the two norms | · |∗ and | · | are equivalent and, in the adapted norms, m1 = m2 = 1, that is∣∣L(t)x∣∣∗  e−αt , ∣∣R(−t)x∣∣∗  e−βt , t  0 (7.3)
However, we keep denoting the adapted norms by |x| and |y|. Moreover, we include m1 and m2
in our calculations because most of the estimates we make are valid for the original norms and
of interest by themselves. In fact, the only place in this work where we use adapted norms (and
hence m1 = m2 = 1) is the proof of assertion (7.7) in Lemma 7.3.
7.2. Let
C = {ξ ∈ C([t1, t2],B1) ∣∣ x(t1) = x1, y(t2) = y2} (7.4)
It is obvious that C is a closed subset of C([t1, t2],B1) in the uniform C0 norm. Define a trans-
formation Γ : C → C as follows:
Γ ξ = ξ∗ = (x∗, y∗)
x∗(t) = L(t − t1)x1 +
t∫
t1
L(t − s)f (ξ(s), s)ds
y∗(t) = R(t − t2)y2 −
t2∫
t
R(t − s)g(ξ(s), s)ds (7.5)
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Proof. It obvious that if ξ ∈ C, then Γ ξ is continuous and x∗(t1) = x1 and y∗(t2) = y2. The
following estimates are straightforward:∣∣x∗(t)∣∣m1e−α(t−t1)|x1| + ε1m1
α
(
1 − e−α(t−t1)) := p(t)∣∣y∗(t)∣∣m2e−β(t2−t)|y2| + ε2m2
β
(
1 − e−β(t2−t)) := q(t) (7.6)
Since m1 = m2 = 1, we have
p(t1) = m1|x1| = |x1|, q(t2) = m2|y2| = |y2| (7.7)
We have only two possibilities with m1 = m2 = 1:
• If ε2/β < |y2|  1, then q˙(t) = βm2e−β(t2−t)(|y2| − ε2/β) > 0 and q(t) ↗ m2|y2| = |y2|
and |y∗(t)| |y2| 1.
• If |y2| ε2/β < 1, then q˙ < 0 and hence |y∗(t)| < 1.
In either case |y∗(t)|  |y2| as t ↗ t2. We can handle |x∗(t)| similarly and show that |x∗(t)| 
|x1| as t ↘ t1. Thus Γ maps C into itself. 
Lemma 7.4. Let ξ ∈ C([t1, t2],B1). Define Ωξ ∈ C([t1, t2],B1) by the following:
Ωx(t) =
t∫
t1
L(t − s)f (ξ(s), s)ds
Ωy(t) = −
t2∫
t
R(s − t)g(ξ(s), s)ds
t1  t  t2 (7.8)
Then for ξ, ξˆ ∈ C([t1, t2],B1) we have
∣∣Ωx(t)−Ωxˆ(t)∣∣m1 t∫
t1
e−α(t−t1)
∣∣f (ξ(s), s)− f (ξˆ (s), s)∣∣ds
 θ1‖ξ − ξˆ‖ (7.9)
∣∣Ωy(t)−Ωyˆ(t)∣∣m2 t2∫
t
e−β(s−t)
∣∣g(ξ(s), s)− g(ξˆ (s), s)∣∣ds
 θ2‖ξ − ξˆ‖ (7.10)
θ1 = m1ε1 1 − e
−α(t−t1)
, θ2 = m2ε2 1 − e
−β(t2−t)
(7.11)
α β
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Lemma 7.5. Γ is a contraction.
Proof. Let ξ, ξˆ ∈ C. Then Γ ξ − Γ ξˆ = Ωξ −Ωξˆ . Thus ‖Γ ξ − Γ ξˆ‖ < θo‖ξ − ξˆ‖ where
θo = max{θ1, θ2} < max
{
m1ε1
α
,
m2ε2
β
}
By taking the ε’s sufficiently small we can make θo < 1. Thus Γ is a contraction and hence has
a unique fixed point in C. 
7.6. Uniqueness and Lipschitz continuous dependence of DMS’s on DBC’s. Let ξ(t) and
ξˆ (t), t ∈ [t1, t2], be two DMS’s with DBC’s z˜ and ˜ˆz respectively. Using (7.9)–(7.10) and (7.11)
to estimate the difference in the integrals for two DMS’s Γ ξ = ξ and Γ ξˆ = ξˆ , we obtain (with
x = x − xˆ, . . . , etc.) ∣∣x(t)∣∣m1e−α(t−t1)|x1| + θ1‖ξ‖∣∣y(t)∣∣m2e−β(t2−t)|y2| + θ2‖ξ‖
‖ξ‖ 1
1 − θo |z˜|, z˜ = (x1,y2) (7.12)
We also have
∣∣x(t)∣∣< (θ1 +m1e−α(t−t1))‖ξ‖ < θ1 +m1e−α(t−t1)1 − θo |z˜|
= m1 (ε1/α)+ (1 − (ε1/α))e
−α(t−t1)
1 − θo |z˜|
<
m1
1 − θo |z˜|∣∣y(t)∣∣< (θ2 +m2e−β(t2−t))‖ξ‖ < θ2 +m2e−β(t2−t)1 − θo |z˜|
= m2 (ε2/α)+ (1 − (ε2/α))e
−β(t2−t)
1 − θo |z˜|
<
m2
1 − θo |z˜| (7.13)
7.7. Continuous dependence of DMS’s on intervals of definition. Suppose we have two di-
chotomous mild solutions ξ1(t) and ξ2(t) with the same DBC ξ˜ = (x1, y2), but defined on two
close time intervals [t1, t2] and [t ′1, t ′2]. We consider the case where t1 = t ′1 and t ′2 = t2 + δ > t2.
The general case can be treated similarly.
To simplify notation let t ′2 = t2 + δ > t2 and σ = δ/(t2 − t1). Let
s(t) = t
′
2 − t1 (t − t1)+ t1 = (1 + σ)(t − t1)+ t1 = t + τ(t), τ (t) = σ(t − t1)
t2 − t1
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ξˆ2(t) = ξ2
(
s(t)
)= ξ2(t + σ(t − t1)), t1  t  t2
‖ξ1 − ξ2‖∗ = sup
t1tt2
∣∣ξ1(t)− ξˆ2(t)∣∣
We estimate the y-component. The x-component is simpler. Let μ = 1 + σ Now
∣∣y1(t)− yˆ2(t)∣∣= ∣∣y1(t)− y2(t + σ(t − t1))∣∣

∣∣K(t)∣∣+ ∣∣I(t)∣∣∣∣K(t)∣∣= ∣∣R(t − t2)y2 −R(μ(t − t2))y2∣∣, μ = 1 + σ

∥∥R(t − t2)∥∥∣∣R(σ(t − t2))y2 − y2∣∣
m2e−β(t2−t)
∣∣R(σ(t − t2))y2 − y2∣∣−→ 0 as σ = (δ/(t2 − t1) → 0
I(t) =
t2∫
t
R(t − s)g(ξ1(s), s)ds − t2+δ∫
t+τ
R(t + τ − s)g(ξ2(s), s)ds
=
t2∫
t
R(t − s)[g(ξ1(s), s)− g(ξ2(s), s)]ds
+
t+τ∫
t
R(t − s)g(ξ2(s), s)ds − t2+δ∫
t2
R(t + τ − s)g(ξ2(s), s)ds
+
t2∫
t+τ
R(t + τ − s)[R(−τ)− I ]g(ξ2(s), s)ds
The second and third integrals tend to zero as δ tends to zero because they satisfy the estimates
∣∣∣∣∣
t+τ∫
t
R(t − s))g(ξ2(s), s)ds
∣∣∣∣∣ τm2ε2  δm2ε2 =: γ1(δ)
∣∣∣∣∣
t2+δ∫
t2
R(t + τ − s)g(ξ2(s), s)ds
∣∣∣∣∣ δm2ε2 = γ1(δ)
The function a(λ, s) := |[R(−λ) − I ]g(ξ2(s), s)|, 0  λ  δ, t1  s  t2, is continuous on a
closed rectangle in R2, and hence, uniformly continuous. Moreover, limλ→0 a(λ, s) = 0 for each
fixed s ∈ [t1, t2]. Thus, the convergence is uniform in s ∈ [t1, t2]. It follows that the last integral
in I(t) tends to zero as δ → 0. It follows that
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δ→0I(t) =
t2∫
t
R(t − s)[g(ξ1(s), s)− g(ξ2(s), s)]ds := J (t)
∣∣J (t)∣∣m2ε2‖ξ − ξ2‖1 − e−β(t2−t1)
β
= θ2‖ξ1 − ξ2‖
Thus, for some continuous γ2(δ),∣∣y1(t)− yˆ2(t)∣∣ θ2‖ξ1 − ξ2‖ + γ1(δ)+ γ2(δ)
lim
δ→0γ2(δ) = 0, γ1(δ) = m2ε2δ
Similar and simpler estimates lead to
∣∣x1(t)− xˆ2(t)∣∣ θ1‖ξ1 − ξ2‖ + γ3(δ)+ γ4(δ)
lim
δ→0γ4(δ) = 0, γ3(δ) = m1ε1δ
Let θ = min{θ1, θ2}. As before, if εi > 0, i = 1,2, are sufficiently small, θ ∈ (0,1) and
‖ξ1 − ξ2‖∗(1 − θ) γ1(δ)+ γ2(δ)+ γ3(δ)+ γ4(δ) −→ 0 as δ → 0
which completes the proof of this part and Theorem 3.5. 
Appendix A. Elliptic systems in infinite cylinders
Consider the following elliptic equation in an infinite cylinder R ×Ω :
uξξ +u = g(u,uξ ), (ξ, y,u) ∈ R ×Ω × Rm
u|Γ = 0, Γ = R × ∂Ω,
∣∣g(u, v)∣∣= o(|u| + |v|) (A.1)
where Ω is open and bounded with C2 boundary and  is the Laplacian in the variable y ∈ Ω .
We treat ξ ∈ R as time.
A.1. Let A := − : Vo → Vo with the Dirichlet boundary condition. It is known that A is closed
and densely defined where
Vo = L2(Ω), V1 = D(A) = H 2(Ω)∩H 10 (Ω)
Furthermore, A is positive, symmetric with compact inverse A−1 : D(A−1) = Vo → Vo. Thus
the spectrum of A consists entirely of isolated positive eigenvalues each with finite multiplicities,
σ(A) = {λ1  λ2  · · · λk  · · ·}, λ1 > 0, λn → ∞
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for Vo. We write u =∑ujφj where uj = (u,φj )o and (·,·)o is the standard inner product on Vo.
Thus Au =∑λjujφj and A−1u =∑λ−1j ujφj . See [32, pp. 163–182].4
Theorem A.2. Assume that g(u, v) is Lipschitzian for small u and v such that
Lip
(
g
Br
)↘ 0 {as} r ↘ 0
(1) The local stable manifold: There is a local infinite dimensional Lipschitzian submanifold
S in H 1o (Ω) × L2(Ω) such that any solution of (A.1) with initial conditions in (u,uξ ) ∈ S
satisfies ‖u(ξ)‖H 1o → 0 and ‖uξ (ξ)‖L2 → 0 as ξ → ∞. The submanifold S is the graph of
a local Lipschitzian map which is differential at the origin:
Ψ− : Z− −→ Z+, DΨ−(0) = 0
Z± =
{
(u,±√Au) ∣∣ u ∈ H 1o (Ω)} (A.2)
The submanifold S is also the graph of a local Lipschitzian map which is differentiable at
the origin:
Φ− : H 1o (Ω) −→ L2(Ω), T0S = Z−
DΦ−(0)u = −√Au, u ∈ H 1o (Ω) (A.3)
(2) The local unstable manifold: There is a local infinite dimensional Lipschitzian submanifold
W in H 1o (Ω)×L2(Ω) such that any solution of (A.1) with initial conditions in (u,uξ ) ∈ W
satisfies ‖u(ξ)‖H 1o → 0 and ‖uξ (ξ)‖L2 → 0 as ξ → −∞. The submanifold W is the graph
of a local Lipschitzian map which is differentiable at the origin:
Ψ+ : Z+ −→ Z−, T0W = Z+
The submanifold W is also the graph of a local Lipschitzian map which is differentiable at
the origin:
Φ+ : H 1o (Ω) −→ L2(Ω), T0W = Z+
DΦ+(0)u = √Au, u ∈ H 1o (Ω) (A.4)
The assertions about the unstable manifold follow from those about the stable manifold by re-
versing time ξ .
We spend the rest of this section proving the stable case of Theorem A.2 and elaborating on
the method.
4 In fact this and all what follows work when A is positive, selfadjoint with compact resolvent.
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√
A and 1/
√
A defined5 as follows:
√
A : V1/2 −→ Vo, √Au =
∑
μjujφj , μj =
√
λj
D(
√
A) = V1/2 := H 10 (Ω), (u, v)1/2 = (
√
Au,
√
Av)o =
∑
λjujvj
1/
√
A : Vo −→ V1/2, (1/√A)u =
∑
(1/μj )ujφj
‖u‖o < (1/μ1)‖u‖1/2, when u ∈ V1/2
For existence and properties of A1/2 and A−1/2 see [27, Theorems 2.3.4 and 2.3.5, pp. 58–62] or
[12, Problem 3.32, p. 279 and Theorem 3.35, p. 281].
A.4. As ambient spaces we use the Hilbert spaces (Z, (·,·)) and (Zo, (·,·)o):
Zo = Vo × Vo, (w1,w2)o = (u1, u2)o + (v1, v2)o
Z = V1/2 × Vo, (w1,w2) = (u1, u2)1/2 + (v1, v2)o (A.5)
A.5. If we write v = uξ and w = (u, v)ᵀ we can express (A.1) as a system in the form
wξ = Mw +G(u,uξ ), (u, v)ᵀ ∈ Z
M =
(
0 I
A 0
)
: Zo −→ Zo, G(u,uξ ) =
(
0
g(u,uξ )
)
Z1 := D(M) = D(A)×D(√A) ⊂ Z, M(Z1)= Z (A.6)
Thus the spectrum of M consists of eigenvalues μ±j with eigenfunctions Θ
±
j , j = 1,2, . . . :
σ(M) = σ+(M) unionsq σ−(M), σ±(M) = σ(±√A) = {μ±n = ±√λn ∣∣ n = 1,2, . . .}
Θ±n =
(
φn,μ
±
n φn
)ᵀ = (φn,±√Aφn)ᵀ, n = 1,2,3, . . . (A.7)
where “unionsq” stands for a disjoint union. It follows that M is hyperbolic and has an inverse
M−1 : Z −→ Z1, M−1 =
(
0 A−1
I 0
)
Let Z± be the invariant subspaces corresponding to σ±(M). That is
Z± =
{
(u, v)ᵀ
∣∣ u ∈ V1/2, v = ±√Au} (A.8)
5 For simplicity of notation we write
√
A and 1/
√
A for A1/2 and A−1/2.
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(Dξ −
√
A)(Dξ +
√
A)u = g(u,uξ ) (A.9)
Now we use the variables
p = (Dξ −
√
A)u = v − √Au, q = (Dξ +
√
A)u = v + √Au
To that end define the invertible transformation
T : Z = V1/2 × Vo −→ Vo × Vo = Zo
T w = ζ =
(
p
q
)
, T =
(−√A I√
A I
)
T −1 = (1/2)
(−1/√A 1/√A
I I
)
T −1 : Zo −→ Z, T −1(Z)= Z1 (A.10)
It follows that both T and T −1 are bounded since by [7, p. 344]:
‖ζ‖2o  2‖w‖2 , ‖w‖  (1/4)
(‖p + q‖o + ‖p − q‖o)
A.7. Since D(M) = Z1 and T −1(Z) = Z1 the system (A.6) takes the form
Dξ
(
p
q
)
= K
(
p
q
)
+
(
g(u, v)
g(u, v)
)
, K =
(−√A 0
0
√
A
)
K = TMT −1 : Zo −→ Zo, D(K) = V1/2 × V1/2 (A.11)
σ(K) = σ(K−) unionsq σ(K+), σ (K±) = σ±(M) = σ(±
√
A)
K− = blockdiag(−
√
A,0), K+ = blockdiag(0,
√
A) (A.12)
The domains D(K±) are V1/2 × {0} and {0} × V1/2 and hence are dense in Zo± where
Zo− =
{
ζ ∈ Zo ∣∣ q = 0}= Vo × {0}, Zo+ = {ζ ∈ Zo ∣∣ p = 0}= Vo × {0} (A.13)
Now we can write the system (A.11) in the form (1.1):
p˙ = Lp + g(T −1(p, q)), q˙ = Rq + g(T −1(p, q)), L = −√A, R = √A (A.14)
It follows from (A.12) that the pair S = (L,R) is the infinitesimal generator of Co bi-semigroup
S = {(L(t),R(−t)) | t  0} acting on Zo− ×Zo+ = Zo where
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(
etL 0
0 0
)
=
(
e−t
√
A 0
0 0
)
, t  0
R(−t) =
(
0 0
0 e−tR
)
=
( 0 0
0 e−t
√
A
)
, t  0 (A.15)
A.8. Application of Theorem 3.13 to the dichotomous system (A.14). To be concise we say
that f : E1 → E2 is a local map to mean that it is defined on a small neighborhood of 0 ∈ E1.
Also for a Lipschitzian map f : Vμ → Vν , μ,ν = 0,1/2,1, we write Lipμ,ν(f ) to emphasize the
norms.
It follows from Theorem 3.13 that the dichotomous system (A.11) has Lipschitzian local
stable and unstable manifolds given respectively by the local Lipschitzian maps
ψˆ : Zo− −→ Zo+, q = ψˆ(p)
ψ¯ : Zo+ −→ Zo−, p = ψ¯(q) (A.16)
It follows from (3.19) that
Dψˆ(0) = 0, Dψ¯(0) = 0
N.B. The maps ψˆ and ψ¯ can be viewed as maps from Vo to itself.
We will focus on the stable manifold since the DMS formulation allows us to reverse time and
hence our conclusions hold for the unstable manifold.
The transformation T : Z → Zo sends w± = (u,±
√
Au)ᵀ ∈ Z± to ζ± = (p, q)± where
(p, q)− = (−2
√
Au,0), (p, q)+ = (0,2
√
Au) (A.17)
Thus ψˆ , given by (A.16), can be represented by a Lipschitzian local map
ψ˜ : V1/2 −→ V1/2 (A.18)
u˜ = ψ˜(u) = (1/2√A)ψˆ(−2√Au)
4
∥∥ψ˜(u1)− ψ˜(u2)∥∥21/2  ∥∥ψˆ(−2√Au1)− ψˆ(−2√Au2)∥∥2o
 4
(
Lip(ψˆ)
)2∥∥√A(u1 − u2)∥∥2o = 4(Lip(ψˆ))2‖u1 − u2‖21/2
Lip(ψ˜) = Lip(ψˆ), Dψ˜(0) = Dψˆ(0) = 0 (A.19)
A.9. Representing the local map (A.16) as a local map Ψ :Z− →Z+. The stable manifold
S can obtained by rewriting (A.16) as the graph of a Lipschitzian local map from Z− to Z+ as
follows with w± = (u,±
√
Au):
Ψ : Z− −→ Z+
w+ = Ψ (w−) =
(
ψ˜(u)√
Aψ˜(u)
)
= 1
2
(
A−1/2ψˆ(−2√Au)
ψˆ(−2√Au)
)
(A.20)
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∥∥Ψ (w−)−Ψ (w′−)∥∥2 = ∥∥ψ˜(u)− ψ˜(u′)∥∥21/2 + ∥∥√A(ψ˜(u)− ψ˜(u′))∥∥2o
= ∥∥ψ˜(u)− ψ˜(u′)∥∥21/2  Lip(ψˆ)2∥∥u− u′∥∥2
 Lip(ψˆ)2
[∥∥u− u′∥∥2

+ ∥∥−√A(u− u′)∥∥2
o
]= Lip(ψˆ)2∥∥w− −w′−∥∥2
Thus Ψ is Lipschitzian in the ‖ · ‖-norm. This demonstrates the assertions we made about (A.2).
A.10. The local stable manifold of (A.6) as the graph of a Lipschitzian local map from
V1/2 to Vo. Let ζo = (po, ψˆ(po)), po = −2
√
Auo, be a point on the stable manifold of the
dichotomous system (A.14) as given by (A.16). In the (u, v)-coordinates ζo is given by w =
(u, v)ᵀ = T −1ζo. Thus, in view of (A.17) and (A.18) ψˆ(po) = 2
√
Aψ˜(uo). Thus
u = (1/2√A)(−po + ψˆ(po))= uo + ψ˜(uo)
v = (1/2)(po + ψˆ(po))= √A(−uo + ψ˜(uo)) (A.21)
It follows from our main Theorem 3.13 and (A.19) that we can stay within a neighborhood of
the origin sufficiently small so that Lip(ψ˜) = Lip(ψˆ) < 1. Thus, we can invert the first identity
in (A.21) and obtain a locally Lipschitzian map which is differentiable at the origin:
φ : V1/2 −→ V1/2, uo = φ(u), φ(0) = 0 (A.22)
Dφ(0) = I, Lip(φ) 1
1 − Lip(ψˆ) (A.23)
Thus the local stable manifold (A.20) can be written as a graph of a local Lipschitzian map
Φ : V1/2 −→ Vo
v = Φ(u) = −√A(φ(u)− ψ˜(φ(u)))
= −√Aφ(u)+ (1/2)ψˆ(−2√Aφ(u)) (A.24)
In view of (A.22) and (A.19) we have
Lip(Φ) 1 + Lip(ψˆ)
1 − Lip(ψˆ) , T0S = Z

− (A.25)
This demonstrates (A.3) and finishes the proof of Theorem A.2.
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(A.15) is transformed to the Co bi-semigroup {(L̂(t), R̂(−t)) | t  0} where L̂ = T −1LT and
R̂ = T −1RT :
L̂X(t) = (1/2)
(
etL e
tL
L
LetL etL
)
, 0 t, L = −√A
R̂Y(s) = (1/2)
(
esR e
sR
R
ResR esR
)
, s  0, R = √A
Straightforward calculations show that
L̂(t)
Z− = etLI2 = e−t
√
AI2, t  0, L̂
Z+ ≡ 0
R̂
Z− ≡ 0, R̂(−t)
Z+ = e−tRI2 = e−t
√
AI2, t  0
A.12. Let the projections onto Zo− and Zo+ be given respectively by P̂ : (p, q)ᵀ → (p,0)ᵀ and
Q̂ = I − P̂ . Going back to the variable w = (u, v)ᵀ, these projections take the form P = T −1P̂ T
and Q = T −1Q̂T = I − P . Thus
P = P− : Z −→ Z−, Q = P+ = (I − P) : Z −→ Z+
P = (1/2)
(
I −1/√A
−√A I
)
, Q = (1/2)
(
I 1/
√
A√
A I
)
(A.26)
A.13. In the variables w = (y, v)ᵀ we have the following where Z± are given by (A.8):
T −1Zo− = PZ = Z−, T −1Zo+ = QZ = Z+ (A.27)
Let M± = M|Z± = T
−1K±T where K± are given by (A.12). Thus
M− := (1/2)
(−√A I
A −√A
)
= −√AP = LP
M+ := (1/2)
(√
A I
A
√
A
)
= √AQ = RQ
D(M±) = Z1±, Z1± =
{
(u,±√Au) ∣∣ u ∈ V1}
It is obvious that MY
X = B+QPZ ≡ 0 and
M±
Z∓ = 0, M±
Z± = (B±P±)
Z± = B±I2, I2 = blockdiag(1,1)
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‖P ‖ = ‖Q‖ = 1/√2, (Pw1,Qw2) = 0
This means that one can think of direct sum Z = Z− ⊕ Z+ as a π/2 rotation of the direct sum
Z = V1/2 ⊕ Vo. It follows that the projections P and Q are well behaved in the sense that they
do not disturb the norms nor the angle between the invariant subspaces if we use the variables
(p, q).
Appendix B. Dichotomous Gronwall’s inequalities
B.1. Equivalent ways of expressing dichotomous mild solutions. We can express dichoto-
mous mild solutions in the following two forms:
x(t) = L(α)x(t − α)+
α∫
0
L(α − s)f (ξ(t − α + s), t − α + s)ds
y(t − α) = R(−α)y(t)−
0∫
−α
R(−(α + s))g(ξ(t + s), t + s)ds
0 α  t − t1 (B.1)
Setting τ = −α we obtain:
x(t) = L(−τ)x(t + τ)+
−τ∫
0
L(−τ − s)f (ξ(t + τ + s), t + τ + s)ds
y(t + τ) = R(τ )y(t)−
0∫
τ
R(τ − s)g(ξ(t + s), t + s)ds
t1 − t  τ  0, t1  t  t2 (B.2)
B.2. Dichotomous Gronwall’s inequalities. First we give four simple versions of the standard
Gronwall’s inequality.
(1) Let ρ : [t1, t2] → [0,∞) be continuous b 0.
If ρ(t) c + b
t∫
t1
ρ(ν) dν, t1  t  t2
then 0 ρ(t) ceb(t−t1), t1  t  t2 (B.3)
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If 0 c γ (t)+ a
t∫
t1
γ (ν) dν +
t∫
t1
k(ν) dν, t1  t  t2
then γ (t) ce−a(t−t1) −
t∫
t1
e−a(t−ν)k(ν) dν, t1  t  t2 (B.4)
(3) Let β : [t1, t2] → [0,∞) and Let b 0. By taking t1 = s, t = s2 and c = b in (B.4) we have:
If 0 c β(s2)+ b
s2∫
s
β(ν) dν +
s2∫
s
k(ν) dν, s1  s  s2
then β(s2) ce−b(s2−s) −
s2∫
s
e−b(s2−ν)k(ν) dν, s1  s  s2 (B.5)
This identity follows from (B.4) by taking t = s2, t1 = s and a = b.
(4) Let δ : [t1, t2] → [0,∞) be continuous and b  0. By taking s = t + τ and s2 = t and then
making the change of variables ν = μ+ t in (B.5), we obtain the following:
If 0 c δ(t)+ b
0∫
τ
γ (t +μ)dμ−
0∫
τ
k(t +μ)dμ− T −t  τ  0
then δ(t) cebτ −
0∫
τ
ebμk(μ+ t) dμ, 0 t + τ  t  T (B.6)
In applications we take c = δ(t + τ).
(5) Setting σ = −τ in (B.6) we obtain
δ(t) ce−bσ −
0∫
−σ
ebμk(μ+ t) dμ, 0 t − σ  t  T (B.7)
Lemma B.3 (The first dichotomous Gronwall’s inequality). Let α(t) and β(t) be nonnegative
functions and a and b positive constants. Assume
α(t) c1 + a
t∫
t1
α(ν)dν, t1  t  t2
β(t) c2 + b
t2∫
β(ν) dν, t1  t  t2 (B.8)t
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z(t)max
{
c1e
a(t−t1), c2eb(t2−t)
}
 ceθ(t2−t1) (B.9)
Proof. It follows from (B.3) and (B.5) respectively that
α(t) c1ea(t−t1), t1  t  t2
β(t) c2eb(t2−t), t1  t  t2 (B.10)
which implies (B.9). 
Lemma B.4 (A second dichotomous Gronwall’s inequality). Let ζ(t) = max{α(t), β(t)} where
α(t) and β(t) are nonnegative functions and a > 0 and b > 0. Assume that
α(t) c1 + a
t∫
t1
ζ(ν) dν, t1  t  t2
β(t) c2 + b
t2∫
t
ζ(ν) dν, t1  t  t2 (B.11)
Let c = max{c1, c2}, θ = max{a, b} and τ(t) = max{t − t1, t2 − t}.
(1) Then
ζ(t) ceθτ(t)  ceθ(t2−t1) (B.12)
(2) In fact there is t∗ ∈ [t1, t2] such that
ζ(t)
{
ceb(t2−t), t1  t  t∗
cea(t−t1), t∗  t  t2
}
 ceθτ(t)  ceθ(t2−t1) (B.13)
Proof. Part (1) follows from (B.3) and (B.5). As for part (2) let
I(t) = a
t∫
t1
ζ(ν) dν, J (t) = b
t2∫
t
ζ(ν) dν
Then there is t∗ ∈ [t1, t2] such that
I(r) J (r), I(t∗) = J (t∗), I(s) J (s)
t1  r  t∗  s  t2
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α(t) c + a
t∫
t1
ζ(ν) dν, t∗  t  t2
β(t) c + a
t∫
t1
ζ(ν) dν, t∗  t  t2
thus
ζ(t) c + a
t∫
t1
ζ(ν) dν, t∗  t  t2
It follows from (B.13) that
ζ(t) cea(t−t1), t∗  t  t2
The case t1  t  t∗ can be treated similarly using (B.5). 
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