Realisierung der Ein-/Ausgabe in einem Compiler fur Haskell bei Verwendung einer nichtdeterministischen Semantik by Sabel, David
Johann Wolfgang Goethe-Universit at
Frankfurt am Main
Fachbereich Biologie und Informatik
Institut f ur Informatik
Diplomarbeit
Realisierung der Ein-/Ausgabe in
einem Compiler f ur Haskell bei
Verwendung einer
nichtdeterministischen Semantik
David Sabel
15. September 2003
eingereicht bei
Prof. Dr. Manfred Schmidt-Schau
K unstliche Intelligenz / SoftwaretechnologieDanksagung
Ich m ochte mich hiermit bei allen bedanken, die mich w ahrend der Entstehung dieser
Arbeit begleitet und unterst utzt haben.
Mein besonderer Dank gilt Matthias Mann und Prof. Dr. Manfred Schmidt-Schau
f ur Ihre hervorragende Betreuung und Ihre unz ahligen hilfreichen Anregungen.
Auerdem m ochte ich mich bei den Mitgliedern der "Glasgow Haskell Users
Mailing List\ und den Entwicklern des Glasgow Haskell Compiler f ur die n utzlichen
Antworten auf meine Fragen bedanken.
David SabelErkl arung gem a DPO x11 Abs. 11
Hiermit best atige ich, dass ich die vorliegende Arbeit selbst andig verfasst habe und
keine anderen Quellen oder Hilfsmittel als die in dieser Arbeit angegebenen verwen-
det habe.
Oenbach am Main, den 15. September 2003
D a v i d S a b e lInhaltsverzeichnis
Abk urzungsverzeichnis v
Abbildungsverzeichnis vi
Tabellenverzeichnis vii
1 Einleitung 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Zielsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3  Uberblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Grundlagen 4
2.1 Funktionales Programmieren . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Auswertungsstrategien . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Pure und impure funktionale Programmiersprachen . . . . . . 6
2.2 Haskell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Programme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Datentypen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.3 Pattern matching . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.4 Guards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.5 List comprehensions . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Der Glasgow Haskell Compiler . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Compilerphasen des GHC . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Die Kernsprache des GHC . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Haskell-Erweiterungen des GHC . . . . . . . . . . . . . . . . . 17
2.4 IO in Haskell und Realisierung im GHC . . . . . . . . . . . . . . . . 18
2.4.1 Monadisches IO . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.2 Unsicheres IO - unsafePerformIO . . . . . . . . . . . . . . . . 21
2.4.3 Implementierung von monadischem IO . . . . . . . . . . . . . 23
2.4.4 Implementierung im GHC . . . . . . . . . . . . . . . . . . . . 25
2.4.5 Beispiel zur Problematik des unsafePerformIO . . . . . . . . . 27
iii Inhaltsverzeichnis
3 Der FUNDIO-Kalk ul 30
3.1 Syntax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Kontexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Allgemeine Kontexte . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Reduktionskontexte . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.3 Ober
 achenkontexte . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.4 Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Reduktionsregeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Normalordnungsreduktion . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Kontextuelle  Aquivalenz . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.1 IO-Multimengen und IO-Sequenzen . . . . . . . . . . . . . . . 42
3.5.2 Terminierung . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5.3 Kontextuelle  Aquivalenz . . . . . . . . . . . . . . . . . . . . . 43
3.5.4 Kontextlemma . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6 Programmtransformationen . . . . . . . . . . . . . . . . . . . . . . . 44
3.6.1 Programmtransformationen des FUNDIO-Kalk uls . . . . . . . 45
3.7 Vertauschungs- und Gabeldiagramme . . . . . . . . . . . . . . . . . . 47
3.8 Transformationen auf case-Ausdr ucken . . . . . . . . . . . . . . . . . 50
3.8.1 Korrektheit von (capp) . . . . . . . . . . . . . . . . . . . . . . 50
3.8.2 Korrektheit von (ccpcx) . . . . . . . . . . . . . . . . . . . . . 61
3.8.3 Korrektheit von (lcshift) . . . . . . . . . . . . . . . . . . . . . 67
3.8.4 Korrektheit von (ccase) . . . . . . . . . . . . . . . . . . . . . . 67
3.8.5 Korrektheit von (ccase-in) . . . . . . . . . . . . . . . . . . . . 70
3.8.6 Korrektheit von (crpl) . . . . . . . . . . . . . . . . . . . . . . 71
3.9 Transformationen zum Kopieren von Ausdr ucken . . . . . . . . . . . 75
3.9.1 Korrektheit von (cpcheap) . . . . . . . . . . . . . . . . . . . . 75
3.9.2 Korrektheit von (brcp) . . . . . . . . . . . . . . . . . . . . . . 79
3.9.3 Korrektheit von (ucpb) . . . . . . . . . . . . . . . . . . . . . . 87
3.10 Striktheitsoptimierung . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.11 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4 FUNDIO als Semantik f ur die Kernsprache des GHC 91
4.1  Ubersetzung der GHC-Kernsprache in FUNDIO . . . . . . . . . . . . 91
4.1.1 Die  Ubersetzung JK . . . . . . . . . . . . . . . . . . . . . . . . 91
4.1.2 Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.1.3 Korrektheit von Programmtransformationen in LGHCCore . . . 97
4.2 Klassizierung der Transformationen auf der Kernsprache . . . . . . . 97
4.3 Lokale Transformationen . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3.1 Beta-Reduktion . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3.2 Transformationen f ur let-Ausdr ucke . . . . . . . . . . . . . . 99
4.3.2.1 Die "
oating let out of let\-Transformationen . . . . 99
4.3.2.2 Die "
oating lets out of a case scrutinee\-Transfor-
mation . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.3.2.3 Die
"
dead code removal\-Transformationen . . . . . 101Inhaltsverzeichnis iii
4.3.2.4 Die "inlining\-Transformation . . . . . . . . . . . . . 102
4.3.3 Transformationen f ur case-Ausdr ucke . . . . . . . . . . . . . . 106
4.3.3.1 Die "case of known constructor\-Transformationen . 106
4.3.3.2 Die "default binding elimination\-Transformation . . 110
4.3.3.3 Die
"
dead alternative elimination\-Transformation . 110
4.3.3.4 Die
"
case of error\-Transformation . . . . . . . . . . 111
4.3.3.5 Die
"

oating case out of case\-Transformation . . . . 112
4.3.3.6 Die
"
case merging\-Transformation . . . . . . . . . . 114
4.3.3.7 Die
"
alternative merging\-Transformation . . . . . . 114
4.3.3.8 Die
"
case identity\-Transformation . . . . . . . . . . 115
4.3.3.9 Die "case elimination\-Transformation . . . . . . . . 116
4.3.4 Transformationen f ur let- und case-Ausdr ucke . . . . . . . . 118
4.3.4.1 Die "
oating applications inwards\-Transformationen 118
4.3.4.2 Die "constructor reuse\-Transformationen . . . . . . 120
4.3.5 Transformationen, die Striktheit ausnutzen . . . . . . . . . . . 122
4.3.5.1 Die "let-to-case\-Transformation . . . . . . . . . . . 122
4.3.5.2 Die
"
unboxing let-to-case\-Transformation . . . . . . 123
4.3.5.3 Die
"

oating case out of let\-Transformation . . . . . 124
4.3.6 Andere Transformationen . . . . . . . . . . . . . . . . . . . . 124
4.3.6.1 Eta-Expansion und -Reduktion . . . . . . . . . . . . 124
4.3.6.2 Die
"
constant folding\-Transformation . . . . . . . . 129
4.3.7 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
4.4 Globale Transformationen . . . . . . . . . . . . . . . . . . . . . . . . 130
4.4.1 Korrekte Transformationen . . . . . . . . . . . . . . . . . . . . 131
4.4.1.1 Die "let 
oating in\-Transformation . . . . . . . . . 131
4.4.2 Nicht korrekte Transformationen . . . . . . . . . . . . . . . . 132
4.4.2.1 Die "full-laziness\-Transformation . . . . . . . . . . . 132
4.4.2.2 Die CSE-Transformation . . . . . . . . . . . . . . . . 132
4.4.2.3 Die
"
static argument\-Transformation . . . . . . . . 133
4.4.3 Nicht abschlieend untersuchte Transformationen . . . . . . . 134
4.4.3.1 Die Demand-Analyse . . . . . . . . . . . . . . . . . . 134
4.4.3.2 Die
"
UsageSP\-Analyse . . . . . . . . . . . . . . . . 134
4.4.3.3 Deforestation . . . . . . . . . . . . . . . . . . . . . . 134
4.4.3.4 Specialising . . . . . . . . . . . . . . . . . . . . . . . 134
4.4.4 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5 Implementierung 137
5.1 Der Simplier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.1.1 Inlining von speziellen Ausdr ucken . . . . . . . . . . . . . . . 138
5.1.1.1 Vorkommen-Analyse . . . . . . . . . . . . . . . . . . 138
5.1.1.2 Inlining vor Simplikation . . . . . . . . . . . . . . . 139
5.1.1.3 Inlining beim Aufruf . . . . . . . . . . . . . . . . . . 140
5.1.1.4 Inlining nach Simplikation . . . . . . . . . . . . . . 141
5.1.2 Eta-Reduktion . . . . . . . . . . . . . . . . . . . . . . . . . . 141iv Inhaltsverzeichnis
5.1.3 Eta-Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.1.4 Case-Elimination . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.2 Globale Optimierungen und Optimierungsstufen . . . . . . . . . . . . 143
6 Zusammenfassung und Ausblick 147
6.1 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.2.1 Anwendbarkeit von nichtdeterministischem IO . . . . . . . . . 148
6.2.2 Erweiterungen des FUNDIO . . . . . . . . . . . . . . . . . . . 148
6.2.3  Uberpr ufung weiterer Compilerphasen . . . . . . . . . . . . . 149
6.2.4 Steigerung der Ezienz . . . . . . . . . . . . . . . . . . . . . 149
A Umfangreichere Berechnungen 151
A.1 Berechnung zu Lemma 3.47 . . . . . . . . . . . . . . . . . . . . . . . 151
A.1.1 Beispiel zu Fall VI. . . . . . . . . . . . . . . . . . . . . . . . . 151
A.2 Berechnung zu Lemma 3.53 . . . . . . . . . . . . . . . . . . . . . . . 153
A.2.1 Beispiel zu Fall I. . . . . . . . . . . . . . . . . . . . . . . . . . 153
A.3 Berechnung zu Beispiel 4.2 . . . . . . . . . . . . . . . . . . . . . . . . 153
A.4 Berechnung zu Beispiel 4.3 . . . . . . . . . . . . . . . . . . . . . . . . 155
A.5 Berechnung zu Lemma 4.15 . . . . . . . . . . . . . . . . . . . . . . . 157
A.6 Berechnung zu Lemma 4.23 . . . . . . . . . . . . . . . . . . . . . . . 158
A.7 Berechnung zu Lemma 4.24 . . . . . . . . . . . . . . . . . . . . . . . 164
A.8 Berechnung zu Lemma 4.35 . . . . . . . . . . . . . . . . . . . . . . . 166
A.9 Berechnung zu Lemma 4.36 . . . . . . . . . . . . . . . . . . . . . . . 167
A.10 Berechnung zu Lemma 4.37 . . . . . . . . . . . . . . . . . . . . . . . 170
A.11 Berechnung zu Beispiel 4.45 . . . . . . . . . . . . . . . . . . . . . . . 172
A.12 Berechnung zu Abschnitt 4.4.3.4 . . . . . . . . . . . . . . . . . . . . . 174
B Einige Programme 177
B.1 Beispielprogramm aus Kapitel 2 . . . . . . . . . . . . . . . . . . . . . 177
B.1.1 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
B.2 Beispiele zu einzelnen Transformationen . . . . . . . . . . . . . . . . 180
B.3 Ein Programm mit merkw urdigem Verhalten . . . . . . . . . . . . . . 181
Literaturverzeichnis 183
Index 187Abk urzungsverzeichnis
bzgl. ............... bez uglich
CSE ............... Common Subexpression Elimination
Forts. .............. Fortsetzung
gdw. ............... genau dann wenn
GHC .............. Glasgow Haskell Compiler
HasFuse ........... Haskell with FUNDIO-based side eects
IO ................. Input and Output
O.B.d.A. ........... Ohne Beschr ankung der Allgemeinheit
STG ............... Shared Term Graph
WHNF ............ Weak Head Normal Form
vAbbildungsverzeichnis
1.1 Ausschnitt aus [The03, Chapter 13] . . . . . . . . . . . . . . . . . . . 2
2.1 Darstellung von Ausdr ucken als B aume und Graphen . . . . . . . . . 7
2.2 Phasen des GHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 LGHCCore - Die Kernsprache des GHC . . . . . . . . . . . . . . . . . . 14
3.1 LFUNDIO - Die Sprache des FUNDIO-Kalk uls . . . . . . . . . . . . . 31
3.2 Reduktionsregeln des FUNDIO-Kalk uls . . . . . . . . . . . . . . . . . 38
3.3 IO-Reduktionsregeln des FUNDIO-Kalk uls . . . . . . . . . . . . . . . 39
3.4 Weitere Programmtransformationen aus [Sch03a] . . . . . . . . . . . 46
3.5 Darstellung des Vertauschungs- (¬) und Gabeldiagramms (­). . . . . 49
3.6 case-Programmtransformationen . . . . . . . . . . . . . . . . . . . . 51
3.7 Konstruktion von RED0, wenn s
iR;capp
        ! t
RED       ! t0 mit t0 WHNF . . . 60
3.8 Konstruktion von RED0, wenn t
iR;capp
          s
RED       ! s0 mit s0 WHNF . . 61
3.9 Transformationen zum Kopieren von Ausdr ucken . . . . . . . . . . . 76
4.1  Ubersetzung von LGHCCore nach LFUNDIO . . . . . . . . . . . . . . . 92
4.2  Ubersetzung von LGHCCore nach LFUNDIO (Forts.) . . . . . . . . . . . 93
4.3  Ubersetzung von LGHCCore nach LFUNDIO (Forts.) . . . . . . . . . . . 94
viTabellenverzeichnis
2.1 Ergebnisse der Ausf uhrung des Programms aus Beispiel 2.2 . . . . . . 29
2.2 Wesentliche Resultate der Ausf uhrung des Programms aus Beispiel 2.2 29
5.1 Ausgef uhrte lokale Transformationen je nach Optimierungsstufe . . . 145
5.2 Ausgef uhrte globale Transformationen je nach Optimierungsstufe . . 146
B.1 S amtliche Ergebnisse der Ausf uhrung des Programms . . . . . . . . . 179
viiKapitel 1
Einleitung
1.1 Motivation
Funktionale Programmiersprachen weisen viele Eigenschaften auf, die zur modernen
Softwareentwicklung ben otigt werden: Zuverl assigkeit, Modularisierung, Wiederver-
wendbarkeit und Verizierbarkeit.
Als schwer vereinbar mit diesen Sprachen stellte sich die Einbettung von Seiten-
eekten in diese Sprachen heraus. Nach einigen mehr oder weniger gescheiterten
Ans atzen1 hat sich mittlerweile f ur die nichtstrikte funktionale Sprache Haskell der
monadische Ansatz durchgesetzt, bei dem die Seiteneekte geschickt verpackt wer-
den, so dass zumindest IO-behaftete Teile eines Haskell-Programms dem klassischen
imperativen Programmierstil  ahneln.
S. Peyton Jones bringt dieses in [Pey01, Seite 3] auf den Punkt, indem er schreibt
"...Haskell is the world's nest imperative programming language.\
Dies ist einerseits vorteilhaft, denn die klassischen Programmiertechniken k onnen
angewendet werden, andererseits bedeutet dies auch eine R uckkehr zu altbekann-
ten Problemen in diesen Sprachen: Der Programmcode wird unverst andlicher, die
Wiederverwendbarkeit von Code verschlechtert sich,  Anderungen im Programm sind
aufwendig. Zudem erscheint die monadische Programmierung teilweise umst andlich.
Deshalb wurde im Zuge der Entwicklung in fast jede Implementierung von Haskell
ein Konstrukt eingebaut, dass von monadischem IO zu direktem IO f uhrt. Da dieses
nicht mit dem bisherigen Ansatz vereinbar schien, wird es als "unsafe\ bezeichnet, die
entsprechende Funktion heit unsafePerformIO. Zahlreiche Anwendungen benutz-
ten diese Funktion, teilweise scheint die Verwendung zumindest aus Ezienzgr unden
unabdingbar2 .
1Einige davon werden in [HS89] dargestellt.
2unsafePerformIO wird beispielsweise in [PME99] als einer von vier Mechanismen zur ezienten
Implementierung von so genannten "weak pointers\ ben otigt.
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Allerdings ist die Frage, wann dieses verwendet werden darf, d.h. so angewendet wird,
dass es nicht
"
unsicher\ ist, nur unzureichend gekl art. Das Zitat in Abbildung 1.1 gibt
wenig Aufschluss  uber die korrekte Anwendung, zumal immer wieder Diskussionen
entstehen, ob die Verwendung von unsafePerformIO in diesem oder jenem Spezialfall
korrekt ist3.
When is it safe to use unsafePerformIO?
We'll give two answers to this question, each of which may be helpful.
These criteria are not rigorous in any real sense (you'd need a formal se-
mantics for Haskell in order to give a proper answer to this question), but
should give you a feel for the kind of things you can and cannot do with
unsafePerformIO.
 It is safe to implement a function or API using unsafePerformIO if
you could imagine also implementing the same function or API in
Haskell without using unsafePerformIO (forget about eciency, just
consider the semantics).
 In pure Haskell, the value of a function depends only on the values of
its arguments (and free variables, if it has any). If you can implement
the function using unsafePerformIO and still retain this invariant,
then you're probably using unsafePerformIO in a safe way. Note that
you need only consider the observable values of the arguments and
result.
[...]
Abbildung 1.1: Ausschnitt aus [The03, Chapter 13]
1.2 Zielsetzung
Ziel dieser Arbeit ist es, einen Prototypen zu entwickeln, der es erm oglicht um
unsafePerformIO erweiterte Haskell-Programme zu compilieren und dabei Kor-
rektheit bez uglich einer festgelegten Semantik zu garantieren. Die Verwendung von
unsafePerformIO soll dabei uneingeschr ankt m oglich sein und sich nicht, wie bis-
her, auf Spezialf alle konzentrieren, um somit die M oglichkeit zu schaen Haskell-
Programme mit nicht-monadischem deklarativem IO zu denieren.
Hierf ur dient als theoretische Grundlage der FUNDIO-Kalk ul aus [Sch03a], der di-
rektes IO mittels Nichtdeterminismus simuliert, die praktische Umsetzung soll durch
Modikation des Glasgow Haskell Compiler (GHC) [PHH+93, The03], der bereits
3Zahlreiche solcher Diskussionen ndet man im Archiv der Haskell-Mailinglist unter
http://haskell.org/mailman/listinfo/haskell1.3  Uberblick 3
das unsafePerformIO-Konstrukt anbietet, derart erfolgen, so dass w ahrend des
 Ubersetzungsvorgangs nur solche Programmtransformationen stattnden, die der Se-
mantik des FUNDIO-Kalk uls entsprechen.
1.3  Uberblick
Im Folgenden geben wir einen  Uberblick  uber die weiteren Kapitel.
In Kapitel 2 stellen wir die Grundlagen funktionalen Programmierens dar und ge-
ben einen kurzen  Uberblick  uber die Programmiersprache Haskell und den GHC.
Danach gehen wir auf monadisches IO und unsafePerformIO in Haskell und der
entsprechenden Implementierung im GHC ein. Das Kapitel endet mit einem Beispiel
zur Problematik der bisherigen Verwendung von unsafePerformIO.
Kapitel 3 beginnt mit der Denition des FUNDIO-Kalk uls aus [Sch03a], danach
werden die wichtigsten Ergebnisse aus [Sch03a] dargestellt. Anschlieend denieren
wir einige neue Programmtransformationen f ur den FUNDIO-Kalk ul, die f ur sp atere
Beweise ben otigt werden, und beweisen deren Korrektheit.
Kapitel 4 stellt den Zusammenhang zwischen dem GHC und dem FUNDIO-Kalk ul
her, indem wir eine  Ubersetzung denieren, die Ausdr ucke einer Variante der
Compiler-internen Kernsprache in Ausdr ucke des FUNDIO-Kalk uls  ubersetzt. Mit-
hilfe dieser  Ubersetzung wird im Anschluss ein Groteil der im GHC angewendeten
Programmtransformationen auf Korrektheit bzgl. der FUNDIO-Semantik gepr uft.
In Kapitel 5 wird die praktische Umsetzung der Ergebnisse aus Kapitel 4 beschrieben,
indem die vorgenommenen Modikationen des GHC kurz dargestellt werden.
In Kapitel 6 wird eine Zusammenfassung der Arbeit sowie ein Ausblick auf m ogliche
weitere Untersuchungen bzgl. des in der Arbeit behandelten Themas gegeben.Kapitel 2
Grundlagen
2.1 Funktionales Programmieren
In diesem Abschnitt wird { in  ahnlicher Weise wie in [Sch00] und [Sch03b] { eine
kurze Einf uhrung in funktionales Programmieren und die dazu geh origen Konzepte
gegeben.
Funktionales Programmieren tr agt diese Bezeichnung, da Programme in den zu-
geh origen Sprachen im Wesentlichen aus Funktionen und Anwendung von Argu-
menten auf diese bestehen.
Eine Funktion K and double, die zwei Argumente erwartet und als Ergebnis das erste
Argument verdoppelt zur uck liefert, kann z.B. folgendermaen deniert werden
K and double(x;y) = x + x
Hierbei wird im Folgenden die rechte Seite einer solchen Funktionsdenition als Funk-
tionsrumpf bezeichnet.
Man kann nun den Wert von K and double(3;5) berechnen (was wir im Folgen-
den auch als Auswerten des Ausdrucks K and double(3;5) bezeichnen), indem der
Parameter x durch 3 und y durch 5 ersetzt wird, also etwa in folgender Weise:
K and double(3;5) ! 3 + 3 ! 6
W ahrend beim imperativen Programmieren Probleme gel ost werden, indem die zu-
geh orige Berechnung als Folge von Anweisungen dargestellt wird, wird in funktio-
nalen Programmiersprachen von der Denition der Berechnungsschritte abstrahiert
und das erwartete Ergebnis in deklarativem Stil mithilfe von Funktionen speziziert,
wobei meist eine Zerlegung des eigentlichen Problems in kleinere Teile notwendig ist.
Dieses wesentliche Konzept und dessen Vorteile werden in [Hug89] gut dargestellt.
Die verschiedenen Implementierungen von funktionalen Programmiersprachen un-
terscheiden sich vor allem in der Auswertungsstrategie und darin, ob sie pure oder
impure funktionale Programmiersprachen sind. Diese Begrie werden im Folgenden
erkl art.
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2.1.1 Auswertungsstrategien
Die "call-by-value\-Strategie
Diese Auswertungsstrategie verlangt, dass Argumente erst dann in den Funktions-
rumpf eingesetzt werden d urfen, wenn sie Werte1 sind, d.h. vor der Einsetzung
m ussen die Argumente ausgewertet werden. So wird beispielsweise der Ausdruck
K and double(4   1;2 + 2) wie folgt ausgewertet:
K and double(4   1;2 + 2)
! K and double(3;2 + 2)
! K and double(3;4)
! 3 + 3
! 6
Diese Art der Auswertung nennt man auch applikative Reihenfolge. Programmier-
sprachen, die diese Strategie benutzen, werden auch als strikt bezeichnet.
Der Nachteil dieser Auswertung wird an obigem Beispiel deutlich: Das zweite Argu-
ment wird ausgewertet, obwohl es im Funktionsrumpf nicht benutzt wird.
Insbesondere f uhrt dies dazu, dass die Berechnung des gesamten Ausdrucks nicht
terminiert, wenn die Auswertung des zweiten Arguments nichtterminierend ist.
Die "call-by-name\-Strategie
Die "call-by-name\-Strategie setzt die Argumente in den Funktionsrumpf ein, ohne
diese vorher auszuwerten und berechnet dann den Wert des Gesamtausdrucks. Eine
Auswertung des obigen Beispiels hat dann die Form:
K and double(4   1;2 + 2)
! (4   1) + (4   1)
! 3 + (4   1)
! 3 + 3
! 6
Beim Benutzen dieser Strategie wird das zweite Argument (2 + 2) nie ausgewertet,
da es f ur die Berechnung des Ergebnisses nicht ben otigt wird.
Ebenso terminiert die Auswertung des Ausdrucks K and double(4   1;?), wobei ?
ein Ausdruck sei, dessen Auswertung nicht terminiert.
1Genauer w are hier der Begri "strikte Normalformen\, der beispielsweise in [Sch03b, Denition
5.4.33] de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Die "call-by-name\-Strategie hat jedoch den Nachteil, dass u.U. Ausdr ucke mehrfach
ausgewertet werden. So wird im Beispiel der Ausdruck (4 1) zweimal ausgewertet,
w ahrend bei der "call-by-value\-Strategie dieser Ausdruck nur einmal ausgewertet
wurde.
Funktionale Sprachen die die "call-by-name\-Strategie verwenden, werden als nicht-
strikt bezeichnet.
Die "call-by-need\-Strategie
Die "call-by-need\-Strategie kombiniert die Vorteile der beiden vorher genannten
Strategien und umgeht deren Nachteile.
Bei ihr werden, ebenso wie bei der "call-by-name\-Strategie, die Argumente ohne
vorheriges Auswerten in den Funktionsrumpf eingesetzt, wobei jedoch Mehrfachaus-
wertungen mithilfe von Sharing vermieden werden. Intuitiv kann man sich vorstellen,
dass die Auswertungsmaschine die Argumente markiert und bei der ersten Auswer-
tung alle gleich markierten Ausdr ucke durch das Ergebnis ersetzt. Am Beispiel kann
man das wie folgt darstellen, wobei M1 und M2 Markierungen seien:
K and double((4   1)
M1;(2 + 2)
M2)
! (4   1)
M1 + (4   1)
M1
! 3 + 3
! 6
Die Implementierung dieser Strategie erfolgt, indem Ausdr ucke als Graphen { im
Gegensatz zu B aumen { repr asentiert werden. In Abbildung 2.1 (a) wird der Funkti-
onsrumpf von K and double als Baum, in Abbildung 2.1 (b) als Graph, dargestellt2,
wobei Knoten mit der Markierung @ Anwendungen repr asentieren.
Abbildung 2.1 (c) stellt die "call-by-name\-Auswertung und Abbildung 2.1 (d) die
"
call-by-need\-Auswertung des Beispiels nach Einsetzung in den Funktionsrumpf von
K and double dar.
Funktionale Programmiersprachen, die die
"
call-by-need\-Strategie benutzen, wer-
den auch als lazy bezeichnet.
Allgemein gilt, dass die
"
call-by-name\-Strategie terminiert, wenn ein Wert existiert,
und die "call-by-need\-Strategie dar uber hinaus h ochstens so viele Auswertungs-
schritte wie die
"
call-by-value\-Strategie ben otigt.
2.1.2 Pure und impure funktionale Programmiersprachen
Pure funktionale Programmiersprachen bauen auf dem klassischen Lambda-Kalk ul
auf, wie er in [Bar84] deniert wird. Ein wichtiger Aspekt ist hierbei, dass f ur pure
2Die Darstellung ist analog zu [Sch01].2.1 Funktionales Programmieren 7
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Abbildung 2.1: Darstellung von Ausdr ucken als B aume und Graphen
funktionale Programmiersprachen das Prinzip der referentiellen Transparenz gilt, das
analog zu [Sch03b, Kapitel 1, Seite 6] wie folgt formuliert werden kann: Der Wert
einer Anwendung von Argumenten auf eine (feste) Funktion h angt ausschlielich
vom Wert der Argumente ab, d.h. insbesondere ergibt eine Anwendung von gleichen
Argumenten auf eine gleiche Funktion immer den gleichen Wert. [BW88, Seite 4]
deniert selbiges aus Sicht der Termstruktur, indem er schreibt, dass der Wert eines
Ausdrucks einzig von den Werten seiner Teilausdr ucke abh angt.
Wenn referentielle Transparenz gegeben ist, besteht der Vorteil, dass beliebige Teil-
ausdr ucke durch Ausdr ucke mit gleichem Wert ersetzt werden k onnen. Pure Sprachen
ben otigen besondere Vorgehensweisen (eine solche wird in Abschnitt 2.4.1 vorge-
stellt) um Seiteneekte zu modellieren, da diese die referentielle Transparenz nicht
verletzen d urfen.
Impure funktionale Programmiersprachen erlauben (eingeschr ankt) Seiteneekte
und k onnen somit einfacher Ein- und Ausgabe und andere Seiteneekt-behaftete
Operationen darstellen. Allerdings ist die Beweisbarkeit von Aussagen bei Sprachen
mit Seiteneekten schwieriger als bei puren funktionalen Programmiersprachen.8 Kapitel 2 Grundlagen
2.2 Haskell
Haskell (deniert in [ABB+99]) ist eine pure nicht-strikte funktionale Programmier-
sprache, die statisch polymorph getypt ist. Im Folgenden werden wesentliche Kon-
zepte dieser Sprache vorgestellt, da genau diese Sprache um direkt aufgerufene Ein-
/Ausgabe-Operatoren erweitert werden soll.
2.2.1 Programme
Ein Haskell-Programm besteht aus einem oder mehreren Modulen (siehe [ABB+99,
Kapitel 5]), wobei ein solches jeweils innerhalb einer Datei deniert wird. Ein Modul
muss den Namen Main tragen und den Wert (bzw. die Funktion) main exportie-
ren. Dieser Wert ist der Wert des Haskell-Programms und er wird bei Ausf uhrung
berechnet. Dieses Hauptmodul hat somit die Form
module Main(main) where
...
main = ...
...
Module dienen zur Strukturierung einzelner Teile eines Programms und zur einfachen
Wiederverwendung von Code.
Innerhalb eines Moduls werden neben dem Import anderer Module (mit dem
Schl usselwort import) Datentypen sowie Funktionen deniert.
2.2.2 Datentypen
Zur Deklaration neuer Datentypen stellt Haskell das data-Konstrukt (siehe
[ABB+99, Abschnitt 4.2]) zur Verf ugung, mit dem z.B. ein Datentyp f ur die drei
Grundfarben der additiven Farbmischung in folgender Form deniert werden kann:
data Farbe = Rot | Gruen | Blau
Hierbei ist Farbe der neue Datentyp; Rot, Gruen und Blau sind die Datenkonstruk-
toren.
Ferner stellt Haskell Typklassen zur Verf ugung, die insbesondere dazu dienen Ope-
ratoren zu  uberladen.
So ist z.B. f ur alle Datentypen, die Instanzen der Klasse Eq sind, der Gleichheitsope-
rator (==) deniert. Eine Instanz der Klasse Eq f ur den oben denierten Datentyp
f ur Farben kann wie folgt deniert werden:2.2 Haskell 9
instance Eq Farbe where
(==) Rot Rot = True
(==) Gruen Gruen = True
(==) Blau Blau = True
(==) _ _ = False
Mithilfe des Schl usselworts type lassen sich Typsynonyme denieren, z.B. k onnte
man damit einen Typ Farbenpaar denieren, der ein Typsynonym f ur den Typ
(Farbe,Farbe) sei:
type Farbenpaar = (Farbe, Farbe)
F ur solche Typsynonyme k onnen keine Instanzen f ur Typklassen deniert werden.
Will man dies erreichen, so muss man das Schl usselwort newtype benutzen, dass
einen neuen Datentyp deniert, indem eine Kopie des existierenden Typs benutzt
wird. Die Denition mit newtype verlangt zus atzlich einen neuen Datenkonstruktor.
F ur das Farbenpaar k onnte man
newtype Farbenpaar = FPaar (Farbe, Farbe)
denieren, wobei FPaar der neue Datenkonstruktor ist.
2.2.3 Pattern matching
Im Beispiel f ur die Eq-Instanz wurde bereits Pattern matching3 (siehe [ABB+99,
Abschnitt 3.17]) benutzt. Hierbei wurden in jeder Zeile der Denition f ur (==) un-
terschiedliche Muster bzw. Pattern angegeben. Die erste Zeile verlangt f ur beide
Argumente das Muster Rot. Nur wenn die Funktion (==) mit Argumenten aufge-
rufen wird, die mit dem Muster  ubereinstimmen (das Pattern
"
matcht\ dann), ist
diese Zeile g ultig f ur den Aufruf und der Ausdruck (==) Rot Rot wird durch den
Ausdruck True ersetzt. Die letzte Zeile der Denition enth alt f ur beide Argumen-
te von (==) das Pattern _, das auch als Wildcard bezeichnet wird. Dieses Pattern
matcht immer.
Pattern matching ist jedoch weitaus m achtiger, als es im obigen Beispiel gezeigt wird,
da auch geschachtelte Pattern m oglich sind.
Listen sind in Haskell als Datentyp mit dem nullstelligen Konstruktor []4 f ur das
Listenende, sowie dem zweistelligen Konstruktor (:)5 zur Konstruktion von Listen
deniert. Z.B. kann die Liste bestehend aus den Zahlen 1,2 und 3 in Haskell als
1:(2:(3:[])) oder in k urzerer Syntax als [1,2,3] dargestellt werden. Eine Funk-
tion, die das erste Element der ersten Liste einer Liste von Listen berechnet, kann
mithilfe von Pattern matching wie folgt deniert werden:
3engl. f ur Mustererkennung
4gesprochen als "Nil\
5gesprochen als "Cons\10 Kapitel 2 Grundlagen
doubleHead :: [[a]] -> a
doubleHead ((a:as):xs) = a
Beim Aufruf von doubleHead [[10,11],[20]] wird (10:(11:[])):((20:[]):[])
gegen das Pattern ((a:as):xs) gematcht, so dass an die Variable xs der Ausdruck
((20:[]):[]), an as der Ausdruck (11:[]) und an a der Ausdruck 10 gebunden
wird. Diese Bindungen werden dann f ur die Auswertung des Funktionsrumpfs ver-
wendet.
Das Pattern matching kann soweit aufgel ost werden, so dass der Ausdruck nur mit-
hilfe von case-Ausdr ucken und einfachen (nicht verschachtelten) Pattern dargestellt
wird. Obige Denition hat dann die Form:
doubleHead ys = case ys of
(x:xs) -> case x of
(a:as) -> a
2.2.4 Guards
Guards6 sind Pr adikate  uber den Argumenten einer Funktion, wobei f ur jeden Guard
ein eigener Funktionsrumpf deniert werden muss. Bei der Auswertung der Funktion
wird der Rumpf gew ahlt dessen Pr adikat zuerst erf ullt ist, wobei die Abarbeitung
der Guards sequentiell von oben nach unten erfolgt.
Eine Funktion, die pr uft ob eines der beiden ersten Elemente einer Liste gr oer als
10 ist, kann mit Guards folgendermaen deniert werden.
fstOrSndGreater10 (x1:(x2:_))
| x1 > 10 = True
| x2 > 10 = True
| otherwise = False
Der Ausdruck otherwise ist in Haskell vordeniert als
otherwise = True
und somit ist dieser Guard immer wahr.
Auf die Verwendung von Guards kann verzichtet werden, indem man verschachtelte
if-then-else- Konstrukte benutzt. Die Denition von fstOrSndGreater10 h atte
dann die folgende Form:
fstOrSndGreater10 (x1:(x2:_)) = if x1 > 10 then True
else if x2 > 10 then True
else False
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2.2.5 List comprehensions
List comprehensions dienen zur einfachen Denition komplexer Listen:
Nach [ABB+99, Abschnitt 3.11] ist eine List comprehension eine Liste der Form
[e | q1,:::, qn], wobei jedes der qi entweder
 ein Generator der Form p <- ei ist, wobei p ein Pattern vom Typ t und ei eine
Liste vom Typ [t]7 ist,
 ein Guard ist oder
 eine lokale Denition ist, die in e oder nachfolgenden Guards oder Generatoren
benutzt werden kann.
Mit List comprehensions kann z.B. eine Liste, die alle Elemente des kartesischen
Produktes N  N der nat urlichen Zahlen enth alt, deniert werden:
[(x,y) | x <- [1..], y <- [1..]]
2.3 Der Glasgow Haskell Compiler
In diesem Abschnitt wird ein  Uberblick  uber den Glasgow Haskell Compiler
([PHH+93]) gegeben und anschlieend genauer auf die Kernsprache des Compilers
eingegangen, da auf dieser Sprache Programmtransformationen durchgef uhrt werden,
die wir sp ater auf Korrektheit bez uglich des FUNDIO-Kalk uls  uberpr ufen werden.
2.3.1 Compilerphasen des GHC
Gegeben sei Haskell-Code, wir beschreiben den Weg, den der Code durch den Com-
piler nimmt, wie in [PS98, PHH+93, CFM+02] dargestellt. Abbildung 2.2 zeigt die
einzelnen Phasen und die zugeh orige Ausgabe der jeweiligen Phase.
1. Front-End:
 Nach der lexikalischen Analyse mittels des Lexers wird die Syntax des
Quellcodes analysiert. Der daf ur verwendete Parser ist mittels einer Par-
serspezikation f ur den Parser-Generator Happy (siehe [MG01]) deniert.
Die Ausgabe dieser Phase ist ein Syntaxbaum, der s amtliche Konstrukte
von Haskell explizit darstellt, ohne Vereinfachungen vorzunehmen.
7In Haskell ist [] der Typkonstruktor f ur Listen.12 Kapitel 2 Grundlagen
Lexer/Parser Code−Generierung
Abstract C
Zielcode−Drucker
C−Code
C−Compiler
ausführbarer Code
Back
Abstrakte Syntax
Renamer
Abstrakte Syntax
Typchecker
Abstrakte Syntax
Desugarer
Haskell−Quellcode
Front
Core Syntax
Core nach Core
Core nach STG
STG Syntax
STG nach STG
Middle
Abbildung 2.2: Phasen des GHC
 Der Renamer l ost Bereichs- und Namenskon
ikte insbesondere bez uglich
des Modulimports und -exports auf.
 Der Typchecker f ugt dem Programm Typinformationen hinzu, f uhrt eine
Typ uberpr ufung durch und l ost die Typ uberladung auf. Genauer wird
dies in [WB89] erkl art.
 Der Desugarer  ubersetzt den Haskell-Code in eine einfachere funktionale
Sprache, die als GHC-Kernsprache bezeichnet wird. Insbesondere werden
syntaktische Spezialit aten wie "Pattern matching\ und "List comprehen-
sions\ in einfachere Ausdr ucke  ubersetzt 8.
2. Middle:
 Hier nden Transformationen auf der GHC-Kernsprache statt, die der Op-
timierung dienen, wobei je nach Optimierungsstufe unterschiedlich viele
8Solche Konstrukte einer h oheren Programmiersprache werden h aug als "syntaktischer Zucker\
bezeichnet, woher sich der Name des "Entzuckerers\ ergibt.2.3 Der Glasgow Haskell Compiler 13
Programmtransformationen durchgef uhrt werden.
  Ubersetzung der GHC-Kernsprache in die STG9-Sprache, die eine noch
einfachere funktionale Sprache darstellt als die Kernsprache des GHC.
 Optimierungstransformationen auf der STG-Sprache.
3. Back-End:
 Die Codegenerierung basiert auf der STG-Maschine (siehe [Pey92]), wel-
che eine abstrakte Maschine ist. Der Zustand der Maschine besteht aus
sechs Komponenten (siehe [Pey92, Seite 32]): Drei Stacks, der Code f ur
die Durchf uhrung des n achsten Schrittes der Maschine, einer globalen
Umgebung und dem Heap. Der Heap stellt eine Abbildung von Adressen
zu Heap-Zellen dar. In diesen Heap-Zellen werden so genannte "closures\
abgelegt. Diese stellen entweder Daten oder Funktionen dar, wobei die
Repr asentation einheitlich f ur beide Objekte ist10.
 Der Codegenerator erstellt nun
"
Abstract C\-Code, was nichts als ein
interner Datentyp ist, der C-Code repr asentiert.
 Mittels des Zielcode-Druckers wird echter C-Code ausgegeben. Optional
kann auch direkt Maschinencode erzeugt werden, wenn die jeweilige Ma-
schinenarchitektur unterst utzt wird.
 Dieser C-Code wird schlielich mit einem C-Compiler zu ausf uhrbarem
Code  ubersetzt.
Im Folgenden treen wir die Annahme, dass das Back-End des GHC in dem Sinne
korrekt arbeitet, dass die STG-Maschine eine Reduktionsmaschine ist, die ausschlie-
lich in Normalordnung reduziert und dabei die call-by-need-Strategie verwendet. Des-
halb werden diesen Teil des Compilers aus weiteren Untersuchungen ausklammern.
2.3.2 Die Kernsprache des GHC
Denition 2.1. (LGHCCore)
In Abbildung 2.3 wird die Sprache LGHCCore deniert, die wir im Folgenden auch als
GHC-Kernsprache bezeichnen.
Hierbei sind fett gedruckte Symbole Nichtterminale deren Denition angegeben ist,
kursive Symbole sind sonstige Nichtterminale und die restlichen Symbole sind Ter-
minale. Ein Programm wird mit dem Startsymbol Prog abgeleitet.
Zus atzlich zur dargestellten Grammatik gelten folgende Regeln und Konventionen:
9Die Abk urzung STG wurde zun achst f ur "Spinless Tagless G-Maschine'"benutzt, mittlerweile
steht sie f ur "Shared Term Graph\, da sie unabh angig vom benutzten Maschinenmodell ist.
10Daher der Name "tagless\, da keine Markierung notwendig ist, um Daten von Funktionen zu
unterscheiden.14 Kapitel 2 Grundlagen
Prog ::= Binding1; ...; Bindingn n  1
Binding ::= Bind
j rec Bind1; ...; Bindn
Bind ::= Var = Expr
Expr ::= Expr Expr (Applikation)
j  Var1 ...Varn -> Expr (Lambda-Abstraktion)
j case Expr of Alts (case-Ausdruck)
j let Binding in Expr (lokale Denition)
j Var (Variable)
j Con (Konstruktor)
j Literal (unboxed Objekt)
j Prim (primitiver Operator)
Literal ::= Int j Char j ...
Alts ::= Calt1; ...; Caltn; [Default] n  0
j Lalt1; ...; Laltn; [Default] n  0
Calt ::= Con Var1 ...Varn -> Expr n  0
Lalt ::= Literal -> Expr
Default ::= Var -> Expr
Abbildung 2.3: LGHCCore - Die Kernsprache des GHC
 Klammern werden benutzt, um Zweideutigkeiten zu vermeiden.
 Die Applikation ist links assoziativ und bindet st arker als jeder andere Opera-
tor.
Beispiele:
{ (a1 a2 ::: an) ist eine Abk urzung f ur (:::((a1 a2):::) an).
{ Der Ausdruck a1 a2+a3 ist gleich zum Ausdruck (a1 a2)+a3 im Gegensatz
zu dem Ausdruck a1 (a2 + a3).
 Der Rumpf eines -Ausdrucks geht soweit wie m oglich. So ist z.B. der Ausdruck
x: e f eine Abk urzung f ur x: (e f), im Gegensatz zu (x: e) f.
 Ein g ultiges Programm besitzt eine Bindung auf oberer Ebene, deren linke Seite
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 Konstruktoranwendungen oder Anwendungen auf primitive Operatoren m ussen
nicht ges attigt sein, allerdings darf die Anzahl der Argumente die Stelligkeit
nicht  uberschreiten. Innerhalb von Pattern in case-Alternativen muss jedoch
die Anzahl der Argumente der Stelligkeit des Konstruktors entsprechen.
 Die case-Alternativen sind derart, dass alle Konstruktoren (des zugeh origen
Typs), zu denen das erste Argument des case-Ausdrucks auswerten kann, ab-
gedeckt sind. Daf ur ist es u.U. nicht notwendig, dass f ur jeden Konstruktor
des Typs eine eigene Alternative oder eine default-Alternative vorhanden ist,
wie folgendes Beispiel zeigt, wobei wir den Datentyp Farbe aus Abschnitt 2.2.2
verwenden.
case x of
Rot -> False
Gruen -> False
y -> case x of
Blau -> True
Hierbei sind die Alternativen des inneren case-Ausdrucks ausreichend, obwohl
sie den Typ Farbe nicht vollst andig abdecken, aber durch den  ubergeordneten
case-Ausdruck ist sichergestellt, dass x nur zum Konstruktor Blau auswerten
kann.
 Es gibt keinen case-Ausdruck mit Alternativen f ur Konstruktoren unterschied-
lichen Typs. Eine Ausnahme hierbei ist der case-Ausdruck, der ausschlielich
eine default-Alternative enth alt.
 Arithmetische Operatoren werden auch inx verwendet.
 Wenn die Bedeutung eindeutig ist, werden Semikola zwischen Bindungen und
case-Alternativen weggelassen.
 Funktionen werden manchmal in der Form f a1 ::: an = e dargestellt, wobei
stets f =  a1 :::an -> e gemeint ist.
Die Darstellung von LGHCCore ist an jener in [San95] und [PS94] angelehnt, wobei
sie jedoch entsprechend der aktuell verwendeten Kernsprache des GHC angepasst
wurde, deren Beschreibung aus [Apt] und [PM02, Seite 400] sowie dem Quellcode11
entnommen wurde. Im Folgenden werden einige Unterschiede zwischen LGHCCore und
der Compiler-internen Sprache beschrieben:
 Die Sprache innerhalb des GHCs ist explizit (durch weitere Sprachkonstrukte)
getypt. Wir betrachten die Sprache jedoch als ungetypt.
11Die Kernsprache wird im Modul ghc/compiler/coreSyn/CoreSyn.lhs deniert. Wir geben in-
nerhalb dieser Arbeit Module des Quellcodes mit ihrem kompletten Verzeichnispfad entspre-
chend der Verzeichnisstruktur der Quellcode-Distribution des GHC an.16 Kapitel 2 Grundlagen
Wir haben zwar innerhalb der Syntax keinerlei Typen mehr, wir nehmen je-
doch an, dass die Menge der Konstruktoren in LGHCCore derart partitioniert
ist, dass wir die Konstruktoren den jeweils urspr unglichen Typen in der gety-
pten Kernsprache zuordnen k onnen. Beispielsweise bilden die Konstruktoren
True und False eine Partition des ehemaligen Typs Bool. Somit l asst sich
die Bedingung pr ufen, dass alle Konstruktoren des Typs des ersten Arguments
eines case-Ausdrucks durch die Alternativen abgedeckt werden.
 case-Ausdr ucke haben in der Realit at eine leicht ver anderte Darstellung: Sie
haben ein weiteres Argument, den "binder\, der eine Variable ist, an den der
ausgewertete Ausdruck gebunden wird. Dementsprechend wird die default-
Alternative durch DEFAULT -> Expr dargestellt, wobei DEFAULT eine Konstan-
te ist.
 Die Sprache enth alt ein weiteres Konstrukt Note Expr um Ausdr ucke mit
Markierungen zu versehen.
Die Kernsprache hat einige Besonderheiten, die wir im Folgenden darstellen und
erkl aren.
Unboxed Objekte
Die Kernsprache enth alt Konstrukte, die als
"
unboxed\12 bezeichnet werden.
Zum einen gibt es "unboxed values\ (siehe [PL91] und [Apt, Seite 12]). Dies sind
Werte f ur primitive Datentypen. Herk ommliche Datenobjekte werden innerhalb der
STG-Maschine wie oben erw ahnt in einer Heap-Zelle abgelegt und mittels eines Zei-
gers adressiert. "Unboxed values\ hingegen werden direkt durch einen Bit-String
dargestellt. Der Vorteil besteht darin, dass bei Auswertung des Objektes der Wert
direkt in ein Register geladen werden kann, ohne dass der Heap besucht werden muss.
Primitive Operatoren arbeiten auf Argumenten, die "unboxed values\ sind, und der
R uckgabewert ist zumeist auch
"
unboxed\.
Gibt eine Funktion mehrere Werte zur uck, so m ussten diese mit einem Konstruktor
verpackt werden, so dass letztlich nur ein Objekt zur uck gegeben wird. Dieses w urde
dann als
"
closure\ im Heap abgelegt. Werden diese mehreren Werte jedoch sofort
weiterverarbeitet, so w urden wiederum unn otige Zugrie auf den Heap stattnden.
Aufgrund dessen gibt es
"
unboxed tuples\ wie sie in [Apt, Seite 11.] beschrieben
sind. Hierbei handelt es sich um Tupel, die nicht mit einem Datenkonstruktor ver-
packt auf dem Heap abgelegt werden, sondern direkt in Register geladen oder auf
dem Stack abgelegt werden k onnen.
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Diese "unboxed\ Konstrukte sind sowohl auf der Ebene der STG-Sprache als auch auf
der Ebene der GHC-Kernsprache vorhanden, damit sie in den zugeh origen Compi-
lerphasen zwecks Optimierung manipuliert werden k onnen. Die Vorteile dieser Kon-
strukte werden ausf uhrlich in [PL91] beschrieben.
Operationale Semantik von let und case
Die Konstrukte let und case haben direkte operationale Interpretationen bez uglich
der Auswertung mittels der STG-Maschine: let bedeutet Heap-Allokation, d.h. ein
Ausdruck let v = e in e' veranlasst, dass eine
"
closure\ f ur e im Heap angelegt
wird und die Variable v daran gebunden wird. case bedeutet Auswertung des er-
sten Arguments, d.h. case e of v -> e' bedeutet, dass e ausgewertet wird und
der erhaltene Wert an v gebunden wird. In Haskell haben diese Ausdr ucke dieselbe
Bedeutung.
2.3.3 Haskell-Erweiterungen des GHC
Der GHC bietet Erweiterungen der Sprache Haskell an, die automatisch verf ugbar
sind, wenn man den Compiler mit der Option -fglasgow-exts aufruft.
F ur eine komplette Au
istung der Erweiterungen sei auf [The03, Kapitel 7] verwie-
sen. Im Folgenden werden diejenigen Erweiterungen dargestellt, die innerhalb dieser
Arbeit verwendet werden.
Unboxed values, unboxed tuples und primitive Operationen
Wie bereits erw ahnt gibt es unboxed values und unboxed tupels. Diese sind auch auf
der Ebene des Haskell-Quellcodes verf ugbar.
In Funktionsdenitionen werden Variablen, die einen zugeh origen
"
unboxed type\
(siehe [The03, Abschnitt 7.2.1]) haben, meist mit dem Symbol # am Ende des Namens
versehen, dies ist jedoch nicht zwingend notwendig.
Die zugeh origen Typen und Konstruktoren enden jedoch alle mit dem Symbol #. So
ist z.B. Int# der Typ f ur primitive Ganzzahlen mit beschr ankter Gr oe und 1# der
Konstruktor f ur die Zahl 1 vom Typ Int#.
In [The03, Abschnitt 7.2] werden auch einige Operationen auf diesen primitiven
Werten dargestellt.
Die Syntax von unboxed tupels (siehe [The03, Abschnitt 7.2.2]) ist an jene von
herk ommlichen Tupeln in Haskell angelehnt. Die Komponenten werden durch Kom-
mata getrennt, und von Klammern umschlossen, wobei die  onende Klammer durch
(# und die schlieende Klammer durch #) dargestellt wird.18 Kapitel 2 Grundlagen
Datentypen ohne Konstruktoren
In [The03, Abschnitt 7.3.1] wird eine Erweiterung beschrieben, die es erm oglicht, Da-
tentypen zu denieren, die keine Datenkonstruktoren besitzen, indem die rechte Sei-
te der data-Syntax weggelassen wird. So kann z.B. ein Datentyp WithoutDataCons
durch
data WithoutDataCons
deniert werden.
Hierarchische Modulstruktur
Diese in [The03, Abschnitt 7.5.1] beschriebene Erweiterung erlaubt es Modulnamen
mit Punkten zu versehen. So kann z.B. ein Modul A.B.C deniert werden. Allerdings
ist dies eine rein syntaktische Erweiterung des Namens und es bestehen keinerlei
Verbindungen zwischen einem Modul mit dem Namen A.B und A.B.C.
Die Verwendung dieser Syntax hat lediglich Auswirkungen beim Modulimport, wie
der GHC nach der zu importierenden Datei im Dateisystem sucht, dies ist genauer
in [The03, Abschnitt 4.9.3] dargestellt.
Pragmas
Die in [The03, Anschnitt 7.6] beschriebenen Pragmas dienen dazu, die Optimierung
des Compilers individuell zu steuern. Mit INLINE-Pragmas kann der Compiler da-
zu angewiesen werden Funktionsnamen durch die Funktionsdenition zu ersetzen.
Mit RULES-Pragmas k onnen so genannte "rewrite rules\ deniert werden, mit denen
zahlreiche Optimierungen durchgef uhrt werden k onnen.
2.4 IO in Haskell und Realisierung im GHC
Im Folgenden wird die Realisierung13 von IO im GHC dargestellt. Zun achst wird
ein  Uberblick  uber monadisches IO analog zu [Pey01] gegeben, danach folgt eine
detaillierte Darstellung der Haskell-Erweiterung unsafePerformIO. Nach genaueren
Implementierungsdetails endet dieser Abschnitt mit einem Beispiel  uber die Proble-
matik von Transformationen bei Anwendung von unsafePerformIO.
13Die Ausf uhrungen beziehen sich auf Version 5.04.2.4 IO in Haskell und Realisierung im GHC 19
2.4.1 Monadisches IO
In [ABB+99, Seite 62] ist festgelegt, dass jedes Haskell-Programm eine Funktion main
enthalten muss, die bei Ausf uhrung des Programms aufgerufen wird. Diese Funktion
hat den Typ main :: IO(). Im Folgenden soll gekl art werden, was sich hinter dem
IO-Typ verbirgt, und wie man mit IO in Haskell umgehen kann.
Die Grundidee von monadischem IO kann nach [Pey01, Seite 5] folgendermaen
formuliert werden:
Ein Wert vom Typ IO a ist eine
"
Aktion\, die beim Ausf uhren eine
Ein- oder Ausgabe durchf uhrt, bevor sie einen Wert vom Typ a liefert.
Man kann diesen Zusammenhang mit folgender Typdenition darstellen.
type IO a = Welt -> (Welt, a)
Dies ist nicht die im GHC verwendete Typdenition, sondern eine vereinfachte Dar-
stellung, die hier jedoch benutzt wird, da sie ausreicht, um die Grundideen zu
pr asentieren.
Ein Wert vom Typ IO a ist eine Funktion14, die, wenn sie ein Argument vom Typ
Welt bekommt, ein Tupel liefert. Dieses besteht aus einem Wert des Typs Welt und
einem Wert des Typs a. Dies ist genau das erwartete Verhalten eines Programms: Es
startet in einem Zustand der Welt, f uhrt eine Ein-/Ausgabe durch, und liefert einen
neuen Zustand der Welt und ein Ergebnis der IO-Aktion.
Im Folgenden wird angenommen, dass spezielle IO-Operationen getChar und
putChar deniert sind. Deren Typsignatur k onnen wir nun wie folgt angeben.
 getChar ist eine IO-Aktion, die ein Zeichen von der Standardeingabe liest und
dieses als Resultat der IO-Aktion zur uck gibt.
getChar :: IO Char
 putChar erwartet ein Zeichen als erstes Argument und gibt dieses auf der Stan-
dardausgabe aus. Der R uckgabewert der IO-Aktion besteht aus dem trivialen
Null-Tupel ().
putChar :: Char -> IO ()
Angenommen, man will eine Funktion echo implementieren, die zun achst ein Zeichen
liest und dieses dann ausgibt, so kann dies mit den Funktionen getChar und putChar
bewerkstelligt werden.
Hierf ur wird allerdings ein Verkn upfungsoperator ben otigt, der IO-Aktionen verbin-
det. Daf ur stellt Haskell den Kombinator (>>=) zur Verf ugung, der folgende Typsi-
gnatur besitzt:
14In Realit at ist dies keine Funktion, sondern eine mit einem Konstruktor verpackte Funktion.20 Kapitel 2 Grundlagen
(>>=) :: IO a -> (a -> IO b) -> IO b
Der (>>=)-Kombinator wird
"
bind\ ausgesprochen, er implementiert sequentielle
Komposition, d.h. wenn die verbundene IO-Aktion a >>= f ausgef uhrt wird, wird
zun achst die IO-Aktion a ausgef uhrt, dann wird das Ergebnis auf f angewendet, um
eine neue IO-Aktion zu erhalten, die dann ausgef uhrt wird.
Nun kann die echo-Funktion deniert werden:
echo :: IO ()
echo = getChar >>= putChar
Es wird zun achst die IO-Aktion getChar ausgef uhrt, um ein Zeichen c zu erhalten,
dann wird putChar c ausgef uhrt.
Wollte man echo zweimal hintereinander ausf uhren, so kann man dies nicht mittels
echo >>= echo tun, da (>>=) als zweites Argument eine Funktion erwartet, und
keine IO-Aktion. Genauer gesagt soll das Ergebnis () des ersten Aufrufs von echo
verworfen werden. Deswegen bietet Haskell einen weiteren Verkn upfungsoperator
(>>) an, der mithilfe von (>>=) formuliert werden kann:
(>>) :: IO a -> IO b -> IO b
(>>) a1 a2 = a1 >>= \_ -> a2
Doppeltes Ausf uhren von echo kann somit wie folgt deniert werden:
echoTwice :: IO ()
echoTwice = echo >> echo
Es ist noch ein weiterer Kombinator notwendig, der es erm oglicht, einen beliebigen
Wert in eine IO-Aktion zu verpacken, ohne jedoch irgendwelche Ein- oder Ausgaben
zu t atigen. Dies leistet der Kombinator return:
return :: a -> IO a
Nun kann z.B. eine Funktion deniert werden, die zwei Zeichen liest und dieses als
Paar zur uck gibt:
getTwoChars :: IO (Char, Char)
getTwoChars :: getChar >>= \c1 ->
getChar >>= \c2 ->
return (c1, c2)2.4 IO in Haskell und Realisierung im GHC 21
Der (>>=)-Kombinator ist der einzige, der IO-Aktionen miteinander verkn upft, und
er behandelt die Welt
"
single-threaded\, d.h. er nimmt die Welt und reicht sie von
IO-Aktion zu IO-Aktion weiter. Dabei wird die Welt niemals weggeworfen oder dup-
liziert, unabh angig davon, welchen Code der Programmierer schreibt. Diese Eigen-
schaft erlaubt es, primitive IO-Operationen wie getChar derart zu implementieren,
dass die Operation sofort ausgef uhrt wird15.
Die Operatoren (>>=) und return, zusammen mit dem Datentyp IO, erf ullen die
monadischen Gesetze und formen somit eine Monade. Mithilfe von Monaden k onnen
"Aktionen\ miteinander kombiniert werden, wobei dies einen imperativen Program-
mierstil verlangt. Diese N utzlichkeit von Monaden wird z.B. in [Wad92] dargestellt.
In Haskell (siehe [ABB+99, Abschnitt 6.3.6]) ist eine Typklasse Monad sowie eine
Instanz f ur den IO-Typen implementiert.
F ur alle Instanzen von Monad ist die do-Notation (siehe [ABB+99, Abschnitt 3.14])
verf ugbar, die eine einfachere Syntax erlaubt, so kann z.B. die Funktion getTwoChars
mit der do-Notation wie folgt deniert werden:
getTwoChars :: IO (Char, Char)
getTwoChar = do
c1 <- getChar
c2 <- getChar
return (c1,c2)
2.4.2 Unsicheres IO - unsafePerformIO
F ur die bisher vorgestellten primitiven IO-Operationen ((>>=), return, putChar,
getChar) gilt:
 Alle Operationen auer (>>=) haben eine IO-Aktion als Ergebnis, aber haben
keine IO-Aktion als Argument.
 Die einzige Operation, die IO-Aktionen kombiniert, ist (>>=).
 Keine der Operationen hat Argumente vom IO-Typ und liefert ein Ergebnis
von einem nicht-IO-Typ zur uck, d.h. man kommt aus der IO-Monade nicht
mehr heraus, sobald man sich einmal in ihr bendet.
Solche Einschr ankungen sind manchmal l astig, wie folgendes aus [Pey01, Seiten 13f.]
entnommenes Beispiel zeigt. Will man eine Kongurationsdatei lesen, um bestimmte
Optionen f ur ein Programm zu erhalten, so k onnte man versucht sein, folgenden Code
zu benutzen:
15S. Peyton Jones bezeichnet dies als eine Art von "update in place\(siehe [Pey01, Seite 9]).22 Kapitel 2 Grundlagen
configFileContents :: [String]
configFileContents = lines (readFile "config") -- FALSCH!!!
useOptimisation :: Bool
useOptimisation = "optimise" `elem` configFileContents
Der Code ist nicht korrekt getypt, denn readFile hat den Typ
readFile :: FilePath -> IO String
und lines hat den Typ
lines :: String -> [String]
Um dieses Problem zu l osen, gibt es folgende M oglichkeiten:
 Man f uhrt s amtliche Operationen innerhalb der IO-Monade aus. Dann h atte
configFileContents den Typ IO String und useOptimisation den Typ IO
Bool. Dies bedeutet, man kann nur dann useOptimisation testen, wenn man
innerhalb der IO-Monade ist.
Man kann diesen Ansatz verbessern, indem man das Programm in einen mo-
nadischen Teil (das Hauptprogramm) und einen rein funktionalen Teil trennt.
Allerdings erfordert dies einen erh ohten Programmieraufwand.
 Man f uhrt einen primitiven Operator ein, der aus der IO-Monade herausf uhrt.
Dieser Ansatz wird im Folgenden dargestellt.
Was im obigen Beispiel w unschenswert w are, ist ein Weg von IO String zu String,
d.h. einen Weg aus der IO-Monade heraus. Aber dies ist aus folgendem Grund
zun achst nicht m oglich:
Das Lesen der Datei ist eine IO-Aktion, und deswegen ist es prinzipiell entschei-
dend, wann die Datei gelesen wird in Relation zu allen anderen IO-Aktionen des
Programms. Aber in dem Fall, in dem sichergestellt ist, dass die Datei config nicht
w ahrend der Laufzeit des Programms ge andert wird, ist es unerheblich, wann die Da-
tei gelesen wird. Deswegen gibt es eine weitere, als unsicher bezeichnete, primitive
IO-Operation:
unsafePerformIO :: IO a -> a
Nun kann das Beispiel wie folgt programmiert werden:
configFileContents :: [String]
configFileContents = lines (unsafePerformIO (readFile "config"))
useOptimisation :: Bool
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Im Folgenden stellen wir dar, welche Sichtweise in [Pey01] f ur die Verwendung von
unsafePerformIO vertreten wird.
Benutzt man den Kombinator, so sollte man dem Compiler zusichern, dass die
Ausf uhrungszeit der IO-Operation, relativ zu allen anderen IO-Operationen des Pro-
gramms, unbedeutend ist. Das Wort "unsafe\ weist darauf hin, dass diese Bedingung
nicht durch den Compiler gepr uft werden kann, sondern der Programmierer deren
Erf ullung zusichern muss.
Da die durch unsafePerformIO entkapselten Ein-/Ausgaben zu unvorhersagbaren
Zeitpunkten (oder auch gar nicht) geschehen k onnen, muss man genau pr ufen, ob
die Anwendung des Operators wirklich erlaubt ist.
Der Kombinator kann sogar dazu benutzt werden, das Typsystem von Haskell zu
umgehen (siehe [LLC99, Seite 63]), indem man eine Funktion cast :: a -> b de-
niert.
S. Peyton Jones nennt in [Pey01, Seite 15] drei F alle, f ur die er das Benutzen von
unsafePerformIO empehlt:
 Das Ausf uhren einer Ein-/Ausgabe, die nur einmal w ahrend der Laufzeit aus-
gef uhrt wird.
 Allozieren einer globalen ver anderlichen Variablen (siehe [Pey01, Abschnitt 2.5]
sowie [LP95] und [PME99]).
 Trace-Nachrichten w ahrend eines Debugging-Prozesses ausgeben.
2.4.3 Implementierung von monadischem IO
F ur die Implementierung der IO-Monade sind in [Pey01, Seiten 18f.] zwei Alternati-
ven angegeben, die in den folgenden Abschnitten vorgestellt werden.
Monade in der Kernsprache
Die IO-Monade wird durch den Compiler bis hin zum Code-Generator bef ordert. Die
Compiler-interne Kernsprache wird um die monadischen Konstrukte erweitert (z.B.
werden (>>=) und return als Primitive implementiert). Allerdings m ussten somit
s amtliche Programmtransformationen auf dieser erweiterten Kernsprache stattn-
den. Aufgrund des damit verbundenen Aufwands wurde dieser Ansatz nicht im GHC
implementiert.
Funktionales Codieren der Monade
Der im Folgenden beschriebene Ansatz wird im GHC benutzt. Aus funktionaler Sicht
ist eine IO-Aktion ein Wert des Typs IO, der bereits folgendermaen deniert wurde:24 Kapitel 2 Grundlagen
type IO a = Welt -> (a, Welt)
Wenn das "Welt-Argument\ durch eine Konstante16 des Typs Welt dargestellt wird,
k onnen return und (>>=) direkt implementiert werden:
return :: a -> IO a
return a = \w -> (a,w)
(>>=) :: IO a -> (a -> IO b) -> IO b
(>>=) m k = \w -> case m w of
(r, w') -> k r w'
In der Denition von (>>=) sieht man, dass die durch die erste IO-Aktion erhaltene
Welt an die zweite IO-Aktion weitergegeben wird.
Die primitiven IO-Operationen, wie z.B. getChar, m ussen auch implementiert wer-
den, aber dies kann ebenso wie im Falle von anderen primitiven Operationen, etwa
wie z.B. die Addition von zwei Integerzahlen, durch Aufruf externer Bibliotheken
geschehen.
Dieser Ansatz ist  okonomischer als der erste, allerdings bezeichnet S. Peyton Jones
ihn in [Pey01, Seite 17] als
"
a bit of a hack\, da die Implementierung nur dann korrekt
ist, wenn niemals ein Ausdruck, dessen Vervielf altigung Anlass zu zus atzlicher Arbeit
geben k onnte ([Pey01, Seite 18] bezeichnet einen solchen Ausdruck als "redex\),
durch den Compiler dupliziert wird.
Man betrachte den Ausdruck:
getChar >>= \c -> (putChar c >> putChar c)
Mit der oben angegebenen Denition von (>>=) k onnte man den Ausdruck folgen-
dermaen transformieren:
\w -> case getChar w of
(c, w1) -> case putChar c w1 of
(_,w2) -> putChar c w2
Nun k onnte der Compiler den Code durch folgenden Code ersetzen:
\w -> case getChar w of
(c, w1) -> case putChar c w1 of
(_,w2) -> putChar (fst(getChar w)) w2
16S. Peyton Jones bezeichnet diese als ein "un-forgeable token\ in [Pey01, Seite 17].2.4 IO in Haskell und Realisierung im GHC 25
Hier wurde das letzte c durch den Ausdruck (fst(getChar w)) ersetzt. Dadurch
wurde jedoch die Konstante f ur die Welt dupliziert und es gibt nun zwei statt einem
Aufruf von getChar und damit kein single-threadness mehr.
In der Realit at ersetzt der GHC niemals einen einfachen Ausdruck durch einen kom-
plizierteren wie im Beispiel. Da Redexe (im Sinne von [Pey01]) niemals dupliziert
werden, ist die Implementierung korrekt, womit sich in [AS98] besch aftigt wurde.
2.4.4 Implementierung im GHC
Im Folgenden stellen wir die Realisierung des vorher beschriebenen Ansatzes zur
Implementierung von monadischem IO im GHC dar.
Der Zustandstyp
Details  uber die Typen State und RealWorld nden sich in [The03, Seite 151].
Der primitive Typ State# repr asentiert den Zustand eines "state transformer\17.
Er ist abh angig vom gew unschten Typ des Zustands parametrisiert, um Zust ande
von unterschiedlichen Threads unterscheiden zu k onnen. Der einzige Eekt dieser
Parametrisierung bendet sich jedoch im Typsystem: Alle Werte des Typs State#
werden in der selben Weise dargestellt. Tats achlich sind sie durch nichts dargestellt.
Der Code-Generator \wei\, dass er z.B. keinen Code f ur primitive Zust ande gene-
rieren und keine Register f ur primitive Zust ande allozieren soll.
type State# s
Die Welt
 Uber dem Typ RealWorld sind keine Werte deniert, und es existieren keine Ope-
rationen auf ihm. Seine einzige Rolle ist es, der Typ zu sein, der den "IO state
transformer\ von anderen
"
state transformern\ unterscheidet.
data RealWorld
Der Zustand der Welt
F ur den Zustand der Welt wird ein einziger primitiver Wert des Typs
State# RealWorld zur Verf ugung gestellt:
realWorld# :: State# RealWorld
17engl. f ur "Zustandsver anderer\26 Kapitel 2 Grundlagen
Die IO-Monade
Im Modul GHC.IOBase18 ndet sich die Denition des IO a-Typs:
newtype IO a = IO (State# RealWorld -> (# State# RealWorld, a #))
Der R uckgabewert, bestehend aus dem Zustand und dem Ergebnis der IO-Aktion,
ist ein unboxed tupel, da, wie wir im Folgenden sehen werden, beide Komponen-
ten des Tupels innerhalb des monadischen Operators (>>=) als auch innerhalb von
unsafePerformIO direkt weiter verarbeitet werden.
Ebenso in GHC.IOBase nden sich Denitionen f ur (>>=), (>>) und return f ur die
IO-Monade:
instance Monad IO where
m >> k = m >>= \ _ -> k
return x = returnIO x
m >>= k = bindIO m k
bindIO :: IO a -> (a -> IO b) -> IO b
bindIO (IO m) k = IO (\ s -> case m s of
(# new_s, a #) -> unIO (k a) new_s)
returnIO :: a -> IO a
returnIO x = IO (\ s -> (# s, x #))
unIO :: IO a -> (State# RealWorld -> (# State# RealWorld, a #))
unIO (IO a) = a
Die Klasse Monad wird im Modul GHC.Base19 deniert:
class Monad m where
(>>=) :: m a -> (a -> m b) -> m b
(>>) :: m a -> m b -> m b
return :: a -> m a
fail :: String -> m a
m >> k = m >>= \_ -> k
fail s = error s
18Der Quellcode ist in der Datei libraries/base/GHC/IOBase.lhs zu nden.
19Der Quellcode bendet sich in libraries/base/GHC/Base.lhs.2.4 IO in Haskell und Realisierung im GHC 27
Primitive IO-Operationen
Primitive IO-Operationen, wie z.B. getChar, k onnen genauso wie andere primitive
Operationen (wie z.B. die Addition zweier Integer) implementiert werden. Das Lauf-
zeitsystem muss bei dem vorgestellten Ansatz keine Unterscheidung zwischen IO-
und nicht-IO-Auswertung machen. Allerdings gibt es f ur die Wahl der primitiven
IO-Operationen beliebig viele M oglichkeiten. Aufgrund dessen wird ein Mechanis-
mus ben otigt, der es erlaubt beliebige IO-Bibliotheken aufzurufen. Dies leistet das
Foreign Function Interface (FFI) [Cha03]. Die Denition von putChar kann dann
z.B. folgendermaen erfolgen:
foreign import ccall putChar :: Char -> IO()
Das Schl usselwort foreign kennzeichnet den Bezug zu externen Funktionen, import
bedeutet, dass eine externe Funktion nach Haskell importiert wird und ccall be-
deutet, dass es sich um eine C-Funktion handelt und die entsprechende
"
Calling
Convention\ benutzt werden soll.
unsafePerformIO
Die Implementierung von unsafePerformIO ndet sich in GHC.IOBase:
unsafePerformIO :: IO a -> a
unsafePerformIO (IO m) = case m realWorld# of (# _, r #) -> r
Man sieht, dass eine neue Welt benutzt wird, die sofort wieder verworfen wird.
2.4.5 Beispiel zur Problematik des unsafePerformIO
Die von S. Peyton Jones genannten F alle, in denen er das Benutzen von
unsafePerformIO empehlt, sind sehr eingeschr ankt. Zudem ist keine eindeuti-
ge Semantik deniert, anhand derer man pr ufen kann, ob die Verwendung von
unsafePerformIO erlaubt ist (siehe hierzu auch Abbildung 1.1).
Aufgrund dessen soll der modizierte Compiler erlauben, unsafePerformIO in be-
liebigen Situationen anzuwenden, zumal damit ein deklarativerer Programmierstil
auch f ur Programme mit Seiteneekten m oglich ist.
Die bisherige Implementierung des GHC ist nicht in der Lage dies zu leisten, da
je nach Compileroption und den damit verbundenen Programmtransformationen
bei Verwendung von unsafePerformIO Programme mit unterschiedlichem Verhal-
ten entstehen.
Zwei oensichtlich problematische Transformationen sind
"
Inlining\:28 Kapitel 2 Grundlagen
let f = e in ... f ...
) let f = e in ... e ...
und "Common Subexpression Elimination\ (CSE):
... e ... e ...
) let v = e in ... v ... v ...
Das folgende Beispiel zeigt die Problematik:
Beispiel 2.2. Folgendes Programm20 benutzt unsafePerformIO:
module Main where
data Pack a = C a
unpack (C x) = x
a = unsafePerformIO getChar
b x = unsafePerformIO getChar
c = C (unsafePerformIO getChar)
main = do
putChar a
putChar a
putChar (b 5)
putChar (b 5)
putChar (unpack c)
putChar (unpack c)
Auf obigem Programm wurden mehrere Testl aufe durchgef uhrt, wobei
 unterschiedliche Optimierungsstufen des Compilers getestet wurden,
 die CSE-Transformation aus- und eingeschaltet wurde,
 f ur die Funktionen a, b, c Inlining ge- oder verboten wurde und
 auf dem Eingabepuer dem Programm stets die Folge 123456 zur Verf ugung
gestellt wurde.
Die Resultate sind in Tabelle 2.1 dargestellt:
Zun achst zeigt die Tabelle, dass f ur dieses Beispiel kein Unterschied zwischen Op-
timierungsstufe 1 und 2 zu sehen ist. Deswegen wird die letzte Spalte nicht weiter
betrachtet. Das explizite Ausschalten der CSE-Transformation auf Optimierungsstufe
0 f uhrt zu keinem anderen Ergebnis wie ohne diese Option. Der Grund hierf ur ist,2.4 IO in Haskell und Realisierung im GHC 29
Optimierungsstufe
0 1 2
aa bb cc aa bb cc aa bb cc
Inline 11 23 45 11 11 11 11 11 11
no Inline 11 23 44 11 11 11 11 11 11
no-cse Inline 11 23 45 11 23 45 11 23 45
no Inline 11 23 44 11 22 33 11 22 33
Tabelle 2.1: Ergebnisse der Ausf uhrung des Programms aus Beispiel 2.2
Optimierungsstufe
0 1
aa bb cc aa bb cc
Inline 11 11 11
no Inline 11 11 11
no-cse Inline 11 23 45 11 23 45
no Inline 11 23 44 11 22 33
Tabelle 2.2: Wesentliche Resultate der Ausf uhrung des Programms aus Beispiel 2.2
dass in Stufe 0 keine CSE durchgef uhrt wird. Aufgrund dessen gen ugt es, Tabelle 2.2
zu betrachten.
Die Tabelle zeigt, dass die Anzahl der ausgef uhrten IO-Aktionen je nach Optimie-
rungsstufe und Zulassen/Verbieten von Inlining und CSE unterschiedlich ist.
In den folgenden Kapiteln sollen diejenigen Transformationen ermittelt werden, bei
deren Anwendung das Verhalten eines Programms, das unsafePerformIO benutzt,
ver andert wird. Wir stellen hierf ur den FUNDIO-Kalk ul aus [Sch03a] im n achsten
Kapitel dar, um anhand seiner Semantik die Korrektheit von Programmtransforma-
tionen festzulegen.
20Im Anhang in Abschnitt B.1 ist der vollst andige Programmcode, sowie weitere Testl aufe, auch
mit dem in dieser Arbeit modi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Der FUNDIO-Kalk ul
Der FUNDIO-Kalk ul [Sch03a] ist ein um ein letrec, case, Konstruktoren und ein
IO-Konstrukt erweiterter Lambda-Kalk ul, der Sharing beachtet. Die Auswertung
des IO-Konstruktes wird dabei mittels Nichtdeterminismus realisiert. Der Kalk ul
eignet sich besonders gut als Semantik f ur das unsafePerformIO, da ein Haskell-
Ausdruck der Form (unsafePerformIO monadischer IO-Ausdruck) bez uglich einer
sp ater denierten  Ubersetzung und sehr  ahnlich zu einem IO-Ausdruck des FUNDIO-
Kalk uls ist. Auch hierf ur werden sp ater Beispiele gegeben.
Im Folgenden geben wir einen  Uberblick  uber den FUNDIO-Kalk ul wie er in [Sch03a]
deniert ist, indem wir die zugrunde liegende Sprache sowie die zugeh orige Reduktion
denieren und schlielich die Resultate aus [Sch03a]  uber korrekte Programmtrans-
formationen wiedergeben. Das Kapitel endet mit einigen zus atzlichen Programm-
transformationen, die wir als korrekt beweisen, indem wir analog zu [Sch03a] das
Hilfsmittel von vollst andigen Vertauschungs- und Gabeldiagrammen in Verbindung
mit einem Kontextlemma benutzen.
3.1 Syntax
Die Denition der Sprache des FUNDIO-Kalk uls erfolgt analog zu [Sch03a, Abschnitt
4].
Denition 3.1. (LFUNDIO)
Es gibt eine endliche Menge C von Konstruktoren, wobei jCj = N > 2. Die Kon-
struktoren sind nummeriert, wobei ci den i-ten Konstruktor bezeichnet. Der N-te
Konstruktor cN ist die spezielle Konstante lambda, die nur innerhalb von Pattern
auftreten darf.
Mit ar(ci) bezeichnen wir die Stelligkeit des Konstruktors ci. In Abbildung 3.1 ist die
Syntax der im FUNDIO-Kalk ul verwendeten Kernsprache angegeben. Diese Sprache
bezeichnen wir im Folgenden mit LFUNDIO. G ultige Ausdr ucke k onnen beginnend mit
dem Nichtterminal E hergeleitet werden, wobei folgende Zusatzbedingungen gelten:
 F ur den case-Ausdruck:
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{ F ur jeden Konstruktor c 2 C gibt es genau eine Alternative.
 F ur den letrec-Ausdruck:
{ Die Vi sind paarweise verschiedene Variablen.
{ das letrec ist kommutativ, d.h. die Reihenfolge der Bindungen ist aus-
tauschbar.
{ Eine leere Menge von Bindungen ist erlaubt, d.h. Ausdr ucke der Form
(letrec fg in s) sind zul assig.
 F ur das Pattern:
{ Die Vi sind paarweise verschiedene und neue Variablen.
E ::= V (Variable)
j (ci E1 ...Ear(c)) (Konstruktoranwendung)
j (IO E) (IO-Ausdruck)
j (case E Alt1 ...AltN) (case-Ausdruck)
j (E1 E2) (Applikation)
j (V.E) (Lambda-Abstraktion)
j (letrec V1 = E1, ..., Vn = En in E) (letrec-Ausdruck)
Alt ::= (Pat ! E) (Alternative)
Pat ::= (cj V1 ...Var(cj)) (Pattern)
wobei i 2 f1;:::;N   1g und j 2 f1;:::Ng.
Abbildung 3.1: LFUNDIO - Die Sprache des FUNDIO-Kalk uls
Konvention 3.2. Wir verwenden folgende Schreibweisen, um verschiedene Aus-
dr ucke verk urzt darzustellen:
 Statt (letrec x1 = E1;:::;xn = En in t) schreiben wir auch
(letrec Env in t).
 Statt (case s Alt1 ::: Altn) schreiben wir auch (case s Alts).
 Wenn die Bedeutung eindeutig ist, lassen wir Klammern weg. Die Applikation
ist linksassoziativ, d.h. (a1 ::: an) ist eine Abk urzung f ur (:::((a1 a2):::) an).
 Statt (x1:(x2:(:::(xn:s)):::) schreiben wir auch (x1 :::xn:s).32 Kapitel 3 Der FUNDIO-Kalk ul
Wir denieren nun in einer  ahnlichen Weise wie [Sch00, Kapitel 1], [Sch02, Kapitel
2] und [Bar84] Bindungsbereiche, freie und gebundene Vorkommen von Variablen
sowie freie und gebundene Variablen. Danach vereinbaren wir eine Konvention  uber
die Namen der Variablen in Ausdr ucken aus LFUNDIO.
Denition 3.3. (Bindungsbereich)
Abstraktionen, letrec-Ausdr ucke und Pattern binden Variablen.
Der Bindungsbereich der Variablen vi in
 (vi:t) ist t.
 (letrec v1 = e1;:::;vi = ei;:::;vn = en in t) ist e1, ..., en und t.
 ((c v1 :::vi :::vn) ! t) ist t.
Das Vorkommen einer Variablen v in einem Ausdruck bezeichnen wir als gebunden,
wenn das Vorkommen in einem Bindungsbereich der Variablen v ist. Ansonsten be-
zeichnen wir das Vorkommen der Variablen v als frei.
Denition 3.4. (Freie Variablen)
Die Menge FV(t) der freien Variablen eines Ausdrucks t ist wie folgt induktiv de-
niert.
FV(x) = fxg, wenn x eine Variable ist.
FV(s t) = FV(s) [ FV(t)
FV(c s1 :::sn) =
n [
i=1
FV(si)
FV(IO s) = FV(s)
FV(x:s) = FV(s) n fxg
FV(letrec x1 = e1;:::;xn = en in en+1) =
 
n+1 [
i=1
FV(ei)
!
n fx1;:::;xng
FV(case s Alt1 :::AltN) = FV(s) [
N [
i=1
FV(Alti)
FV((c x1 :::xn) ! s) = FV(s) n fx1;:::;xng
Denition 3.5. (Gebundene Variablen)
Die Menge GV(t) der gebundenen Variablen eines Ausdrucks t ist wie folgt induktiv
deniert.
GV(x) = ;, wenn x eine Variable ist.
GV(s t) = GV(s) [ GV(t)3.1 Syntax 33
GV(c s1 :::sn) =
n [
i=1
GV(si)
GV(IO s) = GV(s)
GV(x:s) = fxg [ GV(s)
GV(letrec x1 = e1;:::;xn = en in en+1) = fx1;:::;xng [
n+1 [
i=1
GV(ei)
GV(case s Alt1 :::AltN) = GV(s) [
N [
i=1
GV(Alti)
GV((c x1 :::xn) ! s) = fx1;:::;xng [ GV(s)
Denition 3.6. (Geschlossene und oene Ausdr ucke)
Sei t ein Ausdruck, dann bezeichnen wir t als geschlossen, gdw. FV(t) = ;. Anson-
sten nennen wir t oen.
Die folgende Konvention entspricht im Wesentlichen [Bar84, Convention 2.1.13.] und
[Kut00, Konvention 2.1.1 und 2.1.2].
Konvention 3.7. Wir nehmen im Folgenden zur Vereinfachung stets an, dass
s amtliche gebundene Variablen Namen haben, die sich von den freien Variablen un-
terscheiden. Zudem sollen alle durch ein letrec oder eine Abstraktion formulierte
Bindungen durch unterschiedliche Variablen erfolgen.
Die Konvention vermeidet, dass freie Variablen durch eine Termersetzung eingefan-
gen werden, d.h. sich nach der Ersetzung in einem Bindungsbereich benden und
somit ungewollt gebunden werden.
Denition 3.8. Sei s ein Ausdruck und x eine Variable. Dann bezeichnen wir mit
s[y=x] den Ausdruck der entsteht, wenn wir alle freien Vorkommen von x in s durch
die Variable y ersetzen. Wir bezeichnen dies als eine Umbenennung der Variablen
x.
Damit Konvention 3.7 nicht durch eine Umbenennung verletzt wird, sollte y stets
eine neue Variable sein. Andererseits k onnen wir mithilfe der Umbenennung Aus-
dr ucke, die der Konvention nicht entsprechen, transformieren, so dass sie konform
zur Konvention sind.
Denition 3.9. . Wir bezeichnen Terme, die sich nur dadurch unterscheiden, dass
gebundene Variablen unterschiedliche Namen haben, als - aquivalent und notieren
dies mit dem Symbol =.
Im Folgenden betrachten wir analog zu [Bar84, Convention 2.1.12] - aquivalente
Terme als syntaktisch gleich, da die Umbennung von gebundenen Variablen (mit
Beachtung von Konvention 3.7) keine Auswirkung auf das Verhalten der Terme hat.34 Kapitel 3 Der FUNDIO-Kalk ul
3.2 Kontexte
Kontexte sind Ausdr ucke, die an einer Stelle ein "Loch\ besitzen, welches wir im Fol-
genden mit [] kennzeichnen. Wir denieren zun achst allgemeine Kontexte f ur Aus-
dr ucke von LFUNDIO. Danach geben wir Denitionen f ur die speziellen Reduktions-
und Ober
 achenkontexte an.
3.2.1 Allgemeine Kontexte
Denition 3.10. (Kontext)
Ein Kontext C ist1 durch die folgende Grammatik deniert:
C ::= []
j (x:C)
j (C E)
j (E C)
j (IO C)
j (c E ::: E C E ::: E)
j (case C Alts)
j (case E Alt1 :::(Pat ! C):::Altn)
j (letrec x1 = E1;:::;xn = En in C)
j (letrec x1 = E1;:::;xi 1 = Ei 1;xi = C;xi+1 = Ei+1;:::xn = En in E)
Sei D ein Kontext, dann bezeichnen wir mit D[t] den Ausdruck, der entsteht, wenn
wir im Kontext D das Loch durch den Ausdruck t ersetzen.
3.2.2 Reduktionskontexte
Reduktionskontexte sind solche Kontexte, in denen wir sp ater reduzieren und die ins-
besondere zur Denition der Normalordnungsreduktion notwendig sind. Die Klasse
der Reduktionskontexte besitzt eine Unterklasse, die Menge der schwachen Reduk-
tionskontexte, mithilfe derer diese Klasse deniert wird2.
Denition 3.11. (Reduktionskontexte)
1analog zu [Sch03a, Seite 9]
2Die Denition entspricht [Sch03a, De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R  ::= []
j (R  E)
j (case R  Alts)
j (IO R )
R ::= R 
j (letrec x1 = E1;:::;xn = En in R )
j (letrec x1 = R
 
1 ;:::;xj = R
 
j [xj 1];::: in R [xj])
wobei R ;R
 
i Kontexte der Klasse R  sind.
R wird als Reduktionskontext, R  als schwacher Reduktionskontext bezeichnet.
Sei t ein Ausdruck mit t = R [t0], dann nennen wir R  maximal (f ur t), wenn es
keinen gr oeren schwachen Reduktionskontext mit dieser Eigenschaft gibt.
Sei t = R[t0] ein Ausdruck, so nennen wir R einen maximalen Reduktionskontext
(f ur t), wenn R
 ein maximaler schwacher Reduktionskontext R  ist,
 von der Form (letrec x1 = E1;:::;xn = En in R ) ist, wobei R  ein maxi-
maler schwacher Reduktionskontext ist und 8j : t0 6= xj, oder
 von der Form (letrec x1 = R
 
1 ;x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];::: in R [xj])
ist, wobei t = R[t0] = (letrec x1 = R
 
1 [t0];::: in R [xj]), R
 
1 ein maxima-
ler schwacher Reduktionskontext f ur R
 
1 [t0] und die Anzahl j von beteiligten
Bindungen maximal ist.
3.2.3 Ober
 achenkontexte
Ober
 achenkontexte sind solche Kontexte, die kein Loch im Rumpf einer Abstraktion
besitzen. Wir denieren diese im Folgenden3:
Denition 3.12. (Ober
 achenkontext)
3analog zu [Sch03a, Denition 4.2]36 Kapitel 3 Der FUNDIO-Kalk ul
Ein Ober
 achenkontext S wird durch folgende Grammatik deniert:
S ::= []
j (S E)
j (E S)
j (IO S)
j (c E ::: E S E ::: E)
j (case S Alts)
j (case E Alt1 :::(Pat ! S):::Altn)
j (letrec x1 = E1;:::;xn = En in S)
j (letrec x1 = E1;:::;xi 1 = Ei 1;xi = S;xi+1 = Ei+1;:::xn = En in E)
3.2.4 Beispiele
Zum besseren Verst andnis geben wir einige Beispiele f ur die verschiedenen Kon-
textarten an:
 Jeder schwache Reduktionskontext ist auch ein Reduktionskontext, jeder Re-
duktionskontext ist auch ein Ober
 achenkontext und jeder Ober
 achenkontext
ist auch ein Kontext.
 Die Ausdr ucke mit Loch ([]:s) und (case s :::(c a1 :::[]::: an ! t):::)
sind keine Kontexte.
 Der Kontext C = (x:([] x)) ist weder ein Reduktions- noch ein Ober-

 achenkontext. Sei t = (y:y), dann ist C[t] = (x:((y:y) x)).
 Der Kontext S = ((x:x) []) ist ein Ober
 achenkontext aber kein Reduktions-
kontext.
 F ur den Ausdruck t = ((IO c) (x:x)) mit c 2 C ist R1 = ([] (x:x)) ein
schwacher Reduktionskontext, aber nicht maximal.
Der Kontext R2 = ((IO []) (x:x)) hingegen ist ein maximaler schwacher
Reduktionskontext f ur t.
 Der Kontext
(letrec x1 = ([] c);x2 = x1;x3 = (case x2 Alts) in (IO x3))
ist der maximale Reduktionskontext f ur den Ausdruck
(letrec x1 = ((y:y) c);x2 = x1;x3 = (case x2 Alts) in (IO x3)):3.3 Reduktionsregeln 37
3.3 Reduktionsregeln
Denition 3.13. (Reduktionsregeln)
In den Abbildungen 3.2 und 3.3 sind die Reduktionsregeln4 des FUNDIO-Kalk uls
deniert. Wobei eine Regel
(name) a  ! b
wie folgt zu lesen ist: Ein Ausdruck der Form a kann durch einen Ausdruck der
Form b ersetzt werden, dabei wird die Regel mit der Bezeichnung (name) verwendet.
Die Vereinigung der Regeln (cp-in) und (cp-e) nennen wir (cp). Die Vereinigung der
Regeln (llet-in), (llet-e) bezeichnen wir mit (llet). Die Vereinigung der Regeln (case-
c),(case-in),(case-e) und (case-lam) bezeichnen wir mit (case). Die Vereinigung der
Regeln (IOr-c), (IOr-in) und (IOr-e) bezeichnen wir mit (IOr).
Wenn notwendig, notieren wir die verwendete Reduktionsregel oder auch den ver-
wendeten Kontext  uber dem Reduktionspfeil, z.B. ist
R;case
      ! eine (case)-Reduktion
in einem Reduktionskontext.
Die transitive H ulle bezeichnen wir mit einem +, die re
exiv-transitive H ulle mit
, so ist z.B.
(llet)+
      !, die transitive H ulle von
llet     !. Wir verwenden des Weiteren die
Notation
redn
    !, wenn n Reduktionen der Regel red folgen, sowie die Notation
reda_b
      !,
wenn a oder b Reduktionen der Regel red folgen.
Man beachte, dass die (IOr)-Reduktion nichtdeterministisch ist. Sie modelliert IO-
Aktionen im FUNDIO-Kalk ul in folgender Weise: Wenn (IO c)
IOr     ! d, dann wird
zun achst der Ausgabewert c ausgegeben und danach der Eingabewert d nichtdetermi-
nistisch erhalten. Die Vorstellung dabei ist, dass der Benutzer den Eingabewert ein-
gibt, das Programm somit nicht wei, welcher Wert als Ergebnis der (IOr)-Reduktion
zu erwarten ist.
3.4 Normalordnungsreduktion
Denition 3.14. (Normalordnungsreduktion)
Sei t ein geschlossener Ausdruck. Sei R der maximale Reduktionskontext, so dass
t = R[t0] f ur einen Term t0. Die Normalordnungsreduktion
n   ! ist5 durch einen der
folgenden F alle deniert:
4analog zu [Sch03a, Denition 4.3]
5analog zu [Sch03a, Dention 5.1]38 Kapitel 3 Der FUNDIO-Kalk ul
(lbeta) ((x: s) t)  ! (letrec x = t in s)
(cp-in) (letrec x1 = s1;x2 = x1;:::;xj = xj 1;Env in C[xj])
 ! (letrec x1 = s1;x2 = x1;:::;xj = xj 1;Env in C[s1])
wobei s1 eine Abstraktion ist
(cp-e) (letrec x1 = s1;x2 = x1;:::;xj = xj 1;xj+1 = C[xj];Env in s)
 ! (letrec x1 = s1;x2 = x1;:::;xj = xj 1;xj+1 = C[s1];Env in s)
wobei s1 eine Abstraktion ist
(llet-in) (letrec x1 = s1;:::;xn = sn in (letrec y1 = t1;:::;ym = tm in r))
 ! (letrec x1 = s1;:::;xn = sn;y1 = t1;:::;ym = tm in r)
(llet-e) (letrec x1 = s1;:::;
xi = (letrec y1 = t1;:::;ym = tm in si);:::;
xn = sn
in r)
! (letrec x1 = s1;:::;xn = sn;y1 = t1;:::;ym = tm in r)
(lapp) ((letrec Env in t) s)  ! (letrec Env in (t s))
(lcase) (case (letrec Env in t) Alts)  ! (letrec Env in (case t Alts))
(case-c) (case (ci t1 :::tn) ::: ((ci y1 :::yn) ! t):::)
 ! (letrec y1 = t1;:::;yn = tn in t)
(case-lam) (case (x: s) ::: lambda! t):::)  ! (letrec fg in t)
(case-in) (letrec x1 = (ci t1 ::: tn);x2 = x1;:::;xm = xm 1;:::
in C[case xm :::((ci z1 ::: zn) ! t)])
 ! (letrec x1 = (ci y1 ::: yn);y1 = t1;:::;yn = tn
x2 = x1;:::;xm = xm 1; :::
in C[(letrec z1 = y1;:::;zn = yn in t)])
(case-e) (letrec x1 = (ci t1 ::: tn);x2 = x1;:::;xm = xm 1;:::
u = C[case xm :::((ci z1 ::: zn) ! r1)]
in r2)
 ! (letrec x1 = (ci t1 ::: tn);
y1 = t1;:::;yn = tn;
x2 = x1;:::;xm = xm 1;:::
u = C[(letrec z1 = y1;:::;zn = yn in r1)]
in r2)
wobei die yi neue Variablen sind
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(IOlet) (IO (letrec Env in s))  ! (letrec Env in (IO s))
In den folgenden drei Regeln sind c und d Konstanten und (c;d) ist das
IO-Paar der Reduktion.
(IOr-c) (IO c)  ! d
(IOr-in) (letrec x1 = c;x2 = x1;:::;xm = xm 1;Env in C[(IO xm)])
 ! (letrec x1 = c;x2 = x1;:::;xm = xm 1;Env in C[d])
(IOr-e) (letrec x1 = c;x2 = x1;:::;xm = xm 1;u = C[(IO xm)];Env in r)
 ! (letrec x1 = c;x2 = x1;:::;xm = xm 1;u = C[d];Env in r)
Abbildung 3.3: IO-Reduktionsregeln des FUNDIO-Kalk uls
1. t0 ist ein letrec-Ausdruck und R ist nicht trivial. Sei R0 ein Reduktionskon-
text, so k onnen folgende F alle auftreten:
a) R = R0[(IO [])]. Dann reduziere (IO t0) mit der Regel (IOlet).
b) R = R0[([] s)]. Dann reduziere (t0 s) mit der Regel (lapp).
c) R = R0[(case [] Alts)]. Dann reduziere (case t0 Alts) mit der Regel
(lcase).
d) R = (letrec Env in []). Dann reduziere t mit der Regel (llet-in).
e) R = (letrec x = [];Env in t00). Dann reduziere t mit der Regel (llet-e).
2. t0 ist eine Konstruktoranwendung. Es k onnen folgende F alle auftreten:
a) R = R0[(case [] Alts)], wobei R0 ein Reduktionskontext ist. Dann redu-
ziere (case t0 Alts) mit der Regel (case-c).
b) R = (letrec x1 = [];x2 = x1;:::;xm =
xm 1;Env in R
 
0 [(case xm Alts)]), wobei R
 
0 ein schwacher Re-
duktionskontext ist. Dann reduziere t mit der Regel (case-in).
c) R = (letrec x1 = [];x2 = x1;:::;xm = xm 1;y =
R
 
0 [(case xm Alts)];Env in t00), wobei R
 
0 und R
 
1 schwache Redukti-
onskontexte sind und y in einem Reduktionskontext ist. Dann reduziere t
mit der Regel (case-e).
3. t0 ist eine Konstante und keiner der vorhergehenden F alle passt. Es k onnen
folgende F alle auftreten:
a) R = R0[(IO [])], wobei R0 ein Reduktionskontext ist. Dann reduziere
(IO t0) mit der Regel (IOr-c).40 Kapitel 3 Der FUNDIO-Kalk ul
b) R = (letrec x1 = [];x2 = x1;:::;xm = xm 1;Env in R
 
0 [(IO xm)]),
wobei R
 
0 ein schwacher Reduktionskontext ist. Dann reduziere t mit der
Regel (IOr-in).
c) R = (letrec x1 = [];x2 = x1;:::;xm = xm 1;y =
R
 
0 [(IO xm)];Env in t00), wobei R
 
0 und R
 
1 schwache Reduktionskontexte
sind und y in einem Reduktionskontext ist. Dann reduziere t mit der Regel
(IOr-e).
4. t0 ist eine Abstraktion. Es k onnen folgende F alle auftreten:
a) R = R0[(case [] Alts)], wobei R0 ein Reduktionskontext ist. Dann redu-
ziere (case t0 Alts) mit der Regel (case-lam).
b) R = R0[([] t00)], wobei R0 ein Reduktionskontext ist. Dann reduziere (t0 t00)
mit der Regel (lbeta).
c) R = (letrec x1 = [];x2 = x1;:::;xm = xm 1;Env in R
 
0 [xm]), wobei
R
 
0 ein schwacher Reduktionskontext ist. Dann reduziere t mit der Regel
(cp-in), so dass R
 
0 [xm] durch R
 
0 [t0] ersetzt wird.
d) R = (letrec x1 = [];x2 = x1;:::;xm = xm 1;y =
R
 
0 [(xm s)];Env in t00), wobei R
 
0 und R
 
1 schwache Reduktionskontex-
te sind und y in einem Reduktionskontext ist. Dann reduziere t mit der
Regel (cp-e), so dass R
 
0 [(xm s)] durch R
 
0 [(t0 s)] ersetzt wird.
e) R = (letrec x1 = [];x2 = x1;:::;xm = xm 1;y =
R
 
0 [(case xm Alts)];Env in t00), wobei R
 
0 und R
 
1 schwache Redukti-
onskontexte sind und y in einem Reduktionskontext ist. Dann reduziere t
mit der Regel (cp-e), so dass R
 
0 [(case xm Alts)] durch R
 
0 [(case t0 Alts)]
ersetzt wird.
Der Normalordnungsredex ist der gesamte Unterausdruck, auf den die entsprechende
Reduktionsregel angewendet wird.
Beispiel 3.15. Wir reduzieren den folgenden Ausdruck t in Normalordnung: Seien
c;d 2 C Konstanten.
t = (letrec x1 = ((y:y) c);x2 = x1;x3 = (case x2 :::(c ! c):::) in (IO x3))
n;lbeta
        ! (letrec x1 = (letrec y = c in y);x2 = x1;x3 = (case x2 :::(c ! c):::)
in (IO x3)) (Fall 4.b))
n;llet e
          ! (letrec x1 = y;y = c;x2 = x1;x3 = (case x2 :::(c ! c):::) in (IO x3)) (Fall 1.e))
n;case e
            ! (letrec x1 = y;y = c;x2 = x1;x3 = (letrec fg in c) in (IO x3)) (Fall 2.c))
n;llet e
          ! (letrec x1 = y;y = c;x2 = x1;x3 = c in (IO x3)) (Fall 1.e))
n;IOr in
            ! (letrec x1 = y;y = c;x2 = x1;x3 = c in d) (Fall 3.b))
Nun ist keine Regel mehr anwendbar.3.5 Kontextuelle  Aquivalenz 41
Im Folgenden denieren wir Werte und schwache Kopfnormalformen6.
Denition 3.16. Ein Wert ist eine Konstruktoranwendung oder eine Abstraktion.
Denition 3.17. Eine schwache Kopfnormalform (WHNF7) ist
 ein Wert oder
 ein Ausdruck der Form (letrec Env in t), wobei t ein Wert ist, oder
 ein Ausdruck der Form (letrec x1 = (c t1 ::: tar(c));x2 = x1;:::;xm =
xm 1;Env in xm).
Beispiel 3.18. Der letzte Ausdruck aus Beispiel 3.15, auf den keine Regel mehr
anwendbar ist, ist eine WHNF, da d ein Wert ist.
Man beachte, dass f ur eine WHNF keine Normalordnungsreduktion existiert.
Wir denieren ferner Fehlerterme8.
Denition 3.19. Ein Fehlerterm ist ein Ausdruck, der
1. keine WHNF ist und
2. keinen Normalordnungsredex besitzt und
3. nicht von der Form R[x] ist, wobei R ein Reduktionskontext und x eine freie
Variable ist.
Beispiel 3.20. Der Ausdruck (letrec x = x in x) ist keine WHNF aber ein Feh-
lerterm, denn der maximale Reduktionskontext ist (letrec x = [] in x) und es ist
keine der Regeln aus Denition 3.14 anwendbar.
3.5 Kontextuelle  Aquivalenz
Eine Reduktionsfolge s1 ! ::: ! sn ist eine Folge von Reduktionen des FUNDIO-
Kalk uls, wenn sie nicht anders speziziert werden. Eine Reduktionsfolge beginnend
mit einem Ausdruck t, die ausschlielich aus Normalordnungsreduktionen besteht,
bezeichnen wir als no-Reduktionsfolge von t.
Im Folgenden denieren wir IO-Multimengen und -Sequenzen sowie Terminierung9
f ur den FUNDIO-Kalk ul, um im Anschluss die kontextuelle  Aquivalenz10 zu denie-
ren.
6analog zu [Sch03a, Dention 5.2 und Denition 5.3]
7Abk urzung f ur weak head normal form (engl.).
8analog zu [Sch03a, Dention 5.4]
9analog zu [Sch03a, Denition 6.1]
10analog zu [Sch03a, Denition 6.3]42 Kapitel 3 Der FUNDIO-Kalk ul
3.5.1 IO-Multimengen und IO-Sequenzen
Denition 3.21. (IO-Paare, IO-Multimengen und IO-Sequenzen)
Ein IO-Paar ist ein Paar (a;b) wobei a und b beliebige Konstanten aus C sind:
 Das IO-Paar einer (IOr)-Reduktion ist das Paar (c;d) bestehend aus dem
Ausgabe- und dem Eingabewert, wie es in Abbildung 3.3 deniert ist.
 Reduktionen von Typ a mit a 62 f(IOr-c);(IOr-in);(IOr-e)g besitzen kein IO-
Paar.
Eine IO-Sequenz ist eine endliche Folge von IO-Paaren.
Die IO-Sequenz IOS(s1 ! ::: ! sn) einer Reduktionsfolge s1 ! ::: ! sn ist wie
folgt deniert:
 Falls s1 ! s2 eine (IOr)-Reduktion mit IO-Paar (a;b) ist, dann ist
IOS(s1 ! ::: ! sn) := (a;b);IOS(s2 ! ::: ! sn).
 Falls s1 ! s2 keine (IOr)-Reduktion ist, dann ist
IOS(s1 ! ::: ! sn) := IOS(s2 ! ::: ! sn).
Eine IO-Multimenge ist eine endliche Multimenge von IO-Paaren. Die IO-
Multimenge IOM(s1 ! ::: ! sn) der Reduktionsfolge s1 ! ::: ! sn ist die
Multimenge bestehend aus den Elementen von IOS(s1 ! ::: ! sn).
3.5.2 Terminierung
Denition 3.22. Sei t ein Ausdruck und P eine endliche IO-Multimenge.
 Wir schreiben t+(P), wenn es eine no-Reduktionsfolge Q von t gibt, die mit
einer WHNF endet und IOM(Q) = P gilt. Wir sagen dann, t terminiert f ur
die IO-Multimenge P.
 Falls es keine no-Reduktionsfolge mit vorheriger Eigenschaft gibt, schreiben wir
t*(P).
Beispiel 3.23. Seien c und d Konstanten aus C und sei t wie in Beispiel 3.15
deniert, dann terminiert t f ur die IO-Multimenge f(c;d)g, bzw. f ur P = f(c;d)g
gilt t+(P), denn in Beispiel 3.15 ist eine no-Reduktionsfolge von t angegeben, die mit
einer WHNF (siehe Beispiel 3.18) endet.
Denition 3.24. Sei t ein Ausdruck und
  !
P eine IO-Sequenz.3.5 Kontextuelle  Aquivalenz 43
 Die no-Reduktionsfolge von t entlang
  !
P ist die l angste no-Reduktionsfolge Q
von t, mit der Eigenschaft, dass IOS(Q) ein Prex von
  !
P ist.
 Wir bezeichnen
  !
P als g ultig f ur t, wenn die no-Reduktionsfolge von t entlang
  !
P mit einer WHNF endet oder die no-Reduktionsfolge von t entlang
  !
P die
IO-Sequenz
  !
P hat.
 Wir schreiben t#(
  !
P ) f ur eine endliche IO-Sequenz
  !
P , gdw. es eine no-
Reduktionsfolge von t entlang
  !
P gibt, die mit einer WHNF endet.
 Wir schreiben t+(
  !
P ) f ur eine endliche IO-Sequenz
  !
P , gdw. mindestens eine
der folgenden Bedingungen gilt:
1.
  !
P ist nicht g ultig f ur t.
2.
  !
P ist g ultig f ur t und es gibt eine no-Reduktionsfolge von t zu einer
WHNF, deren IO-Sequenz ein Prex von
  !
P ist.
3.
  !
P ist g ultig f ur t und es gibt eine no-Reduktionsfolge Q von t mit t
Q
  ! t0,
IOS(Q) =
  !
P und es gibt eine IO-Multimenge P 0 mit t0+(P 0).
 Wir bezeichnen t als fehlerfrei, gdw. 8
  !
P : t+(
  !
P ), ansonsten sagen wir t hat
einen Fehler und schreiben dies als t*.
3.5.3 Kontextuelle  Aquivalenz
Denition 3.25. (Kontextuelle Pr aordnung und  Aquivalenz)
Die kontextuelle Pr aordnung c auf Termen s, t ist folgende bin are Relation:
s c t gdw. 8C[] :
 
(8P : C[s]+(P) =) C[t]+(P)) ^ (C[t]* =) C[s]*)

Die kontextuelle  Aquivalenz c auf Termen s, t ist die bin are Relation mit
s c t gdw. s c t ^ t c s
Die zweite Bedingung 8C[] : C[t]* =) C[s]* aus der Denition f ur die kontextuelle
Pr aordnung kann auch als 8C[] : (8
  !
P : C[s]+(
  !
P )) =) (8
  !
P : C[t]+(
  !
P )) formuliert
werden.
Denition 3.26. Eine Pr akongruenz ist eine Pr aordnung  auf Ausdr ucken, mit
der Eigenschaft s  t =) C[s]  C[t] f ur alle Kontexte C.
Eine Kongruenz ist eine Pr akongruenz, die zus atzlich eine  Aquivalenzrelation ist.44 Kapitel 3 Der FUNDIO-Kalk ul
Lemma 3.27. Die Relationen c und c besitzen folgende Eigenschaften:
 c ist eine Pr akongruenz.
 c ist eine Kongruenz.
Beweis. Siehe [Sch03a, Proposition 6.6]
3.5.4 Kontextlemma
Im Folgenden geben wir das so genannte Kontextlemma aus [Sch03a] wieder. Es
besagt, dass es gen ugt, Reduktionskontexte zu betrachten, um eine c-Beziehung
zwischen zwei Ausdr ucken nachzuweisen.
Lemma 3.28. (Kontextlemma)
Seien s und t Terme. Wenn f ur alle Reduktionskontexte R und alle IO-Multimengen
P gilt, dass (R[s]+(P) =) R[t]+(P)) und f ur alle Reduktionskontexte R gilt, dass
(8
  !
P : R[s]+(
  !
P )) =) (8
  !
P : R[t]+(
  !
P )), dann gilt s c t.
Beweis. Siehe [Sch03a, Lemma 7.3].
Des Weiteren geben wir noch ein weiteres Kriterium an, dass wir benutzen, um
kontextuelle  Aquivalenz nachzuweisen.
Lemma 3.29. Seien s und t Terme. Eine hinreichende Bedingung f ur s c t ist:
8R;
  !
P :

R[s]#(
  !
P ) , R[t]#(
  !
P )

^
  !
P ist g ultig f ur R[s] ,
  !
P ist g ultig f ur R[t]

Beweis. Siehe [Sch03a, Lemma 7.4]
3.6 Programmtransformationen
Denition 3.30. (Korrekte Programmtransformation)
Eine Programmtransformation ist eine bin are Relation zwischen Ausdr ucken.
Eine Programmtransformation T ist korrekt, wenn f ur zwei beliebige Ausdr ucke
s1;s2 2 LFUNDIO gilt: Aus s1 T s2 folgt s1 c s2.3.6 Programmtransformationen 45
3.6.1 Programmtransformationen des FUNDIO-Kalk uls
Im folgenden Satz halten wir kurz fest, welche der Reduktionsregeln korrekte Pro-
grammtransformationen sind.
Satz 3.31. Die Reduktionsregeln (lbeta), (lapp), (llet), (lapp), (lcase), (IOlet), (cp),
(case) sind korrekte Programmtransformationen.
Die Reduktionsregeln (IOr-c), (IOr-in), (IOr-e) sind keine korrekten Programmtrans-
formationen, wenn jCj  2.
Beweis. Siehe [Sch03a, Theorem 16.1] und [Sch03a, Proposition 16.2]
Weitere Programmtransformationen aus [Sch03a] sind in Abbildung 3.4 deniert.
Wir fassen die einzelnen Transformationen wie folgt zusammen:
 Mit (gc) bezeichnen wir die Vereinigung der Regeln (gc-1) und (gc-2).
 Mit (cpx) bezeichnen wir die Vereinigung der Regeln (cpx-in) und (cpx-e).
 Mit (cpcx) bezeichnen wir die Vereinigung der Regeln (cpcx-in) und (cpcx-e).
 Mit (ucp) bezeichnen wir die Vereinigung der Regeln (ucp-1) und (ucp-2).
In [Sch03a, Proposition 12.5, 13.4, 14.6, 17.5, 18.1, 18.2 und Lemma 14.2] wurde
bewiesen:
Satz 3.32. (gc), (cpx), (cpcx), (llift), (ucp), (xch) und (betavar) sind korrekte Pro-
grammtransformationen.
Im Folgenden halten wir noch ein weiteres Resultat aus [Sch03a] fest, dass wir sp ater
verwenden m ochten.
Satz 3.33. Sei ? ein (geschlossener) nichtterminierender Ausdruck in LFUNDIO,
d.h. ?*. Dann gilt f ur jeden Reduktionskontext R[?] c ?.
Beweis. Siehe [Sch03a, Corollary 20.17].
Denition 3.34. Wir denieren wie in [Sch03a, Abschnitt 10] die Reduktion (lll)
als die Vereinigung der Reduktionen (llet), (lapp), (lcase) und (IOlet).46 Kapitel 3 Der FUNDIO-Kalk ul
Garbage Collection
(gc-1) (letrec x1 = s1;:::;xn = sn;Env in t)  ! (letrec Env in t)
wenn f ur alle i : xi kommt weder in Env noch in t vor.
(gc-2) (letrec fg in t)  ! t
Kopieren von Variablen
(cpx-in) (letrec x = y;Env in C[x])  ! (letrec x = y;Env in C[y])
wobei y eine Variable und x 6= y.
(cpx-e) (letrec x = y;z = C[x];Env in t)
 ! (letrec x = y;z = C[y];Env in t)
wobei y eine Variable und x 6= y.
Kopieren von Konstruktoren
(cpcx-in) (letrec x1 = c t1 :::tm;Env in C[x])
 ! (letrec x1 = c y1 :::ym;
y1 = t1;:::;ym = tm;Env in C[c y1 :::ym])
(cpcx-e) (letrec x1 = c t1 :::tm;z = C[x];Env in t)
 ! (letrec x1 = c y1 :::ym;
y1 = t1;:::;ym = tm;z = C[c y1 :::ym];Env in t)
Lambda-Lifting
(llift) C[s[z]]  ! C[(x: s[x]) z] , wobei z eine Variable ist
Unique-Copy
(ucp-1) (letrec x = s;Env in S[x])  ! (letrec Env in S[s])
wenn x nur einmal in Env;S[x] und nicht in s vorkommt.
(ucp-2) (letrec x = s;Env;y = S[x] in t)
 ! (letrec Env;y = S[s] in t)
wenn x nur einmal in Env;S[x];t und nicht in s vorkommt.
Andere Transformationen
(xch) (letrec x = t;y = x;Env in r)  ! (letrec y = t;x = y;Env in r)
(betavar) C[(x: s) y]  ! C[s[y=x]] , wenn y eine Variable ist.
Abbildung 3.4: Weitere Programmtransformationen aus [Sch03a]3.7 Vertauschungs- und Gabeldiagramme 47
3.7 Vertauschungs- und Gabeldiagramme
Wir m ochten im Folgenden weitere Programmtransformationen denieren und als
korrekt beweisen, damit wir diese in sp ateren Kapiteln benutzen k onnen.
Um die Korrektheit von Programmtransformationen zeigen k onnen, ben otigen wir
das Hilfsmittel der Vertauschungs- und Gabeldiagramme, wie sie auch in [Sch03a]
benutzt werden. Aufgrund dessen denieren wir diese nun.
Denition 3.35. (interne Reduktion) Eine interne Reduktion ist jede Reduktion,
die keine Normalordnungsreduktion ist. Wir bezeichnen eine solche Reduktion mit
i   ! oder auch mit
iC   !.
Eine Reduktion ist R-intern, wenn sie in einem Reduktionskontext stattndet { also
der Redex in einem Reduktionskontext ist {, aber keine Normalordnungsreduktion ist.
Wir bezeichnen eine solche Reduktion mit
iR   !.
Eine Reduktion ist S-intern, wenn sie in einem Ober
 achenkontext stattndet, aber
keine Normalordnungsreduktion ist. Wir bezeichnen eine solche Reduktion mit
iS   !.
Denition 3.36. (Transformationsdiagramm f ur eine Reduktionsfolge)
Ein Transformationsdiagramm f ur eine Reduktionsfolge ist eine Regel der Form:
K1;red1;P1
              ! :
K2;red2;P2
              ! :::
Kk;redk;Pk               !  
Kk+1;redk+1;Pk+1
                          ! :
Kk+2;redk+2;Pk+2
                          ! :::
Kl;redl;Pl             !
wobei f ur 1  i  l das Symbol
Ki;redi;Pi
              ! eine Reduktion darstellt, die durch vier
Eigenschaften zu spezizieren ist:
 Die Richtung der Reduktion, d.h. anstelle von     ! muss entweder     ! oder
      stehen.
 Ki muss einer der Werte iC;iR;iS oder n sein, je nachdem, ob die Re-
duktion eine interne Reduktion (in einem Kontext, Reduktions- oder Ober-

 achenkontext) oder eine Normalordnungsreduktion ist.
 redi gibt den Namen der Reduktion an. Dieser Name kann jedoch auch eine
Variable sein, wenn an dieser Stelle jede Reduktion des FUNDIO-Kalk uls, oder
eine Reduktion aus einer gesondert zu spezizierenden Menge von Reduktionen
stehen kann.
 Pi gibt das IO-Paar der Reduktion an, falls diese ein solches Paar besitzt. Auch
hier ist eine Variable zul assig.
 Optional kann statt einer Reduktion auch die transitive (bzw. transitiv-
re
exive) H ulle einer Reduktion stehen.48 Kapitel 3 Der FUNDIO-Kalk ul
Werden identische Variablen f ur redi (bzw. Pi) f ur verschiedene Reduktionen benutzt,
so bedeutet dies, dass die gleiche Reduktion (bzw. das gleiche IO-Paar) an allen
Stellen mit identischen Variablen benutzt werden muss.
Obiges Transformationsdiagramm ist auf eine Reduktionsfolge
s
K1;red1;P1
              ! x1
K2;red2;P2
              ! x2 :::xk 1
Kk;redk;Kk                 ! t
anwendbar, wenn gilt:
9y1 :::yl 1 : s
Kk+1;redk+1;Pk+1
                          ! y1
Kk+2;redk+2;Pk+2
                          ! y2 :::yl 1
Kl;redl;Kl               ! t
Denition 3.37. (Vertauschungs- und Gabeldiagramme)
Ein Vertauschungsdiagramm f ur die Reduktion
iX;red
      !, mit iX 2 fiC;iR;iSg ist ein
Transformationsdiagramm der Form:
iX;red;P0           ! :
n;a1;P1         ! :::
n;ak;Pk         !  
n;b1;P 0
1         ! :::
n;bm;P 0
m           ! :
iX;red1;P 00
1             ! :::
iX;redh;P 00
h             !
wobei k  0;m  1.
Ein Gabeldiagramm f ur die Reduktion
iX;red
      !, mit iX 2 fiC;iR;iSg ist ein Trans-
formationsdiagramm der Form:
n;a1;P0           :::
n;ak;Pk           :
iX;red;P0           !  
iX;red1;P 0
1             ! :::
iX;redh;P 0
h             ! :
n;b1;P 00
1           :::
n;bm;P 00
m            
wobei k  0;m  1.
Abbildung 3.5 zeigt Darstellungen f ur die beiden Diagrammtypen. Dabei sind die
Terme t1;:::;tl die Terme einer bestehenden Reduktionsfolge, deren Pfeile durchge-
hend gezeichnet sind. Gestrichelte Pfeile stehen f ur die existenz-quantizierten Re-
duktionen eines Transformationsdiagrammes auf Reduktionsfolgen, durch das Sym-
bol  sind die entsprechenden existenz-quantizierten Terme dargestellt. Die Dar-
stellungen zeigen die Anwendung eines Vertauschungsdiagramms auf einen Prex
und die Anwendung eines Gabeldiagramms auf einen Sux einer jeweils gegebenen
Reduktionsfolge.
Denition 3.38. (Vollst andige S atze von Vertauschungs- und Gabeldiagrammen)
Ein vollst andiger Satz von Vertauschungsdiagrammen f ur die Reduktion
iX;red
      ! ist
eine Menge von Vertauschungsdiagrammen f ur die Reduktion
iX;red
      !, so dass f ur jede
Reduktionsfolge t1
iX;red
      ! t2
n   ! :::
n   ! tl, wobei tl eine WHNF ist, mindestens eines
der Diagramme auf einen Prex der Reduktionsfolge anwendbar ist. F ur den Fall
l = 2 muss nur dann ein Diagramm enthalten sein, wenn t1 keine WHNF ist.
Ein vollst andiger Satz von Gabeldiagrammen f ur die Reduktion
iX;red
      ! ist eine Menge
von Gabeldiagrammen f ur die Reduktion
iX;red
      !, so dass f ur jede Reduktionsfolge3.7 Vertauschungs- und Gabeldiagramme 49
1￿ 1￿,￿ ,￿ P￿ a￿ n￿
1￿ 1￿,￿ ,￿ -
 -
 k￿ k￿ P￿ a￿ n￿
1￿ +
 k￿ t￿
k￿ k￿ P￿ a￿ n￿ ,￿ ,￿
3￿ t￿
2￿ t￿
0￿ ,￿ ,￿ P￿ red￿ iX￿ '￿ ,￿ ,￿ 1￿ 1￿ P￿ b￿ n￿ 1￿ t￿
'￿ ,￿ ,￿ 2￿ 2￿ P￿ b￿ n￿
'￿ ,￿ ,￿ m￿ m￿ P￿ b￿ n￿
'￿ '￿ ,￿ ,￿ 1￿ 1￿ P￿ red￿ iX￿
'￿ '￿ ,￿ ,￿ h￿ h￿ P￿ red￿ iX￿
2￿ +
 k￿ t￿
n￿
n￿
l￿ t￿
1￿ t￿
'￿ '￿ ,￿ ,￿ 1￿ 1￿ P￿ b￿ n￿
'￿ '￿ ,￿ ,￿ m￿ m￿ P￿ b￿ n￿
2￿ +
 k￿ t￿
2￿ t￿
l￿ t￿
n￿
n￿
1￿ 1￿,￿ ,￿ P￿ a￿ n￿
k￿ k￿ P￿ a￿ n￿ ,￿ ,￿
0￿ ,￿ ,￿ P￿ red￿ iX￿
'￿ ,￿ ,￿ 1￿ 1￿ P￿ red￿ iX￿ '￿ ,￿ ,￿ h￿ h￿ P￿ red￿ iX￿
¬ ­
Abbildung 3.5: Darstellung des Vertauschungs- (¬) und Gabeldiagramms (­).
tl
n     :::t3
n     t2
iX;red
      ! t1, wobei tl eine WHNF ist, mindestens eines der Diagramme
auf einen Sux der Reduktionsfolge anwendbar ist. F ur den Fall l = 2 muss nur
dann ein Diagramm enthalten sein, wenn tl keine WHNF ist.
Wir geben noch ein Lemma aus [Sch03a] an, dass wir sp ater verwenden werden:
Lemma 3.39. Es gilt:
1. R [(letrec Env in t)]
n;(lll)

        ! (letrec Env in R [t]).
2. Wenn R = [(letrec x1 = R
 
1 [];:::;xj = Rj 1[xj 1];Env1 in R [xj])] ein Reduktions-
kontext ist, dann gilt:
(letrec x1 = R
 
1 [(letrec Env2 in t)];:::;xj = Rj 1[xj 1];Env1 in R [xj])
n;(lll)

        ! (letrec x1 = R
 
1 [t];:::;xj = Rj 1[xj 1];Env1;Env2 in R [xj])
3. (letrec Env1 in R [(letrec Env2 in t)])
n;(lll)

        ! (letrec Env1;Env2 in R [t])
Beweis. Siehe [Sch03a, Lemma 10.2].50 Kapitel 3 Der FUNDIO-Kalk ul
3.8 Transformationen auf case-Ausdr ucken
Wir denieren nun einige neue Programmtransformationen, die allesamt spezielle
Umformungen von case-Ausdr ucken darstellen.
Denition 3.40. In Abbildung 3.6 werden die Transformationen (capp), (ccpcx),
(ccase), (ccase-in), (lcshift) und (crpl) deniert.
Mit der Regel (capp) k onnen Anwendungen auf case-Ausdr ucke nach innen verscho-
ben werden. Die Regel ist analog zur (lapp)-Reduktion, die Anwendungsverschiebung
f ur letrec-Ausdr ucke durchf uhrt.
Die (ccpcx)-Transformation erlaubt das Kopieren eines Patterns in die rechte Seite
einer case-Alternativen, wenn das erste Argument des case-Ausdrucks eine Variable
ist.
Mit der (lcshift)-Regel k onnen  auere Bindungen in case-Alternativen verschoben
werden, wobei der Ausdruck eine spezielle Form besitzen muss. Die Regel wird vor
allem f ur den Beweis der (ccase-in)-Transformation ben otigt.
Die Transformation (ccase) kann auf ineinander verschachtelte case-Ausdr ucke an-
gewendet werden und stellt die Reihenfolge der case-Ausdr ucke gewissermaen um.
Die (ccase-in)-Regel ist eine erweiterte Variante der (ccase)-Regel, die wir sp ater
aufgrund dessen ben otigen, dass verschachtelte case-Ausdr ucke in der Kernsprache
des GHC zu Ausdr ucken in LFUNDIO  ubersetzt werden, deren Form dem Ausdruck
auf der linken Seite der (ccase-in)-Transformation entspricht.
Die (crpl)-Regel erlaubt es, rechte Seiten von case-Alternativen durch beliebige Aus-
dr ucke zu ersetzen, wenn sichergestellt ist, dass diese Alternativen durch die Aus-
wertung nicht erreicht werden.
In den folgenden Abschnitten beweisen wir die Korrektheit der soeben denierten
Programmtransformationen.
3.8.1 Korrektheit von (capp)
Lemma 3.41. Wenn s
iR;capp
        ! t, dann gilt: s ist in WHNF gdw. t ist in WHNF.
Beweis. Nehmen wir an, dass s in WHNF ist. Zus atzlich gelte s
iR;capp
        ! t. Dies ist
jedoch nicht m oglich, da eine WHNF keine Applikation in einem Reduktionskontext
besitzt.
Nehmen wir nun an, dass t in WHNF ist. Zus atzliche gelte t
iR;capp
          s, aber auch dies
ist nicht m oglich, da eine WHNF keinen case-Ausdruck in einem Reduktionskontext
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(capp) ((case s (p1 ! t1) ::: (pN ! tN)) t)
 ! (case s (p1 ! (t1 t)) ::: (pN ! (tN t)))
(ccpcx) (case x (p1 ! t1):::((ci y1 :::yar(ci)) ! C[x]):::(pN ! tN))
 ! (case x
(p1 ! t1):::
((ci y1 :::yar(ci)) ! C[(ci y1 :::yar(ci))]):::
(pN ! tN))
wobei x eine Variable ist und 1  i < N.
(lcshift) (letrec y = s;Env in R [(case y (p1 ! t1):::(pN ! tN))])
 ! (letrec Env in R [(case s
(p1 ! (letrec y = p1 in t1))
:::
(pN ! (letrec y = pN in tN)))])
wenn y nicht frei in s, Env und R  vorkommt.
(ccase) (case (case s (p1 ! t1) ::: (pN ! tN)) Alts)
 ! (case s (p1 ! (case t1 Alts)) ::: (pN ! (case tN Alts)))
(ccase-in) (letrec y = (case s (p1 ! t1):::(pN ! tN)) in (case y Alts))
 ! (case s
(p1 ! (letrec y = t1 in (case y Alts)))
:::
(pN ! (letrec y = tN in (case y Alts))))
wenn y nicht frei in (case s (p1 ! t1):::(pN ! tN))vorkommt.
(crpl) (case s (p1 ! t1):::((ci y1 :::yar(ci)) ! ti):::(pN ! tN))
 ! (case s (p1 ! t1):::((ci y1 :::yar(ci)) ! q):::(pN ! tN))
kann in einem Kontext C angewendet werden, wenn die-
ser Kontext die freien Variablen FV(s) nicht derart bin-
det, so dass s bez uglich C zu einer Konstruktoranwendung
(ci a1 :::an) auswerten kann. Dabei ist 1  i < N und q ein
beliebiger geschlossener Ausdruck.
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Lemma 3.42. Ein vollst andiger Satz von Vertauschungsdiagrammen f ur
iR;capp
        ! ist:
iR;capp
        ! :
n;a;P
      !  
n;a;P
      ! :
iR;capp
        !
iR;capp
        ! :
n;(lll)+
        !  
n;(lll)+
        ! :
iR;capp
        !
iR;capp
        ! :
n;case
      !  
n;case
      ! :
n;lll
    !
Beweis. Da die Transformation (capp) keine Reduktionsregel des FUNDIO-Kalk uls
ist, ist jede Anwendung von (capp) in einem Reduktionskontext intern.
Sei s = R[s0] = R[((case s0 (p1 ! t1):::(pN ! tN)) t0)] und t = R[t0] =
R[(case s0 (p1 ! (t1 t0)):::(pN ! (tN t0)))], d.h. s
iR;capp
        ! t. Lemma 3.41 zeigt,
dass es nicht m oglich ist, dass s keine WHNF, aber t eine WHNF ist.
Aufgrund dessen gen ugt es zu zeigen, dass f ur jede Reduktionsfolge s
iR;capp
        ! t
n;a;P
      ! r
ein anwendbares Diagramm im Satz enthalten ist, oder die Reduktionsfolge mittels
Normalordnungsreduktionen derart verl angert werden kann, so dass ein Diagramm
anwendbar ist.
Wir unterscheiden nun danach, welche Normalordnungsreduktion auf t folgt.
I. Auf t folgt eine (n;a;P)-Reduktion mit a 2 fIOlet;lapp;IOr-c;lbetag.
Betrachten wir die entsprechenden F alle 1.a), 1.b), 3.a) und 4.b) aus Deni-
tion 3.14, so zeigt sich, dass der maximale Reduktionskontext von t die Form
R0[R
 
A[]] hat, wobei R
 
A[tA] der Normalordnungsredex sowie tA ein letrec-
Ausdruck, eine Konstante oder eine Abstraktion und R
 
A ein schwacher Re-
duktionskontext der Form (IO []) oder ([] sA) ist.
Da t = R[t0] und t = R0[R
 
A[tA]] gibt es folgende M oglichkeiten f ur t:
i) t = R[(case R
 
B[R
 
A[tA]] (p1 ! (t1 t0)):::)]
ii) t = (letrec x1 = R
 
B[R
 
A[tA]];x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
mit R
 
i [xi 1] = R
 
i0[(case R
 
D[xi 1] (p1 ! (t1 t0)):::)] = R
 
i0[t
0]
f ur 2  i  j + 1
Die (n;a;P)-Reduktion f uhrt zu einem Ausdruck r, der sich von t darin unter-
scheidet, dass der Unterausdruck R
 
A[tA] durch einen anderen Ausdruck ersetzt
wurde.
Betrachtet man f ur die F alle i) und ii) den zugeh origen Ausdruck s, so zeigt
sich, dass der Normalordnungsredex von s ebenfalls R
 
A[tA] ist und die gleiche
(n;a;P)-Reduktion auch auf s anwendbar ist. Sei somit s
n;a;P
      ! r0. Die Aus-
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werden. Das bedeutet, dass die Reduktionsfolge s
iR;capp
        ! t
n;a;P
      ! r durch die
Folge s
n;a;P
      ! r0 iR;capp
        ! r ersetzt werden kann.
Wir zeigen dies exemplarisch an einer (n,IO-let)-Reduktion in Fall i).
R[((case RA[(IO (letrec Env in s00))] (p1 ! t1):::) t0)] (= s)
iR;capp
          ! R[(case RA[(IO (letrec Env in s00))] (p1 ! (t1 t0)):::)] (= t)
n;IOlet
          ! R[(case RA[(letrec Env in (IO s
00))] (p1 ! (t1 t0)):::)] (= r)
R[((case RA[(IO (letrec Env in s
00))] (p1 ! t1):::) t0)] (= s)
n;IOlet
          ! R[((case RA[(letrec Env in (IO s00))] (p1 ! t1):::) t0)] (= r0)
iR;capp
          ! R[(case RA[(letrec Env in (IO s
00))] (p1 ! (t1 t0)):::)] (= r)
II. Auf t folgt eine (n;a;P)-Reduktion mit a 2 fIOr-in;cp-ing.
Die zugeh origen F alle 3.b) und 4.c) aus Denition 3.14 zeigen, dass t die Form
(letrec x1 = tA;x2 = x1;:::;xj = xj 1;Env in R
 
A[xj]) hat, wobei der
Normalordnungsredex t, tA eine Konstante oder eine Abstraktion und R
 
A ein
schwacher Reduktionskontext ist.
Da t = R[t0] gilt, hat t folgende Form, die auch das Aussehen von s speziziert:
t = (letrec x1 = tA;x2 = x1;:::;xj = xj 1;Env
in R
 
B[(case R
 
C[xj] (p1 ! (t1 t0)):::)])
s = (letrec x1 = tA;x2 = x1;:::;xj = xj 1;Env
in R
 
B[((case R
 
C[xj] (p1 ! t1):::) t0)])
Sei s
iR;capp
        ! t
n;a;P
      ! r, dann unterscheidet sich r nun darin von t, dass der
Unterausdruck R
 
C[xj] durch einen Ausdruck tc ersetzt wurde.
Wie die Form von s zeigt, ist auf s dieselbe (n;a;P)-Reduktion anwendbar und
R
 
C[xj] wird durch den selben Ausdruck tc ersetzt.
Insgesamt bedeutet dies, dass die Reduktionsfolge s
iR;capp
        ! t
n;a;P
      ! r durch die
Reduktionsfolge s
n;a;P
      ! r0 iR;capp
        ! r ersetzt werden kann.
III. Auf t folgt eine (n;a;P)-Reduktion mit a 2 fIOr-e;cp-eg.
Betrachten wir die zugeh origen F alle 3.c), 4.d) und 4.e) aus Denition 3.14,
so zeigt sich, dass t die Form (letrec x1 = tA;x2 = x1;:::;xm = xm 1;y1 =
R
 
A[R
 
B[xj]];Env in t00) hat, wobei y1 in einem Reduktionskontext ist.
Die Bedingung f ur y1 k onnen wir auch ausdr ucken, indem wir die Form von
t weiter spezizieren: t = (letrec x1 = tA;x2 = x1;:::;xm = xm 1;y1 =
R
 
A[R
 
B[xj]];y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1];Env in R
 
C[yj]). Zus atzlich ist t
der Normalordnungsredex, tA eine Konstante oder eine Abstraktion und R
 
B
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Da t = R[t0], gibt es folgende M oglichkeiten f ur t0:
i) t = (letrec x1 = tA;x2 = x1;:::;xm = xm 1;
y1 = R
 
D[(case R
 
E[R
 
A[xm]] (p1 ! (t1 t0)):::)];:::
in R
 
C[yj])
ii) t = (letrec x1 = tA;x2 = x1;:::;xm = xm 1;
y1 = R
 
B[(case xm (p1 ! (t1 t0)):::)];:::
in R
 
C[yj])
iii) t = (letrec x1 = tA;x2 = x1;:::;xm = xm 1;
y1 = R
 
B[R
 
A[xm]];y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
j+1[yj])
mit yi = R
 
i0[t
0] = R
 
i0[(case R
 
E[yi 1] (p1 ! (t1 t0)):::)] f ur 2  i  j + 1
Wird nun die (n;a;P)-Reduktion auf t angewendet, so erhalten wir einen Aus-
druck r, der sich nur dadurch von t unterscheidet, dass der Term R
 
A[xj], bzw.
f ur Fall ii) nur die Variable xm, durch einen Term tc ersetzt wurde. Wiederum
zeigt sich, dass dasselbe f ur s gilt und die Reduktionsfolge s
iR;capp
        ! t
n;a;P
      ! r
durch die Folge s
n;a;P
      ! r0 iR;capp
        ! r ersetzt werden kann.
Wir veranschaulichen dies anhand einer (n,IOr-e)-Reduktion in Fall i).
(letrec x1 = c;x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
D[((case R
 
E[(IO xm)] (p1 ! t1):::) t0)];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
C[yj])
iR;capp
          ! (letrec x1 = c;x2 = x1;:::;xm = xm 1; (= t)
y1 = R
 
D[(case R
 
E[(IO xm)] (p1 ! (t1 t0)):::)];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
C[yj])
n;IOr e;(c;d)
                  ! (letrec x1 = c;x2 = x1;:::;xm = xm 1; (= r)
y1 = R
 
D[(case R
 
E[d] (p1 ! (t1 t0)):::)];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
C[yj])
(letrec x1 = c;x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
D[((case R
 
E[(IO xm)] (p1 ! t1):::) t0)];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
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n;IOr e;(c;d)
                  ! (letrec x1 = c;x2 = x1;:::;xm = xm 1; (= r0)
y1 = R
 
D[((case R
 
E[d] (p1 ! t1):::) t0)];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
C[yj])
iR;capp
          ! (letrec x1 = c;x2 = x1;:::;xm = xm 1; (= r)
y1 = R
 
D[(case R
 
E[d] (p1 ! t1 (t0)):::)];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
C[yj])
IV. Auf t folgt eine (n,llet)-Reduktion.
Die Reduktion kann keine (llet-in)-Reduktion sein, denn in diesem Fall, d.h. Fall
1.d) aus Denition 3.14, h atte t die Form (letrec Env in (letrec Env0 in t00)).
Dies ist jedoch nicht m oglich, denn der case-Ausdruck t0 kann dann nicht in
einem Reduktionskontext stehen, d.h. t 6= R[t0].
Betrachten wir nun den Fall einer (n,llet-e)-Reduktion, d.h. Fall 1.e) aus De-
nition 3.14. Dann hat t die Form t = (letrec x = (letrec Env0 in tA);x2 =
R
 
2 [x];:::;xj = R
 
j [xj 1];Env in R
 
0 [xj]). Die (n;llet-e)-Reduktion f uhrt
dann zu einem Ausdruck r = (letrec x = tA;x2 = R
 
2 [x];:::;xj =
R
 
j [xj 1];Env;Env0 in R
 
0 [xj])). Die Reduktionskontexte, in denen der Aus-
druck t0 in t stehen kann, sind die gleichen an denen s0 im Ausdruck s stehen
kann.
Wiederum ist die Reduktionsfolge s
iR;capp
        ! t
n;llet
      ! r durch die Folge s
n;llet
      !
r0 iR;capp
        ! r austauschbar.
V. Auf t folgt eine (n,lcase)-Reduktion.
Dann hat t die Form R0[tA] mit tA = (case (letrec Env0 in tB) Alts). Nun
ist zu unterscheiden, an welcher Position t0 in t steht, wobei jedoch t = R[t0]
gelten muss. Die F alle mit t0 6= tA sind den F allen aus I. sehr  ahnlich und
es zeigt sich, dass stets das erste Diagramm anwendbar ist. Es bleibt also
der Fall t0 = tA. Hierbei kann nun nach der Struktur von R0 folgendermaen
unterschieden werden:
i) R0 ist ein schwacher Reduktionskontext R
 
A, d.h. t = R
 
A[t0]
ii) R0 = (letrec Env in R
 
A[]).
iii) R0 = (letrec x1 = R
 
1 [];x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env in R
 
A[xj]).
In allen drei F allen ist das zweite Diagramm anwendbar, wobei Lemma
3.39 zeigt, dass die Normalordnungsreduktion dazu f uhrt, dass der letrec-
Ausdruck innerhalb von t0 bzw. s0 eliminiert wird und damit die (capp)-
Transformation auch dann in einem Reduktionskontext anwendbar ist, wenn
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an einem Beispiel f ur den dritten Fall:
(letrec x1 = R
 
1 [((case (letrec Env0 in tB) (p1 ! t1):::) t0)]; (= s)
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
A[xj])
iR;capp
          ! (letrec x1 = R
 
1 [(case (letrec Env0 in tB) (p1 ! (t1 t0)):::)]; (= t)
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
A[xj])
n;lcase
        ! (letrec x1 = R
 
1 [(letrec Env
0 in (case tB (p1 ! (t1 t0)):::))];
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
A[xj])
n;(lll)

        ! (letrec x1 = R
 
1 [(case tB (p1 ! (t1 t0)):::)];
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env;Env0
in R
 
A[xj])
(letrec x1 = R
 
1 [((case (letrec Env0 in tB) (p1 ! t1):::) t0)]; (= s)
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
A[xj])
n;lcase
        ! (letrec x1 = R
 
1 [((letrec Env0 in (case tB (p1 ! t1):::)) t0)];
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
A[xj])
n;(lll)

        ! (letrec x1 = R
 
1 [((case tB (p1 ! t1):::) t0)];
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env;Env
0
in R
 
A[xj])
iR;capp
          ! (letrec x1 = R
 
1 [(case tB (p1 ! (t1 t0)):::)];
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env;Env0
in R
 
A[xj])
VI. Auf t folgt eine (n,case)-Reduktion.
Betrachten wir die F alle 2.a), 2.b), 2.c) und 4.1) aus Denition 3.14, so kann t
je nach Art der case-Reduktion folgende Formen haben:
 Im Falle einer (n,case-c)- oder (n,case-lam)-Reduktion:
t =R0[(case tA Alts)];
wobei tA eine Konstruktoranwendung oder eine Abstraktion ist.
 Im Falle einer (n,case-in)-Reduktion:
t =(letrec x1 = tA;x2 = x1;:::;xm = xm 1;Env in R
 
0 [(case xm Alts)]);
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 Im Falle einer (n,case-e)-Reduktion:
t =(letrec x1 = tA;x2 = x1;:::;xm = xm 1;
y1 = R
 
0 [(case xm Alts)];y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj]);
wobei tA eine Konstruktoranwendung ist.
F ur alle drei F alle kann t0 so positioniert sein, dass das erste Diagramm ange-
wendet werden kann. Dies ist immer dann der Fall, wenn t0 6= (case tA Alts)
bzw. t0 6= (case xm Alts). Diese F alle sind analog zu den F allen aus den Punk-
ten I.,II., und III. und werden deshalb nicht weiter betrachtet.
Sei also t0 = (case tA Alts). Dann wird durch die Anwendung der (n,case)-
Reduktion der Ausdruck t0 durch einen Ausdruck tc ersetzt, und bei der (case-
in)- und (case-e)- Reduktion zus atzlich die letrec-Umgebung ver andert. tc hat
in allen F allen die Form (letrec Env0 in (ti t0)). Wendet man die (n,case)-
Reduktion auf s an, so erh alt man anstelle von tc einen Ausdruck der Form
((letrec Env0 in ti) t0), der mittels einer weiteren (n,lapp)-Reduktion in tc
 uberf uhrt werden kann.
Wir zeigen dies anhand zweier Beispiele:
Eine (n,case-lam)-Reduktion:
letrec Env in R
 
A[((case (v:w) (p1 ! t1):::(lambda ! tN)) t0)] (= s)
iR;capp
          ! letrec Env in R
 
A[(case (v:w) (p1 ! (t1 t0)):::(lambda ! (tN t0)))]
(= t)
n;case lam
                ! letrec Env in R
 
A[(letrec fg in (tN t0))]
letrec Env in R
 
A[((case (v:w) (p1 ! t1):::(lambda ! tN)) t0)] (= s)
n;case lam
                ! letrec Env in R
 
A[((letrec fg in tN) t0)]
n;lapp
        ! letrec Env in R
 
A[(letrec fg in (tN t0))]
Eine (n,case-in)-Reduktion:
(letrec x1 = (ci a1 ::: an);x2 = x1;:::;xm = xm 1;Env
in R
 
0 [((case xm :::((ci z1 :::zn) ! ti):::) t0)]) (= s)
iR;capp
          ! (letrec x1 = (ci a1 ::: an);x2 = x1;:::;xm = xm 1;Env
in R
 
0 [(case xm :::((ci z1 :::zn) ! (ti t0)):::)]) (= t)
n;case
        ! (letrec x1 = (ci y1 ::: yn);y1 = a1;:::;yn = an;x2 = x1;:::;xm = xm 1;Env
in R
 
0 [(letrec z1 = y1;:::;zn = yn in (ti t0))])
(letrec x1 = (ci a1 ::: an);x2 = x1;:::;xm = xm 1;Env
in R
 
0 [((case xm :::((ci z1 :::zn) ! ti):::) t0)]) (= s)58 Kapitel 3 Der FUNDIO-Kalk ul
n;case
        ! (letrec x1 = (ci y1 ::: yn);y1 = a1;:::;yn = an;x2 = x1;:::;xm = xm 1;Env
in R
 
0 [((letrec z1 = y1;:::;zn = yn in ti) t0)])
n;lapp
        ! (letrec x1 = (ci y1 ::: yn);y1 = a1;:::;yn = an;x2 = x1;:::;xm = xm 1;Env
in R
 
0 [(letrec z1 = y1;:::;zn = yn in (ti t0))])
Lemma 3.43. Ein vollst andiger Satz von Gabeldiagrammen f ur
iR;capp
        ! ist:
n;a;P
        :
iR;capp
        !  
iR;capp
        ! :
n;a;P
       
n;(lll)+
          :
iR;capp
        !  
iR;capp
        ! :
n;(lll)+
         
n;lll
      :
n;case
        :
iR;capp
        !  
n;case
       
Beweis. Die Gabeldiagramme k onnen mithilfe der Vertauschungsdiagramme gefun-
den werden.  Uberpr uft man die gleichen F alle wie im Beweis zu Lemma 3.42, so zeigt
sich die Vollst andigkeit des Satzes.
Lemma 3.44. Die Reduktion (capp) kann nur endlich oft angewendet werden.
Beweis. Sei MN0N0 das System der Multimengen  uber (N0  N0) wie es in [Ave95,
Denition 1.3.7] deniert wird.
Wir betrachten das Termma mo : LFUNDIO 7! MN0N0, dass wir wie folgt denieren
mo(t) = f(rch(s);ad(s;C)) j t = C[s] und s = (case s
0 Alts)g
wobei rch : LFUNDIO 7! N0 und ad : (LFUNDIO  C) 7! N0 wie folgt deniert sind:
rch(case s (p1 ! t1):::(pn ! tN)) = 1 + maxfrch(ti) j 1  i  Ng
rch(x:s) = rch(s)
rch((s t)) = rch(s)
rch(ci a1 ::: an) = maxfrch(ai) j 1  i  ng
rch(letrec Env in s) = rch(s)
rch(ci) = 0, falls ci eine Konstante ist.
rch(x) = 0, falls x eine Variable ist.
ad(s;C) =

1 + ad((s t);C0); falls C[] = C0[([] t)]
0; sonst
Informell z ahlt rch die "rechts-case-H ohe\ und ad die Anzahl an Applikationen die
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Sei s
capp
    ! t. Die auf der lexikographischen Ordnung von Paaren aus (N0N0) basie-
rende Multimengenordnung auf dem System MN0N0 ist nach [Ave95, Satz 1.3.11]
wohlfundiert. Deshalb gen ugt es zu zeigen, dass mo(s) echt gr oer als mo(t) bzgl.
dieser Ordnung ist.
Sei S = mo(s) n (mo(s) \ mo(t)) und T = mo(t) n (mo(s) \ mo(t)). Es gen ugt zu
zeigen (siehe [Ave95, Seite 28]):
mo(s) 6= mo(t) und
8(r;a) 2 T 9(r
0;a
0) 2 S : (r
0;a
0) > (r;a)
Sei s = C[(scase t0)] = C[((case s0 (p1 ! t1):::(pN ! tN)) t0)]
dann ist t = C[(case s0 (p1 ! (t1 t0)):::(pN ! (tN t0)))]
S und T enthalten h ochstens Paare f ur den Ausdurck scase und f ur i = 1;:::;N
f ur ti, falls ti = (:::(case t0
i Altsi) a1)::: an), denn andere case-Ausdr ucke sind in
mo(s) \ mo(t) enthalten.
Somit folgt: S enth alt ein Paar (rch(scase);ad(scase;C[[] t0])) := (x;y), x  1, sowie
f ur 1  i  N jeweils ein Paar (x   1;zi), falls ti = (:::(case t0
i Altsi) a1):::azi).
Sei also S = f(x;y);(x   1;z1);(x   1;z2);:::(x   1;zm)g f ur 0  m  N.
Dann ist T = f(x;y   1);(x   1;z1 + 1);(x   1;z2 + 1);:::(x   1;zm + 1)g f ur
0  m  N.
F ur jedes Paar (u;v) 2 T gilt, dass (x;y) > (u;v) und somit folgt, dass eine (capp)-
Reduktion das wohlfundierte Ma mo echt verkleinert und damit folgt die Behaup-
tung.
Satz 3.45. Die Regel (capp) ist eine korrekte Programmtransformation.
Beweis. Seien s0, t0 beliebige Ausdr ucke, aufgrund von Lemma 3.29 gen ugt es zu
zeigen:
Wenn s
0 capp
    ! t
0, dann
8R;
  !
P : R[s
0]#(
  !
P ) , R[t
0]#(
  !
P ) und
8R;
  !
P :
  !
P ist g ultig f ur R[s
0] ,
  !
P ist g ultig f ur R[t
0]
Mit s = R[s0] und t = R[t0] f ur einen beliebigen Reduktionskontext R bedeutet dies,60 Kapitel 3 Der FUNDIO-Kalk ul
s￿ s￿ s￿ s￿ s￿
t￿
iR,capp￿
RED￿
t￿
iR,capp￿
RED￿
n￿+￿ n￿+￿
n￿+￿ iR,capp￿
iR,capp￿
n￿+￿
n￿+￿
iR,capp￿
n￿+￿ iR,capp￿
iR,capp￿
RED'￿
iR,capp￿ t￿ 0￿ t￿ 0￿ t￿ 0￿ t￿ 0￿ t￿ 0￿
s￿ 0￿
Abbildung 3.7: Konstruktion von RED0, wenn s
iR;capp
        ! t
RED       ! t0 mit t0 WHNF
es gen ugt zu zeigen:
Wenn s
iR;capp
        ! t , dann
(1) 8
  !
P : s#(
  !
P ) , t#(
  !
P )
(2) 8
  !
P :
  !
P ist g ultig f ur s ,
  !
P ist g ultig f ur r
Wir zeigen zuerst (1):
Betrachten wir zun achst den Fall, dass t#(
  !
P ). Sei
RED       ! eine Folge von Normalord-
nungsreduktionen, so dass t
RED       ! t0, wobei t0 eine WHNF ist, und IOS(
RED       !)=
  !
P 0,
wobei
  !
P 0 ein Prex von
  !
P ist. Transformiere nun die Reduktionsfolge s
iR;capp
        !
t
RED       ! t0 mithilfe des vollst andigen Satzes an Vertauschungsdiagrammen in eine
Reduktionsfolge s
RED0
      ! s0
(iR;capp)0_1
              ! t0, so dass IOS(
RED0
      !) =
  !
P 0 und
RED0
      ! nur
aus Normalordnungsreduktionen besteht.
Abbildung 3.7 illustriert den Transformationsprozess. Die IO-Sequenz
  !
P 0 bleibt
dabei erhalten, denn keines der Vertauschungsdiagramme entfernt oder f ugt IOr-
Reduktionen hinzu und die Reihenfolge von IOr-Reduktionen wird nicht vertauscht.
F ur die Transformation sind nur endlich viele Schritte notwendig, da pro Reduktion
in
RED       ! h ochstens ein Transformationsschritt notwendig ist. Mithilfe von Lemma
3.41 folgt, dass s0 eine WHNF ist.
Betrachten wir nun den Fall, dass s#(
  !
P ). Sei
RED       ! nun eine Folge von Normalord-
nungsreduktionen, so dass s
RED       ! s0, wobei s0 eine WHNF ist, und IOS(
RED       !) =
  !
P 0,
wobei
  !
P 0 ein Prex von
  !
P ist. Transformiere nun die Reduktionsfolge s0
RED        
s
iR;capp
        ! t mithilfe des vollst andigen Satzes an Gabeldiagrammen in eine Redukti-
onsfolge s0
(iR;capp)0_1
              ! t0
RED0
        t, wobei
RED0
      ! nur aus Normalordnungsreduktionen
besteht und IOS(
RED0
      !) =
  !
P 0.
Abbildung 3.8 illustriert diese Transformation. Wiederum sind nur endlich viele
Transformationsschritte notwendig und mit Lemma 3.41 folgt, dass t0 eine WHNF3.8 Transformationen auf case-Ausdr ucken 61
iR,capp￿
RED￿
n￿+￿
s￿ t￿
iR,capp￿
n￿+￿
t￿
iR,capp￿
iR,capp￿
n￿+￿
n￿+￿
t￿
iR,capp￿
iR,capp￿
n￿+￿
n￿+￿
t￿
iR,capp￿
RED'￿
iR,capp￿
RED￿
s￿ t￿
s￿ 0￿ s￿ 0￿ s￿ 0￿ s￿ 0￿ s￿ 0￿ t￿ 0￿
Abbildung 3.8: Konstruktion von RED0, wenn t
iR;capp
          s
RED       ! s0 mit s0 WHNF
ist.
Nun zeigen wir (2): Nehmen wir zun achst an
  !
P sei g ultig f ur s. Sei RED die no-
Reduktionsfolge von s entlang
  !
P Dann k onnen zwei F alle auftreten:
1. RED endet mit einer WHNF und benutzt dabei die IO-Sequenz
  !
P 0, die ein
Prex von
  !
P ist.
In diesem Fall konstruieren wir, wie oben beschrieben, die Reduktionssequenz
RED0 f ur t, die ebenfalls mit einer WHNF endet und ebenfalls die IO-Sequenz
  !
P 0 benutzt. Somit folgt, dass
  !
P g ultig f ur t ist.
2. RED hat
  !
P als IO-Sequenz, aber endet nicht mit einer WHNF.
Sei nun REDP der k urzeste Prex von RED mit IOS(REDP) =
  !
P .
Aufgrund von Denition 3.21 ist
  !
P endlich und somit ist auch REDP end-
lich. Konstruiere nun mit dem vollst andigen Satz an Gabeldiagrammen be-
ginnend mit der Reduktionsfolge
REDP           s
iR;capp
        ! t die Reduktionsfolge
iR;capp
        ! :
RED0
P           t. Da die Diagramme keine IOr-Reduktionen vertauschen, hin-
zuf ugen oder eliminieren, gilt IOS(RED0
P) =
  !
P und somit ist
  !
P auch g ultig
f ur t.
Die andere Richtung, d.h.
  !
P ist g ultig f ur t =)
  !
P ist g ultig f ur s, kann analog
mithilfe der Vertauschungsdiagramme gezeigt werden.
3.8.2 Korrektheit von (ccpcx)
Lemma 3.46. Wenn s
iR;ccpcx
        ! t, dann gilt: s ist in WHNF gdw. t ist in WHNF.
Beweis. Die Aussage gilt, da eine WHNF keinen case-Ausdruck in einem Redukti-
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Lemma 3.47. Ein vollst andiger Satz von Vertauschungsdiagrammen f ur
iR;ccpcx
        ! ist:
iR;ccpcx
        ! :
n;a;P
      !  
n;a;P
      ! :
iR;ccpcx
        !
iR;ccpcx
        ! :
n;case
      !  
n;case
      !
iR;ccpcx
        ! :
n;cp
    ! :
n;case
      !  
n;cp
    ! :
n;case
      !
iR;ccpcx
        ! :
n;case
      ! :
n;(lll)
        !  
n;case
      ! :
n;(lll)
        ! :
iR;(cpx)
          ! :
iR;cpcx
        ! :
iR;(cpx)
          ! :
iR;(xch)
          ! :
iR;(cpx)
          ! :
iR;(xch)
          ! :
iR;(gc)
        !
Beweis. Jede Anwendung von (ccpcx) in einem Reduktionskontext ist intern.
Sei x eine Variable, s = R[s0] = R[(case x :::(pi ! C[x]):::)] und t = R[t0] =
R[(case x :::(pi ! C[pi]:::))], d.h. s
iR;ccpcx
        ! t. Da es nicht m oglich ist, dass s
keine WHNF und t eine WHNF ist, wie Lemma 3.46 zeigt, gen ugt es zu zeigen,
dass f ur jede Reduktionsfolge s
iR;ccpcx
        ! t
n;a;P
      ! r ein anwendbares Diagramm im
Satz enthalten ist, oder die Reduktionsfolge mittels Normalordnungsreduktionen so
verl angert werden kann, dass ein Diagramm anwendbar ist.
Wir unterscheiden danach, welche Normalordnungsreduktion auf t folgt.
I. Auf t kann keine (n,llet-in)- oder (n,IOr-in,P)-Reduktion folgen.
Dies zeigt sich, wenn man die zugeh origen F alle 1.d) und 3.b) aus Denition
3.14 betrachtet. t m usste die Form (letrec EnvA in (letrec EnvB in tB))
oder (letrec x1 = c;x2 = x1;:::;xm = xm 1;Env in R
 
0 [(IO xm)]) haben.
Dann kann jedoch t = R[t0] nicht gelten.
II. Auf t folgt eine (n;a;P)-Reduktion mit a 2 fIOlet, lapp, lcase, case-c, IOr-c,
case-lam, lbetag.
Die zugeh origen F alle 1.a), 1.b), 1.c), 2.a), 3.a), 4.a) und 4.b) aus Denition
3.14 zeigen, dass t die Form R0[R
 
A[tA]] hat, wobei der Normalordnungsredex
R
 
A[tA], R
 
A von der Form (IO []), ([] tB) oder (case [] Alts) und tA ein letrec-
Ausdruck, eine Konstruktoranwendung, eine Konstante oder eine Abstraktion
ist.
Da t = R[t0], gibt es folgende M oglichkeiten f ur t0:
i) t
0 kann aufgrund der spezischen Formen von R
 
A und tA nicht innerhalb von
R
 
A[tA] liegen.
ii) t = (letrec x1 = R
 
C[R
 
A[tA]];x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
und R
 
i [xi 1] = R
 
i0[(case [xi 1] Alts)] f ur 2  i  j + 1.3.8 Transformationen auf case-Ausdr ucken 63
Sei t
n;a;P
      ! r, dann unterscheidet sich r dadurch von t, dass der Unterausdruck
R
 
A[tA] durch einen Ausdruck tc ersetzt wurde. Dabei wird t0 nicht ver andert.
t deniert auch das Aussehen von s und es zeigt sich, dass die Folge s
iR;ccpcx
        !
t
n;a;P
      ! r durch die Folge s
n;a;P
      ! r0 iR;ccpcx
        ! r ersetzt werden kann.
Wir veranschaulichen dies an einer (n,case-c)-Reduktion:
(letrec x1 = R
 
C[(case (cl a1 :::an):::((cl y1 :::yn) ! tD))]; (= s)
x2 = R
 
2 [x1];:::;xi = R
 
i0[(case [xi 1] :::(pk ! C[xi 1]):::)];:::;
xj = R
 
j [xj 1];Env
in R
 
D[xj])
iR;ccpcx
          ! (letrec x1 = R
 
C[(case (cl a1 :::an):::((cl y1 :::yn) ! tD))]; (= t)
x2 = R
 
2 [x1];:::;xi = R
 
i0[(case [xi 1] :::(pk ! C[pk]):::)];:::;
xj = R
 
j [xj 1];Env
in R
 
D[xj])
n;case c
            ! (letrec x1 = R
 
C[(letrec y1 = a1;:::;yn = an in tD)];x2 = R
 
2 [x1];:::; (= r)
xi = R
 
i0[(case [xi 1] :::(pk ! C[pk]):::)];:::;xj = R
 
j [xj 1];Env
in R
 
D[xj])
(letrec x1 = R
 
C[(case (cl a1 :::an):::((cl y1 :::yn) ! tD))]; (= s)
x2 = R
 
2 [x1];:::;xi = R
 
i0[(case [xi 1] :::(pk ! C[xi 1]):::)];:::;
xj = R
 
j [xj 1];Env
in R
 
D[xj])
n;case c
            ! (letrec x1 = R
 
C[(letrec y1 = a1;:::;yn = an in tD)];x2 = R
 
2 [x1];:::; (= r0)
xi = R
 
i0[(case [xi 1] :::(pk ! C[xi 1]):::)];:::;xj = R
 
j [xj 1];Env
in R
 
D[xj])
iR;ccpcx
          ! (letrec x1 = R
 
C[(letrec y1 = a1;:::;yn = an in tD)];x2 = R
 
2 [x1];:::; (= r)
xi = R
 
i0[(case [xi 1] :::(pk ! C[pk]):::)];:::;xj = R
 
j [xj 1];Env
in R
 
D[xj])
III. Auf t folgt eine (n;llet-e)-Reduktion.
Fall 1.e) aus Denition 3.14 zeigt, dass t die Form (letrec x1 =
(letrec EnvA in tA);x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env in R
 
j+1[xj])
hat. Da t = R[t0], muss gelten R
 
i [xi] = R
 
i0[t0] = R
 
i0[(case xi Alts)] f ur
2  i  j + 1.
Die zugeh orige Form von s zeigt, dass die Reduktionsfolge s
iR;ccpcx
        ! t
n;llet e
        ! r
durch die Folge s
n;llet e
        ! r0 iR;ccpcx
        ! r ausgetauscht werden kann.
IV. Auf t folgt eine (n;IOr-e;P)- oder eine (n;cp-e)-Reduktion, die eine Abstraktion
in eine Applikation kopiert.
Die zugeh origen F alle 3.c) und 4.d) aus Denition 3.14 zeigen, dass t die64 Kapitel 3 Der FUNDIO-Kalk ul
Form (letrec x1 = tA;x2 = x1;:::;xm = xm 1;y1 = R
 
1 [R
 
A[xm]];y2 =
R
 
2 [y1];:::;yj = R
 
j [yj 1];Env in R
 
j+1[yj]) hat, wobei R
 
A von der Form (IO [])
oder ([] tB) und tA eine Konstante oder eine Abstraktion ist.
Um R[t0] = t zu erf ullen, muss R
 
i [yi 1] = R
 
i0[t0] = R
 
i0[(case yi 1 Alts)] f ur
2  i  j + 1 gelten.
Wiederum werden die Ausdr ucke s0 in s und t0 in t durch die Normalordnungs-
reduktion nicht ver andert und bleiben in einem Reduktionskontext. Somit kann
das erste Diagramm angewendet werden.
V. Auf t folgt eine (allgemeine) (n;cp-in)- oder eine (n;cp-e)-Reduktion, die eine
Abstraktion in einen case-Ausdruck kopiert
Betrachten wir die zugeh origen F alle 4.c) und 4.e) aus Denition 3.14: Es gibt
F alle in denen die Variable, die durch die Abstraktion ersetzt wird, nicht das
erste Argument des case-Ausdrucks t0 ist. Diese F alle sind analog zu I. und
IV. und werden nicht weiter betrachtet.
Sei nun t0 = (case xm Alts) und die Variable xm werde mittels der (n,cp)-
Reduktion durch eine Abstraktion ersetzt.
Dann hat t die Form
i) (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env
in R
 
0 [(case xm :::(pi ! C[pi]):::(pN ! tN))])
falls eine (n;cp-in)-Reduktion stattndet.
ii) (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;
y1 = R
 
1 [(case xm :::(pi ! C[pi]):::(pN ! tN))];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1]
in R
 
0 [yj])
falls eine (n;cp-e)-Reduktion stattndet.
In beiden F allen ist das dritte Diagramm anwendbar, da nach der (n,cp)-
Reduktion eine (n;case-lam)-Reduktion folgen muss, die dazu f uhrt, dass so-
wohl die Reduktionsfolge s
iR;ccpcx
        ! t
n;cp
    ! r1
n;case lam
            ! r als auch die Folge
s
n;cp
    ! r2
n;case lam
            ! r mit dem selben Ausdruck r enden.
Wir zeigen dies beispielhaft an einer (n;cp-in)-Reduktion:
(letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env (= s)
in R
 
0 [(case xm :::(pi ! C[xm]):::(pN ! tN))])
iR;ccpcx
          ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env (= t)
in R
 
0 [(case xm :::(pi ! C[pi]):::(pN ! tN))])
n;cp in
          ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env in (= r1)
R
 
0 [(case (v:w) :::(pi ! C[pi]):::(pN ! tN))])3.8 Transformationen auf case-Ausdr ucken 65
n;case lam
                ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env (= r)
in R
 
0 [(letrec fg in tn)])
(letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env (= s)
in R
 
0 [(case xm :::(pi ! C[xm]):::(pN ! tN))])
n;cp in
          ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env (= r2)
in R
 
0 [(case (v:w) :::(pi ! C[xm]):::(pN ! tN))])
n;case lam
                ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env (= r)
in R
 
0 [(letrec fg in tn)])
VI. Auf t folgt eine (n;case-in)- oder eine (n;case-e)-Reduktion.
Falls der durch die case-Reduktion eliminierte case-Ausdruck nicht der Aus-
druck t0 ist, ist das erste Diagramm anwendbar. Die Aufspaltung dieser F alle
erfolgt  ahnlich wie in I. und IV.
Wir verwenden nun folgende Notation um Ausdr ucke verk urzt darzustellen.
Mit c   ! y bezeichnen wir die Konstruktoranwendung c y1 :::yar(c), mit   ! y =   ! z
k urzen wir die Menge von Bindungen y1 = z1;:::;yn = zn in einer letrec-
Umgebung ab.
Sei t0 nun der case-Ausdruck, der durch die case-Reduktion entfernt wird.
Mit den F allen 2.b) und 2.c) aus Denition 3.14 folgt, dass t eine der folgenden
Formen haben muss:
i) (letrec x1 = (ck   ! a );x2 = x1;:::;xm = xm 1;Env
in R
 
0 [(case xm :::(pi ! C[pi]):::(pN ! tN))]);
falls eine (n;case-in)-Reduktion stattndet.
ii) (letrec x1 = (ck   ! a );x2 = x1;:::;xm = xm 1;
y1 = R
 
1 [(case xm :::(pi ! C[pi]):::(pN ! tN))];
y2 = R
 
2 [y1];:::;yj = R
 
j [yj]
in R
 
0 [yj]);
falls eine (n;case-e)-Reduktion stattndet.
Je nachdem, ob die Ersetzung durch die (iR;ccpcx)-Reduktion in der durch
die (n;case)-Reduktion gew ahlten Alternative stattndet (i = k), oder in einer
anderen case-Alternative (i 6= k), ist das vierte, bzw. das zweite Diagramm,
anwendbar. Wir zeigen dies exemplarisch.
Zun achst betrachten wir den Fall i 6= k anhand einer (n;case-in)-Reduktion:
(letrec x1 = (ck   ! a );x2 = x1;:::;xm = xm 1;Env (= s)
in R
 
0 [(case xm :::(pi ! C[xm]):::((ck   ! z ) ! tk):::)])
iR;ccpcx
          ! (letrec x1 = (ck   ! a );x2 = x1;:::;xm = xm 1;Env (= t)
in R
 
0 [(case xm :::(pi ! C[pi]):::((ck   ! z ) ! tk):::)])66 Kapitel 3 Der FUNDIO-Kalk ul
n;case in
            ! (letrec x1 = (ck   ! y );  ! y =   ! a ;x2 = x1;:::;xm = xm 1;Env (= r)
in R
 
0 [(letrec   ! z =   ! y in tk)])
(letrec x1 = (ck   ! a );x2 = x1;:::;xm = xm 1;Env (= s)
in R
 
0 [(case xm :::(pi ! C[xm]):::((ck   ! z ) ! tk):::)])
n;case in
            ! (letrec x1 = (ck   ! y );  ! y =   ! a ;x2 = x1;:::;xm = xm 1;Env (= r)
in R
 
0 [(letrec   ! z =   ! y in tk)])
Im Anhang in Abschnitt A.1.1 ist ein Beispiel f ur eine (n,case-e)-Reduktion
f ur den Fall i = k angegeben.
Lemma 3.48. Ein vollst andiger Satz von Gabeldiagrammen f ur
iR;ccpcx
        ! ist:
n;a;P
        :
iR;ccpcx
        !  
iR;ccpcx
        ! :
n;a;P
       
n;case
        :
iR;ccpcx
        !  
n;case
       
n;case
        :
n;cp
      :
iR;ccpcx
        !  
n;case
        :
n;cp
     
n;(lll)
          :
n;case
        :
iR;ccpcx
        !  
iR;(cpx)
          ! :
iR;cpcx
        ! :
iR;(cpx)
          ! :
iR;(xch)
          ! :
iR;(cpx)
          ! :
iR;(xch)
          ! :
iR;(gc)
        ! :
n;(lll)
          :
n;case
       
Beweis. Die Gabeldiagramme k onnen mithilfe der Vertauschungsdiagramme gefun-
den werden. Eine Fallunterscheidung wie im Beweis zu Lemma 3.47 zeigt dann die
Vollst andigkeit der Diagramme
Lemma 3.49. Die Reduktion (ccpcx) kann nur endlich oft angewendet werden.
Beweis. Sei av((case x Alts)) die Anzahl an Vorkommen der Variablen x in Alts.
Betrachtet man nun die Summe der av aller Ausdr ucke der Form (case x Alts), wobei
x eine Variable ist, so wird diese Summe durch Anwendung einer (ccpcx)-Reduktion
stets um 1 verringert.
Da diese Summe nicht negativ werden kann, gibt es nur eine endliche Anzahl von
(ccpcx)-Reduktionen.
Satz 3.50. Die Regel (ccpcx) ist eine korrekte Programmtransformation.
Beweis. Der Beweis verl auft analog zum Beweis von Satz 3.45 in Verbindung mit
Lemma 3.46, wobei jedoch noch zu zeigen ist, dass die jeweilige Transformation der
Reduktionsfolge terminiert.
Dies ist jedoch oensichtlich, denn alle Diagramme, bis auf das jeweils erste, ent-
fernen die (iR,ccpcx)-Reduktion und ersetzen diese durch eine endliche Anzahl von
korrekten Programmtransformationen.
Die jeweils ersten Diagramme der vollst andigen S atze verringern bei Anwendung die
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3.8.3 Korrektheit von (lcshift)
Wir ben otigen die Transformation (lcshift), um sp ater die Korrektheit der (ccase-
in)-Transformation zu zeigen.
Lemma 3.51. Die Transformation (lcshift) ist eine korrekte Programmtransforma-
tion.
Beweis. Wir  uberf uhren die beiden Ausdr ucke der (lcshift)-Regel ineinander, indem
wir nur korrekte Programmtransformationen benutzen. z sei eine neue Variable.
(letrec y = s;Env in R [(case y (p1 ! t1):::(pN ! tN))])
(gc)

        (letrec y = s;Env in R [(case y (p1 ! (letrec z = y in t1)):::
(pN ! (letrec z = y in tN)))])
(cpx)

          (letrec y = s;Env in R [(case y (p1 ! (letrec z = y in t1[z=y])):::
(pN ! (letrec z = y in tN[z=y])))])
(ccpcx)

          ! (letrec y = s;Env in R [(case y (p1 ! (letrec z = p1 in t1[z=y])):::
(pN ! (letrec z = pN in tN[z=y])))])
ucp
    ! (letrec y = s;Env in R [(case s (p1 ! (letrec z = p1 in t1[z=y])):::
(pN ! (letrec z = pN in tN[z=y])))])
gc
  ! (letrec Env in R [(case s (p1 ! (letrec z = p1 in t1[z=y])):::
(pN ! (letrec z = pN in tN[z=y])))])
(gc)

        (letrec Env in R [(case s (p1 ! (letrec y = z;z = p1 in t1[z=y])):::
(pN ! (letrec y = z;z = pN in tN[z=y])))])
(xch)

        ! (letrec Env in R [(case s (p1 ! (letrec y = p1;z = y in t1[z=y])):::
(pN ! (letrec y = pN;z = y in tN[z=y])))])
(cpx)

        ! (letrec Env in R [(case s (p1 ! (letrec y = p1;z = y in t1)):::
(pN ! (letrec y = pN;z = y in tN)))])
(gc)

      ! (letrec Env in R [(case s (p1 ! (letrec y = p1 in t1)):::
(pN ! (letrec y = pN in tN)))])
Die (ucp)-Reduktion darf in der Umformung verwendet werden, da y nicht frei in s,
Env und R  vorkommt.
3.8.4 Korrektheit von (ccase)
Lemma 3.52. Wenn s
iR;ccase
        ! t, dann gilt: s ist in WHNF gdw. t ist in WHNF.
Beweis. Die Aussage gilt, da eine WHNF keinen case-Ausdruck in einem Redukti-
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Lemma 3.53. Ein vollst andiger Satz von Vertauschungsdiagrammen f ur
iR;ccase
        ! ist:
iR;ccase
        ! :
n;a;P
      !  
n;a;P
      ! :
iR;ccase
        !
iR;ccase
        ! :
n;(lll)+
        !  
n;(lll)+
        ! :
iR;ccase
        !
iR;ccase
        ! :
n;case
      !  
n;case
      ! :
n;lll
    !
Beweis. Der Beweis verl auft mit einer identischen Fallunterscheidung wie der Beweis
der Vollst andigkeit des Satzes an Vertauschungsdiagrammen f ur die Transformation
(capp) (Lemma 3.42). Aufgrund dessen geben wir nur die wesentlichen Resultate des
Beweises und einige Beispiele an.
Jede Anwendung von (ccase) in einem Reduktionskontext ist intern. Sei s = R[s0] =
R[(case (case s0 (p1 ! t1):::(pN ! tN)) Alts)] und t = R[t0] = R[(case s0 (p1 !
(case t1 Alts)):::(pN ! (case tN Alts)))], d.h. s
iR;ccase
        ! t. Aufgrund von Lem-
ma 3.52 gen ugt es zu zeigen, dass f ur jede Reduktionsfolge s
iR;ccase
        ! t
n;a;P
      ! r ein
anwendbares Diagramm im vollst andigen Satz enthalten ist, oder dass die Reduk-
tionsfolge mithilfe von Normalordnungsreduktionen derart verl angert werden kann,
dass ein Diagramm angewendet werden kann.
I. Folgt auf t eine (n;a;P)-Reduktion mit a 2 fIOlet, lapp, IOr-c, lbeta, IOr-in,
cp-in IOr-e, cp-e, llet-e g, so kann die Reduktionsfolge s
iR;ccase
        ! t
n;a;P
      ! r
durch die Folge s
n;a;P
      ! r0 iR;ccase
        ! r ersetzt werden, d.h. das erste Diagramm
ist anwendbar. Der Beweis verl auft analog zu I., II., III., und IV. im Beweis zu
Lemma 3.42.
Ein Beispiel einer (n,cp-e)-Reduktion ist im Anhang im Abschnitt A.2.1 ange-
geben.
II. Eine (n,llet-in)-Reduktion kann nicht auf t folgen.
III. Folgt eine (n,lcase)-Reduktion auf t, so kann die Reduktionsfolge s
iR;ccase
        !
t
n;lcase
        ! r mit (n,lll)-Reduktionen verl angert werden, so dass das zweite Dia-
gramm angewendet werden kann (analog wie V. in Beweis zu Lemma 3.42).
Beispiel:
s = (letrec Env in R
 
A[(case (case (letrec Env0 in tB) (p1 ! t1):::) Alts)])
iR;ccase
          ! (letrec Env in R
 
A[(case (letrec Env0 in tB) (p1 ! (case t1 Alts)):::)])
n;lcase
        ! (letrec Env in R
 
A[(letrec Env0 in (case tB (p1 ! (case t1 Alts)):::))])
n;(lll)

        ! (letrec Env;Env0 in R
 
A[(case tB (p1 ! (case t1 Alts)):::)])
s = (letrec Env in R
 
A[(case (case (letrec Env0 in tB) (p1 ! t1):::) Alts)])
n;lcase
        ! (letrec Env in R
 
A[(case (letrec Env0 in (case tB (p1 ! t1):::)) Alts)])3.8 Transformationen auf case-Ausdr ucken 69
n;lcase
        ! (letrec Env in R
 
A[(letrec Env0 in (case (case tB (p1 ! t1):::) Alts))])
n;(lll)

        ! (letrec Env ;Env0 in R
 
A[(case (case tB (p1 ! t1):::) Alts)])
iR;ccase
          ! (letrec Env ;Env0 in R
 
A[(case tB (p1 ! (case t1 Alts)):::)])
IV. Folgt auf t eine (n,case)-Reduktion, die t0 eliminiert, so kann das dritte Dia-
gramm angewendet werden.
Beispiel:
(letrec x1 = (ci a1 ::: an);x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
0 [(case (case xm :::((ci z1 :::zn) ! ti):::) Alts)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
iR;ccase
          ! (letrec x1 = (ci a1 ::: an);x2 = x1;:::;xm = xm 1; (= t)
y1 = R
 
0 [(case xm :::((ci z1 :::zn) ! (case ti Alts)):::)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
n;case e
            ! (letrec x1 = (ci w1 ::: wn);w1 = a1;:::;wn = anx2 = x1;:::;xm = xm 1;
y1 = R
 
0 [(letrec z1 = w1;:::;zn = wn in(case ti Alts))];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
(letrec x1 = (ci a1 ::: an);x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
0 [(case (case xm :::((ci z1 :::zn) ! ti):::) Alts)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
n;case e
            ! (letrec x1 = (ci w1 ::: wn);w1 = a1;:::;wn = anx2 = x1;:::;xm = xm 1;
y1 = R
 
0 [(case (letrec z1 = w1;:::;zn = wn in ti) Alts)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
n;lcase
        ! (letrec x1 = (ci w1 ::: wn);w1 = a1;:::;wn = anx2 = x1;:::;xm = xm 1;
y1 = R
 
0 [(letrec z1 = w1;:::;zn = wn in (case ti Alts))];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
Bei allen anderen case-Reduktionen ist das erste Diagramm anwendbar.
Lemma 3.54. Ein vollst andiger Satz von Gabeldiagrammen f ur
iR;ccase
        ! ist:
n;a;P
        :
iR;ccase
        !  
iR;ccase
        ! :
n;a;P
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n;(lll)+
          :
iR;ccase
        !  
iR;ccase
        ! :
n;(lll)+
         
n;lll
      :
n;case
        :
iR;ccase
        !  
n;case
       
Beweis. Die Gabeldiagramme k onnen mithilfe der Vertauschungsdiagramme gefun-
den werden. Die Vollst andigkeit kann mit einer Fallunterscheidung wie im Beweis zu
Lemma 3.53 bewiesen werden.
Lemma 3.55. Die Reduktion (ccase) kann nur endlich oft angewendet werden.
Beweis. Durch eine ccase-Reduktion wird ein  auerer case-Ausdruck nach innen
verschoben. Da Ausdr ucke nur endliche Tiefe haben, k onnen alle case-Ausdr ucke
nur endlich oft nach innen geschoben werden.
Satz 3.56. Die Regel (ccase) ist eine korrekte Programmtransformation.
Beweis. Der Beweis verl auft analog zum Beweis von Satz 3.45 in Verbindung mit
Lemma 3.52 und den vollst andigen S atzen an Vertauschungs- und Gabeldiagrammen.
3.8.5 Korrektheit von (ccase-in)
Im Folgenden zeigen wir, dass die Transformation (ccase-in) eine korrekte Programm-
transformation ist, indem wir den Ausdruck auf der linken Seite in den Ausdruck auf
der rechten Seite der Regel transformieren und dabei nur korrekte Programmtrans-
formationen benutzen. Wir verwenden insbesondere die zuvor als korrekt bewiesenen
(lcshift)- und (ccase)- Transformationen.
Lemma 3.57. (ccase-in) ist eine korrekte Programmtransformation
Beweis.
(letrec y = (case s (p1 ! t1):::(pN ! tN))
in (case y (q1 ! r1):::(qN ! rN)))
lcshift
        ! (letrec fg in (case (case s (p1 ! t1):::(pN ! tN))
(q1 ! (letrec y = q1 in r1))
:::
(qN ! (letrec y = qn in rN)))))
gc
  ! (case (case s (p1 ! t1):::(pN ! tN)) (q1 ! (letrec y = q1 in r1))
:::
(qN ! (letrec y = qn in rN))))3.8 Transformationen auf case-Ausdr ucken 71
ccase       ! (case s
(p1 ! (case t1 (q1 ! y = q1 in r1)
:::
(qN ! y = qN in rN)))
:::
(pN ! (case tN (q1 ! y = q1 in r1)
:::
(qN ! y = qN in rN))))
(lcshift)

            ! (case s
(p1 ! (letrec y = t1 in (case y (q1 ! r1):::(qN ! rN))))
:::
(pN ! (letrec y = tN in (case y (q1 ! r1):::(qN ! rN)))))
3.8.6 Korrektheit von (crpl)
Zun achst zeigen wir an einem Beispiel, warum die Bedingung an den Kontext, in
dem die (crpl)-Transformation stattndet, notwendig ist.
Beispiel 3.58. Sei
s = (letrec v = (x:x);w = (IO c) in (case (v w) (:::(d ! d):::))) und
t = (letrec v = (x:x);w = (IO c) in (case (v w) (:::(d ! c):::)))
wobei c und d Konstanten sind.
Die Ausdr ucke s und t sind nicht kontextuell  aquivalent, denn der Kontext
C =(case [] (c ! ?) (d ! d) :::)
unterscheidet die Ausdr ucke, da C[s] f ur die IO-Multimenge P = f(c;d)g terminiert,
C[t] f ur gleiches P jedoch nicht.
Lemma 3.59. Wenn s
iR;crpl
        ! t, dann gilt: s ist in WHNF gdw. t ist in WHNF.
Beweis. Die Aussage gilt, da eine WHNF keinen case-Ausdruck in einem Redukti-
onskontext besitzt.
Lemma 3.60. Ein vollst andiger Satz von Vertauschungsdiagrammen f ur
iR;crpl
        ! ist:
iR;crpl
        ! :
n;a;P
      !  
n;a;P
      ! :
iR;crpl
        !
iR;crpl
        ! :
n;(lll)+
        !  
n;(lll)+
        ! :
iR;crpl
        !
iR;crpl
        ! :
n;case
      !  
n;case
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Beweis. Der Beweis verl auft wiederum mit der gleichen Fallunterscheidung wie der
Beweis zu Lemma 3.42.
Jede Anwendung von (crpl) in einem Reduktionskontext ist intern. Sei s = R[s0] =
R[(case s0 :::(pi ! ti):::(pN ! tN))] und ein R ein Reduktionskontext, der die
freien Variablen von s nicht auf eine Weise bindet, so dass s bez uglich R zu einer
Konstruktoranwendung (ci a1 :::an) auswerten kann.
Sei t = R[t0] = R[(case s0 :::(pi ! q):::(pN ! tN))], d.h. s
iR;crpl
        ! t.
Lemma 3.59 zeigt, dass es nicht m oglich ist, dass s keine WHNF aber t eine WHNF
ist. Aufgrund dessen gen ugt es zu zeigen, dass f ur jede Reduktionsfolge s
iR;crpl
        !
t
n;a;P
      ! r ein anwendbares Diagramm im vollst andigen Satz enthalten ist, oder dass
die Reduktionsfolge mittels Normalordnungsreduktionen verl angert werden kann, so
dass ein Diagramm angewendet werden kann.
I. Folgt auf t eine (n;a;P)-Reduktion mit a 2 fIOlet, lapp, IOr-c, lbeta, IOr-
in, cp-in IOr-e, cp-e, llet-e g, so kann die Reduktionsfolge s
iR;crpl
        ! t
n;a;P
      ! r
durch die Folge s
n;a;P
      ! r0 iR;crpl
        ! r ersetzt werden, d.h. das erste Diagramm
ist anwendbar. Der Beweis verl auft analog zu I., II., III., und IV. im Beweis zu
Lemma 3.42.
Allerdings ist zu beachten, dass die (n;a;P)-Reduktion in der neuen Redukti-
onsfolge die Bedingung an s0 und den Kontext R nicht ver andert, denn sonst
k onnte die (iR,crpl)-Reduktion nicht auf r0 angewendet werden. Dies ist je-
doch unproblematisch, da die Bedingung durch Normalordnungsreduktionen
nicht ver andert werden kann.
Wir zeigen die Anwendbarkeit des ersten Diagrammes an einer (n,IOr-in)-
Reduktion, wobei sichergestellt ist, dass (IO xm) nicht zu einer Konstruktoran-
wendung (ci b1 :::bn) auswerten kann, da (IO xm) h ochstens durch einen null-
stelligen Konstruktor ersetzt wird.
(letrec x1 = ck;x2 = x1;:::;xm = xm 1; (= s)
in (case (IO xm) :::((ci a1 :::an) ! ti):::)
iR;crpl
        ! (letrec x1 = ck;x2 = x1;:::;xm = xm 1; (= t)
in (case (IO xm) :::((ci a1 :::an) ! q):::)
n;IOr in;(ck;cj))
                        ! (letrec x1 = ck;x2 = x1;:::;xm = xm 1; (= r)
in (case cj :::((ci a1 :::an) ! q):::)
(letrec x1 = ck;x2 = x1;:::;xm = xm 1; (= s)
in (case (IO xm) :::((ci a1 :::an) ! ti):::)
n;IOr in;(ck;cj))
                        ! (letrec x1 = ck;x2 = x1;:::;xm = xm 1; (= r0)
in (case cj :::((ci a1 :::an) ! ti):::)
iR;crpl
        ! (letrec x1 = ck;x2 = x1;:::;xm = xm 1; (= t)
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II. Eine (n,llet-in)-Reduktion kann nicht auf t folgen.
III. Folgt eine (n,lcase)-Reduktion auf t, so kann die Reduktionsfolge s
iR;crpl
        !
t
n;lcase
        ! r mit (n,lll)-Reduktionen verl angert werden, so dass das zweite Dia-
gramm angewendet werden kann (analog zu V. in Beweis zu Lemma 3.42).
In folgendem Beispiel sei wiederum sichergestellt, dass die freien Varia-
blen im Ausdruck (letrec Env0 in tB) nicht derart durch den Kontext
(letrec Env in []) gebunden werden, dass der Ausdruck bez uglich dieses
Kontextes zu einer Konstruktoranwendung (ci a1 :::an) auswerten kann.
(letrec Env in R
 
A[(case (letrec Env
0 in tB) :::(pi ! ti):::)]) (= s)
iR;crpl
        ! (letrec Env in R
 
A[(case (letrec Env0 in tB) :::(pi ! q):::)]) (= t)
n;lcase
        ! (letrec Env in R
 
A[(letrec Env0 in (case tB :::(pi ! q)))])
n;(lll)

        ! (letrec Env;Env0 in R
 
A[(case tB :::(pi ! q))]) (= r)
(letrec Env in R
 
A[(case (letrec Env0 in tB) :::(pi ! ti):::)]) (= s)
n;lcase
        ! (letrec Env in R
 
A[(letrec Env
0 in (case tB :::(pi ! ti):::))])
n;(lll)

        ! (letrec Env ;Env
0 in R
 
A[(case tB :::(pi ! ti):::)])
iR;crpl
        ! (letrec Env ;Env0 in R
 
A[(case tB :::(pi ! q):::)]) (= r)
IV. Folgt auf t eine (n,case)-Reduktion, die t0 eliminiert, so kann das dritte Dia-
gramm angewendet werden. Die Bedingung an den Kontext R f uhrt dazu, dass
die Alternative, die durch die (iR;crpl)-Reduktion ver andert wird, nicht durch
die case-Reduktion gew ahlt wird.
Beispiel:
(letrec x1 = (cj a1 ::: an);x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
0 [(case xm :::(pi ! ti):::((cj z1 :::zn) ! tj):::)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
iR;crpl
        ! (letrec x1 = (cj a1 ::: an);x2 = x1;:::;xm = xm 1; (= t)
y1 = R
 
0 [(case xm :::(pi ! q):::((cj z1 :::zn) ! tj):::)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
n;case e
            ! (letrec x1 = (cj w1 ::: wn);w1 = a1;:::;wn = an; (= r)
x2 = x1;:::;xm = xm 1;
y1 = R
 
0 [(letrec z1 = w1;:::;zn = wn in tj)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
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(letrec x1 = (cj a1 ::: an);x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
0 [(case xm :::(pi ! ti):::((cj z1 :::zn) ! tj):::)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
n;case e
            ! (letrec x1 = (cj w1 ::: wn);w1 = a1;:::;wn = an; (= r)
x2 = x1;:::;xm = xm 1;
y1 = R
 
0 [(letrec z1 = w1;:::;zn = wn in tj)];
y2 = R
 
2 [y1];:::;xj = Rj[yj 1];Env
in R
 
A[yj])
Bei allen anderen case-Reduktionen ist das erste Diagramm anwendbar.
Lemma 3.61. Ein vollst andiger Satz von Gabeldiagrammen f ur
iR;crpl
        ! ist:
n;a;P
        :
iR;crpl
        !  
iR;crpl
        ! :
n;a;P
       
n;(lll)+
          :
iR;crpl
        !  
iR;crpl
        ! :
n;(lll)+
         
n;case
        :
iR;crpl
        !  
n;case
       
Beweis. Die Gabeldiagramme k onnen mithilfe der Vertauschungsdiagramme gefun-
den werden. Eine Fallunterscheidung wie im Beweis von Lemma 3.60 zeigt die
Vollst andigkeit der Diagramme.
Man beachte, dass die Reduktion (iR,crpl) beliebig oft angewendet werden kann, aber
keines der Diagramme konstruiert eine unendliche Folge von (iR,crpl)-Reduktionen.
Satz 3.62. Die Regel (crpl) ist eine korrekte Programmtransformation.
Beweis. Der Beweis verl auft analog zum Beweis von Satz 3.45 in Verbindung mit
Lemma 3.59 und den vollst andigen S atzen an Vertauschungs- und Gabeldiagrammen,
wobei jedoch wichtig ist zu beobachten, dass bei den einzelnen Transformationen der
Reduktionsfolge die Eigenschaft erhalten bleibt, dass der Reduktionskontext, indem
die (crpl)-Reduktion angewendet wird, die freien Variablen des ersten Argumentes
des case-Ausdrucks nicht derart bindet, dass dieses Argument zu einer Konstruk-
toranwendung (ci a1 :::an) auswerten kann.3.9 Transformationen zum Kopieren von Ausdr ucken 75
3.9 Transformationen zum Kopieren von Ausdr ucken
In [Sch03a] wurden bereits einige korrekte Transformationen deniert, die das Ko-
pieren von bestimmten Ausdr ucken in bestimmte Kontexte erlauben. So d urfen
Variablen (cpx-Reduktion), Konstanten (cpcx-Reduktion) und Abstraktionen (cp-
Reduktion) in beliebige Kontexte kopiert werden. Zudem wurde in [Sch03a] die
(ucp)-Reduktion deniert und als korrekt bewiesen, die es erlaubt Ausdr ucke zu
kopieren, wenn sie nur einmal und nicht im Rumpf einer Abstraktion vorkommen.
Im Folgenden werden wir weitere Transformationen denieren, die ein einge-
schr anktes Kopieren erlauben.
Denition 3.63. Die Sprache Lcheap  LFUNDIO sei durch folgende Grammatik
deniert:
Ec ::= V mit V Variable
j (V:s) mit s 2 LFUNDIO
j (ci Ec;1 ...Ec;n) mit ar(ci) = n
j (x1 :::xn:(ci x1 :::xn)) Ec;1 ::: Ec;m mit ar(ci) = n > m
Denition 3.64. In Abbildung 3.9 sind die Transformationen (cpcheap-in),
(cpcheap-e), (brcp-in), (brcp-e), (ucpb-in) und (ucpb-e) deniert.
Die Vereinigung von (cpcheap-in) und (cpcheap-e) bezeichnen wir als (cpcheap).
Die Vereinigung von (brcp-in) und (brcp-e) bezeichnen wir als (brcp).
Die Vereinigung von (ucpb-in) und (ucpb-e) bezeichnen wir als (ucpb).
Die (cpcheap)-Regel fasst mehrere (cp)-, (cpx)- und (cpcx)-Reduktionen zusammen,
so dass Ausdr ucke, die aus Variablen, Abstraktionen oder Konstruktoranwendun-
gen (deren Argumente aus Lcheap sind) aufgebaut sind, in einem Schritt kopiert
werden k onnen. Der letzte Ausdruck in der Dention von Lcheap ist notwendig, um
unges attigte Konstruktoranwendungen (die es in LFUNDIO nicht gibt) zu simulieren.
Die (brcp)-Transformation erm oglicht es, letrec-Bindungen  uber einen case-
Ausdruck hinweg zu schieben und sie dient als Grundlage f ur den Beweis der Kor-
rektheit der (ucpb)-Regel, die eine Erweiterung der (ucp)-Regel darstellt: Ausdr ucke
d urfen auch dann in eine case-Alternative kopiert werden, selbst wenn die Variable,
an die der Ausdruck gebunden ist, in anderen Alternativen mehrfache freie Vorkom-
men hat.
In den folgenden Abschnitten beweisen wir die Korrektheit der Transformationen.
3.9.1 Korrektheit von (cpcheap)
Lemma 3.65. (cpcheap) ist eine korrekte Programmtransformation.76 Kapitel 3 Der FUNDIO-Kalk ul
(cpcheap-in) (letrec x = t; Env in C[x])  ! (letrec x = t; Env in C[t])
wobei t 2 Lcheap
(cpcheap-e) (letrec x = t; y = C[x]; Env in s)
 ! (letrec x = t; y = C[t]; Env in s)
wobei t 2 Lcheap
(brcp-in) (letrec y = s; Env in R [(case t (pat1 ! t1):::(patN ! tN))])
 ! (letrec Env in
R [(case t (pat1 ! (letrec y = s in t1))
:::
(patN ! (letrec y = s in tN)))])
wenn y nicht frei in R , Env, s und t vorkommt
(brcp-e) (letrec
y = s;x = R [(case t (pat1 ! t1):::(patN ! tN))];Env
in t0)
 ! (letrec
x = R [(case t (pat1 ! (letrec x = s in t1))
:::
(patN ! (letrec x = s in tN)))],
Env
in t0)
wenn y nicht frei in R , Env, s, t0 und t vorkommt.
(ucpb-in) (letrec x = s;Env in S1[(case t :::(pati ! S2[x]):::)])
 ! (letrec x = s;Env in S1[(case t :::(pati ! S2[s]):::)])
wenn x nicht in Env;S1;S2;t und s vorkommt.
(ucpb-e) (letrec x = s;Env;y = S1[(case t:::(pati ! S2[x]):::)] in t1)
 ! (letrec x = s;Env;y = S1[(case t:::(pati ! S2[s]):::)] in t1)
wenn x nicht in Env;S1;S2;t;t1 und s vorkommt.
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Beweis. Sei kt die "Konstruktortiefe\ eines Ausdrucks aus Lcheap, die wir wie folgt
denieren:
kt(ci a1 :::an) = 1 + maxfkt(ai) j i = 1;:::ng
kt((x1 :::xn:(ci x1 :::xn)) a1 :::am) = 1 + maxfkt(ai) j i = 1;:::;mg
kt(v) = 0; wenn v eine Variable ist
kt(c) = 0; wenn c eine Konstante ist
kt(x:s) = 0
Nun beweisen wir die Aussage mit vollst andiger Induktion  uber die Konstruktortiefe
von t:
Induktionsanfang:
Die Basisf alle, in denen t eine Abstraktion, eine Variable oder eine Konstante ist,
sind aufgrund der (cp)-, (cpx)- und (cpcx)-Reduktion korrekt.
Induktionsannahme:
8j : j  k: F ur t mit kt(t) = j ist die cpcheap-Transformation korrekt.
Reduktionspfeile, die diese Induktionsannahme verwenden, schreiben wir als
IA   !.
Induktionsschritt:
Sei kt(t) = k + 1. Wir unterscheiden zwei F alle, je nachdem welche Form t hat.
I. t = (ci e1 ::: en), wobei die ei 2 Lcheap.
Mit der Denition von kt folgt, dass kt(ei)  k f ur i = 1;:::;n
Wir betrachten zun achst den Fall einer (cpcheap-in)-Reduktion:
(letrec x = (ci e1 ::: en); Env in C[x])
cpcx
      ! (letrec x = (ci y1 ::: yn);y1 = e1; ::: yn = en; Env in C[(ci y1 ::: yn)])
(IA)

        ! (letrec x = (ci y1 ::: yn);y1 = e1; ::: yn = en; Env in C[(ci e1 ::: en)])
(IA)

        ! (letrec x = (ci e1 ::: en);y1 = e1; ::: yn = en; Env in C[(ci e1 ::: en)])
(gc)

      ! (letrec x = (ci e1 ::: en); Env in C[(ci e1 ::: en)])
Schlielich m ussen wir noch den Fall einer (cpcheap-e)-Reduktion  uberpr ufen:
(letrec x = (ci e1 ::: en); y = C[x]; Env in s)
cpcx
      ! (letrec x = (ci z1 ::: zn);z1 = e1; ::: zn = en; y = C[(ci z1 ::: zn)]; Env in s)
(IA)

        ! (letrec x = (ci z1 ::: zn);z1 = e1; ::: zn = en; y = C[(ci e1 ::: en)]; Env in s)
(IA)

        ! (letrec x = (ci e1 ::: en);z1 = e1; ::: zn = en; y = C[(ci e1 ::: en)]; Env in s)
(gc)

      ! (letrec x = (ci e1 ::: en); y = C[(ci e1 ::: en)]; Env in s)78 Kapitel 3 Der FUNDIO-Kalk ul
II. t = ((x1 :::xn:(ci x1 :::xn)) e1 :::em), ei 2 Lcheap und ar(ci) = n > m.
Mit der Denition von kt folgt, dass kt(ei)  k f ur i = 1;:::;m.
Wir betrachten zun achst den Fall einer (cpcheap-in)-Reduktion:
(letrec x = ((x1 :::xn:(ci x1 :::xn)) e1 :::em); Env in C[x])
(lll)

      ! (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::xm = em; Env in C[x])
cp
  ! (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::xm = em; Env
in C[(xm+1 :::xn:(ci x1 :::xn))])
(IA)

        ! (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::xm = em; Env
in C[(xm+1 :::xn:(ci e1 :::em xm+1 :::xn))])
(gc)

        (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::xm = em; Env
in C[(letrec x1 = e1;:::xn = en in (xm+1 :::xn:(ci e1 :::em xm+1 :::xn)))])
(IA)

          (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::xm = em; Env
in C[(letrec x1 = e1;:::xn = en in (xm+1 :::xn:(ci x1 :::xn)))])
(lll)

        (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::xm = em; Env
in C[((xm+1 :::xn:(ci x1 :::xn)) e1 :::en)])
(lll)

        (letrec x = ((x1 :::xn:(ci x1 :::xn)) e1 :::en); Env
in C[((xm+1 :::xn:(ci x1 :::xn)) e1 :::en)])
Abschlieend betrachten wir den Fall einer (cpcheap-e)-Reduktion:
(letrec x = ((x1 :::xn:(ci x1 :::xn)) e1 :::em); y = C[x]; Env in s)
(lll)

      ! (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::;xm = em;y = C[x];Env in s)
cp
  ! (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::;xm = em;
y = C[(xm+1 :::xn:(ci x1 :::xn))]; Env
in s)
(IA)

        ! (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::;xm = em;
y = C[(xm+1 :::xn:(ci e1 :::em xm+1 :::xn))]; Env
in s)
(gc)

        (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::;xm = em;Env;
y = C[(letrec x1 = e1;:::xm = em
in (xm+1 :::xn:(ci e1 :::em xm+1 :::xn)))]
in s)
(IA)

          (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::;xm = em;Env;
y = C[(letrec x1 = e1;:::xm = em in (xm+1 :::xn:(ci x1 :::xn)))]
in s)
(lll)

        (letrec x = (xm+1 :::xn:(ci x1 :::xn));x1 = e1;:::;xm = em;
y = C[((x1 :::xn:(ci x1 :::xn)) e1 :::em)]; Env
in s)3.9 Transformationen zum Kopieren von Ausdr ucken 79
(lll)

        (letrec x = ((x1 :::xn:(ci x1 :::xn)) e1 :::em);
y = C[((x1 :::xn:(ci x1 :::xn)) e1 :::em)]; Env
in s)
3.9.2 Korrektheit von (brcp)
Lemma 3.66. Wenn s
iR;brcp
        ! t, dann gilt: s ist in WHNF, gdw. t ist in WHNF.
Beweis. F ur (iR,brcp-in) ist dies oensichtlich, da beide Ausdr ucke aus der Deni-
tion der (brcp-in)-Reduktion nie in WHNF sind und eine WHNF keinen letrec-
Ausdruck in einem nicht trivialen Reduktionskontext besitzt.
Das letzte Argument gilt auch f ur die (iR,brcp-e)-Reduktion. Betrachten wir also
diese Regel nur noch im leeren Kontext:
Sei
s = (letrec x = s
0;y = S1[(case t
0 :::(pati ! S2[x]):::)];Env in t
00) und
t = (letrec y = S1[(case t
0 :::(pati ! S2[s
0]):::)];Env in t
00)
Wenn s eine WHNF ist, dann ist t00 entweder ein Wert (dann ist t auch eine WHNF)
oder eine Variable, die  uber weitere Bindungen an eine Konstruktoranwendung ge-
bunden ist. Aufgrund der Bedingungen der (brcp-e)-Reduktion ist x = s0 nicht betei-
ligt an diesen Bindungen und der an y gebundene Ausdruck kann durch Anwendung
der Regel nicht derart ver andert werden, dass er vorher eine Konstruktoranwendung,
aber danach keine solche ist. Somit ist t ebenso eine WHNF.
Wenn s keine WHNF ist, dann kann auch t keine WHNF sein, da t00 durch die
Reduktion nicht ver andert wird, die Bindung x = s0 wieder nicht relevant ist, da
x nicht frei in t00 vorkommen darf, und die Regel die Bindung f ur y nicht derart
ver andern kann, dass y zun achst keine Konstruktoranwendung, aber danach eine
solche ist.
Lemma 3.67. Ein vollst andiger Satz an Vertauschungsdiagrammen f ur (iR,brcp)
ist
iR;brcp
        ! :
n;a;P
      !  
n;a;P
      ! :
iR;brcp
        !
iR;brcp
        ! :
n;lcase
        ! :
n;(lll)+
        !  
n;lcase
        ! :
n;(lll)+
        ! :
iR;brcp
        !
iR;brcp
        ! :
n;case
      ! :
n;(lll)+
        !  
n;case
      ! :
n;(lll)+
        !
Beweis. Wir f uhren den Beweis zweiteilig. Wir zeigen zun achst die Vollst andigkeit
f ur die (iR,brcp-in)-Reduktion und im Anschluss daran die Vollst andigkeit f ur die
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Beweis f ur (iR,brcp-in):
Sei s = R[s0] = (letrec y = sA; Env in R [(case tA :::(pati ! ti):::)]) und
t = R[t0] = (letrec Env in R [(case tA :::(pati ! letrec y = sA in ti):::)]),
d.h. s
iR;brcp in
            ! t. Wir zeigen die Vollst andigkeit des Satzes f ur (brcp-in), indem
wir zeigen, dass f ur jede Reduktionsfolge s
iR;brcp in
            ! t
n;a;P
      ! r ein anwendbares
Diagramm im Satz enthalten ist, oder dass die Folge mithilfe von Normalordnungs-
reduktionen derart verl angert werden kann, dass ein Diagramm anwendbar ist. Dies
ist aufgrund von Lemma 3.66 ausreichend.
Wir unterscheiden danach, welche Normalordnungsreduktion auf t folgt, indem wir
die F alle entsprechend der Denition 3.14 durchgehen, wobei wir diese sinnvoll zu-
sammenfassen.
I. Auf t folgt eine (n,a,P)-Reduktion mit a 2 fIOlet;lappg, d.h. wir betrachten
die F alle 1.a) und 1.b) aus Denition 3.14.
Dann hat t die Form R0[R
 
B[(letrec EnvB in tB)]], wobei R
 
B ein schwacher
Reduktionskontext der Form (IO []) oder ([] sB) ist.
Da t0 in einem Reduktionskontext steht, hat t eine der Formen:
i) t = R0[R
 
B[(letrec EnvB in (case tA :::(pati ! (letrec y = sA in ti)):::))]]
ii) t = (letrec y1 = R
 
C[R
 
B[(letrec EnvB in tB)]];y2 = R
 
2 [y1];:::;ym = R 
m[ym 1];Env
in R [(case R
 
D[ym] :::(pati ! (letrec y = sA in ti)))])
iii) t = (letrec Env in R
 [(case R
 
C[R
 
B[(letrec EnvB in tB)]]
:::(pati ! (letrec y = sA in ti):::)]
Die Form f ur t speziziert auch das Aussehen von s. Wie man leicht nachrech-
net, ist in allen drei F allen das erste Diagramm anwendbar, d.h. die Reduk-
tionsfolge s
iR;brcp in
            ! t
n;a;P
      ! r kann durch die Folge s
n;a;P
      ! r0 iR;brcp in
            ! r
ersetzt werden.
II. Auf t folgt eine (n,lcase)-Reduktion.
Neben F allen, die analog zu I. sind, kann hier ein weiterer Fall auftreten, wenn
der durch die (lcase)-Reduktion betroene case-Ausdruck identisch zum case-
Ausdruck ist, auf den sich die (iR,brcp-in)-Reduktion bezieht. In diesem Fall
ist das zweite Diagramm anwendbar, was wir im Folgenden zeigen:
(letrec y = tA;Env in R [(case (letrec EnvB in tB):::(pati ! ti):::)])
iR;brcp in
              ! (letrec Env in R
 [(case (letrec EnvB in tB)
:::(pati ! (letrec y = tA in ti)):::)])
n;lcase
        ! (letrec Env in R [(letrec EnvB
in (case tB :::(pati ! (letrec y = tA in ti)):::))])
n;(lll)
+
          ! (letrec Env;EnvB in R
 [(case tB :::(pati ! (letrec y = tA in ti)):::)])
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n;lcase
        ! (letrec y = tA;Env in R [(letrec EnvB in (case tB :::(pati ! ti):::))])
n;(lll)
+
          ! (letrec y = tA;Env;EnvB in R [(case tB :::(pati ! ti):::)])
iR;brcp in
              ! (letrec Env;EnvB in R [(case tB :::(pati ! (letrec y = tA in ti)):::)])
III. Auf t folgt eine (n,llet)-Reduktion. Die zugeh origen F alle 1.d) und 1.e) aus
Denition 3.14 und die Bedingung, dass t = R[t0], f uhren zu folgenden
M oglichkeiten f ur t:
i) t = (letrec EnvB in
(letrec Env in R [(case tA :::(pati ! (letrec y = sA in ti)):::)]))
ii) t = (letrec x1 = (letrec Env in R [(case tA :::(pati ! (letrec y = sA in ti)):::)]);
x2 = R
 
2 [x1];:::;R
 
j [xj 1];EnvB
in Rj+1[xj])
iii) t = (letrec x1 = (letrec EnvC in tC);x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R [(case R
 
B[xj] :::(pati ! (letrec y = sA in tA)):::)])
Die Berechnung der einzelnen F alle ergibt, dass stets das erste Diagramm an-
wendbar ist, wobei in Fall ii) die Reduktionsfolge s
iR;brcp in
            ! t
n;llet
      ! r durch
die Folge s
n;llet
      ! r0 iR;brcp e
          ! r ersetzt wird.
IV. Auf t folgt eine (n,case)-Reduktion. Da t = R[t0] gelten muss, f uhrt die Be-
trachtung der zugeh origen F alle 2.a), 2.b), 2.c) und 4.a) aus der Denition der
Normalordnungsreduktion dazu, dass t eine der folgenden Formen haben muss:
i) t = (letrec Env in R
 [(case tA :::(pati ! (letrec y = sA in ti)):::)])
wobei tA = (cj a1 :::an) oder tA = (v:w)
ii) t = (letrec Env in
R [(case R
 
B[(case tB Alts)]:::(pati ! (letrec y = sA in ti)):::)])
wobei tB = (cj a1 :::an) oder tB = (v:w)
iii) t = (letrec x = (case tA Alts);x1 = R [x];:::;xj = R
 
j [xj 1]
in R
 [(case R
 
B[xj] :::(pati ! (letrec y = sA in ti)):::)])
wobei tA = (cj a1 :::an) oder tA = (v:w)
iv) t = (letrec x1 = (cj a1 :::an);x2 = x1;:::;xm = xm 1;Env
in R [(case xm :::(pati ! (letrec y = sA in ti)):::)])
v) t = (letrec x1 = (cj a1 :::an);x2 = x1;:::;xm = xm 1;Env
in R [(case R
 
B[(case xm Alts)]:::(pati ! (letrec y = sA in ti)):::)])
vi) t = (letrec x1 = (cj a1 :::an);x2 = x1;:::;xm = xm 1;
y1 = R
 
0 [(case xm Alts)];y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1];Env
in R [(case R
 
B[yj] :::(pati ! (letrec y = sA in ti)):::)])
In den F allen ii), iii), v) und vi) ist das erste Diagramm anwendbar, da der
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derjenige auf den sich die (iR,brcp-in)-Reduktion bezieht.
Die F alle i) und iv) werden durch das dritte Diagramm abgedeckt, was wir
anhand eines Beispiels einer (case-c)-Reduktion in Fall i) illustrieren:
(letrec y = sA;Env in R
 [(case (ci a1 :::an):::((ci y1 :::yn) ! ti):::)])
iR;brcp in
              ! (letrec Env in
R [(case (ci a1 :::an):::((ci y1 :::yn) ! (letrec y = sA in ti)):::)])
n;case
        ! (letrec Env in R [(letrec y1 = a1;:::;yn = an in (letrec y = sA in ti))])
n;(lll)
+
          ! (letrec Env;y1 = a1;:::;yn = an;y = sA in R
 [ti])
(letrec y = sA;Env in R [(case (ci a1 :::an):::((ci y1 :::yn) ! ti):::)])
n;case
        ! (letrec y = sA;Env in R [(letrec y1 = a1;:::;yn = an in ti)])
n;(lll)
+
          ! (letrec y = sA;Env;y1 = a1;:::;yn = an in R
 [ti])
V. Auf t folgt eine (n,IOr,P)- oder eine (n, lbeta)- Reduktion, d.h. wir betrachten
die F alle 3.a), 3.b), 3.c) und 4.b) aus Denition 3.14. Da t = R[t0] gilt, kann t
folgende Formen haben:
i) t = (letrec Env in R
 [(case R
 
B[tB] :::(pati ! (letrec y = sA in ti)):::)])
wobei tB = (IO c) oder tB = ((v:w) sB)
ii) t = (letrec x1 = R
 
0 [tB];x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R [(case R
 
B[xm] :::(pati ! (letrec y = sA in ti)):::)])
wobei tB = (IO c) oder tB = ((v:w) sB)
iii) t = (letrec x1 = c;x2 = x1;:::;xm = xm 1;Env
in R
 [(case R
 
B[IO xm] :::(pati ! (letrec y = sA in ti)):::)])
iv) t = (letrec x1 = c;x2 = x1;:::;xm = xm 1;
y1 = R
 
1 [IO xm];y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1];Env
in R [(case R
 
B[yj] :::(pati ! (letrec y = sA in ti)):::)])
Die Berechnung der F alle ergibt, dass stets das erste Diagramm anwendbar
ist. Dies ist auch einsichtig, da die (n,IOr,P)-Reduktion nur lokal den Teilaus-
druck (IO xm) bzw. (IO c) ersetzt und die (n,lbeta)-Reduktion den Teilausdruck
((v:w) sB) ersetzt, wobei diese Unterausdr ucke jeweils keinen Ein
uss auf die
Anwendbarkeit der (iR,brcp-in)-Reduktion haben.
VI. Auf t folgt eine (n,cp)-Reduktion. Aufgrund der Eigenschaft, dass t = R[t0]
gelten muss, hat t eine der Formen
i) t = (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env
in R [(case R
 
B[xm] :::(pati ! (letrec y = sA in ti)):::)])3.9 Transformationen zum Kopieren von Ausdr ucken 83
ii) t = (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;
y1 = R
 
1 [tB];y2 = R
 
2 [y1];:::;yj = R
 
2 [yj 1];Env
in R [(case R
 
B[yj] :::(pati ! (letrec y = sA in ti)):::)])
wobei tB = (xm s) oder tB = (case xm Alts)
Wiederum ist das erste Diagramm anwendbar, da das Kopieren innerhalb des
ersten Argumentes des case-Ausdrucks oder in einer Bindung der Umgebung
erfolgt, und somit die  auere Struktur des letrec-Ausdrucks, wie ihn die
(iR,brcp-in)-Reduktion ben otigt, nicht ver andert wird.
Beweis f ur (iR,brcp-e):
Sei s = R[s0] = (letrec y = sA;x = R [(case tA :::(pati ! ti):::)];Env in tB)
und t = R[t0] = (letrec x = R [(case tA :::(pati ! (letrec y =
tA in ti)):::)];Env in tB), d.h. s
iR;brcp e
          ! t. Wiederum gen ugt es zu zeigen, dass
f ur jede Reduktionsfolge s
iR;brcp e
          ! t
n;a;P
      ! ein anwendbares Diagramm im Satz ent-
halten ist, oder die Folge verl angert werden kann, so dass ein Diagramm anwendbar
ist. Die Fallunterscheidung verl auft identisch zur der im Beweis f ur (iR,brcp-in):
I. Auf t folgt eine (n;a;P)-Reduktion mit a 2 fIOlet, lappg. Mit t = R[t0] und
den Regeln 1.a) und 1.b) aus Denition 3.14 folgt, dass t eine der folgenden
Formen haben muss, wobei R
 
B = [(IO [])] oder R
 
B = [([] sB)]:
i) t = R0[R
 
B[(letrec x = R [(case tA :::(pati ! (letrec y = sA in ti)):::)] in tB)]]
ii) t = (letrec x = R [(case tA :::(pati ! (letrec y = sA in ti)):::)];Env
in R
 
C[R
 
B[(letrec EnvC in tc)]])
iii) t = (letrec x1 = R
 [(case R
 
C[R
 
B[(letrec EnvC in tC)]]
:::(pati ! (letrec y = sA in ti)):::)];
x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
iv) t = (letrec x1 = R
 
1 [R
 
B[(letrec EnvC in tC)];x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];
xk = R [(case tA :::(pati ! (letrec y = sA in ti)):::)];Env
in R
 
j+1[xj])
wobei entweder 2  k  j und tA = R
 
D[xk 1] oder k > j
Berechnet man die einzelnen F alle, so zeigt sich, dass stets das erste Diagramm
anwendbar ist.
II. Auf t folgt eine (n,lcase)-Reduktion.
Neben analogen F allen wie in I. (wobei R
 
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weiteren Fall, in dem das zweite Diagramm anwendbar ist:
(letrec y = s;x1 = R [(case (letrec EnvC in tC) :::(pati ! ti):::)] (=s)
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
iR;brcp
          ! (letrec x1 = R [(case (letrec EnvC in tC) (=t)
:::(pati ! (letrec y = sA in ti)):::)]
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
n;lcase
        ! (letrec x1 = R [(letrec EnvC in (case tC :::(pati ! (letrec y = sA in ti)):::))]
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
n;(lll)
+
          ! (letrec x1 = R
 [(case tC :::(pati ! (letrec y = sA in ti)):::)];EnvC
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
(letrec y = s;x1 = R [(case (letrec EnvC in tC) :::(pati ! ti):::)] (=s)
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
n;lcase
        ! (letrec y = s;x1 = R [(letrec EnvC in (case tC :::(pati ! ti):::))]
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
n;(lll)
+
          ! (letrec y = s;x1 = R [(case tC :::(pati ! ti):::)];EnvC
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
iR;brcp
          ! (letrec x1 = R [(case tC :::(pati ! (letrec y = sA in ti)):::)];EnvC
x2 = R
 
2 [x2];:::;xj = R
 
j [xj 1];Env
in R
 
j+1[xj])
III. Auf t folgt eine (n,llet)-Reduktion.
t hat eine der Formen:
i) t = (letrec x = R
 [(case tA :::(pati ! (letrec y = sA in ti)):::)];Env
in (letrec EnvC in tC))
ii) t = (letrec Env
in (letrec x = R [(case tA :::(pati ! (letrec y = sA in ti)):::)];EnvC in tC))
iii) t = (letrec x1 = (letrec EnvC in tC);x2 = R
 
2 [x1];:::;xj = R
 
j [xj];Env;
xk = R [(case tA :::(pati ! (letrec y = sA in ti)):::)];
in R
 
j+1[xj])
wobei entweder 2  k  j und tA = R
 
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iv) t = (letrec
x1 = (letrec x = R [(case tA :::(pati ! (letrec y = sA in ti)):::)];EnvC in tC);
x2 = R
 
2 [x1];:::;xj = R
 
j [xj];Env
in R
 
j+1[xj])
In s amtlichen F allen ist die Reduktionsfolge s
iR;brcp e
          ! t
n;llet
      ! r durch die Fol-
ge s
n;llet
      ! r0 iR;brcp e
          ! r austauschbar, d.h. das erste Diagramm ist anwendbar.
IV. Auf t folgt eine (n,case)-Reduktion.
Die F alle 2.a), 2.b), 2.c) und 4.a) aus Denition 3.14 sowie die Bedingung, dass
t = R[t0] f uhren dazu, dass t eine der folgenden Formen haben muss:
i) t = (letrec Env;x = R [(case tA :::(pati ! (letrec y = sA in ti)):::)]
in R
 
A[(case tB Alts)]
wobei tB = (ci a1 :::an) oder tB = (v:w).
ii) t = (letrec x1 = R
 [(case tB Alts)];x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];
xk = R
 [(case tA :::(pati ! (letrec y = sA in ti)):::)];Env
in R
 
j+1[xj]
wobei tB = (ci a1 :::an) oder tB = (v:w) und eine der folgenden Bedingungen gilt:
(a) k > j
(b) 2  k  j und tA = R
 
A[xk 1]
(c) k = 1 und tA = R
 
A[(case tB Alts)]
(d) k = 1 und tA = (ci a1 :::an)
iii) t = (letrec x1 = (ci a1 :::an);x2 = x1;:::;xm = xm 1;Env;
u = R
 [(case tA :::(pati ! (letrec y = sA in ti)):::)]
in R
 
0 [(case xm Alts)]
iv) t = (letrec x1 = (ci a1 :::an);x2 = x1;:::;xm = xm 1;Env
y1 = R
 
0 [(case xm Alts)];y2 = R
 
2 [y1];:::yj = R
 
j [yj 1];
yk = R [(case tA :::(pati ! (letrec y = sA in ti)):::)]
in R
 
j+1[yj]
wobei genau eine der folgenden Bedingungen erf ullt ist:
(a) k > j
(b) 2  k  j und tA = R
 
A[yk 1]
(c) k = 1 und tA = R
 
A[(case (xm) Alts)]
(d) k = 1 und tA = xm
Berechnet man die einzelnen F alle, so ergibt sich, dass die F alle i), ii) (a)-
(c), iii) und iv) (a)-(c) durch das erste Diagramm abgedeckt sind. Die  ubrigen
F alle sind genau diejenigen, in denen der case-Ausdruck, auf den sich die case-
Reduktion bezieht, identisch zum case-Ausdruck ist, auf den sich die (brcp-
e)-Reduktion bezieht. In diesen F allen ist das dritte Diagramm anwendbar.
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t hat eine der Formen:
i) t = (letrec x = R [(case tA :::(pati ! (letrec sA in ti)):::)];Env in R
 
0 [tB]
wobei tB = (IO c) oder tB = ((v:w) sB)
ii) t = (letrec x1 = R
 
1 [tB];x2 = R
 
2 [x1];:::;xj = R
 
j [xj 1];
xk = R [(case tA :::(pati ! (letrec sA in ti)):::)];Env
in Rj+1[xj]
wobei tB = (IO c) oder tB = ((v:w) sB) und eine der folgenden Bedingungen gilt:
(a) k > j
(b) 2  k  j und tA = R
 
A[xk 1]
(c) k = 1 und tA = R
 
A[tB]
iii) t = (letrec x1 = c;x2 = x1;:::;xm = xm 1;Env;
u = R [(case tA :::(pati ! (letrec sA in ti)):::)]
in R
 
0 [(IO xm)]
iv) t = (letrec x1 = c;x2 = x1;:::;xm = xm 1;Env
y1 = R
 
0 [(IO xm)];y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1];
yk = R
 [(case tA :::(pati ! (letrec sA in ti)):::)]
in R
 
j+1[yj]
wobei eine der folgenden Bedingungen erf ullt ist:
(a) k > j
(b) 2  k  j und tA = R
 
A[yk 1]
(c) k = 1 und tA = R
 
A[(IO xm)]
 Uberpr uft man die F alle, so zeigt sich, dass stets das erste Diagramm anwend-
bar ist.
VI. Auf t folgt eine (n,cp)-Reduktion. Die F alle 4.c), 4.d) und 4.e) sowie die Be-
dingung, dass t = R[t0] gilt, ergeben, dass t eine der folgenden Formen haben
muss:
i) t = (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1;Env
u = R [(case tA :::(pati ! (letrec sA in ti)):::)]
in R
 
0 [xm]
ii) t = (letrec x
=
1 (v:w);x2 = x1;:::;xm = xm 1;Env
y1 = R
 
0 [tB];y2 = R
 
2 [y1];:::;yj = R
 
j [yj 1];
yk = R [(case tA :::(pati ! (letrec sA in ti)):::)]
in R
 
j+1[yj]
wobei tB = (case xm Alts) oder tB = [(xm s)] und eine der folgenden Bedingungen gilt:
(a) k > j
(b) 2  k  j und tA = R
 
A[yk 1]
(c) k = 1 und tA = R
 
A[tB]
(d) k = 1, tB = (case xm Alts) und tA = xm3.9 Transformationen zum Kopieren von Ausdr ucken 87
Berechnet man die F alle, so zeigt sich, dass wiederum in allen F allen das erste
Diagramm anwendbar ist.
Lemma 3.68. Ein vollst andiger Satz an Gabeldiagrammen f ur (iR,brcp) ist
n;a;P
        :
iR;brcp
        !  
iR;brcp
        !
n;a;P
       
n;(lll)+
          :
n;lcase
          :
iR;brcp
        !  
iR;brcp
        ! :
n;(lll)+
          :
n;lcase
         
n;(lll)+
          :
n;case
        :
iR;brcp
        !  
n;(lll)+
          :
n;lcase
         
Beweis. Die Diagramme k onnen mithilfe der Vertauschungsdiagramme gefun-
den werden. Eine Fallunterscheidung wie im Beweis zu Lemma 3.67 zeigt die
Vollst andigkeit des Satzes.
Lemma 3.69. Die Regel (brcp) kann nur endlich oft angewendet werden.
Beweis. Durch Anwendung einer (brcp)-Reduktion wird eine Bindung nach innen
in den Ausdruck verschoben. Da die Tiefe eine Ausdrucks beschr ankt ist, kann nur
endlich oft nach innen verschoben werden.
Satz 3.70. Die Regel (brcp) ist eine korrekte Programmtransformation.
Beweis. Der Beweis verl auft analog wie der Beweis von Lemma 3.45 in Verbindung
mit Lemma 3.66 und den vollst andigen S atzen an Vertauschungs- und Gabeldia-
grammen.
3.9.3 Korrektheit von (ucpb)
Wir k onnen nun die Korrektheit von (ucpb) zeigen, indem wir die Ausdr ucke aus der
Regel nur mithilfe von korrekten Programmtransformationen ineinander  uberf uhren.
Satz 3.71. (ucpb) ist eine korrekte Programmtransformation.
Beweis. Wir zeigen hier nur den Beweis f ur (ucpb-in), die  Uberf uhrung f ur (ucpb-e)
verl auft analog.
(letrec x = s;Env in S1[(case t :::(patj ! tj):::(pati ! S2[x]):::)])
(gc)
      (letrec x = s;Env in
S1[(letrec y = x in (case t :::(patj ! tj):::(pati ! S2[x]):::))])
(cpx)

          (letrec x = s;Env in
S1[(letrec y = x in (case t :::(patj ! tj[y=x]):::(pati ! S2[y]):::))])88 Kapitel 3 Der FUNDIO-Kalk ul
ucp
    ! (letrec Env in
S1[(letrec y = s in (case t :::(patj ! tj[y=x]):::(pati ! S2[y]):::))])
brcp
      ! (letrec Env in
S1[(case t :::(patj ! (letrec y = s in tj[y=x]))
:::(pati ! (letrec y = s in S2[y])):::)])
ucp
    ! (letrec Env in
S1[(case t :::(patj ! (letrec y = s in tj[y=x])):::(pati ! (letrec fg in S2[s])):::)])
gc
    (letrec Env in
S1[(case t :::(patj ! (letrec y = s in tj[y=x]))
:::(pati ! (letrec y = s in S2[s])):::)])
brcp
        (letrec Env in S1[(letrec y = s in (case t :::(patj ! tj[y=x]):::(pati ! S2[s]):::))])
gc
    (letrec x = s;Env in
S1[(letrec y = s in (case t :::(patj ! tj[y=x]):::(pati ! S2[s]):::))])
ucp
      (letrec x = s;Env in
S1[(letrec y = x in (case t :::(patj ! tj[y=x]):::(pati ! S2[s]):::))])
(cpx)

        ! (letrec x = s;Env in
S1[(letrec y = x in (case t :::(patj ! tj[x]):::(pati ! S2[s]):::))])
gc
  ! (letrec x = s;Env in S1[(case t :::(patj ! tj):::(pati ! S2[s]):::)])
3.10 Striktheitsoptimierung
Im Folgenden denieren wir eine Programmtransformation, die Striktheit ben otigt.
Wir beweisen die Korrektheit der Transformation nicht, sondern begr unden diese.
Zun achst denieren wir Striktheit in etwas vereinfachter Weise als in [Sch03a, De-
nition 22.1] sowie die Transformation (streval) f ur den FUNDIO-Kalk ul.
Anschlieend stellen wir eine begr undete Vermutung auf.
Denition 3.72. Eine Abstraktion s heit strikt, wenn gilt (s ?) c ?, wobei ?
ein nichtterminierender Ausdruck ist.
Denition 3.73. Die Regel (streval) sei wie folgt deniert:
(streval) ((y:s) t)
 ! (letrec w = t in
(case w (pat1 ! ((y:s) w)):::(patN ! ((y:s) w))))
wenn (y:s) eine strikte Abstraktion ist
Vermutung 3.74. (streval) ist eine korrekte Programmtransformation.3.10 Striktheitsoptimierung 89
Begr undung: Wir beziehen uns auf [Sch03a, Abschnitte 20, 21 und 22], wobei wir die
Denitionen f ur eine Auswertungsstrategie ([Sch03a, Denition 20.4]), relative Nor-
malordnung ([Sch03a, Denition 21.4]), relative WHNF ([Sch03a, Denition 21.3])
und s-strikte Normalordnungsreduktion ([Sch03a, Denition 22.8]) hier aufgrund des
Umfangs nicht angeben, sondern auf die Quelle verweisen.
Aus [Sch03a, Theorem 21.12] folgt, dass folgende Auswertungsstrategie korrekt ist:
Sei t0 = R[((y:s) t)] geschlossen, wobei (y:s) eine geschlossene strikte Abstraktion
ist. Dann ist es korrekt, zun achst t zu einer rWHNF tW auszuwerten und danach
R[((x:s0) tW)] weiter in Normalordnung auszuwerten.
Wir nehmen an, dass dies auch gilt, wenn (y:s) oen ist.
Die Transformation (streval) modelliert diese Strategie, indem sie das in der Strategie
explizite Auswerten von t implizit dadurch erreicht, dass die Transformation mittels
des case-Ausdrucks die Auswertung von t erzwingt.
Im Weiteren vergleichen wir die Auswertungen zweier allgemeiner Ausdr ucke, die
durch Anwendung einer (streval)-Reduktion ineinander  uberf uhrt werden k onnen:
Werde (streval) in einem Kontext C angewendet, d.h. C[u]
iC;streval
          ! C[v], wobei
C[u] und C[v] geschlossen sind.
Sei REDu (bzw. REDv) die no-Reduktionsfolge von C[u] (bzw. C[v]).
Wir unterscheiden in folgende F alle:
1. REDu wertet den Teilterm u nicht aus.
Dann wertet REDv den Teilterm v ebenso nicht aus.
2. REDu wertet den Teilterm u aus.
In diesem Fall enth alt REDu eine (lbeta)-Reduktion, deren Redex ((y:s) t) ist,
d.h. der auszuwertende Ausdruck zu diesem Zeitpunkt ist R[u], wobei R ein Re-
duktionskontext ist. In REDv wird anstelle dieser (lbeta)-Reduktion zun achst
(nach m oglichen (lll)-Reduktionen) t ausgewertet (genauer: Der auszuwertende
Ausdruck ist dann R0[t], f ur einen weiteren Reduktionskontext R0).
a) t c ?
Wenn die Auswertung von t in REDv nicht terminiert, d.h. t c ?, dann
terminiert aufgrund von Satz 3.33 die Auswertung von R0[t] und somit
die Auswertung von C[v] nicht.
Die Auswertung von C[u] terminiert dann ebenfalls nicht: (y:s) ist eine
strikte Abstraktion und somit gilt R[u] c R[(y:s) ?] c R[?] c ?
aufgrund von Denition 3.72 und Satz 3.33
b) t
n
  ! tW mit tW WHNF.
D.h. die Auswertung von t in REDv terminiert und nach der Auswertung
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wobei zus atzlich (lll)-Reduktionen in REDv enthalten sein k onnen, die
jedoch die kontextuelle Gleichheit erhalten.
Der wesentliche Unterschied zwischen [Sch03a, Theorem 22.12] und Vermutung 3.74
besteht darin, dass in [Sch03a, Theorem 22.12] eine Strategie benutzt wird, um Strikt-
heitsoptimierung durchzuf uhren, d.h. die Auswertungsreihenfolge wird zur Laufzeit
ver andert, so dass zum Teil nicht in Normalordnung reduziert wird, w ahrend (streval)
eine Programmtransformation ist, d.h. vor Auswerten des Ausdrucks in Normalord-
nung wird die Termstruktur ver andert (zur Compilezeit); zur Laufzeit kann dann in
Normalordnung ausgewertet werden.
So gesehen kann man die Sicht vertreten, dass die Anwendung der (streval)-
Transformation zur Compilezeit eine Implementierung der s-strikten Strategie dar-
stellt.
3.11 Ergebnisse
Im folgenden Theorem halten wir fest, dass s amtliche neu eingef uhrten Transforma-
tionen bis auf (streval) korrekt sind.
Theorem 3.75. Die Programmtransformationen (capp), (ccpcx), (lcshift), (ccase),
(ccase-in), (crpl), (cpcheap), (brcp) und (ucpb) sind korrekt.
Beweis. Folgt aus den S atzen 3.45, 3.50, 3.51, 3.56, 3.57, 3.62, 3.65, 3.70 und 3.71.
Nach dieser ausf uhrlichen Betrachtung des FUNDIO-Kalk uls besch aftigen wir uns
im n achsten Kapitel mit Transformationen im GHC, wobei wir die Resultate dieses
Kapitels benutzen werden.Kapitel 4
FUNDIO als Semantik f ur die
Kernsprache des GHC
In diesem Kapitel pr ufen wir die Korrektheit einer Vielzahl der Programmtransfor-
mationen, die im GHC durchgef uhrt werden. Hierf ur  ubersetzen wir die Kernspra-
che des GHC in LFUNDIO und pr ufen anschlieend, ob die Transformationen korrekt
bez uglich der FUNDIO-Semantik sind.
4.1  Ubersetzung der GHC-Kernsprache in FUNDIO
Der FUNDIO-Kalk ul ist ungetypt, aufgrund dessen betrachten wir die Kernsprache
des GHC ebenfalls ungetypt in der Darstellung wie wir sie in Denition 2.1 deniert
haben.
4.1.1 Die  Ubersetzung JK
Wir denieren nun eine  Ubersetzung JK, die (ungetypte) Ausdr ucke der GHC-
Kernsprache in Ausdr ucke des FUNDIO-Kalk uls  ubersetzt.
Denition 4.1. Sei e 2 LGHCCore, dann ist JeK 2 LFUNDIO der  ubersetzte Ausdruck.
In den Abbildungen 4.1, 4.2 und 4.3 sind die  Ubersetzungsregeln angegeben. Die
einzelnen Schritte einer  Ubersetzung trennen wir mit dem Symbol .
Die  Ubersetzung eines Ausdrucks der GHC-Kernsprache erfolgt komponentenweise
anhand seiner Termstruktur von oberster Ebene nach unten. Die  Ubersetzung ist
insofern sinnvoll, da die einzelnen Konstrukte, wie case, letrec, Abstraktion und
Applikation in dieselben Konstrukte des FUNDIO-Kalk uls  ubersetzt werden, wann
immer dies m oglich ist. Im Folgenden betrachten wir einige Spezialf alle genauer.
 In LGHCCore decken die Alternativen eines case-Ausdrucks i.A. nicht al-
le Konstruktoren ab. In FUNDIO hingegen m ussen stets Alternativen f ur
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Programm:
Jbinding1;:::;main = t;:::;bindingnK
 (letrec Jbinding1K;:::;main = JtK;:::; JbindingnK in main)
Jbinding1;:::;rec fbindi;1;:::;main = t;:::;bindi;nig;:::;bindingnK
 (letrec Jbinding1K ;:::;
Jbindi;1K;:::;main = JtK;:::;Jbindi;niK;
:::;JbindingnK
in main)
Bindungen:
Jx = tK  x = JtK
Jrec fx1 = t1;:::;xn = tngK  x1 = Jt1K;:::;xn = JtnK
Applikation:
Jt aK  (JtK JaK)
Abstraktion:
Jvar1 :::varn-> tK  (var1: (:::(varn: JtK):::)
let-Ausdruck:
Jlet v = s in tK  (letrec v = JsK in JtK)
letrec-Ausdruck:
Jletrec v1 = s1;:::;vn = sn in tK
 (letrec v1 = Js1K;:::;vn = JsnK in JtK)
Konstruktor:
JcK  (x1:(x2::::(xar(c):(c x1 :::xar(c))):::))
Variable:
JxK  x
wenn x eine Variable ist.
Literal:
Junboxed valueK  ci
wobei es f ur jeden ausgepackten Wert eine Konstante ci gibt.
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Pattern:
Jc a1 :::aar(c)K  (c a1 :::aar(c))
wenn c a1 :::aar(c) ein Pattern ist.
case ohne default-Alternative:
Jcase t of pat1 -> t1; ::: patn -> tn;K
 (case JtK
(Jpat1K -> Jt1K):::(JpatnK -> JtnK) (patn+1 -> ?):::(patN -> ?))
? sei ein nichtterminierender Ausdruck in LFUNDIO, patn+1;:::patN
seien die fehlenden Pattern f ur die Konstruktoren aus C und sind somit
von folgender Form: wenn pati den Konstruktor ci abdeckt so ist pati =
ci a1 ::: aar(ci), f ur i = n + 1;:::;N   1 und patN = lambda.
case mit Alternativen und default-Alternative:
Jcase t of pat1 -> t1;:::;patn -> tn;x -> sK
 (letrec y = JtK in
(case y
(Jpat1K -> Jt1K):::(JpatnK -> JtnK)
(Jpatn+1K -> Js[y=x]K)):::
(JpatmK -> Js[y=x]K))
(patm+1 -> ?) :::
(patN -> ?))
wenn die pati, i = 1;:::;n von einem Typ mit m  n Konstruktoren
sind. patn+1;:::patm seien die fehlenden Pattern f ur die Konstruktoren
von diesem Typ. patm+1;:::patN decken die restlichen Konstruktoren
in LFUNDIO ab. y sei eine neue Variable.
case einzig mit default-Alternative:
Jcase t of x -> sK
 (letrec y = JtK in
(case y
(pat1 -> Js[y=x]K)
:::
(patN -> Js[y=x]K)))
y sei eine neue Variable.
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Primitive Operatoren:
Handelt es sich um Operatoren, die keine Seiteneekte beinhalten, so  ubersetzen
wir diese als Funktionen, die alle Kombinationen von m oglichen Eingaben (das
sind endliche viele) testen und jeweils die entsprechende Konstante zur uck ge-
ben. F ur die primitive Addition (+#) von Int#-Werten sieht die entsprechende
 Ubersetzung beispielsweise folgendermaen aus:
J+#K  (a1:(a2:(case a1 (J-2147483648#K ! case a2 :::)
(J-2147483647#K ! case a2 :::)
:::
(J1#K ! case a2 :::(J1#K ! J2#K)(J2#K ! J3#K):::)
:::
(J2147483647#K ! case a2 :::)
(pn ! ?):::(pN ! ?) )))
Seiteneekt-behaftete Operatoren werden mithilfe des IO-Konstruktes  ubersetzt.
Wir demonstrieren dies beispielhaft an den Funktionen getChar und putChar:
JgetCharK  (JIOK (w:(case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn))
(pn+1 ! ?):::(pN ! ?))))
JputCharK  (x:(JIOK (w:(case x
(p1 ! (case (IO x) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
:::
(pn ! (case (IO x) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
(pn+1 ! ?):::(pN ! ?)))))
wobei:
 p1;:::;pn, sind Pattern f ur die Konstruktoren aus der Menge der Zeichen,
die eine Teilmenge von C ist, und pn+1;:::pN sind Pattern f ur die restlichen
Konstruktoren aus C:
 B ist ein besonderes "Blank-Symbol\ sei, dass wir den Konstruktoren von
FUNDIO hinzuf ugen.
 JIOK ist die  Ubersetzung des Konstruktors IO aus der GHC-Kernsprache.
 J()K ist die  Ubersetzung des Konstruktors () aus der GHC-Kernsprache.
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s amtliche Konstruktoren vorhanden sein. Aufgrund dessen f ugen wir w ahrend
der  Ubersetzung gen ugend Alternativen hinzu, die alle zu einem nichtterminie-
renden Ausdruck f uhren.
 case-Ausdr ucke, die eine default-Alternative enthalten, k onnen nicht direkt
 ubersetzt werden, da im FUNDIO-Kalk ul ein solches Konstrukt nicht gegeben
ist. Deshalb  ubersetzen wir Ausdr ucke dieser Form als einen case-Ausdruck,
der die durch die default-Alternative abgedeckten Konstruktoren durch einzel-
ne zus atzliche Alternativen abdeckt. Da die default-Alternative das erste Ar-
gument des case-Ausdrucks in ausgewerteter Form durch eine Variable bindet,
f ugen wir dem  ubersetzten Ausdruck ein geeignetes letrec-Konstrukt hinzu,
um den Ausdruck ebenfalls zu binden, damit er weiter verwendet werden kann.
 Unboxed values enth alt der FUNDIO-Kalk ul nicht. Da diese aber nur eine end-
liche Menge von primitiven Werten formen,  ubersetzen wir sie als Konstanten,
die wir der Menge C der Konstruktoren hinzuf ugen.
Unboxed tuples sind zwar im GHC spezielle Konstruktoren, die Ezienzvor-
teile bringen, in FUNDIO werden sie jedoch durch normale Konstruktoren
simuliert.
 Primitive Funktionen ohne Seiteneekte werden in Funktionen  ubersetzt, die
strikt in allen Argumenten sind. Die Striktheit wird erzeugt, indem die Aus-
wertung der Argumente mithilfe von case-Ausdr ucken erzwungen wird.
 Seiteneekt-behaftete Funktionen werden derart  ubersetzt, dass die Seitenef-
fekte durch das IO-Konstrukt des FUNDIO-Kalk uls simuliert werden. So ergibt
sich beispielsweise die  Ubersetzung von getChar, wie sie in Abbildung 4.3 an-
gegeben ist, wie folgt: Da getChar eine IO-Aktion ist, m ussen wir eine durch
den Konstruktor IO verpackte Funktion zur uck geben, die als Argument einen
Zustand der Welt bekommt und ein Paar bestehend aus dem neuen Zustand
und einem Zeichen zur uck liefert. Das case-Konstrukt sorgt daf ur, dass der
IO-Ausdruck ausgewertet ist, bevor auf den neuen Zustand zugegrien werden
kann und dass nur Zeichen als Resultat akzeptiert werden.
Bei der  Ubersetzung von putChar wird (mithilfe eines case-Ausdrucks) ge-
pr uft, ob das Argument zu einem Zeichen ausgewertet werden kann.
4.1.2 Beispiele
Im Folgenden zeigen wir, wie die Funktion unsafePerformIO in FUNDIO  ubersetzt
wird, und welcher Zusammenhang zwischen unsafePerformIO und dem nichtdeter-
ministischen IO des FUNDIO-Kalk uls besteht.
Eine leicht vereinfachte Denition des unsafePerformIO in Haskell ist:
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Dieser Ausdruck stellt sich dann in LGHCCore wie folgt dar:
unsafePerformIO = i -> case i of
(IO m) -> case m realWorld# of
(s;r) -> r
Beispiel 4.2. Die Berechnung im Anhang in Abschnitt A.3 zeigt:
JunsafePerformIO getCharK
c (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?))
Hierbei sind p1;:::;pn Pattern f ur die Elemente des Zeichensatzes, der eine Teil-
menge der Menge C der Konstruktoren des FUNDIO-Kalk uls ist.
Die  Ubersetzung des Ausdrucks gleicht dem nichtdeterministischen IO-Konstrukt des
FUNDIO-Kalk uls, wobei der zus atzliche case-Ausdruck aufgrund dessen entsteht,
dass getChar nur Zeichen und keine anderen Konstanten liefern darf.
Im Weiteren  ubersetzen wir manchmal den Ausdruck unsafePerformIO getChar
direkt in den case-Ausdruck des obigen Beispiels, da der Ausdruck kontextuell
 aquivalent zur eigentlichen  Ubersetzung ist.
Beispiel 4.3. Im Anhang in Abschnitt A.4 wird gezeigt, dass folgendes gilt:
Jc -> unsafePerformIO (putChar c)K
c (c:(case c (p1 ! (case (IO c) (p1 ! (J()K))::: (pN ! (J()K))))
:::
(pn ! (case (IO c) (p1 ! (J()K))::: (pN ! (J()K))))
(pn+1 ! ?):::(pN ! ?)))
Der Ausdruck ist damit sehr  ahnlich zum Audruck (c:(IO c)), wobei jedoch die
zus atzlichen case-Ausdr ucke sowohl daf ur sorgen, dass nur Zeichen ausgegeben wer-
den, als auch daf ur, dass ein erhaltener Eingabewert verworfen und der ( ubersetzte)
Konstruktor () als Ergebnis zur uck gegeben wird.
Die  Ubersetzung JK transformiert Konstruktoren mit positiver Stelligkeit in Ab-
straktionen. Dementsprechend werden Konstruktoranwendungen als Anwendungen
auf Abstraktionen  ubersetzt. Im Folgenden zeigen wir, dass ges attigte Konstruk-
toranwendungen auch direkt als solche nach LFUNDIO  ubersetzt werden k onnen.
Beispiel 4.4. Sei c a1 :::an 2 LGHCCore eine ges attigte Konstruktoranwendung,
dann ist der  ubersetzte Ausdruck in LFUNDIO kontextuell  aquivalent zu einer Kon-4.2 Klassizierung der Transformationen auf der Kernsprache 97
struktoranwendung:
Jc a1 :::anK
 (:::((x1:(:::(xn:(JcK x1 :::xn)):::)) Ja1K):::JanK)
lbeta       ! (letrec x1 = Ja1K in (:::((x2:(:::(xn:(JcK x1 :::xn)):::)) Ja2K):::JanK))
(lll)

      ! (letrec x1 = Ja1K;:::xn = JanK in (JcK x1 :::xn))
(ucp)

        ! (letrec fg in (JcK Ja1K:::JanK))
gc
  ! (JcK Ja1K:::JanK)
Im Folgenden werden wir aufgrund dessen ges attigte Konstruktoranwendungen auch
direkt in solche  ubersetzen.
4.1.3 Korrektheit von Programmtransformationen in LGHCCore
Wir denieren nun die Korrektheit einer Programmtransformation in LGHCCore, in-
dem wir die Transformation zun achst nach LFUNDIO  ubersetzen und dann die kon-
textuelle  Aquivalenz des FUNDIO-Kalk uls benutzen.
Denition 4.5. (JK-Korrektheit)
Sei P eine Programmtransformation auf Ausdr ucken s;t 2 LGHCCore. Wir nennen
P JK-korrekt, wenn gilt: s P t =) JsK c JtK
Hinsichtlich dieser Korrektheit werden wir nun die im GHC angewendeten Transfor-
mationen untersuchen.
4.2 Klassizierung der Transformationen auf der
Kernsprache
Die Transformationen auf der GHC-Kernsprache werden nach [PS94, San95, PS98]
in zwei Klassen geteilt.
Zum einen gibt es lokale Transformationen, die kleine Teilausdr ucke transformieren.
Die M achtigkeit dieser Transformationen liegt darin, dass sie zusammen und mehr-
mals angewendet werden. Die lokalen Transformationen werden im so bezeichneten
"Simplier\ zusammengefasst.
Zum anderen gibt es globale Transformationen, wie z.B. Striktheitsanalyse und
"
common subexpression elimination\. Jede dieser Transformationen ist als einzel-
ner Durchlauf implementiert und kann separat an- und abgeschaltet werden.
Nach vielen der globalen Transformation ndet ein Aufruf des Simpliers statt, um
den Code
"
zu bereinigen\1. Aufgrund dessen ist es besonders wichtig, sicherzustellen,
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dass nur korrekte lokale Transformationen ausgef uhrt werden, die wir im Folgenden
ausf uhrlich untersuchen werden.
Im Anschluss daran gehen wir auf die globalen Transformationen ein, wobei wir
diese jedoch nicht eingehend untersuchen werden, da dies den Umfang dieser Arbeit
sprengen w urde.
4.3 Lokale Transformationen
Wir geben nun eine  Ubersicht  uber die lokalen Transformationen, die im GHC ange-
wendet werden. Die hier dargestellten Transformationen werden detailliert in [PS94]
und [San95] beschrieben, wobei sich die dort verwendete Kernsprache von der aktu-
ellen Kernsprache und von LGHCCore unterscheidet. Deshalb haben wir die Transfor-
mationen entsprechend der aktuellen Implementierung angepasst.
Im Folgenden bezeichnen wir einen Ausdruck als atomar, wenn er ein Literal oder
eine Variable ist.
Wir benutzen f ur die Transformationen teilweise die englischen Begrie, damit
sie leicht in der angegebenen Literatur wiederzunden sind und da ad aquate
 Ubersetzungen in die deutsche Sprache schwer zu nden sind.
Im Weiteren wird zun achst die jeweilige im GHC durchgef uhrte Transformation an-
gegeben, wobei wir eine Transformation mit dem Namen Regel, die Ausdr ucke der
Form von l in Ausdr ucke der Form von r  uberf uhrt, als
l
(Regel)
===> r
notieren.
Danach  ubersetzen wir die linke und rechte Seite mittels der  Ubersetzung JK in
Ausdr ucke des FUNDIO-Kalk uls und versuchen dann, die JK-Korrektheit der Trans-
formation mithilfe der korrekten Programmtransformationen aus den S atzen 3.31
und 3.32 sowie Theorem 3.75 zu zeigen. Ist die jeweils betrachtete Programmtrans-
formation nicht korrekt, so werden wir dies anhand von Gegenbeispielen zeigen.
Wir benutzen analog zu
"
Kontexten\ im FUNDIO-Kalk ul, auch allgemeine Kontexte
in LGHCCore, die wir als C[] darstellen. Auf eine explizite Denition verzichten wir
jedoch.
4.3.1 Beta-Reduktion
In [San95, Abschnitt 3.1] und [PS94, Abschnitt 3.1] ist folgende Transformation
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(x -> e) arg
(-atom)
===> e[arg=x] wenn arg atomar ist.
Lemma 4.6. (-atom) ist eine JK-korrekte Programmtransformation.
Beweis.
1.Fall : arg ist eine Variable v
J(x -> e) vK  (J(x -> e)K JvK)  ((x: JeK) v)
betavar           ! JeK[v=x]  Je[v=x]K
2.Fall : arg ist ein Literal, d.h. JargK = ci
J(x -> e) argK  (J(x -> e)K JargK)  ((x: JeK) ci)
lbeta       ! (letrec x = ci in JeK)
(cpcx in)

              ! (letrec x = ci in JeK[ci=x])
gc 1
      ! (letrec fg in JeK[ci=x])
gc 2
      ! JeK[ci=x]  JeK[JargK=x]  Je[arg=x]K
Also gilt f ur beide F alle: J(x -> e) argK c Je[arg=x]K.
Im GHC wird eine weitere Variante der Beta-Reduktion durchgef uhrt, f ur den Fall,
dass das Argument nicht atomar ist. Diese Variante wird auch in [San95, Seite 23]
angesprochen.
(x -> e) arg
()
===> let x = arg in e
Lemma 4.7. () ist eine JK-korrekte Programmtransformation.
Beweis.
J(x -> e) argK  (J(x -> e)K JargK)  ((x: JeK) JargK)
lbeta       ! (letrec x = JargK in JeK)  Jlet x = arg in eK
4.3.2 Transformationen f ur let-Ausdr ucke
4.3.2.1 Die "
oating let out of let\-Transformationen
F ur die let- uber-let-Verschiebung2 werden zwei Varianten durchgef uhrt, je nach-
dem, ob das let rekursiv ist oder nicht.
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Variante mit let:
let x = (let(rec) Bind in B1)
in B2
(
ool-let)
===>
let(rec) Bind
in (let x = B1 in B2)
Lemma 4.8. (
ool-let) ist eine JK-korrekte Programmtransformation.
Beweis.
Jlet x = (let(rec) Bind in B1) in B2K
 (letrec x = J(let(rec) Bind in B1)K in JB2K)
 (letrec x = (letrec JBindK in JB1K) in JB2K)
llet e         ! (letrec x = JB1K;JBindK in JB2K)
llet in             (letrec JBindK in (letrec x = JB1K in JB2K))
 (let(rec) JBindK in J(let x = B1 in B2)K)
 Jlet(rec) Bind in (let x = B1 in B2)K
Variante mit letrec:
letrec x = (let(rec) Bind in B1)
in B2
(
ool-letrec)
===>
letrec Bind;x = B1
in B2
Lemma 4.9. (
ool-letrec) ist eine JK-korrekte Programmtransformation.
Beweis.
Jletrec x = (let(rec) Bind in B1) in B2K
 (letrec x = J(let(rec) Bind in B1)K in JB2K)
 (letrec x = (letrec JBindK in JB1K) in JB2K)
llet e         ! (letrec x = JB1K;JBindK in JB2K)
= (letrec JBindK;x = JB1K in JB2K)
 (letrec JBind;x = B1K in JB2K)
 Jletrec Bind;x = B1 in B2K
Somit wurde gezeigt:
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4.3.2.2 Die "
oating lets out of a case scrutinee\-Transformation
Die in [San95, Abschnitt 3.4.3] und [PS94, Abschnitt 3.10] beschriebene Transfor-
mation entspricht der (lcase)-Reduktion des FUNDIO-Kalk uls:
case (let(rec) Bind in E) of Alts
(
ooacs)
===>
let(rec) Bind
in case E of Alts
Lemma 4.10. (
ooacs) ist eine JK-korrekte Programmtransformation.
Beweis. Wir unterscheiden zwei F alle:
1.Fall: Alts enth alt keine default-Alternative. Seien Alts0 die fehlenden Alternativen,
die entsprechend der Regeln f ur die  Ubersetzung JK ermittelt werden.
Jcase (let(rec) Bind in E) of AltsK
 (case J(let(rec) Bind in E)K JAltsK JAlts0K)
 (case (letrec JBindK in JEK) JAltsK JAlts0K)
lcase       ! (letrec JBindK in (case JEK JAltsK JAlts
0K))
 (letrec JBindK in Jcase E of AltsK)
 Jlet(rec) Bind in case E of AltsK
2. Fall: Alts enth alt eine default-Alternative. Seien Alts0 die durch die  Ubersetzung
entstandenen Alternativen.
Jcase (let(rec) Bind in E) of Alts;x -> sK
 (letrec y = J(let(rec) Bind in E)K in (case y JAltsK Alts0))
 (letrec y = (letrec JBindK in JEK) in (case y JAltsK Alts
0))
llet e         ! (letrec y = JEK;JBindK in (case y JAltsK Alts
0))
llet in             (letrec JBindK in (letrec y = JEK in (case y JAltsK Alts0)))
 (letrec JBindK in Jcase E of x -> sK)
 Jlet(rec) Bind in case E of x -> sK
Somit wurde gezeigt:
Jcase (let(rec) Bind in E) of AltsK c Jlet(rec) Bind in case E of AltsK
4.3.2.3 Die "dead code removal\-Transformationen
Mithilfe der "dead code removal\-Transformation3 werden unbenutzte Bindungen
entfernt:
3Vgl. [San95, Abschnitt 3.2.1] und [PS94, Abschnitt 3.18].102 Kapitel 4 FUNDIO als Semantik f ur die Kernsprache des GHC
let x = E in B
(dcr)
===> B
wenn x kein freies Vorkommen in B hat.
Lemma 4.11. (dcr-let) ist eine JK-korrekte Programmtransformation.
Beweis.
Jlet x = E in BK  (letrec x = JEK in JBK)
gc 1
      ! (letrec fg in JBK)
gc 2
      ! JBK
In [San95, Seite 25] wird eine weitere Variante der
"
dead code removal\-Transforma-
tion beschrieben, mithilfe derer mehrere rekursive Bindungen entfernt werden.
rec bindings in B
(dcr-letrec)
===> B
wenn keine der Bindungen aus bindings in B benutzt wird
Lemma 4.12. (dcr-letrec) ist eine JK-korrekte Programmtransformation.
Beweis. O.B.d.A. sei bindings die Gruppe von Bindungen x1 = E1;:::;xn = En.
Jrec bindings in BK
 (letrec x1 = JE1K;:::;xn = JEnK in JBK)
(gc 1)

          ! (letrec fg in JBK)
gc 2
      ! JBK
4.3.2.4 Die "inlining\-Transformation
"
Inlining\4 wird benutzt, um Ausdr ucke zu kopieren.
let(rec) x = e in C[x]
(inl)
===> let(rec) x = e in C[e]
Lemma 4.13. (inl) ist keine JK-korrekte Programmtransformation.
4Vgl. [San95, Abschnitt 3.2.2], [PS94, Abschnitt 3.17]. In [PM02] und [San95, Kapitel 6] werden
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Beweis. Gegenbeispiel: Betrachte folgenden Ausdruck s in der Kernsprache des
GHC:
s = let x = (unsafePerformIO getChar) in case x of 'd' -> (case x of 'd' -> 'd')
Wir erhalten den folgenden Ausdruck t, wenn wir die Transformation (inl) einmal
anwenden:
t = let x = (unsafePerformIO getChar) in
case (unsafePerformIO getChar) of 'd' -> (case x of 'd' -> 'd')
Man betrachte nun die  ubersetzten Ausdr ucke:
JsK = (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case x :::('d' ! case x ::: ('d' ! 'd') :::) :::))
JtK = (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::)
::: ('d' ! case x ::: ('d' ! 'd') :::) :::))
Sei P = f(B;'d')g, dann gilt: JsK+(P), aber JtK*(P):
JsK = (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case x :::('d' ! case x ::: ('d' ! 'd') :::) :::))
n;IOr;(B;'d')
                  ! (letrec x = (case 'd' (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case x :::('d' ! case x ::: ('d' ! 'd') :::) :::))
n;case
        ! (letrec x = (letrec fg in 'd') in
(case x :::('d' ! case x ::: ('d' ! 'd') :::) :::))
n;llet
      ! (letrec x = 'd' in (case x :::('d' ! case x ::: ('d' ! 'd') :::) :::))
n;case
        ! (letrec x = 'd' in (letrec fg in (case x ::: ('d' ! 'd') :::) :::)))
n;llet
      ! (letrec x = 'd' in (case x ::: ('d' ! 'd') :::) :::))
n;case
        ! (letrec x = 'd' in (letrec fgin 'd'))
n;llet
      ! (letrec x = 'd' in 'd')
JtK = (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::)
::: ('d' ! case x ::: ('d' ! 'd') :::) :::))
n;IOr;(B;'d')
                  ! (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case (case 'd' (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::)
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n;case
        ! (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case (letrec fg in'd') ::: ('d' ! case x ::: ('d' ! 'd') :::) :::))
n;lcase
        ! (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(letrec fg in (case 'd' ::: ('d' ! case x ::: ('d' ! 'd') :::) :::)))
n;llet
      ! (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case 'd' ::: ('d' ! case x ::: ('d' ! 'd') :::) :::))
n;case
        ! (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(letrec fg in (case x ::: ('d' ! 'd') :::) :::)))
n;llet
      ! (letrec x = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::) in
(case x ::: ('d' ! 'd') :::) :::))
n;IOr;?
          ! Ein zweites IO-Paar wird ben otigt!
Somit folgt JsK 6c JtK.
Inlining ist jedoch in speziellen Situationen zul assig, die wir nun besprechen, wobei
die folgenden Transformationen durch Untersuchung der Situationen, in denen im
GHC Inlining angewendet wird, entstanden sind. Auf Details im GHC gehen wir in
Kapitel 5 ein.
Sei die Transformation (uinl) wie folgt deniert, die analog zur (ucp-in)-Regel des
FUNDIO-Kalk uls ist:
let(rec) x = e in C[x]
(uinl)
===> C[e]
wenn x genau einmal frei in C[x] nicht im Rumpf einer Abstraktion
vorkommt und x nicht in e vorkommt
Lemma 4.14. (uinl) ist eine JK-korrekte Programmtransformation
Beweis. Die Bedingung an C[x] bedeutet f ur die  Ubersetzung nach LFUNDIO, dass
JCK ein Ober
 achenkontext ist.
Jlet(rec) x=e in C[x]K
 (letrec x = JeK in JCK[x])
ucp
    ! (letrec fg in JCK[e])
gc
  ! JCK[e]
 JC[e]K
Ebenso kann man auch die JK-Korrektheit der zur (ucp e)-Regel analogen Transfor-
mation zeigen, d.h. auch das Kopieren in eine Bindung ist erlaubt, wenn die Variable
x nur einmal und nicht im Rumpf einer Abstraktion vorkommt.
Sei die Transformation (bruinl) analog zur (ucpb-in)-Regel des FUNDIO-Kalk uls
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let(rec) x = e in
C[case e1 of
P1 -> B1
:::
Pi -> C0[x]
:::
Pn -> Bn]
(bruinl)
===>
let(rec) x = e in
C[case e1 of
P1 -> B1
:::
Pi -> C0[e]
:::
Pn -> Bn]
wenn x nur in B1;:::;Bn und genau einmal in C
0[x] frei vorkommt, wobei
das Vorkommen in C[C
0[x]] nicht im Rumpf einer Abstraktion ist
Lemma 4.15. (bruinl) ist eine JK-korrekte Programmtransformation.
Beweis. Wir zeigen hier den Fall, indem die Alternativen keine default-Alternative
enthalten, die restlichen F alle sind im Anhang in Abschnitt A.5 angegeben.
Die Bedingungen an das Vorkommen von x bedeuten f ur die  Ubersetzung, dass JCK
und JC0K Ober
 achenkontexte sind.
Jlet(rec) x = e in C[case e1 of fP1 -> B1;:::;Pi -> C
0[x]:::;Pn -> Bng]K
 (letrec x = JeK in JCK[(case Je1K
(JP1K ! JB1K):::(JPiK ! JC
0K[x]):::(JPnK ! JBnK)
(patn+1 ! ?):::(patN ! ?))])
ucpb
      ! (letrec x = JeK in JCK[(case Je1K
(JP1K ! JB1K):::(JPiK ! JC0K[e]):::(JPnK ! JBnK)
(patn+1 ! ?):::(patN ! ?))])
 Jlet(rec) x = e in C[case e1 of fP1 -> B1;:::;Pi -> C0[e];:::;Pn -> Bng]K
Analog zur (ucpb-e) Regel ist auch das Kopieren erlaubt, wenn C[:::] eine rechte Seite
einer anderen Bindung ist und x nur in den Bj und einmal in C0[x] frei vorkommt,
wobei das Vorkommen in C0[C[x]] nicht im Rumpf einer Abstraktion ist.
Im Folgenden denieren wir eine Transformation, die es erlaubt bestimmte Aus-
dr ucke beliebig zu kopieren, wof ur wir zun achst die Menge CHEAP von besonderen
Ausdr ucken denieren.
De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LGHCCore:
x 2 CHEAP gdw.
 x ist ein Literal,
 x ist eine Variable,
 x ist eine Abstraktion,
 x ist ein primitiver Operator mit Stelligkeit > 0 oder
 x ist eine Konstruktoranwendung ci a1 :::an, n  ar(ci)
und aj 2 CHEAP f ur j = 1;:::;n
Die Transformation (cheapinl) kann nun wie folgt formuliert werden:
let(rec) x = e in C[x]
(cheapinl)
===> let(rec) x = e in C[e]
wenn e ein Element der Menge CHEAP ist.
Lemma 4.17. (cheapinl) ist eine JK-korrekte Programmtransformation.
Beweis. Da aus e 2 CHEAP folgt, dass JeK 2 Lcheap, d urfen wir die (cpcheap)-
Reduktion verwenden:
Jlet(rec) x = e in C[x]K  (letrec x = JeK in JCK[x])
cpcheap
          ! (letrec x = JeK in JCK[e])  Jlet(rec) x = e in C[e]K
Analog zur (cpcheap-e)-Regel ist es auch m oglich Ausdr ucke in andere Bindungen
zu kopieren, wenn die Ausdr ucke aus CHEAP sind.
4.3.3 Transformationen f ur case-Ausdr ucke
4.3.3.1 Die "case of known constructor\-Transformationen
Die in [San95, Abschnitt 3.3.1] und [PS94, Abschnitt 3.7] beschriebene "case of known
constructor\ Transformation beachtet kein Sharing, da die dort verwendete Kern-
sprache nur atomare Argumente erlaubt.
Die aktuelle Implementierung5 verwendet aufgrund dessen folgende Transformation,
die Sharing beachtet:
5Im Modul ghc/compiler/simplCore/Simplify.lhs bendet sich die zugeh orige Funktion
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case (c a1 :::an) of
:::
c b1 :::bn -> e
:::
(cokc)
===>
letrec b1 = a1;:::;bn = an
in e
Lemma 4.18. (cokc) ist eine JK-korrekte Programmtransformation.
Beweis. Seien Alts0 die durch die  Ubersetzung des case-Ausdrucks hinzugef ugten
Alternativen.
1. Fall: In den case-Alternativen existiert keine default-Alternative:
Jcase (c a1 :::an) of:::(c b1 :::bn -> e):::K
 (case Jc a1 :::anK :::(Jc b1 :::bnK -> JeK):::Alts0)
 (case (c Ja1K:::JanK):::((c Jb1K:::JbnK) -> JeK):::Alts0)
 (case (c Ja1K:::JanK):::((c b1 :::bn) -> JeK):::Alts0)
case c         ! (letrec b1 = Ja1K;:::;bn = JanK in JeK)
 Jletrec b1 = a1;:::;bn = an in eK
2. Fall: Die case-Alternativen enthalten auch eine default-Alternative: Seien wieder-
um Alts0 die durch die  Ubersetzung hinzugef ugten Alternativen.
Jcase (c a1 :::an) of:::;(c b1 :::bn -> e);:::;x -> sK
 (letrec y = J(c a1 :::an)K in
(case y J:::K (J(c b1 :::bn)K -> JeK) J:::K Alts0))
 (letrec y = (c Ja1K:::JanK) in (case y J:::K ((c b1 :::bn) -> JeK) J:::K Alts
0))
case in           ! (letrec y = (c y1 ::: yn);y1 = Ja1K;:::;yn = JanK
in (letrec b1 = y1;:::bn = yn in JeK))
llet in           ! (letrec y = (c y1 ::: yn);y1 = Ja1K;:::;yn = JanK;b1 = y1;:::bn = yn in JeK)
(xch)

        ! (letrec y = (c y1 ::: yn);b1 = Ja1K;:::;bn = JanK;y1 = b1;:::yn = bn in JeK)
(cpx)

        ! (letrec y = (c b1 ::: bn);b1 = Ja1K;:::;bn = JanK;y1 = b1;:::yn = bn in JeK)
(gc)

      ! (letrec b1 = Ja1K;:::;bn = JanK in JeK)
 Jletrec b1 = a1;:::;bn = an in eK
Es gibt analoge Varianten der Transformation, in der das erste Argument des case-
Ausdruck eine Variable ist, die an eine Konstruktoranwendung gebunden ist, wobei
die Argumente atomar sind (siehe [San95, Seite 31]). Hierbei sind zwei F alle zu
unterscheiden:
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let(rec) x = c a1 :::an in
case x of
c b1 :::bn -> e
:::
(cokc-l)
===>
let(rec) x = c a1 :::an
in letrec b1 = a1;:::;bn = an
in e
Die JK-Korrektheit der Transformation (cokc-l) kann einfach gezeigt wer-
den, denn die Konstruktoranwendung darf im Fundio-Kalk ul aufgrund der
(cpcheap)-Regel f ur die Variable ersetzt werden und danach kann der Beweis
der (cokc)-Transformation verwendet werden.
 Die Variable ist durch einen  ubergeordneten case-Ausdruck gebunden:
case x of
c x1 :::xn -> case x of
c y1 :::yn -> e
:::
:::
(cokc-c)
===>
case x of
c x1 :::xn -> e[xi=yi]n
i=1
:::
Die Regel (cokc-c) ist JK-korrekt, denn mit der (ccpcx)-Transformation kann
die Konstruktoranwendung c x1 :::xn in die Alternative kopiert werden und
danach der Beweis der (cokc)-Transformation f ur den inneren case-Ausdruck
angewendet werden. Der dadurch entstehende letrec-Ausdruck kann durch
mehrere (cpcheap)- und eine anschlieende (dcr-letrec)-Transformation ent-
fernt werden.
Des Weiteren gibt es eine Variante der
"
case of known constructor\-Transformation,
f ur den Fall, dass kein Pattern einer Alternative matcht, aber eine default-Alternative
vorhanden ist:
case (c a1 :::an) of
:::
y -> E
(cokc-default)
===>
let y = (c a1 :::an)
in E
wenn keine Alternative passt.
Lemma 4.19. (cokc-default) ist eine JK-korrekte Programmtransformation.
Beweis. 1. Fall: Es existieren weitere Alternativen auer der default-Alternative.
Seien z, b1, :::, bn, y1, :::, yn neue Variablen und patn+1;:::patm die Pattern
des zu c zugeh origen Typs f ur die keine Alternative angegeben ist. Die Pattern4.3 Lokale Transformationen 109
patm+1;:::;patN seien so gew ahlt, dass sie die  ubrigen Konstruktoren aus C ab-
decken.
Jcase (c a1 :::an) ofAlts;y -> EK
 (letrec z = Jc a1 :::anK in
(case z
JAltsK
(Jpatn+1K -> JEK[z=y]) ::: (Jpatn+iK -> JEK[z=y]) ::: (JpatmK -> JEK[z=y])
(patm+1 -> ?) ::: (patN -> ?)))
 (letrec z = (c Ja1K:::JanK) in
(case z
JAltsK
(Jpatn+1K -> JEK[z=y]) ::: ((c b1 ::: bn) -> JEK[z=y]) ::: (JpatmK -> JEK[z=y])
(patm+1 -> ?) ::: (patN -> ?)))
case in           ! (letrec z = (c y1 :::yn);y1 = Ja1K;:::;yn = JanK) in
(letrec b1 = y1;:::;bn = yn in JEK[z=y]))
(gc)

      ! (letrec z = (c y1 :::yn);y1 = Ja1K;:::;yn = JanK) in JEK[z=y]) (da die bi neu)
(ucp)

        ! (letrec z = (c Ja1K:::JanK) in JEK[z=y]) (da die yi neu)
= (letrec y = (c Ja1K:::JanK) in JEK)
 Jlet y = c a1 :::an in EK
2. Fall: Es existiert nur die default-Alternative:
Seien x;y1 :::yn;z1;:::;zn neue Variablen.
Jcase (c a1 :::an) of y -> EK
 (letrec x = J(c a1 :::an)K in
(case y (pat1 -> JE[x=y]K) ::: (pati -> JE[x=y]K) ::: (patN -> JE[x=y]K)))
 (letrec x = (c Ja1K:::JanK) in
(case y (pat1 -> JE[x=y]K) ::: ((c b1 :::bn) -> JE[x=y]K) ::: (patN -> JE[x=y]K)))
case in           ! (letrec x = (c y1 :::yn);y1 = Ja1K;:::;yn = JanK
in (letrec z1 = y1;:::;zn = yn in JE[x=y]K))
(gc)

      ! (letrec x = (c y1 :::yn);y1 = Ja1K;:::;yn = JanK in JE[x=y]K) (da die zi neu)
(ucp)

        ! (letrec x = (c Ja1K :::JanK) in JE[x=y]K) (da die yi neu)
= (letrec y = (c Ja1K :::JanK) in JEK)
 (letrec y = Jc a1 :::anK in JEK)
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4.3.3.2 Die "default binding elimination\-Transformation
Die
"
default binding elimination\6 ist deniert als:
case v1 of v2 -> e
(dbe)
===> case v1 of v2 -> e[v1=v2]
wobei v1 und v2 Variablen sind.
Lemma 4.20. (dbe) ist eine JK-korrekte Programmtransformation.
Beweis.
Jcase v1 of v2 -> eK
 (letrec x = Jv1K in (case x (pat1 ->Je[x=v2]K):::(patN ->Je[x=v2]K)))
 (letrec x = v1 in (case x (pat1 ->Je[x=v2]K):::(patN ->Je[x=v2]K)))
(cpx in)

            ! (letrec x = v1 in (case x (pat1 ->Je[v1=v2]K):::(patN ->Je[v1=v2]K)))
= (letrec x = Jv1K in
(case x (pat1-> Je[v1=v2][x=v2]K):::(patN-> Je[v1=v2][x=v2]K)))
 Jcase v1 of v2 -> e[v1=v2]K
Somit wurde gezeigt:
Jcase v1 of v2 -> eK c Jcase v1 of v2 -> e[v1=v2]K
4.3.3.3 Die "dead alternative elimination\-Transformation
Diese Transformation7 dient dazu, unerreichbare case-Alternativen zu entfernen:
case x of
(c1 a1;1 :::a1;ar(c1)) -> E1;
:::;
(ck ak;1 :::ak;ar(ck)) -> Ek;
:::;
(cn an;1 :::an;ar(cn)) -> En;
(dae)
===>
case x of
(c1 a1;1 :::a1;ar(c1)) -> E1;
:::;
(ck 1 ak 1;1 :::ak 1;ar(ck 1)) -> Ek 1;
(ck+1 ak+1;1 :::ak+1;ar(ck+1)) -> Ek+1;
:::;
(cn an;1 :::an;ar(cn)) -> En;
wenn x nicht vom Konstruktor ck ist.
6Vgl. [PS94, Abschnitt 3.16] und [San95, Abschnitt 3.3.5].
7Vgl. [PS94, Abschnitt 3.8] und [San95, Abschnitt 3.3.6].4.3 Lokale Transformationen 111
Lemma 4.21. (dae) ist eine JK-korrekte Programmtransformation.
Beweis. Die Zusatzbedingung, dass x nicht vom Konstruktor ck ist, benutzen wir
in FUNDIO als Bedingung, dass JxK nicht zu einer Konstruktoranwendung Jck :::K
reduziert werden kann, oder an einen Ausdruck gebunden ist, der zu einer solchen
Konstruktoranwendung reduziert.
Jcase x of (c1 a1;1 :::a1;ar(c1)) -> E1;
:::;
(ck ak;1 :::ak;ar(ck)) -> Ek;
:::;
(cn an;1 :::an;ar(cn)) -> En;K
 (case JxK ((Jc1K Ja1;1K:::Ja1;ar(c1)K) ! JE1K)
:::
((JckK Jak;1K:::Jak;ar(ck)K) ! JEkK)
:::
((JcnK Jan;1K:::Jan;ar(cn)K) ! JEnK)
(pn+1 ! ?):::(pN ! ?))
crpl
    ! (case JxK ((Jc1K Ja1;1K:::Ja1;ar(c1)K) ! JE1K)
:::
((JckK Jak;1K:::Jak;ar(ck)K) ! ?)
:::
((JcnK Jan;1K:::Jan;ar(cn)K) ! JEnK)
(pn+1 ! ?):::(pN ! ?))
 Jcase x of (c1 a1;1 :::a1;ar(c1)) -> E1;
:::;
(ck 1 ak 1;1 :::ak 1;ar(ck 1)) -> Ek 1;
(ck+1 ak+1;1 :::ak+1;ar(ck+1)) -> Ek+1;
:::;
(cn an;1 :::an;ar(cn)) -> En;K
4.3.3.4 Die "case of error\-Transformation
Die error-Funktion ist eine von Haskell zur Verf ugung gestellte Funktion, die den
semantischen Wert ? hat (siehe [ABB+99, Abschnitt 3.1]). Die
"
case of error\-
Transformation wird in [PS94, Abschnitt 3.14] und [San95, Abschnitt 3.3.4] wie folgt
deniert:
case (error E) of Alts
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Lemma 4.22. (coe) ist eine JK-korrekte Programmtransformation.
Beweis. Da die error-Funktion den Wert ? hat,  ubersetzen wir diese Funktion
als ?. Wir unterscheiden zwei F alle, je nachdem, ob die case-Alternativen eine
default-Alternative enth alt oder nicht. Wir benutzen in beiden F allen die Gleichheit
? c R[?] aus Satz 3.33.
Betrachten wir zun achst den Fall, dass Alts keine default-Alternative enth alt: Sei-
en Alts0 die zus atzlich durch die  Ubersetzung entstanden Alternativen des case-
Ausdrucks.
Jcase (error E) of AltsK  (case ? JAltsK Alts0) c ?  Jerror EK
Betrachten wir nun den Fall, dass Alts eine default-Alternative enth alt.
Jcase (error E) of Alts;x -> EK
 (letrec y = J(error E)K in (case y :::))
 (letrec y = ? in (case y :::))
c ?
 Jerror EK
Insgesamt haben wir somit gezeigt:
Jcase (error E) of AltsK c Jerror EK
4.3.3.5 Die "
oating case out of case\-Transformation
Diese Transformation8 ist analog zur (ccase)-Regel f ur FUNDIO.
case
0
B
B
@
case E of
P1 -> R1
:::;
Pn -> Rn
1
C
C
A of
Q1 -> S1
:::
Qm -> Sm
(fcooc)
===>
case E of
P1 -> case R1 of
Q1 -> S1
:::
Qm -> Sm
:::
Pn -> case Rn of
Q1 -> S1
:::
Qm -> Sm
Lemma 4.23. (fcooc) ist eine JK-korrekte Programmtransformation.
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Beweis. Wir betrachten vier F alle:
I. Beide case-Ausdr ucke enthalten keine default-Alternative.
II. Beide case-Ausdr ucke enthalten eine default-Alternative.
III. Nur die Alternativen (Pi -> Ri) f ur i = 1;:::;n enthalten eine default-
Alternative.
IV. Nur die Alternativen (Qi -> Si) f ur i = 1;:::;m enthalten eine default-
Alternative.
In allen F allen sind die  ubersetzten Ausdr ucke der linken und rechten Seite der
Transformationsregel kontextuell  aquivalent. Die dazugeh origen Berechnungen sind
im Anhang in Abschnitt A.6 angegeben.
Da durch die (fcooc)-Transformation die Gr oe des Codes w achst (die m Alternativen
existieren nach der Transformation n-mal), wird die Transformation in der Realit at
anders ausgef uhrt9, indem so genannte "join points\ benutzt werden, d.h. die rechten
Seiten der Alternativen werden wie folgt durch letrec-Bindungen geshared: Sei
Qi = ci yi;1 :::yi;ni f ur i = 1;:::;m, dann hat die rechte Seite der Transformation
folgende Form
letrec s1 = y1;1 :::y1;n1 -> S1
:::
sm = ym;1 :::ym;nm -> Sm
in
case E of
P1 -> case R1 of
c1 y1;1 :::y1;n1 -> s1 y1;1 :::y1;n1
:::
cm ym;1 :::ym;nm -> sm ym;1 :::ym;nm
:::
Pn -> case Rn of
c1 y1;1 :::y1;n1 -> s1 y1;1 :::y1;n1
:::
cm ym;1 :::ym;nm -> sm ym;1 :::ym;nm
Diese Transformation ist korrekt, denn die si k onnen zun achst mit der (bruinl)-
Transformation in die rechten Seiten der Alternativen kopiert werden, danach k onnen
die Bindungen mit der (dcr-letrec)-Transformation entfernt werden und schlielich
kann in jeder Alternative die (-atom)-Transformation angewendet werden. Der er-
haltene Ausdruck entspricht dem rechten Ausdruck aus der (fcooc)-Transformation.
9Vgl. [San95, Seiten 48-50], [PS94, Abschnitt 3.11] und [PS98, Abschnitte 5.1 und 5.2]114 Kapitel 4 FUNDIO als Semantik f ur die Kernsprache des GHC
4.3.3.6 Die "case merging\-Transformation
Die "case merging\-Transformation10
"mischt\ die Alternativen verschachtelter
case-Ausdr ucke:
case x of
c1 a1;1 :::a1;ar(c1) -> t1
:::
ck ak;1 :::ak;ar(ck) -> tk
y ->
case x of
ck+1 bk;1 :::bk;ar(ck+1) -> tk+1
:::
cm bm;1 :::bm;ar(cm) -> tm
(cm)
===>
case x of
c1 a1;1 :::a1;ar(c1) -> t1
ck ak;1 :::ak;ar(ck) -> tk
ck+1 bk+1;1 :::bk+1;ar(ck+1) -> tk+1[x=y]
cm bm;1 :::bm;ar(cm) -> tm[x=y]
wobei x eine Variable ist.
Lemma 4.24. (cm) ist eine JK-korrekte Programmtransformation.
Beweis. Die Berechnung im Anhang in Abschnitt A.7 zeigt die Korrektheit.
4.3.3.7 Die "alternative merging\-Transformation
Im Modul ghc/compiler/simplCore/SimplUtils.lhs wird mithilfe der Funktion
mkAlts folgende Transformation durchgef uhrt, die case-Alternativen mit identischen
rechten Seiten vereinigt:
case e of
c1 a1;1 :::a1;m1 -> E1;
:::
ci ai;1 :::ai;mi -> E;
:::
cj aj;1 :::aj;mj -> E;
cj+1 aj+1;1 :::aj+1;mj+1 -> Ej+1;
:::
cn an;1 :::an;mn -> En
(am)
===>
case e of
c1 a1;1 :::a1;m1 -> E1;
:::
ci 1 ai 1;1 :::ai 1;mi 1 -> Ei 1;
cj+1 aj+1;1 :::aj+1;mj+1 -> Ej+1;
:::
cn an;1 :::an;mn -> En;
y -> E
wenn f ur k = i;:::;j gilt: Die ak;1 :::ak;mk kommen nicht frei in E vor.
Lemma 4.25. (am) ist eine JK-korrekte Programmtransformation.
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Beweis. Seien patn+1 :::patm Pattern f ur Konstruktoren vom selben Typ wie e,
patm+1 :::patN Pattern f ur Konstruktoren anderen Typs, die durch die  Ubersetzung
entstanden seien. F ur die zugeh origen Alternativen k onnen wir die (crpl)-Reduktion
anwenden, da e nicht zu einem solchen Konstruktor auswerten kann.
Jcase e of fP1 -> E1;:::Pi -> E;:::Pj -> E;Pj+1 -> Ej+1;:::Pn -> EngK
 (case JeK (JP1K ! JE1K):::(JPiK ! JEK):::(JPjK ! JEK)
(JPj+1K ! JEj+1K):::(JPnK ! JEnK) (patn+1 ! ?):::(patN ! ?))
gc
    (letrec x = JeK in
(case JeK (JP1K ! JE1K):::(JPiK ! JEK):::(JPjK ! JEK)
(JPj+1K ! JEj+1K):::(JPnK ! JEnK)(patn+1 ! ?):::(patN ! ?)))
(crpl)

          (letrec x = JeK in
(case JeK (JP1K ! JE1K):::(JPiK ! JEK):::(JPjK ! JEK)
(JPj+1K ! JEj+1K):::(JPnK ! JEnK) (patn+1 ! JEK):::(patm ! JEK)
(patm+1 ! ?):::(patN ! ?)))
ucp
      (letrec x = JeK in
(case x (JP1K ! JE1K):::(JPiK ! JEK):::(JPjK ! JEK)
(JPj+1K ! JEj+1K):::(JPnK ! JEnK)(patn+1 ! JEK):::(patm ! JEK)
(patm+1 ! ?):::(patN ! ?)))
 Jcase e of fP1 -> E1;:::;Pi 1 -> Ei 1;Pj+1 -> Ej+1;:::;Pn -> En;y -> EgK
4.3.3.8 Die "case identity\-Transformation
Diese Transformation wird im Modul ghc/compiler/simplCore/SimplUtils.lhs
mittels der Funktion mkCase1 durchgef uhrt.
case e of fP1 -> P1;:::;Pn -> Png
(ci)
===> e
Wir zeigen im Folgenden, dass die Transformation dann JK-korrekt ist, wenn die in
Denition 3.73 denierte (streval)-Reduktion korrekt ist. Vermutlich l asst sich die
Korrektheit der "case-identity\-Transformation auch ohne diese Bedingung zeigen,
indem man eine entsprechende Transformation f ur den FUNDIO-Kalk ul deniert
und die Methode der Vertauschungs- und Gabeldiagramme verwendet.
Lemma 4.26. Wenn Vermutung 3.74 wahr ist, dann ist (ci) eine JK-korrekte Pro-
grammtransformation.
Beweis. Die Abstraktion (i:i) ist eine strikte Abstraktion, denn
(i:i) ?
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wobei die kontextuelle Gleichheit aufgrund von Satz 3.33 gilt.
Somit k onnen wir die (streval)-Reduktion f ur solche Abstraktionen anwenden.
Seien patn+1 :::patN Pattern f ur die Konstruktoren aus C, die nicht durch JP1K, :::,
JPnK abgedeckt werden. F ur die zu patn+1 :::patN zugeh origen Alternativen d urfen
wir die (crpl)-Reduktion anwenden, da P1, ..., Pn alle Konstruktoren abdecken zu
denen e auswerten kann11.
Jcase e of fP1 -> P1;:::;Pn -> PngK
 (case e (JP1K ! JP1K):::(JPnK ! JPnK) (patn+1 ! ?):::(patN ! ?))
ucp
      (letrec y = e in
(case y (JP1K ! JP1K):::(JPnK ! JPnK) (patn+1 ! ?):::(patN ! ?)))
(ccpcx)

            (letrec y = e in
(case y (JP1K ! y):::(JPnK ! y) (patn+1 ! ?):::(patN ! ?)))
(crpl)

        ! (letrec y = e in
(case y (JP1K ! y):::(JPnK ! y) (patn+1 ! y):::(patN ! y)))
(betavar)

                (letrec y = JeK in
(case y (JP1K ! ((x:x) y)):::(JPnK ! ((x:x) y))
(patn+1 ! ((x:x) y)):::(patN ! ((x:x) y))))
streval           (x:x) JeK
lbeta       ! (letrec x = JeK in x)
ucp
    ! JeK
Enth alt der case-Ausdruck eine default-Alternative der Form y -> y, dann kann
der case-Ausdruck ebenfalls durch sein erstes Argument ersetzt werden, was analog
zum vorangegangenen Beweis gezeigt werden kann.
4.3.3.9 Die "case elimination\-Transformation
Wir denieren diese Transformation, wie sie im GHC12 benutzt wird. Sie unterschei-
det sich von [PS94, Abschnitt 3.9] und [San95, Abschnitt 3.3.2] dahingehend, dass
Sharing beachtet wird.
case e of y -> E
(ce)
===> let y = e in E wenn e 6= ?.
11Dies ist eine Bedingung an case-Ausdr ucke in LGHCCore, siehe Abschnitt 2.3.2.
12Sie wird in der Funktion mkCase im Modul ghc/compiler/simplCore/SimplUtils.lhs aus-
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Lemma 4.27. (ce) ist keine JK-korrekte Programmtransformation.
Beweis. Betrachte die Ausdr ucke s und t mit s
(ce)
===> t, wobei c eine Konstante sei:
s = case (unsafePerformIO getChar) of y -> ((z -> c) y)
t = let y = (unsafePerformIO getChar) in ((z -> c) y)
Sei nun P = ;, so gilt JsK*(P), aber JtK+(P):
JsK  (letrec l = (case (IO B) :::) in (case l :::(pati ! ((z:c) l)):::))
n;IOr;?
          ! Ein IO-Paar wird ben otigt!
JtK  (letrec y = (case (IO B) :::)) in ((z:c) y))
n;lbeta
        ! (letrec y = (case (IO B) :::)) in (letrec z = y in c))
n;lll
      ! (letrec y = (case (IO B) :::));z = y in c)
Somit gilt JsK 6c JtK.
Im Folgenden schr anken wir die Regel durch Bedingungen an x ein, und zeigen, dass
diese Form der "case-elimination\ JK-korrekt ist.
Lemma 4.28. Wenn e eine Abstraktion, ein primitiver Operator (mit positiver Stel-
ligkeit), ein Literal oder eine (evtl. unges attigte) Konstruktoranwendung ist, dann ist
(ce) eine JK-korrekte Programmtransformation.
Beweis. Betrachten wir zun achst die F alle, dass e eine Abstraktion oder ein primi-
tiver Operator mit positiver Stelligkeit ist. Dann ist JeK eine Abstraktion und wir
k onnen die (case-lam)-Reduktion des FUNDIO-Kalk uls anwenden:
Jcase e of y -> EK
 (letrec x = JeK in (case x (pat1 ! JEK[x=y]):::(patN ! JEK[x=y])))
cp
  ! (letrec x = JeK in (case JeK (pat1 ! JEK[x=y]):::(patN ! JEK[x=y])))
case lam             ! (letrec x = JeK in (letrec fg in JEK[x=y]))
llet     ! (letrec x = JeK in JEK[x=y])
= (letrec y = JeK in JEK)
 Jlet y = e in EK
Wenn e ein Literal oder eine Konstante ist, so ist JeK ein Konstruktor der Stelligkeit
0 und die Berechnung ist analog zur Vorherigen mit der Ausnahme, dass anstelle der
Reduktionsfolge
cp
  ! :
case lam           ! eine (case-in)-Reduktion steht.
Nun betrachten wir den Fall, dass e eine ges attigte Konstruktoranwendung ist.
O.B.d.A. sei e = c a1 :::aar(c).
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 (letrec x = (c Ja1K:::Jaar(c)K) in
(case x (pat1 ! JEK[x=y]):::(c y1 ::: yar(c) ! JEK[x=y]):::(patN ! JEK[x=y])))
case       ! (letrec x = (c z1 :::zar(c));z1 = Ja1K;:::;zar(c) = Jaar(c)K) in
(letrec y1 = z1;:::;yar(c) = zar(c) in JEK[x=y]))
(gc)

      ! (letrec x = (c z1 :::zar(c));z1 = Ja1K;:::;zar(c) = Jaar(c)K) in JEK[x=y])
(ucp)

        ! (letrec x = (c Ja1K:::Jaar(c)K) in JEK[x=y])
= (letrec y = (c Ja1K:::Jaar(c)K) in JEK)
 Jlet y = c a1 :::aar(c) in EK
Abschlieend sei e nun eine unges attigte Konstruktoranwendung. Sei e = c a1 :::an
mit n < ar(c).
Jcase (c a1 :::an) of y -> EK
 (letrec x = (x1 :::xar(c):(c x1 :::xar(c)) Ja1K:::JanK in
(case x (pat1 ! JEK[x=y]):::(patN ! JEK[x=y])))
(lll)

      ! (letrec x = (xn+1 :::xar(c):(c x1 :::xar(c)));x1 = Ja1K;:::;xn = JanK in
(case x (pat1 ! JEK[x=y]):::(patN ! JEK[x=y])))
case lam             ! (letrec x = (xn+1 :::xar(c):(c x1 :::xar(c)));x1 = Ja1K;:::;xn = JanK in
(letrec fg in JEK[x=y]))
llet     ! (letrec x = (xn+1 :::xar(c):(c x1 :::xar(c)));x1 = Ja1K;:::;xn = JanK in JEK[x=y])
llet       (letrec x = (x1 :::xar(c):(c x1 :::xar(c))) Ja1K:::JanK in JEK[x=y])
= (letrec y = (x1 :::xar(c):(c x1 :::xar(c))) Ja1K:::JanK in JEK)
 Jlet y = (c a1 :::an) in EK
Man kann leicht nachrechnen, dass die (ce)-Transformation auch dann JK-korrekt ist,
wenn e eine Variable ist, an die ein Ausdruck e0 gebunden ist, f ur den die Bedingungen
an e aus Lemma 4.28 gelten.
4.3.4 Transformationen f ur let- und case-Ausdr ucke
4.3.4.1 Die "
oating applications inwards\-Transformationen
Verschiebung der Applikation in einen let-Ausdruck13:
(let(rec) Bind in E) arg
(fai-let)
===> let(rec) Bind in (E arg)
13Vgl. [PS94, Abschnitt 3.2] und [San95, Abschnitt 3.4.1].4.3 Lokale Transformationen 119
Lemma 4.29. (fai-let) ist eine JK-korrekte Programmtransformation.
Beweis.
J(let(rec) Bind in E) argK  ((letrec JBindK in JEK) JargK)
lapp
      ! (letrec JBindK in (JEK JargK))  Jlet(rec) Bind in (E arg)K
Somit wurde gezeigt:
J(let Bind in E) argK c Jlet Bind in (E arg)K
Verschiebung der Applikation in einen case-Ausdruck14:
0
B
B
@
case E of
P1 ! E1;
:::;
Pn ! En
1
C
C
A arg
(fai-case)
===>
case E of
P1 ! E1 arg;
:::;
Pn ! En arg
Lemma 4.30. (fai-case) ist eine JK-korrekte Programmtransformation.
Beweis. Betrachten wir zun achst den Fall, dass keine default-Alternative in den
Alternativen des case-Ausdrucks vorhanden ist:
J(case E of P1 -> E1;:::;Pn -> En) argK
 (J(case E of P1 -> E1;:::;Pn -> En)K JargK)
 ((case JEK (JP1K ! JE1K):::(JPnK ! JEnK) (pn+1 ! ?):::(pN ! ?)) JargK)
capp
      ! (case JEK (JP1K ! (JE1K JargK)):::(JPnK ! (JEnK JargK))
(pn+1 ! (? JargK)):::(pN ! (? JargK)))
c (case JEK (JP1K ! (JE1K JargK)):::(JPnK ! (JEnK JargK))
(pn+1 ! ?):::(pN ! ?)
 Jcase E of P1 -> (E1 arg);:::;Pn -> (En arg))K
Die verwendete Gleichheit gilt aufgrund von Satz 3.33.
Betrachten wir nun den Fall, dass eine default-Alternative existiert. Falls neben der
default-Alternative weitere Alternativen existieren, seien pn+1 :::pm die fehlenden
Pattern vom gleichen Typ, wie die gegebenen Pattern und pm+1 :::pN die Pattern
von allen anderen Typen. Falls nur die default-Alternative existiert, seien pn+1 :::pm
Pattern f ur s amtliche Konstruktoren aus C.
J(case E of P1 -> E1;:::;Pn -> En;x -> s) argK
 (J(case E of P1 -> E1;:::;Pn -> En)K JargK)
14Vgl. [PS94, Abschnitt 3.2] und [San95, Abschnitt 3.5.1].120 Kapitel 4 FUNDIO als Semantik f ur die Kernsprache des GHC
 ((letrec y = JEK in
(case JyK (JP1K ! JE1K):::(JPnK ! JEnK)
(pn+1 ! JsK[y=x]):::(pm ! JsK[y=x])
(pm+1 ! ?):::(pN ! ?))) JargK)
lapp
      ! (letrec y = JEK in
((case JyK (JP1K ! JE1K):::(JPnK ! JEnK)
(pn+1 ! JsK[y=x]):::(pm ! JsK[y=x])
(pm+1 ! ?):::(pN ! ?)) JargK))
capp
      ! (letrec y = JEK in
(case JyK (JP1K ! (JE1KJargK)):::(JPnK ! (JEnKJargK))
(pn+1 ! (JsK[y=x]JargK)):::(pm ! (JsK[y=x]JargK))
(pm+1 ! (? JargK)):::(pN ! (? JargK))))
c (letrec y = JEK in
(case JyK (JP1K ! (JE1KJargK)):::(JPnK ! (JEnKJargK))
(pn+1 ! (JsK[y=x]JargK)):::(pm ! (JsK[y=x]JargK))
(pm+1 ! ? ):::(pN ! ? )))
 Jcase E of P1 -> (E1 arg);:::;Pn -> (En arg);x -> (s arg)K
Somit wurde gezeigt:
u
w w
v
0
B B
@
case E of
P1 ! E1;
:::;
Pn ! En
1
C C
A arg
}
 
~ c
u
w w
v
case E of
P1 ! E1 arg;
:::;
Pn ! En arg
}
 
~
4.3.4.2 Die "constructor reuse\-Transformationen
Diese Transformationen werden in [PS94, Abschnitt 3.15] und [San95, Abschnitt
3.3.2] wie folgt deniert:
Die Regel f ur case:
case x of
:::
c a1 :::an -> C[c a1 ::: an]
:::
(cr-case)
===>
case x of
:::
c a1 :::an -> C[x]
:::
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Lemma 4.31. (cr-case) ist eine JK-korrekte Programmtransformation.
Beweis. Betrachten wir zun achst den Fall, dass der case-Ausdruck keine default-
Alternative enth alt. Seien Alts0 die zus atzlichen Alternativen, die durch die  Uber-
setzung hinzugef ugt werden.
Jcase x of :::;c a1 :::an -> C[c a1 ::: an];:::K
 (case JxK J:::K ((JcK Ja1K:::JanK) ! JC[c a1 ::: an]K) J:::K Alts
0)
 (case x J:::K ((JcK a1 :::an) ! JCK[JcK a1 ::: an]) J:::K Alts0)
ccpcx
        (case x J:::K ((JcK a1 :::an) ! JCK[x]) J:::K Alts
0)
 Jcase x :::; c a1 :::an -> C[x]; :::K
Betrachten wir nun den Fall, dass auch eine default-Alternative vorhanden ist.
O.B.d.A. sei dies die Alternative y -> s. Seien Alts0 die durch die  Ubersetzung
zus atzlich entstandenen Alternativen.
Jcase x of :::;c a1 :::an -> C[c a1 ::: an];:::;y -> sK
 (letrec z = x in (case z J:::K ((JcK Ja1K:::JanK) ! JC[c a1 ::: an]K) Alts0))
 (letrec z = x in (case z J:::K ((JcK Ja1K:::JanK) ! JCK[c a1 ::: an]) Alts
0))
cpx
    ! (letrec z = x in (case x J:::K ((JcK Ja1K:::JanK) ! JCK[c a1 ::: an]) Alts0))
ccpcx
      ! (letrec z = x in (case x J:::K ((JcK Ja1K:::JanK) ! JCK[x]) Alts0))
cpx
      (letrec z = x in (case z J:::K ((JcK Ja1K:::JanK) ! JCK[x]) Alts0))
 Jcase x :::; c a1 :::an -> C[x]; :::;y -> sK
Die Regel f ur let15:
let x = c a1 :::an
in C[c a1 :::an]
(cr-let)
===>
let x = c a1 :::an
in C[x]
wenn die ai atomar sind
Lemma 4.32. (cr-let) ist eine JK-korrekte Programmtransformation.
15F ur die Regel f ur let haben wir zus atzlich zu [San95, Seite 27] die Bedingung hinzugef ugt, dass
die Argumente der Konstruktoranwendung atomar sein m ussen. In [San95] war dies nicht not-
wendig, da die Kernsprache keine anderen Konstruktoranwendungen erlaubte. Die Bedingung
gilt jedoch auch in der aktuellen Implementierung, da der GHC let-gebundene Konstruktoran-
wendungen nur in dieser Form zul asst. Dies wird zum einen in [PM02, Seite 399] erw ahnt,
zum anderen ist dies im Quellcode des Moduls ghc/compiler/coreSyn/CoreSyn.lhs doku-
mentiert. Eine Konstruktoranwendung mit nicht atomaren Argumenten kann (mithilfe von kor-
rekten Programmtransformationen) in die geforderte Form gebracht werden, indem die (uinl)-
Transformation mehrfach r uckw arts angewendet wird. F ur den FUNDIO-Kalk ul wird dieses
Vorgehen mit der analogen (ucp)-Reduktion in [Sch03a, Seite 65] beschrieben.122 Kapitel 4 FUNDIO als Semantik f ur die Kernsprache des GHC
Beweis. F ur i = 1;:::n ist JaiK eine Variable oder eine Konstante, da ai atomar
ist. Somit liegt die Konstruktoranwendung Jc a1 :::anK in Lcheap und die Korrektheit
kann mithilfe der (cpcheap)-Regel gezeigt werden:
Jlet x = c a1 ::: an in C[c a1 ::: an]K
 (letrec x = Jc a1 :::anK in JC[c a1 ::: an]K)
 (letrec x = Jc a1 :::anK in JCK[Jc a1 ::: anK])
cpcheap
           (letrec x = Jc a1 :::anK in JCK[x])
 Jlet x = c a1 ::: an in C[x]K
4.3.5 Transformationen, die Striktheit ausnutzen
Die folgenden Transformationen nutzen Striktheit aus. Die JK-Korrektheit der Trans-
formationen zeigen wir nur unter der Annahme, dass die in Denition 3.73 eingef uhrte
(streval)-Reduktion korrekt ist.
4.3.5.1 Die "let-to-case\-Transformation
Diese Transformation16 nutzt Striktheit aus, um einen durch ein let-gebundenen
Ausdruck fr uher auszuwerten, wenn bekannt ist, dass der Wert des Ausdrucks
ben otigt wird.
let v = E1 in E2
(ltc)
===> case E1 of v -> E2
wenn v einen Konstruktortyp hat, E2 strikt in v und E1 keine WHNF ist.
Lemma 4.33. Wenn Vermutung 3.74 wahr ist, dann ist (ltc) eine JK-korrekte Pro-
grammtransformation.
Beweis.
Jlet v = E1 in E2K
 (letrec v = JE1K in JE2K)
lbeta         (v:JE2K) JE1K
streval         ! (letrec w = JE1K in (case w (pat1 ! ((v:JE2K) w)):::(patN ! ((v:JE2K) w))))
(betavar)

              ! (letrec w = JE1K in (case w (pat1 ! JE2K[w=v]):::(patN ! JE2K[w=v])))
 Jcase E1 of v -> E2K
16Vgl. [PS94, Abschnitt 3.4] und [San95, Abschnitt 3.6.1].4.3 Lokale Transformationen 123
4.3.5.2 Die "unboxing let-to-case\-Transformation
Diese Transformation17 ist eine angepasste Variante f ur spezielle Konstruktoren und
insbesondere
"
unboxed values\:
let v = E1 in E2
(ultc)
===>
case E1 of
c a1 :::an -> let v = c a1 :::an in E2
wenn v einen Konstruktortyp hat, der aus einem einzigen Datenkonstruktor c
besteht, und E2 strikt in v ist.
Lemma 4.34. Wenn Vermutung 3.74 wahr ist, dann ist (ultc) eine JK-korrekte
Programmtransformation.
Beweis. Die Typbedingung interpretieren wir derart, dass wir f ur alle case-Alterna-
tiven, bis auf die Alternative f ur den Konstruktor JcK, die (crpl)-Reduktion anwenden
d urfen.
Jlet v = E1 in E2K
 (letrec v = JE1K in JE2K)
lbeta         (v:JE2K) JE1K
streval         ! (letrec w = JE1K in (case w (pat1 ! ((v:JE2K) w)):::(patN ! ((v:JE2K) w))))
(betavar)

              ! (letrec w = JE1K in (case w (pat1 ! JE2K[w=v]):::(patN ! JE2K[w=v])))
(crpl)

        ! (letrec w = JE1K in
(case w (pat1 ! ?):::(JcK a1 :::an) ! JE2K[w=v]):::(patN ! ?)))
ccpcx
      ! (letrec w = JE1K in
(case w (pat1 ! ?):::(JcK a1 :::an) ! JE2K[(JcK a1 :::an)=v]):::(patN ! ?)))
ucp
    ! (letrec fg in
(case JE1K (pat1 ! ?):::(JcK a1 :::an) ! JE2K[(JcK a1 :::an)=v]):::(patN ! ?)))
gc
  ! (case JE1K (pat1 ! ?):::(JcK a1 :::an) ! JE2K[(JcK a1 :::an)=v]):::(patN ! ?))
gc
    (case JE1K
(pat1 ! ?):::
(JcK a1 :::an) ! (letrec v = (JcK a1 :::an) in JE2K[(JcK a1 :::an)=v])):::
(patN ! ?))
cpcheap
            (case JE1K
(pat1 ! ?):::
(JcK a1 :::an) ! (letrec v = (JcK a1 :::an) in JE2K)):::
(patN ! ?))
 Jcase E1 of fc a1 :::an -> let v = c a1 :::an in E2gK
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4.3.5.3 Die "
oating case out of let\-Transformation
Die
"

oating case out of let\-Transformation18 ist wie folgt deniert:
let v = case E1 of fc1 a1;1 :::a1;m1 -> t1;:::;cn an;1 :::an;mn -> tng
in E3K
(fcool)
===> case E1 of
fc1 a1;1 :::a1;m1 -> let v = t1 in E3;
:::
cn an;1 :::an;mn -> let v = tn in E3g
wenn E3 strikt in v und v nicht frei in E1 ist.
Lemma 4.35. Wenn Vermutung 3.74 wahr ist, dann ist (fcool) eine JK-korrekte
Programmtransformation.
Beweis. Die Korrektheit wird gezeigt, indem die beiden Ausdr ucke mittels der
 Ubersetzung JK nach LFUNDIO  ubersetzt werden und dann mithilfe von korrekten
Programmtransformationen und der Regel (streval) ineinander  uberf uhrt werden.
Die zugeh orige Berechnung ist im Anhang in Abschnitt A.8 angegeben.
4.3.6 Andere Transformationen
4.3.6.1 Eta-Expansion und -Reduktion
v = x1 :::xn ->
f x1 :::xn
(-exp)
===>
v = x1 :::xn :::xm ->
f x1 :::xn :::xm
wenn f Stelligkeit m hat und n < m.
Das hierbei zugrunde gelegte Konzept der Stelligkeit unterscheidet sich von dem
sonst gebr auchlichen. Die Literatur19 gibt nur eine ungenaue Denition, indem die
Stelligkeit als "maximale Anzahl an Lambdas\ des Ausdrucks bezeichnet wird, womit
die Anzahl an Argumenten, gemeint ist, die  ubergeben werden k onnen, ohne das
"
Arbeit\ verrichtet wird, wie z.B. das Auswerten eines case- oder let-Ausdrucks.
18Vgl. [PS94, Abschnitt 3.6] und [San95, Abschnitt 3.5.3].
19Vgl. [PS94, Abschnitt 3.13] und [San95, Abschnitt 3.7.2].4.3 Lokale Transformationen 125
Lemma 4.36. (-exp) ist keine JK-korrekte Programmtransformation.
Beweis. Betrachte folgende Ausdr ucke s und t mit s
(-exp)
===> t, sowie deren  Uberset-
zungen JsK und JtK:
s = let fun = (x1 x2 -> x1) (unsafePerformIO getChar)
in case (fun False) of f'a' -> 'a'; 'b' -> (fun False)g
t = let fun = y -> ((x1 x2 -> x1) (unsafePerformIO getChar) y)
in case (fun False) of f'a' -> 'a'; 'b' -> (fun False)g
JsK = (letrec fun = ((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::))
in (case (fun False) ('a' ! 'a') ('b' ! (fun False)) :::))
JtK = (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y))
in (case (fun False) ('a' ! 'a') ('b' ! (fun False)) :::))
Sei P = f(B;'b')g, so gilt JsK+(P), aber JtK*(P). Die zugeh orige Berechnung ist im
Anhang in Abschnitt A.9 zu nden. Somit folgt JsK 6c JtK
Zus atzlich zur eben dargestellten Transformation wird die -Erweiterung f ur beson-
dere case-Ausdr ucke durchgef uhrt:
case e of
p1 -> e1
:::
pn -> en
(-exp-case)
===>
y -> case e of
p1 -> e1 y
:::
pn -> en y
wenn
 e ist eine Variable und
 alle rechten Seiten der Alternativen sind Funktionen
 alle rechten Seiten der Alternativen sind WHNFs.
Eigentlich k onnen wir in LGHCCore nicht ohne Weiteres feststellen, ob die rechten
Seiten der Alternativen Funktionen sind. Wir nehmen aber an, dass wir uns diese
Information beim  Ubergang der getypten Kernsprache nach LGHCCore merken, denn
in der getypten Kernsprache m ussen die rechten Seiten alle einen funktionalen Typ
besitzen.
Lemma 4.37. Die Regel (-exp-case) ist keine JK-korrekte Programmtransformati-
on.
Beweis. Zum einen w are die Transformation falsch, wenn e an einen nichtterminie-
renden Ausdruck gebunden ist. Denn in diesem Fall terminiert der linke Ausdruck
nicht, der rechte Ausdruck be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Selbst wenn wir annehmen, dass e an einen terminierenden Ausdruck gebunden ist,
ist die Transformation nicht korrekt, was folgendes Beispiel zeigt:
Betrachte folgende Ausdr ucke s, t 2 LGHCCore, wobei c eine Konstante sei:
s =letrec z = (unsafePerformIO getChar);f = x -> case z of fu -> (w -> w)g
in case (f True) of fv -> 'a'g
t =letrec z = (unsafePerformIO getChar);f = x -> (y -> case z of fu -> (w -> w) yg
in case (f True) of fv -> 'a'g
t kann durch Anwendung einer (-case)-Transformation aus s erhalten werden.
 Ubersetzt man die Ausdr ucke s und t in FUNDIO und so erh alt man:
JsK  (letrec z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x:(letrec z
0 = z in (case z
0 (p1 ! (w:w)):::(pN ! (w:w)))))
in (letrec v0 = (f True) in (case v0 (p1 ! 'a'):::(pN ! 'a'))))
JtK  (letrec z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))))
in (letrec v
0 = (f True) in (case v
0 (p1 ! 'a'):::(pN ! 'a'))))
Sei nun P = ;. Dann gilt JtK+(P) und JsK*(P), was die Berechnung im Anhang in
Abschnitt A.10 zeigt.
Im Anhang in Abschnitt B.2 ist ein Programm angegeben, dass dem Beispiel aus
dem obigen Beweis weitgehend entspricht. Die Auswertung dieser Programms zeigt,
dass das Verhalten des Programms durch die (-exp-case)-Transformation ver andert
wird.
Im Folgenden stellen wir je eine Variante der Eta-Reduktion sowie der Eta-Expansion
dar und beweisen, dass diese Transformationen korrekt bzgl. der FUNDIO-Semantik
sind.
Sei die Transformation (-red) auf LGHCCore wie folgt deniert:
let(rec)
f = g1;g1 = g2;:::gk = u;:::
in x1 :::xn -> (f x1 ::: xn)
(-red)
===>
let(rec)
f = g1;g1 = g2;:::gk = u;:::
in f
wenn eine der folgenden Bedingungen gilt
(1) u = y1 :::ym -> e
(2) u = primop und ar(primop) = m
(3) u = ci a1 :::am0 und ar(ci) = (m + m
0)
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Lemma 4.38. (-red) ist eine JK-korrekte Programmtransformation.
Beweis. Wir betrachten zun achst die F alle (1) und (2). In beiden F allen gilt
JuK  (y1:(:::(ym:v):::), wobei v  JeK in Fall (1) bzw. v der Rumpf der
 Ubersetzung des primitiven Operators ist.
Jlet(rec) f = g1;g1 = g2;:::gk = u;::: in x1 :::xn -> (f x1 ::: xn)K
 (letrec f = g1;g1 = g2;:::;gk = (y1:(:::(ym:v):::);Env
in (x1:(x2:(:::(xn:(:::((f x1) x2)::: xn):::))
cp
  ! (letrec f = g1;g1 = g2;:::;gk = (y1:(:::(ym:v):::);Env
in (x1:(x2:(:::(xn:(:::(((y1:(:::(ym:v):::) x1) x2)::: xn):::))
(betavar)

              ! (letrec f = g1;g1 = g2;:::;gk = (y1:(:::(ym:v):::);Env
in (x1:(x2:(:::(xn:(yn+1:(:::(ym:v[xi=yi]
n
i=1):::))
= (letrec f = g1;g1 = g2;:::;gk = (y1:(:::(ym:v):::);Env
in (y1:(:::(ym:v):::))
cp
    (letrec f = g1;g1 = g2;:::;gk = (y1:(:::(ym:v):::);Env
in f)
 Jlet(rec)f = g1;g1 = g2;:::;gk = u;::: in fK
Nun betrachten wir Fall (3), d.h. u ist eine unges attigte Konstruktoranwendung,
wobei die Stelligkeit des Konstruktors mindestens so gro ist, dass noch n Argumente
hinzugef ugt werden k onnen. Wir benutzen in der folgenden Berechnung die Notation
(z1 :::zn:s) f ur Ausdr ucke der Form (z1:(z2:(:::(zn:s)):::)
Jlet(rec) f = g1;g1 = g2;:::gk = ci a1 :::am0;::: in x1 :::xn -> (f x1 :::xn)K
 (letrec f = g1;g1 = g2;:::;
gk = (:::(y1 :::ym+m0:(JciK y1 :::ym+m0)) Ja1K) :::Jam0K);Env
in (x1 :::xn:(:::(f x1):::xn):::))
(lll)

      ! (letrec f = g1;g1 = g2;:::;
gk = (ym0+1 :::ym+m0:(JciK y1 :::ym+m0))
y1 = Ja1K;:::;ym0 = Jam0K;Env
in (x1 :::xn:(:::(f x1):::xn):::))
(cp)
    ! (letrec f = g1;g1 = g2;:::;
gk = (ym0+1 :::ym+m0:(JciK y1 :::ym+m0))
y1 = Ja1K;:::;ym0 = Jam0K;Env
in (x1 :::xn:(:::((ym0+1 :::ym+m0:(JciK y1 :::ym+m0)) x1):::xn):::))
(betavar)

              ! (letrec f = g1;g1 = g2;:::;
gk = (ym0+1 :::ym+m0:(JciK y1 :::ym+m0))
y1 = Ja1K;:::;ym0 = Jam0K;Env
in (x1 :::xn ym0+n+1 :::ym+m0:(JciK y1 :::ym0 x1 :::xn ym0+n+1 :::ym+m0)))128 Kapitel 4 FUNDIO als Semantik f ur die Kernsprache des GHC
= (letrec f = g1;g1 = g2;:::;
gk = (ym0+1 :::ym+m0:(JciK y1 :::ym+m0))
y1 = Ja1K;:::;ym0 = Jam0K;Env
in (ym0+1 :::ym0+n ym0+n+1 :::ym+m0:(JciK y1 :::ym+m0)))
cp
    (letrec f = g1;g1 = g2;:::;
gk = (ym0+1 :::ym+m0:(JciK y1 :::ym+m0))
y1 = Ja1K;:::;ym0 = Jam0K;Env
in f)
(lll)

        (letrec f = g1;g1 = g2;:::;
gk = (:::(y1 :::ym+m0:(JciK y1 :::ym+m0)))Ja1K):::Jam0)
in f)
 Jlet(rec) f = g1;g1 = g2;:::;gk = u;::: in fK
Wie wir bereits festgehalten haben, ist die allgemeine Eta-Expansion nicht JK-
korrekt. Eine abgeschw achte Form, der ein einfacheres Konzept von Stelligkeit zu-
grunde liegt, ist jedoch korrekt.
Denition 4.39. Sei ar wie folgt deniert:
ar(x) =
8
> > > > <
> > > > :
m; wenn x ein prim. Operator mit Stelligkeit m ist
m; wenn x ein Konstruktor mit Stelligkeit m ist
1 + ar(s) wenn x = y:s
maxf0;ar(a)   1g; wenn x = (a b) und b 2 CHEAP
0; sonst
f
(eeta-exp)
===> x1 :::xn -> (f x1 :::xn) wenn ar(f) = n
Lemma 4.40. (eeta-exp) ist eine JK-korrekte Programmtransformation
Beweis. Betrachten wir einen Ausdruck f mit ar(f) = k > 0.
JfK kann zu einem Ausdruck y1 :::yk:s transformiert werden, indem alle Anwen-
dungen von einem Argument aus Lcheap auf eine Abstraktion, wie folgt beta-reduziert
werden. Sei ((y:t) t0) eine solche Anwendung:
((y:t) t
0)
lbeta     ! (letrec y = t
0 in t)
(cpcheap)
            ! (letrec y = t
0in t[t
0=y])
gc
  ! (t[t
0=y])
Dieses Verfahren wird solange iteriert, bis keine solchen Anwendungen mehr existie-
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Expansion von (y1 :::yk:s) zu x1 :::xk:((y1 :::yk:s) x1 :::xk) entspricht einer
Umbenennung von gebundenen Variablen:
x1 :::xk:((y1 :::yk:s) x1 :::xk)
(betavar)
            ! (x1 :::xk:s[xi=yi]
k
i=1)
Anschlieend kann die oben beschriebene Beta-Reduktion r uckg angig gemacht wer-
den und der erhaltene Ausdruck entspricht Jx1 :::xk -> (f x1 :::xk)K und somit
gilt JfK c Jx1 :::xk -> (f x1 :::xk)K.
Die Transformation ist auch korrekt, wenn f eine Variable ist, und es existiert eine
let(rec)-Bindung f = g und ar(g) = n, denn man kann wie im vorherigen Beweis
JgK zu einer Abstraktion transformieren und dann mittels der (cp)-Reduktion anstelle
von f kopieren, die (eeta-exp)-Transformation anwenden und schlielich mittels einer
r uckw arts angewendeten (cp)-Reduktion f anstelle von g ersetzen.
4.3.6.2 Die "constant folding\-Transformation
Diese Transformation20 erlaubt es zur Compilezeit laufzeitunabh angige Ausdr ucke
auszuwerten:
primop lit1 :::litar(c)
(cf)
===> erg
wobei primop ein seiteneektfreier primitiver Operator ist, lit1 :::litar(c)
unboxed Werte sind und erg das Ergebnis von primop lit1 :::litar(c) ist.
Lemma 4.41. (cf) ist eine JK-korrekte Programmtransformation.
Beweis. Dies ist oensichtlich, da die  ubersetzten Ausdr ucke mithilfe von determi-
nistischen Reduktionen des FUNDIO-Kalk uls ineinander  uberf uhrt werden k onnen,
und diese Reduktionen sind korrekte Programmtransformationen. Wir illustrieren
dies an einem Beispiel:
J1# +# 2#K
 (((a1:(a2:(case a1 :::(J1#K ! (case a2 :::(J2#K ! J3#K):::)):::))) J1#K) J2#K)
(lll)

      ! (letrec a1 = J1#K;a2 = J2#K in (case a1 :::(J1#K ! (case a2 :::(J2#K ! J3#K):::)):::))
case       ! (letrec a1 = J1#K;a2 = J2#K in (letrec fg in (case a2 :::(J2#K ! J3#K):::)))
llet     ! (letrec a1 = J1#K;a2 = J2#K in (case a2 :::(J2#K ! J3#K):::))
case       ! (letrec a1 = J1#K;a2 = J2#K in J3#K)
(gc)

      ! J3#K
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4.3.7 Ergebnisse
Wir haben nun gesehen, welche lokalen Programmtransformationen auch bei unein-
geschr ankter Benutzung des unsafePerformIO korrekt bzgl. der FUNDIO-Semantik
sind. Wir halten dies im folgenden Theorem fest.
Theorem 4.42. Die Transformationen (-atom), (), (
ool-let), (
ool-letrec),
(
ooacs), (dcr-let), (dcr-letrec), (uinl), (bruinl), (cheapinl), (cokc), (cokc-default),
(dbe), (dae), (coe), (fcooc), (cm), (am), (fai-let), (fai-case), (cr-case), (cr-let), (-
red), (eeta-exp), (cf) sind JK-korrekt.
Die Transformationen (ci),(ltc),(ultc), (fcool) sind JK-korrekt, wenn Vermutung 3.74
wahr ist.
Beweis. Dies folgt aus den Lemmata 4.6, 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, 4.14, 4.15,
4.17, 4.18, 4.19, 4.20, 4.21, 4.22, 4.23, 4.24, 4.25, 4.29, 4.30, 4.31, 4.32, 4.38, 4.40,
4.41, 4.26, 4.33, 4.34 und 4.35.
Diese Transformationen k onnen somit auch weiterhin im GHC verwendet werden.
Des Weiteren sind einige Programmtransformationen nicht korrekt, was wir ebenso
festhalten:
Theorem 4.43. Die Transformationen (inl), (ce), (-exp), (-exp-case) sind nicht
JK-korrekt.
Beweis. Dies folgt aus den Lemmata 4.13, 4.27, 4.36 und 4.37
Diese Transformationen m ussen in der Implementierung abgeschaltet bzw. modi-
ziert werden.
4.4 Globale Transformationen
Wir werden nun kurz auf die einzelnen globalen Transformationen eingehen, wobei
eine genaue  Uberpr ufung der Transformationen innerhalb dieser Arbeit zu aufwen-
dig ist. Im Folgenden werden wir zun achst eine Transformation darstellen, deren
Korrektheit leicht zu zeigen ist. Im Anschluss daran werden drei Transformationen
besprochen, die nicht korrekt sind. Der Abschnitt endet mit einer  Ubersicht  uber
weitere Transformationen, deren Korrektheit im Rahmen dieser Arbeit nicht ab-
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4.4.1 Korrekte Transformationen
4.4.1.1 Die "let 
oating in\-Transformation
Diese Transformation21 verschiebt let-Bindungen nach innen, wobei jedoch keine
Bindungen in den Rumpf einer untergeordneten Abstraktion verschoben werden.
Aufgrund der Korrektheit der (
ool-let)-, (
ool-letrec)-, (
ooacs)- und (fai-let)-
Transformation folgt, dass let(rec)-Bindungen in andere let(rec) Bindungen, in
das erste Argument eines case-Ausdrucks und in Anwendungen verschoben werden
k onnen.
Zu zeigen ist nun nur noch, dass Bindungen in die case-Alternativen verschoben
werden k onnen, was jedoch mithilfe der (brcp)-Reduktion f ur den FUNDIO-Kalk ul
leicht bewerkstelligt werden kann.
Anstelle eines vollst andigen Beweises zeigen wir die Korrektheit eines Beispiels, dass
sowohl in [PS98] als auch in [PPS96] angegeben ist.
Beispiel 4.44. Seien s und t wie folgt deniert, wobei x nicht frei in z vorkommt.
s = let x = y + 1 in case z of
[] -> x  x
p:ps -> 1
t = case z of
[] -> let x = y + 1 in x  x
p : ps  > 1
Wir zeigen nun, dass JsK c JtK gilt:
JsK  (letrec x = Jy + 1K in (case JzK
(J[]K ! Jx  xK)
((J(:)K p ps) ! J1K)
(pat3 ! ?):::(patN ! ?)))
brcp
      ! (case JzK
(J[]K ! (letrec x = Jy + 1K in Jx  xK))
((J(:)K p ps) ! (letrec x = Jy + 1K in J1K))
(pat3 ! (letrec x = Jy + 1K in ?)):::(patN ! (letrec x = Jy + 1K in ?)))
c (case JzK
(J[]K ! (letrec x = Jy + 1K in Jx  xK))
((J(:)K p ps) ! (letrec x = Jy + 1K in J1K))
(pat3 ! ?):::(patN ! ?))
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gc
  ! (case JzK
(J[]K ! (letrec x = Jy + 1K in Jx  xK))
((J(:)K p ps) ! J1K)
(pat3 ! ?):::(patN ! ?))
 (case JzK
(J[]K ! (letrec x = Jy + 1K inJx  xK))
((J(:)K p ps) ! J1K)
(pat3 ! ?):::(patN ! ?))
4.4.2 Nicht korrekte Transformationen
4.4.2.1 Die "full-laziness\-Transformation
Im Gegenteil zur "let 
oating in\ Transformation, verschiebt die "full-laziness\- oder
auch
"
let 
oating out\-Transformation22 Bindungen nach auen. Da Bindungen, die
sich im Rumpf einer Abstraktion benden, auch nach auen verschoben werden,
ist die Transformation nicht korrekt, womit sich auch schon in  ahnlicher Weise in
[Kut00, Abschnitt 5.4.1] f ur einen nichtdeterministischen Lambda-Kalk ul, der dem
FUNDIO-Kalk ul  ahnlich ist, besch aftigt wurde.
Das folgende Beispiel zeigt, dass das Verschieben von Bindungen aus Abstraktionen
heraus keine JK-korrekte Programmtransformation ist.
Beispiel 4.45. Wir betrachten die folgenden Ausdr ucke s und t, wobei sich t nur
dadurch von s unterscheidet, dass die Bindung z = unsafePerformIO getChar aus
der Abstraktion hinaus geschoben wurde.
s = let f = x -> let z = unsafePerformIO getChar in z
in case f 'a' of y -> f 'b'
t = let f = let z = unsafePerformIO getChar in x -> z
in case f 'a' of y -> f 'b'
Die Berechnung im Anhang in Abschnitt A.11 zeigt, dass gilt: JsK 6c JtK.
Im Anhang in Abschnitt B.2 ndet sich ein entsprechendes Programm, dessen Ver-
halten durch die
"
full-laziness\-Transformation ver andert wird.
4.4.2.2 Die CSE-Transformation
Die in [Chi98] beschriebene
"
Common Subexpression Elimination\- Transformation
(CSE) ersetzt gleiche Unterausdr ucke durch eine Variable, wobei der urspr ungliche
Ausdruck an die Variable gebunden und durch eine let-Bindung geshared wird.
22Vgl. [PPS96, Abschnitt 3.2], [San95, Abschnitt 5.2] und [PS98, Abschnitt 7.2].4.4 Globale Transformationen 133
Durch Inlining und anschlieende (dcr)-Transformation kann die Transformation
r uckg angig gemacht werden. Da Inlining im generellen nicht JK-korrekt ist, gilt glei-
ches f ur CSE, was folgendes Beispiel zeigt:
Beispiel 4.46. Wir betrachten die folgenden Ausdr ucke s und t, wobei t aus s mit
einer CSE-Transformation erhalten werden kann:
s = case unsafePerformIO getChar of
y -> case unsafePerformIO getChar of
y0 -> 'a'
t = let x = unsafePerformIO getChar in
case x of
y -> case x of
y0 -> 'a'
Man kann leicht nachrechnen, dass f ur P = f(B;0 a0)g gilt: JtK+(P) und JsK*(P).
4.4.2.3 Die "static argument\-Transformation
Die in [San95, Abschnitt 7.1] beschriebene Transformation wird im GHC nicht mehr
ausgef uhrt, analog zu den Untersuchungen in [PPRS00] und [PS00] f ur eine paral-
lele funktionale Programmiersprache, die nichtdeterministisch ist, zeigt sich jedoch
schnell, dass die die
"
static argument\-Transformation nicht JK-korrekt ist.
Wir illustrieren dies an einem Beispiel, wobei wir die Berechnung dem Leser
 uberlassen.
Beispiel 4.47. Seien s und t die folgenden Ausdr ucke:
s = let f = a b -> case unsafePerformIO getChar of
'd' -> 0
y -> f a b
in f 0 1
t = let f = a b -> let f0 = case unsafePerformIO getChar of
'd' -> 0
y -> f0
in f
0
in f 0 1
s kann durch die "static argument\-Transformation zu t transformiert werden, da
die Argumente a und b statisch sind, d.h. sie werden innerhalb der Denition von
f nicht ver andert und im rekursiven Aufruf von f werden sie an gleicher Position
unver andert verwendet.
Bei der Auswertung von t wird ein Zeichen gelesen, wobei dabei die rechte Seite
der Bindung f ur f0 mit 0 oder f0  uberschrieben wird. D.h. bei weiteren rekursiven
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Bei Auswertung von s ndet pro rekursivem Aufruf die Auswertung von
unsafePerformIO getChar statt. D.h. die IO-Multimenge P = f(B;'d');(B;'e')g
unterscheidet die Ausdr ucke JsK und JtK.
4.4.3 Nicht abschlieend untersuchte Transformationen
4.4.3.1 Die Demand-Analyse
Die Demand-Analyse wird durchgef uhrt, um unter anderem Striktheitsinformation
(siehe [PP93]) zu erhalten. Des Weiteren ist die
"
constructed product result\-Analyse
(siehe [BGP]) als Teil der Demand-Analyse implementiert. Anhand der erhaltenen
Information kann dann die "Worker/Wrapper\-Transformation (siehe z.B. [PS98])
durchgef uhrt werden, die als eigener Optimierungspass implementiert ist.
4.4.3.2 Die "UsageSP\-Analyse
Basierend auf [WP99] wird hier ein Typsystem benutzt, mit dem es m oglich ist
zus atzlich Information dar uber zu speichern, wie oft und in welchem Kontext freie
Variablen vorkommen. Der Vorteil hierbei ist, dass u.U. auch in R umpfe von Ab-
straktionen usw. kopiert werden kann, wenn diese Abstraktionen nur einmal aus-
gewertet werden. Da wir eine entsprechende Erweiterung der (ucp)-Reduktion f ur
den FUNDIO-Kalk ul nicht untersucht haben k onnen wir hier keine Aussage  uber die
Korrektheit dieser Transformation treen.
4.4.3.3 Deforestation
Die auf [Wad90] basierende Transformation entfernt unn otiges Erzeugen von Daten-
strukturen, die nur f ur Zwischenberechnungen ben otigt werden. Ein Standardbeispiel
ist der Ausdruck sum (map double) [1..n]: Die Liste der Zahlen von 1 bis n wird
erzeugt und gleichzeitig durch die Summation wieder abgebaut.
Genauere Details der Implementierung dieser Transformation im GHC nden sich in
[Gil96].
4.4.3.4 Specialising
Die in [Jon94] beschriebene Transformation erschat bei  uberladenen Operatoren,
wie z.B. (+), eigene
"
spezielle\ Funktionen f ur jeden Typen, um somit so genannte
"Dictionary\-Parameter zur Au
 osung der  Uberladung (siehe [WB89]) zu vermeiden.
Als weiterer separater Optimierungspass ist die "specialising over constructors\-
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In [PS00] wird "Specialising\ f ur die dort verwendete nichtdeterministische Sprache
als problematisch eingestuft. Diese Ergebnisse lassen sich jedoch nicht einfach auf
den FUNDIO-Kalk ul  ubertragen, was wir im Folgenden begr unden.
Wir betrachten zun achst das Beispiel aus [PS00, Seite 4], wobei wir die Typisierung
jedoch weglassen.
Seien s und t die folgenden Ausdr ucke aus LGHCCore, wobei t aus s durch "spe-
cialising\ erhalten wird. Hierbei sei f eine  uberladene Funktion der Klasse MyClass
und die  Uberladung sei durch hinzuf ugen des
"
Dictionary\-Parameters dict aufgel ost
worden. Des Weiteren sei dictMyType das passende Dictionary f ur den Typ MyType,
der Instanz der Klasse MyClass sei.
s = let f = dict -> e
in f dictMyType (f dictMyType y)
(specialising)
===>
t = let f = dict -> e
in let f0 = (f dictMyType)
in f0 (f0 y)
In [PS00] wird argumentiert, dass falls e keine WHNF ist und nichtdeterministisch
eine Funktion generiert, bei Auswertung von s zweimal generiert wird, w ahrend nur
eine nichtdeterministische Generierung statt f ande, wenn t ausgewertet wird, da dort
f0  uberschrieben wird.
Man k onnte f ur unsere Semantik bez uglich der  Ubersetzung JK genauso argumen-
tieren, indem man e durch den Ausdruck
case unsafePerformIO getChar of
y -> x -> x
ersetzt.
Allerdings haben wir bisher auer Acht gelassen, wie die Denition f ur f entsteht,
denn sie ist durch die Au
 osung der  Uberladung entstanden.
Nehmen wir an die Typklasse MyClass hat nur die Klassenfunktion f und "Dic-
tionaries\ f ur diese Klasse sind durch den einstelligen Konstruktor MyClassDict
implementiert, dann hat s nach [WB89] folgende Form:
s = letrec f = dict -> case dict of fMyClassDict f1 -> f1g;
dictMyType = MyClassDict e0
in f dictMyType (f dictMyType y)
Der durch "Specialising\ entstandene Ausdruck t hat die Form:
t = letrec f = dict -> case dict of fMyClassDict f1 -> f1g;
dictMyType = MyClassDict e
0;
f0 = f dictMyType
in f0 (f0 y)
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4.4.4 Ergebnisse
F ur die vorzunehmenden Modikationen des GHC k onnen wir nun wie folgt vorge-
hen:
 Die "let 
oating in\-Transformation kann weiterhin durchgef uhrt werden, da
diese JK-korrekt ist.
 Die "full laziness\-Transformation, "static argument transformation\ und
"
common subexpression elimination\ sollten nicht durchgef uhrt werden, da
diese oensichtlich nicht korrekt bez uglich der FUNDIO-Semantik sind.
 Die restlichen globalen Transformationen wurden nicht abschlieend unter-
sucht und sollten deshalb i.A. nicht ausgef uhrt werden. Wir werden jedoch
eine M oglichkeit schaen, diese f ur Testzwecke auszuf uhren, wobei wir dies
innerhalb der Programmdokumentation ausreichend kennzeichnen.
Im n achsten Kapitel werden wir die Implementierung der Ergebnisse dieses Kapitels
bez uglich der lokalen und globalen Transformationen beschreiben.Kapitel 5
Implementierung
Im Folgenden werden wesentliche  Anderungen beschrieben, die wir an der Imple-
mentierung des GHC vorgenommen haben, wobei wir auf Implementierungsdetails
weitgehend verzichten und an den entsprechenden Stellen auf den dokumentierten
Quellcode1 verweisen.
Den modizierten GHC nennen wir HasFuse, wobei dies eine Abk urzung f ur
"
Haskell
with FUNDIO-based side eects\ ist. Der Quellcode von HasFuse ist im World Wide
Web  uber die Adresse http://www.ki.informatik.uni-frankfurt.de/sabel zu
nden.
Wir beschreiben zun achst die  Anderungen am Simplier, d.h. das Abschalten bzw.
Modizieren der lokalen Transformationen. Im Anschluss daran beschreiben wir,
welche globalen Transformationen weiterhin ausgef uhrt werden und welche wir ab-
geschaltet haben. Das Kapitel endet mit einer  Ubersicht  uber die ausgef uhrten Trans-
formationen in HasFuse und verschiedenen M oglichkeiten der Steuerung der Opti-
mierung.
5.1 Der Simplier
Der Simplier bearbeitet das zu optimierende Programm der Kernsprache, indem es
den Code entsprechend der Termstruktur zun achst zerlegt, dabei den Kontext auf
einem Stack ablegt und abschlieend das Programm von unter her wieder zusammen
setzt2.
Dabei nden die Programmtransformationen, wie sie in Kapitel 4 behandelt wurden,
auf Teilausdr ucken sowohl beim Zerlegen als auch beim Zusammensetzen statt.
Dieses Verfahren wird iteriert, bis keine Transformation mehr anwendbar ist, oder
eine maximale Anzahl an Iterationen erreicht ist.
Wir haben den Quellcode des Simpliers genau untersucht, wobei viele Ergebnisse
dieser Untersuchung bereits in Kapitel 4 einge
ossen sind.
1Modizierte Teile des Quellcodes sind mit der Markierung [DS] versehen
2Einen umfangreichen  Uberblick  uber die Funktionsweise des Simpliers gibt [PM02].
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Im Folgenden beschreiben wir die  Anderungen, die wir aufgrund der nicht korrekten
Transformationen aus Theorem 4.43 vorgenommen haben. Auerdem gehen wir auf
die Eta-Reduktion ein, da die Implementierung leicht ver andert wurde, so dass sie
der (-red)-Transformation entspricht.
5.1.1 Inlining von speziellen Ausdr ucken
5.1.1.1 Vorkommen-Analyse
Jeder Iteration des Simpliers geht eine
"
occurrence analyse\3 voran, die f ur jede
gebundene Variable die Anzahl der freien Vorkommen der selbigen z ahlt. Diese In-
formation wird beim sp ateren Inlining ben otigt.
Die gewonnene Information wird mithilfe des Datentyps OccInfo f ur jede gebundene
Variable gespeichert, der4 wie folgt deniert ist:
data OccInfo = NoOccInfo
| IAmDead
| OneOcc InsideLam OneBranch
| IAmALoopBreaker
type InsideLam = Bool
type OneBranch = Bool
Die einzelnen Datenkonstruktoren haben folgende Interpretationen:
 NoOccInfo zeigt an, dass keine Information  uber die Anzahl an freien Vor-
kommen vorliegt, oder dass mehr als ein freies Vorkommen pro case-Zweig
existiert.
 IAmDead bedeutet, dass die gebundene Variable keinerlei freie Vorkommen be-
sitzt.
 Die Markierung OneOcc wird benutzt, wenn die Variable mindestens einmal
textuell und h ochstens einmal pro case-Zweig frei vorkommt. Das Pr adikat
InsideLam ist erf ullt, wenn ein Vorkommen innerhalb eines Rumpfs einer Ab-
straktion ist. Das OneBranch-Pr adikat ist wahr, wenn nur ein textuelles Vor-
kommen existiert.
 Die gebundene Variable wird mit IAmALoopBreaker markiert, falls die freien
Vorkommen nicht ersetzt werden sollen, da sie eine rekursive Bindungsgrup-
pe "brechen\. Damit wird erreicht, dass der Simplier terminiert, wobei f ur
genauere Details auf [PM02, Seiten 404-410] verwiesen sei.
3engl. f ur Vorkommen-Analyse
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In [PM02, Seite 403] wird der Begri eines "one-shot-lambdas\ deniert, wobei
dies solche Abstraktionen sind, die h ochstens einmal ausgewertet werden. Vorkom-
men von Variablen in solchen Abstraktion wurden in der "occurence analyse\ nicht
als InsideLam markiert. Wir haben die Implementierung an dieser Stelle5 derart
ver andert, dass solche Vorkommen nun auch dementsprechend markiert werden. Zum
anderen wurde beispielsweise die Variable x im Ausdruck x -> y -> :::x:::
nicht als InsideLam markiert, was wir ebenso  anderten.
Somit brauchen wir diese Spezialf alle nicht behandeln und die von der "occurence
analyse\ gelieferte Information entspricht exakt dem oben beschriebenen.
Im Folgenden stellen wir dar, wie wir die allgemein nicht JK-korrekte "Inlining-
Transformation\ im Quellcode derart ver andert haben, dass diese nur korrekt aus-
gef uhrt wird.
Sei x = e eine let- bzw. letrec-Bindung. Inlining ersetzt freie Vorkommen der
Variablen x durch e, wobei dies auf folgende Weisen geschehen kann:
 Inlining vor Simplikation: Alle freien Vorkommen von x werden durch e er-
setzt, bevor e und der Geltungsbereich von x vereinfacht wurden.
 Inlining beim Aufruf : Das freie Vorkommen von x wird durch e zu dem Zeit-
punkt ersetzt, an dem der Simplier das freie Vorkommen vereinfachen will.
 Inlining nach Simplikation: Alle freien Vorkommen von x werden durch e er-
setzt, nachdem e und der Geltungsbereich von x durch den Simplier bearbeitet
wurden.
In den folgenden Abschnitten betrachten wir diese drei Formen des Inlinings genauer.
5.1.1.2 Inlining vor Simplikation
Inlining f ur alle freie Vorkommen von x und anschlieendes L oschen der Bindung
x = e, bevor e oder der Geltungsbereich von x vereinfacht wurde, ndet statt, falls
das Pr adikat preInlineUnconditionally6 f ur x erf ullt ist, wobei hierf ur eine der
folgenden Bedingungen gelten muss:
1. x ist mit IAmDead markiert, d.h. x hat kein freies Vorkommen im zugeh origen
Geltungsbereich.
2. x ist mit OneOcc False True markiert, d.h. die Variable hat ein textuelles
freies Vorkommen im Geltungsbereich, dass nicht im Rumpf einer Abstraktion
ist.
5Im Modul ghc/compiler/SimplCore/OccurAnal.lhs.
6Vgl. [PM02, Seite 417]. Die Denition des Pr adikats bendet sich im Modul
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Inlining ist in diesen F allen korrekt: Fall 1 ist aufgrund der (dcr)- bzw. (dcr-letrec)-
Transformation zul assig. In Fall 2 kann die (uinl)-Transformation angewendet wer-
den. Alle verwendeten Transformationen sind aufgrund von Theorem 4.42 JK-korrekt.
5.1.1.3 Inlining beim Aufruf
Das Ersetzen eines freien Vorkommens von x durch e, wird durch die Funktion
callSiteInline7 gesteuert, die ein Ergebnis vom Typ Maybe CoreExpr liefert. Hier-
bei wird Nothing zur uck gegeben, wenn kein Inlining statt nden soll, ansonsten wird
der neue Code f ur x als Ergebnis erhalten.
callSiteInline selbst benutzt das Pr adikat exprIsCheap8 f ur e, um das Ergebnis
zu berechnen. F ur HasFuse haben wir die Implementierung dieses Pr adikats derart
ver andert, dass Ausdr ucke, die das Pr adikat erf ullen, in der Menge CHEAP liegen,
die wir in Denition 4.16 f ur die (cheapinl)-Transformation deniert haben.
Die Modikation gegen uber dem GHC besteht darin, dass das Pr adikat f ur weniger
Ausdr ucke erf ullt ist: Im GHC werden auch case-, let-Ausdr ucke, deren Unteraus-
dr ucke das Pr adikat erf ullen, und Anwendungen von Variablen als
"
cheap\ berechnet.
F ur HasFuse konnten wir diese Denition nicht benutzen, da wir die JK-Korrektheit
der (cheapinl)-Transformation f ur solche Ausdr ucke nicht gezeigt haben, wobei wir
Vermuten das selbiges zumindest in Teilen m oglich ist.
Des Weiteren werden im GHC Ausdr ucke der Form error z als "cheap\ betrachtet.
Diese Ausdr ucke sind semantisch gleich zu ?. Das Kopieren scheint auch in FUNDIO
erlaubt, denn wenn die Auswertung x erreicht, terminiert das Programm nicht und
die Bindung x = e wird nie aktualisiert. Steht anstelle von x direkt ? so terminiert
das Programm ebenso nicht. Trotzdem werden in HasFuse solche error-Ausdr ucke
nicht als "cheap\ berechnet, da wir entsprechendes nicht bewiesen haben.
Die Funktion callSiteInline9 liefert nur dann ein Ergebnis der Form Just e, wenn
eine der folgenden Bedingungen erf ullt ist:
1. x ist mit OneOcc markiert, hat somit h ochstens ein freies Vorkommen pro case-
Zweig und
a) exprIsCheap e oder
b) x ist als OneOcc False markiert, d.h. x kommt nicht im Rumpf einer
Abstraktion frei vor.
2. exprIsCheap e und x ist mit NoOccInfo markiert, d.h. diese Bedingung ist
unabh angig von der Anzahl und Art der freien Vorkommen von x.
7Vgl. [PM02, Abschnitt 7.1]. Die Funktion callSiteInline ist im Modul
ghc/compiler/coreSyn/CoreUnfold.lhs zu nden.
8Das Pr adikat ist im Modul ghc/compiler/coreSyn/CoreUtils.lhs deniert.
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Unter diesen Bedingungen ist Inlining in HasFuse JK-korrekt, denn in den F allen
1.a) oder 2. entspricht die Transformation der (cheapinl)-Transformation und, falls
Bedingung 1.b) gilt, der (bruinl)-Transformation. Aufgrund von Theorem 4.42 sind
beide Transformationen JK-korrekt.
5.1.1.4 Inlining nach Simplikation
Die Entscheidung dar uber, ob alle freien Vorkommen von x durch e ersetzt wer-
den und die Bindung x = e gel oscht wird, nachdem e und der Bindungsbe-
reich durch den Simplier vereinfacht wurden, ist von der Erf ullung des Pr adikats
postInlineUnconditionally10 abh angig. Dieses kann nur dann wahr werden, wenn
das Pr adikat exprIsTrivial11 f ur e, sowie einige Zusatzbedingungen, die wir nicht
betrachten m ochten, erf ullt sind.
exprIsTrivial ist erf ullt f ur Konstanten und Variablen sowie f ur Konstruktoren
und primitive Operatoren mit positiver Stelligkeit. F ur HasFuse wurde gegen uber
dem GHC ge andert, dass die positive Stelligkeit f ur primitive Operatoren explizit
gepr uft wird. Somit gilt: exprIsTrivial e =) exprIsCheap e
Das Ersetzen aller freien Vorkommen von x entspricht mehrmaligem Anwenden der
(cheapinl)-Transformation, das abschlieende L oschen einer Anwendung der (dcr)-
bzw. (dcr-letrec)-Transformation. Aufgrund von Theorem 4.42 ist dieses Vorgehen
JK-korrekt.
5.1.2 Eta-Reduktion
Die (eta-red)-Transformation ist sehr  ahnlich zur Implementierung der Eta-
Reduktion im GHC, die mittels der Funktion tryEtaReduce12 durchgef uhrt wird.
Das Pr ufen der Eigenschaften f ur u (aus der Denition der (eta-red)-Transformation)
geschieht dabei mit dem Pr adikat isEvaldUnfolding13, welches selbst auf das
Pr adikat exprIsValue14 zur uck greift.
Dieses Pr adikat wurde f ur HasFuse wie folgt ver andert:
 Im Gegensatz zu HasFuse ist im GHC das Pr adikat auch bei unges attigten
Anwendungen auf primitive Operatoren, sowie bei Anwendungen auf eine Va-
riable, deren Stelligkeit gr oer als die Anzahl der Argumente ist, erf ullt.
10Vgl. [PM02, Seite 417f.]. Das Pr adikat wird im Modul
ghc/compiler/simplCore/SimplMonad.lhs deniert.
11Die Implementierung bendet sich im Modul ghc/compiler/coreSyn/CoreUtils.lhs. Siehe
auch [PM02, Abschnitt 2.2.1].
12Im Modul ghc/compiler/simplCore/SimplUtils.lhs.
13Im Modul ghc/compiler/coreSyn/CoreSyn.lhs.
14Im Modul ghc/compiler/coreSyn/CoreUtils.lhs.142 Kapitel 5 Implementierung
 exprIsValue greift bei speziellen Konstruktoranwendungen15 auf das Pr adikat
exprOkForSpeculation16 zur uck, indem gepr uft wird, ob das Pr adikat f ur alle
Argumente erf ullt ist.
Ein Ausdruck erf ullt das Pr adikat exprOkForSpeculation, wenn es korrekt ist,
den Ausdruck auszuwerten, obwohl der Programmkontext dies nicht vorsieht,
bzw. keine Auswertung des Ausdrucks durchzuf uhren, obwohl dies vorgesehen
ist.
Da wir dieses Pr adikat nicht bzgl. der FUNDIO-Semantik untersucht ha-
ben, haben wir an der entsprechenden Stelle in exprIsValue den Aufruf des
Pr adikats durch False ersetzt.
Mit diesen  Anderungen entspricht die Eta-Reduktion in HasFuse der (eta-red)-
Transformation und diese ist JK-korrekt.
5.1.3 Eta-Expansion
Im GHC wird die Eta-Expansion mittels der Funktion tryEtaExpansion17 durch-
gef uhrt.
Hierbei wird die Stelligkeit des zu expandierenden Ausdrucks mit der Funktion
exprEtaExpandArity18 berechnet. Die so ausgef uhrte Transformation entspricht den
Transformation (-exp) und (-exp-case), welche aufgrund von Theorem 4.43 nicht
JK-korrekt sind.
F ur HasFuse wurde die JK-korrekte (eeta-exp)-Transformation realisiert, indem die
Funktion exprEtaExpandArity neu deniert wurde:
exprEtaExpandArity = exprArity
Hierbei ist exprArity19 eine weitere bereits im GHC implementierte Funktion, die
der Funktion ar aus Denition 4.39 entspricht, wobei jedoch exprArity x, wenn
x eine Variable ist, die mit der Variablen abgespeicherte Stelligkeitsinformation
zur uck gibt. Das Setzen dieser Information erfolgt jedoch ebenso mit der Funkti-
on exprArity20. Somit entspricht die im HasFuse angewendete Eta-Expansion der
um Variablen erweiterten21 (eeta-exp)-Transformation.
15Genauer sind dies Konstruktoranwendungen deren Konstruktoren einen "unlifted\ Typ haben,
wobei dies bedeutet, dass der nichtterminierende Ausdruck ? nicht zur Menge der Ausdr ucke
dieses Typs geh ort, wie dies ansonsten  ublich ist.
16Dieses wird im Modul ghc/compiler/coreSyn/CoreUtils.lhs deniert.
17Diese Funktion ist im Modul ghc/compiler/simplCore/SimplUtils.lhs deniert
18Deniert im Modul ghc/compiler/coreSyn/CoreUtils.lhs.
19Im Modul ghc/compiler/coreSyn/CoreUtils.lhs.
20Dies geschieht beispielsweise in der Funktion completeLazyBind im Modul
ghc/compiler/simplCore/Simplify.lhs.
21Vgl. hierzu die Bemerkung im Anschluss an den Beweis zu Lemma 4.40.5.2 Globale Optimierungen und Optimierungsstufen 143
5.1.4 Case-Elimination
Die
"
case elimination\ wird von der Funktion mkCase122 durchgef uhrt.
Sei
case e of y -> E
der betrachtete case-Ausdruck. Die (ce)-Transformation wird von mkCase1 in drei
F allen durchgef uhrt:
 Das Pr adikat exprIsValue ist f ur e erf ullt. In diesem Fall wird auch f ur
HasFuse die (ce)-Transformation durchgef uhrt, da dies aufgrund von Lemma
4.28 JK-korrekt ist.
 E ist strikt in e und e ist eine Variable.
Die (ce)-Transformation entspricht in diesem Fall einer r uckw artigen Anwen-
dung der (ltc)-Transformation, die JK-korrekt ist, falls Vermutung 3.74 wahr
ist.
F ur HasFuse bleibt dieser Fall unver andert, wobei die Transformation nur
ausgef uhrt werden kann, wenn Striktheitsinformation vorhanden ist, d.h. die
Demand-Analyse durchgef uhrt wurde. Somit kann die Transformation durch
Ausschalten der Demand-Analyse ebenfalls ausgeschaltet werden.
 F ur e ist das Pr adikat exprOkforSpeculation erf ullt.
Wie bereits erw ahnt wurde, haben wir dieses Pr adikat nicht untersucht. F ur
HasFuse haben wir die (ce)-Transformation f ur diesen Fall ausgeschaltet.
5.2 Globale Optimierungen und Optimierungsstufen
In Kapitel 2 haben wir gesehen, dass der GHC mit drei verschiedenen Optimierungs-
stufen aufgerufen werden kann, wobei je nach Optimierungsstufe unterschiedlich viele
globale Transformationen stattnden.
Wir haben diese drei Optimierungsstufen f ur HasFuse beibehalten, jedoch die Anzahl
der ausgef uhrten Transformationen derart ver andert23, dass gilt:
 In Optimierungsstufe 0 wird nur der (modizierte) Simplier aufgerufen, wobei
wie bisher die
"
case-merging\-Transformation und die Eta-Reduktion nicht
durchgef uhrt werden.
22Diese ist im Modul ghc/compiler/simplCore/simplUtils.lhs deniert.
23Diese  Anderungen wurden im Modul ghc/compiler/Main/DriverState.hs vorgenommen.144 Kapitel 5 Implementierung
 In Optimierungsstufe 1 werden alle Transformationen ausgef uhrt, deren JK-
Korrektheit bewiesen wurde. D.h. zus atzlich zur Optimierung in Stufe 0 wird
"case-merging\ und die Eta-Reduktion im Simplier durchgef uhrt. Auer-
dem wird die globale "Floating-In\-Transformation durchgef uhrt. Transforma-
tionen, deren JK-Korrektheit von der G ultigkeit von Vermutung 3.74 abh angt,
werden i.A.24 nicht ausgef uhrt, da die Striktheitsanalyse (als Teil der Demand-
Analyse) ausgeschaltet ist.
Wir haben f ur HasFuse jedoch das Flag -fstrictness hinzugef ugt, mit dem
die Striktheitsanalyse angeschaltet werden kann.
 In Optimierungsstufe 2 werden zus atzlich zu Stufe 1 einige Transformationen
durchgef uhrt, deren Korrektheit nicht abschlieend untersucht wurde.
Diese Optimierungsstufe sollte nur zu Testzwecken benutzt werden, da sie keine
v ollige Sicherheit garantiert. Bisher ist uns jedoch kein Programm bekannt,
dass nach Compilierung in Stufe 2 ein anderes (bzw. nicht korrektes) Verhalten
als nach Compilierung in Stufe 1 aufweist.
Die nicht JK-korrekten globalen Transformationen (
"
full-laziness\,
"
common subex-
pression elimination\ und "static argument\-Transformation) werden nie ausgef uhrt
und k onnen auch nicht durch andere Optionen angeschaltet werden. Selbiges gilt f ur
RULES-Pragmas25, deren Korrektheit von der jeweiligen Regel abh angt.
Die Tabellen 5.1 und 5.2 geben einen genauen  Uberblick  uber die ausgef uhrten Trans-
formationen je nach Optimierungsstufe, des Weiteren nden sich in den Tabellen An-
gaben dar uber, wie einzelne Transformationen an- oder abgeschaltet werden k onnen.
24Die (ci)-Transformation wird stets ausgef uhrt, da die Transformation unabh angig von Striktheits-
information ist. Vermutung 3.74 wurde im Beweis der (ci)-Transformation ausschlielich daf ur
benutzt, diesen kurz zu halten. Ein Beweis ohne Benutzen dieser Vermutung scheint m oglich,
wie in Abschnitt 4.3.3.8 begr undet wurde.
25Siehe Abschnitt 2.3.3.5.2 Globale Optimierungen und Optimierungsstufen 145
Tranformation -O-Stufe korrekta Kommentare
0 1 2
Eta-Expansion X X X X kann mit -fno-do-lambda-eta-
expansion abgeschaltet werden
let-to-case  X X Xb
case-merging  X X X kann mit -fcase-merge an-, mit -fno-
case-merge abgeschaltet werden
Eta-Reduktion  X X X kann mit -fdo-eta-reduction an-,
mit f-no-do-eta-reduction abgeschal-
tet werden
RULES-Pragmas    ?c
Interface-Pragmas    ?d kann mit -fno-ignore-interface-
pragmas angeschaltet werden, f uhrt
aber m oglicherweise zu Fehlern.
Zudem sind RULES-Pragmas v ollig
abgeschaltet.
abzgl. der  Ubersetzung JK
bwenn Vermutung 3.74 wahr ist
cabh angig vom Pragma
dabh angig vom Pragma
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Tranformation -O-Stufe korrekta Kommentare
0 1 2
Full-laziness    
CSE    
Let Floating In  X X X
Striktheitsanalyse   X ? kann mit -fstrictness angeschaltet
werden.
CPR-Analyse   X ? wird nur ausgef uhrt, wenn die Strikt-
heitsanalyse ausgef uhrt wird, kann
mit -fno-cpr-o angeschaltet, mit -
fcpr-o ausgeschaltet werden
Worker-Wrapper   X ?
Specialising   X ?
Specialising over construc-
tors
  X ?
Deforestation   X ? kann mit -oldr-build-on teilweise
angeschaltet, mit -fno-foldr-build-on
ausgeschaltet werden.
UsageSP-Analyse    ? kann mit -fusagesp in Optimierungs-
stufe 2 angeschaltet werden.
abzgl. der  Ubersetzung JK
Tabelle 5.2: Ausgef uhrte globale Transformationen je nach OptimierungsstufeKapitel 6
Zusammenfassung und Ausblick
6.1 Zusammenfassung
Ziel dieser Arbeit war es, einen Compiler f ur Haskell derart zu ver andern, dass er Pro-
gramme, die unsafePerformIO verwenden, bez uglich der FUNDIO-Semantik korrekt
compiliert. Hierf ur wurde der GHC als Compiler benutzt, der modizierte Compiler
tr agt den Namen HasFuse.
In Kapitel 2 wurden zun achst die Grundlagen des Funktionalen Programmierens
dargestellt und eine kurze  Ubersicht  uber die Programmiersprache Haskell gegeben.
Anschlieend wurden Erweiterungen von Haskell, die der GHC zur Verf ugung stellt,
sowie der GHC selbst dargestellt. An dieser Stelle haben wir die Kernsprache des
GHC deniert, da auf dieser viele Programmtransformationen durchgef uhrt werden,
die sp ater untersucht wurden. Das Kapitel endet mit einer Untersuchung der bisheri-
gen Realisierung von IO in Haskell und im GHC, wobei wir anhand eines Beispiels die
Problematik von unsafePerformIO und Programmtransformationen demonstrierten.
Da die im GHC verwendeten Transformationen auf Korrektheit bez uglich der
FUNDIO-Semantik gepr uft werden sollten, wurde in Kapitel 3 zun achst der ent-
sprechende Kalk ul einschlielich der Normalordnungsreduktion und zus atzlicher, be-
reits als korrekt bewiesene, Programmtransformationen deniert. Im Anschluss ha-
ben wir einige neue Transformationen deniert, die wir analog zu [Sch03a] mithilfe
von vollst andigen S atzen an Vertauschungs- und Gabeldiagrammen als korrekt be-
wiesen haben, eine Ausnahme hierbei bildet die (streval)-Regel, deren Beweis als zu
aufwendig innerhalb dieser Arbeit erschien.
Mithilfe der nun umfangreichen Menge an Programmtransformationen f ur den
FUNDIO-Kalk ul besch aftigten wir uns in Kapitel 4 mit den Programmtransfor-
mationen, die im GHC durchgef uhrt werden. Hierf ur wurde zun achst ein ad aquate
 Ubersetzung deniert, die Ausdr ucke der GHC-Kernsprache in Ausdr ucke des
FUNDIO-Kalk uls  ubersetzt. Im Anschluss daran fand eine ausgiebige Untersuchung
der lokalen Transformationen, die im GHC angewendet werden, statt, wobei diese
entweder { mithilfe der Transformationen f ur den FUNDIO-Kalk ul aus Kapitel 3 {
als korrekt, oder durch Gegenbeispiele als nicht korrekt bewiesen wurden. Bei nicht
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korrekten Transformationen wurden Spezialf alle betrachtet und gezeigt, dass diese
korrekt sind.
Da die Untersuchung der lokalen Transformationen bereits sehr umfangreich war,
wurden die globalen Transformationen nicht ausf uhrlich betrachtet und nur kurz
dargestellt.
F ur die in Kapitel 5 beschriebene Implementierung war dies jedoch unproblematisch,
da die entsprechenden Transformationen relativ leicht abgeschaltet werden konnten.
Des Weiteren wurden die lokalen Transformationen anhand der Ergebnisse aus Ka-
pitel 4 modiziert.
Insgesamt arbeitet der Compiler (zumindest in den von uns untersuchten Teilen)
korrekt bzgl. der FUNDIO-Semantik, allerdings ist die Performance der  ubersetzten
Programme verbesserungsw urdig, da die m achtige Optimierung des GHC im HasFuse
nicht vollst andig durchgef uhrt wird.
6.2 Ausblick
Abschlieend zeigen wir einige Erweiterungen und Verbesserungen auf, die durch
zuk unftige Forschung erreicht werden k onnten.
6.2.1 Anwendbarkeit von nichtdeterministischem IO
Zum einen k onnen nun mithilfe der festgelegten Semantik und dem HasFuse die
bereits existierenden Anwendungen von unsafePerformIO dahin gehend untersucht
werden, ob sie bez uglich der Semantik sinnvoll sind, d.h. ob das vom Programmierer
erwartete Verhalten der FUNDIO-Semantik bzgl. der  Ubersetzung JK entspricht.
Zum anderen ergeben sich durch die festgelegte Semantik, die die Verwendung
von unsafePerformIO nicht mehr, wie bisher, auf Spezialf alle einschr ankt, neue
M oglichkeiten der Programmierung von Seiteneekten. Hierbei ist vorstellbar, dass
Programme g anzlich mit direktem IO auskommen, d.h. die monadische Verpackung
nicht mehr notwendig ist. Hierzu w are es w unschenswert die Praxistauglichkeit von
nicht-striktem direkt-aufgerufenem IO durch gr oere Anwendungen zu testen und
eventuell, wie bereits in [Sch03a] angesprochen, entsprechende Sequentialisierungs-
mechanismen, aber auch Operatoren zur parallelen oder konkurrenten Auswertung
zur Verf ugung zu stellen und diese im Umfeld von unsafePerformIO zu untersuchen.
6.2.2 Erweiterungen des FUNDIO
W urde der FUNDIO-Kalk ul getypt, so w urde die Sprache der Kernsprache des
GHC mehr entsprechen und eventuell k onnte das Problem gel ost werden, dass6.2 Ausblick 149
unsafePerformIO dazu benutzt werden kann, das Typsystem von Haskell auszu-
hebeln1, indem nur monomorph getypte IO-Konstrukte f ur jedes Paar von Typen
zugelassen werden.
Des Weiteren ist es sinnvoll, Vermutung 3.74 zu beweisen, um somit Korrektheit der
bisher unter dieser Annahme gezeigten Transformationen vollends zu garantieren.
6.2.3  Uberpr ufung weiterer Compilerphasen
Wir haben innerhalb dieser Arbeit den Schwerpunkt unserer Untersuchungen auf
die  Uberpr ufung der Optimierungen auf der Kernsprache des GHC gelegt. Hierbei
haben wir angenommen, dass das Back-End, also insbesondere die STG-Maschine in
Normalordnung reduziert, und dabei Sharing beachtet. Diese Annahme sollte durch
weitere Untersuchungen belegt werden. Im Anhang in Abschnitt B.3 ist ein Beispiel
angegeben, f ur das der GHC ein merkw urdiges  Ubersetzungsverhalten aufweist, wo-
bei wir annehmen, dass dieses Verhalten durch das Back-End verursacht wird.
Ebenso k onnte man sich mit dem Front-End des Compilers besch aftigen, und die
 Ubersetzung von Haskell zur Compiler-internen Kernsprache untersuchen.
6.2.4 Steigerung der Ezienz
Da durch die Modikation des GHC einige m oglicherweise f ur die Ezienz der
 ubersetzten Programme wichtige Transformationen abgeschaltet wurden, k onnten
weitere Untersuchungen bzgl. der Optimierungstransformationen sinnvoll sein.
Zum einen sollte eine  Uberpr ufung auf Korrektheit der globalen Transforma-
tionen durchgef uhrt werden, wobei die Striktheitsanalyse mit anschlieender
Worker/Wrapper-Transformation besonders wichtig erscheint. Hierzu ist gleichzei-
tig ein Beweis von Vermutung 3.74 notwendig, damit die Ergebnisse der Analyse
entsprechend verwendet werden k onnen.
Zum anderen k onnten die als falsch erwiesenen Transformationen "full-laziness\ und
"common subexpression elimination\ m oglicherweise abge andert wieder verwendet
werden. Hierf ur k onnten die Ergebnisse aus [Kut00] bez uglich der
"
Deterministischen
Subausdr ucke\ dienen, die jedoch zun achst auf den FUNDIO-Kalk ul  ubertragen wer-
den m ussen. Diese Ergebnisse k onnten auch bei der lokalen Transformation des
"
In-
linings\ verwendet werden.
Ebenso k onnen evtl. neue Programmtransformationen entwickelt werden, die speziell
f ur die FUNDIO-Semantik zugeschnitten sind.
F ur alle Betrachtungen bzgl. der Optimierung scheint es jedoch notwendig, den Eekt
jeder einzelnen Transformation zu messen. Eine entsprechende Benchmark-Suite exi-
stiert bereits in Form der
"
nob-Suite\ ([Par93]) f ur Haskell-Programme, diese sollte
1Vgl. hierzu Abschnitt 2.4.2.150 Kapitel 6 Zusammenfassung und Ausblick
jedoch um Programme, die nichtdeterministisches IO benutzen, erweitert werden.
Hierbei ist auch vorstellbar Programme mit monadischem und nichtmonadischem
IO untereinander zu vergleichen, um somit m oglicherweise Ezienzvorteile f ur die
eine oder die andere Programmiertechnik heraus zu arbeiten.Anhang A
Umfangreichere Berechnungen
In diesem Anhang geben wir einige gr oere Berechnungen an, die in Beweisen dieser
Arbeit ben otigt wurden.
A.1 Berechnung zu Lemma 3.47
A.1.1 Beispiel zu Fall VI.
(letrec x1 = (ci   ! a );x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
1 [(case xm :::((ci   ! z ) ! C[xm]):::)];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;ccpcx
          ! (letrec x1 = (ci   ! a );x2 = x1;:::;xm = xm 1; (= t)
y1 = R
 
1 [(case xm :::((ci   ! z ) ! C[(ci   ! z )]):::)];:::;yj = R
 
j [yj]
in R
 
0 [yj])
n;case e
            ! (letrec x1 = (ci   ! u );  ! u =   ! a ;x2 = x1;:::;xm = xm 1; (= r1)
y1 = R
 
1 [(letrec   ! z =   ! u inC[(ci   ! z )])];:::;yj = R
 
j [yj]
in R
 
0 [yj])
n;(lll)

        ! (letrec x1 = (ci   ! u );  ! u =   ! a ;x2 = x1;:::;xm = xm 1; (= r)
  ! z =   ! u ;y1 = R
 
1 [C[(ci   ! z )]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
(letrec x1 = (ci   ! a );x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
1 [(case xm :::((ci   ! z ) ! C[xm]):::)];:::;yj = R
 
j [yj]
in R
 
0 [yj])
n;case e
            ! (letrec x1 = (ci   ! u );  ! u =   ! a ;x2 = x1;:::;xm = xm 1;
y1 = R
 
1 [(letrec   ! z =   ! u in C[xm])];:::;yj = R
 
j [yj]
in R
 
0 [yj])
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n;(lll)

        ! (letrec x1 = (ci   ! u );  ! u =   ! a ;x2 = x1;:::;xm = xm 1;
  ! z =   ! u ;y1 = R
 
1 [C[xm]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;(cpx)

            ! (letrec x1 = (ci   ! u );  ! u =   ! a ;x2 = x1;:::;xm = xm 1;
  ! z =   ! u ;y1 = R
 
1 [C[x1]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;cpcx
          ! (letrec x1 = (ci   ! v );  ! v =   ! u ;  ! u =   ! a ;x2 = x1;:::;xm = xm 1;
  ! z =   ! u ;y1 = R
 
1 [C[ci   ! v ]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;(cpx)

            ! (letrec x1 = (ci   ! v );  ! v =   ! u ;  ! u =   ! a ;x2 = x1;:::;xm = xm 1;
  ! z =   ! u ;y1 = R
 
1 [C[ci   ! u ]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;(xch)

            ! (letrec x1 = (ci   ! v );  ! v =   ! u ;  ! z =   ! a ;x2 = x1;:::;xm = xm 1;
  ! u =   ! z ;y1 = R
 
1 [C[ci   ! u ]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;(cpx)

            ! (letrec x1 = (ci   ! v );  ! v =   ! u ;  ! z =   ! a ;x2 = x1;:::;xm = xm 1;
  ! u =   ! z ;y1 = R
 
1 [C[ci   ! z ]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;(cpx)

            ! (letrec x1 = (ci   ! u );  ! v =   ! u ;  ! z =   ! a ;x2 = x1;:::;xm = xm 1;
  ! u =   ! z ;y1 = R
 
1 [C[ci   ! z ]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;(xch)

            ! (letrec x1 = (ci   ! u );  ! v =   ! u ;  ! u =   ! a ;x2 = x1;:::;xm = xm 1;
  ! z =   ! u ;y1 = R
 
1 [C[ci   ! z ]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
iR;(gc)

          ! (letrec x1 = (ci   ! u );  ! u =   ! a ;x2 = x1;:::;xm = xm 1; (= r)
  ! z =   ! u ;y1 = R
 
1 [C[ci   ! z ]];:::;yj = R
 
j [yj]
in R
 
0 [yj])
Die Existenz der (n;(lll))-Reduktionen ergibt sich aus Lemma 3.39.A.2 Berechnung zu Lemma 3.53 153
A.2 Berechnung zu Lemma 3.53
A.2.1 Beispiel zu Fall I.
(letrec x1 = (v:w);x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
B[(case (case xm (p1 ! t1):::) Alts)];
y2 = R
 
2 [y1]:::;yj = R
 
j [yj 1]
in R
 
C[yj])
iR;ccase
          ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1; (= t)
y1 = R
 
B[(case xm (p1 ! (case t1 Alts)):::)];
y2 = R
 
2 [y1]:::;yj = R
 
j [yj 1]
in R
 
C[yj])
n;cp e
        ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1; (= r)
y1 = R
 
B[(case (v:w) (p1 ! (case t1 Alts)):::)];
y2 = R
 
2 [y1]:::;yj = R
 
j [yj 1]
in R
 
C[yj])
(letrec x1 = (v:w);x2 = x1;:::;xm = xm 1; (= s)
y1 = R
 
B[(case (case xm (p1 ! t1):::) Alts)];
y2 = R
 
2 [y1]:::;yj = R
 
j [yj 1]
in R
 
C[yj])
n;cp e
        ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1; (= r0)
y1 = R
 
B[(case (case (v:w) (p1 ! t1):::) Alts)];
y2 = R
 
2 [y1]:::;yj = R
 
j [yj 1]
in R
 
C[yj])
iR;ccase
          ! (letrec x1 = (v:w);x2 = x1;:::;xm = xm 1; (= r)
y1 = R
 
B[(case (v:w) (p1 ! (case t1 Alts)):::)];
y2 = R
 
2 [y1]:::;yj = R
 
j [yj 1]
in R
 
C[yj])
A.3 Berechnung zu Beispiel 4.2
u
v
0
@
i -> case i of
(IO m) -> case m realWorld# of
(s;r) -> r
1
A getChar
}
~

0
@
u
v
0
@
i -> case i of
(IO m) -> case m realWorld# of
(s;r) -> r
1
A
}
~ JgetCharK
1
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 ((i:(case i ((JIOK m) ! (case (m JrealWorld#K) ((s;r) ! r) :::)) :::))
(JIOK (w:(case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::))))
lbeta       ! (letrec i = (JIOK (w:(case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::)))
in (case i ((JIOK m) ! (case (m JrealWorld#K) ((s;r) ! r) :::)) :::))
case       !
lll   ! (letrec i = (JIOK y);
y = (w:(case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::));
m = y
in (case (m JrealWorld#K) ((s;r) ! r) :::))
cp
  ! (letrec i = (JIOK y);
y = (w:(case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::));
m = y
in (case ((w:(case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::))
JrealWorld#K)
((s;r) ! r) :::))
(lll)

      ! (letrec i = (JIOK y);
y = (w:(case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::));
m = y;w = JrealWorld#K
in (case (case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::)
((s;r) ! r) :::))
(gc)

      ! (letrec w = JrealWorld#K
in (case (case (IO B) (p1 ! (w;p1)):::(pn ! (w;pn)) (pn+1 ! ?):::)
((s;r) ! r) :::))
ccase       ! (letrec w = JrealWorld#K in (case (IO B) (p1 ! (case (w;p1) ((s;r) ! r) :::))
:::
(pn ! (case (w;pn) ((s;r) ! r) :::))
(pn+1 ! (case ? ((s;r) ! r) :::))
:::
(pN ! (case ? ((s;r) ! r) :::))))
c (letrec w = JrealWorld#K in (case (IO B) (p1 ! (case (w;p1) ((s;r) ! r) :::))
:::
(pn ! (case (w;pn) ((s;r) ! r) :::))
(pn+1 ! ?):::(pN ! ?)))
case       ! (letrec w = JrealWorld#K in (case (IO B) (p1 ! (letrec s = w;r = p1 in r))
:::
(pn ! (letrec s = w;r = pn in r))
(pn+1 ! ?):::(pN ! ?)))
ucp
    ! (letrec w = JrealWorld#K in (case (IO B) (p1 ! (letrec s = w;r = p1 in p1))
:::
(pn ! (letrec s = w;r = pn in pn))
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(gc)

      ! (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?))
A.4 Berechnung zu Beispiel 4.3
u
vc ->
0
@
i -> case i of
(IO m) -> case m realWorld# of
(s;r) -> r
1
A (putChar c)
}
~
 (c:((i:(case i ((JIOK m) ! (case (m JrealWorld#K) ((s;r) ! r) :::)) :::))
((x:(JIOK (w:(case x
(p1 ! (case (IO x) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
:::
(pn ! (case (IO x) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
(pn+1 ! ?):::(pN ! ?))))) c)))
betavar           ! (c:((i:(case i ((JIOK m) ! (case (m JrealWorld#K) ((s;r) ! r) :::)) :::))
(JIOK (w:(case c
(p1 ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
:::
(pn ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
(pn+1 ! ?):::(pN ! ?))))))
lbeta       ! (c:(letrec i = (JIOK (w:(case c
(p1 ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
:::
(pn ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
(pn+1 ! ?):::(pN ! ?))))
in (case i ((JIOK m) ! (case (m JrealWorld#K) ((s;r) ! r) :::)) :::)))
case       ! (c:(letrec i = (JIOK m0);
m
0 = (w:(case c
(p1 ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
:::
(pn ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
(pn+1 ! ?):::(pN ! ?))))
in (letrec m = m0 in (case (m JrealWorld#K) ((s;r) ! r) :::)))156 Anhang A Umfangreichere Berechnungen
llet     ! (c:(letrec i = (JIOK m0);
m0 = (w:(case c
(p1 ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
:::
(pn ! (case (IO c) (p1 ! (w;J()K)):::(pN ! (w;J()K))))
(pn+1 ! ?):::(pN ! ?))));
m = m0
in (case (m JrealWorld#K) ((s;r) ! r) :::))
cp
  ! :::
(lll)

      ! :::
(gc)

      ! (c:(letrec w0 = JrealWorld#K
in (case (case c
(p1 ! (case (IO c) (p1 ! (w0;J()K)):::(pN ! (w0;J()K))))
:::
(pn ! (case (IO c) (p1 ! (w0;J()K)):::(pN ! (w0;J()K))))
(pn+1 ! ?):::(pN ! ?))
((s;r) ! r) :::)))
ccase       ! (c:(letrec w
0 = JrealWorld#K
in (case c
(p1 ! (case (case (IO c) (p1 ! (w
0;J()K)):::(pN ! (w
0;J()K)))
((s;r) ! r) :::))
:::
(pn ! (case (case (IO c) (p1 ! (w0;J()K)):::(pN ! (w0;J()K)))
((s;r) ! r) :::))
(pn+1 ! (case ? :::)):::(pN ! (case ? :::)))))
(ccase)

          ! (c:(letrec w0 = JrealWorld#K
in (case c
(p1 ! (case (IO c) (p1 ! (case (w0;J()K) ((s;r) ! r) :::))
:::
(pN ! (case (w0;J()K) ((s;r) ! r) :::))))
:::
(pn ! (case (IO c) (p1 ! (case (w0;J()K) ((s;r) ! r) :::))
:::
(pN ! (case (w0;J()K) ((s;r) ! r) :::))))
(pn+1 ! (case ? :::)):::(pN ! (case ? :::)))))A.5 Berechnung zu Lemma 4.15 157
(case)

          ! :::
(cpcx)

          ! :::
(gc)

      ! (c:(case c (p1 ! (case (IO c) (p1 ! (J()K))::: (pN ! (J()K))))
:::
(pn ! (case (IO c) (p1 ! (J()K))::: (pN ! (J()K))))
(pn+1 ! (case ? :::)):::(pN ! (case ? :::))))
c (c:(case c (p1 ! (case (IO c) (p1 ! (J()K))::: (pN ! (J()K))))
:::
(pn ! (case (IO c) (p1 ! (J()K))::: (pN ! (J()K))))
(pn+1 ! ?):::(pN ! ?)))
A.5 Berechnung zu Lemma 4.15
Wir m ussen noch die F alle betrachten, in denen die case-Alternativen eine default-
Alternative enthalten. Hierbei ist zus atzlich zu unterscheiden, ob C0[x] die rechte
Seite der default-Alternative oder einer anderen Alternative ist.
Betrachten wir zun achst den Fall, dass C0[x] nicht die rechte Seite der default-
Alternative ist: Seien patn+1;:::patm die Pattern, die durch die  Ubersetzung der
default-Alternative neu entstehen, und patm+1;:::patN die restlichen durch die
 Ubersetzung entstandenen Alternativen.
Jlet(rec) x = e in C[case e1 of fP1 -> B1;:::;Pi -> C0[x]:::;Pn -> Bn;y -> Byg]K
 (letrec x = JeK in JCK[(case Je1K
(JP1K ! JB1K):::(JPiK ! JC0K[x]):::(JPnK ! JBnK)
(patn+1 ! JByK):::(patm ! JByK)])
(patm+1 ! ?):::(patN ! ?))])
ucpb
      !(letrec x = JeK in JCK[(case Je1K
(JP1K ! JB1K):::(JPiK ! JC
0K[e]):::(JPnK ! JBnK)
(patn+1 ! JByK):::(patm ! JByK)])
(patm+1 ! ?):::(patN ! ?))])
 Jlet(rec) x = e in C[case e1 of fP1 -> B1;:::;Pi -> C0[e];:::;Pn -> Bn;y -> Byg]K158 Anhang A Umfangreichere Berechnungen
Nun betrachten wir den Fall, dass C0[x] die rechte Seite der default-Alternative ist:
Jlet(rec) x = e in C[case e1 of fP1 -> B1;:::;Pn -> Bn;y -> C0[x]g]K
 (letrec x = JeK in JCK[(case Je1K
(JP1K ! JB1K):::(JPnK ! JBnK)
(patn+1 ! JC0[x]K):::(patm ! JC0[x]K)])
(patm+1 ! ?):::(patN ! ?))])
ucpb
      !(letrec x = JeK in JCK[(case Je1K
(JP1K ! JB1K):::(JPnK ! JBnK)
(patn+1 ! JC0[e]K):::(patm ! JC0[x]K)])
(patm+1 ! ?):::(patN ! ?))])
(ucpb)

          !(letrec x = JeK in JCK[(case Je1K
(JP1K ! JB1K):::(JPnK ! JBnK)
(patn+1 ! JC0[e]K):::(patm ! JC0[e]K)])
(patm+1 ! ?):::(patN ! ?))])
 Jlet(rec) x = e in C[case e1 of fP1 -> B1;:::;Pn -> Bn;y -> C0[e]g]K
A.6 Berechnung zu Lemma 4.23
I. Beide case-Ausdr ucke enthalten keine default-Alternative.
Seien qm+1;:::;qN Pattern f ur alle Konstruktoren aus C, die nicht durch die Pattern
JQ1K;:::JQmK abgedeckt werden. Analog seien pn+1;:::;pN Pattern f ur alle Kon-
struktoren aus C, die nicht durch die Pattern JP1K;:::;JPnK abgedeckt werden.
Jcase (case E of fP1 -> R1; :::; Pn -> Rng) of
fQ1 -> S1; :::; Qm -> SmgK
 (case J(case E of fP1 -> R1; :::; Pn -> Rng)K
(JQ1K ! JS1K) ::: (JQmK ! JSmK) (qm+1 ! ?) ::: (qN ! ?))
 (case (case JEK (JP1K ! JR1K) ::: (JPnK ! JRnK) (pn+1 ! ?) :::(pN ! ?))
(JQ1K ! JS1K) ::: (JQmK ! JSmK) (qm+1 ! ?) ::: (qN ! ?))
ccase       ! (case E
(JP1K ! (case JR1K (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! ?):::(qN ! ?)))
:::
(JPnK ! (case JRnK (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! ?):::(qN ! ?)))
(pn+1 ! (case ? (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! ?):::(qN ! ?)))
:::
(pN ! (case ? (JQ1K ! JS1K):::(JQmK ! JSmK)
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c (case E
(JP1K ! (case JR1K (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! ?):::(qN ! ?)))
:::
(JPnK ! (case JRnK (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! ?):::(qN ! ?)))
(pn+1 ! ?):::(pN ! ?)
 (case E
(JP1K ! Jcase R1 of fQ1 -> S1;:::;Qm -> SmgK
:::
(JPnK ! Jcase Rn of fQ1 -> S1;:::;Qm -> SmgK
(pn+1 ! ?):::(pN ! ?)
 J(case E of
P1 -> case R1 of fQ1 -> S1;:::;Qm -> Smg;
:::
Pn -> case Rn of fQ1 -> S1;:::;Qm -> SmgK
II. Beide case-Ausdr ucke enthalten eine default-Alternative.
Seien qm+1;:::;qk (analog pn+1;:::;pl) Pattern f ur alle Konstruktoren aus C, die
nicht durch die Pattern JQ1K;:::JQmK (analog JP1K;:::;JPnK) abgedeckt werden,
aber vom selben Typ wie die durch sie abgedeckten Konstruktoren sind. Seien
qk+1;:::;qN (analog pl+1;:::;pN) Pattern f ur die restlichen Konstruktoren aus C.
Falls nur die default-Alternative y -> E2 (analog x -> E1) existiert, seien qm+1;:::;qk
(analog pn+1;:::;pl) Pattern f ur alle Konstruktoren aus C.
Jcase (case E of fP1 -> R1; :::; Pn -> Rn;x -> E1g) of
fQ1 -> S1; :::; Qm -> Sm;y -> E2gK
 (letrec zy = J(case E of fP1 -> R1; :::; Pn -> Rn;x -> E1g)K
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?)))
 (letrec zy = (letrec zx = JEK
in (case zx (JP1K ! JR1K):::(JPnK ! JRnK)
(pn+1 ! JE1K[zx=x]):::(pl ! JE1K[zx=x])
(pl+1 ! ?):::(pN ! ?)))
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?)))
llet     ! (letrec zx = JEK;zy = (case zx (JP1K ! JR1K):::(JPnK ! JRnK)
(pn+1 ! JE1K[zx=x]):::(pl ! JE1K[zx=x])
(pl+1 ! ?):::(pN ! ?))
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
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llet       (letrec zx = JEK
in (letrec zy = (case zx (JP1K ! JR1K):::(JPnK ! JRnK)
(pn+1 ! JE1K[zx=x]):::(pl ! JE1K[zx=x])
(pl+1 ! ?):::(pN ! ?))
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
ccase in             ! (letrec zx = JEK
in (case zx (JP1K ! (letrec zy = JR1K
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
:::
(JPnK ! (letrec zy = JRnK in (case zy :::)))
(pn+1 ! (letrec zy = JE1K[zx=x] in (case zy :::)))
:::
(pl ! (letrec zy = JE1K[zx=x] in (case zy :::)))
(pl+1 ! (letrec zy = ? in (case zy :::)))
:::
(pN ! (letrec zy = ? in (case zy :::)))
c (letrec zx = JEK
in (case zx (JP1K ! (letrec zy = JR1K
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
:::
(JPnK ! (letrec zy = JRnK in (case zy :::)))
(pn+1 ! (letrec zy = JE1K[zx=x] in (case zy :::)))
:::
(pl ! (letrec zy = JE1K[zx=x] in (case zy :::)))
(pl+1 ! ?)
:::
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 (letrec zx = JEK
in (case zx (JP1K ! Jcase R1 of fQ1 -> S1;:::;Qm -> Sm;y -> E2gK)
:::
(JPnK ! Jcase Rn of fQ1 -> S1;:::;Qm -> Sm;y -> E2gK)
(pn+1 ! Jcase E1 of fQ1 -> S1;:::;Qm -> Sm;y -> E2gK[zx=x])
:::
(pl ! Jcase E1 of fQ1 -> S1;:::;Qm -> Sm;y -> E2gK[zx=x])
(pl+1 ! ?)
:::
(pN ! ?)))
 Jcase E of
P1 -> case R1 of fQ1 -> S1;:::;Qm -> Sm;y -> E2g;
:::
Pn -> case Rn of fQ1 -> S1;:::;Qm -> Sm;y -> E2g
x -> case E1 of fQ1 -> S1;:::;Qm -> Sm;y -> E2gK
III. Nur die Alternativen (Pi -> Ri) f ur i = 1;:::;n enthalten eine default-
Alternative.
Seien JAltsQK die durch  Ubersetzung der Alternativen Q1 -> S1;:::;Qm -> Sm
entstandenen Alternativen, wobei zu beachten ist, dass die  Ubersetzung nicht zu
einem  aueren letrec-Ausdruck f uhren kann, da diese Alternativen keine default-
Alternative enthalten.
Seien pn+1;:::;pl Pattern f ur alle Konstruktoren aus C, die nicht durch die Pattern
JP1K;:::;JPnK abgedeckt werden, aber vom selben Typ wie die durch sie abgedeckten
Konstruktoren sind. Seien pl+1;:::;pN Pattern f ur die restlichen Konstruktoren aus
C.
Falls nur die default-Alternative x -> E1 existiert, seien pn+1;:::;pl Pattern f ur alle
Konstruktoren aus C.
Jcase (case E of fP1 -> R1; :::; Pn -> Rn;x -> E1g) of AltsQK
 (case J(case E of fP1 -> R1; :::; Pn -> Rn;x -> E1g)K JAltsQK)
 (case (letrec zx = JEK in (case zx (JP1K ! JR1K):::(JPnK ! JRnK)
(pn+1 ! JE1K[zx=x]):::(pl ! JE1K[zx=x])
(pl+1 ! ?):::(pN ! ?)))
JAltsQK)
lcase       ! (letrec zx = JEK in (case (case zx (JP1K ! JR1K):::(JPnK ! JRnK)
(pn+1 ! JE1K[zx=x]):::(pl ! JE1K[zx=x])
(pl+1 ! ?):::(pN ! ?))
JAltsQK))162 Anhang A Umfangreichere Berechnungen
ccase       ! (letrec zx = JEK
in (case zx (JP1K ! (case JR1K JAltsQK)):::(JPnK ! (case JRnK JAltsQK))
(pn+1 ! (case JE1K[zx=x] JAltsQK)):::(pl ! (case JE1K[zx=x] JAltsQK))
(pl+1 ! (case ? JAltsQK)):::(pN ! (case ? JAltsQK))))
c (letrec zx = JEK
in (case zx (JP1K ! (case JR1K JAltsQK)):::(JPnK ! (case JRnK JAltsQK))
(pn+1 ! (case JE1K[zx=x] JAltsQK)):::(pl ! (case JE1K[zx=x] JAltsQK))
(pl+1 ! ?):::(pN ! ?)))
 (letrec zx = JEK
in (case zx (JP1K ! Jcase R1 of AltsQK):::(JPnK ! Jcase Rn of AltsQK)
(pn+1 ! Jcase E1 of AltsQK[zx=x]):::(pl ! Jcase E1 of AltsQK[zx=x])
(pl+1 ! ?):::(pN ! ?)))
 Jcase E of
P1 -> case R1 of fQ1 -> S1;:::;Qm -> Smg;
:::
Pn -> case Rn of fQ1 -> S1;:::;Qm -> Smg
x -> case E1 of fQ1 -> S1;:::;Qm -> SmgK
IV. Nur die Alternativen (Qi -> Si) f ur i = 1;:::;m enthalten eine default-
Alternative.
Seien pn+1;:::pN Pattern f ur alle Konstruktoren aus C, die nicht durch die Pattern
JP1K;:::;JPnK abgedeckt werden. Seien qm+1;:::;qk Pattern f ur alle Konstruktoren
aus C, die nicht durch die Pattern JQ1K;:::JQmK abgedeckt werden, aber vom selben
Typ wie die durch sie abgedeckten Konstruktoren sind.
Seien qk+1;:::;qN Pattern f ur die restlichen Konstruktoren aus C. Falls nur die
default-Alternative y -> E2 existiert, seien qm+1;:::;qk Pattern f ur alle Konstrukto-
ren aus C.
Jcase (case E of fP1 -> R1; :::; Pn -> Rng) of
fQ1 -> S1; :::; Qm -> Sm;y -> E2gK
 (letrec zy = J(case E of fP1 -> R1; :::; Pn -> Rng)K
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?)))
 (letrec zy = (case JEK (JP1K ! JR1K):::(JPnK ! JRnK)(pn+1 ! ?):::(pN ! ?))
in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
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ccase in             ! (case JEK
(JP1K ! (letrec zy = JR1K in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
:::
(JPnK ! (letrec zy = JRnK in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
(pn+1 ! (letrec zy = ? in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
:::
(pN ! (letrec zy = ? in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?)))))
c (case JEK
(JP1K ! (letrec zy = JR1K in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
:::
(JPnK ! (letrec zy = JRnK in (case zy (JQ1K ! JS1K):::(JQmK ! JSmK)
(qm+1 ! JE2K[zy=y]):::(qk ! JE2K[zy=y])
(qk+1 ! ?):::(qN ! ?))))
(pn+1 ! ?):::(pN ! ?))
 (case JEK (JP1K ! Jcase R1 of fQ1 -> S1;:::;Qm -> Sm;y -> E2gK)
:::
(JPnK ! Jcase Rn of fQ1 -> S1;:::;Qm -> Sm;y -> E2gK)
(pn+1 ! ?):::(pN ! ?))
 Jcase E of
P1 -> case R1 of fQ1 -> S1;:::;Qm -> Sm;y -> E2g;
:::
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A.7 Berechnung zu Lemma 4.24
Jcase x of c1 a1;1 :::a1;ar(c1) -> t1;
:::
ck ak;1 :::ak;ar(ck) -> tk;
y -> case x of ck+1 bk;1 :::bk;ar(ck+1) -> tk+1;
:::
cm bm;1 :::bm;ar(cm) -> tmK
 (letrec z = x in
(case z ((c1 a1;1 :::a1;ar(c1)) ! Jt1K):::((ck ak;1 :::ak;ar(ck)) ! JtkK)
((ck+1 ak+1;1 :::ak+1;ar(ck+1))
! (case x
((c1 b1;1 :::b1;ar(c1)) ! ?):::((ck bk;1 :::bk;ar(ck)) ! ?)
((ck+1 bk+1;1 :::bk+1;ar(ck+1)) ! Jtk+1K[z=y])
:::
((cm bm;1 :::bm;ar(cm)) ! JtmK[z=y])
((cm+1 bm+1;1 :::bm+1;ar(cm+1)) ! ?):::(cN ! ?)))
:::
((cn an;1 :::an;ar(cn))
! (case x
((c1 b1;1 :::b1;ar(c1)) ! ?):::((ck bk;1 :::bk;ar(ck)) ! ?)
((ck+1 bk+1;1 :::bk+1;ar(ck+1)) ! Jtk+1K[z=y])
:::
((cm bm;1 :::bm;ar(cm)) ! JtmK[z=y])
((cm+1 bm+1;1 :::bm+1;ar(cm+1)) ! ?):::(cN ! ?)))
((cn+1 an+1;1 :::an+1;ar(cn+1)) ! ?):::(cN ! ?)))
cpx
    ! (letrec z = x in (case x:::
(ccpcx)

          ! (letrec z = x in
(case x
((c1 a1;1 :::a1;ar(c1)) ! Jt1K):::((ck ak;1 :::ak;ar(ck)) ! JtkK)
((ck+1 ak+1;1 :::ak+1;ar(ck+1))
! (case (ck+1 ak+1;1 :::ak+1;ar(ck+1))
(c1 b1;1 :::b1;ar(c1)) ! ?):::((ck bk;1 :::bk;ar(ck)) ! ?)
((ck+1 bk+1;1 :::bk+1;ar(ck+1)) ! Jtk+1K[z=y])
:::
((cm bm;1 :::bm;ar(cm)) ! JtmK[z=y])
((cm+1 bm+1;1 :::bm+1;ar(cm+1)) ! ?):::(cN ! ?)))
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(case c)

            ! (letrec z = x in
(case x
((c1 a1;1 :::a1;ar(c1)) ! Jt1K):::((ck ak;1 :::ak;ar(ck)) ! JtkK)
((ck+1 ak+1;1 :::ak+1;ar(ck+1))
! (letrec bk+1;1 = ak+1;1; :::;bk+1;ar(ck+1) = ak+1;ar(ck+1)
in Jtk+1K[z=y]))
:::
((cm am;1 :::am;ar(cm))
! (letrec bm;1 = am;1; :::;bm;ar(ck+1) = am;ar(cm) in JtmK[z=y]))
((cm+1 am+1;1 :::am+1;ar(cm+1))
! (letrec bm+1;1 = am+1;1; :::;bm+1;ar(cm+1) = am+1;ar(cm+1) in ?))
:::
((cn an;1 :::an;ar(cn))
! (letrec bn;1 = an;1; :::;bn;ar(cn) = an;ar(cn) in ?))
((cn+1 an+1;1 :::an+1;ar(cn+1)) ! ?):::(cN ! ?)))
(cpx)

        !
(gc)

      ! (letrec z = x in
(case x
((c1 a1;1 :::a1;ar(c1)) ! Jt1K):::((ck ak;1 :::ak;ar(ck)) ! JtkK)
((ck+1 ak+1;1 :::ak+1;ar(ck+1)) ! Jtk+1K[z=y])
:::
((cm am;1 :::am;ar(cm)) ! JtmK[z=y])
((cm+1 am+1;1 :::am+1;ar(cm+1)) ! ?):::(cN ! ?)))
(cpx)

          (letrec z = x in
(case x
((c1 a1;1 :::a1;ar(c1)) ! Jt1K):::((ck ak;1 :::ak;ar(ck)) ! JtkK)
((ck+1 ak+1;1 :::ak+1;ar(ck+1)) ! Jtk+1K[x=y])
:::
((cm am;1 :::am;ar(cm)) ! JtmK[x=y])
((cm+1 am+1;1 :::am+1;ar(cm+1)) ! ?):::(cN ! ?)))
gc
  ! (case x
((c1 a1;1 :::a1;ar(c1)) ! Jt1K):::((ck ak;1 :::ak;ar(ck)) ! JtkK)
((ck+1 ak+1;1 :::ak+1;ar(ck+1)) ! Jtk+1K[x=y])
:::
((cm am;1 :::am;ar(cm)) ! JtmK[x=y])
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 Jcase x of
c1 a1;1 :::a1;ar(c1)) -> t1;
:::
ck ak;1 :::ak;ar(ck)) -> tk;
ck+1 ak+1;1 :::ak+1;ar(ck+1) -> tk+1[x=y];
:::
cm am;1 :::am;ar(cm) -> tm[x=y]K
A.8 Berechnung zu Lemma 4.35
Seien die Pattern patn+1;:::;patN so gew ahlt, dass sie die Konstruktoren aus C n
fJc1K;:::;JcnKg abdecken.
Jlet v = case E1 of fc1 a1;1 :::a1;m1 -> t1;:::;cn an;1 :::an;mn -> tng in E3K
 (letrec v = (case JE1K (Jc1K a1;1 :::a1;m1 ! Jt1K):::
(JcnK an;1 :::an;mn ! JtnK):::
(patn+1 ! ?):::(patN ! ?))
in JE3K)
lbeta         (v:JE3K) (case JE1K (Jc1K a1;1 :::a1;m1 ! Jt1K):::
(JcnK an;1 :::an;mn ! JtnK):::
(patn+1 ! ?):::(patN ! ?))
streval         ! (letrec w = (case JE1K (Jc1K a1;1 :::a1;m1 ! Jt1K):::
(JcnK an;1 :::an;mn ! JtnK):::
(patn+1 ! ?):::(patN ! ?))
in (case w (pat0
1 ! ((v:JE3K) w)):::(pat0
N ! ((v:JE3K) w))))
ccase in             ! (case JE1K
(Jc1K a1;1 :::a1;m1 ! (letrec w = Jt1K in (case w (pat0
1 ! ((v:JE3K) w)):::
(pat0
N ! ((v:JE3K) w)))
:::
(JcnK an;1 :::an;mn ! (letrec w = JtnK in (case w (pat0
1 ! ((v:JE3K) w)):::
(pat
0
N ! ((v:JE3K) w)))
(patn+1 ! (letrec w = ? in (case w (pat0
1 ! ((v:JE3K) w)):::
(pat
0
N ! ((v:JE3K) w)))
:::
(patN ! (letrec w = ? in (case w (pat
0
1 ! ((v:JE3K) w)):::
(pat0
N ! ((v:JE3K) w))))A.9 Berechnung zu Lemma 4.36 167
c (case JE1K
(Jc1K a1;1 :::a1;m1 ! (letrec w = Jt1K in (case w (pat0
1 ! ((v:JE3K) w)):::
(pat0
N ! ((v:JE3K) w)))
:::
(JcnK an;1 :::an;mn ! (letrec w = JtnK in (case w (pat0
1 ! ((v:JE3K) w)):::
(pat0
N ! ((v:JE3K) w)))
(patn+1 ! ?) ::: (patN ! ?))
(streval)

              (case JE1K
(Jc1K a1;1 :::a1;m1 ! ((v:JE3K) Jt1K))
:::
(JcnK an;1 :::an;mn ! ((v:JE3K) JtnK))
(patn+1 ! ?) ::: (patN ! ?))
(lbeta)

          ! (case JE1K
(Jc1K a1;1 :::a1;m1 ! (letrec v = Jt1K in JE3K))
:::
(JcnK an;1 :::an;mn ! (letrec v = JtnK in JE3K))
(patn+1 ! ?) ::: (patN ! ?))
 Jcase E1 of
fc1 a1;1 :::a1;m1 -> let v = t1 in E3;
:::
cn an;1 :::an;mn -> let v = tn in E3gK
Die verwendete kontextuelle Gleichheit gilt aufgrund von Satz 3.33.
A.9 Berechnung zu Lemma 4.36
Zu Zeigen: Sei P = f(B;'b')g, so gilt JsK+(P), aber JtK*(P).
JsK = (letrec fun = ((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::))
in (case (fun False) ('a' ! 'a') ('b' ! (fun False)) :::))
n;lbeta
        ! (letrec fun = (letrec x0
1 = (case (IO B) :::('b' ! 'b'):::) in (x2:x0
1))
in (case (fun False) ('a' ! 'a') ('b' ! (fun False)) :::))
n;llet
      ! (letrec fun = (x2:x0
1);x0
1 = (case (IO B) :::('b' ! 'b'):::)
in (case (fun False) ('a' ! 'a') ('b' ! (fun False)) :::))
n;cp
      ! (letrec fun = (x2:x0
1);x0
1 = (case (IO B) :::('b' ! 'b'):::)
in (case ((x2:x0
1) False) ('a' ! 'a') ('b' ! (fun False)) :::))
n;lbeta
        ! (letrec fun = (x2:x
0
1);x
0
1 = (case (IO B) :::('b' ! 'b'):::)
in (case (letrec x0
2 = False in x0
1) ('a' ! 'a') ('b' ! (fun False)) :::))168 Anhang A Umfangreichere Berechnungen
n;lcase
        ! (letrec fun = (x2:x0
1);x0
1 = (case (IO B) :::('b' ! 'b'):::)
in (letrec x0
2 = False in (case x0
1 ('a' ! 'a') ('b' ! (fun False)) :::)))
n;llet
      ! (letrec fun = (x2:x0
1);x0
1 = (case (IO B) :::('b' ! 'b'):::);x0
2 = False
in (case x
0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;IOr;(B;'b')
                  ! (letrec fun = (x2:x0
1);x0
1 = (case 'b' :::('b' ! 'b'):::);x0
2 = False
in (case x0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;case
        ! (letrec fun = (x2:x
0
1);x
0
1 = (letrec fg in 'b');x
0
2 = False
in (case x0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;llet
      ! (letrec fun = (x2:x0
1);x0
1 = 'b';x0
2 = False
in (case x
0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;case
        ! (letrec fun = (x2:x0
1);x0
1 = 'b';x0
2 = False in (letrec fg in (fun False)))
n;llet
      ! (letrec fun = (x2:x
0
1);x
0
1 = 'b';x
0
2 = False in (fun False))
n;cp
      ! (letrec fun = (x2:x0
1);x0
1 = 'b';x0
2 = False in ((x2:x0
1) False))
n;lbeta
        ! (letrec fun = (x2:x0
1);x0
1 = 'b';x0
2 = False in (letrec x00
2 = False in x0
1))
n;llet
      ! (letrec fun = (x2:x
0
1);x
0
1 = 'b';x
0
2 = False in (letrec x
00
2 = False in x
0
1))
n;lbeta
        ! (letrec fun = (x2:x0
1);x0
1 = 'b';x0
2 = False;x00
2 = False in x0
1)
JtK = (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y))
in (case (fun False) ('a' ! 'a') ('b' ! (fun False)) :::))
n;cp
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y))
in (case ((y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::) y)) False)
('a' ! 'a') ('b' ! (fun False)) :::))
n;lbeta
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y))
in (case (letrec y
0 = False
in (((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y0))
('a' ! 'a') ('b' ! (fun False)) :::))
n;lcase
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y))
in (letrec y0 = False in
(case (((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y
0)
('a' ! 'a') ('b' ! (fun False)) :::)))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False
in (case (((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y0)
('a' ! 'a') ('b' ! (fun False)) :::))
n;lbeta
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y
0 = False
in (case ((letrec x0
1 = (case (IO B) :::('b' ! 'b'):::) in(x2:x0
1)) y0)
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n;lapp
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False
in (case (letrec x0
1 = (case (IO B) :::('b' ! 'b'):::) in ((x2:x0
1) y0))
('a' ! 'a') ('b' ! (fun False)) :::))
n;lcase
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y
0 = False
in (letrec x0
1 = (case (IO B) :::('b' ! 'b'):::)
in (case ((x2:x
0
1) y
0) ('a' ! 'a') ('b' ! (fun False)) :::)))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = (case (IO B) :::('b' ! 'b'):::)
in (case ((x2:x
0
1) y
0) ('a' ! 'a') ('b' ! (fun False)) :::))
n;lbeta
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = (case (IO B) :::('b' ! 'b'):::)
in (case (letrec x0
2 = y0 in x0
1) ('a' ! 'a') ('b' ! (fun False)) :::))
n;lcase
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y
0 = False;x
0
1 = (case (IO B) :::('b' ! 'b'):::)
in (letrec x0
2 = y0 in (case x0
1 ('a' ! 'a') ('b' ! (fun False)) :::)))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = (case (IO B) :::('b' ! 'b'):::);x0
2 = y0
in (case x0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;IOr;(B;'b')
                  ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y
0 = False;x
0
1 = (case 'b' :::('b' ! 'b'):::);x
0
2 = y
0
in (case x0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;case
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = (letrec fg in 'b');x0
2 = y0
in (case x
0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0
in (case x
0
1 ('a' ! 'a') ('b' ! (fun False)) :::))
n;case
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0
in (letrec fg in (fun False)))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0
in (fun False))
n;cp
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y
0 = False;x
0
1 = 'b';x
0
2 = y
0
in ((y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y)) False))170 Anhang A Umfangreichere Berechnungen
n;lbeta
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0
in (letrec y00 = False in(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y00)))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0;y00 = False
in (((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y
00))
n;lbeta
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0;y00 = False
in ((letrec x00
1 = (case (IO B) :::('b' ! 'b'):::) in (x2:x00
1)) y00))
n;lapp
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y
0 = False;x
0
1 = 'b';x
0
2 = y
0;y
00 = False
in (letrec x00
1 = (case (IO B) :::('b' ! 'b'):::) in ((x2:x00
1) y00)))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y
0 = False;x
0
1 = 'b';x
0
2 = y
0;y
00 = False;
x00
1 = (case (IO B) :::('b' ! 'b'):::)
in ((x2:x
00
1) y
00))
n;lbeta
        ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0;y00 = False;
x00
1 = (case (IO B) :::('b' ! 'b'):::)
in (letrec x00
2 = y00 in x00
1))
n;llet
      ! (letrec fun = (y:(((x1:(x2:x1)) (case (IO B) :::('b' ! 'b'):::)) y));
y0 = False;x0
1 = 'b';x0
2 = y0;y00 = False;
x00
1 = (case (IO B) :::('b' ! 'b'):::);x00
2 = y00
in x00
1)
n;IOr;?
          ! Ein zweites IO-Paar wird ben otigt!
A.10 Berechnung zu Lemma 4.37
Zu Zeigen: Wenn P = ;, dann gilt JtK+(P) und JsK*(P).
JsK  (letrec z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x:(letrec z0 = z in (case z0 (p1 ! (w:w))::: (pN ! (w:w)))))
in (letrec v0 = (f True) in (case v0 (p1 ! 'a'):::(pN ! 'a'))))
n;llet
      ! (letrec z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x:(letrec z0 = z in (case z0 (p1 ! (w:w))::: (pN ! (w:w)))));
v
0 = (f True)
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n;cp
      ! (letrec z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x:(letrec z0 = z in (case z0 (p1 ! (w:w)):::(pN ! (w:w)))));
v0 = ((x:(letrec z0 = z in (case z0 (p1 ! (w:w)):::(pN ! (w:w))))) True)
in (case v0 (p1 ! 'a'):::(pN ! 'a')))
n;lbeta
        ! (letrec z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x:(letrec z
0 = z in (case z
0 (p1 ! (w:w)):::(pN ! (w:w)))));
v0 = (letrec x0 = True in
(letrec z
0 = z in (case z
0 (p1 ! (w:w))::: (pN ! (w:w)))))
in (case v0 (p1 ! 'a'):::(pN ! 'a')))
n;(lll)

        ! (letrec z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x:(letrec z0 = z in (case z0 (p1 ! (w:w)):::(pN ! (w:w)))));
v0 = (case z0 (p1 ! (w:w)):::(pN ! (w:w)));
x0 = True;z0 = z;
in (case v0 (p1 ! 'a'):::(pN ! 'a')))
n;IOr;?
          ! Ein IO-Paar wird ben otigt!
JtK  (letrec
z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))))
in (letrec v
0 = (f True) in (case v
0 (p1 ! 'a'):::(pN ! 'a'))))
n;llet
      ! (letrec
z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z
0 = z in (case z
0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
v0 = (f True)
in (case v
0 (p1 ! 'a'):::(pN ! 'a')))
n;cp
      ! (letrec
z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
v
0 = ((x y:(letrec z
0 = z in
(case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y))))) True)
in (case v
0 (p1 ! 'a'):::(pN ! 'a')))
n;lbeta
        ! (letrec
z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
v0 = (letrec x = True in
(y:(letrec z
0 = z in (case z
0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y))))))
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n;lll
      ! (letrec
z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
v0 = (y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
x = True
in (case v0 (p1 ! 'a'):::(pN ! 'a')))
n;case
        ! (letrec
z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
v0 = (y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
x = True
in (letrec fg in 'a'))
n;lll
      ! (letrec
z = (case (IO B) (p1 ! p1):::(pn ! pn) (pn+1 ! ?):::(pN ! ?));
f = (x y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
v0 = (y:(letrec z0 = z in (case z0 (p1 ! ((w:w) y)):::(pN ! ((w:w) y)))));
x = True
in 'a')
A.11 Berechnung zu Beispiel 4.45
Sei P = fB;'c'g, dann gilt JtK+(P) und JsK*(P).
JsK  (letrec f = x:(letrec z = (case (IO B) :::) in z)
in (letrec y
0 = (f 'a') in (case y
0 (pat1 ! (f 'b')):::(patN ! (f 'b')))))
n;llet
      ! (letrec f = x:(letrec z = (case (IO B) :::) in z);y0 = (f 'a')
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;cp
      ! (letrec f = x:(letrec z = (case (IO B) :::) in z);
y0 = (x0:(letrec z0 = (case (IO B) :::) in z0) 'a')
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;(lll)

        ! (letrec f = x:(letrec z = (case (IO B) :::) in z);
x0 = 'a';z0 = (case (IO B) :::);y0 = z0
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;IOr;(B;'c')
                  ! (letrec f = x:(letrec z = (case (IO B) :::) in z);
x0 = 'a';z0 = (case ('c') :::);y0 = z0
in (case y
0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;case
        ! (letrec f = x:(letrec z = (case (IO B) :::) in z);
x
0 = 'a';z
0 = (letrec fg in 'c');y
0 = z
0
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n;llet
      ! (letrec f = x:(letrec z = (case (IO B) :::) in z);x0 = 'a';z0 = 'c';y0 = z0
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;case
        ! (letrec f = x:(letrec z = (case (IO B) :::) in z);x
0 = 'a';z
0 = 'c';y
0 = z
0
in (letrec fg in (f 'b')))
n;llet
      ! (letrec f = x:(letrec z = (case (IO B) :::) in z);x0 = 'a';z0 = 'c';y0 = z0
in (f 'b'))
n;cp
      ! (letrec f = x:(letrec z = (case (IO B) :::) in z);x0 = 'a';z0 = 'c';y0 = z0
in (x
00:(letrec z
00 = (case (IO B) :::) in z
00) 'b'))
n;(lll)

        ! (letrec f = x:(letrec z = (case (IO B) :::) in z);x0 = 'a';z0 = 'c';y0 = z0;
x00 = 'b';z00 = (case (IO B) :::)
in z
00)
n;IOr;?
          ! Ein zweites IO-Paar wird ben otigt!
JtK  (letrec f = (letrec z = (case (IO B):::) in x:z)
in (letrec y0 = (f 'a') in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b')))))
n;llet
      ! (letrec f = (letrec z = (case (IO B):::) in x:z);y
0 = (f 'a')
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;llet
      ! (letrec f = (x:z);z = (case (IO B):::)y0 = (f 'a')
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;cp
      ! (letrec f = (x:z);z = (case (IO B):::)y0 = ((x0:z) 'a')
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;(lll)

        ! (letrec f = (x:z);z = (case (IO B):::)y0 = z;x0 = 'a'
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;IOr;(B;'c')
                  ! (letrec f = (x:z);z = (case 'c' :::)y0 = z;x0 = 'a'
in (case y
0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;case
        ! (letrec f = (x:z);z = (letrec fg in 'c')y0 = z;x0 = 'a'
in (case y
0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;llet
      ! (letrec f = (x:z);z = 'c'y0 = z;x0 = 'a'
in (case y0 (pat1 ! (f 'b')):::(patN ! (f 'b'))))
n;case
        ! (letrec f = (x:z);z = 'c'y0 = z;x0 = 'a' in (letrec fg in (f 'b')))
n;llet
      ! (letrec f = (x:z);z = 'c'y0 = z;x0 = 'a' in (f 'b'))
n;cp
      ! (letrec f = (x:z);z = 'c'y0 = z;x0 = 'a' in ((x00:z) 'b'))
n;(lll)

        ! (letrec f = (x:z);z = 'c'y0 = z;x0 = 'a';x00 = 'b' in z174 Anhang A Umfangreichere Berechnungen
A.12 Berechnung zu Abschnitt 4.4.3.4
JsK = (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK Je0K)
in (f dictMyType)((f dictMyType) JyK))
cp
  ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK Je
0K)
in ((dict0:(case dict0 (JMyClassDictK f0
1 ! f0
1):::)) dictMyType)((f dictMyType) JyK))
(lll)

      ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK Je
0K);
dict0 = dictMyType
in ((case dict
0 (JMyClassDictK f
0
1 ! f
0
1):::)((f dictMyType) JyK))
case       ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK g);
g = Je0K;
dict0 = dictMyType
in ((letrec f0
1 = g in f0
1)((f dictMyType) JyK))
(lll)

      ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK g);
g = Je0K;
f0
1 = g;
dict0 = dictMyType
in (f10 ((f dictMyType) JyK))
cp
  ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK g);
g = Je0K;
f0
1 = g;
dict
0 = dictMyType
in (f10 (((dict00:(case dict00 (JMyClassDictK f00
1 ! f00
1 ):::)) dictMyType) JyK))
(lll)

      ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK g);
g = Je0K;
f
0
1 = g;
dict0 = dictMyType;
dict
00 = dictMyType
in (f10 ((case dict00 (JMyClassDictK f00
1 ! f00
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case       ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK h);
g = Je0K;
f0
1 = g;
dict0 = dictMyType;
dict00 = dictMyType;
h = g;
in (f1
0 ((letrec f
00
1 = h inf
00
1 ) JyK))
(lll)

      ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK h);
g = Je
0K;
f0
1 = g;
dict
0 = dictMyType;
dict00 = dictMyType;
h = g;
f00
1 = h;
in (f1
0 (f
00
1 JyK))
(cpx)

        ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK h);
g = Je0K;
f0
1 = g;
dict0 = dictMyType;
dict00 = dictMyType;
h = g;
f00
1 = h;
in (g (g JyK))
(gc)

      ! (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK h);
g = Je0K;
in (g (g JyK))
(gc)

        (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK g);
g = Je
0K;
f000
1 = g;
f
0 = f
000
1 ;
dict000 = dictMyType
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(cpx)

          (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK g);
g = Je0K;
f
000
1 = g;
f0 = f000
1 ;
dict
000 = dictMyType
in (f0 (f0 JyK))
(lll)

        (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK g);
g = Je0K;
f0 = (letrec f000
1 = g in f000
1 );
dict000 = dictMyType
in (f0 (f0 JyK))
case         (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK JeK);
f0 = (case dict000 (JMyClassDictK f000
1 ! f000
1 ):::));
dict000 = dictMyType
in (f
0 (f
0 JyK))
(lll)

        (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK JeK);
f
0 = ((dict
000:(case dict
000 (JMyClassDictK f
000
1 ! f
000
1 ):::)) dictMyType)
in (f0 (f0 JyK))
cp
    (letrec f = (dict:(case dict (JMyClassDictK f1 ! f1):::));
dictMyType = (JMyClassDictK JeK);
f
0 = (f dictMyType)
in (f0 (f0 JyK))
 JtKAnhang B
Einige Programme
B.1 Beispielprogramm aus Kapitel 2
Im Folgenden sind drei Varianten des Programms aus Beispiel 2.2 angegeben. Die
Programme unterscheiden sich darin, dass mittels Pragmas (siehe Abschnitt 2.3.3)
Inlining f ur die Bindungen angewendet werden soll oder nicht. Das dritte Programm
benutzt keine Pragmas und  uberl asst die Entscheidung dem Compiler. Im Anschluss
daran pr asentieren wir die Ergebnisse der einzelnen Programme, wobei zus atzlich
auch mit HasFuse compiliert wurde.
Explizite INLINING-Pragmas f ur alle Bindungen
*****************************************************************
Datei: explWithInl.lhs
*****************************************************************
> module Main(main) where
> import System.IO
> import System.IO.Unsafe
> data Pack a = C a
> {-# fglasgow-exts #-}
> {-# INLINE unpack #-}
> unpack (C x) = x
> {-# INLINE a #-}
> a = unsafePerformIO getChar
> {-# INLINE b #-}
> b x = unsafePerformIO getChar
> {-# INLINE c #-}
> c = C (unsafePerformIO getChar)
> main = do
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> putChar a
> putChar a
> putChar (b True)
> putChar (b True)
> putChar (unpack c)
> putChar (unpack c)
> putChar '\n'
Explizite NOINLINING-Pragmas f ur alle Bindungen
*****************************************************************
Datei: explWithNoInl.lhs
*****************************************************************
> module Main(main) where
> import System.IO
> import System.IO.Unsafe
> data Pack a = C a
> {-# fglasgow-exts #-}
> {-# NOINLINE unpack #-}
> unpack (C x) = x
> {-# NOINLINE a #-}
> a = unsafePerformIO getChar
> {-# NOINLINE b #-}
> b x = unsafePerformIO getChar
> {-# NOINLINE c #-}
> c = C (unsafePerformIO getChar)
> main = do
> putChar a
> putChar a
> putChar (b True)
> putChar (b True)
> putChar (unpack c)
> putChar (unpack c)
> putChar '\n'
Ohne Pragmas
*****************************************************************
Datei: explWithOutInl.lhs
*****************************************************************
> module Main(main) where
> import System.IOB.1 Beispielprogramm aus Kapitel 2 179
> import System.IO.Unsafe
> data Pack a = C a
> unpack (C x) = x
> a = unsafePerformIO getChar
> b x = unsafePerformIO getChar
> c = C (unsafePerformIO getChar)
> main = do
> putChar a
> putChar a
> putChar (b True)
> putChar (b True)
> putChar (unpack c)
> putChar (unpack c)
> putChar '\n'
B.1.1 Ergebnisse
Tabelle B.1 zeigt eine ausf uhrliche  Ubersicht der Ergebnisse der Ausf uhrung. Das
Optimierungsstufe
Compiler no-cse Flag Pragma 0 1 2
aa bb cc aa bb cc aa bb cc
GHC nein INLINE 11 23 45 11 11 11 11 11 11
GHC nein NOINLINE 11 23 44 11 23 44 11 11 11
GHC nein { 11 23 44 11 11 11 11 11 11
GHC ja INLINE 11 23 45 11 23 45 11 23 45
GHC ja NOINLINE 11 23 44 11 11 11 11 11 11
GHC ja { 11 23 44 11 22 33 11 22 33
HasFuse nein INLINE 11 23 45 11 23 45 11 23 45
HasFuse nein NOINLINE 11 23 44 11 23 44 11 23 44
HasFuse nein { 11 23 44 11 23 44 11 23 44
Tabelle B.1: S amtliche Ergebnisse der Ausf uhrung des Programms
f ur die FUNDIO-Semantik korrekte Ergebnis ist 11 23 44. Der modizierte Compiler
liefert nur dann ein falsches Ergebnis, wenn INLINING-Pragmas benutzt werden,
aber solche Pragmas sollten nur dann benutzt werden, wenn der Programmierer
daf ur garantiert, dass Inlining f ur die entsprechende rechte Seite der Bindung bzgl.
der FUNDIO-Semantik ein korrekte Programmtransformation ist. Dies ist f ur dieses
Beispiel nicht gegeben, daher ist das falsche Ergebnis ein Benutzerfehler und kein
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B.2 Beispiele zu einzelnen Transformationen
Im Folgenden werden einige Programm angegeben, die mit dem nicht modizierten
GHC nicht JK-korrekt compiliert werden.
case-Eta-Expansion
Das folgende Programm wird aufgrund der nicht JK-korrekten case-Eta-Expansion
falsch transformiert:
*****************************************************************
Datei: etacase.lhs
*****************************************************************
> module Main(main) where
> import System.IO.Unsafe
> z = unsafePerformIO (putStr "Dieser Text sollte erscheinen!\n")
> f = \x -> z `seq` (\y -> y)
> main = (f True) `seq` return ()
Der Operator seq a b wird in die Kernsprache des GHC als case a of y -> b  ubersetzt.
Deshalb ist das korrekte Verhalten des Programms bez uglich der FUNDIO-Semantik
derart, dass das Programm erst nach Ausgabe des Texts beendet wird.
Das mit dem GHC erstellte Programm, weist das korrekte Verhalten nur dann auf,
wenn die Eta-Expansion explizit abgeschaltet wird:
ghc -O0 -o etacase etacase.lhs
./etacase
ghc -fno-do-lambda-eta-expansion -O0 -o etacase etacase.lhs
./etacase
Dieser Text sollte erscheinen!
HasFuse compiliert den Code korrekt:
ghc-inplace -O0 -o etacase etacase.lhs
_ _ _____
| | | | __ _ ___| ___| _ ___ ___ A modified version of GHC, version 5.04.3
| |_| |/ _` / __| |_ | | | / __|/ _ \ Type --hasfuse for details
| _ | (_| \__ \ _|| |_| \__ \ __/ This software comes with
|_| |_|\__,_|___/_| \__,_|___/\___| ABSOLUTELY NO WARRANTY!
./etacase
Dieser Text sollte erscheinen!
Dies gilt auch, wenn die Optimierungsstufe 1 oder 2 benutzt wird.B.3 Ein Programm mit merkw urdigem Verhalten 181
full-laziness
Folgendes Programm zeigt ein nicht JK-korrektes Verhalten, wenn die "full-laziness\-
Transformation durchgef uhrt wird.
*****************************************************************
Datei: fulllazy.lhs
*****************************************************************
> module Main(main) where
> import System.IO.Unsafe(unsafePerformIO)
> main = let f = \xs -> let z = unsafePerformIO getChar
> in z
> in
> do
> putStr ( (f 1):" ist das Ergebnis des Aufrufs von (f 1).\n" )
> putStr ( (f 2):" ist das Ergebnis des Aufrufs von (f 2).\n" )
Wird das Programm mit dem GHC in Optimierungsstufe 1 aufgerufen, so wird nur
ein Zeichen von der Standardeingabe gelesen:
ghc -O1 -o fulllazy fulllazy.lhs
./fulllazy
AB
A ist das Ergebnis des Aufrufs von (f 1).
A ist das Ergebnis des Aufrufs von (f 2).
Bei Compilierung mit HasFuse werden zwei Zeichen von der Standardeingabe gelesen.
ghc-inplace -O1 -o fulllazy fulllazy.lhs
_ _ _____
| | | | __ _ ___| ___| _ ___ ___ A modified version of GHC, version 5.04.3
| |_| |/ _` / __| |_ | | | / __|/ _ \ Type --hasfuse for details
| _ | (_| \__ \ _|| |_| \__ \ __/ This software comes with
|_| |_|\__,_|___/_| \__,_|___/\___| ABSOLUTELY NO WARRANTY!
./fulllazy
AB
A ist das Ergebnis des Aufrufs von (f 1).
B ist das Ergebnis des Aufrufs von (f 2).
Dies ist auch dann der Fall, wenn in Optimierungsstufe 0 oder 2 compiliert wird.
B.3 Ein Programm mit merkw urdigem Verhalten
Das folgende (nichtterminierende) Programm sollte bez uglich der FUNDIO-
Normalordnung einmal den Text "test\ ausgeben und anschlieend wird die Bindung
f ur f durch f = f aktualisiert. Danach sollte das Programm in eine Endlosschleife
gehen, ohne weitere Ein-/Ausgaben zu t atigen:182 Anhang B Einige Programme
*****************************************************************
Datei: infiniteLoop.lhs
*****************************************************************
> module Main(main,f) where
> import System.IO.Unsafe
> main = seq f (return ())
> f = case unsafePerformIO (print "test") of
> () -> f
Allerdings weist das mit dem GHC oder HasFuse  ubersetzte Programm ein ande-
res Verhalten auf: Der Text "test\ wird endlos oft ausgegeben. Dieses Verhalten
ist bez uglich der kontextuellen Gleichheit nicht falsch, denn nichtterminierende Pro-
gramme mit unterschiedlichem IO-Verhalten werden durch diese nicht unterschieden.
Noch merkw urdiger ist jedoch, dass sich das Programm wie erwartet verh alt, wenn f
nicht exportiert wird. Untersuchungen der Debug-Ausgaben weisen daraufhin, dass
das merkw urdige Verhalten im Back-End des Compiler entsteht, die entsprechende
Position konnte jedoch nicht aufgesp urt werden.Literaturverzeichnis
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