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Simple random sampling
Survey sampling
Sampling techniques
Probability of selecting a specific set n of 
sampling units
Random sampling without 
replacement
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Population Estimators
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Definitions and notation
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Variance of the estimates (srs)
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Unbiased estimate without                             and with replacement
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Lower and upper confidence limits for the population 
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50 80 90 95 99
0.67 1.28 1.64 1.96 2.58
For sample sizes lower than 50 use Student’s t table 
with (n-1) degrees of freedom
Confidence limits
Often, variables are positively skewed.
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