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Abstract: Finding the failure rate of a system is a crucial step in high performance comput-
ing systems analysis. To deal with this problem, a fault tolerant mechanism, called check-
point/restart technique, was introduced. However, there are additional costs to perform this
mechanism. Thus, we propose two models for different schemes (full and incremental check-
point schemes). The models which are based on the reliability of the system are used to
determine the checkpoint placements. Both proposed models consider a balance of between
checkpoint overhead and the re-computing time. Due to the extra costs from each incre-
mental checkpoint during the recovery period, a method to find the number of incremental
checkpoints between two consecutive full checkpoints is given. Our simulation suggests that
in most cases our incremental checkpoint model can reduce the waste time more than it is
reduced by the full checkpoint model. The waste times produced by both models are in the
range of % to % of the application completion time depending on the checkpoint over-
heads.
Keywords: Large-scale distributed system, reliability, fault-tolerance, checkpoint/restart
model, HPC
1 Introduction
High performance computing (HPC) systems are used to address many challenging computational problems.
However, an HPC system is not required only to solve these problems, but also to solve them in a short time. This
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requirement drives the physical size of an HPC system larger. The reliability of a large HPC system is inversely
proportional to its size. For example, the Blue Gene/L system hosted at Lawrence Livermore National Laboratory
(LLNL), the world second fastest HPC system, has a failure rate of roughly one failure a week [1]. Unfortunately,
handling the reliability of such large HPC systems is still problematic. A Checkpoint/Restart mechanism is widely
used to deal with the high failure rate problem. If a failure occurs while an application is running, the portion of
the application that has been already computed has to be re-computed again. The checkpoint mechanism is able
to reduce this re-computing time of an application after a failure occurrence. However, there is an additional time
that is spent to perform the mechanism. The detailed of the checkpoint mechanism will be provided in Section 2.1.
Since the Message Passing Interface (MPI) is one of the most popular parallel programming paradigms, we
target our reliability study on the system using the MPI standard [20]. Normally, an MPI application is decomposed
and executed among a group of nodes, where individual subtasks communicate through the MPI. Because of
the static view of an MPI environment [17], a single node failure would cause the whole application to fail and
requires an application restart. The checkpoint/restart scheme has been widely used in [2], [4], [7], [20] to address
application outages. However, applications are practically checkpointed without considering the probability of
failures. As such, some checkpoints are useless because, at the checkpoint time, the chance of a failure occurrence
is small. Thus, it causes unnecessary checkpoint overhead. On the other hand, the re-computing time is large
because applications are not checkpointed when the probability of failure is high. Ideally, a checkpoint is needed
when a failure is going to occur within a certain period of time, so there are no useless checkpoints and expensive re-
computing time. So we define the waste time of the checkpoint mechanism as the sum of checkpoint overhead, re-
computing time and recovery time. Consequently, we aim to minimize the waste time by balancing the checkpoint
overhead and the re-computing time.
In existing studies, the optimal checkpoint placement strategy is either based on the cost function models
[2], [3], [20] or Markov availability models [5], [14], [19], [22]. In addition, it is typically assumed that the
system failure is a Poisson process (with a fixed failure rate). However, in practice, the system failure may not
always follow the Poisson model [16] and the overall system reliability is more complex than that of its individual
components.
In this paper, we propose two stochastic models for improving the checkpoint/restart scheme in an HPC en-
vironment by reducing the waste time. The reliability function of the system is obtained by analyzing historical
failure data from the system event log files.
2 Full Checkpoint/Restart Model
2.1 Behavior of Full Checkpoint/Restart Model
A full checkpoint/restart mechanism is a traditional checkpoint/restart mechanism which occasionally saves
running application states to a local storage. After a failure occurs, the application can be recovered from the last
saved state rather than from the starting point. This results in decreasing the time that is spent to re-compute the
application. Conversely, there is an additional time to save the application states which is called the checkpoint
overhead. To improve the checkpoint mechanism, checkpoints should not be performed too frequently, in such
a way to balance of the checkpoint overhead and the application re-computing time. Thus, we focus on how to
determine checkpoint placements or intervals that minimize the waste time.
In this section, we present a checkpoint/restart model with the re-computing time coefficient for fault-tolerant
parallel applications. We assume that the application model is MPI and supports a coordinated checkpoint mech-
anism. The characteristic of the model is directly related to the system reliability function where one of the node
outage will result in an application outage because of the MPI standard. For a parallel application, the coordinated
checkpoint protocol guarantees that the checkpoint of an HPC system, resulted by the synchronization of the lo-
cal checkpoint on individual process, is consistent. As a result, each process is checkpointed at almost the same
time, so we assume that there is no time difference for each individual process checkpoint, and treat it as a single
checkpoint.
We consider a failure model that allows more than one failure during the lifetime of a given application.
Moreover, after each failure, the application will be restarted from the last checkpoint. Our checkpoint/restart
model is shown in Figure 1. It follows a renewal reward process in which ωi denotes the ith time between failures
in each repeated cycle. We assume that the waste time (checkpoint overhead, recovery time, and re-computing
time) of each cycle is a random variable,W,W,W..., since it depends on when a failure occurs. Hence, the total
waste time may be expressed as
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Figure 1: Checkpoint/restart as a stochastic renewal reward process
Ct =
m∑
i=
Wi, (1)
where m = max {n ∈ {, , , ...}| (∑ni=ωi)≤ t}, and Ct is called a renewal reward process.
From [15] the theorem of a renewal reward process is given as
lim
t→∞ E [
∑m
i=Wi]
t
=
E [W]
E [ω]
(2)
In the checkpoint/restart model, Eq.(2) shows that the mean of the overall waste time (left hand side of the
equation) can be expressed as a function of the mean waste time of the st cycle. This means that minimizing the
overall time lost is equivalent to minimizing the waste time in the st cycle.
Figure 2: Checkpoint/restart as a stochastic renewal reward process
Table 1: Parameters of the Checkpoint/Restart Model
Parameters Meaning
OF Checkpoint Overhead
RF Recovery Time
TRe Re-computing Time
nF(t) Checkpoint frequency function of the full checkpoint
model
f (t) Probability density function of TBF
ωi The cycle between failure i and failure (i+1)
Consider a checkpoint restart scheme in the first cycle ω (time between two failures). Figure 2 illustrates the
model with parameters such as checkpoint overhead OF (time that is spent to save an application state), recovery
time RF (time that is spent to load the application saved state) and re-computing time TRe. Through the rest of the
paper, our failure model is based on the following assumptions:
1. A running application may be interrupted by a series of random transient failures where the time between
failures has a certain probability density function (PDF), f (t).
2. The system failure can be detected by a monitoring mechanism, and we assume that there is no failure
during the re-computing and recovery time.
3. Each checkpoint overhead OF is a constant. In practice, we can take this constant to be the average value of
multiple checkpoint overheads.
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4. The application can be recovered from the last checkpoint. This implies that the re-computing time TRe is a
period between the last checkpoint and the present failure.
5. The recovery time RF is a constant.
Remark: Assumption 2 is satisfied since a well-managed system can be engineered with an efficient mecha-
nism to immediately detect the failure. Assumption 5, RF , is satisfied if there is a mechanism in place to replace
the failed node with a spared node.
The objective of this model is the capability of giving the best checkpoint placement sequence that minimizes
the total waste time
Definition 1. Let the sequence of discrete checkpoint placements be  = t < t < ... < tn, and let nF(t) be the
checkpoint frequency function for the full checkpoint model defined by:
∫b
a nF(t)dt =the number of checkpoints
from time a to time b. We then can imply that
∫ti+
ti
nF (t)dt = .
In Figure 2, the waste time Wi (checkpoint overhead, re-computing time, and recovery time) in a given cycle
ωi can be expressed as
Wi = OF
∫ωi

nF (τ)dτ +TRe +RF (3)
From assumption 5, RF is a constant, and, from assumption 5, we suppose that the system can be successfully
recovered from the last checkpoint. The relationship between re-computing time TRe and checkpoint interval is
illustrated in Figure 3.
Figure 3: The relationship between rollback TRe and checkpoint interval
Ling et al. [9] and Ozaki et al. [11] considered the recovery cost including both re-computing time and
recovery time similar to those in our model. They represented their recovery cost by a function, called the recovery
cost function. Moreover, they illustrated their model with respect to recovery cost by assuming the recovery
function to be linear. Assuming linearity may be restrictive and may not lead to optimality. In our model, we
consider a re-computing time coefficient k ( < k < ) instead of a recovery cost function and propose an algorithm
(end of Section 2.2) to estimate this re-computing time coefficient. The re-computing time coefficient is general
and can be determined for any system failure distribution. This makes our approach useful for application purposes.
Since ωi is the value between these checkpoint placements, by the Mean Value theorem, we can estimate the
frequency of this interval by nF(ωi). Therefore, TRe can be approximated by Eq.(4), where k is a re-computing
time coefficient variable between (0,1), as seen in Figure 3.
TRe ≈ k/nF(ωi),k ∈ (,) (4)
Replacing TRe in Eq.(3) by its value from Eq.(4) gives:
Wi = OF
∫ωi

nF (t)dt +
k
nF (ωi)
+RF (5)
According to the theorem of a renewal reward process in Eq.(2), the total waste time in the checkpoint and
recovery process can be minimized by minimizing E(W). Let f (t) be the probability density function of time
between failures. Then, the probability that the system fails in the interval [t, t +∆ t] is f (t) ·∆ t. The expected
waste time during a cycle in the checkpoint/restart process is
E [W] =
∫∞

(
OF
∫ t

nF (τ)dτ +
k
nF (t)
+RF
)
· f (t)dt. (6)
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Our interest is in determining the optimal checkpoint frequency n(t) in order to minimize the expected waste
time as defined by Eq.(6).
Solution: Letting x(t) =
∫t
 nF (τ)dτ , then x
′ (t) = nF (t) and Eq.(6) becomes
E [W] =
∫∞

(
OF · x(t)+ kx ′ (t) +RF
)
· f (t)dt. (7)
Let Φ (x,x ′, t) =
(
OF · x(t)+ kx ′(t) +RF
)
· f (t) .
In order to have an extremum, the necessary condition for Eq.(7) requires that the variation of E[W] (the first
derivative regarding to the function x of E[W]) to vanish. Consequently, the function Ô must satisfy the Euler’s
equation as the following [6].
∂Φ
∂x
−
d
dt
· ∂Φ
∂x ′
= . (8)
Since ∂Φ∂x = OF · f (t) and ∂Φ∂x ′ =− k· f (t)(x ′(t)) , Eq.(8) becomes:
OF · f (t)+ ddt ·
k · f (t)
(x ′ (t))
=  (9)
By integrating from 0 to t Eq.(9) on both sides, the result is:
OF ·F (t)+ k · f (t)
(x ′ (t))
=C (10)
Since lim
t→∞F (t) = and limt→∞ f (t) = , C = OF . Moreover, x ′ (t) = nF (t), then we obtain the optimal checkpoint
frequency function in Eq.(11)
nF (t) =
√
k
OF
·
√
f (t)
−F (t)
, k ∈ (,) (11)
It is worth mentioning that the probability density function (PDF) and the cumulative distribution function
(CDF) can be the joint PDF and joint CDF where each corresponding marginal is the failure distribution of each
node in an HPC system.
2.2 Estimation of the Re-computing-time Coefficient k
In Figure 4, TRe is the re-computing time of the application recovered after the failure. It is the time interval
between the last checkpoint and the failure, which is a random variable depending on the time when the failure
occurs from the checkpoint placement.
Figure 4: TRe (a) without checkpoint, and (b) with checkpoint
In an application without checkpoints (Figure 4(a)), if a failure occurs at time Tf , then TRe = Tf − t. With
checkpoints (Figure 4(b)), it is obvious that TRe is a random variable which depends on the time the failure occurs.
Therefore, if we know the distribution of the time between failures, then TRe can be estimated.
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Definition 2. The re-computing time coefficient k is the ratio between the re-computing time and the checkpoint
interval in which a failure occurs. As such,
k =
TRe
ti+− ti
=
Tf − ti
ti+− ti
To estimate k, we first obtain the expected re-computing time for each checkpoint interval.
Definition 3. Excess life is a random variable, S ≥ , which denotes system survival until time t +S given that it
survives until time t. We denote the CDF, the PDF, and the expected value of the excess life S as
F (t + s|t) = P
(
Tf < t +S|T > t
)
,
f (t + s|t) = dF(t+s|t)ds ,
E [S] =
∫∞
 s f (t + s|t)ds.
(12)
In our checkpoint model, each checkpoint time ti is the time that we expect a failure to occur. The re-computing
time during the interval (ti, ti+), TRei is a random variable such that its value is in the interval (, ti+− ti). Ac-
cording to the excess life definition, the expected value of the re-computing time can be calculated as
E [TRei] =
∫ ti+−ti

s f (ti + s|ti) ds
/∫ ti+−ti

f (ti + s | ti) ds. (13)
Therefore, for the expected k of the ith checkpoint interval, k¯i, we obtain
k¯i = E [TRei]
/
(ti+− ti). (14)
Hence, the expected k, k¯, can be express as
k¯ =
N∑
i=
Pik¯i
/
N∑
i=
Pi, (15)
where Pi = P
(
ti < Tf < ti+|Tf > ti
)
and N is the number of the checkpoints.
To estimate k iteratively, we assume an initial value k^ between 0 and 1. We then calculate the corresponding
checkpoint sequence, t, t, ..., tN , from Eq.(11). Next, we calculate k¯ corresponding to the checkpoint sequence
using Eqs. (13)(14)(15). We repeat the above procedure by varying k^ until we obtain a k¯ value that is equal tok^.
Algorithm to estimate k
STEP 1: Assume k^ = a, a ∈ (,) and set t = 
STEP 2: Calculate the checkpoint sequence t, t, ..., tN corresponding to k^ from Step 1.
STEP 3: Calculate k¯ from Eqs. (13)(14)(15) using the sequence in Step 2.
STEP 4: IF k^ = k¯, THEN set k = k^ = k¯ DONE
ELSE repeat Step 1.
2.3 Full Checkpoint Model Evaluation
Full Checkpoint Model for the Exponential Distribution
By substituting f (t) = λe−λ t , and − F (t) = e−λ t in Eq.(11), the checkpoint frequency function for the
exponential distribution with the failure rate λ , according to Eq.(11), is given by
nF (t) =
√
k
OF
·
√
λ . (16)
By the definition of the checkpoint frequency function, for i=0, 1, 2. . . we have that
∫
i+
ti
nF (t)dt = , (19)
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∫
i+
ti
√
k
OF
·
√
λ dt = , (17)
ti+ =
√
OF
k
·
√

λ
+ ti. (18)
Using induction whent = , the sequence of the optimal checkpoint placements for the exponential distribu-
tion with failure rate λ is given by
ti =
√
OF
k
·
√

λ
, k ∈ (,) (19)
where ti is the ith checkpoint placement.
The checkpoint interval can be obtained by calculating the formula ti − ti−, where i ∈ {, , ...} and t = .
Then the checkpoint interval for the exponential distribution is expressed as
√
k
OF
·√ λ ,k ∈ (,). Therefore,
according to the proposed model for the exponential distribution, the checkpoint interval is a constant. This reflects
the fact that if failures follow the exponential distribution, the failure rate is a constant.
Estimation of the Re-computing Time Coefficient k for the Exponential Distribution
According to our re-computing time coefficient estimation in Section 2.2, let k^ = a,  < a <  and let its corre-
sponding checkpoint time sequence be {ti}
N
i=.
The CDF, PDF, and expected value of the excess life following an exponential distribution can be derived from
Eq.(12) to give
F (ti + s) = P(ti + s|ti) = − e−λ t , (20)
f (ti + s) = λe−λ t , (21)
E [TRei] = −
(√
k
OF
√
λ
/
− e−λ
√
λ
√
OF
k
)
(22)
By substituting Eq.(22) into Eq.(14), we obtain the expected k of the ith checkpoint interval (k¯i) and for the
expected k¯ we use Eq.(15).
3 Incremental Checkpoint/Restart Model
3.1 Behavior of the Incremental Checkpoint/Restart Model
Although full checkpoint/restart mechanism helps to reduce the overall waste time of an application in the case
of a failure taking place, we have to spend some time to save the application states, so-called checkpoint overhead.
If the checkpoint overhead can be reduced, we may have a cheaper waste time. Incremental checkpoint mechanism
was introduced to reduce the checkpoint overhead by saving the pages that have been changed instead of saving
the whole process [12], [8], [13],[18] .
In the incremental checkpoint scheme in Figure 5, the first checkpoint is typically a full checkpoint. After
that, the mechanism determines which pages have changed since the last checkpoint and saves only those pages
and repeats this process until another full checkpoint is performed. In order to recover the application, we will
load a saved state from the last full checkpoint and load the changed pages from each incremental checkpoint
following the last full checkpoint. This results in more expensive recovery cost than the recovery cost of the
full checkpoint mechanism. Thus, finding the number of incremental checkpoints between two consecutive full
checkpoints that balances the recovery cost and the total checkpoint overhead is crucial. This is because too many
incremental checkpoints will lead to unnecessary recovery cost. A challenge in achieving minimum overhead using
incremental checkpointing schemes is to find a maximum number of incremental checkpoints while maintaining
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lower waste time than traditional checkpoint mechanism. The behavior of incremental checkpoint/restart model is
illustrated in Figure 5.
The incremental checkpoint model consists of two types of checkpoints (full checkpoints and incremental
checkpoints). The meaning of each parameter in the incremental checkpoint/restart model is listed in Table 2.
Figure 5: Behavior of Incremental checkpoint/restart model
Table 2: Parameters in Incremental Checkpoint/Restart Model.
Parameters Definitions
OF Full Checkpoint Overhead.
OI Incremental Checkpoint Overhead.
Tb Re-computing time
RI Recovery time per an incremental checkpoint.
RF Recovery time per a full checkpoint
m Number of incremental checkpoints between two con-
secutive full checkpoints.
ωi The cycle between failure (i-1) and failure i
where i = 1,2,3,. . .
nI(t) Checkpoint frequency function for the incremental
checkpoint model
In our incremental checkpoint model, the recovery cost is decided by the number of incremental checkpoints.
After m incremental checkpoints are performed, either another incremental checkpoint or a full checkpoint can be
performed. A full checkpoint is chosen if the cost of performing a full checkpoint is cheaper than the recovery cost
for an incremental checkpoint. This is what we call a breakeven point. The main idea is to balance a cost saving
function with full and incremental checkpoint overheads and the complexity of the recovery that is introduced by
the incremental model.
The incremental checkpoint model is an extension of the above full checkpoint model, so the assumptions of
the full checkpoint model are applied to this incremental checkpoint model as well. However, there are additional
assumptions regarding the factors in the incremental checkpoint scheme which are listed as follows:
1. The first checkpoint in an application is a full checkpoint. After an application is recovered from failure,
the first checkpoint is a full checkpoint as well. After m consecutive incremental checkpoints, a full checkpoint
may be performed if the overall cost reaches a breakeven point between incremental and full checkpoint. We will
determine the value of m in the next section.
2. The incremental checkpoint overhead (OI) may be viewed as an average of all incremental checkpoint over-
head performed. Although, for an application, there are both small and large incremental checkpoint overheads,
this assumption is reasonable because we aim to minimize the waste time caused by the incremental checkpoint
mechanism of an application.
3. The recovery cost of the incremental checkpoint (RI) and the number of incremental checkpoint between
two consecutive full checkpoints m is a constant. The evaluation of m is given in Section 3.3.
In future work, we will extend the model to consider the incremental checkpoint overhead and the number of
incremental checkpoints m as functions of time, in order to better represent a realistic scenario.
Definition 4. Let the sequence of discrete checkpoint placements be  = t < t < ... < tn, and the checkpoint
frequency function for the incremental checkpoint model denoted by nI (t) is defined by
∫b
a nI (t) dt =the number
of full and incremental checkpoints from time a to time b.
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We still can imply that
∫ti+
ti
nI (t) dt = . In Figure 5, the total number of checkpoints in cycle ωi is∫ωi

nI (t) dt = NF +NI (23)
where NF is the number of full checkpoints in cycle ωi and NI is the number of incremental checkpoints in the
same cycle ωi.
We note that NI ≈ mNF and NF ≈
∫ωi
 nI (t) dt. Thus, NF =

m+
∫ωi
 nI (t)dt where m is the number of incre-
mental checkpoint between two consecutive full checkpoints.
We recall that the checkpoint procedure is a renewal process. Therefore, whenever a failure occurs, the new
cycle starts. We follow the renewal reward theory to derive the optimal incremental checkpoint/restart model
similarly to the full checkpoint model.
Therefore, to minimize the overall waste time of the incremental checkpoint model, it is sufficient to find the
checkpoint frequency function nI(t) that minimizes only the waste time of the first cycle which consists of full
checkpoint overhead, incremental checkpoint overhead, recovery time, and re-computing time in the first cycle.
The waste time of the first cycle can be expressed as
W = OF

m+
∫ωi

nI (τ)dτ +OI
∫ωi

nI (τ)dτ +(RF +mRI)+TRe. (24)
We suppose that the system can be successfully recovered from the last checkpoint, and the rollback cost
TRe can be estimated by k
/
nI (ω),( < k < ) as in the full checkpoint model, where nI(ω)is the checkpoint
frequency at time ω, and k can be evaluated by the similar method as in the full checkpoint scheme. Therefore,
we substitute TRe in Eq. (25) and obtain:
W =
(
OF +mOI
m+
)∫ωi

nI (τ)dτ +(RF +mRI)+
k
nI (ω)
. (25)
By following the stochastic renewal reward process theory, minimizing the overall waste time is equivalent to
minimizing waste time in cycle ω. The expected waste time during a cycle in the checkpoint process E [W] is
E [W] =
∫∞

[(
OF +mOI
m+
)∫ωi

nI (τ)dτ +(RF +mRI)+
k
nI (ω)
]
. f (t) dt (26)
We are now looking for the solution of the overall checkpoint frequency nI(t) to minimize Eq.(26).
Solution: Let x(t) =
∫t
 nI(τ)dτ , then x
′ (t) = nI (t). From Eq. (26), we obtain:
E [W] =
∫∞

[
OF +mOI
m+
x(t)+(RF +mRI)+
k
x ′ (t)
]
· f (t)dt. (27)
Let the function under the integral in right side of Eq.(27) beΦ(x,x ′, t). Then
Φ
(
x,x ′, t
)
=
[
OF +mOI
m+
x(t)+(RF +mRI)+
k
x ′ (t)
]
f (t) . (28)
By following the same argument as in the full checkpoint model, the checkpoint frequency function of the
incremental checkpoint model can be expressed as:
nI (t) =
√
(m+)k
OF +mOI
√
f (t)
−F (t)
, k ∈ (,) . (29)
Practically, the incremental checkpoint mechanism is an extension of the full (regular) checkpoint mecha-
nism in the sense that incremental checkpoints are performed additionally in order to reduce the total checkpoint
overhead of the full checkpoint mechanism. Alternately, we can see that the full checkpoint mechanism is the
incremental checkpoint mechanism without any incremental checkpoints. According to Eq.(11) and Eq.(29), the
derived models satisfy the connection between the full and incremental checkpoint mechanisms. That is, when
m is equal to 0, the incremental checkpoint frequency function, Eq.(29), becomes the full checkpoint frequency
function, Eq.(11).
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3.2 Estimation of the Consecutive Incremental Checkpoint Number, m
We denote the number of incremental checkpoints between two consecutive full checkpoints as m. The value
of depends on the next checkpoint type, either incremental or full checkpoint. As discussed earlier, the incremental
checkpoint aims to reduce the checkpoint overhead. On the other hand, the recovery cost will increase as the
number of subsequent incremental checkpoints (m) increases. This is because the application reconstruction phase
requires information from each and every incremental checkpoint since the last full checkpoint. From the model
description of the incremental checkpoint below, we assume that the first checkpoint is a full checkpoint, followed
by a sequence of incremental checkpoints. Moreover, we will perform m incremental checkpoints after a full
checkpoint if the expected waste time of having m+  incremental checkpoint is more expensive than that of
having m incremental checkpoints. We follow this idea to find m by comparing the expected waste time in two
possible cases. In the first case, as shown in Figure 6(a), m continuous incremental checkpoints are followed by
a full checkpoint. Alternatively, as shown in Figure 6(b), after placing m continuous incremental checkpoints,
we continue to perform the m+th incremental checkpoint. In each case, we consider the probability of failure.
Details are discussed in what follows.
Figure 6: Sequential incremental checkpoint scenario
Case (a): After placing m continuous incremental checkpoints, a full checkpoint is performed next as shown
in Figure 6(a).
Let PI is the probability that a failure will occur after the second full checkpoint and before the next incremental
checkpoint. Hence, −PI is the probability that failure will not occur in that period.
If no failure occurs during this period, the overall cost is Ca, Ca = (OF +mOI)+OF . Alternatively, if the
failure occurs, the cost Ca is Ca = (OF +mOI)+OF +RF . Therefore, the expected cost is
Ca = (−PI)(OF +mOI)+PI(OF +mOI +RI). (30)
Case (b): After reaching m consecutive incremental checkpoints, another incremental checkpoint is performed
as shown in Figure 6(b). We consider that the probability of the failure events is approximately the same as in case
(a), PI .
When no failure occurs, the cost Cb is Cb = (OF +mOI)+OI . Alternatively, if a failure happens, the cost Cb is
Cb = (OF +mOI)+OI +(RF +(m+)RI).
Therefore, the expected cost in case (b) is
Cb = (−PI)[OF +(m+)OI)+PI [OF +(m+)OI +(RF +(m+)RI)]. (31)
We would like to have the number of incremental checkpoints as much as possible that yields the criteria
that if another incremental checkpoint is added the expected waste time is larger than that of having another full
checkpoint, and then the solution of m must be satisfied Cb ≥Ca. Thus, we will choose case (a) and perform a full
checkpoint after m sequential incremental checkpoints.
Therefore, we obtain
m≥ OF −OI
PIRI
−. (32)
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Inequality (32) suggests us that if m≥ OF−OIPIRI − , the cost in case (b) will be greater than the cost in case (a).
Thus, we take m as
m =
⌈
OF −OI
PIRI
−
⌉
, (33)
where d·e is the ceiling function.
According to Eq.(33), m is proportional to the difference between the full and the incremental checkpoint
overhead and inversely proportional to the incremental recovery cost and the probability of a failure occurrence
PI . The following points need to be raised at this point. Firstly, if the incremental checkpoint overhead OI is
nearly as large as the full checkpoint overhead OF , performing incremental checkpoints instead of full checkpoints
may not reduce the total overhead. In Eq.(33), when OI approaches to OF , the nominator approaches 0, then
the number of incremental checkpoints m is small. Secondly, all incremental checkpoints following the last full
checkpoints must be loaded after a failure occurs, causing extra cost in the application recovery period. Thus, if the
incremental checkpoint recovery cost is expensive, then the number of incremental checkpoints should be small in
order to maintain the low recovery cost. Thirdly, a full checkpoint should be performed when a chance of a failure
occurrence is high because, when a failure happens, there are few incremental checkpoints to be loaded. Therefore,
if the failure probability PI is high, the number of incremental checkpoints m is small as in Eq.(33). Lastly, the
number of incremental checkpoints m does not depend on the full checkpoint recovery cost because there is only
one full checkpoint loaded during the application recovery time.
3.3 Incremental checkpoint Model Evaluation
We obtained the general solution for our incremental checkpoint model. Eq.(29) gives a checkpoint frequency
function which is derived from a probability distribution function of the system time between failures (TBF). For
the purpose of the incremental checkpoint/restart study and evaluation, we validate our model results only when the
system failure follows the exponential distribution. This assumption will help simplify our validation. However,
we plan to use these results as a guidance to further our study with other distributions such as time-varying one for
the system failures.
Incremental checkpoint Model for the Exponential Distribution
For the time between failures (TBF) that follows an exponential distribution, we substitute f (t) = λe−λ t , and
−F (t) = e−λ t , t ≥ , λ >  in Eq.(34).
The optimal model for an exponential Distribution can be written as
nI (t) =
√
(m+)k
OF +mOI
√
λ . (34)
We can find the ith checkpoint placement. For i = ,,, ... we have that:
∫ ti+
ti
√
(m+)k
OF +mOI
√
λ dt = . (35)
Solving Eq.(35), we have that:
ti+ =
√
OF +mOI
(m+)k
√
λ + ti. (36)
Using induction and taking t = , the sequence of the optimal checkpoint placements for the exponential
distribution with failure rate λ is given by
ti = i
√
(m+)k
OF +mOI
√

λ
, k ∈ (,) , (37)
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where ti is the ith checkpoint placement either full checkpoint or incremental checkpoint. In Eq.(37), the
number of incremental checkpoints can be obtained by Eq.(33), and we can obtain the failure probability PI an-
alytically. Please note that the checkpoint interval (ti+− ti) is a constant equal to
√
(m+)k
OF+mOI
√

λ . From Eq.(33),
the probability PI of failure during the(ti+− ti) interval is
PI = P
(
Tf < ti+|Tf > ti
)
=
F (ti+)−F (ti)
−F (ti)
(38)
For the exponential distribution, the CDF is F(t) = − e−λ t , and we have
PI =
(
− e−λ ti+
)
−
(
− e−λ ti
)
−
(
− e−λ ti
) (39)
Since the checkpoint interval is constant and ti+− ti = t− t = t, then we have
PI = − e−λ t . (40)
In practice, we have to find k (the re-computing time coefficient) and m at the same time.
Algorithm to find k and m:
Step 1: Initialize OF , OI , RI and λ . Let k^ = . and t = .
//Find m corresponding to k^.
Step 2: Let m^ = .
Step 3: Calculate t from Eq. (35).
Step 4: Calculate PI by Eq. (38).
Step 5: IF m^ < OF−OIPIRI − ,
THEN m^ = m^+, and go to Step 2.
ELSE go to Step 6.
Step 6: Set m = m^−
//Finished finding m
Step 7: Calculate the checkpoint sequence t, t, ..., tN corresponding to k^ and
m from Eq. (35)
Step 8: Calculate k¯ from Eqs. (11)(12)(13) using the sequence in Step 7.
Step 9: IF k^ = k¯ ,
THEN Set k = k^ DONE
ELSE Set k^ = k¯, and go to Step 1.
4 Comparisons between the Full Checkpoint Model and the Incremental
Checkpoint Model
In this section, we assume that the waste time of the incremental checkpoint model would be less than that of
the full checkpoint model. As we discussed before, the incremental checkpoint scheme aims to reduce the total
checkpoint overhead. In contrast, it introduces more expensive recovery cost than the full checkpoint mechanism.
Therefore, in order to provide evidences to the assumption, the comparisons between the waste times of both
models are performed based on the actual failure data of White and Frost HPC systems.
White and Frost were IBM supercomputers at Lawrence Livermore National Laboratory. White consisted of
512 nodes with 16 processors per node and 8192 processors in total, and Frost consisted of 68 nodes with 16
processors per node and 1088 processors in total. Although White and Frost systems had retired already at July 26,
2006 and June 30, 2005, respectively, we choose both systems to analyze because we have the failure timestamps
of both systems over the period of four years from 2000 to 2004.
Before we run the simulations, we process both failure data sets (White and Frost) as the following. First,
we use the time window of one month to break the failure time stamps, and we then have 52 sets of failure times
of White system and 50 sets of failure times of Frost system. Second, for each data set, we calculate the times
between failures (TBFs) and the mean time between failures (MTBF). Next, the Kolmogorov-Smirnov test is used
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to test the null hypothesis that the data sets follow the exponential distribution with the corresponding MTBF with
the significance level of 0.1. After the test, there are 33 sets of TBFs of White and 42 sets of TBFs of Frost that
follow the exponential distribution. These are the samples that we will use in the simulations for both systems.
Furthermore, the MTBF of the White samples is around 23 hours, and the MTBF of the Frost samples is around
70 hours.
An objective of the simulations is to study the ratio between the waste time and the application completion
time, denoted as RWC. The application completion time is the time from the beginning of the application compu-
tation to the completion including the checkpoint overhead, recovery time, and re-computing time. RWC can be
used as a metric to evaluate the efficiency of the models. For example, if RWC value approaches 0, most of ap-
plication execution time is used to compute the application, which indicates that the performances of the proposed
models are likely to be good. Otherwise, most of application execution time is the waste time. However, there is
no standard or threshold to indicate the goodness of a checkpoint model yet. To simulate the waste time of both
models, for each TBF data set, the following procedure is applied. We determine the checkpoint sequences for
the full and incremental checkpoint models, and then, for each sequence of TBFs, we compute the waste times for
different completion time values, as the range of 0 to 30 days with the increment of 1 day. Next we calculate RWC
of each completion time value and find the average of RWC over the completion time.
Four experiments are conducted with different values of full checkpoint overhead (0.5, 2, 10 and 30 min-
utes). For each experiment, we calculate the average of RWC for the full checkpoint model and the incremental
checkpoint model with 3 different values of incremental checkpoint overheads as 10%, 50%, and 90% of the full
checkpoint overhead. Therefore, we have 16 values of RWC in total for White and Frost systems as shown in
Figure 7, Figure 8, respectively.
Figure 7: White Average of RWCs of the full checkpoint model and the incremental checkpoint model
with different values of full checkpoint overhead of 0.5, 2, 10, and 30 minutes and different values of
incremental checkpoint overhead of 10%, 50%, and 90% of the full checkpoint overhead values.
Figure 8: Frost Average of RWCs of the full checkpoint model and the incremental checkpoint model
with different values of full checkpoint overhead of 0.5, 2, 10, and 30 minutes and different values of
incremental checkpoint overhead of 10%, 50%, and 90% of the full checkpoint overhead values.
According to Figure 7 and Figure 8, in every case of full checkpoint overheads, we notice that the proportions
of the RWCs of the incremental checkpoint model are not implied by the ratio between the incremental checkpoint
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overhead and the full checkpoint overhead. For example, when the incremental checkpoint overhead is 10% of
the full checkpoint overhead, the averages of RWCs of the incremental checkpoint model is approximately half of
the averages of RWCs of the full checkpoint model. In practice, we expect that the waste time of the incremental
checkpoint scheme should be less than the full checkpoint scheme, but the graphs show that, while the incremental
checkpoint overhead is 90% of the full checkpoint overhead, the average of RWCs of the incremental checkpoint
scheme is slightly greater than that of the full checkpoint scheme. Moreover, the behaviors of the RWC in White
and Frost system are very similar although the MTBFs of both systems are notably different. We may imply that
our model is able to give similar results in other systems.
Additionally, the full checkpoint model for the Weibul distribution has been compared with the Risk-Based
model [10] in [21]. In the Risk-Based model, a checkpoint will be performed if the waste time when the checkpoint
is performed is less than the waste time when the checkpoint is not performed. In [10], there are three other
models, but the Risk-Based model was the only model chosen for comparison because it is the best one among
all the models in [10]. According to [21], with different values of checkpoint overhead, the full checkpoint model
produced less waste time than the Risk-Based model, except for the case when the full checkpoint overhead is
equal to 1 hour. In this case, the waste times of both models were very similar.
5 Conclusions
In this paper, we have presented near optimal checkpoint/restart models in full and incremental checkpoint
schemes in a large-scale HPC environment. In these models, the time sequence of checkpoint placements was
derived using the theory of a stochastic renewal reward process. The models are general and can be applied to any
distribution of time between failures. However, the given example is for the case of the exponential distribution.
The re-computing time which directly relates to the failure time, is an important factor in a checkpoint/restart
model. Instead of using the re-computing time, we introduced the re-computing time coefficient (k), its estimation
approach, and an algorithm to estimate k. For the incremental checkpoint model, there is another significant factor
which is the number of incremental checkpoints between consecutive two full checkpoints (m). The derived m
yields the event that the expected waste time of performing a full checkpoint after m incremental checkpoints
is less than that of performing the (m+ )th incremental checkpoint. The proposed algorithm does not provide
only the evaluation of m but also the re-computing time coefficient. For the model analysis part, the failure data
of White and Frost, the supercomputing system owned by LLNL were used to simulate the waste time of both
proposed models. The comparisons between both models are provided. In most cases, the waste times of the
incremental checkpoint model are less than those of the full checkpoint model, especially when the incremental
checkpoint overhead is much less than the full checkpoint overhead. Furthermore, the proportion of the waste
times of the incremental and full checkpoint models seems to not relate to the ratio of the incremental and full
checkpoint overheads. Lastly, the results of White and Frost systems are very similar. This may indicate that the
proposed models are able to give similar results for other systems.
6 Future Work
In the near future, we will extend the incremental checkpoint model for the case where the number of in-
cremental checkpoints between two consecutive full checkpoints is not a constant. We expect that the extended
model will give less waste time than the proposed one. Moreover, we will improve the method to evaluate the
number of incremental checkpoints between two consecutive full checkpoints to yield optimality. In addition, we
will work on improving the models. For example, in some applications, there are many communications between
nodes. If one performs a checkpoint while there is a large amount of communications going on, the checkpoint
overhead will be expensive. Therefore, the communication or I/O transfer rate may be another factor to consider
when performing a checkpoint.
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