Multiple Description Coding (MDC) is a new developed method to overcome fading in wireless communications. It enhances the robustness of information transmission over non-prioritized and unpredictable networks. A novel MDC framework for images based on the Space-Frequency Quantization (SFQ) algorithm is proposed in this paper. The redundancy is introduced through the improved zerotree quantization and the simple odd-even estimation method. In comparison with other schemes, the simulation results show the efficiency of the proposed method.
Introduction
Fast development of wireless communication has given a great push to robustness research in this area. Multiple Description Coding (MDC) has emerged as an efficient way to combat packet loss without any retransmission and has earned more and more attention [1] . The main idea of MDC is to code the original information into several bit streams (descriptions) carrying different information which can be sent to different channels. Some redundancy will be introduced among the different descriptions. When one of the descriptions is lost, we can estimate the original information from the received ones to get an acceptable reconstruction. And when more channels are received, a higher fidelity reconstruction can be achieved. Several algorithms have been proposed in the past few years. According to different ways of introducing redundancy, they can be divided into two categories: transform [2] and quantization [3, 4] based.
As an efficient image compression tool, Wavelet has been widely used in all kinds of image compression standards such as the JEPG2000 and has earned great success for its prominent multi-resolution analysis characteristic. In fact, the tree structure decomposition based compression coding algorithms, such as EZW and SPIHT algorithms, have already been introduced in the MDC research for a long time and earned good performance [5] . Besides the EZW and SPIHT coding algorithms, the Space-Frequency Quantization (SFQ) algorithm [6] is also a good image compression method based on the wavelet decomposition. Different from the above two, the SFQ method is not an embedded coding algorithm. It is a joint optimal fashion of spatial (zerotree) quantization and standard scalar quantization. In this paper, we introduce a new MDC framework based on such an algorithm.
Preliminaries

Two-channel MDC framework
The two-channel MDC framework used in this paper is illustrated in Fig. 1 . Here, we consider two balance channels, where the bit rates of the two coders are approximately the same. Information source is divided into two parts. Based on the two coders, the two parts are encoded into two bit streams transmitted through two channels. Each side-information can be decoded separately and an acceptable reconstruction can be obtained. If both channels are received, the decoder can give a better reconstruction with lower efficiency for more than enough information.
The performance is often evaluated by the PSNR value at some fixed bit rates. The definition of PSNR for 256 gray-scale images is shown as follows
where MSE is the mean square error value defined as follows
Here, M and N are the number of rows and the number of columns in the original image, respectively. O and R represent the original and reconstructed images, respectively.
SFQ algorithm
The SFQ algorithm was first introduced in Reference [6] . This algorithm is a jointly optimal fashion used for image compression coding. The optimization equation can be written as follows:
Here, q is a certain quantization step and Q is the set of quantization steps. S represents a certain type of zerotree-quantization tree and T represents the set of all possible types of zerotree-quantization trees. The aim of D(q, S) is to minimize the distortion under the optimal zerotree quantization and scalar step choice at a certain fixed bit rate. R(q, S) is the constraint condition and λ is the mass factor to balance bit rate against distortion. Obviously, it is a Lagrange multiplier problem. To solve this problem, the SFQ algorithm adopts the following fast method:
Firstly, under the fixed q and λ, the optimal spatial subtree S is found. Then, the optimal quantization step size q is found. Finally, λ an be computed.
Here, R b is the estimation of the bit rate.
The performance of such an algorithm is evaluated by the comparison with other classical tree structure based algorithms performed on the 512 × 512 Lena image as follows: At the bit rate 0.25 bpp, the coding PSNRs for EZW, SPIHT and SFQ are 33.17 dB, 34.11 dB and 34.33 dB respectively; For 0.5 bpp, the corresponding PSNRs are 36.28 dB, 37.21 dB and 37.36 dB respectively; For 1.0 bpp, the PSNRs are 39.55 dB, 40.44 dB and 40.52 dB respectively. As we can see, the SFQ algorithm performs better than the other tree structure based compression methods. In fact, various MDC frameworks have been proposed based on the EZW and SPIHT coding methods in recent years. The MDC framework based on the SFQ algorithm is still a blank.
Proposed SFQ-MDC framework
One of the important works in MDC is to introduce redundancy into different descriptions. In the proposed new algorithm, we combine the modified tree quantization and the odd-even estimation to realize the redundancy introduction. The basic SFQ framework is shown in Fig. 2.   Fig. 2 . Block diagram of the FSQ coder.
Here, X andX are the original input information and the encoded information respectively. As we can see, the jointly optimal fashion used in the SFQ scheme considers the compression problem from the point of view of two optimal quantization processes. To divide the original whole optimization process into two parts is our main contribution. The concrete steps are described as follows.
Firstly, we apply the 5/3 two-layer wavelet transform to the original image and divide the transformed image into two down-sampled images based on the characteristics of the wavelet image. For the lowest frequency information block LL, we keep it in both channels completely. For the horizontal information blocks HL1 and HL2, we use the column-based down sampling method to achieve odd-even subimages with zeros stuffed in the remaining part. For the vertical information blocks LH1 and LH2, we use the rowbased down sampling method to achieve the odd-even subimages with zeros in other remaining positions. And for the HH1 and HH2 blocks, we use the cross-based down sampling method to divide these blocks into two parts. Then we encode the two parts by our SFQ algorithm and transmit them through two channels.
Some important improvement of the SFQ algorithm used in our work is given as follows. According to the subimages' characteristics, we redefine the zerotree used in the SFQ algorithm firstly. The original father-son relationship is preserved with the doubled distance among different nodes for zeros in the odd or even position. We only need to change the coordinate value in the SFQ coder to satisfy the distribution of new nonzero nodes. Secondly, after applying the modified SFQ coding algorithm to two parts, we transmit the two parts through two different channels separately. At the decoding stage, if only one channel is received, we can estimate the original information based on the simple interpolation method. For the horizontal and vertical information, we can use the column or row-based interpolation which can be shown as the following formulas. Here, we take the case of only receiving the odd part as an example, assuming that the image size is 512 × 512.
For the diagonal part, the missing part can be estimated by the average value of the surrounding pixels. When both channels are received, we can combine the two part information to get a better reconstruction after separately decoding of each part.
Experimental results
In our experiments, the 512×512 Lena image is used as the test image, and the 5/3 two-layer wavelet transform is applied to it. The decoded image quality by our algorithm using different received information at different bit rates can be given as follows: At the bit rate 0.25 bpp, "Side 1" with 30.12 dB, "Side 2" with 30.25 dB and "Center" with 33.40 dB can be obtained; For 0.5 bpp, "Side 1" with 33.94 dB, "Side 2" with 34.71 dB and "Center" with 36.46 dB can be obtained; For 0.75 bpp, "Side 1" with 35.77 dB, "Side 2" with 36.02 dB, "Center" with 38.65 dB can be obtained; For 1.0 bpp, "Side 1" with 37.89 dB, "Side 2" with 38.54 dB and "Center" with 40.21 dB can be obtained. Here, "Side 1" and "Side 2" represent the case of only receiving the odd part and the case of only receiving the even part, respectively, and "Center" represents the case of receiving both two parts. From the above experimental results we can conclude that, the case of receiving both two parts approximates to the case of the original SFQ scheme for one channel as given in Section 2. In fact, the two separate optimization processes are the root of the gap between the SFQ-MDC framework and the SFQ framework. And the one channel received cases perform better than the cases with similar framework in reference [7] . The comparison between our proposed algorithm and the reference [7] method under different packet received percentages is shown in the following Fig. 3 .
Conclusion
This paper proposes a new MDC-SFQ framework based on the characteristics of wavelet decomposition. Based on the experimental results, we can conclude that: both the coding efficiency and the reconstruction results from the side Fig. 3 . Comparison of PSNR performance between our method and the method in Reference [7] .
information are improved a lot compared with the nonprotected case and the algorithm in Reference [7] . Though the performance is pretty good, high complexity is the cost. The research for more efficient channel division methods based on the SFQ algorithm and the ways of reducing the complexity are our future work.
