The traveling salesman problem has long been regarded as a challenging application for existing optimization methods as well as a benchmark application for the development of new optimization methods. As with many existing algorithms, a traditional genetic algorithm will have limited success with this problem class, particularly as the problem size increases. A rule based genetic algorithm is proposed and demonstrated on sets of traveling salesman problems of increasing size. The solution character as well as the solution efficiency is compared against a simulated annealing technique as well as a standard genetic algorithm. The rule based genetic algorithm is shown to provide superior performance for all problem sizes considered. Furthermore, a post optimal analysis provides insight into which rules were successfully applied during the solution process which allows for rule modification to further enhance performance.
Introduction
The traveling salesman problem is an example of a NP complete problem where the computational time required to generate an exact solution increases exponentially with the number of cities involved. The objective is to minimize the path length required to visit a specified set of N cities, starting at one city, visiting each city exactly one time and returning to the city from which the path was originated. This problem is known as a combinatorial minimization problem with discrete variables. The discrete nature of the problem arises from the fact that each city may be numbered as an integer selection and a non-integer selection has no significance. The number of possible routes is factorially large, so that the solution may not be generated practically via an exhaustive search. The discrete nature of the problem eliminates the use of gradient nonlinear programming techniques as well as introducing a large number of local minima. The selection of cities without replacement (each city is visited only once) adds another difficulty in generating the solution through the use of a genetic based algorithm. The problems origin dates back to the early days of linear programming and continues to serve as a benchmark for new solution algorithms. The problem also represents a large number of practical optimization formulations for electronic circuit design, scheduling, pick-up and delivery and providing home health care or other services. The size of practical applications can range from tens of cities to tens of thousands of cities. While many algorithms can solve problems involving tens of cities, most have extreme difficulty with problems involving over one hundred cities.
A host of solution algorithms have been developed to address the traveling salesman problem over a time period of more than fifty years starting with the pioneering work of Dantzig [3] . Since that time, applications of branch and bound methods [2] , simulated annealing [10, 15] , tabu search [5, 6] , neural networks [17] , ant colony search [13] and evolutionary optimization [7, 18] have been developed for the particular problem class represented by the traveling salesman problem. An excellent summary of approaches prior to 1983 is provided by Kindervater and Lenstra [4] , and summaries of more modern approaches are common in the literature [14, 8, 1] . An interesting collective attribute found in most of the approaches is the application of heuristic procedures imbedded in various aspects of the solution process. These procedures are found to work well for certain classes or subsets of the traveling salesman problem, but few algorithmic platforms exist which can implement a wide range of heuristics in an intelligent environment. A rule based, evolutionary approach has the compatibility of supporting a general heuristic environment where the success of each heuristic can be monitored and the overall performance of the algorithm can be improved over time through continued monitoring and refinement of the heuristics implemented.
The goal here is to demonstrate that a rule based genetic algorithm operating with a simplistic rule set can perform as well or better than an expert, which in this case will be represented by an algorithm explicitly designed for this class of problems, the method of simulated annealing. A brief review of the simulated annealing approach and a conventional genetic algorithm will lead into the development of the rule based approach. The three algorithms are then executed on sets of randomly generated traveling salesman problems ranging in size from ten to one hundred cities. Each problem size is represented by ten problems where the location of each city is generated randomly within the defined solution space. All algorithms are tasked with solving the same set of problems. None of the algorithms tested are claimed to be overly efficient, but the results represent the general trend which would be expected in the application of a generic implementation of the particular algorithm class. The results from this comparative study show the initial promise of the rule based approach.
Simulated Annealing
Simulated annealing is a global optimization technique which mimics the behavior of cooling metal from a molten to a solid state. At high temperatures, the molecules are free to move freely in the molten metal, but as the liquid cools and solidifies, the mobility of the molecules is lost. If the process is carefully controlled and the cooling takes place in a relatively slow fashion, a pure crystalline structure is formed which represents the state of minimum energy. If the cooling is allowed to occur too rapidly, the material ends up in an amorphous state having higher energy in the structure. Most optimization algorithms are greedy in that they attempt to reach the minimum in the least amount of time. This corresponds to the quick quenching of a molten metal and generally results in the location of a local minima. Following the analogy of the simulated annealing technique, a non-greedy or global optimization technique can be generated which is ideally suited for the traveling salesman problem.
The simulated annealing method is based on the Boltzmann probability distribution which expresses the probabilistic distribution of energy states for a system in equilibrium. The distribution may be expresses as:
In the above equation, T represents the system temperature, E, the system energy and k, the Boltzmann constant which is a physical constant. The equation states that even at a low temperature, there is a probability that the system may be in a high energy state. It is therefore possible to leave a local minimum energy state and find a lower energy state, although it may be necessary to temporarily increase the energy state to accomplish this. In the early 1950s, this principle was incorporated into a numerical optimization algorithm. known as the Metropolis algorithm [12] . From a current objective function value of E 1 , a second value, E 2 will be accepted with a probability of
If E 2 is less than E 1 , the probability is greater than unity and the new point is accepted. Even if E 2 is greater than E 1 , there is a finite possibility of acceptance. This provides a general downhill search, with an occasional uphill move to help increase the likelihood of locating the global minimum. The values of k and T help define a specific algorithm. As the temperature T is reduced, the possibility of accepting a design which is inferior to the current design decreases.
To actually implement a Metropolis algorithm, several elements must be defined. These elements include: 1. A representation of possible system configurations. 2. A random generator of new system configurations.
3. An objective function to be minimized which can be calculated directly from a system configuration. 4. A control parameter, T , and an annealing schedule which specifies how the temperature is lowered during the search process.
Some problem specific experimentation is generally required in order to determine appropriate values of T and the cooling schedule consisting of the number of iterations taken between temperature changes and the amount of a temperature change. An implementation for the traveling salesman problem is straightforward.
Given a series of city location coordinates (x i , y i ) for a total of N cities, the task becomes one of determining the order of travel from one city to the next while visiting each city exactly once and returning to the originating city by traveling the minimum total distance. The representation of possible system configurations is given by selecting a set of N integers without replacement which represents a possible route for the salesman. New configurations may be generated in a large number of ways. The particular generator used in this study is given in Numerical Recipes [16] . Two types of city rearrangements are considered. The first selects a portion of the route, removes it and replaces the path with the same cities in reverse order. The second rearrangement removes a portion of the path and inserts the removed path in a different location. These rearrangements were suggested by Lin [9] . They are of interest in this study as they are actually rule based modifications which can easily be implemented within the rule based genetic code. The objective function is simply the total distance traveled which in this case will be:
It is understood that the N + 1 point is the origination city (city 1). The annealing schedule used is that suggested in the text Numerical Recipes. A starting temperature, T , is selected which is larger than any change in distance normally encountered during a reconfiguration. Each temperature is held constant for 100 * N reconfigurations or after 10 * N successful reconfigurations, whichever occurs first. The temperature is then decreased by ten percent and the process repeated until no improvement is made during the current iteration.
Solution via a Traditional Genetic Algorithm
In order to gauge the difficulty of solution of the traveling salesman problem, a traditional genetic algorithm was also utilized. Some modification was required in the design encoding and crossover operations to guard against the introduction of duplicate cities appearing in a specific design representation. As with the simulated annealing technique, a design representation consists of N unique values, with each value representing a city to visit. The order of the string of values signifies the order of travel which allows the total distance traveled to be calculated via Equation 3 . For example a design representation for a ten city problem could be: X = {1, 4, 7, 3, 5, 9, 2, 6, 10, 8} or X = {7, 4, 2, 10, 3, 9, 1, 5, 8, 6}
Each representation consists of ten unique cities to visit in the order specified. The difficulty for the genetic algorithm is that there is no inherent way of restricting the re-use of cities (i.e. selection without replacement). The second issue involves the crossover operation. As an example, let the two design representations listed above be the selected parents for a crossover operation. In addition, let the crossover point be given as the fifth position in the string. Switching the first and second portions of the design representations at the fifth position produces the following offspring: This replacement scheme also eliminates the crossover issue as duplicate values in the design representation are eliminated before evaluating the objective function. With this modification, the remainder of the genetic algorithm remained as coded for general problem solution.
The Rule Based Genetic Code
As opposed to a traditional genetic formulation, a rule based formulation utilizes an encoding which contains rules which operate on one or more trial orderings of cities. A single rule, or a combination of multiple rules, may be executed at any point in the solution process. As the process continues, the trial orderings improve and a history of which rules or combination of rules were successful in the search is maintained. This procedure converts the genetic algorithm to a heuristic approach which is more in line with algorithms which have proven to be capable of solving the traveling salesman problem. The maintained history may be utilized to improve the rule set by eliminating rules which had little impact on the process and continually improving the rule which were utilized successfully. A rich set of potential rules is available from the wide variety of heuristic algorithms generated to date. A major advantage of the rule based approach is that the encoding size utilized in the algorithm need not increase with the size of the problem being solved. At an elementary level, the rule based evolutionary process may be defined by an encoding of a rule set similar to that shown in Figure 1 . Here, the first element in the encoding string identifies how many rules are to be executed. This allows for several rules to be applied to a trial ordering at the same time. The second element in the decision string specifies which current trial ordering of cities to apply the rules to. If only a single trial ordering is maintained, this element may be eliminated. Realizing the fact that there are a multitude of local minima in the search space, it seems wise to operate on a population of trial city orderings. This may increase the solution time, but allows for a population of rules to be applied to a population of trial orderings. Subsequent groups of encoding elements are utilized to define which specific rule or rules to apply with specific information blocks which define precisely how each rule is to be executed. The fact that only three such rule execution blocks are included in the encoding represented in Figure 1 is not a limitation as the encoding may be expanded as needed or desired. In order to insure consistency in the crossover operation, the length of each rule execution block equal in length. For the rule based genetic code, five separate rules were implemented. These rules are described as follows:
1. Selecting a group of cities in the design representation, removing them and inserting the group in an alternate location. 2. Selecting the closest neighbors to a specific city and exchanging the position of the nearest neighbors with the current neighbors. 3. Ordering a selected subgroup of cities by relative distance to each other. 4. Selecting a group of cities and reversing the order of the cities in that group. 5. Reordering a sub-group of cities based on roulette wheel selection bqased on distance.
Rules one and four are simply the rules implemented in the simulated annealing code. Rules two and three are distance re-ordering procedures as is rule five which actually makes use of coding present in the genetic algorithm. Rule five is specifically inserted to allow for a route selection which is not simply the local least distance from city to city to help avoid the arrival at a local minimum. Other rules could have been selected and perhaps would have been more appropriate. The goal here is to simply demonstrate the effectiveness of the concept rather than to develop the ultimate genetic algorithm for the traveling salesman problem.
The encoding of the rules in a design encoding is contained in the generic format listed below:
The A field represents the number of rules to apply, the B field represents which of the current city orderings to apply the rule set to. The field C i represents which rule to apply and the fields D i , E i and F i provide specific rule implementation information. The subscript n represents the maximum number of rules to be exercised in one modification of a selected design encoding (7 for this trial). The values for the B string position are integers in the range of one to the number of trial city orderings retained in the search process. The range of values for string position C i includes the integers from one to the number of possible rules (5 in this example). The values of the remaining string positions are interpreted according to the rule specified by the C i string position. For this particular implementation, the fields D i , E i and F i represent city location or design string location and as such can have any integer value from 1 to N , the number of cities to visit. The specific interpretation of these values is defined as:
-For rule 1:
• D i represents the first city in the selected group for movement in the design string. • E i represents the number of cities in the selected group for movement. • F i represents the city after which the selected string is inserted.
-For rule 2:
• D i represents the first city in the selected group to re-order by distance.
• E i represents the number of cities to re-order by distance.
• F i is ignored for this rule implementation Note: The execution of this rule simply starts at the city specified in the field Di and selects the closest city from the following cities of number specified in the field Ei and swaps the positions of the cities accordingly. This may be thought of a crude way of locally minimizing the distance of a sub-group of cities. -For rule 3:
• D i represents the city selected from which to locate nearest neighbors to. • E i represents the number of nearest neighbors to find and swap positions with existing citiy neighbors. • F i is ignored for this rule implementation.
-For rule 4:
• D i represents the starting city for the group of cities to be reversed in order. • E i represents the number of cities in the group to be re-ordered.
• F i is ignored for this rule implementation.
-For rule 5:
• D i represents the first city in the selected group to re-order by distance based on roulette wheel selection.
• E i represents the number of cities to re-order.
• F i represents the position to initiate the random number generator for the roulette wheel spins. Note: This rule is similar in nature to rule 3, however it allows for the selection of adjacent cities which are not nearest neighbors which is important to avoid being trapped in a local minimum. The value specified by the field Fi is important in that it allows the rule to be executed in the exact way for each future generation.
The Problem Test Set and Results
A series of test problems was generated randomly on a ten mile by ten mile rectilinear region. Problem size was varied with ten problems each at sizes of ten, twenty, fifty and one hundred cities. The x and y coordinates for each problem were stored in a data file which was subsequently read in to the various optimization algorithms. A solution for each set of ten problems was generated by simulated annealing, a traditional genetic algorithm and a rule based genetic algorithm. The results were then averaged for each solution method for each grouping of the same number of cities. While the ten city problem set was relatively easily solved, the difficulty increased significantly with the number of cities considered as expected. The algorithm performance results are summarized in Table 1 . From table 1 several interesting observations can be made. First of all, the traditional genetic algorithm was not well suited for this class of problem. The ten city problem set was solved with the identical average number of path distance evaluations as for the simulated annealing algorithm. As the number of cities increased, however, the traditional genetic algorithm was simply incapable of locating a solution regardless of population size and number of generations allowed. This would indicate that the traditional genetic algorithm would have similar difficulty solving any routing or scheduling problem. The method of simulated annealing worked reliably on small scale problems, but it had difficulty locating the exact optimal solution. As expected, the number of path evaluations increased dramatically with problem size, and with additional experimentation in parameter selection, the results are likely to improve.
The interesting result is that the rule based genetic algorithm outperformed the simulated annealing technique both in the number of path evaluations required as well as the ability to locate the best solution. No significant effort was made to establish the best operational parameters for the code. It should be noted that the rule based code utilized an initial population based on randomly generated paths. It is difficult to compare results between the rules based genetic algorithm and the simulated annealing algorithm as they arrived at different solutions for many of the test problems. In general the speed of solution may be traced directly to the number of path evaluations which are plotted below. The number of function evaluations required for the rule based genetic algorithm is significantly below that required by the simulated annealing algorithm. Both algorithms demonstrate a significant increase in required function evaluations as problem size increases which points out the difficulty in solving this class of problems as the scale increases. Exact numbers of evaluations may vary with input parameter selection and as such exact comparisons should be made with caution. It definitely can be stated, however, that the performance of the rule based genetic algorithm is as good or superior to the simulated annealing technique and orders of magnitude better than the performance of a traditional genetic algorithm.
The solution for one of the problems of each size is pictured in figures 3 to 6.
Fig. 3. Solution Path for a Ten City Problem
From figures 3 to 6, it can be seen that the solutions generated are reasonable paths to minimize the distance traveled. It can also be seen how the difficulty of the problem increases with the number of cities considered.
Evaluation of Rule Selection
As was stated previously, no significant effort was put into selecting the rule set for this problem for the rule based genetic algorithm. The performance of the algorithm could potentially be enhanced significantly by careful evaluation of which rules factored into the solution process and then modifying rules or selecting new rules based on this information. As the genetic algorithm is capable of maintaining a solution history, an evaluation of the implemented rules may be made following single or multiple problem solutions. The following figures present the percentage of the time a successful new path was located with each of the rules, averaged over the ten problems in each set. A successful new path is simply a path which is better than the current best path in the population. of the five rules is fairly equally utilized for the ten and twenty city problem sets. As the problem size increases, it appears that rules 2, 3 and 4 begin to become more dominant. This points out the fact that as the problem size increases, the type of rules implemented may need some modification to maintain an efficient solution. The advantage is that this information is available and can help improve the performance of the rule based algorithm on a particular problem class. Specific rules for the traveling salesman problem are difficult as the minimum distance path leaves little room for interpretation. The rule set for a scheduling or delivery route planning problem would have obvious rules which could be productively implemented. For example, in a manufacturing scheduling problem with machine setups, one rule might be to try and group jobs which require little or no set-up time on a specific machine. Rules such as this will guide the solution through local minima, to a representative, global solution. It certainly makes sense to include as much problem specific information as possible for a particular problem class. On the other hand, one must guard against generating a greedy algorithm which quickly locates a local, rather than a global solution, unless a local solution is all that is desired.. Local solutions can be avoided by maintaining some rules which can perform generic alteration in a design string which will help maintain the global character of the genetic solution process. 
Summary and Conclusion
The framework for a general rule based, evolutionary environment is presented which can be utilized as an intelligent platform for the investigation of heuristic approaches for solving the traveling salesman and other related decision support problems. A set of five simple rules was embedded into the encoding of the genetic algorithm for the evaluation of the feasibility of the approach. The rule based algorithm was tested on sets of ten problems with randomly generated city locations for problem sizes including ten, twenty, fifty and one hundred cities. For comparison purposes, a traditional genetic algorithm and a simple simulated annealing algorithm were utilized to solve the same problem sets. The results demonstrate the potential of the rule based genetic approach. None of the tested algorithms were tuned or tailored for efficiency on the problem set. The rule based approach was able to consistently locate better quality solutions with less computational effort that the other two algorithms tested.
The post evaluation of the results from the test problem sets point out which of the rules applied had the most positive impact on the search process. This analysis allows for the replacement of non-effective rules and for refinement of rules to increase their impact of the process. The effectiveness of individual rules was shown to be a function of problem size which is an indication that the rule set may have to be more sophisticated in order to solve problems involving one thousand cities or more. Additional tracking of rule combinations that proved to be effective could be easily accomplished. The concept is to provide an open computational platform which can be improved in performance over time to become increasingly effective in solving a particular problem class. A wide range of heuristic options may be provided initially and paired down over time.
The proposed algorithm executes a population of rules on a small population of potential city routes. This allows for large problems to be executed with a limited population size that need not grow significantly as the problem size increases. Currently, the initial city route population is generated randomly, but the possibility of utilizing a two phase approach is real option. This approach would cycle between a conventional genetic approach operating upon the specified city order encoding and the rule based approach improving the members of the phase one population. Additional rules such as the so called double bridge move proposed by Martin, Otto and Felton [11] may be easily incorporated. The existing framework, even with the simplistic rule set employed provides the basis for continued development and application to larger sets of problems.
