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1. INTRODUCTION 
This is an article on the modular representations of finite groups. The 
notation is relatively standard for the field and is summarized at the end of 
the section. 
Vertex theory arises from the investigation of induction and restriction of 
modules between a finite group G and a subgroup H. The basic vertex theory 
results deal with the following problems for a p-subgroup P of H. 
Basic restriction problem. Let M be an indecomposable G-module with 
vertex P. Find a p-local description of the components of M,,; particularly 
the components with vertex P. 
Basic induction problem. Let U be an indecomposable H-module with 
vertex P. Find a p-local description of the components of U”: particularly 
the components with vertex P. 
The indecomposability and preknowledge of vertex required for these 
types of results are often obstructions to their useful application. Often the 
module under study is of a largely unknown structure which is almost surely 
not indecomposable, or indecomposable but of unknown vertex. In these 
cases. results concerned with the above two problems are of little help in 
revealing the structure of the module. This shortcoming is remedied here by 
providing solutions to more general induction and restriction problems where 
no requirements are made on the starting modules M and U. 
General restriction problem. Let A4 be any G-module. Find a p-local 
description of the components of M,,. 
General induction problem. Let U be any H-module. Find a p-local 
description of the components of UG. 
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The solution of the general restriction problem is quite elegant. It involves 
a slight change of view in the main result of recent article by the present 
author and Jon F. Carlson. 
THEOREM 1.1. For any G-module M and p-subgroup P of H, the Green 
correspondence gives a multiplicity preserving bijection between the 
components of M,, with vertex P and the components of the p-local module 
M ,%,,CFj with vertex P. 
Proof: It is an easy exercise to obtain the theorem above from 13. 
Theorem 6 1. 
A solution to the general induction problem is given in Section 2 (see 
Theorems 2.1 and 2.2). Not surprisingly, induction is more complicated. In 
Section 3 we specialize to investigate components of the induced trivial 
module. Theorem 2.2 becomes one of the major results of L. L. Scott on 
permutation modules. With Section 4 we turn back to the basic problems. 
The special case where one starts with a module of known vertex is 
considered. Theorems 1.1 and 2.1 give a generalization of the Green 
correspondence obtained by the author in an earlier article. Then the general 
induction and restriction theorems are used to obtain a new, more precise 
description of the extraneous modules in the Green correspondence. The 
question of an inductive dual to the basic result that leads to Theorem 1.1 
has been raised. In the closing section, the general induction solution is used 
to show that this inductive dual is frequently but not always true. 
Puig [5 ] has developed the general concept of a pointed group. Pointed 
groups abstract the endomorphism ring approach to module theory, the 
subject of this article. We choose not to adopt this point of view as no new 
results are obtained from the endeavor. It should be an easy exercise for 
those readers interested in pointed groups to translate this paper to the 
pointed group point of view. 
Notation. Fix p a prime integer and R a p-coefficient ring such as a field 
of characteristic p or a finite extension of the p-adic integers. If A is a finite 
group, then A-module means finitely generated R-free right RA-module. By a 
component of a module. we mean an indecomposable module that is 
isomorphic to a direct summand of the module. We generally distinguish 
between modules only up to isomorphism. By the multiplicity of an indecom- 
posable module M as a component of a module N, we mean the number of 
isomorphic copies of M that appear in a fixed decomposition of N into a 
direct sum of indecomposables. The letter H is always used for a subgroup 
of G and P is used for a p-subgroup of H. We often remind the reader of 
these conventions as well as put further restrictions on H and P. 
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2. GENERAL RESULTS ON INDUCTION 
In this section we deal with vertex P components of UC in full generality 
(no restrictions on the H-module tJ or the p-subgroup P and no required 
relationship between P and U). We obtain a complete reduction to the local 
case. As we shall see in the next section this reduction generalizes a result of 
L. L. Scott from permutation modules to all modules. 
THEOREM 2.1. For any H-module U and p-subgroup P of H, the Green 
correspondence gives a multiplicit>j preserving bijection between the 
components of UC with vertex P and the components of 
with vertex P, where D is a set of double coset representatives of H, h’,(P) in 
Conj,(P,H)=!gEG: P<HR}. 
Note. Conj,(P, H) is not necessarily a group, but is a union of H, N,(P) 
double cosets. 
Proof By Theorem 1.1, the Green correspondence gives a multiplicity 
preserving bijection between the components of U” with vertex P ,and the 
components of (Ui”),VC,C,, with vertex P. Applying Mackey’s theorem 
where T is a full set of double coset representatives of H, NC(P) in G. 
Clearly the components of (U:.,,,(pj)“C,‘p’ can have vertex P only when 
P < H’. The result now follows. 
Theorem 2.1 restricts consideration to conjugates of the starting module 
by elements from Conj,(P, H). This restriction can be strengthened. The 
strengthening leads to quite a bit of complication. It seems to be worth 
pursuing only in special cases. For example, if U is indecomposable with 
vertex Q, then Ud has vertex Qd. Hence we may add the requirement 
P < ,,d Qd. We shall see in Section 4 that the further special case P = Q gives 
a broadening of the Green correspondence. 
We can restate Theorem 2.1 in what if oftentimes a more useful form. 
Theorem 2.1 leads to the investigation of the restriction and then induction of 
a number of conjugates of the original module. With Theorem 2.2 one only 
need investigate the “induction” of the original module. The obvious 
advantage is that only one module need be investigated. The drawback is 
that one must know how all the p-local pieces fit together, i.e., one must 
know Conj,(P, H). 
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THEOREM 2.2. For any H-module U and p-subgroup P of H, the Green 
correspondence gives a multiplicity preserving bijection between the 
components of U” and the N,(P)-module components of UConi(,“‘S1’) with 
vertex P, where Conj,(P, H) = (g E G: P < H”}. 
Note. Conj,(P, H) is not a group, but is a union of H, N,(P) double 
cosets in G; so 
u c”“j#.“’ = U@,.+, F Conj,(P, H) 
is naturally a right N,(P)-module. 
ProojI First notice that to apply Mackey’s theorem to a module 
((M,d)B)“, it is only necessary that B be a union of A. C double cosets. Thus 
we apply Mackey’s theorem to get 
where D is a set of H, NG(P) double coset representatives in Conj,(P, H). 
The result is now immediate from Theorem 2.1. 
3. INDUCTION OF THE TRIVIAL MODULE 
Permutation Modules and Block Theory 
In this section we shall start with the one-dimensional trivial module for a 
subgroup H of G, written F,/, and apply the results of the second section to 
the induced module (FH)G. This induced module is of course just the 
permutation module obtained by the action of G on the right cosets of H in 
G. We observe that Theorems 2.1 and 2.2 specialize to a result of L. L. Scott 
on permutation modules (see 16, Theorem 3)). 
We shall adopt the permutation module point of view. The proofs will then 
largely consist of a translation to the more general module point of view. Fix 
Q a finite set on which G acts as a group of permutations by right 
multiplication. For any subgroup A of G, we set 
THEOREM 3.1 (L. L. SCOTT). For any p-subgroup P of G, the Green 
correspondence gives a multiplicity preserving bijection between the 
components of Ffi with vertex P and the components of FQ,, with tlertex P. 
Proof: It suffices to prove the result when G is transitive on 0 since then 
the result can be applied to each transitive component. Let H be a one-point 
stabilizer containing P. If none exists, Ffl has no components with vertex P 
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and QP is empty, and the result is trivial. By the choice of H, 0 is naturally 
isomorphic to the costs H\G. It is easy exercise to show that under this 
isomorphism Q, corresponds to the cosets H Conj,(P, H). Hence 
Having completed the translation to general module theory, the result is 
simply the special case U = F,, of Theorem 2.2. 
4. INDUCTION AND RESTRICTION OF INDECOMPOSABLE MODULES 
The Green Correspondence 
In this section we shall start with an indecomposable module of known 
vertex and apply the general results on induction and restriction of modules 
from the first two sections. This procedure turns out to yield various forms 
of the Green correspondence including a new stronger form. To establish the 
correct logical point of view note that the results of the first two sections 
require only the following naive and easily proved form of the Green 
correspondence. 
THEOREM 4.1 (BASIC GREEN CORRESPONDENCE). Assume N,(P)<H. 
For U, an indecomposable H-module with vertex P, the module U” has a 
unique component with vertex P (up to isomorphism). For V an indecom- 
posable G-module with vertex P, the module Vu has a unique component with 
vertex P (up to isomorphism). 
First we obtain the generalization of the Green correspondence to lthe case 
N,(P) 4 H proved by the author in an earlier article [ 2, Theorem 24.1. 
THEOREM 4.2. Fix a p-subgroup P of H. 
(1) For any indecomposable H-module U with vertex P, the Green 
correspondence gives a multiplicity preserving bijection between the 
components of U” with vertex and the components of (lJ~,,(,,,)“(~“” with 
vertex P. 
(2) For an-v indecomposable G-module V with vertex P, the Green 
correspondence gives a multiplicity preserving correspondence between the 
components of V,, with vertex P and the components of V,,,,,,, Mlith vertex P. 
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Proof: (1) By Theorem 2.1 there is a bijection between the vertex P 
components of U” and 
0 ux,,d(P)PP) 
de0 
where D is a set of double coset representatives of H, No(P) in Conj,(P, H). 
But when d is a representative of a double coset other than NHo(P), then Pd, 
the vertex of Ud, does not contain P up to N,(P)-conjugacy. Thus by the 
behavior of vertices under restriction and induction, the direct summand in 
(+) corresponding to such d have no components with vertex P. Hence only 
the direct summand (U,v-,,~p~)Iv~(p) has vertex P components; as needed. 
(2) Theorem 1.1 says this is true without the extra conditions on V. 
There is a standard strengthening of Theorem 4.1, the basic form of the 
Green correspondence. The strengthened form shows the correspondence is 
between a wider class of modules and conditions are obtained on the 
“extraneous” components. (See Theorem 4.3 for the statement.) We now 
show that the general induction and restriction results from the first two 
sections lead to a stronger form than those currently known. 
First we introduce some notation. For a subgroup H of G, we define the 
set of p-local[y placed p-subgroups of H in G to be 
L = L(H) = (p-subgroups P of H: N,(P) < H). 
We define the set of non-p-locally placed p-subgroups of H in G to be 
W = W(H) = {p-subgroups R of H: N,(R) 4 H}. 
Note that local p-subgroups and p-locally placed p-subgroups are different 
but closely related concepts. 
THEOREM 4.3. Up to isomorphism there is a vertex preserving bijection, 
f, from the indecomposable G-modules with a vertex in L(H) to the indecom- 
posable H-modules with their vertices in t(H) with the following properties: 
(1) For any1 indecomposable H-module U with its vertices in L(H) 
U”rf ‘ugx 
where every component of X has a vertex in W. 
(2) Let P = P, ,..., P, be representatives of each H-conjugacy class 
fused in G to P. For any indecomposable G-module V with a vertex P in L. 
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rvhere each Wi # 0 and every component of Wi has a vertex in Pi and every 
component of Y has its vertices in W. 
Proof: First we establish (1). Since the vertex of U, say, P, is in L, we 
have N&P) = N,,(P). Thus by Theorem 4.2, U” has a unique component 
with vertex P. We establish the condition on X by contradiction. Suppose 
some component of X has all its vertices either in L or not in H. Let Q be 
the vertex of such a component of X. By Theorem 2.1 there is a d in G such 
that Q”-’ <H and (Ui,,CQ, )‘v~(~) has a component with vertex Q. But Q” ’ is 
also a vertex of the component of X and is inside H; so by our contradiction 
hypothesis Qdm’ E L. We reason 
So we now have that U:.,Cy, has a component with vertex Q. Theorem 1.1 
implies that Ud has a component with vertex Q. We have now contradicted 
the fact established at the beginning of the proof that f ~’ U is the only 
component of UC having vertices in common with U. 
Now we establish (2). Since P is the vertex of V, Theorem 4.2 implies 
V ,y,CP) has a unique component with vertex P. But then V,, also has a unique 
component with vertex P since N,(P) = N,(P). 
To show that each Wi # 0, take g in G such that PR <H but Py is not H- 
conjugate to P. We must find vertex PR components in V,,. Since PR is in H 
and is also a vertex of V, the behavior of vertices under restriction tells us 
V,, must have components with vertex PK. 
Finally, to complete the proof, we examine the components of Y. Suppose 
one has a vertex Q in &. Then since NC(Q) <H we can restrict further to 
N,(Q) and get that Y%G(Qj has a component with vertex Q. Then by 
Theorem 1.1, Q is a vertex of V. But then Q must be H-conjugate to one of 
the Pi)s. Thus we have a component of Wi, not Y; a contradiction. The 
existence of the bijection and remaining parts of the theorem now follow 
easily. 
We conclude this section be demonstrating that Theorem 4.3 is stronger 
than standard forms of the Green correspondence. First the standard 




P(P) = {A :A < P} 
C(P)=fS(P,H)=(A:A<HandA”<P,gEG}. 
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For the convenience of the reader we state the standard strong form of the 
Green correspondence (see [ 4, Theorem 3.5.6 1). 
THEOREM 4.4 (GREEN). Assume NC(P) < H. Up to isomorphism there is 
a vertex preserving bijection, f, from indecomposable G-modules M’ith a 
vertex in A(P) to indecomposable H-modules with a vertex in A(P) with the 
following properties: 
(1) For any indecomposable H-module U with a vertex in 4 (P) 
lJ”zf ‘ugx 
where every component of X has a vertex in Z(P). 
(2) For any indecomposable G-module V with a vertex in A(P) 
v,,zpfvo Y 
where every component of Y has its vertices in U(P). 
It is immediately apparent that Theorem 4.4 is weaker because of its 
dependence on a choice of ap-subgroup P of H. Theorem 4.3 strengthens 4.4 
in other ways as well. In 4.4, A(P) and X(P) partition P(P). The Green 
correspondence applies to A(P) and the extraneous direct summands must 
have a vertex in the other piece X(P) in the induction case. With Lemma 4.5 
below we show that f. flP(P) > A(P); so that 4.3 demonstrates the 
correspondence for an often larger collection of modules. On the other hand 
it is shown in Lemma 4.5 that Nn P(P) < X(P); so the condition on 
extraneous modules is stronger in 4.3. Finally, 4.3 requires the vertices of the 
extraneous modules in the restriction case to be in the part of e(P) that is in 
Y(P). Lemma 4.5 below shows that WT‘I e(P) < U(P); so Theorem 4.3 is 
much stronger since it clearly identifies extraneous components with certain 
vertices and gives more precise information on the others. 
LEMMA 4.5. Let N,(P) < H. 
(1) Wr‘lP(P) <X(P). 
(2) L flP(P) >A(P). 
(3) w n e(P) < u(P). 
Proof: (1) Take Q E w n P(P). Since Q E W, there is some x in 
NG(Q) -- H. Then Q = Q n Q~‘, x E G ~ H. Finally, since Q E P(P), we have 
Q<P. Hence Q=QCIQX<PnP”,xEG-H. 
(2) Trivial from (1) because A’ and L are compliments of each other 
in the set of all p-subgroups of H and A(P) and X(P) are compliments of 
each other in P(P). 
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(3) Take Q E Wn e(P). Since Q E C(P), there is some gP ’ Ef G such 
that QRm’<P; so Q=QfIPg. If gEG-H then Q<HfTPR, gEC-H, 
and we are done. Assume g E H. Then since Q E IV, there is some x in 
N<;(Q) ~ H. Thus Q = Q-’ < P*” which gives that Q < H n PRA, gx E G - H. 
5. INDUCTION OF MODULES FROM LOCAL SUBGROUPS 
Fix P to be a p-subgroup of G and H to be a subgroup of G containing 
No(P). In [3] the author and Jon F. Carlson proved that an indecomposable 
G-module V has vertex P if and only if V, has a component with vertex P. 
This is the basic result that is easily expanded to Theorem 1.1. 
The result concerning the restriction of modules to local subgroups raises 
the dual question for induction of modules from local subgroups. The proper 
formulation of the inductive dual is: 
CONDITION 5.1. For an indecomposable H-module U, the module U” has 
a component with vertex P if and only if U has a vertex conjugate in G to P. 
Notice that Condition 5.1 is not simply a naive dualization of the 
restriction theorem. The second part of the equivalence does not simply say, 
“U has vertex P.” Condition 5.1 can easily seen to be frequently violated if it 
did. Take an indecomposable H-module U with vertex Q which is G- 
conjugate to P but not H-conjugate to P. By the behavior of vertices under 
induction, CT’ will always include components with vertex P while U does 
not have vertex P. 
We now apply the general results on induction to this local situation. 
THEOREM 5.2. Set N = No(P). Condition 5.1 holds for the H-module U 
if and only if one of the following holds: 
(1) U has a t’ertex conjugate in G to P. 
(2) U does not have a certex conjugate in G to P and 
(U.ttn.z I’” 
has no components with vertex P for all g E G - H. 
Proof: First assume U satisfies (1). From the behavior of vertices under 
induction, Condition 5.1 holds. Now assume U does not satisfy (1). Using 
N = N,(P) < H in Theorem 2.1, it is an easy exercise to see that 
Condition 5.1 holds if and only if (2) holds. 
Theorem 5.2 is a strong indication that Condition 5.1 holds in many but 
not all cases. In order to demonstrate the violation of Condition, 5.1, we 
specialize to the easiest case U = F,,, the trivial module over H. 
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PROPOSITION 5.3. If P is not a Sylow p-subgroup of H but P is a Sylow 
p-subgroup of H” ~7 H for some g E G, the condition 5.1 fails for the trivial 
module F,, . 
Proof: An easy exercise from Theorem 5.2. 
Now we briefly outline two examples of the failure of Condition 5.1. 
(1) G = PSL(2, ll), jPl = 2. In this case No(P) is dihedral of order 12. 
Since all involutions are conjugate in G, there is some g in G such that 
P # Px < N,(P). It is easy to see that P is a Sylow 2-subgroup of N r\ N” ‘: 
so by Proposition 5.3, Condition 5.1 fails for F,v. 
(2) For a solvable counterexample, we leave as an exercise the 
application of 5.3 to a semidirect product of a dihedral group over an 
elementary abelian group of order 9. Again 1 PI = 2. 
Please note that although we have used Theorem 5.2 to demonstrate that 
Condition 5.1 is not in general true, Theorem 5.2 does in fact show that 
Condition 5.1 does hold in a wide variety of situations. 
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