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Abstract. We establish zero-one laws and convergence laws for monadic second-order
logic (MSO) (and, a fortiori, first-order logic) on a number of interesting graph classes.
In particular, we show that MSO obeys a zero-one law on the class of connected planar
graphs, the class of connected graphs of tree-width at most k and the class of connected
graphs excluding the k-clique as a minor. In each of these cases, dropping the connectivity
requirement leads to a class where the zero-one law fails but a convergence law for MSO
still holds.
1. Introduction
The zero-one law for first-order logic [GKLT69, Fag76] established that every first-order
sentence φ, when evaluated over a random n-element finite structure, has a probability
of being true that converges to either 0 or 1 as n goes to infinity. This prompted much
further investigation into the asymptotic behaviour of classes of structures definable in logic.
Zero-one laws have been established for fragments of second-order logic [KV90]; extensions of
first-order logic such as the infinitary logic Lω∞ω [KV92] which subsumes various fixed-point
logics; and logics with generalized quantifiers [DG10], among many others.
Another widely studied extension of first-order logic is monadic second-order logic
(MSO). This does not have a zero-one law but its asymptotic behaviour has been studied
on restricted classes of structures. For many interesting classes it does admit a zero-one
law, such as on free labelled trees [McC02]. On rooted labelled trees, MSO does not have a
zero-one law, but still admits a convergence law [McC02]. This means that the probability of
any given sentence φ being true in an n-element structure does converge to a limit, though
that limit is not necessarily 0 or 1. Zero-one and convergence laws for MSO on a number of
other classes are shown in [Com89].
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In this paper, we are concerned with the asymptotic behaviour of first-order logic (FO)
and MSO on restricted classes of finite structures, and more specifically, restricted classes
of graphs. We look particularly at tame classes of graphs in the sense of [Daw07]. These
include planar graphs, graphs of bounded treewidth and some other proper minor-closed
classes. A flavour of our results is given by the following examples. There is a constant
c ≤ 0.036747 such that the asymptotic probability of any MSO sentence φ on the class of
planar graphs converges to a real number in the range [0, c) ∪ (1 − c, 1]. On the class of
connected, planar graphs, MSO admits a zero-one law. These results can be strengthened
(modulo changing the constant c) from planar graphs to other minor-closed classes of graphs
that are smooth and addable, which we define formally later. Here we note that examples of
smooth, addable, minor-closed graph classes include not just the planar graphs but also the
class of graphs of treewidth at most k, for any k.
Technically, we rely on the combinatorial results on random planar graphs proved
in [MSW05] and the extensions to minor-closed classes established in [McD09]. We combine
these with logical techniques from [Com89] and [McC02].
Since the first submission, it has come to our attention that some of the results reported
here have also been obtained independently in [HMNT18].
2. Graph Classes
Let Rn denote a random graph drawn from the uniform distribution on graphs on the
vertex set [n] = {1, . . . , n}. Equivalently, Rn is obtained by putting, for each i, j with
1 ≤ i < j ≤ n an edge between i and j with probability 1/2. If C is a class of graphs closed
under isomorphisms, we write Cn for the graphs in C on the vertex set [n] and Rn(C) to
denote the random graph drawn from the uniform distribution on Cn. Unlike with Rn, it
is not immediately clear how to effectively sample from this distribution. When C is the
class of planar graphs, a first partially successful attempt was in [DVW96], using a Markov
chain whose only stable distribution is the uniform distribution on Cn. However, this is
not quite practical as the mixing rate of this Markov chain is unknown. Nevertheless, this
formulation did enable experimental validation of some conjectures about random planar
graphs. Finally, in [BGK07], it is shown that there is a polynomial-time algorithm that can
generate a random planar graph on [n].
An excellent analysis of random planar graphs, resolving some conjectures of [DVW96]
was given in [MSW05]. Some of this analysis was predicated on a conjecture, termed the
“isolated vertices conjecture” to the effect that the number of isolated vertices in a random
planar graph on [n] tends to a limit as n increases. This conjecture was proved in [GN05]
and later shown [McD09] to be an instance of the smoothness of addable minor-closed classes.
Much of the analysis of random planar graphs in [MSW05] can be extended to other graph
classes that are smooth, addable and small [MSW06]. We begin by defining these central
notions.
Definition 2.1. Say that a graph class C is decomposable if G ∈ C if, and only if, every
connected component of G is in C.
Equivalently, C is decomposable if, and only if, C is both closed under disjoint unions
and closed under taking connected components.
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Definition 2.2. Say that graph class C is bridge-addable if, for every G ∈ C, if u and v are
vertices in distinct connected components of G, then the graph obtained by adding the edge
{u, v} to G is also in C.
Definition 2.3. A graph class C is addable if it is both decomposable and bridge-addable.
Note that the class of planar graphs is clearly addable. As noted in [MSW06], the
following classes of graphs are all addable: forests; the class of graphs of treewidth at most
k; the class of graphs with no cycle of length greater than k; the class of graphs that exclude
Kk as a minor. On the other hand, the class of graphs embeddable in a torus is not addable.
It is bridge-addable but not decomposable since it contains K5 but not the graph that is the
disjoint union of two copies of K5. In general, the class of graphs of genus at most k for
positive k is not addable.
We write Qn(C) to denote the number of graphs in Cn (i.e. graphs in C on the vertex
set [n]).
Definition 2.4. A graph class C is small if Qn(C) ≤ dnn! for some d ∈ R.
With any class C, we can associate a growth constant γC defined by
γC = lim sup
n→∞
(Qn(C)/n!)1/n.
Then, C is small just in case γC is finite.
Definition 2.5 [MSW06]. A graph class C is smooth if QnnQn−1 tends to a finite limit as
n→∞.
It is known (see [MSW06]) that if C is smooth, then the limit of QnnQn−1 is the growth
constant γC . Thus, every smooth class is small. However, there are small graph classes that
are not smooth. When C is the class of forests, γC = e. We can now state the two results on
smoothness that we need.
Theorem 2.6 [GN05]. The class of planar graphs is smooth, and the growth constant is
γ ≈ 27.22679 and is given by an explicit analytic expression.
Theorem 2.7 [McD09]. Each addable proper minor-closed class of graphs is smooth.
3. Logics
We assume the reader is familiar with the syntax and semantics of first-order logic (FO) and
monadic second-order logic (MSO) interpreted on finite structures, as defined, for instance
in [Lib04]. We give a brief review of definitions, especially where our notation deviates from
the standard.
3.1. Basics. We assume we have two disjoint countable sets of symbols Var1 (the first-order
variables) and Var2 (the second-order variables). Given a graph G = (V,E), a valuation
σ on G is a pair (σ1, σ2) of partial functions σ1 : Var1 ⇀ V and σ2 : Var2 ⇀ P(V ). For
x ∈ Var1 ∪Var2, we use σ(x) to denote σ1(x) or σ2(x) as appropriate.
A structure is a pair G = (G, σ) where G is a graph and σ is a valuation on G. If
G = (G = (V,E), σ) is a structure, we sometimes write G(G), V (G), E(G), σ(G), x(G) to
denote G,V,E, σ, σ(x), respectively. Moreover, we write Var1(G) and Var2(G) to denote
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the subsets of Var1 and Var2 respectively on which σ1(G) and σ2(G) are defined. For even
greater brevity, when referring to a structure G1, we may write G1, V1, etc. for G(G1),
V (G1), etc. when no ambiguity arises. We write σ[v/x] to denote the valuation that agrees
with σ at all values other than x and that maps x to v. We also write G[v/x] to denote
(G(G), σ(G)[v/x]) and G[/x] to denote the structure (G(G), σ′(G)) where the valuation σ′
is the same as σ except that it is undefined at x.
Note that, by including the interpretation of variables in our definition of structure, we
can uniformly talk of graphs, coloured graphs and graphs with distinguished constants as
structures, all over a fixed vocabulary.
The formulas of MSO are built-up as usual according to the following grammar, where
φ1 and φ2 are formulas, x, y ∈ Var1 and X,Y ∈ Var2.
φ ::= x ∈ X | E(x, y) | φ1 ∧ φ2 | φ1 ∨ φ2 | ¬φ1 | ∀xφ | ∃xφ | ∀2Xφ | ∃2Xφ
The formulas of first-order logic are those that involve no occurrence of a variable from Var2.
The definition of satisfaction G |= φ is standard. We define the quantifier rank of a
formula φ, denoted qr(φ), to be the maximum depth of nesting of quantifiers in φ counting
both first- and second-order quantifiers (as in [Lib04, Definition 7.4]).
3.2. Ehrenfeucht-Fra¨ısse´ games. We write G1 ≡m G2 to denote that the two structures
G1 and G2 cannot be distinguished by any formula with quantifier rank at most m. Formally,
this is defined by induction on m as follows. We say that G1 ≡0 G2 if, for any quantifier-free
formula φ such that σ1 and σ2 are defined on all the free variables of φ, we have that G1 |= φ
if, and only if, G2 |= φ. Inductively, we say that G1 ≡m+1 G2 if all the following conditions
are satisfied.
• For x ∈ Var1, ∀v1 ∈ V1∃v2 ∈ V2G1[v1/x] ≡m G2[v2/x].
• For x ∈ Var1, ∀v2 ∈ V2∃v1 ∈ V1G1[v1/x] ≡m G2[v2/x].
• For X ∈ Var2, ∀U1 ⊆ V1∃U2 ⊆ V2G1[U1/X] ≡m G2[U2/X].
• For X ∈ Var2, ∀U2 ⊆ V2∃U1 ⊆ V1G1[U1/X] ≡m G2[U2/X].
As usual, this definition G1 ≡m G2 can be understood as a game between two players
conventionally called Spoiler and Duplicator (known as the m-round Ehrenfeucht-Fra¨ısse´
game). The game is played on a “board” consisting of two structures G1 and G2. For m = 0,
Duplicator wins iff G1 ≡0 G2. Otherwise, Spoiler chooses either a variable x ∈ Var1 and a
vertex vi in one of the graphs Gi or a variable X ∈ Var2 and a set of vertices Ui ⊆ Vi in the
graph Gi. In the first case, Duplicator responds by choosing an element v3−i ∈ G3−i and
the play then proceeds for m− 1 rounds starting with the board G1[v1/x] and G2[v2/x]. In
the second case, Duplicator responds by choosing a set U3−i ⊆ V3−i and again the play then
proceeds for m − 1 rounds starting with the board G1[U1/X] and G2[U2/X]. Then, it is
clear that Duplicator has a strategy for winning the m round game on the board G1 and
G2 just in case G1 ≡m G2. The connection with MSO comes from the following standard
theorem (see [Lib04, Theorem 7.7])
Theorem 3.1. The following conditions are equivalent:
• G1 ≡m G2
• G1 and G2 satisfy exactly the same MSO formulas of quantifier rank at most m.
Finally, we note that, if we have only a fixed finite set of variables, then the equivalence
relation ≡m is of finite index for each m. That is, fix a finite set Ξ ⊆ Var and let S[Ξ] denote
the class of structures G such that Var1(G),Var2(G) ⊆ Ξ.
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Proposition 3.2. The relation ≡m restricted to S[Ξ] has finite index.
The proof is a proof by induction that there are, up to equivalence, only finitely many
formulas of MSO of quantifier rank m with free variables among Ξ (see [Lib04, Prop. 7.5]).
We write tm(Ξ) to denote the index of ≡m restricted to S[Ξ]. Note that the value of tm(Ξ)
is completely determined by the number of elements in Ξ ∩Var1 and Ξ ∩Var2.
4. Adding graphs
For structures G1 and G2, the disjoint union G1 ⊕G2 is defined if Var11 ∩Var12 = ∅. In this
case, the set of vertices of G3 = G1 ⊕G2 is the disjoint union of V1 and V2, E3 = E1 ∪ E2,
σ13(x) = σ
1
i (x) for i ∈ {1, 2} whenever x ∈ Var1i and σ23(X) = σ21(X) ∪ σ22(X).
It is well-known that the equivalence relation ≡m is a congruence with respect to the
disjoint union of structures. Moreover, for every m and finite set Ξ ⊆ Var1 ∪Var2 there is a
threshold rm(Ξ) such that for any p, q > rm(Ξ), the disjoint union of p copies of a structure
is ≡m-equivalent to the disjoint union of q copies. We formally state this for later use.
Lemma 4.1. Fix a positive integer m and a finite set Ξ ⊆ Var1 ∪Var2. There is a positive
integer rm(Ξ) such that if {Gi | i ∈ I} is a collection of structures such that Gi ≡ Gj for all
i, j ∈ I and P,Q ⊆ I are sets such that either |P | = |Q| or |P |, |Q| ≥ rm(Ξ) then⊕
i∈P
Gi ≡m
⊕
j∈Q
Gj .
Indeed, similar facts can be established for many operations other than disjoint union
(see, for example [Mak04]). Here, we are also interested in a particular operation of taking
the disjoint union of two structures while adding an edge between distinguished vertices (as
in the definition of bridge addable graphs: Definition 2.2). We give the formal definition
below and prove the properties we need.
We say that a structure G is rooted if Root ∈ Var1(G). Let G1 and G2 be two rooted
structures such that Var11 ∩ Var12 = {Root} and V1 ∩ V2 = ∅. We write G1 +G2 to denote
the structure G such that:
• V = V1 ∪ V2, E = E1 ∪ E2 ∪ {σ1(Root), σ2(Root)}
• σ(X) = σ1(X) ∪ σ2(X) for X ∈ Var21 ∩Var22
• σ(X) = σi(X) for X ∈ Var2i −Var23−i
• σ(Root) = σ1(Root)
• σ(x) = σi(x) for x ∈ Var1i and x 6= Root
That is to say that G1 +G2 is obtained by taking the disjoint union of the structures G1 and
G2 seen as coloured graphs, putting an edge between the two roots, and making the root of
G1 the root of the combined structure. This asymmetry in the choice of root means that, in
general G1+G2 6= G2+G1. However, it is still the case that (G1+G2)+G3 = (G1+G3)+G2.
A simple argument using Ehrenfeucht-Fra¨ısse´ games establishes the following proposition.
Proposition 4.2. If G1 ≡m G2, then G0 +G1 ≡m G0 +G2.
Proof. Suppose Duplicator has a winning strategy in the m-move Ehrenfeucht-Fra¨ısse´ game
played on G1 and G2. We show that she also has a winning strategy in the m-move game
on G0 +G1 and G0 +G2. The strategy is described as follows.
• if Spoiler chooses w ∈ V0, then Duplicator responds with the same w;
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• if Spoiler chooses w ∈ Vi for i ∈ {1, 2}, then Duplicator responds with w′ ∈ V3−i given by
her winning strategy in the game on G1 and G2; and
• if Spoiler chooses W ⊆ V0∪Vi for i ∈ {1, 2}, then Duplicator responds with (W ∩V0)∪W2,
where W2 is her response to W ∩ Vi in the game on G1 and G2.
It is easy to show that this does indeed describe a winning strategy.
If G2 is a structure with Var
1
2 = {Root} and c is a positive integer, we write G1 + cG2
to denote the structure obtained by adding G2 to G1 c times. More formally, this is defined
by induction on c:
• G1 + 0G2 = G1,
• G1 + (c+ 1)G2 = (G1 + cG2) +G2
Analogously to Lemma 4.1, we have the following proposition.
Proposition 4.3. Let Ξ ⊆ Var be a finite set. For each m, there is number qm(Ξ) such
that for any G ∈ S[Ξ] and any structure G0 we have
G0 + pG ≡m G0 + qG
whenever p, q ≥ qm(Ξ).
Proof. We define the value of qm(Ξ) by induction on m, simultaneously for all finite sets
Ξ ⊆ Var.
• q0(Ξ) = 0 for all Ξ; and
• qm+1(Ξ) = max(qm(Ξ ∪ {x}) + 1, tm(Ξ ∪ {X}) · qm(Ξ ∪ {X}) +m),
where x ∈ Var1, X ∈ Var2 are any variables not in Ξ. Recall that tm(Ξ) denotes the index
of the relation ≡m in S[Ξ].
Now, we argue by induction on m that if p, q ≥ qm(Ξ) then G0 + pG ≡m G0 + qG. In
the following, we use the sets [p] and [q] to index the copies of G. Thus, we may refer to
the graph Gi for i ∈ [p]. The base case, m = 0 is immediate. Suppose now that the claim
is true for some m and all finite Ξ, and let GA = G0 + pG and GB = G0 + qG for some
p, q ≥ qm+1(Ξ). We consider a number of cases corresponding to different moves that Spoiler
might make in the Ehrenfeucht-Fra¨ısse´ game.
• Suppose x ∈ Var1 and v ∈ V0. Then,
(G0 + pG)[v/x] = G0[v/x] + pG
≡m G0[v/x] + qG
= (G0 + qG)[v/x],
where the central ≡m is true by induction hypothesis, since p, q ≥ qm+1(Ξ) > qm(Ξ∪ {x}).
• Suppose x ∈ Var1 and v ∈ Vi for i ∈ [p]. Then
(G0 + pG)[v/x] ∼= (G0 +G)[v/x] + (p− 1)G
≡m (G0 +G)[v/x] + (q − 1)G∼= (G0 + qG)[v/x],
where the central ≡m is again true by induction hypothesis, since p−1, q−1 ≥ qm(Ξ∪{x}).
The situation where v ∈ Vi for i ∈ [q] is entirely symmetric.
• Suppose now that X ∈ Var2 and U ⊆ VA. We partition [p] into sets P1, . . . , Pt where
t ≤ tm(Ξ ∪ {X}) such that i and j are in the same part if, and only if, Gi[U ∩ Vi/X] ≡m
Gj [U ∩ Vj/X]. Since p, q ≥ qm+1(Ξ) ≥ tm(Ξ ∪ {X}) · qm(Ξ ∪ {X}) we can partition [q]
into parts Q1, . . . , Qt such that for all k, either Pk and Qk have the same size, or they
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both have more than qm(Ξ ∪ {X}) elements. For each l choose an il ∈ Pl and define, for
j ∈ [q], U ′j to be U ∩ Vil whenever j ∈ Ql. Let U ′ =
⋃
j∈[q] U
′
j . Then, by the induction
hypothesis and Proposition 4.2, it follows that GA[U/X] ≡m GB[U/X]. Again, the case
when U ⊆ VB is entirely symmetric.
4.1. Universal Connected Structure. There is a sentence of MSO (with quantifier rank
5) which is true in a structure G if, and only if, G is connected. It follows that if m ≥ 5 then
each ≡m class of structures either contains only connected structures or disconnected ones.
For the rest of this subsection, we fix a value m with m ≥ 5. Also, let C be a class
of graphs closed under the operation +. Let G1, . . . ,Gt (with t < tm(∅)) be a set of
representatives from C of all ≡m classes of connected graphs which have elements in C. Let
GR denote the rooted structure with one element, no edges, and interpreting no variables
other than Root. We define the m-universal connected rooted graph in C to be the structure
GU(m) = GR +
∑
1≤i≤t qk(∅)Gi. That is, GU(m) is obtained by adding qk(∅) copies of a
representative of each ≡m class of graphs to GR. Changing the order in which these graphs
are added does not change the isomorphism type of GU(m) and changing the choice of
representatives G1, . . . ,Gt does not affect the ≡m class of GU(m).
Definition 4.4. Say that a rooted structure G appears in a graph G1 if there is an induced
substructure G2 of G1 and a vertex r ∈ V2 such that:
• G is isomorphic to G2[r/Root]; and
• there is only one edge between V2 and V1 \ V2 and this edge is incident on r.
Proposition 4.5. If the universal structure GU(m) appears in a connected graph G, then
G ≡m GU(m)[/Root].
Proof. By the definition of appearance, there is a vertex r in G such that G[r/Root] is
isomorphic to GU(m) + G
′ for some G′. Let i be such that Gi with Gi ≡m G′ is the
representative of the ≡m equivalence class of G′ in the definition of GU(m). Then, by
Prop. 4.2, G[r/Root] ≡m GU(m) +Gi. Since, GU(m) contains more than qm(∅) copies of Gi,
Prop, 4.3 gives us that GU(m) ≡m GU(m) +Gi and the result follows.
5. MSO zero-one law for random connected graphs
Let C be a class of graphs. Recall that Cn is the class of graphs in C on the vertex set [n] and
Rn(C) denotes the random graph drawn from the uniform distribution on Cn. The following
is a direct consequence of Theorem 1.1 in [CP16].
Theorem 5.1. Let C be a small addable class of graphs. Then Rn(C) is connected with
probability at least 1/
√
e− o(1).
Indeed, Theorem 1.1 of [CP16] establishes this more generally for bridge addable classes.
The bound 1/
√
e is tight in that this is the limiting probability for connectedness among
forests.
We also rely on the following result which is obtained as a consequence of Theorem 5.1
in [MSW06].
Theorem 5.2. Let C be a small addable class of graphs, and G be a rooted graph in C. Then
the probability that G appears in Rn(C) tends to 1 as n→∞.
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In fact, Theorem 5.1 of [MSW06] establishes the stronger result that the number of
appearances of G in Rn(C) grows linearly with n (more precisely, there is an α > 0 such
that the probability that G appears αn times tends to 1).
Together, these enable us to establish the zero-one law for the class of connected graphs
in any small addable class C. In the following we write Conn for the class of connected
graphs.
Theorem 5.3. Let φ be a sentence of MSO, and C a small addable class of graphs. Let pn
denote the probability that Rn(C ∩ Conn) satisfies φ. Then limn→∞ pn is defined and equal
to either 0 or 1.
Proof. Let m be the quantifier rank of φ. By Theorem 5.2 we know that the probability
that GU(m) appears in Rn(C) tends to 1. Moreover, since the probability that Rn(C) is
connected is non-zero (by Theorem 5.1) it follows that the probability that GU(m), the
m-universal connected rooted graph in C, appears in Rn(C ∩ Conn) also tends to 1. Thus,
by Proposition 4.5, with probability tending to 1, we have Rn(C ∩ Conn) ≡m GU(m). Hence,
if GU(m) |= φ, then pn tends to 1, otherwise pn tends to 0.
As an immediate consequence, we have a zero-one law for MSO for a number of interesting
classes of graphs.
Corollary 5.4. MSO admits a zero-one law on each of the following classes of graphs.
• The class of connected planar graphs.
• For each k, the class of connected graphs of tree-width at most k.
• For each k > 2, the class of connected graphs excluding Kk as a minor.
6. MSO limit law for random graphs
We are now ready to establish our general result on the existence of a limit law (also known
as a convergence law) for MSO on smooth addable classes of graphs. Note that, while
Theorem 5.3 was stated for small addable classes, from now on we will restrict ourselves
further to smooth classes. Recall that every smooth class is also small.
To establish the limit law we need two specific results from [MSW06]. The first is a
direct consequence of Theorem 6.4 in that paper.
Theorem 6.1. Let C be a smooth addable class of graphs. For any  > 0 there exist a
constant g() such that, for sufficiently large values of n, with probability at least 1− , Rn(C)
has a connected component which contains at least n− g() vertices.
In general, we refer to the giant component of Rn(C).
The second result we need is a consequence of Theorem 9.2 of [MSW06].
Theorem 6.2. Let C be a smooth addable class of graphs, H be a connected graph, and
k ∈ N. Then there is a number pk(H) such that the probability that Rn(C) has exactly k
components isomorphic to H tends to pk(H). Moreover, these events are asymptotically
independent for non-isomorphic graphs H.
Actually, Theorem 9.2 of [MSW06] does not state that the events are asymptotically
independent, but it is easily seen to be the case. Indeed, what is stated there is that the
distribution of the number of components isomorphic to H tends to Poisson distribution
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as n → ∞, with parameter λ = 1/(γ(C)|H||Aut(H)|), where |Aut(H)| is the number of
automorphisms of H.
As an example, for large values of n, the random planar graph on n vertices has on
average 1/γ(C) ≈ 0.03673 isolated vertices, 1/2γ(C)2 < 0.0007 pairs of vertices with an edge
between them (and no other edges incident on them), less than 0.00004 isolated connected
subgraphs with 3 vertices, and so on. Summing over all of these, we can show that the random
planar graph has λ ≈ 0.037439 connected components other than the giant component on
average. From the fact that the distribution is Poisson we get that the probability that the
graph is not connected is 1− e−λ ≈ 0.036746.
We are interested in the frequency of occurrence of connected components, not just up
to isomorphism, but up to ≡m for suitable values of m. Specifically, we are interested in
whether the number of components from a fixed ≡m equivalence class is greater than the
threshold rm(∅) from Lemma 4.1 and the exact number if it is not. In the following result,
we use Theorems 6.1 and 6.2 to show that the relevant probabilities converge.
Theorem 6.3. Let C be a smooth addable class of graphs and m ∈ N. If A is an ≡m-
equivalence class of connected graphs then for each k ≤ rm(∅) there is a pk(A) ∈ R such
that the probability that Rn(C) has exactly k components from A tends to pk(A) as n goes to
infinity.
Proof. Let pn denote the probability that Rn(C) contains exactly k components in A. We
show that for any  > 0 there is a p such that |pn − p| <  for large enough n. Thus, the
sequence (pn)n∈N is a Cauchy sequence and so converges to a limit.
Let g = g(/3) be the value given by Theorem 6.1 such that, for sufficiently large n,
with probability at least 1− /3, Rn(C) has a connected component which contains at least
n− g vertices. Moreover, let n0 ∈ N be such that for all n > n0, this probability is indeed
at least 1− /3.
By exactly the same argument as in the proof of Theorem 5.3, we can show that the
conditional probability, given that Rn(C) has a connected component which contains at
least n− g vertices, that this giant component is ≡m-equivalent to GU(m), the m-universal
connected rooted graph in C, tends to 1 as n goes to infinity. Thus, we can fix a value n1 ∈ N
such that this probability is at least 1− /3 for all n > n1.
Let H1, . . . ,HM enumerate (up to isomorphism) all graphs in A with at most g vertices.
Let K denote the collection of all functions f : [M ] → N such that ∑i∈[M ] f(i) = k and
note that this is a finite set. Let p =
∑
f∈K
∏
i∈[M ] pf(i)(Hi), where pf(i)(Hi) is the limiting
probability, given by Theorem 6.2, that Rn(C) contains exactly f(i) components isomorphic
to Hi. If p
′
n denotes the probability that Rn(C) contains exactly k components that are
isomorphic to one of H1, . . . ,HM , then clearly the sequence (p
′
n)n∈N tends to the limit p.
Let n2 ∈ N be such that |p′n − p| < /3 for all n > n2.
First, consider the case that GU(m) 6∈ A, i.e. A is an ≡m-equivalence class distinct from
that of GU(m). In this case, our aim is to show that for all sufficiently large n, in particular
for all n > max(n0, n1, n2), we have p−  < pn < p+ , establishing the result. We return
to the case where GU(m) ∈ A later.
Fix n with n > max(n0, n1, n2) and let p0 denote the probability that Rn(C) contains
no component from A except those that are isomorphic to one of H1, . . . ,HM . Then
clearly pn > p
′
n · p0 since the left-hand side denotes the probability that there are exactly
k components from A and the right-hand side gives the probability of obtaining exactly
k components from A in a particular way, i.e. all from among H1, . . . ,HM . Moreover
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p0 > (1− /3)2 since if there is a giant component with n − g elements and it is ≡m-
equivalent to GU(m) then there cannot be a component with more than g vertices from A.
We then have
pn > p
′
np0
> p′n(1− /3)2
> p(1− /3)3
> p− ,
where the second line follows by substituting the lower bound for p0 and the third line
follows from the fact that |p′n − p| < /3.
For the other direction, note that
pn < p
′′
np0 + (1− p′n)(1− p0),
where the first term on the right is as above and the second term is an upper bound on the
probability that k components from A are obtained in some way other than by having k
components with g vertices or fewer and 0 components with more than g vertices. We then
have
pn < p
′
np0 + (1− p′n)(1− p0)
< p′n + (1− p0)
< p′n + (1− (1− /3)2)
< p+ /3 + (1− (1− /3)2)
< p+ ,
where the second line is obtained by substituting the upper bound of 1 for p0 and 1− p′n,
the third line by substituting the lower bound of (1− /3)2 for p0 and the fourth by the fact
that |p′n − p| < /3.
For the case that GU(m) ∈ A, an entirely analogous argument can be used to show that
|pn − p| <  where p is the limit of the sequence p′′n of probabilities that Rn(C) contains
exactly k − 1 components that are isomorphic to one of H1, . . . ,HM .
Fix a small addable class of graphs C and m ∈ N. Let r = rm(∅) and t = tm(∅).
Suppose A1, . . . ,At enumerates all the ≡m classes of graphs in C. We call an m-profile a
function f : [t]→ {0, . . . , r}. We say that a graph G matches the m-profile f if the following
conditions hold:
(1) for each i ∈ [t], if f(i) < r then G has exactly f(i) connected components which are in
Ai; and
(2) for each i ∈ [t], if f(i) = r then G has at least r distinct connected components which
are in Ai.
The following lemmas are now immediate from our previous constructions.
Lemma 6.4. If C is a smooth addable class of graphs then for any m and any m-profile f ,
the probability that Rn(C) matches f converges to a value pf as n goes to infinity.
Proof. Define pf to be
pf =
 ∏
i:f(i)<r
pf(i)(Ai)
 ∏
i:f(i)=r
∑
k≥r
pk(Ai)
 .
The result than follows by the asymptotic independence asserted in Theorem 6.2 above.
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Note that every graph matches some profile f and these events are mutually exclusive
for distinct f . Thus, the sum of pf over all profiles f must be 1. The reason for considering
profiles is, of course, that they completely determine the ≡m class of a graph.
Lemma 6.5. If G1 and G2 are graphs that both match the same m-profile f , then G1 ≡m G2.
Proof. This is immediate from Lemma 4.1.
We can now establish the main convergence law for MSO.
Theorem 6.6. If C is a smooth, addable class of graphs and φ is a sentence of MSO, then
the probability that Rn(C) satisfies φ tends to a limit as n goes to infinity.
Proof. Let m be the quantifier rank of φ. By Lemma 6.5, if f is an m-profile then either all
graphs matching f satisfy φ or none do. Let us say that f implies φ if the former case holds.
Then taking p to be the sum of pf (as in Lemma 6.4) over all f that imply φ, we see that
the probability that Rn(C) satisfies φ tends to p.
We can say somewhat more about the possible values p to which the probability that φ
holds in Rn(C) may converge. Note that the property of being connected is definable by
a sentence of MSO and thus the probability that Rn(C) is connected converges to a limit.
By Theorem 5.1, this value is at least 1/
√
e and therefore greater than 1/2. This, together
with the result below tells us that the limiting probabilities of MSO sentences on smooth,
addable classes cluster near 0 and 1.
Theorem 6.7. Let C be a smooth, addable class and let c be the limiting probability that
Rn(C) is not connected. Then, for any MSO sentence φ, the probability that Rn(C) satisfies
φ converges to a value p such that either p ≤ c or p ≥ 1− c.
Proof. Let m be the quantifier rank of φ and let GU(m) be the universal connected structure
defined in Sec. 4.1. If GU(m) |= φ then φ is true in Rn(C ∩ Conn) with probability tending
to 1. Thus the probability that Rn(C) satisfies φ tends to at least 1− c. On the other hand,
if GU(m) 6|= φ, then φ is false in Rn(C ∩ Conn) with probability tending to 1, and so the
probability that Rn(C) satisfies φ tends to at most c.
For many interesting classes of graphs, the value of c is quite small. As noted above,
for planar graphs the value of c is about 0.036746, giving us the result mentioned in the
introduction.
7. Future work
We have shown that the zero-one law holds for random connected graphs from smooth addable
classes of graphs, for formulas of first order and monadic second-order logic. Moreover, a
limit law holds for random graphs of such classes which do not have to be connected. This
includes many of the tame classes of graphs that have been studied in finite model theory
in recent years. Still, there are other classes one could explore. Most interesting would be
proper minor-closed classes which are not addable, such as the graphs embeddable in a torus
or, more generally, the class of graphs of genus at most k for a fixed value of k.
Another general direction would be to explore logics beyond first-order logic (other than
MSO) such as fixed-point logics. These are known to admit a zero-one law over the class
of all graphs. However, their study is based on equivalence relations ≡k stratified by the
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number of variables rather than the quantifier rank. These equivalence relations do not have
finite index and that makes many of the methods we have used here infeasible to use.
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