Abstract
Introduction
In traditional machine-learning, classifiers and detectors are created by training them on ground-truthed data. The creation of ground-truth is time-consuming, usually involving manual annotation of each example. A further difficulty lies in the amount of ground-truth used for training. If the training data contains only a small number of examples, the classifier will be very specific and will not generalise well to other unseen data. If the training data is extensive and contains a large number of examples, the classifier may perform well on a broad variety of data, but will not be optimal for specific datasets. While there is no optimal classifier for all datasets, in this paper we show that in some cases it is possible to use two sources of information, and the redundant information they share, to dynamically create a classifier on new data automatically without any user annotation.
Related work
In the absense of appropriate training data, two independent sources of information could be used to, in a sense, train each other, by providing feedback on an appropriate configuration for optimal detection. Intuitively, two independent detectors, with their parameters selected by maximising agreement, will agree on detections that are correct, and false positives will be excluded since they are uncorrelated and including them would decrease agreement. Agreement between sources has often been measured using mutual information.
Kruppa and Schiele's approach is a good example [3] . Here, detector configurations that correspond to peaks of the agreement function are selected and used to fuse detector outputs in a hierarchical framework. In the facedetection application demonstrating their method, a simple ellipse-based shape detector is used to fuse the outputs of a template-based and colour-based face detector.
Sharma and Davis [8] use a mutual information approach to choose the contour segments in the visual modality in such a way as to maximise an agreement measure between these contours and the detected contours in the corresponding thermal image. Results on segmenting people from the background are quantitatively evaluated using manually segmented ground truth and their method is shown to outperform either visual or infrared analysis alone.
In our previous work [5] , we adaptively computed thresholds for foreground detection for multi-spectral video frames so as to maximise the mutual information between the foreground maps of visual and thermal infrared images. A dynamic programming algorithm was described to efficiently investigate the search-space of all possible pairs of thresholds.
In this paper, we further this work by adapting the dynamic programming algorithm to cater for bounded ranges, instead of simple thresholds. Additionally, we generalise the notion of agreement between binary signals, of which mutual information is a special case. Encouraging results are shown on shadow pixel and skin pixel detection without the use of training data or user-specified parameters.
This paper is organised as follows: Firstly, we give a simple illustrative example of shadow pixel detection and show how maximising agreement between complementary data sources provides good detection parameters. Next our algorithm for dynamic bounding that efficiently searches the parameter space to maximise agreement is presented. We then describe our system for adaptive skin detection, using thermal infrared and visual images, which does not need preannotated training data or user-selected thresholds. We give details of a number of experimental trials, demonstrating the benefits of our technique and the importance of adapting detectors to the data. Finally, we present our conclusions and some directions for future work.
Illustrative example
Before describing our contribution, we first describe an example application where two data sources could potentially assist each other in determining appropriate parameters for object or event detection. Here, the target application is shadow pixel detection.
Shadow detection is a useful component in background modelling algorithms, as it eliminates foreground pixel errors caused by colour changes due to shadows cast by moving objects. Shadow pixels can be modelled as a bounded decrease in brightness:
whereV i is the relative change in luminance of pixel i compared to the background pixel, and is given
. The selection of appropriate bounds can be done empirically, or can be trained on pre-annotated data. However, if we make the assumption that shadows also cause a decrease in the pixel's colour saturation [6] , we then have a second source of data that can assist in our parameter selection. This assumption may not be true in general, but is a useful means of illustrating the approach. We model the shadow-pixel in saturation space as a bounded range given by
whereŜ i is the relative change in saturation, and is given bŷ
. Given an image containing a cast shadow, applying equation (1) to the luminance change image produces a binary image. A binary image is similarly obtained by applying equation (2) to the associated saturation change image. If the parameters {l 1 , l 2 , l 3 , l 4 } are selected correctly, we expect there to be a strong agreement between the two binary masks. We propose to dynamically set these parameters so that they maximise agreement. To measure agreement between binary images from different modalities, we previously used mutual information as an agreement measure [5] . This measure returns high values when there is significant agreement and avoids the trivial case of complete agreement which could be achieved by setting the parameters to classify every pixel as shadow. We now discuss two possible agreement measures: mutual information and Kendall's tau (τ ).
Since we are dealing only with binary images, a 4-value co-occurrence histogram is all that is needed to compute agreement. Given 2 binary images, X and Y , with N pixels each, we let u and v be binary-valued variables, with C u,v equal to the number of pixels whose classification is u in image X and v in image Y . The mutual information, µ XY , between the pair of binary images, X and Y , is computed as follows:
As well as mutual information, another measure that has been frequently used to determine correlation between signals is Kendall's τ [2] . This measure can be computed using the same histogram counts:
Alternative agreement measures, other than the two given here, are also possible and are all functions of the four values of C u,v . Regardless of the choice of agreement measure, maximising this measure requires finding the optimum parameters in high-dimensional space, 4-dimensions in the case of shadow detection. As with most complex high-dimensional problems, finding a global maximum cannot be guaranteed. However, the Simplex algorithm [4] or some other gradient ascent method could be used to find a good local maximum. We propose instead to use a dynamic programming-based solution, similar to that used in [5] , to optimise two of the parameters at a time, iterating between data sources until we converge on a solution. In the next section, our dynamic bounding algorithm is explained in detail.
Dynamic bounding algorithm
In order to choose the optimum pair of bounds that will maximise the agreement between the bounded image and the binary source, a brute-force search could be employed. Trying all pairs of thresholds from a discrete set of K elements has complexity in the order of O(NK 2 ), where N is the number of pixels in the image. The dynamic programming algorithm described here is of order O(K 2 + N ) and evaluates all possible pairs of bounds in a discrete set.
The input to the algorithm is a discrete set of thresholds, A = {a 1 , a 2 , ..., a K }, a binary signal, X, and a real-valued signal, Y , of the same size as X. The goal is to select bounds for signal Y , such that when a binary signal, Y * , is created using these bounds, its agreement with signal X is maximised. The output is a mapping array, C p,q (i, j), which gives the number of binary pairings of x k = p and y * k = q when the bounds selected are a i and a j , with i ≤ j. These counts can then be normalised and used in equation (6) or (7) to create an agreement surface, providing the agreement score for all possible bounding parameter selections. The bounds a i and a j that give the maximum agreement can then be selected. The pseudocode for the algorithm is given in figure 1 . The integralImage() function refers to the standard dynamic programming method that efficiently replaces each pixel with the sum of all pixels in the rectangle whose opposite corners are this pixel and the pixel in (1, 1) [11]. Figure 2 shows the results of shadow detection on two images, with Kendall's τ used as the agreement measure. We used data from the Terrascope dataset [1] . For our experiments, we used a median background image, and 256 equally spaced thresholds between 1/255 and 1. The four parameters are selected so as to maximise the agreement between the binary images obtained by bounding the saturation and luminance images, as in equations (1) and (2) . For all tests, the initial parameters were set at {0. 3 
Shadow detection
Overall, shadow detection using this method did not perform well on other data we investigated, such as the groundtruthed shadow data provided by [6] . Our assumption that saturation decreases is often not true as many backgrounds do not have strong colour content. Additionally, the two sources (luminance and saturation) cannot really be considered independent, as they come from the same sensor. In scenarios where the assumption is true, the method might be improved by first removing 'true foreground pixels'; such as those whose hue has changed significantly. We next describe a more practical application of our method, using thermo-visual information for adaptive skin detection.
Skin pixel detection
(a) (b) Figure 3 . Examples of (a) visible and (b) infrared input images Figure 3 shows a colour image and its corresponding thermal infrared image. Skin pixels lie in a particular subspace in both the thermal and visible domains. Similar to our shadow detection example, we use simple bounds to model skin in both the colour and infrared domains, and can exploit the shared information between the modalities to compute the parameters for both these subspaces. In the visible domain, we select a certain bounded subspace of the HSV space to indicate a possible skin pixel. Using {l 1 , l 2 , l 3 , l 4 , l 5 , l 6 } as the boundaries of the subspace, a pixel i belongs to this subspace if its colour components in HSV space, (H i , S i , V i ) conform to:
Since the hue component can be considered circular, we set H i ← (H i + 128) mod 256, so that red, the dominant hue in skin pixels, is in the centre of the band. In the thermal infrared images, we use a similar model for the appearance of skin pixels, with pixel I i being a potential skin pixel if
where {l 7 , l 8 } are the thermal brightness boundaries. Therefore, the parameters for our models are fully repre-
In figure 4 , examples of the use of these models are shown in relation to figure 3. Setting L = {{78, 159, 60, 255, 3, 139}, {67, 137}} maximises the Kendall's τ agreement measure. Pixels within the hue, saturation and value boundaries are shown in figure 4(a)-(c). 
System overview
The input to our system is a colour image, the corresponding thermal infrared image and an initialisation method. The initialisation method provides a binary image either from the colour or thermal image. The other modality's bounds will be optimised to maximise agreement. Bounds are then alternatively optimised iteratively until convergence. Figure 6 shows the two initialisation methods used in this work. The first method applies a dynamic threshold to the IR image using Rosin's method [7] . The second method uses predefined colour bounds to provide the initial binary image. In our tests, we set M = 255/5, which sets quite a broad range, so almost all skin-like pixels will be included. After initialisation, the system will iteratively optimise all the parameters until it converges, as illustrated in figure 5 . The flag variable indicates whether the IR bounds should be optimised first. When we are optimising pairs of colour bounds, such as hue bounds {l 1 , l 2 }, some pixels may already be excluded since they are outside the other colour bounds. We cater for this by excluding these pixels from processing and adding them on to the appropriate counts at the end (either to C 0,0 or C 1,0 ). The final outputs are (i) the set of 8 parameters, L, (ii) 2 binary maps (one for each modality) and (iii) an agreement value score. While mutual information performs well, its value does not change if one of the binary images is inverted. This is not a desirable property, therefore we chose Kendall's τ as the agreement measure. 
Experimental Results

Initialisation evaluation
In order to compare the initialisation methods of figure  6 , we ran our algorithm on 6, 697 images from 7 thermovisual video sequences. We investigated which method would cause convergence to the highest agreement value. The results are given in table 1. Both methods converged in a similar number of iterations on average, as shown in columns 3 and 5. Neither method showed superiority, with both methods having roughly equal performance on average, and converging to the same parameters about one-third Table 1 . Table above indicates the percentage of frames for which each initialisation method converged to the highest agreement score, for all seven sequences tested. The rightmost column indicates that both methods converged to very similar configurations, within a small tolerance.
of the time. Sequence D contains a lot of skin-like pixels, due to the colour of the floor, causing the colour-based initialisation to perform poorly in this sequence. On the other hand, sequence E contains many people and therefore a lot of 'hot' pixels, causing the infrared-based initialisation to perform poorly in this sequence. By running the algorithm with both methods, and selecting the set of parameters with greater agreement, high quality skin detection is obtained.
Fusion evaluation
After selecting appropriate parameters for the skin models, we have a binary image from visible and from infrared as sources of evidence as to whether or not a pixel is a skinpixel. These binary masks can be fused for a final classification decision. We evaluated 5 simple fusion schemes on 16 ground-truthed skin-detection images. The fusion schemes were (i) binary AND, (ii) binary OR, (iii) Visible only, (iv) IR only and (v) region-based fusion. The regionbased scheme examined all the connected-component regions in the binary OR image. If a region had 10% or more of its pixels also belonging to the binary AND image, then it was included. Otherwise, only the pixels in that region from the AND image were used. Although the threshold of 10% is ad-hoc, a range of thresholds were found to perform similarly. The results are given in Table 2 . Binary fusion methods evaluation.
fusion achieves high recall. Using IR only performs well, compared to visible only, as there were fewer distractors at a similar brightness to skin in the dataset, compared to skin-colour-like distractors in the visual domain. Using the F 1 measure [10] to combine precision and recall, the region based fusion performed best overall.
Adaptive probabilistic model
The described method does not exploit any temporal information available in video sequences. However, we now show how our method can be used to automatically create probabilistic models of skin and background colour appearance and we compare this to a pre-learned human-annotated colour model. Manually annotated skin and background images are available online as part of Sigal et al.'s work on skin segmentation [9] . Using a similar approach to the original work, these samples were used to create 32 × 32 × 32 RGB colour histograms for both skin and background appearance, and these histograms were normalised and used as probabilistic models of the skin and background. For a given colour image, Bayes' rule can be applied and these models create a log-likelihood image, giving each pixel a skin-likelihood value. The pre-trained (PT) model was created using 723 images which contained 8, 929, 954 skin pixel samples and 129, 642, 003 background pixel samples.
Our skin and background models were created in a similar fashion but the samples they are trained with were all automatically selected by our method. For each image in the video sequence, we detect skin pixels by maximising agreement and then performing binary AND fusion to achieve high precision. All these pixels are inserted into our skin model. All pixels which are classified as background by both IR and visible are inserted into our background model (NAND fusion). All other pixels are ambiguous, so are ignored. For each video image we tested, we used up to 100 of the previous images for training our model. Figure 7 shows examples of the log-likelihood image created by our method versus the PT model. Figure 8 shows the ROC curve that indicates the improvement of using adaptive skin modelling over a pre-trained model. These results include image and video results from subsections 6.1 and 6.3, graphs showing the adaptation of the skin bounds to changing environments and an illustrative example of using our method for skin detection on the OTCBVS benchmark dataset.
Conclusion and discussion
In this paper a method is described for automatically and efficiently choosing appropriate parameters to maximise agreement between two binarised sources of information. We have given examples of agreement measures for binary images, such as mutual information and Kendall's τ , and shown that both measures are functions of the same four counts of binary pairings. Using Kendall's τ as an agreement measure, experimental results were shown using our method for shadow detection, with the assumption of background saturation change, and for skin detection in thermovisual imagery.
In cases where no skin is present our method fails since it relies on common information being present in the sources.
Failure of the method is usually indicated by low agreement values, the hue bounds lying outside the normal skin range and the IR lower bound dropping below the Rosin threshold. Since our algorithm is a general method for finding pixel appearance subspaces that are in strong agreement between data sources, skin may not always correspond to the highest agreement peak. For example, a cold blue bottle might be distinct enough in both modalities to return a high agreement value, though the initialisation method we use targets skin and as such, may find the best local peak corresponding to skin.
Colour-spaces other than HSV may be better at separating the skin and background subspaces using our bounded model of skin. We believe that this method could be used to dynamically select the optimum colour-space, again by testing multiple colour-spaces and choosing the one that returns the highest agreement with infrared. This is targeted as future work.
