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Implicit Ad Hoc Methods for 
Nonlinear Partial Differential Equations 
W. F. AMES 
Department of Mechanics and Hydraulics, University of Iowa, Iowa City, Iowa 
Several special methods including implicit separation of variables, explicit 
and implicit genwalized traveling waves are introduced and employed to obtain 
solutions for nonlinear equations. Certain nonlinear wave propagation problems 
are shown to yield to implicit separation while generalized traveling wave 
concepts are applied in diffusion, fluid mechanics and wave propagation. 
1. INTRODUCTION 
Much of the progress in the solution methodology for linear partial dif- 
ferential equations has resulted from the use of various ad hoc (special) forms 
of solution. Perhaps the best known of these is that of simple separation of 
variables. Its significant utility rests primarily upon the principle of super- 
position. In accordance with this principle elementary solutions can be 
combined to yield more flexible ones, namely ones which can satisfy appro- 
priate auxiliary conditions. It is well known that this elementary principle no 
longer holds in nonlinear problems although research by Jones and Ames [l] 
and Levin [2] has laid a foundation for nonlinear superposition principles. 
However, ad hoc methods are useful on a variety of nonlinear problems. Some 
of these are discussed in Ames [3, 41, Keller and Ting [5] and Bellman [6]. 
The present work introduces the concept of implicit separation of variables, 
extends that of generalized traveling waves discussed in Ames [4], investigates 
some associated questions and describes several applications in wave propa- 
gation and fluid mechanics. 
2. IMPLICIT SEPARATION OF VARIABLES 
The nonlinear wave equation 
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is employed as a model for a variety of wave phenomena by Scott [7] and 
Lamb [8] with particular interest in H(u) = exp u and sin u. The conduction- 
reaction equation 
UP6 + %e = fw4 (2) 
and the Burgers’ equation 
ut + 11% = Gz (3) 
play equally important roles in other applications (see e.g., Ames [3]). 
In general, Eqs. (l)-(3) are not simply separable although special cases 
(e.g., H(u) = u) exist for which Eqs. (1) and (2) are simply separable. In 
illustration of an alternative we set x = [ + 0, y = 4 - 0 whereupon Eq. (1) 
takes the form 
z& = pqu) = h(u). (4) 
While u is not generally obtainable as the product of two functions, say 
f(x)g(y), it may be that some function(s) of u is so obtainable. Thus we 
assume 
w = fc4 g(v) (5) 
or, equivalently 
u = WI), 17 = f&4 g(Y)* (6) 
Under this transformation Eq. (4) becomes 
f ‘g’ = NG)I(G + G”) (7) 
which is simply separable if it takes the value of K(v) = k(fg) = k,(f) /i,(g). 
In particular this occurs, nontrivially, if k(v) = c#‘, where cr is constant and 
p is any real number. If this be the case the separation equations become 
f' = C2fP, g' = (ClM gp, 
wpWd MWWI = h(G), 63) 
whose infinity of solutions satisfy Eq. (4). 
The ad hoc assumption illustrated by Eq. (5) we shall call implicit separation 
of wariubles. Clearly, classical separation of variables is but a special case of 
this concept. 
Specializing now to h(G) = exp G in Eq. (8) we find that 
f = [(l - p) c*x + #(l-P) (9) 
g = [(l - p) crcgly + cJl’(1--9) (10) 
Further by setting 0 = In 7, G - O(p - 1) = R it follows that R satisfies 
d2R/d02 = heR whose integral is discussed, e.g., in Kamke [9]. 
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Not surprisingly, implicit separation also applies to other nonlinear equa- 
tions, including those of this section, as well as to a substantial class of linear 
equations. But, like all ad hoc techniques, the solutions so generated may not 
be applicable in particular problems. 
3. EXPLICIT GENERALIZED TRAVELING WAVES AND LINEAR EQUATIONS 
A number of equations yield to the ad hoc assumption of a solitary traveling 
wave f(x + ht) or its generalization to higher dimension. Among these 
equations we find the Burgers’ equation [Eq. (3)] and the generalized 
Korteweg-deVries equation 
Ut + upu, -/- Auzzl: = 0. (11) 
Several possible generalizations of the classical traveling wave come to 
mind. Perhaps the most general explicit form is 
u =F(w), W(X, t) = a(x, t) x + b(x, t) t WI 
where F, a, and b are to be determined. Upon finding the first partial deriva- 
tives it is immediately clear that, for any F, u satisfies the first order partial 
differential equation 
wp, - wtu, - 0. (13) 
Further operations and elimination of uzt verify that u also satisfies 
or any alternative form derived from Eq. (14) employing Eq. (13). 
Since 
and 
ut = up + b,t + b = up + [bt], 
(JJX = a$ + a + b,t = [axlz + b,t 
we observe that the case a = 1, b = 1 generates the linear wave equation 
utt - u,. = 0, as expected. If a = a(x) and b = 1 we obtain the damped 
linear wave equation with variable coefficients 
{[xa(W2 Utt + [+W ut - u,, = 0. (15) 
This has a traveling wave solution u = F[a(x) x + t] for any suitably 
d@m&ble F. 
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As an application of the general case suppose that a vibrating string has 
tension T = T(x, t) and mass m = m(x, t). Then to first approximation, the 
displacement u satisfies 
kwlt = V’kA 
or 
mutt - Tu,, = Tzu, - mtut . (16) 
Comparing Eqs. (16) and (14) we see that if 
WZ 2=m wt2 = T, bw-4t = Tz > [f~~d4~ = mt (17) 
then Eq. (16) has a traveling wave solution of the form specified in Eq. (12). 
These rather severe restrictions can be combined into one relation if we note 
that the last two of Eqs. (17), by virtue of the first two and differentiation, 
become 
wxwtt = *twxt > Wt%x = wcwxt 
or 
(18) 
(19 
(20) 
(21) 
(22) 
(23) 
Finally it is seen that w satisfies a Monge-Ampere equation 
WttWzz - wit = 0. 
With p = wz , q = wt , Eq. (20) can be expressed as the system 
P&t - PtcL = 0, Pt - 4x = 0. 
The first of these is the relation 
(TP, 4)lfxT 4 = 0 
which implies tha’ p and q are functionally dependent, i.e., 
4 =F(P)* 
An equivalent statement is that 
7’112 = F(mlP). 
Upon setting Eq. (23) into the second of Eq. (21) we have 
Pt--(P)Pz=O 
for the determination of p. The general solution of Eq. (24) is 
Gi-p,x+F’(p)tl =O 
(24) 
(25) 
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where G is arbitrary. In our physical variables Eq. (25) becomes 
G[m1’2, x + F’(mV2) t] = 0. (26) 
Thus once the relation T1j2 =F[rrF2] is chosen, then allowable functions 
rn1j2 must satisfy Eq. (26). Lastly w is determined from either of wz = rn1j2 
or We = T1J2. 
4. EXPLICIT GENERALIZED TRAVELING WAVES AND NONLINEAR EQUATIONS 
In two dimensions one general explicit form is 
# =F(w), w = F(t) + ‘e(x) + h(Y) (27) 
where F, f, g, and h are to be determined. 
As an application of a modified form of Eq. (27) let us examine the two 
dimensional Navier-Stokes (momentum) equations 
Ut + U% + vuy = ‘@,, + u,,) 
vt + U% + vvy = v(%! + v,,). 
(28) 
Upon setting u = & , v = &, and integrating the resulting first equation 
with respect to x and the second with respect to y, we find a “generalized 
Burgers’ equation” 
#t + iwJz2 + #,“) = 4L + &A (29) 
where arbitrary functions of integration have been discarded. Solutions to 
Eq. (29) are sought in the specialized form 
4 =F(w), w = t + g(x) + h(y) (30) 
where F, g, and h are to be determined. They must satisfy the equations 
vF” - +(F’)” = cF’ 
vg” + c(g’)” = 1 - cr (31) 
vh” + c(h’)2 = cl 
where c and cr are constants. Solving these we generate an explicit generalized 
traveling wave solution 
F(w) = Bv{l - 3 exp[2wA/v]}, 
g(x) = D ln[cos (v/CD) (x + 4)l + D2 , 
h(y) = E ln(cosUCElv) (Y + -&>I + E2 , 
where E2 = cl/c, D2 = c2/c, and A, B, D, , D, , El , and E, are constants. 
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5. GENERALIZED IMPLICIT TRAVELING WAVES 
Noh and Protter [ll] (see also Ames [3]) found, by utilizing Lagrangian 
coordinates, that the simultaneous quasilinear equations 
(32) 
have the “soft” implicit traveling wave solutions 
11 =fb - t+(u), y - 4@J), .z - qw)l, 
v = gb - W), y - G&4, x - qw)l, (33) 
w = h[x - t+(u), y - tl&l), z - C(w)], 
satisfying obvious initial conditions. 
For simplicity herein our discussion will concern only one equation in two 
variables (x, t). Thus, for example, ut - d(u) U, = 0 has the solution 
u = f[x + +(u)] or alternatively G(u) = x + t+(u) where G = f-l. There- 
fore our generalized implicit traveling waves are selected with the form 
or, equivalently, 
F(u) = a(x) + &J) c(t) (34) 
G(u) = a(x) e(u) + c(t). 
Since u, = a’/[F’ - b’c], Ut = bc’/[F’ - b’c] it follows that, for any F, 
u satisfies the first order quasi-linear equation with variable coefficients 
a’(x) Ut - bc’u, = 0, 
and the second order quasi-linear equation 
a’(x) utt - b(u) c”(t) u, - [c’(t)]2 [62(u) u,/a’(x)]z = 0. 
(35) 
(36) 
Equation (36) and its generalization to higher dimensions provides a mechan- 
ism for studying nonlinear waves in inhomogeneous media. Of course higher- 
order equations possessing Eq. (34) as a solution can similarily be generated. 
Moreover the breakdown of solitary waves can be studied by examining the 
properties of the derivatives u, and ut . 
Some special cases of Eqs. (34) and (36) h ave application in a variety of 
wave phenomena. In particular if a(~) = x and c(t) = t we have 
F(u) = x + b(u) t 
which satisfies the equations 
(a%/at~) - (a~-l/aP1) p(u) (au/ax)] = 0, n = 1, 2,..., (37) 
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for any appropriately differentiable F. The case n = 2 has been employed to 
study wave breakdown in a variety of problems without recourse to the clas- 
sical Riemann invariants (see Ames [l I]). 
Alternatively, with B(u) = [b(u)]-l, it follows that 
(a?@x”) - (aywy p”(u) (au/at)] = 0, 
a form that will be useful in the sequel. 
n = 1, 2,..., (38) 
6. TRAVELING WAVE SOLUTIONS IN DIFFUSION 
An elementary computation verifies the well-known result that the dif- 
fusion equation ut = Du,, has a special traveling wave solution 
u = A exp[(h/D) (X + At)] (3% 
where A and A are constants. Indeed exponential series based upon this 
concept are sometimes useful in diffusion problems. Thus, it is not surprising 
that nonlinear diffusion equations can have generalized implicit traveling 
wave solutions. We shall construct a class of equations which have this 
property and display their solutions. 
Under the assumption 
G(u) = B(u) x + t, 
it follows that 
u, = B(u)/[G’ - B’x], ut = l/[G 
From Eq. (38) we see that z1 satisfies 
Km - [B24 t = 0, 
which by virtue of Eq. (41) can be written as 
(9 
B'x]. (41) 
(42) 
u,, - (a/au) [P/(G - B’x)] ut = 0. 
Equation (43) has the generalized implicit traveling wave solution 
24 = F[B(u) x + t], F = G-l. 
If B(u) = X = const, Eq. (43) degenerates to 
u - ~2vJwl t 3x  
where 
h(u) = [dG/du]-l. 
(43) 
(9 
(45) 
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Upon setting U = Jr(u), Eq. (44) becomes 
(apt) ((I/A~) (dpu) [h-l(u)] (aupx)j = au/at, (46) 
which is identified with the nonlinear diffusion equation 
(a/ax) {D(U) (au/ax)} = au/at 
if we select 
(47) 
D(U) = Fyd/dU) [h-l(U)]. (48) 
One example of considerable physical interest (cf., e.g., Heaslet and 
Alksne [12], Ames [13]) is where D(U) = Un. Setting h = 1, without loss of 
generality, we find that 
h(u) = [(n + 1) IL]r’(n+l), nf-1, 
whereupon, 
G(u) = (l/n) [(n + 1) ~]n’(n+l) 
7. THIRD-ORDER EQUATIONS 
Considerable interest exists in third- and higher-order equations. We 
generate herein some of those third-order equations in two variables which 
possess implicit traveling wave solutions of the form specified by Eq. (40). 
Upon employing the expression for ut , given in Eq. (41), in Eq. (38) with 
n = 3, we have 
u JCzz = (ayaP) [233/(G’ - Rx)]. 
Carrying out the indicated operation a first alternative form is 
(49) 
u GZZ = (a/au) [P/(G’ - B’x)] (Pu/W) + (a2pu2) [P/(C - B’x)] (au/at)“. 
(50) 
Employing Eq. (41) a second alternative form is easily found to be 
U +zz = (G’ - B’x)-2{(G’ - B’x) @2/W) [F/(G - B’x)] 
- (G” - B”x) (a/au) [B3/(G’ - B’x)]) (au/at). (51) 
Additional alternatives are probably more easily obtained by expanding 
Eq. (49) and employing Eqs. (41). Th us, we have after some computation 
u zz2 = (G’ - B’x)-3 &P/dU2) (233) - P(G - B’x)-1 [B(G”’ - B”‘x) 
+ 9B’(G” - Wx)] + 3B3(G’ - B’x)-* (G” - B”X)2}. (52) 
For the physically interesting case in which B(u) = h = const Eq. (49) 
becomes 
%c, = h3(a2Pt2) [WI, h(u) = l/G’(u). 
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