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   Semiconductor nanowires are promising materials for studying novel quantum devices. 
Following proposals to use 1D nanostructure to realize Majorana zero modes, quasiparticles that 
are relevant for topological quantum computing, many groups have attempted to engineer these 
modes in hybrid semiconductor-superconductor devices. While evidence for Majorana bound 
states in nanowires has been shown, many of these devices show behavior far from suitable for 
quantum control of Majorana modes. Two major experimental obstables must be overcome to 
realize robust Majorana nanowire devices. First, interfacial inhomogeneity between a 
superconductor and nanowire leads to a “soft superconducting gap” that prevents the topological 
nature of Majorana states to be tested. Therefore, pristine semiconductor-superconductor 
interfaces must be developed. Second, a lack of ballistic 1D behavior can induce quantum-
localized bound states that mimic Majorana signatures. Therefore, both the proximitized 
nanowire and neighboring readout nanostructures should support ballistic transport. This thesis 
focuses on the resolution of these problems by realizing ballistic superconducting nanowire 
devices.    
 
   The first set of experiment we perform focus on realizing nanowire quantum point 
contacts in InSb nanowires. In previous experiments on proximitized nanowires, a disordered, 
quantum localized region of a nanowire was used to probe conductance signatures of Majorana 
modes. However, the disordered behavior in the probe region complicates the interpretation of 




constriction, provides non-ambiguous signatures in the form of Majorana conductance 
quantization. To realize quantum point contacts in InSb, we identify mechanisms that lead to 
localization in InSb nanowire constrictions and develop robust methods for the routine 
observation of conductance quantization consistent with a 1D constriction having radial 
symmetry. Additionally, conductance quantization is achieved while using superconducting 
leads, and proximity effect is identified through conductance signatures of Andreev reflection.    
 
     The second set of experiments, we focus on developing superconducting quantum wires 
through the development of selective-area epitaxy of Al to InSb nanowires. Epitaxial InSb–Al 
devices generically possess a BCS-like superconducting gap in tunneling measurements and 
demonstrate ballistic 1D superconductivity and near-perfect transmission of supercurrents in the 
single mode regime, requisites for engineering and controlling 1D topological superconductivity. 
Additionally, we demonstrate that epitaxial InSb–Al superconducting island devices, the building 
blocks for Majorana-based quantum computing applications, prepared using selective-area 
epitaxy can achieve micron-scale ballistic 1D transport. Our results pave the way for the 
development of networks of ballistic superconducting electronics for quantum device 
applications.  
 
      
  The last set of experiments focuses on the development of local tunnel probes for novel 
spectroscopy InSb nanowire. We demonstrate how to realize tunnel junctions on InSb nanowires, 
where superconducting tunnel spectroscopy confirms the uniformity of the tunnel barrier. 




relevant for Andreev bound state or momentum-resolved tunneling spectroscopy. Lastly, we 
demonstrate the utility of local tunnel juntions to detect signatures of electron-electron 
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Chapter 1  
Introduction  
 
1.1 Hybrid Semiconductor-Superconductor Quantum Devices  
 
     Controlling phase coherent electrons in nanostructured semiconductors has been one 
of the most studied topics in semiconductor physics for the past 20 years.1 However, the 
incorporation of superconductivity in such structures has been limited as a result of the 
incompatibility of inducing superconductivity in high mobility semiconductors. 
Combining the control architecture of semiconductor quantum devices with induced 
superconductivity could open a major research avenue for quantum devices. After 
proposals2,3 that Majorana zero modes, quasiparticles relevant for topological quantum 
computing4, could be realized in semiconductor quantum wires proximity coupled to 
BCS superconductors, a surge of experimental interest in mesoscopic superconductivity 
induced in semiconductors nanowires5,6,7 emerged.   
 
     While there has been progress in making semiconductor nanowire-superconductor 
devices for the pursuit of Majorana modes, such as the device in Figure 1.1 A, many of 
these devices are far from suitable for quantum information. In particular, the high level 
of disorder in typical hybrid-material devices must be reduced. Disorder must be 
addressed in topological superconductor devices based on semiconductors by overcoming 
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two major experimental obstacles: inducing a BCS gap in a semiconductor through 
proximity effect and realizing ballistic transport in 1D proximitized-nanostructures.  
 
1.2 Necessity of a BCS Superconducting Gap in Semiconductor-Superconductor 
Nanowires  
Figure 1.1 A SEM image of a semiconductor-superconductor device (An InSb nanowire 
contacted by a normal metal contact (Labeled N) and a superconducting contact (Labeled S) used 
to probe signatures of Majorana bound state from Ref. 5. B. Waterfall plot of the tunneling 
conductance regime differential conductance as a function of bias for different magnetic field (0 
to 490 mT in 10 mT steps. Traces for each step are offset for clarity). A zero bias conductance 
peak emerges as magnetic field is increased, qualitatively consistent with a topological transition.  
 
     While semiconductor nanowire systems have captured great attention because of their  
use in novel quantum devices,8-11 the pursuit of topological superconductivity harboring 
Majorana bound states in nanowires has revealed that significant material processing is 
required to induce true BCS-like superconductivity in nanowies.5-7,12 Preliminary 
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experimental work on Majorana zero-modes demonstrated signature zero-bias 
conductance peaks,  but one notable feature of the experiments was significant subgap 
conductance in the tunneling spectroscopy of the induced superconducting gap in the 
nanowire5-7,12, as shown in Figure 1.1B. The so called soft-gap, which is believed to 
result from a disordered, inhomogenous semiconductor-superconductor interface13, 
requires perfecting the semiconductor-superconductor interface to induce a BCS gap. 
While the interface issue has been resolved using molecular beam epitaxy (MBE) 
techniques to grow epitaxial Al on InAs14 and InSb15 nanowires, such techniques are 
costly and not widely available to the community. In contrast, ex-situ processing, where 
metallization and wire fabrication occur in separate steps, can produce uniform interfaces 
and a hard superconducting at zero-magnetic field16-17. The growth of superconductors 
with suitable critical magnetic fields using conventional deposition techniques had been 
limited to highly disordered NbTiN18. Besides disorder, NbTiN has the drawback of the 
development of a soft gap at finite magnetic field from vortex entry, which prevents the 
application to topological superconducting devices17,19. In contrast, nanowires with thin 
aluminum shells maintain robust superconductivity to roughly 2 Tesla,20 a result of the 
well-known property that thin Al (thickness ≤ 10 nm) can survive in large magnetic 
fields.21 Therefore, developing selective deposition methods for epitaxial Al film of 
thickness less than 10 nm using conventional deposition techniques would provide a 
significant breakthrough for accessing and scaling up of topological superconductity in 
nanowires and nanowire networks15,22.  
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1.3 Necessity of Ballistic Transport in Semiconductor-Superconductor Nanowires  
 
     In addition to requiring a BCS gap, Majorana zero modes in 1D systems require that 
the proximity coupled semiconductor behave like a quantum wire2 (i.e. a ballistic 1D 
system).  In addition to a soft gap, the preliminary experiments probing Majorana bound 
states in nanowires lacked ballistic transport features and were marked by quantum 
localized transport.5-7 Disorder from fabrication of nanowire devices is known to break 
up ballistic transport23,24, which is a crucial ingredient for developing 1D topological 
superconductivity2,5,23. Additionally, disorder in the nanowire can produce zero-bias 
conductance signatures similar to Majorana bound states.25 While the typical signature of 
ballistic 1D transport—quantized conductance—has been observed in InSb nanowires at 
high magnetic field23 and more recently at zero-field,26 clear demonstrations of ballistic 
transport at lower fields (< 1T, i.e., before the expected onset of topological 
superconductivity) in hybrid nanowire-superconductor systems are lacking. Hence, in 
order to clearly demonstrate topological superconductivity and remove alternative 
mechanisms for observing zero bias conduction peaks, ballistic transport should be 
observed at zero magnetic field in NWs proximity coupled to superconductors.   
 
1.4 Outline of the Thesis  
 
     In this thesis, the development of superconducting nanostructures using InSb nanowire 
devices will be presented. As emphasized in this chapter, the goal of this thesis is to 
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systematically reduce disorder in InSb nanowires in order to realize ballistic, 
superconducting nanowire devices. In particular, I will show results on prototype 
quantum coherent semiconductor-superconductor devices having quantum transport 
features suitable for more advanced experiments characterizing topological 
superconductivity in 1D.  
 
     In Chapter 2, I discuss the relevant quantum transport behavior in mesoscopic 
nanostructures that are relevant for developing quantum devices based on semiconductor-
superconductor heterostructures. I will show how relevant mesoscopic devices behave in 
the absence of superconductivity and how this behavior is altered in the presence of 
Andreev reflection, which generates superconducting correlations in semiconductor 
nanostructures. Lastly, I show how combining BCS superconductivity in a ballistic 1D 
nanostructure (i.e. a quantum wire) having spin-orbit coupling can be tuned to support 
Majorana modes.  
 
     In Chapter 3, I discuss the material properties and fabrication considerations for 
developing InSb nanowire based quantum devices. In addition, the experimental setup for 
characterizing 1D quantum devices will be discussed.   
 
     In Chapter 4, I report on my work of realizing quantized conductance at zero-magnetic 
field in proximitized InSb nanowires. I discuss the experimental challenges in realizing a 
quantum point contact geometry in nanowire devices and show how quantized 
 6 
conductance can be realized routinely observed in nanowire quantum point contacts. 
Additionally, I characterize Andreev reflection in these quantum point contact devices.  
 
     In Chapter 5, I report on my development of selective-area superconductor epitaxy. In 
this chapter, I report on the optimization of the InSb interface following ex situ etching 
and on the epitaxial deposition of Al to InSb. Using selective-area epitaxy of Al to InSb, 
Andreev reflection enhancement and supercurrents are measured in quantum point 
contact spectroscopy of SN and SNS geometries, respectively. These devices show 
behavior consistent with a transparent semiconductor-superconductor interface based on 
Andreev enhancement and supercurrents near the single mode unity limit. Additionally, a 
semiconductor-superconductor island device is realized that can be tuned from an open 
quantum wire to a single quantum dot by using multiple local gates.  
 
     In Chapter 6, I report on my work to engineer local tunnel junctions on InSb 
nanowires. By optimizing tunnel barrier growth on smooth InSb nanowire facets, we 
realize hard gap superconducting tunnel junctions. In addition, the wire region under the 
tunnel junction behaves as a ballistic quantum wire in these devices. We also demonstrate 
how the tunnel junction can be used to characterize features such as non-equilibrium 
properties that are not accessible in conventional device geometries.  
 
     In Chapter 7, I conclude by reviewing the results of this thesis.  Since the experiments 
in this thesis represent the prerequisite development of ballistic superconducting quantum 
 7 
wires based on epitaxial InSb-Al nanowires, I will follow up with experiments that are 
now accessible using the material methods realized in this thesis. In particular, I will 
discuss several experiments that exploit the phase-coherent nature of these devices to 
realize quantum transport experiments that were previously inaccessible in previous 
generations of devices that studied Majorana zero modes.  
 
     Lastly, I have prepared several appendices that go in greater detail on the theoretical 
and experimental details. On the theoretical side, I synthesize how one starts with 
quasiparticles in superconductors and Andreev reflection in nanostructures to culminate 
in Majorana quasiparticles in semiconductor nanostructures. Many of these details are 
often glossed over in a single paper, and I have outlined the essential details for the 
motivated reader to develop a complete picture of how semiconductor-superconductor 
nanostructures can be used to engineer and manipulate Majorana modes. On the 









Chapter 2   
Background for Studying Semiconductor-Superconductor 
Quantum Devices   
 
2.1 Semiconductor Quantum Materials   
 
     The advent of electron beam lithography and semiconductor samples having long 
mean free paths gave birth to the field of mesoscopic semiconductor devices,27 the realm 
where experimentalists and theorist play with ballistic and phase coherent electrons and 
spins in confined geometries (or nanostructures). Materials play a large role in 
mesoscopic semiconductor devices, and no material platform has provided as much 
fertile ground for discovery in this field as GaAs.28 In addition to having desirable 
properties such as a low effective electron mass and direct bandgap, GaAs benefits from 
being able to host extremely clean two-dimensional electron gases (2DEGs) in molecular 
beam epitaxy (MBE) grown crystals as a result of both the insulating alloy AlGaAs being 
nearly lattice matched and advances in purifying the Ga and As sources.29 As a result, 2D 
electrons in state of the art GaAs 2DEGs can travel nearly a mm before scattering off an 
impurity in the crystal.   
 
      Mesoscopic nanostructures in semiconductors, in addition to be being a novel 
platform for quantum transport experiments, form the basis of devices for semiconductor 
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based quantum computing.1 In particular, nanostructures known as quantum dots allow 
for quantum control of single charges and spins. A representative quantum dot device is  
shown in Figure 2.1A, where a series of surface gate electrodes are used to confine and 
tune quantum dots in a small area of a high mobility GaAs 2DEG. The low density of 
semiconductors allow quantum dots to be tuned to be occupied by single electrons, which 
can be monitored through transport5 or by a capactively coupled charge sensor31, as 
shown in Figure 2.1 B. By appropriate pulsing of the gate electrodes, the spin degree of 
freedom can be coherently manipulated in these structures,1,31,32. The sophistication of 
these techniques allow for the spin of individual electrons to be manipulated at the level 
of single shot readout. However, despite the ease of defining quantum dots in the GaAs 
platform, electrons interact with millions of spin 3/2 nuclei through the hyperfine 
interaction.1,31,32 The hyperfine interaction results in the electron experiencing a random 
magnetic field, which limits the coherence time to 10’s of nanoseconds.1  As experiments 
in mesoscopic seminconductor devices increasingly advance beyond quantum transport 
experiments and move towards qubit applications, different material properties than just 
long mean free paths are desirable in a host semiconductor. These properties may include 
semiconductors having strong spin-orbit coupling2,3, long-lived spin states33, amenability 
to being coupled to superconductors14,15, or a combination of these properties, to name a 
few. Therefore, as the field of semiconductor quantum devices evolves, the role of 
materials science plays a large role in developing and refining material platforms for the 




Figure 2.1. A. SEM image of a gate-defined double quantum dot system in a GaAs 
heterostructure wafer from Ref. 31. The light colored regions are the gate electrodes and the dark 
region is the surface of the wafer. L and R electrodes tune the number of electrons in the left and 
right dot, and T sets the tunneling rate between dots. Black arrow indicates current running 
through a nearby charge sensor. The current through this region is sensitive to charge occupation 
on the island. B Plot of conductance of the charge sensor as a function of gate voltage applied to 
L and R in A. The numbers in parentheses indicate the number of electrons in the left and right 








2.2 Basic Mesoscopic Devices using Semiconductor Nanostructures  
 
      In order to realize quantum devices in semiconductor nanostructures, a few basic 
device criteria need to be met. The first is that we can reduce the dimensionality of  
electrons. The most basic device for this purpose is the quantum point contact (QPC). 
Quantum ballistic 1D transport was first demonstrated in the (QPC), with a representative 
device shown in Figure 2.2 A. In its original form, a QPC is simply a split metal gate 
sitting on the insulating buffer layers of a 2D electron gas (2DEG) buried in a GaAs-
AlGaAs heterostructure34. As a negative voltage is applied to the gates, electrons are 
depleted from the 2DEG underneath and surrounding area until the QPC is pinched off, 
i.e. the constriction has become depleted of carriers. In the case of QPCs, the mean free 
path exceed the length of the gates, and the width separating the split gate is on the order 
of the Fermi wavelength, a regime where quantum effects should be seen in the transport. 
As first observed by van Wees et al34 and shown in Figure 2.2 B, the conductance of a 
QPC forms plateaus in conductance which are quantized in units of 2e2/h as the device is 






∑ , where N(EF) is the number of modes at the Fermi energy, Tn is 
the transmission of the nth mode, and G0 is the conductance quantum, 2e2/h. Therefore, 
the quantized plateaus in QPCs are a result of quantized 1D modes forming from the 
effective waveguide defined by the split gates. Hence, the beauty of a QPC is that they  
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Figure 2.2 A. Schematic of a QPC formed in a 2DEG. Split gate electrodes are used to deplete 
electrons from the 2DEG, creating a small constriction between two large 2DEG banks. B. Fig. 2 
from Ref. 34 showing the conductance of a QPC as a negative voltage is applied to the split gate. 




provide experimentalists the ability to realize ballistic 1D quantum transport in 
semiconductors using relatively simple nanofabrication. Additionally, conductance 
quantization provides a powerful litmus test for ballistic transport in 1D structures.  
 
     In addition to realizing ballistic quantum transport, quantum point contacts are the 
building blocks for realizing a variety of mesoscopic structures in semiconductors. Some 
of the experimental applications, to name a few, are quantum “stadiums” for realizing 
quantum chaos37, interferometers38, and the confinement of electrons to quantum dots39. 
In particular, quantum dots are the biggest application of QPCs in mesoscopic 
electronics. To engineer a quantum dot in a semiconductor 2DEG, two quantum point 
contacts in conjunction with a “plunger” gate are used to define a confined island of 
charge, as shown in Figure 2.3 A. Specifically, the plunger is used to isolate the dot 
region from the 2DEG and the 2 QPCs are used to tunnel couple the dot (i.e. set a high 
resistance across the QPCs by depleting electrons) to the two banks of the 2DEG. The 
effective electrical circuit for a quantum dot is sketched in Figure 2.3 B.  
         
         Quantum dots are highly relevant semiconductor quantum devices because they 
allow control over single electron transport39 (typically referred to as Coulomb blockade). 
First, adding an electron to the dot will require overcoming the Coulomb gap (or the 
charging energy), EC = e2/C. The capacitance, C, for an electron in a dot is the sum of the 
capacitance to the gates and the banks of the 2DEG ( note, electron-electron repulsion of 
electrons in the dot are ignored). The requirements to observing single electron transport 
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are that kBT  < EC and that the resistance of the dot set by the series QPCs is R > h/e2. To 
tune Coulomb blockade in a quantum dot, the voltage on the plunger gate is used to 
change the occupation of the dot. The plunger gate is setting the Fermi energy of the 
island and hence excess charge, N, of the island by N = CgVg, where Cg is the capacitance 
to the plunger gate and Vg is the gate voltage applied. In the regime where kBT > EC, 
single electron events are washed out by thermal excitation and there will be no Coulomb 
blockade effects (plots f and e in Figure 2.3 C). However, as the temperature is lowered 
to kBT « EC, (plots a through d in Figure 2.3 C) the conductance becomes dominated by 
resonances which are separated by 1e in terms of charge added by increasing the gate 
voltage. Notably, at the lowest temperatures, there is no conductance in between these 
resonances because there are no single electron levels at the Fermi level for electrons in 





Figure 2.3 A. Schematic of a gate-defined quantum dot in a 2DEG. The split plunger gate 
depletes electrons in the region surrounding the quantum dot and tunes the electron density in the 
dot. 2 QPCs tune the coupling of the dot to the electron reservoirs in the 2DEG. B. Schematic of 








2.3 BCS Superconductivity  
 
     Before one can dive into hybrid semiconductor-superconductor devices and the 
quasiparticles that can be engineered in a non-superconducting materials, it would be 
remiss not to understand the microscopic mechanisms underlying conventional 
superconductors and the behavior of quasiparticles for a BCS superconductor. The work 
of John Bardeen, Leon Cooper, and John Schrieffer, commonly abbreviated as BCS, 
provided the first successful description of the microscopic mechanism generating 
superconductivity.40 As Cooper had previously realized41, a Fermi sea is unstable to the 
addition of a single pair of electrons having opposite momentum in a spin singlet state 
from a constant attractive interaction of strength. The corresponding bound pairs from the 
Cooper problem are referred to as Cooper pairs. Expanding on the importance of Cooper 
pairs and using the approximation that a phonon mediated interaction for Cooper pairs of 
strength –V, as schematically represented in Fig 2.4, is realized for energies around the 
Fermi energy, EF, the effective Hamiltonian of an electron gas with an attractive 
interaction term leading to Cooper pairing can be written as : 
























2(k) 2m -µ , and  c† and c are creation and destruction operators for single 
particle levels of electrons. In the BCS treatment, the following wave function describes 
the ground state behavior of a metal in the superconducting state:  
 17 
                                           
€ 




∏ 0                                      (2.2) 
where |uk|2 + |vk|2 = 1. |vk|2 represents the probability that a Cooper pair is occupied and 
|uk|2  = 1 - |vk|2 is unoccupied. Using this wave function, BCS applied a variational 
treatment to calculate relevant ground state quantities for the superconducting state40 and 
were able to successfully describe the behavior of conventional superconductors.   
       
Figure 2.4 Schematic of the attractive interaction generating Cooper pairing. Two electrons 
having opposite momenta and spin interact via phonon scattering, represented by blue squiggly 
line. Black arrows represent world-lines. 
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     An alternative approach to solving the BCS Hamiltonian is to apply a mean field 
treatment of the quartic term,42,43 which is described in Appendix A. This approach gives 
a deeper, quantitative understanding about how the single particle states (quasiparticles) 
are renormalized and how the density of state for single particles is modified given a BCS 
ground state, relevant for treating proximity effect in terms of Andreev reflection. What 
is essential to know about single particle levels in BCS superconductors is that they 
become gapped by ±∆ from the Fermi level, where ∆ is the BCS gap, and that electrons 
condense into Cooper pairs in the superconducting state. We can relate how the 
quasiparticle density of states in the superconducting state relates to the normal state 
density of states. Namely, NS(E)/NN(ξ) = (dξ/dE). Since we are interested in the density 
of states close to the Fermi level, we can apply the assumption that NN(ξ) is constant near 
the Fermi level, NN(0). This assumption provides us with the simple result for the relation 
of the density of states in the superconducting state  





for E > Δ















                                 (2.3) 





                                  `  
Figure 2.5  Plot of the quasiparticle density of states for a BCS superconductor. All energies 
€ 
±Δ  
of the Fermi energy are gapped. Notably, a singularity in the density of states at
€ 
±Δ  from the 
chemical potential occurs in the superconducting state. The peaks from the singularity are 
commonly referred to as coherence peaks.  Plot adapted from Ref  42.  
 
2.4 Andreev Reflection   
 
     Given that the quasiparticle density of states is gapped because of the formation of 
Cooper pairs in a superconductor, we now have the framework for understanding how a 
semiconducting material (or normal material) can propagate superconducting 
correlations, i.e. Cooper pairs. As was discussed, quasiparticles in a superconductor are 
gapped 
€ 
±Δ  from the chemical potential. So, if an electron-like quasiparticle in a 
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semiconductor is impingent on a BCS superconductor with energy E < Δ, it does not have 
any quasiparticle states available in the superconductor and does not have enough energy 
to break Cooper pairing. However, the superconductor can accept Cooper pairs at the 
Fermi level. From an understanding of the quasiparticles in a BCS superconductor, we 
know to look for a process that combines electrons and holes and that would create an 
effective single-particle quasiparticle gap in the proximity semiconductor, Δ0. 
Specifically, we need a mechanism that will couple electrons having energies E within 
€ 
±Δ  of the proximity superconducting gap, momenta K, and spins up/down to holes 
having energies –E, momenta -K, and spins down/up. The higher order process known as 
Andreev reflection provides just the mechanism. The essential details of Andreev 
reflection are that an electron on the semiconductor side incident on the interface with 
energy E < Δ generates an evanescent Cooper pair in the superconductor by a hole with 
energy –E and opposite spin being reflected at the interface. This results in a quasipartcle 
gap forming in the normal material and giving the normal material BCS-like correlations. 
A simplified version of this mechanism is sketched in Figure 2.6. An extended analysis of 
Andreev reflection’s dependence on interfacial properties based on Ref. 44 is presented 




Figure 2.6 Cartoon schematic of Andreev reflection at a semiconductor-superconductor interface. 
An electron on the semiconductor side incident on the interface with energy  E < Δ generates a 
Cooper pair on the superconductor by a hole with energy –E and opposite spin being reflected at 
the interface. Note, this sketch ignores the possibility that normal scattering occurs.  
 
2.5 Ballistic Nanostructures and Superconductivity  
   
     If a coherent nanostructure obtains superconducting correlations through Andreev 
reflection, the induced superconductivity can be characterized elegantly by coupling the 
proximitized-region to a quantum point contact. Such devices will be referred to as N-
QPC-S devices because there is a superconducting region (S), a QPC, and a normal 
region. An actual device along with a schematic is shown in Figure 2.7 A and B. As 
shown in Figure 2.7 B, a wave incident on the QPC from the normal region can be related 
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to the Andreev reflection process at the nanowire-superconductor interface. Therefore, if 
an electron originates from the non-superconducting region, the probability of being 
Andreev reflected off the proximitized region will depend on the transmission of QPC.       
 
      The relationship between the zero-bias conductance in the normal state versus the 
superconducting state will provide a metric to characterize the extent that Andreev 
reflection dominates the charge transfer mechanism at the semiconductor-superconductor 
interface. As shown in Appendix C, the transmission in the normal state, and hence 
conductance, can be related elegantly if Andreev reflection has a high probability at the 
semiconductor-superconductor interface of the proximitized region. As we recall from 















∑ . If the proximitized-nanostructure region becomes fully 
superconducting, Andreev reflection of electrons incident from the normal region 
modifies the conductance through a QPC as a function of the QPC’s transmission45:  
























∑            (2.4) 
Unlike in the normal state, the conductance is now a non-linear function of the 
transmission. The relationship of the normal state conductance to the Andreev modified 
conductance through a QPC is plotted in Figure 2.8. Related to the discussion in  
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Figure 2.7 A. SEM image of an InSb nanowire contacted by a superconducting lead (red) and a 
normal lead (gold). The uncontacted region of the nanowire behaves as a quantum point contact 
where the number of transverse modes can be tuned by a gate electrode. B. Schematic of an N-
QPC-S device. Electrons (black dot) incident from the normal contact have can be Andreev 
reflected as a hole (white dot) depending on the transmission of the QPC and the transparency of 
Andreev reflection at the superconductor/nanowire interface. A study of differential conductance 
at zero source-drain voltage as a function of gate voltage allows a lower bound determination of 
the transparency of Andreev reflection in the nanowire.  
 
Appendix B, the transmission of the QPC is now acting as an effectively tunable Z-factor 
in the BTK model44. Therefore, for small transmission, the QPC is effectively acting as a 
tunnel barrier to the proximitized region, enabling us to perform tunneling spectroscopy 
of how Andreev reflection at the nanowire-superconductor interface modifies the density 
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of states in the nanowire and measure the induced superconducting gap. Additionally, as 
the QPC is opened as a function of gate voltage, the relationship between the normal state 
conductance of the QPC (proportional to Tn) to the Andreev enhanced conductance will 
provide a lower bound on the transparency of Andreev reflection through the nanowire.  
 
                       
Figure 2.8 Solid line shows the conductance through a quantum point contact as a function of 
gate voltage when one of the leads is a superconductor. The conductance is suppressed below the 
normal state conductance for intermediate transmission but is enhanced to twice the normal state 
conductance for full transmission, T = 1, from the coherent transport of a Cooper pair from 
Andreev reflection. Dashed line shown twice the normal state conductance as a function of gate 





     The quantum point contact can also be used to characterize the coherent coupling of 
superconducting nanostructures by means of a Josephson junction geometry. Josephson 
junctions consist of two superconducting leads interrupted by a non-superconducting 
barrier. In traditional Josephson junctions, two superconducting leads are interrupted by a 
thin oxide layer, which for a thin enough tunnel barrier, allow for coherent tunneling of 
Cooper pairs in the zero-voltage state of the junction. This coherent tunneling of Cooper 
pairs results from the shared phase drop of the order parameter (the quasiparticle gap, Δ) 
across the junction.  The zero-voltage current from Josephson tunneling is referred to as a 
supercurrent. In non-tunnel junction Josephson junctions, Cooper pairs can be coherently 
transmitted by Andreev reflection, schematically shown in Figure 2.9 A. An actual device 
for this purpose is shown in Figure 2.9 B.  Therefore, for a ballistic quantum wire having 
superconducting leads, it will be of interest to study the supercurrent that can develop 
from the coherent transfer of Cooper pairs across a QPC from phase-coherent Andreev 
bound states. We will show supercurrents can be tuned through gate voltage and the 
phase gradient in a S-QPC-S junction. An extended discussion is provided in Appendix 
D.   
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Figure 2.9 A. Schematic of an Andreev bound state in a proximitized nanowire. An electron 
incident on the QPC going to the left has a probability of being Andreev reflected as a hole going 
to the right. The coherent nature of transport in the QPC allows many Andreev reflections to take 
place, resulting in the dissipationless transfer of Cooper pairs from one superconducting lead to 
the other through the fermionic Andreev state bound below the superconducting gap of the leads. 
B. SEM of a 2 µm long nanowir fabricated into a SQUID device on a SiO2 chip. This device 
consists of two Josephson junctions formed by a central superconducting lead and a fork lead, 





     As shown in Appendix D, the energy spectrum of Andreev bound states in a QPC 
weak link as a function of phase and normal state transmission for a given mode is given 
by46:  
                                             
€ 
EABS,n
± = ±Δ 1− Tn sin φ /2( )  (2.5) 
The ground and excited state Andreev levels for different transmission are plotted in 
Figure 2.10. Both the positive and negative energy Andreev bound states can contribute 
supercurrents to the junction and have the form  
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It is clear the positive and negative energy Andreev bound states carry supercurrents 
going in opposite directions. At T = 0, the ground state Andreev bound state, E-, is the 
only occupied Andreev level for Tn < 1 and solely contributes to the supercurrent. For   
Tn = 1, the ground state switches from E
- to E+ at φ = π, and there is a discontinuity in the 
current-phase relationship. The zero-temperature current-phase relationship carried by an 





Figure 2.10 Andreev bound state energy dependence as a function of the phase across the 
junction. Continuum states have no phase-dependence and are frozen at the gap as a function of 
phase. For T = .8, the Andreev bound state levels are a 2π periodic function of phase, and there is 
a ground state (plotted in black, and denoted E-ABS) and excited state (plotted in green, and 
denoted E+ABS). For T = 1, the Andreev bound state levels are a 4π periodic function of phase, and 
there is a ground state (plotted in red, and denoted E-ABS) and excited state (plotted in blue, and 





Figure 2.11 Plot of the zero-temperature supercurrent as a function of phase for a single Andreev 
bound state at several value of the transmission. For T = 1 (plotted in black), the supercurrent has 
a discontinuity in phase at odd multiples of π, where the maximum magnitude of the supercurrent 
is reached, from the switch in the ground state Andreev level. At T = 0.8 (plotted in red) andT = 
0.2, the current-phase relationship is a continuous, 2π periodic function. The current-phase 





2.6 Coulomb Blockade and Superconductivity  
        
        Now we will consider what would happen to a Coulomb blockaded device in the 
presence of a BCS superconducting gap. In future hybrid semicondcutor-superconductor 
devices, particularly ones based on Majorana zero modes, control and readout of the 
charge of a superconducting quantum dot is essential4,47, and we need to know how a 
BCS superconducting gap alters Coulomb blockade. In the absence of superconductivity, 
the energy of an island of N non-interacting electrons can be written as a series of 
parabolas, EN = EC(N-Ng)2, where NG = CVg and Vg is the gate voltage. This energy 
relationship is sketched in Figure 2.12 A. For a BCS superconducting islands without 
charging energy, electrons will be paired, so adding an electron (or quasiparticle) from 
the leads to an isolated superconductor will require paying the superconducting energy 
gap Δ.48,49 The inclusion of BCS pairing will adjust the energy of the island to EN = EC(N-
Ng)2 +pNΔ, where pn = 0 or 1 if N is even or odd respectively (pn will be referred to as the 
parity of the island). As a result of BCS pairing, the ground state occupation of the island 
will depend on the competition between charging energy and the superconducting gap. 
As shown in Figure 2.12 B, if the charging energy exceeds the superconducting gap,      
EC > Δ, the ground state parity will be modulated by adding single electrons, but there 
will be a free energy difference between even and odd parity. .If EC < Δ, then the ground 
state occupation will involve strictly Cooper pair addition to the island, as shown in 
Figure 2.12 C. To understand how this impacts Coulomb blockade, one has to consider 
what the ground state occupation will be for different EC  and Δ48-50.  As discussed earlier, 
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Coulomb blockade is 1e periodic without superconductivity. As shown in the green plot 
for EC < Δ in Figure 2.12 D, the ground state will involve adding Cooper pairs to the 
island and the periodicity of the Coulomb blockade becomes 2e periodic in gate voltage. 
If  EC > Δ, then electrons add 1 by 1, as shown in the blue plot in Figure 2.12 D, but there 
is an even-odd effect between the odd and even parity phase-space in gate voltage.     
               
Figure 2.12. A. Ground state energy for a dot without superconducting pairing. B. Ground state 
energy parabolas for a dot with superconducting pairing but EC > Δ. C. Ground state energy 
parabolas for a dot with superconducting pairing but EC < Δ. Figures 3A-C are from Ref. 48. D. 
From Ref. 50. Schematic of Coulomb blockade for different relationships of EC and Δ. In light 
blue plot, EC < Δ, and the Coulomb blockade is 2e periodic in gate voltage. In green, EC > Δ, and 
there is an even-odd effect in the gate voltage spacing between even and odd parities. In red plot,  
Δ = 0 and Coulomb blockade is 1e periodic in gate voltage.   
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 2.7 Engineering Majorana Quasiparticles in Ballistic Semiconductor Nanowires  
 
     As was shown by Kitaev47, Majorana modes can emerge in a toy model involving a 
quantum wire having p-wave superconducting correlations. Notably, the adiabatic 
exchange of these modes results in quantized rotations or gates in a parity (even or odd 
fermion occupation) subspace. Details of this model and the exchange properties of 
Majoranas are described in Appendix E. Given that quantum information is stored in the 
charge occupation of quantum wires hosting Majoranas, a realistic material platform that 
could implement the device architecture of semiconductor quantum devices is desired. To 
inspire the material choices, a more realistic quantum wire model is required to 
understand the device engineering required to develop semiconductor quantum wire 
devices that support Majorana modes2. Our hypothetical quantum wire, or ballistic 
nanowire, is drawn in Figure 2.13 A. To start, we will write the Hamiltonian in first 
quantization for a non-interacting electron gas where the electrons are confined to move 
in 1D, have two spin bands, and have Rashba spin orbit coupling of strength 
€ 
αso and a 
Zeeman field, By, perpendicular to the spin-orbit field:  














1σ + αsopσy +
gµBx
2
σx .                            (2.7) 
where 
€ 
1σ  is the unit matrix in spin space. The dispersion relations for this Hamiltonian 
without superconductivity are shown in Figure 2.13 B. At Bx = 0, the spinful bands in this 
Hamiltonian are split in momentum from spin-orbit coupling. If we ramp up the Zeeman 
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term, a gap opens around p = 0. For Fermi energies in this gap, only one spinless band is 
occupied, and opposite spins have opposite momentum. This 1D band is referred to as a 
helical mode. From the Kitaev model, the quantum wire in this system also had a 
spinless, single band. Therefore, we are interested in inducing superconductivity in a 
helical quantum wire to see if there is a regime around p = 0 that supports non-local, 
zero-energy Majorana quasiparticles like in the Kitaev model.  
         As shown in figure 2.13 A, we consider that our quantum wire is in proximity to a 
superconductor, and Andreev reflection generates a BCS-like gap term in the quantum 
wire Hamiltonian. We will ignore hybrization with the parent superconductor and just 
focus on how our 1D Hamiltonian is renormalized if the wire acquired a BCS-like gap for 
single particle levels. To do this, we add the BCS gap term in position space i.e.  
                              
€ 








⎟ ∫                           (2.8)     
Note, we have ignored the term corresponding to the BCS ground state as we are just 
interested in the quasiparticle spectrum. Given that spatial inhomogeneities may play a 




Figure 2.13. A A hexagonal semiconductor quantum wire which hosts a single 1D mode  having 
Rashba spin orbit coupling, shown in beige. The wire is proximity-coupled to a superconductor, 
shown in gray. B. Bandstructure of the single mode wire in the absence of superconductivity and 
Bx = 0, µ = 0. Spin-orbit coupling shifts the previously spin degenerate bands (different spin 
orientations are denoted by red and blue) in momentum and the spinful bands intersect at the 
spin-orbit energy, Eso , from the bottom of the band C. When the Zeeman term is included, spins 
become mixed and a Zeeman energy open a gap at zero momentum. If the chemical potential sits 
in this gap, the quantum wire possesses a helical mode, and electron motion is locked to the spin 
orientation. This gap is referred to as the helical gap. For Fermi energies in the helical gap, the 1D 
Hamiltonian superconductivity effectively describes a single band, spinless quantum wire.  




the Bogoliubov-de Gennes method. We will define the following spinor, referred to as 
the Nambu spinor   

























                                                  (2.9)  
HTot  can be written in matrix form in the Nambu basis as         
€ 
HTot = dx Ψ





















τz ⊗1σ + αsopτz ⊗σy +
gµBx
2
























1τ are unit matrices in spin and particle-hole space respectively. To solve 
















































                                                       (2.11)                                                  
We will define εso= 
€ 






ξ(p) =  p2 2m - µ(x) . Ignoring spatial 
variations, the eigenvalues of the diagonalized 
€ 
HBdG, which define the single 
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quasiparticle spectrum, are given by   





2 + Δ2 ± 2 Ez
2Δ2 +Ez
2ξ2(p)+εso
2 ξ2(p) .   (2.13) 
Characterizing the quasiparticle gap at zero momentum, p = 0, and solving for zero-
energy excitations, we arrive at:  
                                         
€ 
EBdG(p = 0) = Δ
2 + µ2 −Ez (2.14) 
If we consider the chemical potential of the system being zero, we arrive at the following 
condition to close the quasiparticle gap at p = 0: 
€ 
Ez = Δ . The quasiparticle excitation 
spectrum as a function of p is plotted for this scenario in Figure 2.14 A, and we see that 
for |p| > 0, there is a bulk quasiparticle gap. At 
€ 
Ez = Δ  and p = 0, our spinless quantum 
wire now supports unpaired Majorana zero-modes. The 
€ 
Ez = Δ  condition defines a 
topological phase transition in the excitation spectrum where a further increase of the 
Zeeman energy results in the p = 0 gap reopening but inverted. The re-opening of the gap 
at p = 0 for 
€ 
Ez > Δ  now describes a topological gap which characterizes the p = 0 gap for 
quasiparticles in the bulk. This is plotted in Figure 2.14 B. Therefore, our 




2 + µ2 , a state where bulk quasiparticles are gapped and non-locally paired 





Figure 2.14 A. Quasiparticle excitation spectrum (EBdG vs momentum, p) at the topological phase 
transition (Ez = Δ and µ = 0) as calculated from the Bogoliubov-de Gennes equation for the 
Hamiltonian in eq q . The quasiparticle gap closes at zero momentum, p = 0, but the bulk 
quasiparticles remains gapped for for p > 0. Modified from Ref. 2.  B. The quasiparticle 
excitation energy, EBdG, for zero-momentum and finite momentum (EBdG(p = 0) and EBdG(p > 0) 
as a function of the Zeeman energy. The finite-momentum quasiparticle excitation energy 
remains gapped at a value near the inherited BCS gap, Δ, as the Zeeman energy, Ez, is increased. 
The  zero-momentum quasiparticle excitation energy closes at Ez = 0value near the inherited BCS 




Chapter 3   
Materials and Methods  
 
3.1 Developing a Material Platform for Semiconductor-Superconductor Quantum 
Devices  
 
     In the past chapter, we learned that semiconductor quantum devices excel at 
confining, tuning, and ultimately controlling phase coherent spins/electrons. By studying 
the single-particle spectrum of a proximity coupled quantum wire, we showed that such a 
system could support non-locally paired Majorana modes. To develop such a platform 
experimentally, we need a semiconductor system that supports ballistic 1D transport, 
Rashba spin-orbit coupling, and, most critically, can be proximity coupled to a 
superconductor without degrading the semiconductor properties. The task of engineering 
superconductivity into a suitable semiconductor platform while preserving ballistic 
transport in both the proximitized and coupled semiconductor regions outlines the 
experimental challenge of this thesis.   
 
3.2 InSb Nanowires  
  
     The reason that combing superconductivity with high-quality semiconductor devices 
has not been fully developed experimentally was the lack a material platform to achieve 
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this control. In the past decade, high mobility III-V InAs and InSb nanowires have 
emerged51,52 and, most importantly, they can be proximity coupled to 
superconductors,51,53. However, as was seen in the tunnel spectroscopy of semiconductor-
superconductor wires,5 significant improvements to the processing of the interface are 
required to induce a superconducting gap in these systems to remove spurious bulk 
quasiparticle modes. Additionally, to fully realize mesoscopic control and quantum wire 
behavior in these devices, transport needs to be ballistic. The InSb nanowire system, 
shown on the growth substrate in Figure 3.1, has the highest mobility23,52,54, approaching 
50,000 cm/Vs. However, this value is less than the mobility of bulk InSb.23,52 Therefore, 
these wires have the potential to realize ballistic semiconductor devices if the scattering 
mechanisms that reduce these structures to below their bulk value can be identified and 
eliminated. The additional challenge is that this disorder needs to be reduced while also 
inducing superconductivity by depositing a metal on top of the material. Therefore, major 
advances in processing are required to achieve ballistic semiconductor-superconductor 




Figure 3.1 From Ref. 52, InSb nanowires (in white) grown by MOVPE on a (111)B InP chip. 
Scale bar is 1 µm.    
 
     In addition to being a promising platform for supporting 1D ballistic transport and 
superconductivity, InSb has strong spin-orbit coupling. Spin-orbit coupling emerges in 
solid state systems from breaking inversion symmetry. InSb nanowires have two such 
asymmetries: bulk inversion asymmetry (from zinc blende crystal structure, as shown in 
Figure 3.2A), which generates a Dresselhaus effect, and structural inversion asymmetry 
(from electric fields present from gate voltages), which generates a Rashba effect. InSb 
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nanowires are grown in the <111> direction, and, in transport, electron momentum will 
also be in the <111> direction. Therefore, we do not expect bulk-inversion asymmetry to 
play a role in the spin-orbit coupling off <111> grown InSb nanowires. However, 
structural asymmetry will be present perpendicular to the nanowire’s growth direction, 
and Rashba spin-orbit coupling should be dominant.55 In studies of electron dipole spin 
resonance of InSb nanowire quantum dots, a Rashba-like spin-orbit coupling is observed, 
and, as shown in 3.2 B, the Lande g-factor of spins is around 30.56 Such a large g-factor is 
critical for tuning the Zeeman energy larger than the induced superconducting gap for 
small magnetic field, as we studied in Chapter 2.  By studying the magnetoconductance 
of diffusive InSb nanowires, spin-orbit coupling can be deduced from fitting to the theory 
of weak-antilocalization.57,58 Such a study of manetoconductance revealed that InSb 
nanowires have a strong Rashba coefficient of αSO =  0.5 – 1 eV A.59  A strong Rashba 
coefficient is crucial to maintain a large bulk topological gap in samples with realistic 
amounts of disorder.60  Therefore, InSb nanowires have promising intrinsic spin-orbit 
coupling properties for  the engineering of Majorana bound states as outlined in  




Figure 3.2 A. TEM image taken along the growth direction of an InSb nanowire  showing a (111) 
zinc-blende plane. Courtesy of Pinshane Huang’s group at the University of Illinois. B. Plot of 
current as a function of applied microwave frequency and magnetic field of an InSb nanowire 
double dot prepared in Pauli spin blockade. White-slopes emerge which are a linear function of 
magnetic field and microwave frequency from electron dipole spin resonance, gµBB = hf. 
Extracted slopes are proportional to the g-factor and reveal g-factors of 30 and 32 for the left and 
right dots. Adapted from Ref. 56.  
 
3.3 Preparing InSb Nanowires on a Chip  
 
     In order to make electrical devices out of InSb nanowires, individual nanowires must 
be liberated from the growth chip (representative image of InSb nanowires on their 
growth chip in Figure 3.1) and deposited on a chip for device processing. In our case, this 
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chip will be a prepatterned Si/SiO2 chip where the silicon layer has been heavily p-doped 
for use as a back gate. Nanowires can be isolated from the growth chip by dipping the 
sharp edge of a cleanroom wipe on the growth chip, sonicating the growth chip in a small 
volume of methanol, or by selectively removing individual nanowires using a sharp tip 
having a radius of a few hundred nanometer. While the cleanroom wipe and sonication 
methods are much quicker ways to deposit wires on a chip for making devices, these 
methods also break the wires into relatively small segments and transfer lots of unwanted 
debris. The micromanipulator method, while much slower, allows for individual 
nanowires to be removed without causing structural damage and to be placed with high 
precision on another substrate.  
 
 As show in Figure 3.3, the micromanipulator setup used to move InSb nanowires 
consisted of a wide-field microscope supported on a nitrogen air table to damp vibrations. 
The microscope has two rods for inserting left and right micromanipulators, which are 
subsequently clamped into place to stabilize. An arm supporting a sharp tip is then 
attached to either the left or right micromanipulator. Using the micrometers on the 
micromanipulator, the tip is close brought into proximity with the growth chip. Extreme     
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Figure 3.3 Image of micromanipulator setup. A wide-field microscope capable of 100x 
magnification supports rods for clamping a micromanipulator. A sharp tip is brought into 
proximity of the vertically grown InSb nanowires and individual wires are removed from the 
growth chip by the tip.  
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care is required to move the tip close to a wire such that the surface attraction of the tip 
bonds the wire to the tip. More times than not, an InSb wire will become bonded to tip 
once the wire has been approached, and lifting the tip from the surface should free the 
wire from the growth substrate.  
 
     Having removed a wire from the growth substrate, the wire can now be moved to 
another substrate. After safely positioning a chip for device processing under the tip, the 
nanowire and tip are brought into focus a few microns from the surface. By finding an 
appropriate area on the chip to deposit the nanowire, such as the array of gate electrodes 
in Figure 3.4, the nanowire, tip, and the chip underneath are aligned such that the 
nanowire will land having its growth direction perpendicular to the gate electrodes. Once 
the alignment is set, the tip and wire are brought towards the surface, and the larger 
surface area of the substrate will cause the wire to become attracted to surface and bind to 
the surface. A successful deposition of a nanowire from a tip is shown in Figure 3.4. 
Once the nanowire is on the chip, the nanowire and substrate is cleaned off with basic 
solvents to remove any nanodebris that may have resulted from the deposition. At this 




Figure 3.4 Image of an InSb nanowire deposited on a patterned array of local gates. 
Au electrodes are deposited on a SiO2 surface (colored gray in figure) and HfO2 ( colored green in 
figure) is deposited on top of the electrodes (HfO2 covered electrodes are in brown). The 
nanowire is 8 µm long.  
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3.4 Native Oxide: Barrier to Transparent Semiconductor-Metal Interfaces  
 
     Once the nanowire is on the substrate, conventional electron beam lithography is used 
to define where the chip will be metalized for electrical contacts. Before an electrically 
conducting device can be prepared from an InSb nanowire, the nanowire’s native oxide 
must be carefully removed. InSb develops an amorphous oxide composed of indium 
oxide and antimony oxide from exposure to ambient conditions following growth and this 
oxide layer is insulating and hence prevents electrical contacts from being made. A TEM 
image of an InSb nanowire and its native oxide is shown if Figure 3.5 A. When preparing 
metal/semiconductor interfaces following electron beam lithography development, the 
oxide can be removed by milling the surface using an Argon plasma/ion beam or 
chemical etching. As shown in Ref. 16, using milling methods effectively removes the 
native oxide, but it comes at the cost of inducing significant structural damage to the 
nanowire. In contrast, chemical etching removes the nanowire without damaging the 
crystal structure, and when optimized, the etching can leave an extremely low surface 
roughness interface for making electrical contact to the nanowire. A representative InSb 
nanowire surface following chemical etching is shown in Figure 3.5 B, revealing that an 
optimized procedure can leave behind a nearly atomically pristine interface. As will be 
explored in the following chapters, the details of etching the surface and epitaxially 
connecting the surface quantum well that forms between InSb and a superconductor will 
enable superconducting quantum wires to be realized in the InSb nanowire platform.  
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Figure 3.5 A. TEM image of an InSb nanowire looking into the <111> growth direction. Orange 
highlighted area is the crystalline InSb nanowire region. The gray regions are the  amorphous 
native oxide that forms from exposure to ambient conditions. B. TEM of two InSb nanowire 
facets meeting following the etching of the native oxide by a NH4Sx solution and a brief ion mill 
to remove adsorbants. The surface is free of oxide, and a nearly atomically pristine interface is 
left being following optimized removal of the native oxide. Both images courtesy of Pinshane 




3.5 DC Characterization of Mesoscopic Superconducting Devices at Low 
Temperature in Dilution Refrigerators  
 
     In order to characterize superconducting InSb nanowire devices and resolve quantum 
mechanical effects, low temperatures are needed to ensure that the device is being 
prepared close to its ground state and that the thermal energy does not exceed parameters 
like the superconducting gap, charging energy, etc. In particular, for mesoscopic 
superconducting devices, lower temperatures are crucial for reducing the quasiparticle 
population and observing sharp Coulomb blockade. In this thesis, dilution refrigerators 
are used to characterize the quantum transport properties of nanowire devices below   
100 mK.  
 
    For most labs, dilution refrigerators are commercial products, and these routinely 
provide access to temperatures below 50 mK. These fridges can be “wet”, which entails 
the use of a liquid He4 bath, or “dry”, where a closed system of pumping compressed 
Helium removes the need for the liquid Helium bath. The advantage of a dry system is 
that the user-operation is much easier, given most of the operation is automated, and a 
liquid helium bath does not need to be filled every couple of days. Both styles of dilution 
refrigerator have been used to obtain data for this thesis, and the basic physics for 
achieving temperatures below 100 mK will be reviewed.  
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     A dilution refrigerator uses a mixture of 3He/4He gas to achieve cooling to sub-100 
mK temperatures. Once temperatures below 800 mK are achieved in the mixing chamber, 
the 3He/4He mixture dissociates into a pure 3He liquid and a 4He rich liquid phase 
containing around 6.4% 3He at the mixing chamber. These two liquids are separated by a 
phase boundary where the lighter 3He liquid stays on top (shown in schematically in 
Figure 3.6 A and B). 3He is the main volatile gas in the dilution unit, which will be 
distilled at the still. In a wet fridge, cooling of returning 3He uses the 1K pot to condense 
3He, which then enters the main flow impedance and cools through the Joule–Thomson 
effect. Heat exchangers with the still are used to further cool the returning 3He before 
reaching the mixing chamber. By pumping on the 4He rich phase at the still, where the 
temperature is kept around 800 mK, 3He is preferentially removed out of the mixture as a 
result of a higher vapor pressure. The removal of 3He creates an osmotic pressure 
difference between the still and the mixing chamber, and 3He crosses the phase boundary 
and enters the dilute phase to maintain equilibrium. The enthalpy difference between pure 
3He and diluted 3He results in cooling of the mixing chamber. This process is continued 
indefinitely, and a stable base temperature around 20 mK is routinely achieved in most 
commercial dilution refrigerators.   
 
     As shown in Figure 3.6 A and B, most of the inner plumbing is the same for a wet and 
dry dilution refrigerator except the lack of a 1K pot in the dry fridge. The dry fridge 
achieves condensation of the returning 3He by using added heat exchangers before the 
main impedance. These heat exchangers use evaporative cooling from the 3He vapor 
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leaving the still to cool the returning 3He gas. However, the heat exchangers and main 
flow impedance are not as efficient at condensing as a 1K pot, and the initial 
condensation pressure for 3He is much higher than in a wet fridge. Therefore, a        
compressor is needed to condense the 3He gas using just extra heat exchangers with the 
still and a main impedance.  
  
     While the mixing chamber plate is capable of cooling to sub-100 mK temperatures 
relatively easily, nanostructures are far harder to cool. At low temperatures, the cooling 
of electrons through phonons begins to vansish, and the main source of cooling for 
nanostructures will be through the DC electrical leads. To accomplish this, the excess 
noise and radiation must be removed from the DC lines in addition to the wires being 
well thermalized. For the purpose of removing noise, blackbody radiation from the higher 
temperature stages, a cascading filtering scheme is used. At room temperature, pi filters 
are used to filter the 10 -100 MHz regimes. Three Minicircuit pi filters (LFCN 80, LFCN 
1500, and LFCN 5000) on a printed circuit board or a commercial, shielded D-sub 
connector containing pi-filters were used at room temperature to remove radio frequency 
noise. These filters are directly housed or connected by shielded D-sub connectors to a 
shielded breakout box. The breakout box connects to the fridge wiring through shielded 
cabling which connects with Fischer connectors at the fridge. The wiring in the Oxford 
Kelvinox and Oxford Triton use twisted pair loom that is thermalized at each plate in the 
fridge. Initial thermalization of the wires is provided by wrapping the loom in GE varnish 
around copper posts. This strategy is effective for achieving electron temperatures  
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Figure 3.6 A Schematic of how a wet dilution refrigerator achieves cooling. A 1K pot 
continuously takes in liquid helium and, through heat exchange with the mixture line, condenses 
returning 3He. The condensed 3He is further cooled through a main impedance and heat 
exchangers with the still before reaching the mixing chamber. At the mixing chamber, there is a 
phase boundary between pure 3He and dilute 3He in 4He. A heater at the still keeps the 4He rich 
liquid around 700 mK. Pumping on the still removes predominantly 3He because of the much 
higher vapor pressure of 3He. Removing 3He creates an osmotic pressure gradient that causes 3He 
to cross the phase boundary into the 4He rich liquid, resulting in cooling of the mixing chamber.  
B Schematic of a dry fridge. All components are similar with the major exception being that a 1K 
pot is not used. Dry fridges use additional heat exchangers to cool returning 3He with the 3He 
vapors leaving the still. By using a compressor to achieve the higher condensation pressure, the 
heat exchanger and main impedance are able to condense 3He, and the remaining operation is the 
same as the wet fridge.  
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around 180 mK. To reach lower electron temperatures for nanoscale devices, which are 
extremely sensitive to noise, additional filtering and thermalization is needed. In this 
thesis, the thermalization at the mixing chamber utilized specialized wiring. In order to 
remove voltage fluctuations from measuring equipment, a two-pole RC filter mounted on 
a printed circuit board was used. The cutoff frequency is typically chosen to be around 10 
KHz. At high enough frequencies, the parallel capacitance of the resistors creates high-
frequency shorts that appear as resonances in a spectrum analyzer. To filter these 
resonances, an additional LFCN-80 pi circuit from Minicircuits was used on the same 
board. Figure 3.7 A shows a schematic of such an RC board. The last stage of filtering 
accomplishes both strong thermalization and efficient filtering of high-frequency 
radiation in the GHz spectrum. Silver epoxy filters involve wrapping insulated-copper 
wire completely coated in Ag epoxy around a thermalization post.43 If the wire is 
completely coated without voids, the filter behaves like a distributed, lossy transmission 
line. The high resistance of the Ag epoxy outer-conductor causes skin-effect loss to 
strongly attenuate high-frequency to the noise floor of commercial spectrum analyzers for 
frequencies above 100 MHz. Since the wires in these filters are well-ingrained in a Ag 
epoxy matrix and thermally anchored to OFHC posts, by appropriately mounting these 
filters at mixing chamber level, efficient cooling of the DC lines is achieved. An example 
of thermally mounted Ag epoxy filters is shown in Figure 3.7 B.  
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Figure 3.7 A. Schematic of a low-temperature RC filter board. A two-pole RC filter is 
implemented by soldering RC filters in series. The resistors are in series and the capacitors are to 
the ground plate of the board. An LFCN-80 surface mount pi filter is soldered in series to the 
resistors. B. 16 Ag epoxy filters thermally potted to the OFHC copper sample mount of a 
Kelvinox dilution refrigerator.   
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     Once samples have been cooled in a dilution refrigerator, their low-temperature 
quantum transport properties are characterized using lock-in amplifiers techniques to 
measure differential resistance and conductance. In this thesis, a Stanford Research 
System 830 was used. Using a lock-in amplifier to output a small AC signal- an AC 
voltage, dV, or an AC current, dI- the measured input AC current (dI) or voltage (dV) 
gives dI/dV or dV/dI respectively. Typically, the differential resistance is measured as a 
function of a DC voltage bias or current bias. To mix these samples, a homemade 
summing amplifier was constructed to sum the DC and AC signals while isolating the 
instrument grounds from the measurement ground. Additionally, since most of the 
measurements require sourcing signals smaller than the DC source or lock-in amplifier is 
capable of outputting, the summing amplifier is also used to divide the input signals to 
1/500-1/1000 of the original signal values. The two DC quantum transport measurement 
configurations that dominate the data taken in this thesis are the gate-dependence of 
differential conductance as a function of source-drain voltage and gate dependence of 
differential resistance as a function of current. The conductance data will involve two-
point measurements using a 1211 Ithaco current preamp, and the current sourced 
measurements will involve four-point measurements using a 1201 Ithaco voltage preamp. 
Schematics for how data is acquired for the measurements is shown in Figure 3.8 A and 
B. Given this set of transport measurements, the theory of Andreev reflection modified 
conduction provided in 2.6 and Appendix A.3 for mesoscopic superconductivity will be 
crucial for evaluating devices.  
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Figure 3.8 A Schematic of a 2-point differential conductance measurement. An AC and DC  
voltage signal are added at the sumbox, and their summed signal is applied to one of the sample’s 
leads. Another lead from the sample is connected to an Ithaco 1211 preamp that acts as a virtual 
ground. Current flows to the Ithaco 1211’s input, and this preamp outputs a voltage depending on 
the IV conversion gain. The Ithaco’s output is then read by the lock-in to determine the 
differential conductance, dI/dV. B Schematic of a 4-point differential resistance measurement. An 
AC and DC voltage signal are added at the sumbox, and their summed signal is applied to a 10 
MΩ resistor that converts the voltage to a current. This current is injected at one of the outer 
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Figure 3.8 (cont.) leads, and other outer-lead from the sample is connected to ground. The 
central leads are connected to an Ithaco 1201 preamp that amplifies the voltage built up across the 
device from current flowing between the outer leads. The Ithaco’s output is then read by the lock-




















Chapter 4  
Hybrid Superconductor-Quantum Point Contact Devices 
Using InSb Nanowires1  
 
4.1 Hybrid Superconductor-Nanowire Quantum Point Contacts  
 
        As has been motivated in the previous chapter, InSb nanowires (NWs) coupled to 
superconductors are a promising material candidate for studying topological 
superconductivity harboring Majorana bound states2,3 and demonstrating non-Abelian 
particle statistics relevant for topological quantum computation.62 However, one of the 
areas of improvement for nanowires devices in order to realize improved spectroscopy of 
Majorana modes63 is to realize coherent, ballistic transport in the bare, non-proximitized 
semiconductor region. This behavior requires the development of nanowire quantum 
point contacts, which is described in this Chapter.   
 
4.2 Conductance quantization in 2DEGs versus nanowires   
 
     As was introduced in Chapter 2, quantized conductance at zero-magnetic field is the 
step-like increase of conductance with gate voltage through a ballistic 1D constriction. 
                                                
1 This Chapter has been adapted from my published work: Hybrid superconductor-
quantum point contact devices using InSb nanowires, Appl. Phys. Lett. 109, 233502 
(2016) 
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While quantized conductance in QPCs defined in 2D electron gas (2DEG) materials, such 
as GaAs heterostructures, is well established,34,64,65 demonstrations of quantized 
conductance in nanowire systems are sparse. In a 2DEG, as shown in figured 4.1 A, 
impurities along the trajectory of electrons are significantly less likely to lead to 
backscattering in the QPC. In contrast, nanowire QPCs are much more prone to 
backscattering effects which can generate interference in the constriction. As shown in 
Figure 4.1 B, impurity scattering in nanowires has a much higher probability of causing 
backscattering in the QPC. Additionally, extrinsic disorder is more potent in nanowire. 
For example,typical processing of the nanowire-metal interface requires etching, which 
can lead to large structural disorder and hence a high probability of backscattering.23-24 In 
addition, the mobility in nanowires can be strongly impacted by adsorbates on the 




       
Figure 4.1 A Schematic of a QPC in a 2DEG system defined by two split gates. Impurities 
outside of the area of the QPC are unlikely to lead to backscattering of electron trajectories in the 
1D constriction. B Schematic of a QPC in a nanowire system defined by a single gate between 
metallic leads. Impurities outside of the area of the QPC are likely to lead to backscattering of 






4.3 Realizing Quantum Point Contacts in Nanowires Experimentally  
 
     As discussed in Chapter 4.2, one of the main obstacles to realizing conductance 
quantization in nanowires is the typically high probability of scattering at the metal 
lead/nanowire interface. A recent advance in nanowire synthesis has produced epitaxy of 
superconducting aluminum to InAs nanowires.14,66 While these superconducting leads are 
highly transparent, residual disorder in the InAs nanowire results in unintentional 
quantum confined regions in these wires.66 InSb NWs, in contrast, have higher electron 
mobility23,52,54 and, as evidenced by clear demonstrations of quantized conductance,23,26 
less intrinsic disorder than InAs NWs. InSb NWs also have large  Lande g factors of ~ 
40-5023 , compared to values of  ~5-10 in InAs;67-69 this allows for lower magnetic fields 
required to induce topological superconductivity.2,3,5   
 
       In this section, the development of 1D ballistic transport in InSb nanowires contacted 
by superconducting Al is reported. By careful etching of the native oxide formed on InSb  
and minimizing other forms of fabrication induced disorder, the hybrid superconductor-
nanowire devices demonstrate QPC behavior, where quantized conductance is observed 
at zero-magnetic field. Additionally, the level spacing of subbands in InSb nanowires is 
found to differ from that seen in conventional 2DEG QPCs. In particular, evidence of 
near degeneracy in the energy spacing of the 2nd -3rd and 4th-5th subbands is found. 
Finally, proximity effect of the superconducting contacts is confirmed by observing gate-
tunable Andreev reflection.  
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        To make the devices, InSb nanowires (1-3 µm long, 50-80 nm diameter)  
grown by metal-organic phase epitaxy52 in the lab of Erik Bakkers are used, which are 
then transferred from the growth chip by use of a micromanipulator to a pre-patterned Si 
chip with a 300 nm silicon dioxide layer serving as a gate dielectric. The chip is cleaned 
using reactive ion etching prior to nanowire deposition to remove resist polymers that can 
degrade nanowire transport. Contacts to the nanowires are defined by electron beam 
lithography. Prior to metal deposition, the native oxide formed on the nanowire is 
removed by sulfur passivation.70 Previous work on InSb nanowires had prepared contacts 
by etching the native oxide using ion milling.5,23,54 This procedure effectively removes 
the oxide to make electrical contacts, but the milling is generally harsh to the InSb 
crystal.71 The homogenous etching of the InSb nanowire enabled by sulfur passivation 
allows deposition of thin films (<25 nm) of aluminum having a uniform morphology 
along the nanowire, as shown in Figure 4.1A. In order to prevent surface reconstruction 
of the Al interfacing the InSb,14 we evaporate 5-10 nm of Ti in between a final layer of 
Al for our contacts. Figure 4.2B shows an SEM image of a completed device where the 
InSb nanowire is contacted by an Al/Ti/Al (20/5-10/120 nm) trilayer. Previous 
characterization of similarly grown InSb nanowires provided an extracted mean free path 
of 300 nm.23,52 The contact spacing for the InSb nanowire/superconductor QPCs is   
L=150-300 nm, so the channel length is comparable to or smaller than the mean free path 
of the nanowire. Nanowire devices are wirebonded immediately after liftoff and left in a 
vacuum of≤ 10-2 mBar for 24-48 hours to remove adsorbates before measurement in a 
dilution fridge.   
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Figure 4.2. A. SEM image of a 2 µm long InSb nanowire that has been directly interfaced with 
15 nm of Al. The Al shell is uniform along the entire nanowire and no grains or roughness can be 
observed given the resolution of the SEM. B. SEM image with a schematic of the measurement 
circuit.for a completed InSb nanowire device on a Si/SiO2 chip contacted by 20 nm Al/ 5 nm Ti/ 
120 nm Al  
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       As is discussed in detail in Appendix F, the typical spin degenerate 1D subbands for 
a gate-defined QPC (e.g. in GaAs 2DEGs) are evenly spaced and the conductance 
increases with gate voltage in approximately even steps of Go = 2e2/h. This behavior is 
schematically shown in Figure 4.3. In contrast, electrons impingent on 1D constrictions 
with rotational symmetry possess a different 1D subband structure, which results in 
altered conductance quantization.72,73 This behavior is shown for the exact case of a free-
electron in a cylinder in Appendix F. The hexagonal cross-section of the nanowire 
introduces rotational symmetry to 3D electrons being transmitted into the nanowire from 
the metal leads and should result in a near degeneracy of the 2nd-3rd and 4th-5th subband. 
The subband structure is schematically shown in Figure 4.3 A for a nanowire.  This 
subband structure gives conductance quantization for the first 5 modes as shown in 
Figure 4.3 B. Figure 4.3C shows conductance vs gate voltage measurements for a 
nanowire QPC having a channel length of 150 nm at 10 mV applied bias. The nanowire 
conductance is consistent with the B=0 subband structure depicted in Figure 4.4A. Note, 
the data is shown for magnetic fields of B = 0, 1, and 2 Tesla where each sweep is offset 
by +5 V in the plot. At B = 0 in Figure 4.4C, the QPC exhibits plateaus at 1 G0, 2.5 G0, 
and 5 G0. In some of the zero-field data, as in Figure 2C, a plateau at 2.5 G0 is observed 
at finite bias as opposed to 3 G0. A “half plateau” at finite bias indicates there is a 
difference of one subband between the source and drain electrodes. Assuming the 
subbands are spin-degenerate, the plateau at 2.5 G0 indicates a small but finite energy 
separation between the 2nd and 3rd subbands, consistent with the subbands plotted in 
Figure 4.5A (right).  As we increase magnetic field, the high bias plateau at 2.5 G0  
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Figure 4.3 A Diagram of the 1D subband dispersion relation for a gate defined QPC in a 
nanowire with a hexagonal cross-section. B Expected conductance as a function gate showing 
4e2/h steps from degeneracy of the 2nd-3rd and 4th-5th subbands. C Gate dependence of 
conductance at 10 mV bias taken at a temperature of 20 mK and for magnetic field perpendicular 
to the substrate. As magnetic field is increased, subband crossing creates a degeneracy of the 2nd 
and 3rd subbands that produces conductance quantization comparable to the conductance 




evolves to 3 G0 at B = 2 Tesla without additional plateaus emerging. This evolution 
implies that degeneracy from crossings between subbands 2 and 3 occurs with increasing 
magnetic field. Similar plateau structure and evolution in magnetic field has recently 
been reported in InSb nanowires QPCs contacted by non-superconducting 
chromium/gold.26  
 
        We observe conductance quantization consistent with a QPC having rotational 
symmetry in all of our InSb QPC devices measured at high bias. Figures 4.4 A and B 
show the zero-magnetic field conductance quantization for two different length QPCs. 
Both of these devices show quantized conductance at high bias consistent with the 
subband spacing discussed previously Figure 3C shows the gate dependence of the 
conductance for the 200 nm length QPC from Figure 3A taken at 1 mV bias, which is a 
substantially smaller bias than that for the data shown in Figures 3A and B.  In this scan, 
a plateau at roughly 2 G0 appears between plateaus at 1 and 3 G0. The imperfect 
quantization of the  2 G0 plateau is likely related to remaining disorder in the device.26 
The plateau emerging near 2G0 indicates there is a finite energy difference in the spacing 
of the 2nd and 3rd subband that is not resolved for high bias scans.       
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Figure 4.4. A-B. Conductance quantization at zero magnetic field for InSb QPCs having channel 
lengths of 200nm and 300 nm respectively. The conductance quantization is consistent with that 
for a QPC having rotational symmetry. C. At small bias (Vbias=1mV in this case), a plateau 








       Finally, we discuss the proximity effect of the superconducting leads to the InSb 
nanowire. As shown in Figure 4.5A, a gate tunable modulation of conduction centered 
between VSD ≈ ± 250 µV is observed. Similar modulation is seen in all of the devices. For 
larger gate voltages (i.e., higher conductance values), the modulation develops into 
clearly distinguishable peaks at VSD≈±250 µV. The peaks occur at a bias consistent with 
twice the induced gap commonly seen for Ti/Al leads (Δ0≈125 µeV). Figure 4.5B shows 
the behavior of the differential conductance peaks near zero-bias as a function of 
temperature. As expected for Andreev reflection, the peaks vanish as the temperature is 
increased towards the superconducting transition temperature of the Al leads (Tc ~ 1 K). 
Also, the conduction peaks nearly double in magnitude below 100 mK, consistent with 
predictions for single Andreev reflection.44 These observations establish that the NWs are 
proximity coupled to superconducting leads. It should be noted that supercurrents are not 
observed across the devices. Previous work on superconductivity in few mode 1D 
materials has consistently demonstrated small supercurrents.74-76 The absence of clear 
supercurrents in our samples is likely because of an elevated electron temperature of the 
leads.77 By employing a similar electronic filtering setup to previous studies of nanowire 
Josephson junctions, similar devices should reveal strong correlations between 
conductance steps and supercurrents. 
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Figure 4.5. A. Differential conductance as a function of source-drain bias is plotted for different 
gate voltage values. Conductance is modulated around VSD=250 µV. This enhancement occurs at 
a value consistent with twice the induced gap and is a signature of Andreev reflection. B. 
Temperature dependence of the conductance enhancement from Andreev reflection. As the 
sample temperature approaches the TC of Al, the conductance peaks thermally broaden into a 
single peak which nearly vanishes at T = 990 mK.  
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        The ability to realize ballistic transport and proximity couple superconductivity in 
InSb NWs is an important step for robustly developing Majorana bound states in NWs. 
Since we observe quantized conductance plateaus at G=G0, we can establish that the 
hybrid superconductor-InSb NW QPCs devices are tuned to the 1st mode quantum wire 
regime. Additionally, the superconducting contacts can be modified for high magnetic 
field compatibility by using thinner Al. Hence, the procedure introduced in this chapter 
for making hybrid superconductor QPC devices using InSb nanowires satisfies the 















Chapter 5   
Selective-Area Superconductor Epitaxy and Superconducting 
Quantum Wires2  
 
 
5.1 Optimizing Superconductivity in InSb Nanowires  
 
        In this chapter, I will present selective area epitaxy of Al to InSb nanowires and 
demonstrate the high-quality electron transport enabled by epitaxial interfacing. By 
engineering a clean surface without damaging the InSb crystal at the surface, Al grows 
epitaxially to InSb for low temperature e-beam deposition in ultrahigh vacuum (UHV) 
conditions. The epitaxial growth of InSb-Al devices is confirmed by TEM imaging, and 
the epitaxial interfacing results in low temperature transport measurements of epitaxial 
InSb-Al devices that demonstrate superlative transport features such as near unity 
transmission of Andreev reflection and micron-scale ballistic transport. These results 
suggest that selective area epitaxy of InSb-Al nanowires is a promising system for 
controlling mesoscopic superconductivity, and particularly relevant for nanowire-based 
superconducting quantum computation ( i.e. Andreev qubits22 and gatemons23).  
 
                                                
2 This chapter has been adapted from my published work: Selective-Area Superconductor 
Epitaxy to Ballistic Semiconductor Nanowires, Nano Lett. 18, 10, 6121-6128 (2018) 
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5.2 Epitaxy of Al to InSb nanowires  
 
        First, the procedure for selective area epitaxy of Al to InSb nanowires is discussed. 
Fabrication begins by depositing nanowires on a pre-patterned chip with a 
micromanipulator, as shown in Figure 5.1A. Next, we use conventional e-beam 
lithography to define the semiconductor area to process, as schematically demonstrated in 
5.1 B. To remove the native oxide, a key step for preparing a transparent interface, we 
use sulfur passivation as a first step in surface cleaning70. Following sulfur passivation, 
the sample is transferred to a load-locked UHV system where the chip is outgassed for 
several hours until base pressure of the load lock chamber is achieved. After outgassing 
the chip, a brief, low-energy Ar ion mill is performed to remove any adsorbates on the 
nanowire surface. As evidenced in Figure 5.1 C, this processing produces a nearly 
disorder-free, crystalline surface where there is no visible amorphous layer at the surface 
of the nanowire. Indeed, recent work has shown that by optimizing sulfur-based etching, 
low disorder InSb nanowire interfaces can be prepared for depositing superconductors 
and inducing a hard gap comparable to the gap “hardness” demonstrated in MBE based 
InAs-Al nanowires16-17. However, this work on ex-situ based superconductor deposition 
required a disordered sticking metal, such as NbTi or Ti, and there was non-epitaxial 
growth of the parent superconductor to achieve a hard gap. In that case it was not 
possible to interface the nanowire with Al, which was attributed to non-epitaxial 
growth16. Similarly, we have deposited Al at room temperature onto InSb nanowires  
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Figure 5.1 A SEM image of an InSb nanowire transferred to a pre-patterned chip with local gate 
electrodes. The scale bar is 750 nm. B Schematic of surface cleaning for preparing clean InSb 
surfaces. Nanowires are patterned with masks using e-beam lithography. The mask is used to 
selectively etch and clean the nanowire using sulfur passivation and ion milling. C. Cross-
sectional bright-field scanning transmission electron microscopy (BF-STEM) image of an InSb 
nanowire surface cleaned by a sulfur-based etching and brief Ar ion mill. A metal capping layer 
was deposited as a protective coating before STEM imaging to protect the interface from 
oxidizing. A smooth interface is left on the top facet, and the etching does not degrade the 




using similar procedures as in Ref. 16 and have measured contact resistances on the order 
of MΩs.    
 
       We now outline the conditions required for selective area epitaxy of Al following 
surface preparation, which is schematically represented in Figure 5.2 A. The growth 
occurs at liquid nitrogen temperature with a low background pressure of ~ 1.5-4×10-10 
torr during the cooling and before deposition. Once the sample is at liquid nitrogen 
temperature, high-purity Al is e-beam evaporated. In our growth procedure, the Al flux is 
linearly directed at the sample, and Al films are deposited at a rate of ~ 0.1 A/s.  
Scanning transmission electron microscopy (STEM) characterization of a typical device 
reveals epitaxial interfacing, as shown in Figure 5.2 B. The TEM image, taken where the 
InSb nanowire is aligned along the <111> zone axis, shows the Al (110) planes growing 
in plane to the top InSb {110} facet. The Al (110) planes seen along the <111> 
orientation are a result of Al (111) growth out of plane to the <111> nanowire growth 
direction. As pointed out in Ref. 14, the low temperature is critical for achieving 
crystalline thin films of a single grain where minimizing surface free energy is the 
dominant mechanism for determining the out of plane crystal orientation. For FCC metals 
such as Al, the lowest surface energy orientation is generally (111). Hence, our TEM 
analysis confirms we are growing epitaxial Al films where surface free energy 
minimization is the strongest thermodynamic driver in dictating the films out of plane 
crystallinity. After deposition and a several-hour warm up to room temperature, a 
standard liftoff in acetone is used to remove resist, and, as shown in Figure 5.2 C, a  
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Figure 5.2 A Schematic of deposition conditions to realize epitaxial Al films selectively on an 
InSb nanowire. Notably, UHV pressures, liquid nitrogen temperature, and a slow deposition rate 
are used. B. Cross-sectional STEM image taken with the InSb nanowire aligned along its <111> 
zone axis (indicated by the dotted circle), showing the epitaxial contacting between Al and InSb 
following optimized etching and deposition. The white dashed line marks the InSb {110} facet. 
In the Al region of the STEM image, streaking is from the (110) planes of Al (double yellow lines 
are superimposed on these planes) growing in-plane along the nanowire’s growth direction. (111) 
planes of Al are drawn as blue lines to indicate the out-of-plane growth orientation. Arrows 
indicate the normal vectors to the Al (110) and (111) lattice planes. The cross-section is taken 
from the nanowire device shown in Figure 5.4. C SEM image of a completed deposition where a 
nominal 8 nm epitaxial Al shell is left on the nanowire. The yellow dashed lines outline the mask 
that was used to etch and selectively grow Al on the nanowire. The scale bar is 200 nm.  
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smooth film of Al is left on the nanowire. Our growth conditions reproducibly result in 
the growth of a continuous, smooth Al shell onto InSb. In contrast to the elevated 
temperature growth of epitaxial Al on InAs79, we do not observe out of plane variations, 
which would indicate polycrystalline growth along the nanowire growth direction. As 
discussed above, the lack of out plane variations is a result of the low temperature growth 
promoting a large area grain along the nanowire having a single out of plane crystal 
orientation. 
 
5.3 Andreev Enhancement and Hard Gap in a N-QPC-S InSb-Al Device  
 
     In Chapter 3.6, the theory for characterizing induced superconductivity in a nanowire 
geometry consisting of a normal and a superconducting contact interrupted by a bare 
nanowire region behaving as a QPC was sketched. Given the realization of epitaxial 
InSb-Al interfaces and nanowire devices having QPC behavior, it is now possible to 
compare how nanowire devices relate to the ideal Andreev reflection limit explored 
earlier. As shown in Figure 5.3 A, a 2D map of conductance as a function of gate and 
source-drain voltage reveals the device evolves from tunneling with coherence peak 
feature to the single mode regime without localization features, consistent with highly 
transparent leads. In Figure 5.3 B, the device shows plateau-like behavior in the normal 
state as a function of gate from ballistic transport of a single mode through the QPC, but 
the zero-source-drain bias conductance, or Andreev transport, is greatly modified. From 
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 for transmission of a single 
mode through an N-QPC-S device. Notably, this equation predicts that the conductance 
should be suppressed below the normal state until the conductance reaches 0.7 G0, at 
which point the zero-bias conductance is enhanced from Andreev reflection. Similar to 
theory, the behavior of this device has conductance suppressed below the normal state 
until the normal state and Andreev conductance intersect at roughly 0.7 G0. The 
conductance is enhanced until reaching a peak conductance of 1.7 G0, corresponding to a 
tranmission of 96%, which implies a lower bound of 96% for the transparency of the 
epitaxial semiconductor-superconductor interface. However, the peak to dip behavior in 
the Andreev conductance deviates from the ideal Andreev QPC behavior. Numerical 
simulations of this N-QPC-S geometry for experimentally comparable levels of disorder 
have captured the peak to dip behavior in the Andreev transport and attributed it to mode 
mixing from disorder in the nanowire.17 The formula derived in Chapter 2.6 holds only in 
the limit that mode-mixing is absent. Therefore, deviations in nanowire N-QPC-S devices 
from ideal Andreev behavior originate from disorder in the wire and are not limited by 
the semiconductor-superconductor interface.   
 
     In the limit of low conductance, the QPC is behaving in the large Z limit of BTK 
theory and conductance measurements are performing tunneling conductance of the 
induced superconductivity.  As shown in Figure 5.3 C, the tunneling measurements 
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reveal a superconducting gap with rounded coherence peak features. These plots are 
consistent with the induced gap predicted from BTK44 for a temperature of 200 mK. 
Notably, the electron temperature in this fridge is around 150-200 mK, so the 
superconducting gap in the nanowire is consistent with a BCS gap having thermally 
rounded features. To characterize the gap hardness, the normal state conductance in the 
tunneling limit is compared to the subgap conductance. The measured ratio of zero bias 
conductance (GV=0) to normal state conductance (GN) in this device reveals a suppression 
of GV=0/GN < 1/50. This subgap suppression is comparable to the gap hardness in MBE 
based Al-InAs nanowires,66   and confirms our epitaxial interfacing is inducing 









Figure 5.3 A 2D map of conductance as a function of gate and source-drain voltage, which 
reveals the device evolves from tunneling to the single mode regime without localization features. 
B Plot of normal conductance (VSD = 10 mV) versus superconducting conductance(VSD = 0 V). 
Noticeably, the zero bias conductance is suppressed strongly below the normal state conductance 
for a wide range of gate voltage until the conductance develops a small quantized conductance 
plateau. The peak Andreev enhancement of single mode conductance reaches approximately 1.7 
G0, implying 96% transparency at the semiconductor-superconductor interface. C Tunneling 
conductance of the device in the tunneling regime (VGate = -6V) as a function of source-drain 




5.4 Supercurrents from Highly-Transmissive Andreev Bound States in a S-QPC-S 
Geometry Using Epitaxial InSb-Al Devices   
 
       We now discuss the high-quality ballistic S-QPC-S behavior that can be achieved in 
our epitaxial InSb-Al nanowires. In particular, we focus on the transparency of the 
epitaxial InSb-Al nanowire interface in the single mode regime, which is relevant for 
engineering Majorana modes3. As we have demonstrated previously, InSb nanowires 
interfaced with Al can be engineered to have a quantum point contact behavior in the 
weak link (i.e., quantization of conductance steps), which allows gate voltage tuning to 
the single mode regime80. Figure 5.4A shows an Al-InSb-Al nanowire Josephson junction 
where quantized transport of the normal state conductance is observed, as shown in the 
inset of Fig. 5.4B. The main part of Figure 5.4B shows that the first quantized 
conductance plateau, at ~ 2e2/h, is enhanced in the superconducting regime to ~ 4e2/h. 
This enhancement is caused by Andreev reflection, the process of generating 
superconducting proximity effect by an electron reflecting as a hole at the nanowire-
superconductor interface44. For pristine superconducting-normal interfaces, a single 
Andreev reflection can enhance conductance by a factor of two.44 In SNS systems, the 
crossover from Andreev to normal conductance occurs at eVSD  = 2Δ0, where Δ0 is the 
induced gap in the proximitized region and the factor of 2 accounts for two S-N 
interfaces in series. For the device in Fig. 5.4, we observe a resonant superconducting 
behavior where the conductance closely reaches the theoretical limit of 4e2/h at              
eVSD  = 2Δ0, indicating a near unity Andreev reflection probability at the interface, when 
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the normal conductance is tuned to the middle of the single mode conductance plateau. 
Figure 5.4C shows the bias dependence on resonance where a strong Andreev 
conductance enhancement to 4e2/h is observed in the crossover from normal to Andreev 
conductance, V ≤ 2Δ0, where Δ0 = 125 µeV is the induced gap in the proximitized region 
from the Ti/Al leads. While the presence of multiple Andreev resonances is typically 
presented to imply a transparent interface, we note that the disappearance of these 
resonances is expected for the zero-scattering and low temperature limit of multiple 
Andreev reflection theory81-83. Additionally, enhanced conductance above 2e2/h for small 
voltages above eVSD  = 2Δ0 is from excess current44, which we have observed before in 
superconducting InSb QPCs80. Note the small zero bias peak imposed on the broader 
enhanced Andreev conductance is due to a supercurrent. A 10 µV excitation was used in 
the differential conduction measurement which suppresses the magnitude of the zero-bias 
peak from the supercurrent. When the device is further opened with the backgate to allow 
additional modes, Andreev transport becomes sharply suppressed. Similar resonant 
Andreev enhancement behavior was observed in the S-QPC-N device in Chapter 5.3 and 
has been reproduced in other InSb nanowire devices17 and in quantum point contacts 




Figure 5.4 A SEM image of an Al–InSb Josephson junction whose epitaxial interfacing is shown 
in Figure 5.2B. B Differential conductance as a function of gate voltage VG at  
VSD = 2Δ0 = 250 µV, i.e., single Andreev reflection conductance, (black line) and at  VSD = 5 mV 
≫ 2Δ0 (blue line), where the device is normal. On a resonance value of  VG = 1.9 V, the Andreev 
conductance nearly doubles from the normal-state value, as expected for a pristine interface. Inset 
shows normal conductance quantization for the device. C Differential conductance as a function 
of source-drain voltage of the device on the resonant gate voltage of VG = 1.9 V. For VSD < 2Δ0, 
the device conductance rises above twice the normal-state conductance, signaling SNS behavior. 
Small offset of the peak from VSD = 0 mV is from an instrument offset. (D) IV behavior of the 
device on resonance showing a switching current of roughly 24 nA.   
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      The transparent InSb-Al interface is also evident from the switching current measured 
when the device is tuned to resonant Andreev transport. Given the resonant Andreev 
behavior, we observe switching current resonances rather than plateaus, consistent with 
the correlation of Andreev transport to switching currents. Figure 5.4D shows a switching 
current of IS ≈ 24 nA when the device is tuned to the gate voltage where Andreev 
doubling appears. We note that the residual resistance (less than 1 kΩ and more than a 
factor of 10 smaller resistance than the normal state resistance) observed below the 
switching current, IS,, is from phase diffusion in a small, unshunted junction85,86 and is 
commonly observed when the normal-state resistance is large87,88.  As shown in Chapter 
3.6, the switching current for a perfect S-QPC-S junction at unity transmission is given 
by IN=2πNeΔ0/h, where N is the number of modes and Δ is the induced superconducting 
gap46. For a gap of 125 µeV, the maximum supercurrent for a single mode weak link 
would be 30 nanoamps. Accounting for the deviation from an ideal junction by finite 
reflections89, we extract a transmission of 96%. Consideration of thermal suppression 
would lead to an even higher transmission value85,89,90, consistent with having achieved a 
nearly pristine epitaxial interface. We have measured similar behavior in multiple other 
devices, indicating that pristine interfaces can be achieved reproducibly and that epitaxial 






5.5 Superconducting Quantum Wires: From Fully Ballistic to Superconducting 
Island Limit  
 
      Next, we demonstrate that not only is transport ballistic in the quantum point contact 
formed in the bare nanowire between contacts, but that the epitaxial Al-InSb NW 
segment is also a ballistic quantum wire. One of the major developments enabled by the 
growth of epitaxial Al-InAs nanowires was the development of gate tunable 
superconducting islands for studying 1D topological superconductivity, i.e. the so-called 
Majorana island geometry50,91. We focus on the behavior of epitaxial InSb-Al nanowires 
in the island geometry, with a device and schematic shown in Figure 4A and 4B. We note 
that the devices tested had a single plunger gate under the superconducting shell. Thin 
gates underneath the bare nanowire form quantum point contacts coupling the epitaxial 
InSb-Al nanowire to the leads. For two quantum point contacts in series to a ballistic 
reservoir, the resistance is modulated as RTot = Max(RQPC1,RQPC2).92 In contrast, a 
diffusive reservoir’s conduction would be modulated by Ohmic addition,                                  
(RTot = RQPC1 + RQPC2 +Rinelastic).92 The plot in Figure 4C is of a schematic of the expected 
behavior for the conductance for two quantum point contacts in series with a ballistic 
reservoir. The plot on the right in Figure 4D shows the response of a 600 nm long 
epitaxial InSb-Al quantum wire (5 nm epitaxial film of aluminum) coupled to two 200 
nm long quantum point contacts. For this measurement the plunger gate is grounded and 
a finite voltage is applied to drive the device normal. We see that the conductance in this 
device shows behavior corresponding to quantum addition where the conductance is 
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dominated by the plateau behavior of the QPCs. As shown in 4E, a cut from the plot 
shows a robust plateau at dI/dV = 2e2/h, with small mesoscopic fluctuations imposed, 
indicating ballistic, single mode transport. The quantization quality is comparable to what 
is seen in long quantum wires93,94. This transport behavior demonstrates that there is 
ballistic transport through the Al-InSb NW portion, and that there is quantum point 
contact coupling of the superconducting NW to the leads. Hence, electrons are travelling 
more than a micron without scattering in these structures. Even more importantly, the 
data suggests the NW has been tuned into a regime where there is most-likely a single 
mode flowing in the semiconductor-superconductor NW, realizing the required single-
mode quantum wire regime to engineer Majorana zero-modes and observe helical 
transport2.  
 
       In the tunnel-coupled limit, the device operates as an isolated superconducting island 
in the Coulomb blockade regime. The epitaxy technique enables the use of very thin 
films – we use < 10 nm Al for islands – that can be strongly gated to tune the 
proximitized nanowire. Figure 3D shows the Coulomb blockade behavior of the InSb-Al 
NW from Figure 3C when the QPC gates are tuned to pinch-off. The plunger gate 
modulates the single electron Coulomb blockade with a periodicity of roughly 7 mV and 
with an extracted charging energy of 350 µeV, giving a lever arm of η = .05 eV/V, 
indicating strong coupling of the plunger to the proximitized nanowire. This result 




Figure 5.5 A SEM image of a representative epitaxial InSb–Al island device. An Al island of 
thickness below 10 nm is deposited selectively between two gold leads. Local gates tune the QPC 
in the bare regions between the leads and island, and a plunger gate tunes the chemical potential 
under the proximitized InSb nanowire. The white scale bar is 200 nm. B Schematic of the 
epitaxial InSb–Al island device. A pair of gates acting as QPCs in the bare constrictions between 
Au leads control the device from Coulomb blockaded to ballistic quantum wire regimes. A 
plunger gate is used to tune the chemical potential in the epitaxial InSb–Al nanowire. C 
Schematic of the conductance as a function of arbitrary gate voltage on two series QPCs when 
transport through a reservoir is ballistic according to Landauer’s formula.(42) The conductance is 
dominated by plateaus indicating how many modes are transmitting. D Conductance as a function 
of two series QPCs in a 600 nm island device (Al thickness of 5 nm) when the plunger is 
grounded. As highlighted by the dashed lines, conductance is dominated by the quantized  
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Figure 5.5 (cont.) conductance plateau for single mode transmission, indicating quantum 
addition and ballistic transport of a single mode through the InSb–Al island. Note that a 1 mV 
bias was applied to suppress superconductivity. E Line trace from the conductance map in panel 
D for the gate voltage on QPC 1 held at VQPC1 = 2.005 V. A robust quantized conductance 
plateau is seen with minor fluctuations imposed, indicating ballistic transmission of a single mode 
through the InSb–Al island. F. Map of differential conductance as a function of source-drain 
voltage and plunger voltage showing Coulomb blockade. Both QPC gates are held at −0.45 V to 
deplete the QPC. The superconducting gap is Δ0 = 250 µeV, and the charging energy is 350 µeV.  
 
significantly screen the gate. We note that connecting the additional metal deposited in 
the epitaxial contacting of the nanowire to the plunger can enhance the plunger coupling 
(i.e. decrease the charging energy). This is relevant for tuning the superconducting island 
to a regime where Δ0  > EC in order to observe 2e periodic Coulomb blockade and 
measure the topological transition to 1e periodic Majorana quasiparticle teleportation50. 
Our ability to strongly tune the chemical potential of the superconducting quantum wire 
will allow us in future experiments to explore the topological phase diagram of InSb-Al 
nanowires and the signature of exponential protection in the Majorana island geometry50.  
  
5.6 Conclusion  
 
       In conclusion, I have presented selective-area superconductor epitaxy to 
semiconductor nanowires. In particular, this technique was applied to InSb nanowires to 
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develop superconducting quantum wires. I have demonstrated that epitaxial growth of Al 
following sulfur-based removal of the native oxide results in a nearly ideal 
superconducting interface. As a result of this clean interface, near unity Andreev 
reflection is realized at the InSb-Al interface, which gives large conductance 
enhancements from Andreev reflection and nearly unity transmission of supercurrents in 
the single mode regime.  In addition, it was shown that this method is amenable to 
developing ballistic superconducting island devices with QPC coupling to the leads. Our 
quantum point contact control in InSb-Al nanowires should enable proper determination 
of the topological transition63 and further establish epitaxial InSb-Al nanowires as a 














Chapter 6    
Tunnel Junctions on Quantum Wires3  
 
6.1 Developing Tunnel Junctions on InSb Nanowires for Combined Tunnel 
Spectroscopy and Quantum Transport Experiments  
 
     In the previous chapters, the focus had been on developing ballistic superconducting 
quantum wire devices. Typical quantum transport experiments of nanowire devices relied 
on end-to-end measurements to reveal mesoscopic phenomena. However, by creating 
nanoscale tunnel junctions, one can directly measure and correlate the end-to-end 
conductance to the local density of states along the devices. In this chapter, I discuss the 
development of uniform tunnel junctions on InSb nanowires , where the low invasiveness 
preserves ballistic transport in InSb nanowire devices. The utility of the tunnel junctions 
is demonstrated via measurements using a superconducting tunneling probe, which reveal 
non-equilibrium properties in the open quantum dot regime of an InSb nanowire. The 
method presented in this chapter for realizing high-quality tunnel junction fabrication on 
InSb nanowires is applicable to other III-V nanowires and enables characterization of the 
local density of states in nanowire devices.  
       
                                                
3This chapter has been adapted from my published work: Engineering tunnel junctions on 
ballistic semiconductor nanowires, Appl. Phys. Lett. 115, 043503 (2019)   
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     As previously discussed, InSb nanowires provide a versatile platform for electrical 
devices as a result of high mobility54, large spin-orbit coupling56, and the ability to be 
extended to nanowire networks15. Previous measurements of InSb nanowires devices, 
both in this thesis and in the community, have focused on end-to-end transport 
measurements, which have demonstrated coherent mesoscopic phenomena such as 
quantized conductance80, quantum interference15, and the Josephson effect16. However, 
improved understanding of these materials can be gained by utilizing tunneling 
spectroscopy, which can directly probe the electronic density of states (DOS). For 
example, a long standing goal in the study of ballistic, semiconducting nanowires with 
strong spin-orbit coupling is to demonstrate helical modes, which can provide the basis 
for spintronic applications95 and engineering topological superconductivity2. While it has 
been a challenge to detect helical modes using end-to-end transport measurements as a 
result of sensitivity to chemical potential variations96, it may be possible to detect these 
modes using momentum-resolved tunneling spectroscopy,95,97.  
 
     Despite the interest in using InSb nanowires in electrical devices, the basic features 
such as the DOS and energy dispersion are not known a priori and determining these 
features for individual wires is challenging. For example, InSb nanowires are not            
well-suited for techniques such as scanning tunneling spectroscopy as a result of 
technical difficulties arising from the surface sensitivity98. More accessible and device-
compatible tunneling spectroscopy can be achieved by fabricating planar tunnel 
junctions, where a metal probe is separated from the nanowire by a thin insulating barrier. 
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Further, the use of a superconducting probe in a planar tunnel junction enables direct 
measurements of electron distribution functions and interactions99, along with enhanced 
spectroscopy of mesoscopic tunneling effects100 and bound states101,102.  
 
      To perform tunneling spectroscopy experiments where ballistic transport is 
maintained under the probe, high-quality tunnel barriers in conjunction with careful 
surface engineering of the nanowire is required to prevent the introduction of disorder. 
Aluminum is often used for tunnel junctions because the metal develops a well-controlled 
and self-limiting oxide layer. However, many semiconducting nanowires, including InSb, 
already have intrinsic surface oxides that are too thick for tunneling spectroscopy and 
typically contain a high defect density. Therefore the native oxide layer needs to be 
removed— without introducing disorder into the wire—and replaced with a higher 
quality barrier material. In this chapter, the systematic development of high-quality AlOx 
tunnel barriers on InSb nanowires is described. Through the use of controlled etching, 
deposition, and oxidation techniques, nanowires having a low-roughness interface for the 
growth of pinhole-free AlOx tunnel barriers are realized. The quality of tunnel barrier 
fabrication is characterized using superconducting tunneling spectroscopy, which reveals 
a hard superconducting gap consistent with a uniform AlOx tunnel barrier. Additionally, 
in device having uniform barriers, ballistic transport features such as Fabry-Perot 
resonances and quantized conductance steps are observed. Futhermore, the utility of 
tunnel junctions on InSb nanowires is demonstrated by performing non-equilibrium 
tunneling spectroscopy of an open quantum dot formed in an InSb nanowire, which 
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reveals the presence of strong electron-electron interactions. The development of low-
invasive tunnel junctions on InSb nanowires will allow for the characterization of the 
local density of states, which may find use in momentum resolved tunneling or 
characterizing the phase-dependence of Andreev bound states in nanowire Josephson 
junctions. 
 
6.2 Developing Robust Surface Engineering for Tunnel Junction Fabrication on 
InSb  
  
       The devices presented in this chapter use InSb nanowires that were grown by metal-
organic vapor phase epitaxy52 in the lab of Erik Bakkers and are deterministically 
transferred to chips having a SiO2 dielectric that was thermally grown on heavily p-doped 
Si. Figure 6.1 A shows an SEM image of a completed device. The Si/SiO2 acts as a back 
gate for the nanowire. The SiO2 substrate is pre-patterned and then scrubbed of polymer 
debris using reactive ion etching prior to nanowire deposition. All contacts to the 
nanowires are defined by electron beam lithography (EBL). The devices reported in this 
paper were patterned in a three-terminal geometry consisting of two highly-transparent 
normal metal contacts to InSb, separated by ~1 µm, and a central superconducting tunnel 
probe. These devices enable the measurement of both two-terminal transport and 
tunneling spectroscopy to monitor the DOS in the electron cavity defined by the 
electrostatic profile of the probe. The transparent contacts are prepared using methods 
described elsewhere to realize ballistic InSb nanowire devices,80,103. Following contact 
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development, a probe is patterned using EBL, leaving a region of InSb nanowire coated 
in its native oxide. Following a brief reactive ion etch to remove any polymer remaining 
from lithography, the native oxide is removed using sulfur-based etching, which has been 
shown to leave a smooth InSb surface for further processing16,103. Prior to barrier 
deposition, the nanowire is briefly ion-milled to remove adsorbates following the wet 
etch step. To create the AlOx barrier, 0.7 Å of Al was deposited at a rate of 0.1 Å/s 
followed by oxidation in high-purity O2 at a pressure of 10 mTorr for 1 hour. This 
deposition/oxidation step is then repeated two more times. Finally, a superconducting 
metal is deposited in situ on the barrier. 
 
        Fig. 6.1 B shows the tunneling spectra from the superconducting probe to the InSb. 
Superconducting tunneling spectroscopy provides an excellent litmus test for the quality 
of the barrier because deviations from a BCS-like DOS can typically be linked to “leaks” 
and inhomogeneity in the barrier region104. As shown in Figure 6.1B, using our optimized 
recipe, a BCS-like DOS having a hard gap was observed when biasing the tunnel probe 
lead with one of the normal leads grounded. This indicates a low-leakage, low-disorder 
junction. It is also important that the deposition is minimally invasive to the nanowire, 
and ballistic transport can be maintained in the region under the probe. Figure 6.1C 
shows end-to-end conductance for device shown in Figure 6.1 A, where the signature 
“chess-board” pattern of Fabry-Perot interference as a function of gate voltage and 
source-drain voltage is evident, indicating quasiballistic conduction across the device24. 
The Fabry-Perot patterns can be analyzed to compare the length of the ballistic region to 
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the periodicity of gate voltage oscillations: the change of the Fermi wave vector over one 
period is given as δkF =π/L, which is related to a change of carrier density by 2δkF/ π 
= CG,LΔVG,FP/e, where CG,L is the gate capacitance per unit length of the cavity and 
ΔVG,FP is the periodicity of the Fabry-Perot oscillations. Hence, the cavity length can be 
estimated as  




                                                (6.1)       
The gate capacitance in the region of the probe is negligible compared to the capacitance 
of the quantum point contacts to the gate, which is on the order of 5 aF.54 Using this 
approximation, the gate capacitance per unit length of the cavity is CG,L ≈ 10 aF/µm. 
Given an average ΔVG,FP of 55 mV, the cavity length is estimated to be L ∼ 600 nm, 
which is approximately the length from the center of one bare region of InSb to the next, 
as schematically shown in Figure 6.1 A. Hence, the estimated cavity length agrees with 
the lithographically-defined pattern, indicating ballistic transport along the entire 
nanowire, even under the superconducting tunnel probe. 
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Figure 6.1 A. SEM image of a typical tunneling spectroscopy device, consisting of an Al probe 
and two Au leads. The bare contrictions form quantum point contacts (QPCs), which control the 
coupling of the cavity to the leads. In these experiments, the QPCs are tuned simultaneously 
using a global backgate. Scale bar in white is 200 nm. B. Superconducing tunneling spectroscopy 
of the device in Fig 1A at Vg = 0 V, showing a BCS-like density of states. The probe is grounded 
through a current preamp while standard lock-in techniques are used to measure the conductance 
as a function of voltage bias. The measurement setup is shown schematically in the inset. C. End-
to-end conductance of the device in Fig 1A as a function of gate voltage. The color map shows 
typical Fabry-Perot checkering as a function of gate and bias from interference in a ballistic 
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Figure 6.1 (cont.) electron cavity. The line cut from the color map is taken for Vb = 0 mV and 
shows that the oscillations are on the order of e2/h. 
 
     The growth parameters that are required to realize a nearly ideal planar barrier, as 
sketched in Figure 6.2 A, will now be discussed. From experience in the lab104, an ideal 
barrier has a room temperature resistance above 100 kΩ, which allows the observation of 
a BCS-like density of states with a hard gap in the superconducting probe at low 
temperature. In general, depositing and oxidizing ultrathin films of Al on InSb does not 
guarantee a continuous barrier. Realistically, pinholes form from incomplete nucleation 
of AlOx grains on the nanowire surface, as shown in Figure 6.2 B. This motivated us to 
use liquid nitrogen to perform a cooled deposition of Al to promote the most continuous 
layer. However, as shown in Table 6.1, barriers fabricated at low temperature and with a 
sticking layer before depositing the superconductor demonstrated resistances below what 
is required to observe a BCS-like DOS having a hard gap in tunneling measurements. 
Note, we define working superconducting tunnel junctions in Table 1 as those showing 
BCS-like peaks but having above gap conductance less than a factor of 10 greater than 
below gap conductance. In contrast, hard gap devices have above gap conductance 
greater than a factor of 10 than below gap conductance. The cold evaporation of ultrathin 
barriers likely leaves incomplete coverage on sides from shadowing, as shown in Fig 6.2 
C, which leaves a large area for the sticking layer to make a partial ohmic connection to 
the wire. To suppress any ohmic contact to the wire following barrier deposition, the 
superconductor was deposited without a sticking layer16. In doing so, the deposition of Al 
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or NbTiN produces a high-resistance contact to InSb because of poor wetting of the metal 
on the semiconductor surface at room temperature16,103. After removing the sticking layer 
from our recipe, both cold and room temperature evaporation of the barrier could provide  
 
 
Figure 6.2 (A) Cross-sectional schematic of an ideal, planar tunnel barrier on an InSb nanowire. 
(B) Cross-sectional schematic of a leaky, pinholed tunnel barrier. (C) Cross-sectional schematic 
of shadowing effect from cold deposition of an AlOx barrier.   
 
resistances that produced high-quality superconducting tunneling measurements at low 
temperatures. However, room temperature deposition of the barrier led to a higher yield 
of functioning tunnel junctions at low temperatures. We note that of the roughly 15 
devices having optimal room temperature tunnel resistances and hard superconducting 
gaps at low temperature, ballistic transport features were also observed in end-to-end 
measurements of the devices (last two rows in Table 1). Given that ballistic transport is 
only observed in hard gap devices, we reveal the importance the uniformity of the tunnel 
barrier has on the transport characteristics in the device.      
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Table 6.1 List of superconducting materials used for probes, the barrier thickness, whether the 
barrier was deposited cold or a Ti sticking layer was used, the room temperature resistance range, 
number of devices fabricated, and the yield of superconducting tunnel junctions, hard gap 
junctions, and ballistic devices.  
 
6.3 Properties of Optimized Tunnel Junction Devices   
 
      Figure 6.3 presents the properties of an optimized, nearly disorder-free device. For 
the data presented in Figure 6.3, the tunnel barriers were deposited at room temperature 
and without a sticking layer. In Figure 6.3 A, the magnitude of the tunnel conductance is 
independent of gate voltage, and the superconducting gap is seen over the entire scan 
with high clarity and no features forming below the gap, ΔAl = 220 µV. Figure 6.3 B 
shows a tunneling measurement performed at zero gate voltage with the superconducting 
tunnel probe grounded, demonstrating a BCS-like DOS having an above-gap to subgap 
conductance ratio greater than 10, consistent with the deposition of a highly uniform 
tunnel barrier. The gate-independent magnitude of tunneling conductance and absence of 
bound states observed below the superconducting gap attest to the high quality of the 
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tunnel junction. Only above the gap can spectroscopic features from the nanowire be 
observed. Hence, these uniform, weakly coupling tunnel junctions allow for the 
characterization of the DOS in nanowires without significant contributions from probe-
nanowire hybridization. Additionally, while this device was unable to fully pinch-off 
before dielectric breakdown, approximately quantized transport across the three-terminal 
geometry was observed, as shown in Figure 6.3 C. The observation of roughly quantized 
conductance further confirms the uniformity of the barrier and low disorder impinged 










                                                                                      
                                  
Figure 6.3 A. Gate dependence of the tunnel conductance as a function of bias. For entire gate 
range, the magnitude of the tunnel conductance remains constant, and the superconducting gap is 
seen over the entire scan with high clarity and no features forming below the gap, ΔAl = 220 µV. 
B. Plot of differential conductance as a function of bias for the tunnel junction. A hard gap is 
observed with an above gap to subgap conductance ratio greater than 10. Electron temperature is 
estimated as 100-150 mK, resulting in slight thermal rounding of the gap. C. Zero-bias end to-end 
conductance as a function of gate showing plateaus, all of which are nearly quantized in units of 
2e2/h. Arrows point to plateau features in the conductance.   
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6.4 Revealing Electron-Electron Interactions in Non-Equilibrium Spectroscopy  
 
    Finally, data is shown for an important application of superconducting tunnel probes: 
non-equilibrium tunneling spectroscopy. As shown in Figure 6.4 A, this measurement 
involves applying a fixed voltage U across the device to drive the system out of 
equilibrium. The conductance across the tunnel junction is measured and is given by  
 








∫ nsample (E − eVB ) fsample (E − eVB ) − f probe (E)[ ]dE       (6.2) 
 
where E is the energy relative to the Fermi energy, nprobe is the superconducting density 
of states in the probe, nsample is the density of states in the 1D wire, and fprobe and fsample are 
the Fermi distribution functions in the probe and the 1D wire, respectively. This 
expression21 is a convolution of the electron energy distribution of the nanowire device 
with the voltage 𝑈 with the DOS in the nanowire and the gradient of the DOS of the 
superconducting probe. Generally, the functional form of fsample depends on how electrons 
are scattered as they travel down the nanowire. Figure 6.4B shows that as the non- 
equilibrium voltage is increased across the device, the gap shifts laterally while the peaks 
are smoothed out. Similar non-equilibrium behavior has been observed in carbon 
nanotubes and was associated with electron-electron scattering100. Although the device 
measured in Fig. 4B has non-ideal tunnel barriers, leading to a soft gap, it demonstrates 
the utilization of non-equilibrium superconducting tunneling spectroscopy on InSb 
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nanowires, and shows the nature of scattering caused by coupling the disorder of the non- 
ideal barrier into the quantum wire. Indeed, as shown in Figure 6.4 C, simulations of the 
impact that electron-electron scattering has on non-equilibrium superconducting 
tunneling spectroscopy possesses strong qualitative resemblance to the experimental 
results. The simulations of the superconducting gap behavior with applied  
non-equilibrium voltage were performed following the procedure of previous 
work100,105,106 and assumed that the nanowire device was thermalized to 250 mK and had 





Figure 6.4 A Schematic of non-equilibrium tunneling spectroscopy. A floating voltage, U, is 
applied across the ends while measuring the tunneling differential conductance of the 
superconducting probe as a function of bias. B Tunneling conductance as a function of non-
equilibrium voltage. As the non-equilibrium voltage is increased across the device, the gap shifts 
laterally while the peaks are smoothed out. C Simulation of the effect a non-equilibrium bias has 
on 1D wire having strong electron-electron scattering. Simulations show qualitatively similar 
behavior to the experimental device, implying strong electron-electron scattering in the device.  
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6.5 Applications and Summary        
 
     The methods presented here for fabricating high-quality tunnel junctions on high-
mobility nanowires with strong spin-orbit coupling may have immediate applications for 
future studies of mesoscopic superconductivity. In a modified configuration of the same 
three-terminal geometry and by replacing the normal leads with supeconducting leads, 
the phase-dependence of Andreev bound states in InSb nanowire Josephson junction can 
be studied106. In addition, our work also lays the groundwork for developing thinner 
barriers that will enable proximity superconductivity in the wire and prevent deleterious 
metallization effects107.  
 
     In conclusion, high-quality tunnel junctions to ballistic cavities in InSb nanowire were 
developed. The performance of various barrier growth parameters and room temperature 
resistances that correspond to uniform, pinhole-free junctions were identified. 
Measurements confirmed that minimal disorder is added by the fabrication and that 
ballistic transport is maintained in the area under the tunnel junction. Superconducting 
tunneling spectroscopy demonstrated the high quality of the junction, and non-equilbrium 
tunneling spectroscopy was used to determine the extent of electron scattering.  The use 
of high-quality tunnel junctions on quantum wires following the guidelines in this paper 
can be used to reveal salient features of helical modes and topological superconductivity 




Chapter 7   
Conclusion  
 
7.1 Summary of Research Accomplishments  
 
     In this thesis, superconducting nanostructures based on InSb nanowires were explored 
in an effort to develop semiconductor-superconductor quantum devices for engineering 
robust topological superconductivity. In pursuit of enhanced spectroscopy of 
proximitized nanowires, I realized the development of InSb nanowire quantum point 
contacts. To develop truly superconducting quantum wires, I developed selective-area 
superconductor epitaxy of Al to InSb nanowires. Epitaxial InSb-Al devices possess a 
highly transparent semiconductor-superconductor interface and approach the theoretical 
limit for conductance enhancement from Andreev reflection. In addition, ballistic 
transport on the micronscale can be realized in InSb-Al islands. To probe the phase 
dependence of Andreev bound states in InSb-based Josephson junction, the development 
of local tunnel junctions that preserve ballistic transport in the junction area were 
realized. These developments  motivate future quantum transport experiments, several of 





7.2 QPC Spectroscopy of Majorana Wires 
 
     As emphasized at various points in this thesis, many experiments probing Majorana 
bound states use a disordered region marked by quantum localized transport to probe for 
zero-bias peaks.5-7 Such disorder in the neighboring nanowire region does not preclude 
trivial origins to these observations.25,108 What is needed is needed is a QPC as a probe. A 
QPC provides unique detection of a quantized Majorana plateau over a larger range of 
disorder levels than a tunnel barrier,63 as shown in Figure 7.1. What this means is that 
even if the zero magnetic field Andreev conductance is not quantized at 4e2/h from finite 
disorder, as was discussed in Chapter 5.3, the identification of a 2e2/h plateau emerging 
in magnetic field while preserving superconductivity is a unique signature to a Majorana 
zero-mode. As shown in Figure 5.3B, we have already demonstrated enhanced Andreev 
conductance in N-QPC-S devices showing a disorder strength comparable to the top plot 
in Figure 7.1, where a quantized Majorana plateau is still visible in finite magnetic field. 
Therefore, using our ability to engineer S-QPC-N in InSb, follow up devices having local 
gates should study how Andreev enhanced conductance evolves in a N-QPC-S device as 
a function of magnetic field and chemical potential.   
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Figure 7.1 Figure 2 from Ref. 63 showing plots of Andreev enhanced conductance through a 
QPC at zero magnetic field versus a quantized Majorana plateau in magnetic field for different 
disorder strengths.    
 
7.3 Parity Control of InSb-Al Islands and Aharonov-Bohm Interferometry  
 
     If the InSb-Al devices in section 5.5 were in the Δ0 > EC regime, they would possess 
2e periodic Coulomb blockade. As a magnetic field is applied to the InSb-Al, the 
Coulomb blockade will transition from 2e to 1e periodic as Andreev levels are pushed to 
zero energy109. This zero-energy mode may be a trivial Andreev state or a Majorana 
mode109. Follow up experiments in InSb-Al devices should study the transition from 2e to 
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1e periodic Coulomb blockade in InSb-Al nanowires. In particular, these experiments 
should study parity effects for an odd versus even occupation of charge on the island as a 
function of length, such as in InAs-Al wires50. In addition, if the 1e periodic regime in 
applied magnetic field supports Majorana bound states, transport across the island will be 
coherent. These experiments should use newly developed InSb nanowire networks to 
embed an InSb-Al in an Aharonov-Bohm ring to probe the Majorana coherence. As 
revealed by Fu109, the signature of Majorana occupation will be a π phase shift in the 
Aharonov-Bohm oscillations for even versus odd ground state occupation of the island.   
 
7.4 Andreev Bound State Interferometery  
 
     Using the method to engineer tunnel junctions reported in Chapter 6, InSb Josephson 
junctions embedded in a phase loop should be studied, similar to the devices in Ref  102. 
As discussed in Chapter 2.6, Andreev bound states formed in a SNS Josephson junctions 
are generically gapped, with the exception of perfectly transmitted modes. If the two 
proximitized regions enter the topological regime, the supercurrent becomes 4π periodic3, 
and the bound state spectrum will have a gap closing around π-phase bias regardless of 
transmission in the trivial Andreev bound state regime, as shown in Figure 7.2. 
Therefore, tunnel spectroscopy of phase-biased devices having local gates should study 
how the bound state spectrum evolves as a function of magnetic field and chemical 
potential of the two superconducting wires. These studies should detect regions where the 
gap closing is independent of transmission in the zero-field state.    
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Figure 7.2 Figure 2A from Ref. 3 showing a plot of the Andreev bound state (dashed red) versus 
Majorana bound state (solid blue) spectrum as a function of phase bias in a Josephson junction. In 
the trivial regime, the supercurrent is 2π periodic and the Andreev states are gapped. In the 
topological regime, the supercurrent is mediated by Majorana zero-modes, and there is a gap 












Appendix A  
Derivation of Quasiparticle Levels in a BCS Superconductor  
 
     As discussed in Chaper 2, the BCS Hamiltonian can be written as: 




















∑                     (A.1) 
To simplify the quartic term, a standard mean field approximation will be applied             
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Additionally, though not clear at a first glance at the problem, we can identify one of 
these terms as the single particle gap formed from Cooper pairing  







∑                                                (A.3)                                     
so that that our Hamiltonian can be written with the mean field approximation as 

























∑  .       (A.4) 
To diagonalize the mean field Hamiltonian, a Bogoliubov transformation is used to  
define new single fermion (quasiparticle) operators in term of the original creation and 
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Note, |uk| and |vk| are the same coefficients from 
€ 








∏ 0 .      
By rewriting the quasiparticle operators in terms of the normal state creation/destruction 
operators (i.e. in terms of electron/hole states).  
                                       
€ 
γ(+/-k)↑ = ukc(+ /−k)↑− vkc(− /+k)↓
†                                                        






*c(-/+k)↑.                                  (A.6) 
we see that our quasiparticle operators from the Bogoliubov transformation correspond to 
quasiparticle that are superpositions of holes and electrons. Additionally, 
€ 
γk Ψ BCS = 0 , 
so 
€ 
Ψ BCS is the vacuum for our quasiparticle states.   
 
     We seek to write the solution as H= H0+H1 where H0 will give the ground state energy 
for the BCS wavefunction for Cooper pairs (i.e., vacuum for our quasiparticles) and H1 
will be excitations of the ground state and dependent on adding quasiparticles, i.e H1 will 
be proportional to 
€ 
γkσ
† γkσ. Upon inserting our transformation and simplifying the terms, 
the Hamiltonian simplifies to  













∑ + ξk − ξk
2 + Δk









∑           (A.7) 
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2  and E0 =
€ 









∑ . We see that 










∑  and H0 = E0 is the ground 
state of the BCS problem.  
 
     Having arrived at our desired form, we can fully interpret the quasiparticle properties 
of the BCS Hamiltonian. At the Fermi level (
€ 
ξk= 0), the single energy spectrum is 
gapped by ±|
€ 
Δk |, and an energy cost of 2|
€ 
Δk | is required to excite a quasiparticle state, 
€ 
γkσ
† , from the BCS ground state. In general, an energy cost of 2Ek is required to excite 












Appendix B  
Microscopic Theory of Andreev Reflection at a 
Semiconductor-Superconductor Interface  
 
        To gain a deeper understanding of how Andreev reflection enables and modifies the 
charge transport at a semiconductor-superconductor interface, the model of Blonder, 
Tinkham, and Klapwijk, better known as BTK44, will be sketched. BTK models the 
superconductor-normal interface as a 1D scattering potential, which is composed of a 
delta function term to treat backscattering at a barrier from interface disorder. The BTK 
potential at the superconductor-semiconductor interface is written as        
                                                    
€ 
V(x) =Hδ(x)                                                            (B.1) 
where H is the delta function strength. H can be rewritten in a dimensionless form,         
Z= H(2πme/hkF). BTK applied a plane-wave ansatz to treat the wavefunction of the 
normal electron region, which will be composed of three components: the electron 
incident on the superconductor, a reflected hole (from Andreev reflection), and a normal 
scattered electron. This plane-wave ansatz is written as  



























⎟ e−ikex                   (B.2) 
where A(E) is the amplitude for Andreev reflection (rAnd) and B(E) is the amplitude for a 
normal backscattering (rN) process at the semiconductor-superconductor interface. We 
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will match this to the quasiparticle wave function on the superconducting side.  




















' x                                 (B.3) 
As we know from our understanding of single particle states in the superconducting state, 
C(E) and D(E) will equal 0 for |E| < Δ. We will not go through the tedious process of 






Figure B.1. Table 2 from Ref. 44 showing the coefficients in the BTK normal-superconducting 
scattering problem. The coefficients have been calculated for the normal state (i.e. Δ = 0 ), Z = 0, 
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Table B.1 (cont.) Z » 0, and the general form.     
 
     Using the wavefunction continuation and the calculated coefficients, the current 
through the NS interface can be written as       









2)dE             (B.4) 
where f(E) is the Fermi function, A(E) = rAnd, and B(E) = rN. Using A2.4, the differential 
conductance, dI/dV, can be calculated for various backscattering strengths parameterized 
by Z at T=0, as shown in Figure B.2. For Z =0, Andreev reflection enhances the 
conductance by a factor of two because of the propagation of Cooper pairs in the normal 
material for voltages below the superconducting gap. However, as the Z factor increases, 
Andreev reflection (and hence proximity effect) is suppressed. In the high Z limit, the 
interface becomes a tunnel barrier, and a conductance measurement is revealing the 
density of states in the superconductor.   
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Figure B.2. Figure 7 from Ref. 44 showing the calculated differential conductance as a function 
applied voltage for different Z strengths. For low Z, Andreev reflection enhances the conductance 
for all voltages below Δ. For large Z , the differential conductance effectively is tunneling 









Appendix C   
Derivation of Andreev Reflection Modified Conductance 
Through an S–QPC-N Device  
 
    As was sketched in Figure 2.7 B, a wave incident on the QPC can be related to the 
Andreev reflection process at the nanowire-superconductor interface. Ignoring scattering 
in the proximitized region, this problem can be treated in the s-matrix formulation.45 In 
this formalism, we will relate the incoming wave from the normal side to the output on 
the proximitized side aS = SaN where aN and aS are vectors describing the coefficients for 
electrons and holes incident at the QPC from the normal lead and the transmitted wave 
into the proximitized region respectively. The expressions for the coefficient vectors are 
given by  




















                                           (C.1) 
where +/- superscript refers to an electron (hole) moving right/left (left/right).  The S 
matrix representing the QPC does not mix electrons and holes and is given by 


















⎟                      (C.2) 
From BTK, we can relate the transmitted coefficients for electrons and holes having 
energies less than the superconducting gap by Andreev reflection at the SN side. We will 
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consider a strongly proximitized nanostructure and ignore normal reflections at the SN 
interface. We can then write the s-matrix for Andreev reflection as  
 
                      
€ 
SAnd = e

















                 
(C.3) 
We will write 
€ 
e−icos
−1(E /Δ) = A  and 
€ 
eiφ 2=B.  Having the s-matrix for Andreev and 
the QPC allows for writing the s-matrix that relates an incident electron or hole in the 
normal side to its reflected wave:   










                                    
(C.4) 
See is the scattering amplitude for an electron to be scattered as an electron and Seh is the 
amplitude for an electron to be scattered as hole. Similarly, Shh is the scattering amplitude 
for a hole to be scattered as a hole and She is the amplitude for a hole to be scattered as an 
electron. The case E = 0, i.e. the Fermi energy, will be analyzed. The total conductance is 
given by the S-matrix as  


















†  from the S-matrix being unitary. After simplifying the terms 
for our total S-matrix, the submatrix for scattering of an electron as a hole at the Fermi 
energy is given by  
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t21                                 (C.6)
             
Inserting in Eq. C.5 gives:  



























⎟ =  (C.7) 






















At B = 0, time reversal symmetry requires 
€ 
t12
T = t21 and 
€ 
r22
T = r22. Additionally, from 





2 =. Eq. C.7 simplifies to   









































      
 (C.8) 






















2 ). We can now rewrite 
how Andreev conductance modifies the conductance through a QPC in the presence of 
Andreev reflection as a function of the transmission of the modes through the QPC:  





























Appendix D  
Derivation of Andreev Bound State Energy Spectrum and 
Supercurrent as a Function of Phase and Transmission  
 
     As was shown in Chapter 2.6, the S-matrix approach was used to calculate the zero-
voltage differential conductance as a function of transmission. For the S-QPC-S junction 
geometry, shown in Figure D.1, this same approach will allow us to determine the 
quasiparticle bound state energy as a function of phase.46 From this spectrum, the 
supercurrent can be calculated. In the S-QPC-N problem, the order parameter was chosen 
as 
€ 
Δ(x)eiφfor x<0 and 0 for x > 0. In the S-N-QPC-N-S, the following conditions for the 
boundary conditions of the order parameter in the bulk superconductor will be used:  
                                         
€ 
Δ(x) =
Δ eiφ 2 for x > L /2
0











                                       (D.1) 
Our S-matrix for the QPC still takes the form of Eq. C.2, but the S-matrix for Andreev 
reflection is modified by the phase gradient, and Eq. C.3 for x=L/2 now reads as  
     
€ 
SAnd = e
















⎟ ⎟  (D.2) 
Again,  A = 
€ 
e−icos
−1(EAbs /Δ) . Using the same notation as in Appendix C, an electron 
incident on the QPC from the left, ainc will be related to an output wave by  
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Figure D.1 Geometry of the SNS s-matrix for determining the quasiparticle energy spectrum in 
the weak link. Two superconducting leads, located at x = -L/2 and x = L/2, have a phase 
difference of φx=L/2 -φx=-L/2 = Φ. The center of a QPC is located at x = 0. Electron and holes can be 
Andreev reflected off the superconductor and normal scattered off the QPC.  
 
aout= SQPCain. From Andreev reflection, the output wave is related to the input by 
ain=SAndaout. Our condition for a bound state, ain=SAndSQPCain implies that  
Det(I-SAndSQPC) = 0. SAndSqp gives the following matrix:  










⎟ ⎟  (D.3) 






*(−EAbs)). The determinant 
can be simplified by applying the approximation that S(E) = S(-E) = S(0). Using this 
approximation, the determinant simplifies to  
          
                                   
€ 





⎟ I − t12
2 sin φ /2( )⎛ ⎝ ⎜ 
⎞ 
⎠ 
⎟ = 0                           (D.4) 
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The eigenvalues of t212 are TN, so eq D.4 gives the following expression for the energy 
spectrum of the Andreev bound states as a function of phase and normal state 
transmission for a given mode:  
                                            
€ 
EABS,n
± = ±Δ 1− Tn sin φ /2( )                                         (D.5) 
 
     The supercurrent is driven by the phase difference of the superconducting leads, and 
the expression for the supercurrent is given by  






                                                  (D.6) 
where F is the free energy of the S-N-QPC-N-S system. For our particular case, the 
Andreev bound state energy is the only term that depends on phase and contributes to the           
free energy . Therefore, the supercurrent for an Andreev bound state is given by  
 








                                           (D.7) 
Both the positive and negative energy Andreev bound states contribute supercurrents to 
the junction and have the form  


























                  (D.8)
 
It is clear the positive and negative energy Andreev bound states carry supercurrents 
going in opposite directions. At T = 0, the ground state Andreev bound state, E-, is the 
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only occupied Andreev level for Tn < 1 and solely contributes to the supercurrent. For   
Tn = 1, the ground state switches from E
- to E+ at φ = π, and there is a discontinuity in the 
current-phase relationship. The zero-temperature current-phase relationship carried by an 
Andreev bound states for several transmission values is plotted in Figure 3.14.  
 
    For finite temperature, the excited Andreev level must be accounted for to get the net 
supercurrent from Andreev bound states. Finite temperature is accounted for in the 
critical current as 
                                                                          
€ 
                    
                                       
€ 
I = I−(1− f(E+)) + I+(f(E+)) = I−(1− 2f(E+))                      (D.9)
 
where f(E) is the Fermi distribution function. Using Eq. D.5 for E+,   
                                      
€ 
1− 2f(EABS
+ ) = tanh Δ
2kBT






⎟                       (D.10)
 
so that  Eq. D.9 gives the net supercurrent for a single Andreev bound state at finite 
temperature as  














⎟   .               (D.11)
 
For N Andreev bound states through a quantum point contact, the net supercurrent will  
just be a sum of the supercurrent contributed from the Andreev bound state for each 
mode 
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€ 


























∑    (A4.12) 
For the case of an ideal quantum point contact, Tn = 1 for n=1 to N and Eq. D.12 
simplifies to  
                 
€ 
I(φ)tot = Inet,n( )
n
N









⎟                  (D.13) 
Therefore, the maximum net supercurrent is directly proportional to the number of 


















N  if Tn = 1 for   
n ≤ N. The supercurrent for N Andreev bound states through a quantum point contact can 
now be related to the normal state conductance as  













⎟                        (D.14)       
     In contrast, a junction described by highly opaque modes, such as a Josephson  
tunnel junction, corresponds to the limit that T « 1. In this limit, Eq. D.12 gives 






















































, which is known as the Ambegaokar-Baratoff relation.   
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Appendix E  
Majorana Modes and the Kitaev Wire Model   
    
     In the appendix, we have studied the behavior of quasiparticles in conventional 
superconductors, and, in Chapter 2.7, the charge occupation of a superconducting 
quantum dot.  We now want to consider a toy model in which quasiparticles known 
Majorana zero-modes emerge, and how the ground state of this model depends on the 
parity (or charge occupation) of such a superconducting island. This toy model is referred 
to as the Kitaev wire.47 This model considers a 1D superconducting system in which 
isolated Majorana quasiparticles appear for particular tuning and is simple enough to get 
an intuition of how Majorana quasiparticles emerge and behave in analagous 1D systems. 
The model will also provide an opportunity to get to know the properties of non-locally 
paired Majoranas. In particular, our ability to determine parity in semiconductor quantum 
dots turns out to be an essential ingredient for measuring the quantum state of a 
superconductor supporting non-local Majorana.    
 
    The Kitaev wire describes a spinless 1D wire, which in a tight binding model, 
considers an N site 1D chain of occupation sites where the superconducting gap interacts 
off-site:  
       
€ 












∑ − t ci+1























(E.1)             
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Note, µ, t, and ∆ are real. We will now be interesting in analyzing the wire with the 
following quasiparticle transformation            





γ2i−1 − iγ2i( )                                               (E.2) 





γ2i−1 + iγ2i( )                                              
If we rewrite the quasiparticle operators in terms of the electron/hole opeators, we get 










                                     
(E.3) 
                                                        
€ 
γ2i = γ






⎟                                            
These quasiparticles have the intriguing property of being half-electron, half-hole and 
additionally 
€ 
γ = γ†, which mean these quasiparticles are their own antiparticle. We will 
refer to these operators as Majorana operators, in reference to Majorana’s discovery that 
the Dirac equation admits solutions for chargeless, massless fermions that are their own 
antiparticle. Let’s consider a couple of cases with our new Majorana operators for the 
Kitaev chain to understand what unique properties emerge. First, we will consider the 
case, t = ∆ = 0. We can now rewrite the Hamiltonian as  
                          
€ 












∑ = −µ2 iγ2i−1γ2i( )
i=1
N
∑ .                                (E.4) 
In this limit, the Kitaev chain can be understood as N non-interacting Fermion sites 
having a unique ground state of zero Fermion occupation. Excitations in this limit  
correspond to occupying a fermion site, 
€ 
ci
†  , gapped by an energy µ. The addition of a 
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γ2i . This is sketched in 
Figure E.1. Though there are no exotic properties of the system in this limit, we see that 
two locally paired Majorana correspond to one fermion. We will refer to this local site 
pairing as trivial pairing. Trivial pairing of Majorana quasipartciles corresponds to a 
ground state having zero occupation for single fermion levels, and occupation of single 
quasiparticle levels corresponds to excitations that are gapped from the ground state, just 
as in a BCS superconductor.  
                                         
               
Figure E.1. Schematic of the Kitaev chain in the trivial pairing limit t = ∆ = 0. The Hamiltonian 





γ2i, are locally paired at the fermion site.   
 






     Now we will consider the limit that t = ∆ ≠ 0 but µ = 0. Our Hamiltonian now reads 
                            
€ 
HKitaev = t -ci
†ci+1 − c i+1











              
(E.5) 

























⎟ = it γ2iγ2i+1( )
i=1
N−1
∑                   
The Kitaev model now describes Majorana quasiparticles that pair on adjacent fermionic 
sites of the Kitaev chain and the γ1 and γ2N Majorana quasiparticles are absent from the 
bulk Hamiltonian. To understand the Hamiltonian in terms of fermion occupation, we can 
define new creation and destruction operators that correspond to paired Majorana on 
adjacent sites:   





γ2i + iγ2i+1( )                                                
(E.6) 





γ2i − iγ2i+1( )   
Using these new modes, the Kitaev Hamiltonian in terms of fermion occupation becomes  
                                
€ 
HKitaev = it γ2iγ2i+1( )
i=1
N−1
∑ = 2t ˜ ci











∑                           (E.7) 
The Kitaev Hamiltonian now describes N-1 Fermion sites in this limit from the lost 
Majorana modes, γ1 and γ2N. Again, the ground state in terms of the bulk fermion 
occupation (the N-1 
€ 
˜ ci
†  sites) corresponds to zero occupation of the 
€ 
˜ ci
†  sites. Now, since 
the γ1 and γ2N do not enter the Hamiltonian explicitly, occupation of these states requires 
zero energy. We will define a new fermion corresponding to creation and destruction of 
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non-locally paired end Majorana modes.  





γ1 + iγ2N( ) 





γ1 − iγ2N( )                                                  (E.8) 
Starting with our ground state, corresponding to zero occupation of the bulk fermion sites 
in the Hamiltonian, we have   
                                          
€ 
˜ c0 0 = 0, ˜ c0
† 0 = 1 , ˜ c0
† 1 = 0.   
                                                 
€ 
0 HK 0 = 1HK 1 = 0  (E.9) 
The occupation of the non-local fermion is the parity of the wire, and we define a parity 
operator which will count the even or oddness of the zero energy, non-local fermion 
occupation:       
                                               
€ 
P =1− 2˜ c0
†˜ c0 = −iγ1γ2N  (E.10) 
Our ground state and first excited state differ by parity (occupation of our non-local 
Fermion), but are both zero-energy excitation of our superconducting system.  In contrast 
to a normal superconductor, the Kitaev chain allows ground state occupation of single 
fermion levels in the form of non-locally paired Majorana quasiparticles, which have a 







Figure E.2. Sketch of the Kitaev chain in the limit t = ∆ ≠ 0 but µ = 0. Majorana modes pair on 
adjacent sites for the addition of single fermions in the bulk. Notably, this limit allows zero-
energy fermion excitations at the Fermi level. The parity of this state refers to whether the non-
local fermion is occupied (odd parity) or not (even parity). The non-local fermion is a result of the 
non-local pairing of the γ1 and γ2N Majorana end modes.   
 
     For an infinite site Kitaev model, isolated Majorana modes appear for 2t > |µ| and  
∆ ≠ 0. We will refer to this as the topological regime where the ground state has a two-
fold degenerate ground state corresponding to the emergence of non-locally paired 
Majorana zero modes and a gapped bulk. In the case of a finite model of sites N, there is 
an interaction between the modes which will break the zero-energy degeneracy;  





γ1γ2N t0 ∝ e
−
N
l0  (A5.11) 
where l0 is the localization length of the Majorana end modes spatial wavefunction. The 
physical meaning of t0 is the amplitude for a fermionic quasiparticle to tunnel across the 
chain. We see that for all 2t > |µ| and ∆ ≠ 0, we require that N » l0 and that our bulk is 
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gapped in order to preserve the degeneracy of the zero-energy ground state and for parity 
of the end modes to be a good quantum number for characterizing our states.  
 
     Now that we have showed that isolated Majorana quasiparticles can emerge in a toy 
1D superconducting system, we have set the stage for considering what happens if we 
have two pairs of non-locally paired Majoranas. We will consider a system supporting 
two regions having paired modes and label the left pair as γ1 and γ2 and the right pair as γ3 





γ2i−1 − iγ2i( ) as the non-local fermion operator for a Majorana 
wire of label i. For two wires, we now have a fourfold degenerate ground state in terms of 
left or right fermion occupation:   
                              
€ 
0,0 c1
† 0,0 = 1,0 , ˜ c2
† 0,0 = 1,0 ˜ c2
†c1
† 0,0 = 1,1              (E.12)  
Total parity of the system is given by   
                                                    
€ 
PTot = P1P2 = −γ1γ2γ3γ4  (E.13) 
For our two wire system, we are strictly interested in states that are eigenstates of PTot, i.e. 
€ 
PTot ψ = ± ψ . Note, total parity is a conserved quantity in the absence of a non-
adiabatic disturbance of the system. As plotted in Figure E.3, we consider a T geometry 
that will let us do manipulation Majorana modes as considered in Ref.. 62. Now, to 
ensure we stay in the ground state manifold spanned by 
€ 
0,0 , 1,0 , 0,1 , 1,1  as we evolve 
the system, we consider an adiabatic process that allows the system to exchange 
Majorana. Note, total parity is a conserved quantity in the absence of a non-adiabatic 
disturbance of the system. An adaibatic process allows us to define a unitary operator to 
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connect our first ground state to the next, which, when we consider parity conservation, 
can be written as  
                                         
€ 
U = e
±(π 4)γiγ j = 1
2
1± γiγ j( ) (E.14) 
where the plus and minus refer to counterclockwise or clockwise position exchange.  
 
Figure E.3. Two sets of paired Majorana modes meet at a T-like junction, which will permit 
exchanging the position and pairing of Majoranas adiabatically. Details of this manipulation are 
described in Ref 62.  
 
     For an exchange of pairing in the even parity subspace of our non-local fermion 
manifold, we can take 
€ 
0,0 = 0 1,1 = 1 . Applying a counterclockwise exchange of γ2 
and γ3 from 
€ 
0 , we get  
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1+ γ2γ3( ) 0,0 =
1
2
0,0 − i1,1( ) = 1
2
0 − i1( )
             
(E.15)  
Doing an exchange of pairing of Majoranas from adjacent wires results in a non-trivial 
π/2 rotation of the even-parity subspace. In contrast, adiabatic exchange of neighboring 
bosons and fermions merely results in a trivial rotation, where the fermion or boson 
remains in the same level, 
€ 
UBos,Fer ψ = ± ψ , where +/- is for boson and fermions 
respectively. To understand why exchanging non-paired Majorana is non-trivial, we 
consider the commutator of the Majorana exchange operator for two exchanges involving 
at least one of the same Majorana:  















= γi−1γi−1 =1             (E.16) 
Hence, the exchange operator does not commute in this case, and the exchange statistics 
for non-paired Majorana are non-abelian,. In contrast, the exchange operator for fermion 
and boson exchange is abelian.   
 
     We want to briefly consider a qubit based on two Majorana wires. What we have seen 
is that exchanging the position and pairing of non-paired Majoranas results in non-trivial 
rotations in a parity subspace. This exchanging is referred to as braiding of Majoranas 
and using Majorana braiding to perform quantum gates is referred to as topological 




0,0 = 0 1,1 = 1 , denoted as 
€ 
Ψ = a 0 + b1 . An arbitrary unitary 
operator for a single qubit110 can be written as  
€ 
U = eiαRˆ n (θ). From Eq. E.14, we see         
α = 1, θ = π/2 for a Majorana qubit, and hence bradings will perform quantized π/2 qubit 



















. From eq. 2.27, 
we have 
€ 
σz = −iγ1γ2 = −iγ3γ4, 
€ 
σy = −iγ1γ3 = −iγ4γ2, and 
€ 
σy = −iγ1γ3 = −iγ4γ2, and 
€ 
σx = −iγ1γ4 = −iγ2γ3. What is striking about topological quantum computing is that we 
measure the state by measuring Fermion parity. Fermion parity is a logical quantum 
number. Given that braiding gates are performing quantized rotations, the implication is 












Appendix F   
Quantized Conductance in Planar 1D Nanostructures Versus 
Radial 1D Nanostructures  
 
     In a 2DEG QPC, the effective potential near the electrostatic bottelneck for a QPC can 
be approximated as  










                               
(F.1) 
The Hamiltonian for a single electron in the 2DEG is just  
                                                     
€ 
H = p2 /2m* +VQPC                   (F.2) 
and the wave-function can be separated into an incident component along x and a 
transverse component associated with the quantized energy levels from the harmonic 
potential, Ey = hωy/2π(n+1/2) where n = 0, 1, 2… The effective potential for the incident 
wave-function becomes  
                                   
€ 









For Fermi energies above En = V0 + hωy/2π(n+1/2), all subbands are occupied and all En 
above the Fermi energy are closed. By defining the variable  
                                        
€ 




the transmission probability of the quantized modes111 are given by  
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          (F.5) 
As was discussed in Chapter 2, the conductance across a QPC without mode mixing is 













As plotted in Figure F.1A, in order for  
step-like features to emerge from the quantized subbands, the condition ωy ≥ ωx is 






−πεn ) , and the 
conductance as a function of gate voltage develops well-developed plateaus that are 





2x2 can be treated as a perturbation of our QPC Hamiltonian, 
€ 
H = p2 /2m* +V0 + hωy /2π(n +1/2), and the band structure is given in Figure F.2B.  
 
     In contrast to 2DEG QPCs, nanowire QPCs are effectively constrictions connecting 
3D electron gases adiabatically to a constriction that will quantize motion polar to 
electron’s transverse motion. InSb nanowires have a hexagonal cross-section and, to 
understand how the 1D subbands of a QPC are altered by rotational symmetry, an 
electron allowed to move freely in the Z-direction but confined to a cylinder of radius R 
with the boundary condition Ψ(R,θ,z) =0 captures the basic physics. Taking a wave 
function of the form Ψ(r,θ,z) =A(r)B(θ)eikz , the Schrodinger equation in cylindrical 
coordinates gives  
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⎟ − (k2 − a)r2( ) =m2 = − 1B(θ)
∂2B(θ)
∂θ2












+ (a − k2)r2 −m2( )A(r) = 0  
€ 





⎟  where Jm is a Bessel function of the first kind. Applying the 
boundary condition A(R) = 0, the energy can now be related to the zeros of the Bessel 
function, jm1, where n is the Bessel index and l denotes the lth zero. In particular                
(jml /R)2 = a-k2, so the energy for a cylindrical quantum wire is given as 
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Figure F.1 A Plot of conductance as a function of gate and ωy/ωx showing that well developed 
conductance plateaus emerge as ωy becomes dominant over ωx. Well-developed quantized 
conductance plateaus correspond to well-developed 1D-subbands. Adapated from Ref. 112.  
B. Plot of the first 5 1D subbands that form in a QPC in the limit that ωy » ωx.  
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                              (F.7)
              
 
For m ≠ 0, jm1 = j-m1, so the modes for m ≠ 0 are degenerate. The first 8 subbands for a 
cylindrical quantum wire are plotted in Figure F.2A. As can be seen the 2nd-3rd, 4th-5th, 
and 7th-8th subbands are degenerate. Given the 1D subbands, we can use Landauer’s 








where Tn = 0 if EF < En and 1 otherwise. The conductance as a function of the Fermi 
energy is plotted in Figure F.2 B. As can be seen for degenerate modes, the conductance 
steps are in units of 4e2/h for degenerate modes and the bands are not evenly spaced. 
Therefore, rotational symmetry alters the subband structure of a ballistic 1D segment and 
provides unique conductance quantization signatures.              
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Figure F.2 A. Plot of the first 8 subbands in a ballistic, roationally symmetric quantum point 
contact or quantum wire. Notably, the rotational symmetry introduces degeneracies in the energy 
spectrum of the modes. Additionally, the level spacing is not uniform as in a 2DEG QPC  
B. Conductance of a roationally symmetric quantum wire as a function of Fermi energy. The 
degeneracy of the modes introduces quantized conductance steps in units of  4e2/h for degenerate 
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