Abstract. We show that if the open, bounded domain Ω ⊂ R d has a sufficiently smooth boundary and if the data function f is sufficiently smooth, then the Lp(Ω)-norm of the error between f and its surface spline interpolant is O(δ γp +1/2 ) (1 ≤ p ≤ ∞), where γp := min{m, m − d/2 + d/p} and m is an integer parameter specifying the surface spline. In case p = 2, this lower bound on the approximation order agrees with a previously obtained upper bound, and so we conclude that the L 2 -approximation order of surface spline interpolation is m + 1/2.
Introduction
, where f denotes the Fourier transform of f . Let Π k denote the space of all d-variate polynomials whose total degree is less or equal to k. It is known [7] Surface spline interpolation is a prominent member of a family of interpolants known as radial basis function interpolants. The approximation properties of these interpolants have received considerable attention in the literature (for a sampling see [8] , [4] , [26] , [16] , [9] , [6] , [19] , [12] , [22] , [13] , [23] , [3] , and the surveys [18] , [5] ).
In order to discuss the approximation properties of surface spline interpolation, we assume that Ω ⊂ R Actually, Duchon has assumed additionally that Ω is connected and has a Lipschitz boundary. Nevertheless, his proofs can be easily adapted to prove Theorem 1.3.
On the other hand, it is known [12] that the L p -approximation order of surface spline interpolation is at most m + 1/p for all 1 ≤ p ≤ ∞. Specifically, it is known that if Ω is the open unit ball B := {x ∈ R d : |x| < 1}, then there exists
For the sake of comparison, we mention that in the ideal case Ω = R d , Ξ = hZ d (which of course violates our present setup), it is known ( [4] , [11] ) that the L papproximation order of surface spline interpolation is 2m, a value at least twice γ p . The purpose of the present work is to show that the L p -approximation order of surface spline interpolation is at least γ p + 1/2 for all 1 ≤ p ≤ ∞. In case p = 2, this new lower bound matches the upper bound of m + 1/p, and so we conclude that the L 2 -approximation order of surface spline interpolation is m + 1/2. In order to state our main result, we need the following definition which is taken from [1, p. 67] . Our statement of the definition has been specialized (simplified) to the case when A has a bounded boundary. 
To illustrate this definition for d = 2, we mention that if g ∈ C k (R) is positive and 2π-periodic and if A is defined by
then A has the uniform C k -regularity property. Furthermore, if {A i } is a finite collection of translates of sets of the above form, then A i also has the uniform C kregularity property provided that the distance from A i to A j is positive whenever i = j.
Our main result is the following: 
and hence by Theorem 1.3,
denotes a certain Besov space which we define in Section 2. An outline of the paper is as follows. In Section 2, we recall previous work on this problem and state in Theorem 2.3 precisely what will be proven in the present paper. In Section 3, we estimate the size of φ * µ in various function spaces under various assumptions on the compactly supported distribution µ. A general representation of T A f is then obtained in Section 4 assuming only that A is bounded and f ∈ H m . The regularity of T Ω f in the exterior domain Ω ext := R d \Ω is studied in Section 5 and the global regularity of T Ω f is then deduced in Section 6. Finally, in Section 7, the representation and global regularity of T Ω f are employed to prove Theorem 2.3.
Throughout this paper we use standard multi-index notation:
. The natural numbers are denoted N := {1, 2, 3, . . . }, and the nonnegative in-
The space of polynomials of total degree ≤ k can then be expressed as Π k := span{() α : |α| ≤ k}. The Fourier transform of an integrable function f is defined by f (w) :
If µ is a distribution and g is a test function, then the application of µ to g is denoted g, µ . We employ the notation const to denote a generic constant in the range (0 . . ∞) whose value may change with each occurence. An important aspect of this notation is that const depends only on its arguments if any, and otherwise depends on nothing.
A reduction of the problem
The Besov spaces, which we now define, play an essential role in our theory. 
, is defined to be the set of all tempered distributions f for which f is a locally integrable function and
We also employ the Sobolev spaces
For s ≥ 0, the Sobolev space W s is defined by
All of the above defined spaces are Banach spaces. The following continuous embeddings can be found in [17] (they are also easy to prove from the definitions):
if q 1 ≤ 2 ≤ q 2 , s ≥ 0, and
2,2 (with equivalent norms), and if n ∈ N 0 , then W n,2 (R d ) = W n (with equivalent norms). A significant part of our task (proving Theorem 1.5) has already been established in [14] . Before stating the relevant result, we must define the convolution between φ and a compactly supported distribution. The Fourier transform of φ can be identified on R d \0 with the locally integrable function c φ |·| −2m , where is c φ is a nonzero real constant which depends only on d, m (see [10] ). If µ is any compactly supported distribution, then we define the convolution φ * µ in the Fourier transform domain via
That this is well defined stems from the fact that φ µ is a tempered distribution (as can be seen from the fact that µ ∈ C ∞ (R d ) and | µ(x)| has at most polynomial growth as |x| → ∞). The following has been proven (in greater generality) in [14] 
In view of Theorem 1.3 and Theorem 2.2, the task of proving Theorem 1.5 is reduced to proving the following:
We mention that in the special case d = m = 2, Ω = B, it has already been shown in [13] that such a q and µ exist (without (2.4)) whenever f ∈ C ∞ (R 2 ). In this special case, it is possible to express µ explicitly in terms of the boundary data and normal derivatives of f on ∂B; however, such an approach would be hopeless for general Ω.
An examination of φ * µ
The purpose of this section is to prove the following: 
Our proof of Proposition 3.1 requires the following two lemmata.
Proof. The proof can be adapted from that of [13, Lemma 2.3] in a straightforward fashion.
, and if
Hence, for w ∈ B,
.
Proof of Proposition 3.1.
as |w| → 0 and hence by Lemma 3.2,
The assumptions on µ ensure that
by Lemma
which proves (i). For (ii) assume Π 2m−1 , µ = {0}. The argument used to prove (i) can be easily adapted to show that
For k > 0 we have
and for k = 0 we have
by Lemma 3.3. It now follows that
which proves (ii). Turning now to (iii)-(iv), we no longer assume
by (ii) and (3.4). Hence (iii). In order to prove (iv), we assume µ ∈ L 2 . It follows from Lemma 3.
by Lemma 3.3 and the Plancherel theorem which, in view of (3.6) and (3.5), proves (iv).
A representation of T A f
The following representation of T A f is probably known, particularly by Duchon, but to the best of our knowledge has yet to be clearly stated and proved. Since our subsequent development relies heavily on this representation, we give it a careful treatment. 
Moreover, the following hold
Proof. An important property of surface spline interpolation (see [15] 
Let Ξ n be an increasing sequence of finite subsets of A, each satisfying ( [7] has shown that there exists q n ∈ Π m−1 and ∀n ∈ N. Let r > 0 be the smallest positive real number satisfying A ⊂ rB. By Proposition 3.1 (i) and (4.3),
It follows that {µ n } is a Cauchy sequence in the Banach space B 
Note that (i) and (ii) hold and that (iii) follows from Proposition 3.1 (i). It remains to show that q and µ are unique. Assume that the polynomial q and the compactly supported distribution µ are such that
With the proof of Theorem 4.1 in hand, the following corollary, which generalizes the latter half of Theorem 1.3, is irresistable. > 0 (depending only on ε, f , A, and m) such that
Corollary. Let
|||T A f − T Ξ f ||| H m < ε whenever Ξ ⊂ A satisfies δ(Ξ, A) < δ.
Proof. Let f ∈ H
m , and let {Ξ n }, {µ n } be as in the proof of Theorem 4.1. Note that since every function in H m is continuous, 
whence follows the desired conclusion.
The regularity of T Ω f in Ω ext
At this point we know that the µ in the representation T Ω f = q + φ * µ belongs to B . As will become clear in Section 7, there is an intimate relation between the regularity of µ and the regularity of T Ω f . We begin by studying the regularity of T Ω f in the exterior domain
We assume throughout this section that Ω ⊂ R d is open and bounded and has the uniform C 2m -regularity property. It follows from this that Ω ext has a bounded boundary and the uniform C 2m -regularity property. Our purpose in this section is to prove the following:
We will employ a regularity result regarding a solution of a linear elliptic partial differential equation. Since we are concerned only with the differential operator ∆ m , we will state a simplified result which applies to constant coefficient differential operators. The following result appears as a remark generalizing [ 
Proof. First of all, we point out that the assumptions on
The proof of (5.6) is done in two steps. First, it is shown that (5.6) holds with u L2(A) replaced by u W m,2 (A) , and then Gårding's inequality is employed to show that
We turn now to A\rB.
which, in view of (5.7) and (5.6), completes the proof. 
Before embarking on the proof below, an explanation is in order. Ideally, we would like to choose u, in Theorem 5.2, to be f − T Ω f . Unfortunately, we only know that T Ω f ∈ H m which means that |T Ω f (x)| may grow as |x| → ∞; hence we cannot assert that f − T Ω f belongs to W m,2 (Ω ext ). Fortunately, the offending part of T Ω f (q + φ * ν in the language of the proof below) can be subtracted off and treated seperately. 
Let r be the smallest positive real number for which Ω ⊂ (r/2)B. Note that since q = f − φ * µ on Ω and Π m−1 is finite dimensional, it follows that
by Proposition 3.1 (iii) and (5.10). Put ν := m≤|α|<2m () α , µ µ α and note that Π 2m−1 , µ − ν = {0}. Hence we can write
m by Proposition 3.1 (ii). It follows from Lemma 3.3 that for all |α| < 2m,
by (5.10). Hence,
Consequently, we have by Proposition 3.1 (iv), that
Let σ ∈ C ∞ c (rB) be such that σ = 1 on Ω and σ W 2m,∞ (rB) ≤ const(Ω, m). We then obtain the estimate
by (5.12) and Proposition 3.1 (ii),
by (5.10) and (5.11). By Lemma 5.
Let {c α } |α|=m be the positive integers defined by |ξ| 2m = |α|=m c α ξ 2α , ξ ∈ R d . We wish now to employ Theorem 5. 
where the first and last equality hold since supp v ⊂ Ω ext . Therefore, by Theorem 5.2, u ∈ W 2m,2 (Ω ext ) and
The global regularity of T Ω f
As in the previous section, we assume throughout this section that Ω ⊂ R d is open and bounded and has the uniform C 2m -regularity property. Our purpose in this section is to prove the following:
The following definition and theorem are taken from [1, p. 83-86].
Definition. Let
E is called a strong n-extension operator for A if E is a linear operator mapping functions defined a.e. in A into functions defined a.e. in The assumptions on Ω ensure that Ω ext := R d \Ω has a bounded boundary and the uniform C 2m -regularity property. Hence, by Theorem 6.2 there exists a strong m-extension operator E for Ω ext .
Lemma 6.3. If |α|
2,1 and
Proof. We employ a result regarding real interpolation of Banach spaces. If X 1 , X 2 are two Sobolev spaces, then Peetre's K-functional is defined for t > 0, f ∈ X 1 +X 2 by
For 0 < θ < 1 and 1 ≤ q < ∞, let
It is known [24, p. 39-40] 
In addition, ED α T Ω is a bounded linear operator from W 2m into W m . Indeed, 
2,∞ . The purpose of the following three lemmata is to relate the B 1/2 2,∞ -norm of a function g with the rate at which an approximate identity convolved with g converges to g in the L 2 -norm. 
Let ε be the largest positive real number satisfying ε ≤ δ and 
Thus y ∈ ∂A∩(a +2(h+γ)B) and consequently y ∈ F 1 . Let N := {j :
which proves the claim.
2,1 and h > 0,
Proof. We employ the atomic decomposition of B 1/2 2,1 (see [25, p. 70-81] ). It is known that there exists r ≥ 1 and functions a n,j ∈ C
It follows from (6.8) that for all n ∈ N 0 ,
We estimate a n,j 2 L2(∂Ω+hB) in two cases. Let ε > 0 be as in Lemma 6.4 with
On the other hand, if h > ε2
−nd and hence a n,j
It therefore follows by (6.12) that
Hence by (6.11),
by (6.10).
∀h > 0, and
Proof. Let g ∈ L 2 and h > 0. We first prove (i). 
by Lemma 6.13 (i). Similarly,
by Lemma 6.3. Define G := gχ Ω 2h . Then .
For k ≥ 1 we have .
