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A new concept called “Disparity” between two distributions is introduced, which 
could be useful in the study of stochastic processes. It includes the concept of 
“Activity” introduced earlier by the author. 
We introduce a new concept in probability theory which may prove useful 
in the study of stochastic processes. If Y(x) and Q(x) are the probability 
frequency functions (p.f.f.) of two random variables, 
I 
Y(x) dx = 1 and @(x) dx = 1, 
x i x 
then we define the disparity D between these two distributions as 
(1) 
D = 
I’ 
1 Y(x) - @(x)1 dx, (2) 
x 
which is always non-negative with an upper bound 2. This quantity assumes 
significance if the random variables represent the same physical quantity or 
if Y(x) and Q(x) are two possible “initial” conditions in a stochastic 
process. When we are dealing with discrete random variables the integrals in 
(1) and (2) are replaced suitably by sums. 
In a stochastic process let us be concerned with the p.f.f. II(X, t) of the 
random variable X(t), which varies with time. More precisely we can define 
X(X ) x0; t) as the p.f.f. of X(t) with the initial condition that X(0) assumes the 
value x,. 
The “evolution” of the process is determined by the fundamental transition 
probability function R(x ) x0) which is defined through the following limiting 
procedure: 
x(x I xc,; t) --t R (x 1 xc,) A as t+A-+O (x#x,). (3) 
7c satisfies the integro-differential equation 
a+ I x0; r> 
at = -7c(X ) x0; t) I R (x’ ) x) dx’ x ’ 
+ 7c(x’ 1 x0; t) R (x 1 x’) dx’. (4) 
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The process is called ergodic if 71(x, t) -+ X(X) as t + co independent of the 
initial condition [2]. 
Let us assume that in a physical process we can “impose” or prescribe 
any initial condition; i.e., we can choose any Y(X) or @p(x) as the p.f.f. of 
X(O), i.e., 
either 7(x, 0) = Y(x) 
or x(x, 0) = Q(x)- 
(54 
‘3) 
Then the process evolves according to Eq. (4) with initial conditions 
suitably prescribed. The p.f.f. Q(X, t) and X*(X, t) satisfy the same equation 
of “evolution” (4) and the subscripts Y and @ denote the corresponding 
initial conditions (5a) or (5b). 
&(X9 t> = i @(x0) n(x I x0; 0 dxo - (7) x0 
The disparity at time t is given by 
D(t) = j )7ry(x, t) - 7&G 01 dx (8) 
x 
and 
D(0) = j 1 Y(x) - @(x)1 dx. 
x 
THEOREM. The disparity D(r) as defined above decreases with t. 
The proof directly follows from the use of Fubini’s theorem. 
In an earlier contribution 11 J the author introduced the concept of activity, 
which, for a stochastic process, is defined as 
A (n, 7) = 
I 
1 a(x, (n + 1) r) - X(X, ns)( dx, (9) 
x 
where the time is divided into equal intervals of length t (arbitrarily chosen) 
and proved that activity corresponding to fixed t decreases with time, i.e., 
with n. 
A((n+1),7)<A(n,7). (10) 
We now notice that the theorem on disparity implies that activity decreases 
with time. 
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Since we can choose any initial condition we set 
Q(x) = 71,(x; t) 
and note that 
7r,(x; nr) = 7$(x, (n + 1) r), 
in which case (8) would imply 
D(m) = 
i 
( 7ryr(x, nr) - 7ro(x, nr)( dx 
x 
= . j?rJx, nr) - 7$(x, (n + 1) r)[ dx 
! x 
= A (n, 5). 
Since D(nr) decreases with time, i.e., increasing n, so does A(n, r). 
The concept of disparity is more fundamental than that of activity since @ 
and !P can be chosen arbitrarily and need not be assumed to be equivalent o 
a distribution that has evolved from Y. That activity decreases with time was 
implied in Bellman’s proof of ergodicity [3] for Markov chains in discrete 
time and it was noticed by the author that this principle can be extended to 
continuous time by dividing time into equal intervals (41. Another proof has 
been provided by Barbour, an associate of Kendall, in a private 
communication [5]. 
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