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ABSTRACT
Inorganic materials formation is the result of a complicated interplay between thermody-
namics and kinetics. Improved understanding of such factors can aid the synthesis of target
materials and the discovery of new materials. Here, techniques for carrying out time-resolved
studies were developed and demonstrated for the investigation of solvothermal and solid state
reactions. Detailed kinetic reaction progress maps were constructed, showing quantitative
information on the kinetic development of the quantity of each constituent phase during
chemical reactions. The approach deployed has little restriction on the reaction conditions,
and therefore can be used as a protocol for other kinetic studies of the demonstrated reac-
tion types: solvothermal and solid state. It is shown that detailed and thorough reaction
kinetics can be retrieved reliably by combining X-ray diffraction (XRD) with supplemen-
tary characterization methods without reliance on synchrotron-based facilities, allowing for
high-throughout screening of different reactions. Synchrotron-based in situ XRD was also
tested and developed, which can provide more insight for those selected systems that require
higher-fidelity data collection. In this dissertation, it is shown that valuable mechanistic
knowledge on materials syntheses can be learned from such types of thermodynamic and
kinetic investigations, which can be effectively employed for the discovery of new material
structures.
Comprehensive quantitative information was obtained on phase evolution during the
solvothermal synthesis of Cu4O3 based on time-resolved ex situ investigations. Combined
with the observation of phase correlations, it was realized that the transition through
Cu2(NO3)(OH)3 and a proper redox environment is critical to form Cu4O3. With the use
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of in situ energy-dispersive X-ray diffraction carried out at 6-BM-B in Advanced Photon
Source, it was verified that all copper oxide forms CuO, Cu2O, and Cu4O3 were made at
the solvothermal temperature. It was also shown that at the local scale, no apparent trans-
formation between Cu4O3 and CuO / Cu2O took place, but the transformation between
CuO and Cu2O was evident, supporting the reaction mechanism proposed from the ex situ
study. Through changes in the solvothermal chemistry, it was shown that direct transforma-
tion of Cu2(NO3)(OH)3 to Cu4O3 could not be achieved with a simple mixture of ethanol
and dimethylformamide. Some species generated in the original Cu4O3 synthesis scheme
are required in order for such transformation to take place, which are yet to be confirmed
in identity. After testing with several solvothermal solvents, it was discovered that solvent
chemistry has a huge impact on the phase stability of Cu-containing inorganic materials, and
four new crystalline phases were suggested based on unmatched diffraction patterns. Among
these new structures, one is a coordination compound, which possesses a unique coordina-
tion stereochemistry. In this structure, Cu is coordinated to two chelating ethylenediamine
ligands and one monodentate ethylenediamine ligand, which is unprecedented.
Solid state synthesis of Fe2SiS4 was investigated using in situ X-ray diffraction. Impor-
tant factors that affect Fe2SiS4 formation kinetics are identified to be a peritectic transition,
intermetallic formation, and particle size reduction. These factors were explored for the
discovery of new ternary chalcogenide materials. Realizing the effectiveness of burst forma-
tion of superheated liquid on materials formation kinetics, we explored flux-crystallization of
Ba–Fe–S materials utilizing BaS3 as a reactive flux. Both lab and synchrotron in situ X-ray
diffraction verified that novel crystalline phases formed when the system was in the flux
state. Through the analysis of a particular set of synchrotron in situ X-ray diffraction pat-
terns, we give suggestions on the diffraction profiles of five new flux-grown Ba–Fe–S phases.
Materials discovery was also carried out with solid state synthesis for ternary sulfide and
selenides systems with the help of ball milling reagents for kinetic enhancement. Based on
the X-ray diffraction results of the products, the existence of three new materials are shown
in the ternary systems of Sr–V–S, Sr–Cr–S, and Sr–Ni–S.
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Advances in human civilization often parallel, or are based on, significant advances in the
ability to obtain and process materials. [1] This is evidenced by our naming of civilization
ages. Our prehistoric transition to an agricultural society in the Stone Age benefited from the
craftsmanship of natural materials such as stone. Development in the extraction and refining
technology allowed scaled access to metals, which paved the establishment of metallurgy
and ushered the Bronze and Iron Ages. The remarkable breakthroughs in these times were
the synthesis of materials with compositions, phases, and structures not of direct natural
origin. The potential to tailor materials properties towards the needs is the basis of modern
design and engineering. The Silicon Age is made possible by the establishment of Si crystal
growth via the Czochralski process and pushed forward by advances in microfabrication. [2]
Evidently, technology leaps stem from progress in the versatility and precision of materials
synthesis capabilities, whose advances today demand either innovation in the methodology
or gaining fundamental insights on the thermodynamics and kinetics governing reaction
outcomes.
The current frontiers of materials research examine materials with functions and syntheses
unlike those that have come before. The phenomena of superconductivity [3,4], multiferroics
[5,6], photovoltaics [7], just to list a few, all have potential to usher new generations of applied
technologies. But just as a good warrior needs a good weapon to fight, a good technology
also need the proper materials to perform its core functions. Ultimate performance and
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utility are bound by material characteristics, which in turn, are based on our accessible
materials space. [8, 9] In recent years, there has been an increasing emphasis on moving
away from the historical slow and serendipitous trial-and-error methods of discovering and
developing materials. [10–15] To accelerate the pace, more systematic and refined practices
to understand materials formation chemistry are required. At the heart of the pursuit are
these fundamental questions: How to form target materials? What critical factors lead to
the formation of these materials? Can new materials be discovered after the realization of
these factors?
1.2 Methodology
The following general approach was adopted in my study. Some scientifically or technolog-
ically interesting materials were focused upon, and practical methods of synthesizing them
were identified. Time-resolved studies were conducted to shed light on the critical factors
determining the formation of the target materials using the identified method. The origi-
nal materials syntheses were later improved by engineering the reactions to avoid unwanted
factors and utilize beneficial factors. These critical factors were also applied to other rele-
vant material systems, attempting to discover new materials. The most defining step in the
outlined approach is the identification of critical factors.
Thermodynamic principles dictate what products will remain when thermodynamic equi-
librium is reached. In a short summary, a transformation of state has a chance to proceed if
this transformation lowers the free energy of the system. The dependence of the minimum
free energy configuration with respect to composition is often presented in phase diagrams,
which are useful guidelines for determining synthesis conditions. Useful online databases
for retrieving experimental and theoretical phase diagrams include the ASM Alloy Phase
Diagram Database [16], SpringerMaterials [17], Facility for the Analysis of Chemical Ther-
modynamics [18], etc.
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Despite the usefulness of these phase diagrams, extra information is often demanded in
synthesis. One major problem is that these phase diagrams work best for closed systems
with only the components listed, but the presence of any other interfering substances can
change the chemical potentials, and therefore change phase stabilities. The absence of a
specific phase from the corresponding phase diagram does not rule out the possibility of
stabilizing that phase. The phase diagrams also lack kinetic information. It may be unclear
whether a specific reaction design can achieve equilibrium in a practical timeframe, or if
other non-equilibrium phases within the composition space can actually be made due to the
inefficiency of reaching equilibrium. An unconventional kinetic pathway may then reveal
hidden jewels of materials structures, but this requires a good examination of important
kinetic events during materials formation. [19,20]
Time-resolved studies are the key steps toward this goal.
A rudimentary way of conducting a time-resolved study is to quench the reaction system
in the mid-stage of reaction and examine the systems afterwards. This simple approach has
two benefits. First, it enjoys great flexibility in the choice of materials characterization meth-
ods, as most tools are developed and optimized for the examination of room temperature
samples. Therefore good quality data can usually be obtained. Second, since the sample
is not evolving over time, one particular batch of sample can be used for multiple charac-
terizations. Therefore, each quenched sample can receive more comprehensive and accurate
examinations. These different pieces of information combine to give a thorough view of the
state of the material. However, the ex situ quenching approach also suffers two drawbacks.
First, each reacted sample has a defined reaction time, so if significant kinetic information
covering large time domains is desired, many samples need to be prepared and analyzed,
which is inefficient. Second, it is based on the assumption that quenching can effectively
freeze the system from its reacting state, which can be a poor assumption. Additionally,
in highly sensitive systems with certain sample-to-sample variations that are practically im-
possible to eliminate, it is hard to decouple the reaction-time effects with sample-to-sample
3
variations.
Due to the above reasons, kinetic data should be obtained using in situ techniques where
the reaction system is monitored throughout the reaction process. Here I primarily focus
on the use of in situ X-ray diffraction (XRD) techniques to monitor changes in the crys-
talline phases. Different in situ XRD variations were studied, including lab-source capillary
XRD with a built-in tube furnace and other synchrotron-based setups conducted at Ad-
vanced Photon Source in Argonne National Laboratory. In situ diffraction methods have
been developed for about two decades, and they have made great achievements in the in-
strumentation. However, many in situ diffraction studies are concerned with the response of
material systems to certain physical stimuli that do not alter the fundamental crystal struc-
tures. Examples of these include mechanical testing [21, 22], response to electric field [23],
or intercalation [24]. In situ diffraction studies of chemical reactions are more complicated
due to the time-resolution and reaction containment required. The constant appearing and
disappearing of phases often require monitoring a larger range of Q-space. Most in situ
diffraction studies that concerned with chemical reaction are focused on the temperature of
formation of certain materials. [20, 25] But in my work here, the emphasis was placed on
the mechanisms governing the reaction and on the discovery of new materials. This required
more detailed, systematic examinations of the diffraction patterns throughout the reaction,
and more advanced, efficient analyses of diffraction patterns.
In situ diffraction designs are not as mature as the general-purpose characterization tools.
Therefore, some work was spent to unravel the practicability and limitations of specific in-
strumentation with reaction genres. In practice, combinations of in situ and ex situ quenched
approaches were often required to obtain meaningful interpretation for the time-resolved re-
sults.
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Figure 1.1: Photo showing the autoclave reactor used for carrying out solvothermal
syntheses.
1.3 Reaction Types Investigated
My work is concerned mainly with two reaction types. Both types use very generic design
with no sophisticated requirement for reactors. Therefore the conclusions reached from the
specific studies are expected to be transferable to other materials synthesis schemes of the
same reaction types.
The first reaction type is solvothermal chemistry, in which the liquid-state precursor is
placed inside a closed reactor that must contain the autogenous pressure from heating. I have
conducted solvothermal reactions in two reactor types. The first is the commercially available
autoclaves. These autoclaves use Teflon liners to hold the precursors inside steel enclosures
(Figure 1.1). Another reactor type uses fresh fused silica glass tubes. The precursors are
poured into the fused silica tube pre-sealed with one end, which is later frozen to a solid
state by immersing in liquid nitrogen. The quartz tube was then vacuumed and sealed in
the middle to create a closed ampoule (Figure 1.2).
Solvothermal synthesis is a versatile and potent method to obtain materials with phase
chemistry or microstructure not so readily obtainable by other methods. [26–29] One unique
merit of solvothermal chemistry is the ability to induce inorganic crystal formation and
transformation at temperatures far below the minimum requirement of similar thermally
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Figure 1.2: Photo showing a fused silica tube with solution sealed within for solvothermal
reactions.
activated processes. [27] Another strength of solvothermal chemistry concerns the complex
interactions within the solution under the high temperature and pressure conditions, which
can be easily altered by changing the precursor chemistry and reaction conditions. [30]
The chemical system I tested with this solvothermal approach is Cu4O3, which is not a
thermodynamically stable form of copper oxide. Inspired by Cu4O3 synthesis, the work was
extended to test the interaction of copper with other organic substances, with the discovery
of various copper-containing materials.
The second reaction type is related to solid state synthesis. This involves working with
mixtures of solid-phase chemicals as the starting reagents. The precursor mixtures in this
synthesis approach were flame sealed inside fused silica tubes to avoid oxidation, and reacted
in box furnaces. Solid state reactions are extremely versatile and potent for the production
of multi-element ceramic phases, and easy and cheap to operate. [31–35] Nevertheless, it
is a thermally demanding process, and usually requires high temperature, long time, and
even multiple cycles to fully achieve equilibrium. This presents a challenge when obtaining
material phases whose stability requires low temperature, when kinetics may be too slow.
Traditional studies of solid state synthesis involve examination of the products after cool-
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Figure 1.3: Photo showing the instrumentation of the lab in situ XRD used. The sample
capillary was held within a TC-Transmission furnace with polyimide windows.
ing the samples to room temperature at the end of the reactions. This postmortem approach
inevitably overlooks the kinetic events governing the product outcomes. While there were ef-
forts to interrogate solid state reaction in situ using synchrotron radiation, the availability of
beamline forbids high-throughput exploration of materials space. [36] Here, by using our cus-
tomized in situ XRD setup with a built-in furnace (Fig. 1.3), we demonstrated the capability
of our in-house setup to capture key factors regulating inorganic material formation. [37]
My initial focus on solid state reaction was on the formation of the target compound
Fe2SiS4 with the help of in situ XRD. After the identification of peritectic dissociation to
be the event leading to Fe2SiS4 formation, I devised alternative reaction designs in order to
speed up the reaction. Intermetallic sulfidation and particle-size reduction were particularly
effective. Inspired by the factors affecting Fe2SiS4 formation, I extended these factors to
discover new materials in other chalcogenide systems. Evidence of structures that are still
unsolved has been obtained from reaction designs that utilize a reactive flux (BaS3) and ball
milling reagents.
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1.4 Overview of Chapters
The first half of the dissertation discusses the solvothermal formation of Cu-based inorganic
materials. In Chapter 2, the solvothermal formation of an structurally interesting magnetic
material Cu4O3 is examined using ex situ time-resolved study. Reaction mechanisms for the
solvothermal reaction are proposed. In Chapter 3, the same reaction is investigated with in
situ energy-dispersive X-ray diffraction with a synchrotron source, whose results are shown
to support the ex situ conclusions. In Chapter 4, the effects of different chemistries on the
solvothermal stability of Cu-containing inorganic materials are tested. It is shown that the
solvothermal stabilities of Cu-containing materials are very dependent on solvent chemistry.
Up to four new crystalline phases are discovered. In Chapter 5, the structure of a newly
discovered tri-ethylenediamine complex of Cu is solved and discussed in detail.
The second half of the dissertation discusses solid state formation of ternary chalcogenides.
In Chapter 6, the kinetics of the formation of Fe2SiS4 are investigated primarily with in
situ X-ray diffraction. The source of the kinetic barrier to Fe2SiS4 formation is suggested.
Several approaches to overcome or circumvent the barriers are demonstrated. In Chapter 7,
inspired by the effect of burst formation of superheated liquid on material formation kinetics,
flux-assisted crystallization of new Ba–Fe–S structures is investigated. Five potential new
structures are discovered. In Chapter 8, based on the effect of ball-milling to increase reaction
kinetics, new materials discovery is attempted in various ternary sulfide and selenide systems.
The existence of three new sulfide materials are discovered, which can be accessed by ball-
milling reagents but not with only mortar-and-pestle grinding.
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CHAPTER 2
EX SITU INVESTIGATION OF SOLVOTHERMAL
Cu4O3 FORMATION
I chose to investigate the formation of Cu4O3 as the starting point of demonstrating the
influence of thermodynamics and kinetics on inorganic crystal formation with solvothermal
synthesis. Solvothermal reactions bear large degrees of freedom for the control of synthesis
conditions. This means that a wide range of chemicals can be chosen to alter the chemical
potentials for crystallization, and therefore a wide thermodynamic landscape can be explored.
But at the same time, solvothermal chemistry can access above-boiling-point temperature
during reaction. This means the reaction system has appreciable kinetics to allow different
types of inorganic materials to be crystallized. [38,39] Cu4O3 is chosen as the target material,
for this compound has interesting physical properties and applications, but is known to be
extremely hard to synthesize.
2.1 Introduction
The binary copper oxide family of cuprous oxide Cu2O, cupric oxide CuO, and paramela-
conite Cu4O3 has numerous functional applications due to their unique structures and
electronic configurations. Cu2O rectifiers were commonplace before the introduction of Si
diodes. [40] Cu2O is a natural p-type semiconductor, and has been extensively applied in
solar cells and optoelectronic devices. [41–46] Recently, attention has turned to excitonic
Bose-Einstein condensation [47–49] and spin-phonon interaction [50] in Cu2O, as well as
electron-phonon coupling [51] and spin-phonon interactions [52] in CuO. Both Cu2O and
CuO are also prevalent in catalysis, [53–55] gas sensing, [56] electrochromism, [57] spintron-
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ics, [58, 59] and lithium ion battery research. [60–62]
Less is known about paramelaconite Cu4O3 due to its scarcity and the complexities of its
synthesis. After its discovery in the Copper Queen mine (Bisbee, Arizona, USA), [63] its
structure was determined to be tetragonal I41/amd (Figure 2.1(A)). [64, 65] It is a mixed-
valence compound with equal numbers of two-fold linearly-coordinated Cu+ and four-fold
square-planar Cu2+ ions. The spin-active Cu2+ sublattice in Cu4O3 is an analog of the
pyrochlore lattice (Figure 2.1(B)). Oxides of the pyrochlore structure type are a quintessential
class of geometrically frustrated magnets. [66] Long-range ordered (e.g. Er2Ti2O7), [67] spin-
glass (e.g. Y2Mo2O7), [68] spin-ice (e.g. Ho2Ti2O7) [69] and spin-liquid (e.g. Yb2Ti2O7) [70]
phases have all been observed within the class. Unlike most pyrochlore lattices featuring rare-
earths or transition metals with large spins, Cu4O3 has S = 1/2 magnetic Cu
2+ ions, and
may be expected to exhibit maximized quantum effects. [71] These interactions have most
recently been studied in a 2D material, Herbertsmithite ZnCu3(OH)6Cl3. [72] Surprising for
a frustrated material is the fact that Cu4O3 has a relatively high antiferromagnetic Néel
temperature TN = 42 K. [71] Whangbo and Koo suggested that low-dimensional magnetism
in the square-planar chains may be more dominant than magnetic frustration in Cu4O3. [73]
However, impurities in the mineral origin Cu4O3 sample rendered low quality data that
impeded complete resolution of its spin configuration. Moreover, the optical and electronic
properties of Cu4O3 have remained unexplored to date. [46]
The synthesis of high purity Cu4O3 is hampered by its metastability. Hybrid density
functional theory calculations and experimental calorimetry have shown that Cu4O3 is not
a thermodynamically stable phase and decomposes to CuO and Cu2O when heated to 300–
500◦C. [74,75] Because of this, early studies of Cu4O3 were restricted to mineral samples with
limited data quality due to impurities. [71] Previous liquid-phase Cu4O3 synthesis attempts
include the extraction of mixed oxides from concentrated aqueous ammonia [76] and the
sonochemical conversion of copper(II) acetate in aniline. [77] However, these methods suffer
from low Cu4O3 yield and small crystal size. Alternative Cu4O3 synthesis routes are available
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Figure 2.1: (A) Crystal structure of Cu4O3. (B) Shown to scale, the spin-1/2 Cu
2+ sites in
Cu4O3 form a pyrochlore sublattice.
for thin films, including chemical vapor deposition, [78] Cu4O3 reduction in an electron mi-
croscope, [79] Cu oxidation in water using laser ablation, [80] and electrochemical cycling of
CuO films. [81] However, these methods created only traces of Cu4O3. Reactive magnetron
sputtering with controlled oxygen flow is currently the most successful Cu4O3 film prepara-
tion method. [82] Unfortunately, the resulting films are highly textured and contain cracks
due to high stress, which limit their applicability for physical properties measurements. The
controlled synthesis of Cu4O3 crystals with reliable phase purity remains a challenge.
A solvothermal reaction scheme for Cu4O3 was recently discovered by Zhao et al. [83]
Hydrothermal and solvothermal reactions are commonly used to access oxide phases and
morphologies that are metastable with respect to solid state conditions. [84–86] In Zhao et
al.’s scheme, Cu4O3 microspheres were produced by reacting a Cu(NO3)2·3H2O precursor
in a mixed ethanol and dimethylformamide (DMF) solvent. [83] Our attempts to reproduce
this reaction were less satisfactory, with only impure Cu4O3 forming and a strong preference
for nucleation of disparate phases on the rough surfaces of the Teflon autoclave liner.
In this effort, we investigated this reaction scheme in a time-resolved manner by quenching
the reaction at various reaction conditions and thoroughly examine the quenched states
ex situ. This allowed the creation of kinetic reaction maps that provide an overview of
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phase development. The intrinsic variability of the products was reduced by carrying out
reactions in sealed fused silica tubes. Microscopic and spectroscopic observations revealed
structural correlations between different crystalline phases. These systematic studies move
us closer to an understanding of the reaction mechanisms. We show that the ethanol-
induced mineralization of Cu(NO3)2·3H2O into Cu2(NO3)(OH)3 is followed by DMF-induced
reductive conversion of Cu2(NO3)(OH)3 into Cu4O3.
2.2 Synthesis and Characterization
Ethanol and dimethylformamide (DMF) were mixed in a 2:1 volume ratio to form the reaction
solvent. Cu(NO3)2·3H2O was dissolved in this solvent to specified concentrations (either 70
or 50 mM) to make precursor solutions. In autoclave attempts, 18 mL of the precursor
solution was placed in a 23 mL capacity Teflon-lined autoclave (Parr Instruments). In sealed
tube attempts, 15 mL of the precursor solution was poured into a fused silica tube with
16 mm outer diameter (O.D.) and 14 mm inner diameter (I.D.). The end of the tube was
submerged into liquid nitrogen to freeze the solution. The tube was then evacuated and
sealed. In both autoclave and tube reactions, the precursor solution was placed in an oven
pre-heated to 130◦C, held for a specific amount of time, then removed from the oven and air-
cooled to room temperature. The tubes were tilted about 30◦ from vertical during reactions.
The products were collected and centrifuged to separate the liquid and solid phases. All
silica tube reactions presented here were prepared from the same two batches (50 mM and
70 mM) of precursor.
Fourier transform infrared (FTIR) spectra of the liquid samples were collected on a Thermo
Nicolet Nexus 670 spectrometer with an attenuated total reflection attachment. 1H nuclear
magnetic resonance (NMR) spectra of the liquid samples were recorded on a Varian U500
(500 MHz) with a mixture of DMF-d7 and ethanol-d5 (1:2 v/v) as an external standard
and one peak of DMF-d7 at 2.74 ppm was used for referencing spectra. Inductively coupled
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plasma–optical emission spectroscopy (ICP-OES) measurements of the liquid samples were
performed with a Perkin-Elmer 2000DV spectrometer. The liquid samples were dried in ICP
tubes for 2 days at room temperature prior to ICP-OES measurement. X-band electron
paramagnetic resonance (EPR) spectra of the liquid samples were collected at 77 K on a
Varian-122 spectrometer equipped with an Air Products Helitran cryostat and temperature
controller, with a collection frequency of 9.29 GHz, power of 0.2 mW and field modulation
of 4.0 G. EPR spectrum was simulated with SIMPOW6. [87] Ultraviolet-visible (UV-Vis)
spectroscopy measurements for the liquid samples were performed on a Varian Cary5G spec-
trometer with transmission attachment, with source and detector changeover both at 600 nm.
The undiluted samples were used to record the UV-Vis spectra from 350 to 1000 nm, while
samples diluted to 4 vol% with ethanol were used to record the spectra from 290 to 450 nm.
All light path lengths were 1 cm in this study.
Powder X-ray diffraction (XRD) patterns of the solid samples were collected on a Bruker
D8 ADVANCE diffractometer equipped with a Mo-Kα source and LYNXEYE XE detector in
transmission geometry. Rietveld refinements were performed using Bruker TOPAS 4.2 Suite.
Scanning electron microscopy (SEM) images of Au/Pd-coated samples were taken with a
JEOL JSM-6060LV microscope with 15 kV acceleration voltage. Micro-Raman spectra of
the solid samples were acquired on a Jobin Yvon Labram HR800 micro-Raman spectrometer
with 532 nm laser excitation (laser spot size ∼ 1 μm) with laser intensity around 3 μW/μm2.
The samples were spread over standard glass microscope slides for micro-Raman measure-
ments. Visible light microscopy images associated with the micro-Raman studies were taken
with Olympus BX41 microscope. Crystal structures were visualized using VESTA. [88]
Magnetization measurements were performed using a Quantum Design MPMS3 operating
in DC mode with a sample mass of 12.2 mg in a standard snap-shut powder capsule in a
brass trough holder.
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2.3 Results and Discussion
2.3.1 Variability of Reactions in Teflon Versus Fused Silica
We initially attempted the synthesis described by Zhao et al. [83] and reacted 50 mM and
70 mM Cu(NO3)2·3H2O in 2:1 volume ratio ethanol:DMF at 130 ◦C in Teflon-lined auto-
claves. The liquid phase changed color and various amounts of Cu4O3, Cu2(NO3)(OH)3,
Cu2O and CuO were obtained.
The above reactions in Teflon-lined autoclaves led to inconsistent proportions of crystalline
phases. Furthermore, different solid products were found adhering to different surfaces (walls
versus bottom) of the liners. The conspicuous difference in roughness of these two surfaces
and the difficulty of fully cleaning the liners between reactions precluded a systematic inves-
tigation of Cu4O3 synthesis using this technique.
To reduce reaction variability we performed syntheses in fused silica tubes as described in
Section 2.2. Variations in products were minimized and improved reproducibility was seen
over Teflon-contained reactions because a new fused-silica tube was used for every reaction.
2.3.2 State of Solvated Copper Ions: ICP-OES, EPR, and UV-Vis
At various times, we quenched the reaction and separated the liquid from the precipitates.
The liquids were interrogated with FTIR and NMR. Within the sensitivity of these two
techniques, no new organic species were identified, and the ratio between DMF and ethanol
remained unchanged.
Shifts in the NMR spectra imply removal of solvated Cu from the liquid, which we quan-
tified by ICP-OES and EPR. Both ICP-OES and EPR give a linear relationship between
intensity and Cu concentration. ICP-OES is not sensitive to copper valence, and gave initial
total copper concentrations of 67.5 mM and 49.8 mM for the nominal (unreacted) 70 mM
and 50 mM solutions.
In contrast to ICP-OES, EPR probes the S = 1/2 Cu2+ species only, and is insensitive
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to diamagnetic Cu+. The EPR spectra for reacted liquids are shown in Figure 2.2(A,B).
The EPR spectra have the same shape with intensity scaling linearly. The EPR g-values are
anisotropic and the g‖ component has four hyperfine lines due to the hyperfine coupling of the
electron spin to the Cu nucleus with I = 3/2. This indicates type-II Cu sites, typical of Cu2+
complexes in solution with elongated octahedral geometry. [89, 90] Simulations of the EPR
spectra give g‖ = 2.38, g⊥ = 2.07, and A‖ = 139× 10−4 cm−1. Relative Cu2+ concentrations
between different reaction times were calculated based on the peak intensities of the EPR
signals at magnetic field H = 3186 G.
At 0 h reaction time, the concentrations from ICP-OES and EPR correspond to 100%
Cu2+. The difference in the ICP-OES and EPR signals is therefore proportional to the
diamagnetic Cu+ ion concentration. The progressions of solvated Cu ions from ICP-OES
and EPR are shown in Figure 2.2(C,D) for 70 mM and 50 mM precursor concentrations,
respectively. Both Cu2+ and total Cu ion concentrations decreased quickly with time, com-
mensurate with precipitation of >95% of the total solvated copper after 5 hours.
ICP-OES and EPR show that Cu+ did not exist at the start of the reaction, peaked in
concentration at 2 hours, then decreased to a small, steady value after 5 hours. Maximum
Cu+ concentrations for both precursor conditions were similar: 12.6% for 70 mM and 12.5%
for 50 mM. In the final steady-state (>7 h), the system reached ca. 1.0% Cu+ concentration
and <0.4% Cu2+ concentration with 70 mM precursor, and ca. 1.2% Cu+ concentration and
ca. 0.8 Cu2+ concentration with 50 mM precursor.
For the 70 mM precursor after 1 h reaction, the relative EPR signal was slightly greater
than that of ICP-OES (2.5%), which implies an unphysical negative Cu+ concentration.
It may be caused by inexact dilution, as in the discrepancy between our initial nominal
70 mM solution and the ICP-OES value (67.5 mM). This does not obscure the most impor-
tant feature: reactions with both precursor concentrations show a clear maximum in Cu+
concentration around 2 h.
Drastic changes in the liquid color were observed during the reduction of Cu2+ to Cu+ (blue
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Figure 2.2: EPR spectra for the liquid phase after reactions of (A) 70 mM and (B) 50 mM
Cu(NO3)2·3H2O in 2:1 v/v ethanol:DMF at 130◦C. The insets in (C) and (D) show the
variations in Cu+ concentration, calculated as the difference between total Cu (ICP-OES)
and Cu2+ (EPR) concentrations. Cu+ concentrations for both sets of reactions peaked at 2
hours before dropping to a small value after 5 hours.
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to green to orange), captured in detail by UV-Vis spectroscopy. The spectra are displayed
in Figure 2.3 for reactions starting with 70 mM and 50 mM precursors.
The unreacted ‘0 h’ sample (Cu(NO3)2·3H2O dissolved in ethanol/DMF) in Figure 2.3 has
two major optical absorption features: strong UV absorbance at wavelengths below 400 nm,
and a visible/near-IR peak at 800 nm responsible for the brilliant blue color. These spectra
agree well with the Cu2+ electronic absorption spectra probed with EXAFS by Inada et al.,
where they showed the solvation structure of Cu2+ is 6-coordinate octahedral in solvents
including ethanol, methanol, and dimethyl sulfoxide. [91]
The near-total depletion of Cu2+ from solution seen in ICP-OES/EPR is corroborated by
the weakening of the 800 nm absorption mode after 5 hours (dashed lines in Figure 2.3(B,D)).
The slight blueshift of this peak from 2-3 h is probably due to Cu+, which exhibits maximum
absorbance at a smaller wavelength (∼750 nm).
The peak in Cu+ intensity seen by ICP-OES/EPR is most likely the cause of the extended
UV shoulder that reaches 530 nm after during 2-3 hours of reaction (solid and dashed lines
in Figure 2.3(B,D)), then recedes below 400 nm for longer reaction times.
Intriguingly, a sharp new absorption peak appeared at 413 nm. The inset in Figure
2.3(B,D) depicts this new peak and the Cu+-driven broadening of the UV absorption more
clearly. The 413 nm peak only increases after long reaction times and we have not been
able to assign this peak to any solvated copper species. It may arise from trace amounts
of organic species yet to be identified, but no corresponding new contributions were seen in
NMR or FTIR.
2.3.3 Progression of Precipitated Phases: XRD
XRD patterns for the ex situ quenched samples at various reaction times are shown in
Figure 2.4. Four crystalline phases were identified by powder XRD, and are shown in Figure
2.5. Rietveld refinement is necessary to deconvolute the patterns and obtain quantitative
phase fractions of Cu2(NO3)(OH)3, CuO, Cu2O, and Cu4O3. A representative Rietveld
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Figure 2.3: UV-Vis spectra for the liquid phase ((A,B) 70 mM and (C,D) 50 mM
Cu(NO3)2·3H2O in 2:1 v/v ethanol:DMF at 130 ◦C): (A,C) diluted samples (to 4 vol %
with ethanol), (B,D) undiluted samples. The photographs in (A,C) show the change in
color. In (B,D), disappearance of the peak around 800 nm (dashed lines) is consistent with
depletion of Cu2+. The broad extension in UV-centered absorption from 410 nm (dash-dot)
to 530 nm (solid and dashed) suggests Cu+ is responsible for this absorption mode in late
reaction stages. A sharp peak at 413 nm is also observed to appear after long reaction
times (dashed). The inset in (B) displays selected spectra to highlight the 413 nm peak
and extension of the UV shoulder.
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Figure 2.4: XRD patterns for the solid phases after the reaction of Cu(NO3)2·3H2O in 2:1
v/v ethanol:DMF at 130 ◦C with (A) 70 mM precursor and (B) 50 mM precursor
concentration.
refinement result is shown in Figure 2.5(A), which depicts the XRD pattern of the 9 hour
reaction products from a 70 mM precursor. In this case, Rietveld refinement can separate
the contributions from Cu2(NO3)(OH)3, Cu2O, and Cu4O3 nicely, even though the peaks
partially overlap around 16.5◦. At long reaction times (top of Figure 2.4), the two peaks of
Cu2O and Cu4O3 are easily resolved.
The quantitative amount of Cu contained in each precipitated crystalline phase as a func-
tion of reaction time is shown in Figure 2.5(B,C) for 70 mM and 50 mM precursor reactions,
respectively. The total crystalline Cu content at each reaction time is scaled by the amount
of Cu lost from the liquid phase since the start of the reaction based on our ICP-OES
measurements. We assumed the existence of no amorphous content in this analysis.
In both 70 mM and 50 mM precursor reactions, Cu2(NO3)(OH)3 was the first to precipitate
and was the dominant solid phase in the early stages, with its maximum amount at 5 h.
Eventually, it disappeared in both reaction systems (after 48 h for 70 mM, and 16 hours for
50 mM).
In both sets of reactions, solvated Cu ions declined to a few percents of their initial
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Figure 2.5: (A) Rietveld refinement of the ‘9 h’ XRD pattern in Figure 2.4(A). The
evolution of the solid phases with time is shown for (B) 70 mM and (C) 50 mM precursors.
Solid phases are normalized to the relative mole amounts of Cu atoms in the phases. The
lines in (B) and (C) are visual guides. Cu2(NO3)(OH)3 arose as an intermediate product in
both cases, but the evolution of binary oxides depended on the precursor concentration.
The amount of Cu4O3 stabilized once all Cu2(NO3)(OH)3 had been consumed for both
precursor concentrations.
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concentrations after 5 h (Figure 2.2(C,D)), but the amount of binary copper oxides continued
to increase after 5 h. Due to the small amount of Cu in solution, the growth of copper oxides
must occur by the consumption of Cu2(NO3)(OH)3 after 5 h.
In 70 mM precursor reactions, the oxides formed were dominated by Cu2O and Cu4O3,
with only a minuscule amount of CuO detected after 48 hours (Figure 2.5(B)). The majority
product, Cu2O, had stabilized in quantity by 19 h. Beyond 19 h, the trends in Figure 2.5(B)
imply that Cu4O3 continued to form at the expense of Cu2(NO3)(OH)3 until 48 h when
Cu2(NO3)(OH)3 was finally consumed.
When Cu(NO3)2·3H2O precursor concentration was 50 mM, CuO appeared during the
early stages of the reaction, resulting in a more complex progression of solid phases seen in
Figure 2.5(C). All three copper oxides precipitated concurrently. The fraction of Cu4O3 was
greater than the reactions with 70 mM precursor. Here, as in the 70 mM precursor reactions,
the fraction of Cu4O3 remained stable after Cu2(NO3)(OH)3 was consumed after 16 h.
2.3.4 Kinetic Reaction Maps
Kinetic maps of the solvothermal reaction were constructed by combining our findings from
ICP-OES, EPR, and XRD, and are shown in Figure 2.6(A,B) for 70 mM and 50 mM precursor
concentrations respectively. In Figure 2.6, the vertical span of each color block represents
the quantity (total incorporated Cu ions) of the corresponding copper-containing species as
a function of reaction time. The traces of the blue and orange points in Figure 2.6 mirror
the signal intensities of ICP-OES and EPR in Figure 2.2(C,D), giving concentrations of total
solvated Cu ions and solvated Cu2+ (blue region), with the difference thus being the solvated
Cu+ (orange region). The remaining regions correspond to the solid phase fractions from
quantitative Rietveld refinements to the XRD patterns (Figure 2.5(B,C)).
The kinetic maps provide a concise summary of how copper ions are distributed throughout
these reactions. By comparing Figure 2.6(A) and Figure 2.6(B), it is clear that chang-
ing the Cu(NO3)2·3H2O precursor concentration from 70 mM to 50 mM increases the
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Figure 2.6: Kinetic evolution of each copper-containing species (both in liquid and solid)
when reacting Cu(NO3)2·3H2O in 2:1 v/v ethanol:DMF at 130 ◦C with (A) 70 mM and (B)
50 mM Cu(NO3)2·3H2O precursor. This is a concise depiction of the impact of precursor
concentration on Cu2(NO3)(OH)3 consumption rate, oxide phase formation, and the yield
of Cu4O3.
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Cu2(NO3)(OH)3 consumption rate and increases the yield of Cu4O3, despite the increased
stability of CuO. It can also be verified from Figure 2.6 that the quantity of Cu4O3 stabilizes
once all Cu2(NO3)(OH)3 has been consumed.
2.3.5 Microstructure Evolution: SEM and Micro-Raman Spectroscopy
Since the long-term goal of growth of at least micron-sized pure Cu4O3 crystals is yet to
be realized, the structural evolution of the competing phases in this reaction needs to be
understood. The first precipitation product, Cu2(NO3)(OH)3, was easily isolated as the
lone solid product in short reactions and was identified by SEM as clusters of flat plates,
seen by us (Figure 2.7(A)) and others. [83] The remaining oxide phases were impossible to
differentiate via SEM, even with the aid of energy dispersive X-ray spectroscopy. We turned
to the complementary techniques of visible light microscopy (VLM; Cu2(NO3)(OH)3 and
Cu2O have distinctive emerald and red colors, respectively) and micro-Raman spectroscopy
with a ∼1 μm spot size for unambiguous phase identification of small particles.
SEM micrographs of 70 mM reaction products reveal the nucleation of spherical particles
on the surface of Cu2(NO3)(OH)3 plates in Figure 2.7(B-F). At 3 or 4 hours of reaction
(Figure 2.7(B,C)), spherical particles appeared on the surfaces of these large plate aggre-
gates. Figure 2.7(C) shows that some of the spheres were partially embedded within the
Cu2(NO3)(OH)3 aggregates. This was most apparent for spheres with relatively large sizes
(∼4 μm). This motif of spherical particles on large Cu2(NO3)(OH)3 plates remained the
main feature until 24 h. As the amount of Cu2(NO3)(OH)3 plates diminished, the spherical
particles grew in size and abundance (Figure 2.7(E)). The size distribution of spheres seemed
roughly bimodal, with the largest spheres growing to be around 10 μm. The surfaces of some
spheres became corrugated (Figure 2.7(F)) after multiple days of reaction.
Separate nucleation events produced self-assembled thin films composed of spherical par-
ticles after 7 h (Figure 2.7(D)). The solvothermal reactions were carried out with the silica
tube slanted, making the lower tube surface concave up and the upper tube surface concave
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Figure 2.7: SEM images of 70 mM precursor samples reacted for (A) 1 h, (B) 3 h, (C) 4 h,
(D) 7 h, (E) 24 h, and (F) 96 h. SEM images of 50 mM precursor samples reacted for
(G) 2 h, (H) 3 h, (I) 6 h, and (J) 72 h. The plate-like structures are Cu2(NO3)(OH)3.
Spherical particles (binary copper oxides) were found to nucleate on the surface of these
Cu2(NO3)(OH)3 plates at the beginning of the reaction. For reaction times > 24 h,
spherical particles varied in size, coarsening, and location.
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down. The self-assembled thin films were exclusively seen on the concave down side of the
silica wall, opposite to the concave up silica wall where the plates and other spheres were
found. These films persisted after long reaction times (not explicitly shown in Figure 2.7
beyond 7 h).
The 50 mM precursor series, despite having different phase composition, experienced sim-
ilar morphology development as seen in SEM. Cu2(NO3)(OH)3 plate aggregates appeared
first, followed by spheres attached to the Cu2(NO3)(OH)3 surface (Figure 2.7(G,H)). Self-
assembled films of spheres also appeared (Figure 2.7(I)), and after the full consumption of
Cu2(NO3)(OH)3, some spheres’ surfaces became corrugated (Figure 2.7(J)).
Micro-Raman spectroscopy permits phase assignment of individual particles in these sam-
ples because the Raman peaks for the 4 solid phases are well-separated. The four Raman
spectra in Figure 2.8(A-D) are selected single-phase micro-Raman scans from this study:
Figure 2.8(A) from 70 mM precursor - 1 h, Figure 2.8(B,C) from 70 mM precursor - 9 h,
and Figure 2.8(D) from 50 mM precursor - 2 h. Even though our micro-Raman spectra were
collected from micron-sized single particles, the results are consistent with Debbichi et al.’s
report. [92] Micro-Raman spectroscopy also verified that the particle color viewed by VLM
can provide phase information (Figure 2.9(A,B)): emerald blocks are Cu2(NO3)(OH)3, red
particles are Cu2O, and shiny black spheres are either Cu4O3 or Cu2O.
Micro-Raman spectroscopy confirmed the nucleation of Cu2O spheres on Cu2(NO3)(OH)3
plates as early as 3 h in a 70 mM precursor reaction (Figure 2.8(E)). As in SEM, spherical
particles (ca. 1 μm) adhering to large aggregated plates were seen in VLM. Micro-Raman
spectra showed that the emerald body is indeed Cu2(NO3)(OH)3, and when the laser probe
is focused around the red spheres, the 219 cm-1 peak (unique to Cu2O) appeared (Figure
2.8(E)-right). Such phase identification is consistent with our XRD analysis (Figure 2.5(B)).
The spheres attached to Cu2(NO3)(OH)3 plates were identified as a mixture of Cu2O and
Cu4O3 when the reaction was extended to 4 h (with 70 mM precursor) (Figure 2.8(F)). VLM
observations showed that the spheres at this stage had two colors: red and black (Figure
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Figure 2.8: Micro-Raman spectra of (A) Cu2(NO3)(OH)3, (B) Cu2O, (C)Cu4O3, and (D)
CuO. Visible light microscopy images and the corresponding micro-Raman spectra of (E)
70 mM precursor - 3 h, (F) 70 mM precursor - 4 h, (G) 50 mM precursor - 2 h, and (H)
50 mM precursor - 3 h samples. Micro-Raman analysis shows that particles of all three
binary copper oxides can be found on Cu2(NO3)(OH)3 plates, and that Cu4O3 spheres tend
to be larger than Cu2O or CuO.
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Figure 2.9: Visible light microscopy images and the corresponding micro-Raman spectra of
(A) 70 mM precursor - 9 h, and (B) 50 mM precursor - 4 h samples. They demonstrate
that Cu2(NO3)(OH)3 appeared emerald, Cu2O red, Cu4O3 and CuO black in visible light
microscopy images. Visible light microscopy images and the corresponding micro-Raman
spectra of (C) the self-assembled film seen in 70 mM precursor - 9 h sample, and (D) the
spheres with corrugated surface seen in 70 mM precursor - 24 h sample. This confirms that
the self-assembled films were Cu2O and that the corrugated spheres were composed of
Cu4O3 core and Cu2O shell.
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2.8(F)-left). As in Figure 2.8(E), the red spheres were confirmed to be Cu2O. Micro-Raman
spectra of the black spheres revealed Cu4O3 (Figure 2.8(F)-right). The phenomenon of black
Cu4O3 spheres being much larger than red Cu2O spheres in Figure 2.8(F) is universal across
our samples.
Before the full consumption of Cu2(NO3)(OH)3, the microstructure of Cu2O and Cu4O3
attached to Cu2(NO3)(OH)3 plates did not change much as the 70 mM precursor reactions
progressed. Over time, Cu2(NO3)(OH)3 plates shrunk and the oxide spheres grew larger.
Cu4O3 spheres remained larger in size than Cu2O. The self-assembled films composed of
spheres (seen after 7 h reaction) were red in VLM and were found to be Cu2O from micro-
Raman spectroscopy (Figure 2.9(C)). After the depletion of Cu2(NO3)(OH)3, days of reaction
resulted in the surfaces of Cu4O3 spheres being covered by a layer of Cu2O (Figure 2.9(D)),
giving rise to their corrugated appearance seen by SEM (Figure 2.7(F)).
Reactions with 50 mM precursor displayed similar morphology development, but with all
three binary copper oxides (Cu4O3, CuO, and Cu2O) attaching to the Cu2(NO3)(OH)3 sur-
face (Figure 2.8(G,H)). At 2 h reaction time, black spherical particles were spotted on the
emerald Cu2(NO3)(OH)3 plate aggregates (Figure 2.8(G)-left). Their micro-Raman spec-
trum showed CuO (Figure 2.8(G)-right). At 3 h of reaction, the spheres attached to the
surface were either black or red. Micro-Raman spectra showed that the black spheres are
CuO and Cu4O3. The Raman spectrum of one Cu4O3 sphere is displayed in Figure 2.8(H)-
right. The red spheres were identified to be universally Cu2O (Figure 2.8(H)-right). By using
micro-Raman spectroscopy to distinguish CuO and Cu4O3, we found that CuO and Cu2O
had comparable sphere sizes, while Cu4O3 spheres were mostly larger in diameter. Further
reactions of 50 mM precursor series showed similar events as in the 70 mM case: formation
of a self-assembled CuO film and the corrugation of Cu4O3 spheres by Cu2O coverage.
The ability of all three binary copper oxides to nucleate on Cu2(NO3)(OH)3 plate surfaces
by adjusting reaction conditions is proven by our micro-Raman analysis. It was also observed
that the size of Cu4O3 spheres was significantly larger than those of Cu2O and CuO.
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Figure 2.10: Magnetic susceptibility of Cu4O3 and diamagnetic Cu2O obtained from a
reaction with 70 mM precursor concentration and 48 h reaction time. Measured in field H
= 104 Oe. The arrow corresponds to the reported Néel temperature TN = 42 K reported for
natural crystals, which coincides with our observed antiferromagnetic ordering for Cu4O3.
2.3.6 Antiferromagnetic Signature of Cu4O3
Controlled synthesis of bulk Cu4O3 is a mandatory goal before the magnetic properties of this
system can be studied. We present the first verification that bulk synthetic paramelaconite
displays the same Néel temperature as natural crystals, despite the limitation to micron-sized
agglomerates currently imposed by the solvothermal synthesis route. Figure 2.10 shows the
magnetic susceptibility of a sample generated from a 70 mM Cu(NO3)2·3H2O precursor
solution reacted for 48 h, which consists of Cu4O3 and diamagnetic Cu2O. The drop in
susceptibility at 42 K agrees with the value reported for natural crystals. [71] We expect this
transition to sharpen as crystallinity and yield improve.
2.3.7 Progression of Cu Valence
Tracking the total copper valence in these reactions provides insight on how the reaction can
be further optimized. We have seen that Cu(NO3)2·3H2O, when dissolved in ethanol alone,
precipitates as Cu2(NO3)(OH)3 at elevated temperatures (equation 2.1). The copper nitrate
precursor concentration had little impact on this behavior (50 or 70 mM).
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8 Cu(NO3)2 · 3 H2O −−→ 4Cu2(NO3)(OH)3 + 12 NO2(g) + 3 O2(g) + 18 H2O (2.1)
Including DMF in the solvent has two effects. First, it encourages precipitation of dissolved
copper ions into binary copper oxides. Second, the presence of DMF leads to reduction of
Cu2+. Chang et al. demonstrated the first effect by showing that reaction with DMF can
convert Cu(NO3)2·3H2O directly into CuO, without the involvement of Cu2(NO3)(OH)3. [93].
The second effect is most apparent from our results. With the inclusion of 33 vol% DMF in
the solvent, Cu+ became the dominant ion after 5 h (Figure 2.2(C,D)) and Cu+-containing
Cu4O3 and Cu2O formed (Figure 2.5(B,C)). Therefore, a reducing agent must be present in
the solution. This can either be DMF itself, or a chemical species generated by the reaction
of DMF and ethanol.
Chang et al. proposed that the hydration of DMF at similar reaction temperatures pro-
duced dimethylamine and formic acid (equation 2.2). [93] Dimethylamine was proposed to
be responsible for precipitating solvated Cu2+ as CuO (equation 2.3), whereas formic acid is
credited to be the reducing agent (equation 2.4). [83,93,94] Within the sensitivity limit our
NMR and FTIR, we were unable to detect the presence of any liquid species other than the
starting solvent in this study. Use of gas chromatography mass spectroscopy for the detec-
tion of trace chemicals generated in these reactions are to be discussed in Chapter 4, which
implies that the reaction is more complicated than that shown in equation 2.2. Nevertheless,
the importance of DMF in binary oxide formation and Cu valence reduction in this system
is apparent.
HCON(CH3)2 + H2O −−→ HCOOH + NH(CH3)2 (2.2)
Cu2+ + H2O + 2 NH(CH3)2 −−→ CuO(s) + 2 NH2(CH3) +2 (2.3)
2 Cu2+ + HCOOH −−→ 2 Cu+ + CO2(g) + 2 H+ (2.4)
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Figure 2.11: Panel (A) shows the change in overall Cu valence in the solid precipitates with
time for 70 mM and 50 mM precursor reactions. The distribution of copper atoms between
phases with average valence of 1 (Cu2O), 1.5 (Cu4O3) and 2 (CuO) are shown for (B)
70 mM and (C) 50 mM precursor conditions. The overall Cu valence in the solid decreases
even after the liquid has stabilized. The 50 mM reactions generated products with a more
symmetrical distribution of Cu about Cu4O3.
If the reducing power of the system determines the final balance of copper oxides, then
Cu4O3 would require an intermediate power between that of CuO and Cu2O. The average Cu
valance in all four solid phases during reactions are displayed in Figure 2.11(A). It is evident
the that copper valence was continuously reduced with reaction time. The reducing agents
in solution must remain active for at least 24 h. Figure 2.11(A) also demonstrates that the
reducing power was weaker with 50 mM Cu(NO3)2·3H2O precursor than with 70 mM. Further
decrease of the Cu(NO3)2·3H2O precursor concentration to 30 mM resulted in inefficient
reducing power, creating a larger amount of CuO.
Although the difference in average Cu valence may seem small in Figure 2.11(A), the effect
is magnified in the distribution of oxide phases (Figure 2.11(B,C)). For 50 mM precursor
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reactions, the oxide Cu valence is centered around 1.5+, which seems ideal given our target
of Cu4O3, but the distribution is wide, limiting the purity of Cu4O3.
2.3.8 Proposed Reaction Mechanism
Based on our extensive characterization and earlier published studies of related systems, we
propose a reaction scheme leading to the production of various copper-containing crystalline
phases in Figure 2.12.
Ethanol-triggered and DMF-triggered precipitation pathways compete in the initial re-
action steps. Previous studies, as well as ours, have confirmed the transformation of
Cu(NO3)2·3H2O to Cu2(NO3)(OH)3 in ethanol alone, [83] and have shown that DMF alone
will convert Cu(NO3)2·3H2O to CuO and Cu2O spheres. [93,94] In our solvent with 67 vol%
ethanol and 33 vol% DMF, both pathways took place simultaneously (Figure 2.12(A)): the
precipitation of solvated Cu ions gave Cu2(NO3)(OH)3, CuO, or Cu2O.
Cu2(NO3)(OH)3 clearly enables binary oxide growth by serving as a secondary copper
source (Figure 2.12(B)). This was most apparent after the depletion of solvated Cu ions in
the solution. As shown in Figure 2.2(C,D), few solvated copper ions persist in the solution
after 5 h. However, the growth of binary oxides continues after 5 h (Figure 2.5(B,C)). This
has to be compensated for by consuming Cu2(NO3)(OH)3, the only phase decreasing in
quantity at this stage. The conversion of Cu2(NO3)(OH)3 into binary oxides is due to the
instability of Cu2(NO3)(OH)3 in DMF/ethanol, with final oxides dependent on the system
reduction potential. Higher reducing power from our 70 mM precursor resulted in only Cu2O
alongside Cu4O3. Milder reduction power from our 50 mM precursor led to co-existence of
CuO, Cu2O, and Cu4O3.
The question is whether the three binary oxides formed from Cu2(NO3)(OH)3 arise from
dissolution-precipitation or on-site transformation. It has been shown that Cu2(NO3)(OH)3
is not required for CuO and Cu2O formation with 100% DMF solvent. [93] During the period
when Cu2(NO3)(OH)3 was the source for further Cu2O growth, we noticed the formation
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Figure 2.12: Schematic illustration of the proposed reaction mechanism. In (A), solvated
copper nitrate precipitates as Cu2(NO3)(OH)3 in ethanol, or CuO and Cu2O in DMF. In
(B), Cu2(NO3)(OH)3 ca be converted to CuO and Cu2O via dissolution-reprecipitation, or
transformed into Cu4O3 via on-site reduction. The requirements for Cu4O3 crystal growth
include ethanol-triggered formation of Cu2(NO3)(OH)3 and its subsequent reduction.
Cu4O3 yield is reduced by the presence of these competing dissolution reactions.
33
of self-assembled Cu2O films far away from the Cu2(NO3)(OH)3 plates after 7 h (Figure
2.7(D)). This physical separation implies that crystallization of CuO and Cu2O can occur
via precipitation of solvated copper ions, either initially dissolved (Figure 2.12(A)), or from
the re-dissolution of Cu2(NO3)(OH)3 (Figure 2.12(B)).
Cu4O3, on the other hand, likely formed by on-site reductive transformation of
Cu2(NO3)(OH)3 plates (Figure 2.12(B)). We observed large Cu4O3 spheres embedded in
Cu2(NO3)(OH)3 plates (Figure 2.7(C)), while the small Cu2O and CuO spheres appeared
only resting on top of the Cu2(NO3)(OH)3 plates. There have been no reports of Cu4O3
synthesis in a DMF-only solvent. A possible explanation for the formation of embedded
Cu4O3 spheres is that, without re-dissolution, conversion of Cu2(NO3)(OH)3 into Cu4O3
was more favorable than into CuO or Cu2O. This implies that Cu2(NO3)(OH)3 is a neces-
sary predecessor for Cu4O3 formation in our reaction system. This is further supported by
the observation that the amount of Cu4O3 and Cu2(NO3)(OH)3 stabilized at the same time.
Based on our proposed reaction scheme, three factors are critical for the growth of Cu4O3
crystals: the precipitation of Cu2(NO3)(OH)3 from copper nitrate in the presence of ethanol,
the on-site reductive transformation from Cu2(NO3)(OH)3 to Cu4O3 triggered by DMF, and
a suitable reduction potential in the reaction environment. Competing processes include
the direct oxide formation from solvated Cu ions, and the re-dissolution of Cu2(NO3)(OH)3.
It would be desirable to suppress these competitive oxide formation pathways to improve
Cu4O3 yield. With continued exploration of the reactions mechanisms described here, this
solvothermal system has the potential for high-purity Cu4O3 production.
2.4 Conclusions
In this study, we conducted a time-resolved study on the solvothermal formation of the in-
organic crystal Cu4O3 utilizing a reaction medium composed of ethanol and DMF. It was
established that performing the reaction in fused silica tubes were better for this ex situ
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kinetic study. This reaction design allowed better reproducibility of reaction. It allowed
easier quick examination on the state of the system. It is also more efficient in quenching
so that the result is more trustworthy. The quenched samples were subjected to extensive
characterization in order to understand the reaction mechanism of Cu4O3 formation from
a Cu(NO3)2·3H2O. Combining quantitative diffraction data with microscopic phase identi-
fication, the progression of the reactions was examined in detail. Copper oxide formation
resulted from the mineralization effects of both ethanol and DMF. We found that CuO and
Cu2O precipitated from dissolved copper ions, while Cu4O3 was likely formed by on-site
transformation of the Cu2(NO3)(OH)3 predecessor. Key elements of stabilizing metastable
Cu4O3 crystals were identified to be the generation of Cu2(NO3)(OH)3 and a suitable reduc-
tion potential for transformation into Cu4O3. This work separated this one-pot solvothermal
synthesis into two synchronized and synergistic steps, underlying how important thermody-
namic and kinetic information concerning inorganic materials formation can be retrieved
through detailed time-resolved ex situ studies.
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CHAPTER 3
IN SITU EDXRD INVESTIGATION OF
SOLVOTHERMAL Cu4O3 FORMATION
3.1 Introduction
Despite the success of unraveling part of the mystery of how Cu4O3 formed in Chapter 2, ex
situ examination still has its drawbacks.
One problem with the ex situ investigation is related to the variability (and hence low
reproducibility) of this solvothermal reaction. Therefore, although kinetic maps have been
constructed, the accuracy is still questionable. The zig-zag pattern seen in Figure 2.6 is
mainly attributed to sample-to-sample variations. Such a pattern should not exist in real
in situ kinetic data. One unsettled question in Chapter 2 is related to the solvothermal
stability of the three copper oxides Cu2O, CuO, and Cu4O3. While it seems that the amount
of these phases did not change drastically, it is still possible that the phases were still slowly
evolving with time. The sensitivity of ex situ kinetics did not determine whether Cu4O3 is
thermodynamically stabilized or kinetically stabilized in this solvothermal synthesis. The
SEM image in Figure 2.7 cannot fully settle this debate. While the Cu4O3 surface was seen
becoming rugged and covered with Cu2O, both scenarios are possible. The Cu2O covering
the Cu4O3 surface could be formed due to Cu4O3 transforming into more stable phases, or
through preferential coagulation of the Cu2O spheres formed elsewhere. It will be helpful to
identify the truly stable phase(s) in this reaction scheme if a deeper understanding of this
particular system is desired.
Another concern on the ex situ data is how accurately the quenched samples represent the
real system during reaction. There is no guarantee that the crystalline phases and molecular
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species did not suffer identity changes after quenching. This can be serious for the liquid
sample, as small organic molecules are known to be very temperature sensitive. However, our
major focus here was on the crystalline solid phases, whose impacts were more consequential.
Through XRD of the ex situ sample, the presence of all three copper oxides Cu2O, CuO, and
Cu4O3 are shown. But there is a possibility that a particular phase formed during cooling
and is not actually present during reaction. It is important to supplement with in situ data
to increase the reliability of the kinetic map and reaction mechanism deduced from ex situ
studies.
In situ diffraction studies of solvothermal reactions have been a challenging task. Although
successful demonstrations of in situ hydrothermal / solvothermal XRD do exist, the designs
were limited to specific types of reactions. Because of this, we have attempted to devise
our own designs, including lab-source in situ solvothermal diffraction, and in situ neutron
diffraction at POWGEN, where we had evaluated hypotheses about how to make in situ
solvothermal investigations work. The most successful demonstration is with the use of
energy-dispersive X-ray diffraction (EDXRD) performed at 6-BM-B at Advanced Photon
Source (APS) in Argonne National Laboratory (ANL).
EDXRD is a variation of the conventional XRD technique. In conventional XRD,
monochromatic X-rays are incident on the sample and the variation of the X-ray inten-
sity with scattering angle is recorded. In EDXRD, a polychromatic beam of X-rays (which
is possible with synchrotron source) is incident on the sample, the scattered X-ray intensi-
ties are analyzed with respect to the X-ray energy (and therefore wavelength) while keeping
a fixed scattering angle. High synchrotron X-ray energy and intensity permit high beam
penetration, making it more suitable for the study of solvothermal reactions which are in
enclosed systems. In situ EDXRD has been performed in the past to study the solvothermal
reaction systems. [95–97] Most of these previous in situ EDXRD studies relied on beam
penetration through a thick autoclave (high noise), specialized furnaces, or chemically sim-
ple, single-step reactions. In our work, we contained our reagents in fused silica ampoules
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without steel autoclaves, which improves the signal-to-noise ratio. A full-size oven, instead
of a specialty mini-oven, was used in this study so that we can fully mimic the reaction con-
ditions verified in the lab at the beamline, eliminating unnecessary variable changes. Our
oven is customized with two X-ray ports on the two lateral side. The ports are plugged with
rubber stopper during lab-reactions, but can be replaced with metal foil windows for in situ
EDXRD. These factors therefore allowed us to examine this complex and sensitive Cu4O3
formation chemistry.
3.2 Instrumentation and Characterization
The preparation of precursor solutions enclosed in fused silica tubes was similar to that
described in Section 2.2. A 15 mL mixture of Cu(NO3)2·3H2O, ethanol, and DMF was
made and sealed inside a 15 mm O.D. fused silica tubes. If without any specific mention,
the precursor composition was composed of 50 mM Cu(NO3)2·3H2O, 20 vol% DMF, with
balancing 80 vol% ethanol.
In situ energy-dispersive X-ray diffraction (EDXRD) was performed at beamline 6-BM-B
in APS, ANL. The reaction was conducted with a Despatch LFC Class A bench-top oven
(LFC 1-38). The oven has two circular port openings on the lateral sides of the furnace. The
port openings are 2 inches in diameter, with their centers 10 inches above the oven base.
The port holes were covered with aluminum foils both on the inside and outside of the oven
for EDXRD measurement. The EDXRD setup has a preset detector position, which fixes
the scattering angle at 6.50◦ and determines the location of the sample in focus. The oven
had to be positioned very close to the detector because of this (Figure 3.1(A)). However,
even with this arrangement, one lateral metal liner plate within the oven had to be taken
off to get the sample in focus. The sample was held in place by a holder that approximately
fix the sample location within the oven. With this holder, the sample tube was held almost
vertical with an inclination angle of ∼10◦. A steel plate was placed in front of the sample to
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attenuate low energy X-ray intensity. This decreased localized heating due to absorption of
the incident X-rays. Figure 3.1(B) shows photos of the sample placement.
The oven was programmed to heat the sample from room temperature to 130◦C in 11
min. It was then held at 130◦C for 11 h. In the end, it was programmed to cool to room
temperature in 2 h.
For this EDXRD setup, the incident X-ray was slit down to a beam size of 100μm ×
100μm during diffraction. Two perpendicular slits controlled the irradiation area. During
imaging, the slits were kept fully open, which gave an irradiation area more than 100 times
larger than that in diffraction. Canberra germanium solid state detector was used to detect
the scattered X-ray with a front conical opening of 50 μm and a back conical opening of 70
μm. This detector has 10 strips within. The strips are aligned along a circle, with 9 strips
(#1 - #9) equally spaced along a semicircle running from the uppermost to the lowermost
positions. Strip #10 is at the middle of the other semicircle, opposite Strip #5. Right after
the start of oven heating, the sample position was rastered in all three Cartesian directions
to find space with good diffraction signals of precipitates. The physical positions where
crystalline precipitates gather needed to be determined in this way. This had to be done
because imaging contrast was too low to find where precipitates were most abundant. After
spotting where precipitates gathered, the sample position was fixed except in the vertical
direction. In general practice, a series of diffraction patterns were taken with gauge volume
moving from the bottom to the top, after which an image was captured with the gauge volume
brought back to the bottom. The series was repeated (with some manual adjustments on
the range of movement) until the end of the reaction.
The software PLOT85 (written by Kenneth Baldwin) [98] was used to convert the energy-
dispersive diffraction data into d-spacing intensity data. Each individual diffraction was
converted to 10 files, each for 1 detector strip. A self-developed Matlab script was used to
sum these ten files into a single one, and transform d-spacings into the corresponding 2θ
values expected from a monochromatic diffractometer with Mo Kα1 radiation (λ=0.7093Å)
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Figure 3.1: Photos showing the instrumentation used in the in situ EDXRD measurement.
(A) A full-sized reaction oven with X-ray ports were positioned very close to the
energy-dispersive X-ray detector. (B) The solvothermal sample tube was placed close the
oven wall, with a steel plate to attenuate the intensity of incident low-energy X-rays. The
fused silica sample tube shown had a diameter of 15 mm.
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(which is the X-ray wavelength of our D8 lab diffractometer). The transformed data were
further analyzed by GSAS-II and Topas 5, whose details will be discussed later.
The reaction tubes after in situ EDXRD measurement were later opened and analyzed
ex situ. Laboratory powder XRD was performed on the dried precipitates using Bruker
D8 ADVANCE diffractometer equipped with a Mo-Kα source and LYNXEYE XE detector
in transmission geometry. Rietveld refinements of the lab-XRD data were performed using
Bruker TOPAS 5.
3.3 Data Analysis and Results
Lab XRD of the final crystalline phases after in situ EDXRD reaction at 6-BM-B at APS is
shown in Figure 3.2. Phase matching revealed that all three copper oxides Cu2O, CuO, and
Cu4O3 were present after reaction, which is to be expected based on ex situ studies discussed
in Chapter 2. Rietveld refinement was used to quantify the mass fractions of the phases
(Figure 3.2), which were used as standard values for semi-quantitative EDXRD calibration
to be discussed later. The refinement indicated that Cu4O3 was the primary crystalline phase,
followed by Cu2O, with CuO present but very scarce. There were no unexpected phases,
and the result is comparable to that obtained from a normal solvothermal reaction with this
condition. These imply that subjecting the system to continuous high energy polychromatic
X-ray irradiation during solvothermal reaction did not cause changes to reaction chemistries
that drastically affected crystallization outcomes.
The EDXRD instrumentation at 6-BM-B was designed with very small gauge volume.
Gauge volume is the size of the material interrogated by diffraction, and is determined by
the slit opening size and scattering angle. This setup at 6-BM-B is mainly used for measur-
ing strain distribution of geological samples under stress, so the gauge volume was chosen
to optimize intensity with resolution. If we used too large a gauge volume, the noise would
be very high. This small gauge volume caused trouble in our in situ EDXRD measure-
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Figure 3.2: Ex situ lab XRD pattern of the sample after the end in situ EDXRD reaction
and its Rietveld refinement result.
ment. The first problem is that this volume was very small compared to the sample volume.
Since we could not pre-locate where the crystallites would gather, we had to raster sample
position during reaction to find the optimum spot of measurement. This was found to be
extremely difficult at the start of the reaction when precipitates were scarce. Typically, we
were unable to record useful Bragg signals until after 1 h into the reaction. The second
problem is that small gauge volumes can suffer from strong texture effects from large crys-
tals. Good powder diffraction requires sufficient randomly-oriented crystallites within the
gauge volume for statistically significant peak intensity. When there are only few highly
textured crystallites, they may produce a few extremely high intensity peaks. I suspect
this was the case for Cu2(NO3)(OH)3 in our reaction. Cu2(NO3)(OH)3 is an intermediate
phase existed only in the early stage, which was already hard to capture due to the first
problem discussed. Moreover, it was expected to have a large crystal size (up to 10 μm in
the long direction) with a plate morphology. Therefore, Cu2(NO3)(OH)3 in the gauge vol-
ume might create a few abnormal peaks, which was indeed what we saw at the early stage
(∼1h). The monoclinic crystal structure and large lattice parameters of Cu2(NO3)(OH)3
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imply that diffraction-allowed d-spacings are virtually any value. Because of this, the pres-
ence of Cu2(NO3)(OH)3 cannot be assured from the observation of a few abnormal peaks.
These peaks could not be differentiated with transient noise spikes which were found to be
common for this experiment. Taking these problems into consideration, the first two hours
of reaction where Cu2(NO3)(OH)3 might exist were not refined.
Despite these problems, some concerns about the ex situ caveats were addressed with in
situ EDXRD study. The peaks seen in the EDXRD patterns (>2h) can be compared with
the d-spacings of the copper oxide phases. For the majority of them, it is certain that all
three forms of copper oxides Cu2O, CuO, and Cu4O3 co-existed at the reaction temperature.
We also did not observe drastic changes in the in situ EDXRD diffraction patterns during
cooling. It is thus confirmed that quenching has no drastic effect on the crystalline phases.
This gives creditability to the ex situ kinetic maps (Figure 2.6).
The question concerning solvothermal stabilities of the three copper oxide phases required
kinetic analysis with quantitative refinement. Quantitative analysis of EDXRD patterns is
not as straightforward as for conventional XRD. One drawback of EDXRD is related to
the polychromatic nature of the incident X-ray. In conventional XRD, wavelength (λ) is
fixed and the scattered X-ray intensities with scattering angle (2θ) are recorded. Since a
monochromatic X-ray is used, there is no change in source intensity and scattered intensity
differences are entirely diffraction-related. In EDXRD, the polychromatic incident X-ray
does not have constant intensity with respect to wavelength. The X-ray intensity peaks
around the energy corresponding to ∼2.5 Å d-spacing. The intensity falls as the X-ray
deviates from this energy. Because of the variation of X-ray intensity with energy, the
detected X-ray intensity differences are a combined effect of diffraction and the incident
X-ray profile. Therefore, direct quantitative Rietveld refinement of the EDXRD data is
not possible. Energy-dependent absorbance of the X-rays by objects in the beam-path also
makes the X-ray intensity profile instrumentation-dependent. We did not achieve a reliable
deduction for such profile. Therefore, the EDXRD data is best treated for qualitative analysis
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based on peak position matching instead of quantitative phase analysis.
Nevertheless, I have formulated a method to process the in situ EDXRD data in a semi-
quantitative manner. This method gives an estimate for the mass fraction of the constituent
phases in the EDXRD pattern without correcting variations in incident beam intensity,
but the results are not as trustworthy as a direct quantitative Rietveld analysis. In this
approach, the EDXRD pattern of the sample at the end of the reaction was compared with
that of the conventional lab XRD data taken ex situ (Figure 3.2). It was assumed that
the sample homogeneity was good enough to equate the two. The EDXRD pattern was
first fit to the phase mixture of Cu2O, CuO, and Cu4O3. However, no detailed crystal
structures for the phases were specified except for the space group and lattice parameters
(determined by ex situ XRD). Intensities of the three phases with space group-allowed peaks
were freely refined to give the best match to the EDXRD pattern. It thus constrained peak
positions but gave full freedom on peak intensity. This fitting scheme is termed “hkl fit”
in Topas implementation and has two algorithms called “Pawley method” and “Le Bail
method”. The Pawley method was used in this example. In a normal quantitative Rietveld
refinement, three factors determine the relative phase amount: scale factor, cell mass, and
cell volume. For this Pawley fitting, the cell volume was fixed by the ex situ determined
lattice parameters. Both scale factor and peak intensity parameters control the integrated
intensity of calculated peaks. The peak intensity parameters took the role of structure factors
in Rietveld refinement, and after an initial satisfied fitting they were all fixed. However,
since these peak intensity parameters were not related to crystal structures and thus can
be arbitrarily scaled, the scale factors in these cases affected the appearance of calculated
curves, but did not have an absolute scale. The cell masses, on the other hand, had no effect
of the appearance of the calculated curve, but were involved in phase fraction calculation.
Therefore, the concept of virtual cell mass was introduced. These virtual cell masses for
different phases set the scales for scale factors (and had no relation to real cell mass) so
that calculation of phase fraction using the original formula could still work. In practice,
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Figure 3.3: Evolution of the amount of Cu4O3, Cu2O, and CuO determined by
semi-quantitative analysis of the in situ EDXRD patterns.
the cell mass for one phase was fixed, while the cell masses for the other two phases were
adjusted until they resulted in the same phase fractions as for the ex situ result. Afterwards,
the cell masses were all fixed, and these phase states were saved as bases for future Pawley
refinement of other EDXRD patterns where only scale factors were refined. This procedure
is a modification of the PONKCS (Partial Or No Known Crystal Structures) method of
refinement. The scale factors thus derived provided semi-quantitative phase fractions for in
situ EDXRD data.
This semi-quantitative Pawley fit was performed for all in situ EDXRD patterns. The
results were converted to normalized amounts of each phase, quantified by the amount of Cu
element in one phase relative to the total amount of Cu in all copper oxide phases. Figure
3.3 shows the time evolution kinetics for Cu2O, CuO, and Cu4O3 within the gauge volume
at one particular position close to the bottom of the tube.
One intriguing observation is that there were sudden jumps in the amount of all phases that
occurred at irregular time intervals. One probable postulation is related to the disturbance
from absorbing polychromatic X-ray beams. When a sample tube with crystalline powder
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within was placed in the beam with slits fully open, we have observed the formation of
gas bubbles from the imaging camera. These bubbles disturbed the powder settled at the
bottom of the tube and redistributed it in space. This happened even when the oven is at
room temperature, so it was not an intrinsic phenomenon of the solvothermal process. It
was likely related to the absorption of low energy X-rays by the liquid phase that created
localized heating or side-reactions. During in situ EDXRD measurement, the slits were
fully opened during imaging. It is possible that occasionally during imaging, absorption of
polychromatic synchrotron caused gas bubble formation that disturbed the powder. Since
the gauge volume was very small, local statistics seen were changed, resulting in the jumps.
The jump frequency was much lower than the imaging frequency though, meaning not all
imaging actions caused bubbling. Because of these powder redistribution events, local phase
kinetics seen in Figure 3.3 were separated into segments, and it became trivial to compare
between different segments.
Even only within the single segments, it is still interesting to look at the phase kinetics.
Figure 3.3 showed some small changes to the phase within each segment, but since such
change is small and Figure 3.3 was constructed based on semi-quantitative whole pattern
fitting, it makes more sense to only look at single peaks within each segment. Figure 3.4 shows
the change of the characteristic peaks for Cu2O, CuO, and Cu4O3 within a single segment.
These are selected peaks of the corresponding phases that do not overlap. Therefore their
heights are direct indications on the amount the phases. From Figure 3.4, it looks like
the amount of CuO was continuously decreasing, the amount of Cu2O was continuously
increasing, while the amount of Cu4O3 remained relatively unchanged. Therefore it can be
expected that CuO was transforming into Cu2O under this solvothermal condition. Cu4O3
crystallites, on the other hand, did not fade away once formed, nor did it receive any addition
from transformations of CuO and Cu2O crystals. Partial conversion of Cu2O back to CuO
is suggested during the bubbling event by Figure 3.3. These bubbling events were the
result of absorbing polychromatic synchrotron radiation, and are not expected in normal
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Figure 3.4: Evolution of the intensity of peaks for (a) the characteristic CuO peak at 17.4◦,
(b) the characteristic Cu2O peak at 19.2
◦, and (C) the characteristic Cu4O3 peak at 19.8
◦.
The peaks shown are within a single segment without the occurrence of jumps initiated by
gas bubbles.
solvothermal reactions. These results suggest that transformations between CuO and Cu2O
is possible. Their balances depend on the specific chemical potentials determined by the
reaction condition. Cu4O3, on the other hand, does not have significant phase change once
formed, and can be regarded as a “stable phase”. Its resistance to change implies that in
this specific solvothermal environment, it is either thermodynamically stable but kinetically
hard to access from the states of CuO or Cu2O, or extremely stabilized by kinetic reasons.
This in situ EDXRD study shows that there are significant kinetic barriers for Cu4O3 to
transform to Cu2O or CuO, but a low transformation barrier between CuO and Cu2O. This




Using synchrotron-based EDXRD, in situ kinetics on the solvothermal formation of Cu4O3
in the environment of DMF and ethanol were tested. Although we did not obtain strictly
continuous quantitative phase information on the solvothermal products without unwanted
interruption, this study did answer some questions concerning the credibility of ex situ results
performed on quenched samples. All three forms of copper oxides Cu2O, CuO, and Cu4O3
were seen at the solvothermal temperature from in situ EDXRD measurement. The kinetic
stabilities of the three phases Cu2O, CuO, and Cu4O3 can be inferred from examining their
EDXRD signal changes within a single segment uninterrupted by gas-bubbles. The in situ
results show that Cu4O3 was kinetically more stable, while transformations between CuO
and Cu2O took place. Such behaviors were expected if Cu4O3 was formed through a different
mechanism than CuO and Cu2O, which is the main feature of the reaction mechanism (Figure
2.12) proposed.
This was the first attempt in our research group to conduct in situ EDXRD, and our
first successful in situ XRD study on solvothermal reactions. Therefore, there were several
shortcomings in the design that can be improved upon in the future. Some major prob-
lems are shown below. The first problem is the small gauge volume. While this gave us a
good spatial resolution, such pros did not justify the accompanying cons. The small gauge
volume made it very hard to locate the physical space for monitoring the reaction in situ.
Thus, the most valuable kinetic information in the early reaction stage was lost. The small
gauge volume also caused signals contributed from large Cu2(NO3)(OH)3 plates to be un-
interpretable. In the future, it would be preferable to look for EDXRD stages that allow
for a large gauge volume. This would require the use of an energy-dispersive X-ray detector
with a large conical opening. The second problem concerns the polychromatic nature of the
incident X-ray. This caused difficulty in quantitative phase refinement and disturbed the
original solvothermal reaction. The semi-quantitative method I implemented using Pawley
method is not as accurate as the quantitative Rietveld method. In the future, it would
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be desirable to first spend enough effort to log the dependence of X-ray intensity on X-ray
energy in a condition that mimics our in situ solvothermal reaction setup. The low energy
portion of the polychromatic X-ray also induced X-ray absorption by the liquid within the
solvothermal system. Luckily no significant changes to the overall solvothermal chemistry
were observed. But it resulted in bubble formation that caused discontinuities in our in situ
kinetic data. To minimize X-ray absorption, this would require the selection of a beamline
whose bending magnet provides higher energy white beam, or the use of filters to selectively
remove the low energy X-rays. Higher X-ray energy will cause a smaller scattering angle, so
it will also demand a different detector location to be implemented. The third problem is
that the sample was located too close to the edge of the oven in order to have the sample
in focus. The oven is not designed to have sample at such location and therefore heating
efficiency and uniformity is not guaranteed. This will be solved if the detector is positioned
at a smaller scattering angle. The fourth problem is that the sample holder was not very
well designed. In the future, we can design and build a dedicated sample holder that fixes
the sample tightly so that good sampling volume can be defined before reaction.
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CHAPTER 4
RELATIONS BETWEEN SOLVENT CHEMISTRY
AND SOLVOTHERMAL FORMATION OF COPPER
COMPOUNDS
4.1 Introduction
Although we have successfully made Cu4O3 using the solvothermal approach that used
Cu(NO3)2·3H2O, ethanol, and DMF, as discussed Chapters 2 and 3, these Cu4O3 particles
still come with impurities in the form of Cu2O and CuO. We have yet to refine the process
so that phase-pure Cu4O3 can be consistently synthesized. As an effort to improve the for-
mulation of this solvothermal synthesis scheme, we made modifications to the solvothermal
chemistry.
The work on testing the solvothermal chemistry was investigated in two sets of reactions.
In the first set, we devised alternative reaction schemes based on the mechanism (Figure
2.12) proposed in Chapter 2. There, it was postulated that CuO and Cu2O mainly came
from homogeneous precipitation in solution, whereas Cu4O3 formation was a result of on-site
reduction on Cu2(NO3)(OH)3. Since Cu2(NO3)(OH)3 was postulated as the direct predeces-
sor to Cu4O3, it is imperative to ask whether it is possible to synthesize Cu4O3 directly using
Cu2(NO3)(OH)3 as the precursor instead of Cu(NO3)2. Following this philosophy, we reacted
Cu2(NO3)(OH)3 solvothermally in different liquid mediums based on DMF and ethanol, and
looked for diffraction evidence of the formation of Cu4O3.
In the second set, we tried to change the liquid chemistry completely by substituting DMF
with other chemicals. In this approach, we explored vastly different regions of chemical
potential landscape and saw evidence of the existence of different forms of copper-containing
inorganic materials. It shows that Cu4O3 is indeed a very sensitive material whose stability
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is only possible in a very specific solvothermal environment.
4.2 Synthesis and Characterization
Cu2(NO3)(OH)3 precursor was synthesized with two methods. The first method involved
reacting 100 mM Cu(NO3)2·3H2O in 33 vol% DMF and 67 vol% ethanol at 130◦C for 2h using
the autoclave reactor. The second method mixed 150 mM Cu(NO3)2·3H2O aqueous solution
with an equal volume amount of 100 mM NaOH aqueous solution at room temperature,
followed by magnetic stirring for a few minutes. The precipitates were separated by centrifuge
and dried. Both methods produced phase-pure Cu2(NO3)(OH)3 as verified by XRD.
A special solution called “solvothermal remnant liquid” was specially prepared. This was
done through the reaction of 50 mM Cu(NO3)2·3H2O in 33 vol% DMF and 67 vol% ethanol at
130◦C for 24h using the fused silica reactor. The product after this reaction was centrifuged
to isolate the liquid phase, which was this “solvothermal remnant liquid”.
Solvothermal reactions in sealed fused silica tubes were used for the first set of reactions.
In this approach, 8.5 mL liquid solution or dispersion was prepared and poured into a fused
silica tube with 12 mm O.D. and 10 mm I.D. The end of the tube was submerged into liquid
nitrogen to freeze the solution. The tube was then evacuated and sealed. Solvothermal
reactions were conducted by placing the sealed tube vertically inside a Quincy Lab QL-40
oven pre-heated to the desired temperature for a specific duration. A thermocouple was
used to monitor and control the temperature within the oven. After reaction, the tubes were
taken out of the oven and air-cooled. After cooling to room temperature, the fused silica
tube was opened and the products were collected and centrifuged to separate the liquid and
solid phases.
For the first set of reactions, Cu2(NO3)(OH)3 precursor was added to 8.5 mL of the
prepared liquid to make a dispersion. The amount of Cu2(NO3)(OH)3 was chosen so that
the total Cu element in the dispersion was the same as a 50 mM Cu(NO3)2 solution. The
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liquid medium used include (i) pure DMF, (ii) 40 vol% DMF and 60 vol% ethanol, (iii) 40
vol% DMF, 60 vol% ethanol, and 23 μL H2O, (iv), 25 mM CuCl in 40 vol% DMF, 60 vol%
ethanol, (v) 75 mM Na(NO3) in 40 vol% DMF, 60 vol% ethanol, and (vi) the “solvothermal
remnant liquid”. The solvothermal reaction condition was at 130◦C for 24 h unless otherwise
specified.
Solvothermal reactions in autoclaves were used for the second set of reactions.
Cu(NO3)2·3H2O was dissolved in a liquid mixture of ethanol and another solvent to make 50
mM solution. The solvents tested include acetonitrile, ascorbic acid, citric acid, oxalic acid,
dimethylacetamide, 2-pyrrolidone, and ethylenediamine. The volume percent of the chem-
ical was typically 33 vol%, but other amounts were also used and specified in the relevant
context. For those chemicals which are solid at room temperature, their mass was measured
and converted to the corresponding volumes using density values. In this approach, 15 mL
of the precursor solution was placed in a 23 mL capacity Teflon-lined autoclave (Parr Instru-
ments). The oven usage and product handling is the same as the fused silica tube approach.
Typical solvothermal reactions were conducted at 130 ◦C for 24 h unless otherwise specified.
Powder X-ray diffraction (XRD) patterns of the solid samples were collected on a Bruker
D8 ADVANCE diffractometer equipped with a Mo-Kα source and LYNXEYE XE detector
in transmission geometry. Rietveld refinements were performed using Bruker TOPAS 5.
Scanning electron microscopy (SEM) images the samples were taken with a JEOL JSM-
6060LV microscope with 15 kV acceleration voltage. Thermogravimetic analysis (TGA)
of the solid sample was conducted on TA Instruments Q50 with nitrogen flow over the
sample. The heating rate was 10 ◦C/min. Gas chromatography mass spectroscopy (GC-
MS) was acquired using a GC-MS system (Agilent Inc) consisting of an Agilent 6890 gas
chromatograph, an Agilent 5973 MSD and a HP 7683B autosampler. Gas chromatography
was performed on a ZB-1MS (30m × 0.32 mm I.D. and 0.25 μm film thickness) capillary
column (Phenomenex). The inlet temperature was 280 ◦C, the MS interface temperature
was 25 0◦C, and the ion source temperature was adjusted to 230 ◦C. An aliquot of 1 μL was
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injected in split mode (15:1). The helium carrier gas was kept at a constant flow rate of 1.6
mL/min. The temperature program as 2 min at 50 ◦C, followed by a temperature ramp of
10 ◦C/min to 200 ◦C for 2 min. The mass spectrometer was operated in positive electron
impact mode at 69.9 eV ionization energy at m/z 33-300 scan range. The threshold was 100.
The instrument variability was within the standard acceptance limit (5%). The spectra of
all chromatogram peaks were evaluated using the AMDIS v2.71 software (NIST) and NIST
Mass Spectral Database (NIST08) (John Wiley & Sons, Inc.).
4.3 Results and Discussion
4.3.1 Solvothermal Conversion of Cu2(NO3)(OH)3
Since Cu2(NO3)(OH)3 was the direct predecessor to Cu4O3, we tried to solvothermally react
Cu2(NO3)(OH)3 dispersed in a liquid medium. We first tried pure DMF and a mixture of
ethanol and DMF (33 vol%) as the liquid medium as ethanol–DMF is the solvent system
used in Chapter 2 and DMF was thought to be the agent responsible for the reduction of
Cu2(NO3)(OH)3. However, only Cu2O and CuO could be found, as evident in the XRD
plot showing the product using DMF and ethanol as a liquid medium (Figure 4.1). This
shows that the liquid medium was not exactly the same as that for the synthesis used in
Chapter 2, although both have ethanol and DMF as the dominant components with the
same ratio. In the original synthesis, Cu(NO3)2·3H2O was used as the copper precursor.
Thus, changing the precursor from Cu(NO3)2·3H2O to Cu2(NO3)(OH)3 actually modified
the reaction chemistry. Some critical ingredients must have been missing.
We tried to figure out those missing ingredients by adding extra chemicals into the liquid
medium of 33 vol% DMF and 67 vol% ethanol. In the original synthesis, Cu(NO3)2·3H2O
was dissolved, but we could not simply add Cu(NO3)2·3H2O because this would cause the
same solvothermal reaction to happen that formed Cu2O and CuO alongside Cu4O3 from the
liquid itself. Therefore we tried to replace Cu(NO3)2·3H2O with other reagents. We tried to
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Figure 4.1: Rietveld refinement result on the solvothermal conversion product of
Cu2(NO3)(OH)3 in a liquid medium of DMF (33 vol%) and ethanol. No Cu4O3 was
produced with this reaction.
deliberately add water to account for hydration in Cu(NO3)2·3H2O. We tried to add nitrate
anions in the form of NaNO3. We also tried to add in Cu(I) ions in the solution with the
addition of CuCl, as the kinetic map shows that there were decent Cu(I) ions in the solution
with the original synthesis scheme. Unfortunately, none of these additions helped to form
Cu4O3.
Demonstrations that Cu2(NO3)(OH)3 can indeed be solvothermally transformed to Cu4O3
was shown with the use of “solvothermal remnant liquid” as the liquid medium. This “rem-
nant liquid” is the supernatant liquid generated from the previous Cu4O3 synthesis reaction
with the original scheme using Cu(NO3)2·3H2O, DMF, and ethanol. After 24 hours of reac-
tion, the supernatant liquid was separated from the solid precipitates using centrifugation.
Solvothermal reaction of Cu2(NO3)(OH)3 dispersed in this “remnant liquid” successfully
created samples whose XRD pattern showed the characteristic peak of Cu4O3 (Figure 4.2).
Since such “remnant liquid” was shown to be no longer able to precipitate on its own based
on the previous kinetic study, the Cu4O3 formed here is considered to be the result of the
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Figure 4.2: Rietveld refinement result on the solvothermal conversion product of
Cu2(NO3)(OH)3 using “solvothermal remnant liquid”. Some Cu4O3 was produced with this
reaction.
Table 4.1: The success of forming Cu4O3 by solvothermally reacting Cu2(NO3)(OH)3 in
various liquid medium
Precursor Liquid Medium Cu4O3 in product?
Cu2(NO3)(OH)3
DMF No
ethanol + DMF No
ethanol + DMF + H2O No
ethanol + DMF + Cu+Cl− No
ethanol + DMF + Na+(NO3)
− No
“solvothermal remnant liquid” Yes
transformation of Cu2(NO3)(OH)3.
The result of the success on forming Cu4O3 by solvothermally transforming
Cu2(NO3)(OH)3 is shown in Table 4.1. The fact that Cu4O3 could only be synthesized with
the use of “remnant liquid” but not with any other chemical mixtures indicate that there
were specific chemicals in the “remnant liquid” responsible for the effect. These chemicals
were the result of complex chemical reactions between Cu(NO3)2·3H2O, DMF, and ethanol
in the solvothermal condition. Although they were in trace amount hard to be detected,
their presence drastically altered the thermodynamics / kinetics of Cu4O3 formation.
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Gas chromatography mass spectroscopy (GC-MS) was used on the “solvothermal rem-
nant liquid” to get a clue on the possible chemical identities of these trace chemicals. Some
trace chemicals suggested in the results are N-nitrosodimethylamine, 1,1-diethoxy-ethane,
1,1-dimethyl-2-oxohydrazine, 1,1,3-triethoxy-propane, ethyl N,N-dimethyloxamate, ethyl es-
ter 4-pyridinecarboxylic acid, methyl salicylate, 1,3-dimethyl-2,4,5-imidazolidinetrione, ben-
zoic acid, 1,3-bis(1,1-dimethylethyl)-benzene. The chromatography profile for the unreacted
solvent (ethanol + DMF) was much cleaner, so these are likely the result of solvothermal
reactions. However, at this trace level, the confidence levels on assigning the correct chemical
compounds by selecting retention peaks and matching MS data are low. We did not carry
out quantitative analysis, but if these trace chemicals existed, they were probably on the
ppm level of concentrations. Although these GC-MS suggestions are not to be fully trusted,
they do show that the solvothermal chemistry between Cu(NO3)2·3H2O, DMF, and ethanol
is extremely complicated in terms of organic chemistry. It is surprising that the presence of
chemicals in such trace amount could have such a huge impact on the formation and stability
of Cu4O3. Through literature review, it is found that all demonstrations of wet chemical
Cu4O3 syntheses used some kinds of nitrogen-containing chemicals. [76, 77, 99] Therefore I
postulate that some specific kind of Cu–N interaction is related to the stability of Cu4O3
prior to its formation. This interaction is likely to be weak, which could be a form of dynamic
coordination bond within the liquid phase.
4.3.2 Solvothermal Conversion of Cu(NO3)2 in Various Solvents and the
Discovery of New Copper Compounds
We substituted DMF in the original Cu4O3 synthesis scheme with another solvent, with
the hope of finding another liquid environment capable of producing Cu4O3. The chemicals
testing include two groups: C-H-O based organic acid, and N-containing small molecules.
The list of chemicals tested are summarized in Figure 4.3. We did not succeed in producing
Cu4O3 in this endeavor, but created several samples whose diffraction patterns cannot be
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Figure 4.3: Chemicals tested in the solvothermal synthesis of Cu-containing inorganic
materials with ethanol and Cu(NO3)2·3H2O.
matched with anything using the automated matching from Jade software (based on JCPDS
database) and therefore are likely new types of Cu-containing inorganic materials.
Ascorbic acid was shown to be a very strong reducing agent, but at low concentrations,
an unidentified phase is shown (Figure 4.4). When 33 vol% and 10 vol% ascorbic acid was
used in the solvent, only metallic Cu was shown to be present after solvothermal reaction.
The amount of ascorbic acid had to be reduced to decrease reduction power. With 1 vol%
ascorbic acid, Cu was seen to dominate (Figure 4.4(a)), but there were some other low-
intensity diffraction peaks. These peaks were more obvious at an even lower ascorbic acid
concentration (0.1 vol%). Cu2O, instead of Cu, was present at this stage. The difference
curve after the removal of Cu2O signals shows strong Bragg peaks (Figure 4.4(b)), which is
similar to the peaks seen in Figure 4.4(a). The origin of these peaks is unknown and could
be due to a new form of copper compound.
With the use of 33 vol% oxalic acid, we got a sample whose diffraction pattern is shown
in Figure 4.5. This pattern is similar to that of the copper(II) oxalate recently discovered
by Christensen et al., with a chemical formula CuC2O4. [100] Using the suggested crystal
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Figure 4.4: XRD patterns for the solvothermal products with the use of different
concentrations of ascorbic acid. The unmatched peaks show the potential of having a new
Cu-containing inorganic material.
structure from Christensen et al., we were able to perform a Rietveld refinement for this
phase (Figure 4.5) and confirmed what we got is indeed phase pure Cu(II) oxalate.
With the use of 33 vol% citric acid, we got a sample whose diffraction pattern are not that
of any other copper oxides (Figure 4.6(a)). We did not find a match for it with published
crystal structures and this is likely a new material. TGA analysis showed that it lost almost
half of its mass easily at low temperatures (≤ 237 ◦C) and has two turning points at 237
◦C and 313 ◦C (Figure 4.6(b)). The loss of mass at low temperatures, together with large
d-spacings (evidenced by the low angles of diffraction peaks) suggest this is a large unit cell
structure containing some weak bonds, similar to Cu2(NO3)(OH)3. SEM analysis showed
that it had plate-like morphology similar to Cu2(NO3)(OH)3 as well (Figure 4.6(c)). The
exact crystal structure and chemical composition of it still needs to be determined.
When DMF was substituted with dimethylacetamide (DMA), Cu4O3 could no longer be
produced. With the use of 33 vol% DMA, the solvothermal product consisted of CuO, Cu2O,
and Cu (Figure 4.7(a)). When DMA concentration was reduced (for example 25 vol%),
Cu2(NO3)(OH)3 started to dominate (Figure 4.7(b)). DMA is very similar in the molec-
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Figure 4.5: XRD patterns for the solvothermal products with the use of oxalic acid.
Rietveld refinement shows that the product is copper(II) oxalate.
ular structure to DMF. Both are N,N-dimethylamide. DMA is only one methylene group
(CH2) group extra compared to DMF, but this extra methylene means that DMA does not
contain the aldehyde functional group that DMF has. Apparently, this methylene group
difference caused significant changes in chemistry. Both DMF and DMA caused solvother-
mal precipitation of Cu2(NO3)(OH)3, CuO, and their reduction, but only with DMF could
Cu2(NO3)(OH)3 be converted to Cu4O3. Therefore the chemical substances responsible for
Cu4O3 stability must have their origins with the aldehyde group in DMF.
With the use of 33 vol% 2-pyrrolidone, we recovered solid-phase precipitates but XRD
showed that this solid was almost amorphous (Figure 4.8(a)). SEM showed that the pre-
cipitates were very fine in size (Figure 4.8(b)). This showed that when subjecting to such
solvothermal reactions, the bonding arrangement between Cu ions and the adjacent molecu-
lar units can be very dynamic that even in the solid state well-defined structural periodicity
did not form.
With the use of 33 vol% acetonitrile, the products produced XRD patterns that we could
not match to any structures known (Figure 4.9(a)). The same structure was produced
with three different solvothermal temperatures (110, 120, and 130◦C). This new material
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Figure 4.6: (a) XRD pattern, (b) TGA analysis, and (c) SEM image for the solvothermal
products with the use of citric acid. The unmatched diffraction peaks show the potential of
having a new Cu-containing inorganic material.
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Figure 4.7: XRD patterns for the solvothermal products with the use of DMA with (a) 33
vol% and (b) 20 vol% concentrations. No unusual phases were seen.
Figure 4.8: (a) XRD pattern and (b) SEM image for the solvothermal products with the
use of 2-pyrrolidone. The product is a Cu-containing amorphous phase.
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Figure 4.9: (a) XRD pattern, (b) TGA analysis, and (c) SEM image for the solvothermal
products with the use of acetonitrile. The unmatched diffraction peaks show the potential
of having a new Cu-containing inorganic material.
is brown in color is shown from SEM image to aggregate into micron-sized spheres (Figure
4.9(c)). TGA analysis showed that it was thermally stable up to 400◦C, until it underwent
a transformation at around 455 ◦C (Figure 4.9(b)). This good thermo-stability is in sharp
contrast to the new structure derived from citric acid (Figure 4.6(b)). We have not yet
solved the exact crystal structure and chemical composition of it, which warrants further
investigation.
With the use of 33 vol% ethylenediamine, we were able to grow large needle-shaped crys-
tals mm-long in length. With the use of single crystal XRD, we were able to solve its
crystal structure. It was found to be a new structure type and have a unique coordination
stereochemistry. Details about this compound is presented in the next chapter.
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In this part of the work, we were able to solvothermally produce 6 other Cu-containing
phases that are neither binary copper oxide nor metallic Cu. Among these, 4 are newly
discovered crystalline sample (with the use of ascorbic acid, citric acid, acetonitrile, and
ethylenediamine) and 1 is amorphous (with the use of 2-pyrrolidone). These results verify
that in these solvothermal environments, Cu is very sensitive to local complexation chemistry,
which can significantly influence the thermodynamic and kinetic stabilities of the various
Cu-containing inorganic materials. Therefore, finding the right chemical environment to
stabilize a particular form of Cu-structure can be a tricky task that requires very detailed
understanding of local bonding chemistry in the liquid.
4.4 Conclusions
The effects of precursor chemistry on the solvothermal formation of Cu-containing inorganic
materials were tested. It was shown that slight changes in precursor chemistry could have
drastic effects on the relative thermodynamic and kinetic stabilities of the competing phases
during solvothermal reactions. Although we were unable to identify an exact condition that
can be employed to consistently produce phase-pure Cu4O3, the search for Cu4O3 had let us
discover many new Cu-containing inorganic materials.
Although Cu2(NO3)(OH)3 is a direct predecessor to Cu4O3, its direct solvothermal conver-
sion to Cu4O3 was proven difficult. A simple solution mixture of DMF and ethanol did not
make an adequate medium to produce Cu4O3. The “solvothermal remnant liquid” was found
to have this potential. The active ingredients within should come from the complex chem-
istry between Cu(NO3)2·3H2O, DMF and ethanol under solvothermal condition. GC-MS
gave some suggestions about these ingredients.
When DMF was switched to another compound, it was shown that the solvothermal
chemistries were changed dramatically. Other forms of copper-containing inorganic ma-
terials were produced. We have found up to 4 new Cu-containing crystalline substances
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here. They were made by substituting DMF with citric acid, acetonitrile, ascorbic acid, and
ethylenediamine respectively. Except for the ethylenediamine case, the crystal structures
of these new materials are yet to be solved. Revisions of the synthesis scheme to produce
more suitable samples for structure solution is required. The results indicate that changes
in the solvothermal chemical environment have a huge impact on the stability of the various
Cu-containing phases. A thorough understanding of the dynamic complexation of Cu-ions
with other molecules is needed for this task, which is challenging at the moment.
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CHAPTER 5
A NEW INORGANIC Cu-STRUCTURE WITH
UNIQUE COORDINATION STEREOCHEMISTRY
5.1 Introduction
The investigation on the change of solvent environment on Cu4O3 formation led us to realize
the importance of local coordination chemistry on the formation of Cu4O3. As an effort of
testing Cu(NO3)2 interaction with various N-containing chemicals, we stumbled upon a new
crystal structure that grew to long single-crystal needles when working with ethylenediamine.
Ethylenediamine (en) is one of the most prevalent ligands in coordination chemistry and
was once termed “God’s gift to coordination chemist”. [101] It is the most widely studied
bidentate amine and readily forms highly stable five-membered metallocyclic rings when
chelating a metal ion. Coordination compounds with en ligands and its derivatives are also
used in the pharmaceutical [102–104], agricultural [105], polymer [106], bleaching [107] and
industrial sectors [108]. The propensity of en to coordinate with metals also makes it a
versatile reagent for the synthesis of inorganic materials through dissolution of metal salts
or oxides, which can be engineered to precipitate in other crystalline forms. [29,109,110]
Ethylenediamine is prevailingly found to be bidentate. Monodentate or bridging forms
of en are extremely rare. [111, 112] However, many kinetic intermediate species in a vari-
ety of important chemical processes have been proposed to contain complexes containing
monodentate and bridging en with trans conformations. For instance, the ligand displace-
ment reaction of a hexadentate cobalt(III) complex from EDTA4− and PDTA4− by en was
rate-determined by the monodentate NH2 coordination of the first en group. [113] The iso-
merisation of the hydroxoammine complexes of cobalt(III) was found to involve unimolecular
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dissociation on one end of an en chelating ring. [114] A monodentate en complex was de-
tected from the aquation of [trans-Cr(en)2F2]
+, a low-lying σ-antibonding compound with
important electron-transfer and photochemical characteristics. [115] During the en-based
solvothermal synthesis of magnetic chalcogenides KFeS2 and KFe2S3, formation of Fe2S3
sheets connected by bridging en was suggested as the first reaction intermediate. [29] How-
ever, these prior studies on monodentate en describe possible transient reaction intermedi-
ates, and the existence of monodentate en is only speculated upon based on spectroscopic
evidence of solution-phase species. Only a few solid state compounds containing monoden-
tate en have been crystallographically confirmed recently. [116–119] But in these examples,
protonated enH is the actual monodentate ligand, and multiple ligands are involved in the
metal coordination, so the steric and electronic effects are not entirely comparable to the
case where en ligands are free to bond and dissociate.
Here, we recorded the crystallization and structure solution of (ethylenediamine-N)-
bis(ethylenediamine-N,N’)-copper(II) bis(nitrate) for the first time (Fig. 5.1). It is a penta-
coordinated complex with two chelating and one monodentate en ligands with severely trigo-
nally distorted square pyramidal stereochemistry. To the best of our knowledge, it is the first
crystallographic confirmation for the existence of monodentate en when no other chemical
species are introduced as mixed ligands. Such penta-coordination chemistry with en ligands
has never been observed with any metal centers. The non-coordinating amine of this en
is not protonated, and the N atom participates in hydrogen bonding to the amine H of a
chelating en in the adjacent complex. It is also the first crystallographically characterized
Cu ion coordinated to monodentate en. This unique coordination chemistry might originate
from the penta-ammine effect. However, the penta-ammine effect is usually realized with five
NH3 ligands, or at least one mono-amine ligand is employed. [120] Here, it is demonstrated
that even with only the short bi-amine complex en, penta-amine coordination is still possible.
Spectroscopic characterization of this compound supports the crystallographic assignment of
square-pyramidal-based Cu(II)-tris(en) complex with penta-coordination. The insights from
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Figure 5.1: Asymmetric unit of [Cu(en-N)(en-N,N’)2](NO3)2. Anisotropic displacement
ellipsoids (except H) are drawn at the 50 % level. The inset shows its chemical diagram.
Cu(II) is coordinated to two bidentate en and one monodentate en in this structure.
the stereochemistry of this complex are valuable to the analysis of reaction mechanisms and
kinetics involving en ligands for coordination chemistry.
5.2 Synthesis and Characterization
A solution of 50 mM Cu(NO3)2·3H2O with 33.3 vol% ethylenediamine was prepared by dis-
solving 0.1812 g of Cu(NO3)2·3H2O in a mixture of 10 mL ethanol and 5 mL ethylenediamine.
The resulting solution (15 mL) was placed in a 23 mL capacity teflon-lined autoclave (Parr
Instruments). The system was transferred into a preheated oven at 130 ◦C for 24 h. A
homogeneous blue liquid was obtained after air-cooling the autoclave to room temperature,
which was then transferred into a closed polypropylene centrifuge tube. Needle-shaped single
crystals millimeters long in length formed from the liquid over a resting period of 24–72 h
(Fig. 5.2).
Crystals of the same structure can be prepared without the solvothermal heating step.
However, significantly increased single crystal precipitation rate and larger needles were
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Figure 5.2: Optical microscopy images of the blue needle-shaped
[Cu(en-N)(en-N,N’)2](NO3)2 crystals.
observed with the solvothermal treatment.
A suitable crystal was selected, chopped to proper length, and mounted on a Bruker
D8 Venture diffractometer equipped with a Photon 100 detector using multilayer optics to
monochromatize Mo Kα radiation for single crystal diffraction. The crystal was kept at 100 K
during data collection. Using Olex2 [121], the structure was solved with the ShelXT [122]
using intrinsic phasing and refined with the ShelXL [123] refinement package using least
squares minimisation.
After precipitation of the crystals, inductively coupled plasma optical emission spec-
troscopy (ICP-OES) was performed on the supernatant liquid using the PerkinElmer Optima
8300 to determine the Cu elemental concentration.
Heating or vacuum treatment will lead to structural changes of the crystals. Therefore,
the powder samples used in the following characterizations were isolated from the liquid,
dried at room temperature for solvent evaporation (sometimes with nitrogen gas flow) be-
fore performing the measurement. However, we expect some solvent molecules remaining
adsorbed onto the crystals with such drying process (based on the mismatch of Cu ICP
result of supernatant liquid and mass result of the dried precipitates). Powder X-ray diffrac-
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tion (XRD) patterns were recorded on a Bruker D8 ADVANCE diffractometer equipped
with Mo Kα source and LYNXEYE XE detector. Each sample was compacted inside a glass
capillary and the diffraction was recorded in transmission configuration. Magnetic suscep-
tibilities were recorded on a Quantum Design MPMS3 in the temperature range of 5–300
K under a magnetic field of 1000 Oe. The crystals were compacted into a cylindrical disc
before magnetic measurement. Raman spectra were recorded using a Nanophoton Raman
11 confocal microscope with 532 nm laser excitation. Diffuse reflectance ultraviolet-visible-
near-infrared (UV-Vis-NIR) spectroscopy measurements were performed on a Varian Cary5G
spectrometer. The sample crystals were placed on top of a BaSO4 powder bed, with pure
BaSO4 powder used as reflection standard. The measured diffuse reflectance was converted
to absorbance using the Kubelka-Munk transform.
5.3 Results and Discussion
5.3.1 Crystallography
Blue needle-shaped single crystals precipitated from 50 mM Cu(NO3)2 ethanolic solution
with 33.3 vol% ethylenediamine (en) days after solvothermal treatment (Fig. 5.2). The
supernatant liquid after the precipitation of crystals was examined by ICP-OES to determine
the Cu concentration. Based on the ICP-OES and density measurement results, it was
calculated that at most 26% of the initial Cu elements were retained in the liquid. Therefore,
the precipitation yield was at least 74% for this synthesis process in terms of Cu element.
Single crystal X-ray crystallography established monoclinic space group P21/c with lattice
parameters a = 12.8262(5)Å, b = 9.7712(4)Å, c = 11.9065(5)Å, and β = 94.8220(10)◦ at
100 K for the precipitated needles. The asymmetric unit consists of one mononuclear Cu(II)
ion coordinated by three en ligands and two symmetrically inequivalent noncoordinating
nitrate counter anions (Fig. 5.1). This renders its chemical formula of [Cu(en)3](NO3)2.
Detailed atomic coordinates and the anisotropic displacement parameters of the [Cu(en-
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Table 5.1: Fractional atomic coordinates and equivalent isotropic displacement parameters
(Å2) for [Cu(en-N)(en-N,N’)2](NO3)2. The crystal has space group P21/c, with a =
12.8262(5) Å, b = 9.7712(4) Å, c = 11.9065(5) Å, and β = 94.8220(10) ◦. The data was
collected at 99.96 K. Hydrogen atom coordinates are provided in Table 5.2.
Atom x y z U(eq)
Cu(1) 0.77022(2) 0.07870(2) 0.25688(2) 0.00713(6)
N(1) 0.73723(9) -0.01800(12) 0.08986(9) 0.0122(2)
N(2) 0.92029(8) 0.03499(11) 0.22635(9) 0.0093(2)
N(3) 0.76670(9) -0.07708(11) 0.37197(9) 0.0101(2)
N(4) 0.61950(8) 0.10589(11) 0.28731(9) 0.0105(2)
N(5) 0.80017(9) 0.28290(11) 0.22735(11) 0.0146(2)
N(6) 0.70314(9) 0.64783(11) 0.26478(10) 0.0134(2)
C(1) 0.83916(10) -0.05158(14) 0.04763(11) 0.0146(2)
C(2) 0.91836(10) -0.08133(13) 0.14685(11) 0.0139(2)
C(3) 0.67263(10) -0.05732(13) 0.43371(10) 0.0122(2)
C(4) 0.58395(10) -0.01559(13) 0.34804(11) 0.0122(2)
C(5) 0.72527(9) 0.39334(12) 0.24597(10) 0.0105(2)
C(6) 0.77382(9) 0.53596(12) 0.24033(10) 0.0101(2)
O(1) 1.03807(7) 0.12595(9) 0.44802(8) 0.01368(18)
O(2) 1.00958(7) 0.20804(10) 0.61215(7) 0.01544(19)
O(3) 0.88349(7) 0.20377(10) 0.47803(8) 0.0186(2)
N(7) 0.97700(8) 0.17867(10) 0.51220(9) 0.0102(2)
O(4) 0.60586(7) 0.22205(10) -0.00091(8) 0.0172(2)
O(5) 0.47413(7) 0.12980(11) 0.07470(8) 0.0178(2)
O(6) 0.45479(7) 0.20662(10) -0.09722(8) 0.01535(19)
N(8) 0.51145(8) 0.18576(10) -0.00768(9) 0.0104(2)
N)(en-N,N’)2](NO3)2 crystal are provided in Tables 5.1 and 5.2.
Powder XRD patterns for the precipitated crystals are provided in Fig. 5.3. As discussed in
the caption of Fig. 5.3, the pristine crystals showed very good agreement with the calculated
powder XRD pattern based on its single crystal structure solution, but with the presence of
preferred orientation, which was to be expected due to their needle shapes. Therefore, we
conclude that our precipitates have good single-phase purity.
The coordination geometry of our crystal, however, is different from all copper tris(en)
complex crystals known to date. Previously reported crystals containing [Cu(en)3]
2+ com-
plexes are ubiquitously 6-coordinated with three chelating en ligands. For our crystal, the
three en ligands coordinate differently: two en ligands are bidentate (chelating) as commonly
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Table 5.2: Hydrogen atom coordinates and equivalent isotropic displacement parameters
(Å2) for [Cu(en-N)(en-N,N’)2](NO3)2 with space group P21/c, a = 12.8262(5) Å, b =
9.7712(4) Å, c = 11.9065(5) Å, and β = 94.8220(10) ◦. CH2 hydrogens were constrained
while NH2 hydrogens were freely refined.
Atom x y z U(eq)
H(1A) 0.7041(15) 0.0400(20) 0.0455(16) 0.027(5)
H(1B) 0.7011(15) -0.0860(20) 0.0923(16) 0.026(5)
H(2A) 0.9493(14) 0.1051(19) 0.1968(15) 0.023(5)
H(2B) 0.9565(13) 0.0160(17) 0.2877(15) 0.016(4)
H(3A) 0.7611(13) -0.1558(18) 0.3366(14) 0.017(4)
H(3B) 0.8189(15) -0.0784(17) 0.4158(15) 0.019(4)
H(4A) 0.5821(14) 0.1197(19) 0.2243(16) 0.025(5)
H(4B) 0.6119(13) 0.1741(18) 0.3276(15) 0.020(4)
H(5A) 0.8201(15) 0.2910(20) 0.1613(17) 0.031(5)
H(5B) 0.8536(17) 0.2920(20) 0.2729(18) 0.035(5)
H(6A) 0.6575(15) 0.6594(19) 0.2078(16) 0.026(5)
H(6B) 0.6708(14) 0.6311(18) 0.3207(16) 0.020(4)
H(1C) 0.863583 0.026226 0.003481 0.018
H(1D) 0.831715 -0.132555 -0.002372 0.018
H(2C) 0.898778 -0.166268 0.185232 0.017
H(2D) 0.988626 -0.094449 0.119925 0.017
H(3C) 0.68532 0.014896 0.491569 0.015
H(3D) 0.654808 -0.143296 0.471702 0.015
H(4C) 0.566752 -0.091363 0.294463 0.015
H(4D) 0.520658 0.006929 0.386528 0.015
H(5C) 0.698334 0.380821 0.320808 0.013
H(5D) 0.665201 0.386599 0.188319 0.013
H(6C) 0.836501 0.540213 0.294738 0.012
H(6D) 0.797217 0.549815 0.164008 0.012
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Figure 5.3: (a) Powder XRD pattern taken by compressing the dried precipitate crystals
directly into a glass capillary. (b) Powder XRD pattern taken by first grinding the dried
precipitates before packing into the capillary. (c) Theoretical powder XRD pattern of
[Cu(en-N)(en-N,N’)2](NO3)2 from Rietveld refinement on pattern (b). (d) The difference
curve between (b) and (c). The ground sample (b) has no texture as compared to the
needle-shaped crystals (a), which is preferred for Rietveld analysis (c). The major misfit
peaks seen in (d) are not present in (a), so these misfit peaks are likely a consequence of
grinding. Therefore, the pristine crystals are expected to be almost pure
[Cu(en-N)(en-N,N’)2](NO3)2.
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found, but the third en ligand is monodentate, making this copper tris(en) complex 5-
coordinated. Therefore, the proper name for this compound should be (ethylenediamine-N)-
bis(ethylenediamine-N,N’)-copper(II) bis(nitrate), with chemical formula of [Cu(en-N)(en-
N,N’)2](NO3)2 to precisely reflect the uniqueness of this coordination structure.
This [Cu(en-N)(en-N,N’)2]
2+ is penta-coordinated with distorted square pyramidal coordi-
nation geometry, with the chelating en donors at the four in-plane sites and the monodentate
en donor at the apical site. Bonds between Cu(II) and the N donors in the two chelating en
have an average distance of 2.04 Å. Chelating en can bond to central metal ions to form a
five-membered puckered ring, with two possible enantiomeric conformations: λ and δ. [101]
Our [Cu(en-N)(en-N,N’)2](NO3)2 is a racemate compound, with an equal mixture of λλ and
δδ stereochemical forms.
The apical Cu(II)–N bond to the monodentate en has a longer bond distance of 2.21 Å.
This disparity in bond distances is largely a consequence of the structural distortion originat-
ing from the 3d9 electronic configuration of Cu(II) (commonly present in penta-coordinated
Cu complexes). This has similar underlying principle as the Jahn-Teller distortion in octa-
hedrally coordinated structures with axial elongation. [124] This complex, therefore, is more
accurately depicted as having ”4+1” coordination, with a tetragonality T 5 of 0.923. [101,125]
The square pyramidal geometry of [Cu(en-N)(en-N,N’)2]
2+ is significantly trigonally dis-
torted. The geometry index τ5 can be used to describe such in-plane angular distortion. [126]
The τ5 value for [Cu(en-N)(en-N,N’)2]
2+ is calculated to be 0.464, almost at the midpoint
between perfect square pyramid (τ5=0) and trigonal bipyramid (τ5=1).
The hydrogen bonding scheme in this crystal structure is visualized in Fig. 5.4 for a
single asymmetric unit. Most of the hydrogen bonding interactions are between hydrogens
in [Cu(en-N)(en-N,N’)2]
2+ and oxygens in (NO3)
−. The only exception is the dotted green
lines in Fig. 5.4 that connects adjacent [Cu(en-N)(en-N,N’)2]
2+ complexes along the b-axis
and involves the non-coordinating N(6) as the acceptor. This hydrogen bond is relatively
short and straight. Its H-A distance is 2.204 Å, one of the shortest H-bonds in this structure,
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Figure 5.4: Hydrogen bonding in [Cu(en-N)(en-N,N’)2](NO3)2 crystal. Hydrogen bonds
between [Cu(en-N)(en-N,N’)2]
2+ and nitrate are shown with dotted red lines. The
hydrogen bonds between N(6) (i.e. the non-coordinating en N) and H(3A) in adjacent
[Cu(en-N)(en-N,N’)2]
2+ complexes along b-axis are highlighted as thickened green dotted
lines.
and its D-H-A angle is 164.0◦. In fact, for the monodentate en, the coordination bond length
(N donor to Cu: 2.21 Å) is almost the same as the hydrogen bond length (N acceptor to H:
2.20 Å). Therefore, this hydrogen bonding with N(6) is expected to have decent strength,
which could weaken the Lewis basicity of N(6) and stabilize the monodentate en ligand.
5.3.2 Structural Comparison with Other Complexes
A penta-coordinated tris(ethylenediamine) complex as seen in our [Cu(en-N)(en-
N,N’)2](NO3)2 has never been crystallographically confirmed before. In the absence of an
overriding factor, a complex containing chelating five-membered metallocyclic rings is ex-
pected when en or N,N-substituted en derivatives are employed as ligands. [127] Bridging
and monodentate forms of en are extremely rare. The early postulations of their existence
mainly came from spectroscopic inference on liquid solutions of complexes, and are thus less
reliable. [111, 112, 128, 129] Only very recently have a handful of monodentate and bridging
en compounds been confirmed crystallographically. [116–118]
[Cu(en-N)(en-N,N’)2](NO3)2 differs from the other monodentate-en ligand compounds in
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three key aspects. First, no ligands other than en are present, whereas mixed-ligands donors
are introduced in other examples to compete for chelating en ring formation through steric
and electronic effects. Second, our [Cu(en-N)(en-N,N’)2]
2+ has a coordination number of 5,
whereas all other examples have coordination number 6. Third, the monodentate en ligand in
[Cu(en-N)(en-N,N’)2](NO3)2 is neutral, whereas in other structures mono-protonation occurs
on the non-coordinating N of the monodentate en ligand.
Crystals with Cu(II) centers have never been reported with monodentate en, although
an abundance of crystals containing Cu(II)-bis(en) and Cu(II)-tris(en) have been studied.
[130–137] Our compound differs from the other 5-coordinated [Cu(en)2X]
2+ complexes in
two key aspects. First, the basal plane in our [Cu(en-N)(en-N,N’)2]
2+ has severe trigonal
distortion whereas the others are fairly flat. Second, the apical coordination bond in [Cu(en-
N)(en-N,N’)2]
2+ is not semi-coordinating as in the others with ≥2.5Å bond lengths. [138]
Perhaps the nearest comparable stereochemistry to [Cu(en-N)(en-N,N’)2]
2+ is the penta-
ammine-Cu(II) complex as found in K[Cu(NH3)5](PF6)3. [120] In general, five-coordination
of Cu(II) is hard to realize without mixed-ligands or π-bonding donors so as to introduce
the possibility of bond-length and bond-angle distortion. However, NH3 are known to ex-
hibit a strong tendency to form CuN5 chromophores with only σ-bonding, a phenomenon
termed the penta-ammine effect. However, these penta-amine complexes typically uses
ammine ligands, sometimes in combination with tetradentate / bidentate amine (such as
[Cu(tren)(NH3)](ClO4)2 and [Cu(en)2(NH3)](BF4)2. [120] The use of ammine has been re-
quired to form the fifth coordination site on top of the characteristic 4 coordination of
Cu(II). [139] It is unprecedented to achieve the penta-ammine effect with only one type of
ligand that is fundamentally bidentate as is the case in our [Cu(en-N)(en-N,N’)2]
2+.
The formation of this unique [Cu(en-N)(en-N,N’)2](NO3)2 can be examined as an inter-
mediate between known complexes. The previously known Cu(II)-en complex with nitrate
counterions is [Cu(en-N,N’)2](NO3)2. [130] We synthesized this compound pure when ≤
10 vol% en is employed. Our structure is a tris(en) complex, and with certain counter-
75
anions (e.g. acetate, oxalate, chloride, sulfate), crystalline [Cu(en-N,N’)3]
2+ forms when the
en to Cu(II) ratio is in excess of 3:1 in an aqueous environment. [134, 135,140] However, no
[Cu(en-N,N’)3]
2+ has been reported in the solid state with nitrate. Our preliminary tests
show that excess en prohibits crystallization. No crystalline precipitation will occur if en is
≥ 75 vol%. In this state, Cu(II) ions are expected to be present in the solution phase as
[Cu(en-N,N’)3]
2+, but crystallization of their solid state equivalence with nitrate anions is
forbidden for some reasons unclear.
The ideal en concentration for crystalline [Cu(en-N)(en-N,N’)2](NO3)2 formation should be
larger than required for [Cu(en-N,N’)2](NO3)2, but not in excess to fully stabilize solution
[Cu(en-N,N’)3]
2+. Within this range, the Cu-complexes in solution are speculated to be
square-planar [Cu(en-N,N’)2]
2+, with some en ligands in solution available to contribute to
further coordination. [141] The existence of a stable 5-coordinated Cu complex with tris(en)
ligands in solution, as is found in our solid state example, is highly unlikely due to the
incompatibility of fast exchange dynamics in the liquid phase with the extreme structural
distortion caused by such stereochemistry. We postulate that Cu(II) was initially present
in the solution as [Cu(en-N,N’)2]
2+, and during its condensation into solid state phase, the
additional free en ligands participated in coordination by forming a fifth monodentate bond,
achieving the penta-amine analog. The non-coordinating N in the monodentate en is partially
stabilized through H-bonding, as demonstrated in Fig. 5.4. In the end, an equilibrium
between [Cu(en-N,N’)2]
2+ in solution and [Cu(en-N)(en-N,N’)2]
2+ in solid state is achieved.
This is in agreement of our observation that the liquid phase after precipitation remained
blue, and the existence of a significant amount of Cu in liquid from ICP-OES. A schematic
for this proposed formation of [Cu(en-N)(en-N,N’)2](NO3)2 is shown in Fig. 5.5.
5.3.3 Spectroscopy and Magnetism
Raman spectra of [Cu(en-N)(en-N,N’)2](NO3)2 crystal and pure liquid en are shown in
Fig. 5.6. Modes of en have been assigned by Krishnan and Plane based on their study
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Figure 5.5: Proposed formation scheme of [Cu(en-N)(en-N,N’)2](NO3)2 crystals. With
insufficient en (≤ 10 vol% en), only [Cu(en)2](NO3)2 precipitates. (a) In the ideal condition
of 33 vol% en and 67 vol% ethanol, Cu(II) ions are first coordinated with two chelating en
ligands, with some free en ligands in the solution. Over time, the fifth coordination bond
forms between some [Cu(en)2]
2+ and the free en, resulting in the precipitation of
[Cu(en-N)(en-N,N’)2](NO3)2 crystals. (b) When there is excess en in the liquid (≥ 75 vol%
en), stable octahedral [Cu(en)3]
2+ will form in solution, preventing the crystallization of
[Cu(en-N)(en-N,N’)2](NO3)2. Cu(NO3)2 concentration is fixed at 50 mM pertaining to the
above discussion.
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of en in water and heavy water. [141] Compared with their results, peaks in our en Raman
spectrum are slightly shifted, probably due to the exclusion of water, but the overall pat-
tern is consistent. The Raman spectrum of the [Cu(en-N)(en-N,N’)2](NO3)2 complex seen
in Fig. 5.6(a) has the modes originating from en shifted, which is to be expected due to en
coordinating to metal ions. [141] As indicated in Fig. 5.6, the extent of peak shifts, however,
are different depending on the vibrating atoms. Modes of CH2 (twisting at 1317 cm
−1, bend-
ing at 1480 cm−1) and NH2 (wagging at 1396 cm
−1, bending at 1614 cm−1) are observed
with minimal shifts, whereas those corresponding to the en skeleton (bending at 541 cm−1,
stretching at 903 cm−1, C–N stretching at 1132 cm−1) have appreciable positive shifts. This
can be appreciated considering that liquid en can freely transform between its trans and
gauche(A,B) conformations [142], but once within the solid state complex, this freedom dis-
appears and the molecule is markedly stiffer. The freedom of CH2 and NH2 vibrations, on
the other hand, is not severely restricted by complex formation. Castro and Jagodzinski
isolated three fundamental Raman peaks of NO3
− with cation-insensitive positions. [143]
All these three nitrate Raman modes are present in [Cu(en-N)(en-N,N’)2](NO3)2, with very
narrow peaks at 726, 1059, and 1346 cm−1.
Low energy vibrations (less than 500 cm−1) are generally associated with metal-donor
coordinations. Five such strong Raman peaks can be easily identified for [Cu(en-N)(en-
N,N’)2](NO3)2 in Fig. 5.6(a) at 245, 271, 339, 456, and 479 cm
−1. Generally, lower wavenum-
ber modes are assigned to metal-nitrogen bending and higher wavenumber modes to metal-
nitrogen stretching. [141] Critically, M–N stretching at ca. 420 cm−1 has been consistently ob-
served in the tris(en) complexes of different metal ions, which is not the case for [Cu(en-N)(en-
N,N’)2](NO3)2. This agrees with our crystallographic analysis that our tris(en) complex is
5-coordinated rather than the usual octahedral geometry for other compounds. The M–N
stretching mode for known bis(en) complexes with two chelating rings appear at 450 cm−1,
which is close to the ones in [Cu(en-N)(en-N,N’)2](NO3)2, consistent with this structure also
having two chelating rings. Usually, only two major Raman peaks can be located within
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Figure 5.6: Raman spectra of (a) [Cu(en-N)(en-N,N’)2](NO3)2 crystal and (b) liquid en.
The Raman spectrum of [Cu(en-N)(en-N,N’)2](NO3)2 contain peaks corresponding to
NO3
−, en (wavenumber shifted compared to liquid en), and the Cu-tris(en)
penta-coordination.
this wavenumber region for metal-en coordination, but five are identified here. This may
be attributed to unique 5-coordination, making the Cu(II) center lack point symmetry. Al-
though more precise assignment of the Raman modes for [Cu(en-N)(en-N,N’)2](NO3)2 was
not made, Fig. 5.6 foretells which Raman spectral features can be expected from species
having similar stereochemistry.
The UV-Vis-NIR spectrum of [Cu(en-N)(en-N,N’)2](NO3)2 is presented in Fig. 5.7. It has
a broad visible light absorption peaked at ca. 555 nm and extends to the NIR region. The
absorption maximum correlates with the first coordination sphere in the complex. [144] The
555 nm absorption maximum for our 5-coordinated [Cu(en-N)(en-N,N’)2](NO3)2 is in be-
tween the 514 nm seen in [Cu(en)2]
2+ and 609 nm in [Cu(en)3]
2+. [144,145] A second smaller
peak maximum in the NIR at 914 nm can be identified for [Cu(en-N)(en-N,N’)2](NO3)2 as
well. This Vis-NIR spectrum agrees with the one observed in the square-pyramidal penta-
ammine compound K[Cu(NH3)5][PF6]3, which has a primary peak maximum at 654 nm and
a secondary one at 909 nm. [120] Based on molecular-orbital analysis using extended-Hückel
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Figure 5.7: UV-Vis-NIR spectrum of [Cu(en-N)(en-N,N’)2](NO3)2 crystals. The strong
visible absorption peak at 555 nm with the NIR shoulder at 914 nm is consistent with
square-pyramidal-based Cu-amine coordination.
calculations, Duggan et al. showed that for square-pyramidal [Cu(NH3)5]
2+, the primary
visible absorption was due to dxz, dyz → dx2−y2 transitions, the secondary NIR absorption
was due to dz2 → dx2−y2 transitions, and there was a weak band due to dxy → dx2−y2 at
714 nm which could be resolved from the primary peak with Gaussian analysis. [120, 146]
The same electronic transition assignment can be adopted for [Cu(en-N)(en-N,N’)2](NO3)2
(Fig. 5.7) due to the close resemblance in Vis-NIR spectra and stereochemistry. However,
Cu(II) in [Cu(NH3)5]
2+ exhibits C2v symmetry, whereas the Cu in [Cu(en-N)(en-N,N’)2]
2+
is at a general C1 position. Therefore the degeneracy between dxz and dyz is expected to be
lifted for our complex. Nevertheless, the energy separation between these two levels is small,
with no readily-observable features (Fig. 5.7). Discussions on Cu(II) electronic levels based
on crystal field theory are more prevalent, [139, 147, 148] but are less applicable due to the
lack of symmetry in our complex.
The magnetic susceptibility measurement of [Cu(en-N)(en-N,N’)2](NO3)2 is shown in
Fig. 5.8. It showed paramagnetic behavior at all measured temperatures which follows
Curie’s Law. The perfect overlap between zero-field-cooled and field-cooled curves demon-
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Figure 5.8: (a) Temperature dependence of the magnetic susceptibility of
[Cu(en-N)(en-N,N’)2](NO3)2 crystals under zero-field cooling and field cooling, which
overlap each other. (b) Fitting of the zero-field cooling data to Curie’s Law over the
temperature range of 5–200 K. This crystal is a paramagnet, with an estimate of 1.64 µB
effective moment per Cu(II).
strates no remnant magnetization in this compound. Paramagnetism is expected in this
structure since the magnetic Cu(II) ions are far from each other (closest Cu–Cu distance is
6.83 Å).
Based on the Curie constant derived from linear regression of the data over the temperature
range of 5–200 K, the effective moment for the magnetic center was calculated to be 1.64 Bohr
magnetron (µB). Because of expected solvent molecules being adsorbed onto the crystal, the
measured sample mass should be an overestimate. Therefore the calculated 1.64 µB is a low
bound for the effective moment per Cu(II) center, consistent with the theoretical effective
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moment of 1.73 µB for a pure spin-1/2 system.
5.4 Conclusions
A new coordination crystal [Cu(en-N)(en-N,N’)2](NO3)2 is presented. Its Cu(II) ions are
penta-coordinated to two chelating and one monodentate en ligands. The coordination struc-
ture of this crystal is particularly unique in the following ways. (1) It is the first crystal with
penta-coordination containing monodentate en using exclusively en ligands. (2) It is the first
crystal with Cu coordinated to a monodentate en ligand. (3) It has severe trigonal distortion
to the basal square pyramidal stereochemistry. (4) It is an uncommon racemate Cu crystal
with δδ (and λλ) en chelate ring conformations. (5) Its non-coordinating en amine N is not
protonated but H-bonded to chelating amine H atom in the adjacent complex. (6) It realizes
the penta-ammine effect with only bi-amine ligands. The unique coordination chemistry of
[Cu(en-N)(en-N,N’)2](NO3)2 is corroborated by spectroscopic analysis. Magnetic suscepti-
bility indicates that it is a S=1/2 paramagnet. We speculate that the formation of this
complex crystal occurs when the effective en concentration is too high to permit [Cu(en)2]
2+




CRITICAL FACTORS LEADING TO SOLID STATE
Fe2SiS4 FORMATION REVEALED BY IN SITU
XRD
In the following chapters of the dissertation, I will focus on the generic solid state synthesis
method where the starting precursor is a mixture of solid phases. It is one of the easiest and
most widely used methods for the production of multi-element ceramic materials. However,
although this method is traditional and effective, less is truly understood about the detailed
events during reaction. I selected to investigate into this method because of the vast material
systems suitable for solid state synthesis. These imply that the extracted thermodynamic
and kinetic information from one target system can be easily exported to other systems. The
ultimate goal is to synthesize inorganic materials more efficiently with solid state methods,
and find high throughput methods to discover new materials.
6.1 Introduction
Efficient synthetic exploration of unknown chemical spaces is a crucial capability in the
discovery of structures that exhibit improved functionality or exotic properties. [8, 10, 149]
In particular, tremendous effort continues to focus on dense inorganic crystals, which ad-
dress fundamental questions in condensed matter physics [150–152] and have established
applications in electronics, [153] telecommunication, [154] energy, [155, 156] and spintron-
ics, [157,158] etc. Despite the development of novel synthesis methods (e.g. sol-gel, [159,160]
solvothermal, [84,85,161] colloidal method, [162,163] flux method, [164,165] thin film tech-
nology, [166] etc.), the conventional solid-state method remains widely used for synthesis of
complex inorganic compounds, especially non-oxides, due its versatility. [31, 32, 156] How-
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ever, the post-mortem examination of most solid state chemistry procedures overlooks the
intermediate reaction stages. The lack of available kinetic information in such reactions can
preclude the discovery of critical events that determine the fate of synthetic reactions, even
in “simple” systems without additives, fluxes, or catalysts.
Solid-state synthesis from individual elements should follow a relatively predictable drop
in overall free energy and has been widely adopted in the synthesis of ternary or higher-
order chalcogenides. For example, the solar absorber Cu2ZnSnSe4, [33] thermoelectric
Pb1−xNaxTe–Pb1−xNaxS, [34] and superconductor FeSe1−xTex, [35] etc. were prepared using
elemental powders. However, this thermodynamic approach does not concern itself with
kinetic barriers in any detail.
Via unconventional kinetically-defined intermediate states, synthetic control can be
achieved by directing reactions into alternate chemical spaces. Such methods are very ma-
ture in organic chemistry, where molecules can be designed and fabricated in a stepwise
manner. [167–170] Comparatively, kinetic manipulation in inorganic crystal synthesis is less
advanced. Recent developments in this field include the use of salts (MCl2 + Na2S2 or
Na2Se2), where metathesis reaction allows for low temperature materials design. [171, 172]
With considerable emphasis on high-throughput materials design and structure predic-
tion, [8, 10,13,173,174] improved synthetic control and understanding of the critical factors
determining inorganic crystal formation has become increasingly valuable.
In this study, we deployed in situ X-ray diffraction (XRD) to examine the formation of the
model compound Fe2SiS4. Iron-based semiconducting sulfides such as pyrite FeS2 have been
considered as candidate photovoltaic absorbers, but have been plagued by poor transport due
to defects and non-stoichiometry. [175, 176] Through density functional theory calculations,
Yu et al. demonstrated that with the inclusion of Si, the resultant Fe-Si-S ternary compound
will have stable FeS6 coordination and Fe
2+ valence, with a reasonable band structure and
fewer defects. [177] Fe2SiS4 with the olivine structure (Fig. 6.1(a)) is the only known ternary
Fe-Si-S compound. The reported synthesis conditions of Fe2SiS4 have been temperature
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Figure 6.1: (a) Crystal structure of olivine Fe2SiS4. Brown octahedra: FeS6; blue
tetrahedra: SiS4; yellow spheres: S. (b-e) The approaches undertaken in this study in
reaching the same equilibrium state via examining different reaction pathways. Sulfidation
kinetics, invariant points, and atomic mixing led the system to experience different
intermediates and products.
demanding (> 700 ◦C, quite high for sulfides), and the formation mechanisms and physical
properties of Fe2SiS4 have barely been investigated. [178–180]
Utilizing in situ XRD, we surveyed the disparate progression of phases formed by reagents
with the same overall stoichiometry but different bonding within. Kinetic factors expediting
Fe2SiS4 crystal formation were revealed by in situ reaction progress maps. Four different
reaction schemes were chosen in this study (Fig. 6.1(b-e)). The replacement of elements
by binary compounds serves to direct the system through alternate intermediate states,
which have profound kinetic consequences. Divergent behaviors were seen for the different
schemes. Ultimately, the goal is to produce a ternary phase (Fe2SiS4 here) quickly and at
low temperature. To that end, we noted kinetic acceleration via peritectic liquid generation
from FeS2, and more facile Si-S bond formation achieved by first breaking Si-Si bonds to
form Fe-Si silicides. The failure of the conventional practice (elemental reaction) to produce
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the thermodynamic product without excessive heating is also demonstrated. The methods
and mechanisms in this study can be applied to other inorganic systems to facilitate crystal
formation and discover new materials.
6.2 Synthesis and Characterization
All powder manipulations were performed in an Ar-filled glovebox. All powder mixtures
were mixed and ground prior to heat treatment.
FeS, FeS2, SiS2 and iron silicides were synthesized in evacuated fused silica ampoules, with
heating rates of 10 ◦C/min, and cooling rates not faster than -10 ◦C/min unless specified.
FeS was synthesized with an equimolar mixture of Fe and S, heating at 600 ◦C for 24 h.
FeS2 was synthesized with Fe and S mixture in 1:3 molar ratio, heating at 400
◦C, 500 ◦C for
3 h each, and then at 600 ◦C for 24 h, forming an FeS2 and S mixture. Sulfur was sublimed
out of this sample using a temperature gradient treatment, with the bottom of the ampoule
placed inside box furnace heated to 400 ◦C for 6 h, while the ampoule top remained outside
of the furnace near room temperature. After cooling, the powder at the ampoule bottom was
retrieved and the sublimation was repeated to yield pure FeS2 powder. SiS2 was synthesized
with Si and S mixture in 2:5 molar ratio, heating at 400 ◦C, 500 ◦C for 3 h each, and then
at 600 ◦C for 66 h, forming SiS2 and S mixture. The same sublimation process described
above was performed to remove excess S and produce pure SiS2. Iron silicides (with 2:1
Fe:Si molar ratio) were prepared via stoichiometric Fe and Si mixtures heated to 1050 ◦C for
24 h. Fe3Si, FeSi, and Fe5Si3 were synthesized by mixing stoichiometric amount of Fe and S,
pressed into pellets, and reacted at 1050 ◦C for 24 h. FeSi used a cooling rate not faster than
-5 ◦C/min. Fe5Si3 underwent a second cycle of pelletizing and heat treatment with the same
conditions and was finally cooled by water quenching. In the test with ball milling, Fe and
Si in the stoichiometric ratio were placed inside a SPEX SamplePrep 8001 hardened steel
grinding vial and ball milled with one 3/8 inch and three 1/2 inch hardened steel balls for
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1 h in SPEX SamplePrep 8000D Mixer/Mill. Stoichiometric amount of S was added to the
ball-milled Fe and Si mixture and ground with mortar and pestle before further synthesis.
Reagents used for in situ XRD syntheses were prepared by placing stoichiometric powder
mixtures inside 0.7 mm-diameter fused silica capillaries. Capillaries were sealed under vac-
uum and then fixed inside 1.0 mm diameter fused silica capillaries. In situ XRD reactions
were performed by heating from room temperature at 1 ◦C/min to 800 ◦C, holding at 800 ◦C
for 4 h, and then cooling at -1 ◦C/min to room temperature.
As with the preliminary binary reactions above, all ex situ reactions of Fe2SiS4 were
performed in fused silica ampoules sealed under vacuum. The maximum temperature and
duration of heating are specified in the discussion section for each sample. All heating rates
were 1 ◦C/min (to match the in situ procedure) and cooling rates were not faster than -
10 ◦C/min. If a second heat treatment cycle is specified, then the retrieved sample from the
first cycle was reground, sealed under vacuum, and heat treated for a second time with the
same procedure. Materials for SEM-EDS mapping analysis were prepared ex situ by heating
to the specified temperatures, and then quenched in water.
Powder XRD data were collected on a Bruker D8 ADVANCE diffractometer equipped with
Mo Kα source and LYNXEYE XE detector in transmission geometry. In situ XRD reactions
utilized a home-built anti-scatter slit system and a synchronized TC-Transmission furnace
with polyimide windows. A 2θ range of 4-30◦ was used with a scan speed of 1◦ min−1.
This translates to a temperature span of 26 ◦C for a single XRD pattern during heating
and cooling. Quantitative Rietveld refinements to the XRD data were performed using the
Bruker TOPAS 5 suite. Because fast in situ XRD acquisition limits the collection of very
high-angle peaks, atomic displacement parameters B were fixed to 1 and the stoichiometry
of pyrrhotite Fe1−xS was fixed to Fe0.875S in all refinements. The Rietveld results were used
to construct in situ reaction progress maps, where the “amount” specified is proportional to
the total number of atoms contained in each phase. Normalization is performed by dividing
by the total number of Fe and Si atoms present in all phases in the respective XRD pat-
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tern. Because of the complex polymorphic transformations of elemental S and its absence
from the normalization equation, we display all reaction progress maps from 156 ◦C on-
wards. No changes in Fe- or Si-containing phases are seen below this temperature. Scanning
electron microscopy (SEM) with energy dispersive X-ray spectroscopy (EDS) mapping were
performed with a JEOL JSM-6060LV microscope at 30 kV accelerating voltage. The SEM
samples were placed on carbon tape and sputter-coated with Au/Pd. Crystal structures
were visualized using VESTA. [88]
6.3 Results and Discussion
6.3.1 In situ identification of peritectic liquid S initiating Fe2SiS4 crystal
formation
The in situ reaction progress map for Fe2SiS4 synthesis at 800
◦C was first obtained for
the traditional reaction from the pure elements (Fig. 6.1(b)). It is clear from the map in
Fig. 6.2(a) that this elemental scheme produces a distinct, rapid onset of Fe2SiS4 at around
743 ◦C.
Fig. 6.2(a) reveals that, prior to Fe2SiS4 formation, Si remained nonreactive and all changes
involved the interaction of Fe and S, which can be tracked on the Fe–S binary phase diagram
in Fig. 6.3, which is well-studied. [181] Upon heating to the temperature range of 276 ◦C to
443 ◦C, S reacted with Fe to form FeS2 and Fe1−xS until the depletion of available elemental
Fe. These processes correspond to the red arrows in Fig. 6.3. Further heating led to the
invariant point at 743 ◦C. This is a peritectic point, where FeS2 decomposes incongruently
into Fe1−xS and elemental S (green arrows in Fig. 6.3). The peritectic decomposition of FeS2
is clearly captured in our in situ reaction map as the FeS2 amount dropped to zero with
a concurrent burst in Fe1−xS content. The peritectic reaction must also produced a large
amount of S liquid at this time (Fig. 6.3).
Before the peritectic decomposition of FeS2, we expect the reaction mixture to have only
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Figure 6.2: Reaction progress maps constructed from in situ XRD for the reaction schemes
(a) 2 Fe + Si + 4 S and (b) 2 FeS2 + Si. The appearance of peritectic liquid S (from FeS2
decomposition) initiated fast Fe2SiS4 crystal formation.
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Figure 6.3: Binary phase diagram of Fe–S. The arrows indicate the progression in the Fe-S
phase space during early stages for the reaction 2 Fe + Si + 4 S until the peritectic
decomposition of FeS2.
contained a scarce amount of elemental S. No sulfidation was occurring, as evidenced by the
lack of consumption of Si or Fe1−xS.
The peritectic decomposition of FeS2 at 743
◦C released a sudden burst of elemental S,
which exceeded the equilibrium S vapor pressure at that temperature. Thus superheated
liquid S must formed, which wetted and immersed the other reaction components. The
surge of available high mobility, high reactivity S liquid led to the consumption of Fe1−xS
and Si, and the onset of SiS2 and Fe2SiS4 formation (Fig. 6.2(a)). The peritectic FeS2
decomposition not only initiated Fe2SiS4 formation, but also ushered in fast kinetics, as seen
from the sharp upward rise in Fe2SiS4 content between the peritectic at 743
◦C and the
maximum temperature of 800 ◦C.
The proportion of Fe2SiS4 continued to increase during the maximum 800
◦C hold time of
this in situ XRD investigation. Fe2SiS4 (and other phases) did not display any prominent
changes during slow cooling, indicating that Fe2SiS4 is fairly stable once formed.
This scheme where the FeS2 peritectic initiates the growth of Fe2SiS4 was investigated
more directly by a second reaction where Fe and S were pre-reacted to first form FeS2,
which was subsequently reacted with Si (Fig. 6.1(c)). In situ reaction progress maps for
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this 2 FeS2 + Si reaction are displayed in Fig. 6.2(b). Before the peritectic temperature of
743 ◦C, FeS2 and Si remained nonreactive. The instantaneous decomposition of FeS2 and
burst of Fe1−xS + S at 743
◦C is clear in Fig. 6.2(b). Fast kinetics between Fe1−xS, Si and
S took place, with Fe2SiS4 being the major product formed.
We credit the burst of highly reactive peritectic liquid S to be responsible for the rapid
formation of Fe2SiS4. A similar observation was found in Sato et al.’s work, where the
formation of Ti-Si eutectic liquid was postulated to be critical to drive enhanced formation
of Ti3SiC2. [182, 183] Intentional addition of molten salt fluxes has proven useful in other
systems, [149, 164, 184–186] but the power of self-generating invariant liquid seen here has
been under-investigated and under-utilized in promoting complex crystal formation. Here,
through in situ XRD, we provide direct evidence on the role of a peritectic liquid in expediting
inorganic crystal creation.
6.3.2 In situ identification of low temperature Fe2SiS4 crystal formation by
directed intermediate reactions
From the previous reactions, the question arises whether Fe2SiS4 is thermodynamically stable
in the presence of FeS2, and if so, can it be formed at lower temperatures than 743
◦C? In
fact, kinetics barriers were present in the reaction schemes of Fig. 6.1(b,c). Specifically,
scrutiny of the reaction progress maps shows that Si did not participate in any reaction until
FeS2 decomposed. Clearly, there is a great disparity between the kinetic affinity of Fe and Si
sulfidation — Si remained in its elemental state while Fe became fully sulfidized. Only the
superheated (>743◦C) S liquid from the FeS2 peritectic drove a reaction with elemental Si.
Two methods were applied to sidestep the sluggish reaction kinetics of elemental Si. In one
scheme, Si was reacted with S first to form SiS2, which then reacted with FeS (Fig. 6.1(d)).
In the other scheme, Si was reacted with Fe first to form iron silicides, which were then
sulfidized (Fig. 6.1(e)). Both schemes are stoichiometric and succeeded in initiating Fe2SiS4
generation at lower temperatures than the FeS2 peritectic.
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Figure 6.4: Reaction progress maps constructed from in situ XRD for the reaction schemes
(a) 2 FeS + SiS2 and (b) Fe5Si3 + Fe3Si + 16 S. Both reactions eschewed elemental Si as a
reagent and allowed the system to form the ternary phase at lower temperature.
The reaction progress map in which both Si and Fe were pre-bonded to S (SiS2 and FeS in
1:2 molar ratio) is displayed in Fig. 6.4(a). The progress of this reaction was found to proceed
in a very different and simple fashion: a slow reaction of Fe1−xS and SiS2 making Fe2SiS4
took place. It is clear from Fig. 6.4(a) that Fe2SiS4 can be formed without the involvement
of peritectic liquid S. Moreover, Fe2SiS4 started to form at 682
◦C, which is lower than the
peritectic temperature of 743 ◦C.
The silicide reaction progress map is shown in Fig. 6.4(b). The iron silicides used were
a mixture of Fe3Si and Fe5Si3, with an overall stoichiometry of 2:1 Fe:Si. In this scheme,
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Fe2SiS4 started to form at 586
◦C, which is the lowest of all reaction schemes we have
investigated.
Comparison between Fig. 6.2(a) and Fig. 6.4(b) reveals that the sulfidation proceeded very
differently in these two systems. In the native elemental Fe + Si + S reaction (Fig. 6.2(a)),
only iron sulfides formed while Si remained inactive. However, when iron silicides were
reacted with S, the formation of both iron sulfides and silicon disulfide began at 491 ◦C.
This implies the kinetic barrier on Si sulfidation was lowered when Si was presented as a
product of iron silicide dealloying, despite the driving force for the reaction being reduced.
The result of iron silicide sulfidation was the early presence of fine-grained Fe1−xS and SiS2,
combined to form ternary Fe2SiS4 at a lower temperature (586
◦C).
Use of iron silicides as a reagent led to consistently low onset temperatures for Fe2SiS4
formation regardless of the specific silicide phases used. We performed in situ XRD inves-
tigation on reactions of Fe3Si + 5S, Fe5Si3 + 11S, and FeSi + 3S. While these reactions
did not have the 2:1 Fe:Si ratio to form phase-pure Fe2SiS4, they nevertheless consistently
formed Fe2SiS4 with onset around 586
◦C. Therefore, pre-reaction of Si with Fe is a generally
applicable method to direct the reaction progress to lower the required thermal energy for
the formation of the ternary Fe2SiS4.
To further demonstrate the benefit of using iron silicides in producing Fe2SiS4 at low
temperatures, we conducted ex situ reactions at 550 ◦C (consisted of two 48-hour cycles with
powder remixing in between). The chosen temperature of 550 ◦C is slightly lower than the in
situ observed onset temperature of 586 ◦C. This is because any induction period for ex situ
growth is manifested as an increase in apparent reaction onset during the continuously-heated
in situ process. Therefore, a small overheating is generally required for in situ observation
of slow reactions. Fig. 6.5 clearly displays the contrast in end product between the reaction
schemes of 2 Fe + Si + 4 S and Fe5Si3 + Fe3Si + 16 S. Following the conventional route
of elemental reaction, no trace of Fe2SiS4 could be produced (Fig. 6.5(a)). However, when
the reaction was driven to proceed via iron silicide sulfidation, Fe2SiS4 became the major
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Figure 6.5: Rietveld refinements showing the products at the end of a 96 h heat treatment
at 550 ◦C for the reactions of (a) 2 Fe + Si + 4 S and (b) Fe5Si3 + Fe3Si + 16 S. The
sulfidation of iron silicides produced large quantities of Fe2SiS4, whereas reactions of the
elements failed (yielding only binaries).
product at 550 ◦C (Fig. 6.5(b)). To the best of our knowledge, with early literature typically
using close to or more than 800 ◦C, [178–180] this is the lowest reported temperature of
Fe2SiS4 formation.
The failure of the elemental reaction to produce the stable ternary chalcogenide (Fe2SiS4
in this case) at low temperature can be seen as a warning signal. Without the addition of
non-stoichiometric flux or additives, the direct elemental route to complex materials must
have the largest thermodynamic driving force. The system will minimize its free energy, but
only by routes that are kinetically accessible. Separation of cations, such as Fe and Si here,
in early stages of the reaction may block a route to reach the thermodynamic equilibrium.
Using Fe2SiS4 as a model example, one may mistakenly conclude that Fe2SiS4 is not an
equilibrium phase, or worse, is non-existent, if their maximum synthesis temperature is
below 743◦C (a quite high temperature for sulfur in a sealed tube). Without the efforts to
engineer the progress of reactions, one may also miss the opportunity to discover metastable
compounds that decompose at higher temperatures.
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6.3.3 Factors contributing to expedited Fe2SiS4 formation at low
temperatures
Expedited formation of Fe2SiS4 below the FeS2 peritectic temperature was achieved when
iron silicides were used as the reactants, likely due to two factors: the kinetic effects that
limit reactions based on intrinsic diffusion, and the degree of contact in the microstructure
developed from the reagents.
Understanding these kinetics at the outset of a synthetic procedure is actually practical.
Metal corrosion is well-studied, and metal sulfidation rates are confirmed to be fast com-
pared to oxidation due to the higher degree of non-stoichiometry and larger defect mobility
in sulfides. [187, 188] Fe is the classic example of a metal prone to sulfidation corrosion,
where the sulfide scales form by vacancy-enhanced Fe solid-state diffusion, with kinetics
well-described by Wagner’s theory. [189, 190] Its sulfidation kinetics are on the fast end
among common metals and its sulfide (Fe1−xS) has one of the largest non-stoichiometry
ranges (Fig. 6.3). [191,192] These vacancies in pyrrhotite Fe1−xS are one major cause of the
disparity in sulfidation kinetics between Fe and Si. SiS2 has not been reported to contain ex-
tensive point defects leading to non-stoichiometry, and is presumably a line compound. For
this reason, slow sulfidation kinetics of crystalline Si may be expected. In fact, Si alloying
has been reported to enhance sulfidation resistance at high temperature. [193] In essence,
our elemental 2 Fe + Si + 4 S reaction began with fast Fe sulfidation, but its effectiveness
in forming stable Fe2SiS4 crystals was hampered by slow Si sulfidation until high-activity
superheated liquid S appeared.
With iron silicides, fast Fe sulfidation kinetics in turn accelerated the formation of SiS2,
since the dealloying of iron silicide left defective Si network that was more favorable to form
SiS2 rather than crystalline Si. This formation of intimately contacting binary sulfides in
turn expedited their final transformation into Fe2SiS4.
The second factor that expedites Fe2SiS4 formation from iron silicides is increased physical
mixing, which can be viewed through micrographs of quenched samples. Manual grinding or
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Figure 6.6: SEM EDS maps of the product from the reaction 2 Fe + Si + 4 S quenched at
550 ◦C: (a) SEI image, (b) Fe, (c) Si, and (d) S EDS distributions. The overlay of the SEI
and Fe, Si, S EDS signals is displayed in (e). All scale bars are 10 μm. The sample
consisted of FeS2, Fe1−xS, and Si. Significant spatial segregation among iron sulfides and Si
crystals is apparent.
ball-milling are limited in size-reduction to the scale of microns, while higher-energy tech-
niques typically have the disadvantages of limited chemical compatibility or the introduction
of impurities. Without sufficient phase homogenization, segregation can lead to lack of con-
tact between particles, which may prevent the effectiveness of reaction. An example of such
spatial segregation is shown in Fig. 6.6, which depicts the state during the reaction between
Fe, Si and S elements quenched from 550 ◦C. A clear separation is seen in the SEM-EDS
mappings: Si grains (red) were separated from the blue-green Fe–S grains (blue for Fe and
green for S). The sulfidation of Fe did not fragment the initial Fe particles into much smaller
pieces. The segregation among iron sulfides and Si resulted in poor contact between them,
which prevented the formation of Fe2SiS4 at low temperatures.
In contrast, the reaction between iron silicides and S maintained an intimate level of
mixing between Fe and Si throughout. When sulfidation of the atomically-mixed iron silicides
commenced, Fe and Si were first separated to form binary sulfides rather than the ternary
directly. The aforementioned high defect concentration of Fe-sulfides is likely the root of
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Figure 6.7: SEM EDS maps of the product from the reaction Fe5Si3 + Fe3Si + 16 S
quenched from 520◦C: (a) SEI image, (b) Fe, (c) Si, and (d) S EDS distributions. The
overlay of the SEI and Fe, Si, S EDS signals is displayed in (e). All scale bars are 10 μm.
The reduced Si signal at the sample periphery is an artifact caused by the geometric
arrangement of the sample and detector. The sample consisted of FeS2, Fe1−xS, SiS2, and
FeSi phases, mixed at the nanoscale even after dealloying of the silicides due to sulfidation.
this behavior. Nevertheless, the resultant binary sulfides remained mixed on the nanometer
scale. This is seen in Fig. 6.7, where the materials were quenched from 520 ◦C. In contrast
to Fig. 6.6, even at a lower temperature, the three elements in Fig. 6.7 were found to be
distributed uniformly within the resolution limit of the technique. This level of mixing is
not practically achievable by mechanical means. In addition, the particles after sulfidation
were found to be porous and contained fine grains (Fig. 6.7(a)). The evolution of such
porous structure is expected to arise from the kinetic competition between sulfidation and
surface diffusion, similar to the well-studied phenomenon of nanoporosity evolution during
dealloying. [194, 195] The finer microstructure and pervasive mixing during iron silicides
sulfidation provides a distinct advantage in expediting ternary Fe2SiS4 formation.
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6.3.4 In situ identification on the effect of particle size reduction on
Fe2SiS4 formation
Apart from devising alternate reaction pathways by controlling the order in which the initial
precursors Fe, Si, and S react, another way to accelerate the formation of Fe2SiS4 is to modify
the physical characteristics of the reagents. Particle size has long been known to have sig-
nificant effects on the rate of solid state reactions. [196] Smaller particle size results in larger
interface area between different chemicals, which are the reaction fronts. Smaller particle
sizes also shorten the diffusion distance that needs to be covered for complete transformation.
It is imperative to test if the effectiveness of particle size reduction can free the elemental
reaction system from the requirement of peritectics, and if so, how does the effectiveness of
particle size reduction compare with that derived from reaction pathway engineering.
We used ball milling as an effective method to reduce the particle sizes of the reagents.
Fe and Si were ball milled for 1 hour before mixed with sulfur (2:1:4 Fe:Si:S molar ratio)
and packed into a capillary for in situ XRD measurement. The effect of ball milling on
particle size reduction can be clearly seen from the XRD peak broadening effect (Figure
6.8). Compared with the sample prepared by hand-grinding using mortar and pestle, the
sample prepared with ball milling clearly had broader XRD peaks.
The in situ reaction progress map for the ball milled sample with elemental precursor
mixture is shown in Figure 6.9. It is seen that Fe2SiS4 formed at a temperature as low as
539 ◦C, far below the temperature that peritectic dissociation of FeS2 is expected. This shows
that even for the elements, peritectic dissociation of FeS2 is not a necessary requirement to
form Fe2SiS4, as long as the kinetics are fast enough. This ball milled sample had even lower
Fe2SiS4 onset temperature than the temperature obtained with the previous “optimum”
reaction path. Hand-grinding is still the dominant practice to mix reagents in many areas of
solid-state research. The large kinetic barriers within these reactions raise concerns about the
accuracy of phase diagrams derived from experiments using such practices. The implications
of this will be illustrated further in ternary sulfide and selenide systems in Chapter 8.
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Figure 6.8: XRD patterns for a mixture of 2 Fe + Si + 4 S that were prepared by (a)
hand-grind, and (b) ball milling. The ball-milled sample had significant XRD peak
broadening due to its small particle sizes.
Figure 6.9: Reaction progress map constructed from in situ XRD for the reaction
2 Fe + Si + 4 S after ball milling the reagents.
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6.4 Conclusions
In situ X-ray diffraction was employed to analyze the progress of reactions leading to the for-
mation of inorganic crystal Fe2SiS4. The intermediate reactions were engineered by varying
the initial bonding in the precursors. This allows the system to approach the same thermo-
dynamic equilibrium state through different phase space pathways. With detailed reaction
progress maps, we identified critical kinetic factors governing the success of exploratory re-
actions. It was found that if FeS2 survived until 743
◦C, its peritectic decomposition released
a burst of superheated S liquid that initiated fast Fe2SiS4 formation. It is also shown that
by pre-reacting Si with other elements, we can steer the reaction to avoid sluggish states
and expedite Fe2SiS4 formation. This scheme allows for more effective exploration of com-
plex phase diagrams without involving excessive chalcogen (S) vapor pressure at extreme
temperatures. The best outcome was achieved from the sulfidation of iron silicides. This
scheme not only offers a smooth transition from iron silicides to binary sulfides and finally
to the ternary sulfide, but also developed a microstructure with intimate phase mixing. Ball
milling to reduce the particle sizes of the reagents was also confirmed to be a very effective
method for Fe2SiS4 to form at low temperatures. The kinetic expediting factors identified
in situ were expected to guide new material discoveries in other inorganic systems.
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CHAPTER 7
DISCOVERY OF NEW Ba–Fe–S MATERIALS USING
A REACTIVE FLUX
7.1 Introduction
During the in situ examination of the formation of Fe2SiS4 with elements as the reagents, it
was discovered that ternary crystal formation was assisted by the kinetic boost introduced
from peritectic dissociation of FeS2. Crossing this invariant point generated superheated liq-
uid S that greatly enhanced reaction kinetics. The paths toward lower energy configurations
at the atomic-scale (i.e. bond breaking, formation, structural rearrangement) under such
violent conditions might be very different than during milder reactions (e.g. between FeS
and SiS2). In a system which has few energy minima in the composition space (e.g. the
Fe–Si–S system), this violent development probably ends up the same as in a mild reaction.
However, this may not be the case for systems with an abundance of local minima that are
very close in compositions. The disturbance could result in some particular configurations
that are not accessible in normal solid state conditions. An appropriate system to manifest
these effects needs to meet two requirements. First, it should have a first-order transition in
its sub-system that produces liquid phase with heating. Besides peritectic transformations,
melting is another option. This idea is actually the so-called flux synthesis, which has been
established as a common method for multi-element material synthesis and growth of large
crystals. [149, 164, 184, 197] The second requirement is that they should preferentially have
a crowded phase diagram. A crowded phase diagram implies the multi-element system has
many known energy minima. This is manifested as different forms of stable materials that
were only slightly different in their compositions, geometrical arrangement of their subunits,
101
Figure 7.1: Ba–Fe–S composition diagram showing the known binary compounds (open
blue circles) and representative known ternary compounds (open green circles). The overall
stoichiometry of the reagents used in the in situ XRD study is shown with a red cross.
and their formation energies per atom. Therefore there is a higher possibility in the existence
of an undiscovered material whose structure is a slight variation from the known ones and
whose energy is comparable to the known stable ones. The Ba–Fe–S system is one such
system that meets these requirements, which we test for evidence of new material structures
using in situ XRD.
The Ba–Fe–S system is known to contain a plethora of ternary crystal structures. At lease
17 ternary structure types have been documented, with some representative ones shown
in Figure 7.1. [198] Among them include two infinitely adaptive series Ba1+xFe2S4 and
Ba3Fe1+xS5. [199–201] Within these infinitely adaptive series are compounds with stacking
layers. Any combinations of these layers can be accommodated in these series. Therefore
these generate similar but distinct structures whose compositions are very close. A large
number of known structure types, together with the existence of infinitely adaptive series,
shows that ternary Ba–Fe–S structures are very tolerable to the geometrical reorganization
of the sulfide polyhedra, and that the energy difference between distinct structures is not
large.
The method of inorganic material crystallization with the utilization of a high-temperature
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Figure 7.2: Binary Ba–S phase diagram Proposed by H. Okamoto. [202]
melt is termed flux synthesis. [164] It requires the presence of flux-forming species which
melt at conveniently low temperatures. The liquid fluxes aid in the diffusion of reactants
and enable rapid formation of materials. [149] In the historical use of flux synthesis, fluxes
are treated as a medium from which precipitates slowly formed. But with the use of in situ
XRD, we showed that with reactive flux, the onset of flux formation might already trigger
unique events that crystallized inorganic materials immediately.
In our study of Ba–Fe–S system, a reactive flux was used where atoms from the flux were
expected to be incorporated into the crystallized materials. The flux chemicals used were
a combination of BaS3 and S. Elemental sulfur melts at a very low temperature (115
◦C),
but without the dissolution of Ba, its effectiveness as a flux in inducing ternary Ba–Fe–S
crystallization is limited. BaS3 is the real effective flux agent in this case. Based on the
binary Ba–S phase diagram proposed by Okamoto et al. (Figure 7.2), BaS3 melts at 554
◦C. [202, 203] Some additional amount of S was added to decrease the melting point and
increase the total amount of liquid phase.
Most of the known ternary Ba–Fe–S materials were discovered via conventional solid state
chemistry using a high reaction temperature (≥ 800 ◦C). [198] We conducted a series of
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traditional solid state reactions using BaS, Fe, and S as the reagents with different stoi-
chiometries and reaction temperatures. These ex situ tests used sample stoichiometries that
did not form fluxes, falling within the composition space bound by BaS–BaS2–FeS2–FeS in
Figure 7.1. These traditional solid state reactions showed that 600 ◦C is the approximate
temperature that formation of ternary Ba–Fe–S structures are beginning. This is compa-
rable to the flux formation temperature of BaS3 (554
◦C). Thus it is expected that if BaS3
melts and forms a flux, flux-assisted crystal formation is very probable. The kinetic boost
introduced by the formation of flux may not necessarily result in the same thermodynamic
crystalline phases as formed in normal stoichiometric solid state reactions.
Inspired by the above arguments, we attempted to discover new materials in the Ba–Fe–S
system using the reactive flux BaS3. The precursor stoichiometry used in these study is
marked with a red cross in Figure 7.1. In situ XRD was the primary method for detecting
evidence of the existence of materials formation. We conducted both lab in situ XRD with
a tube furnace and synchrotron in situ XRD. Both cases showed clear evidence of crystal-
lizations when the reaction system entered the flux state. These crystals have diffraction
patterns that do not match any known materials in the Ba–Fe–S system.
7.2 Synthesis and Characterization
All powder manipulations were performed in an Ar-filled glovebox. All reagents were mixed
in stoichiometric ratios, ground, and sealed inside fused silica tubes prior to heat treatment.
In the traditional ex situ solid state reactions, BaS, Fe, and S are used as reagents. They were
sealed inside 15mm O.D., 13 mm I.D. fused silica tubes. The reaction temperature study
involved reacting samples for 24 h at 400, 600, and 800 ◦C respectively. The heating and
cooling rates were both 10 ◦C/min. BaS3 was synthesized using traditional solid state method
with Ba and S in 3:1 molar ratio, heated at 600 ◦C for 24 h with heating and cooling rates of 10
◦C/min. Reagents for in situ XRD syntheses were prepared by placing stoichiometric powder
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mixtures of BaS3, Fe, and S (typical mole ratio for BaS3:Fe:S is 4:1:4) inside 0.7 mm-diameter
fused silica capillaries, which were sealed under vacuum. For lab in situ XRD measurement,
the sealed capillaries were further fixed inside 1.0 mm diameter fused silica capillaries. In situ
XRD reactions were performed by heating from room temperature at 1 ◦C/min to 600 ◦C,
holding at 600 ◦C for 6 h, and then cooling at -1 ◦C/min to room temperature. Lab in situ
and ex situ XRD were both collected on a Bruker D8 ADVANCE diffractometer equipped
with Mo Kα source and LYNXEYE XE detector in transmission geometry. In situ XRD
reactions utilized a home-built anti-scatter slit system and a synchronized TC-Transmission
furnace with polyimide windows. A 2θ range of 4-30◦ was used with a scan speed of 1◦ min−1.
This translates to a temperature span of 26 ◦C for a single XRD pattern during heating and
cooling. Quantitative Rietveld refinements to the XRD data were performed using the Bruker
TOPAS 5 suite.
In situ XRD were also performed at beamline 17-BM-B at APS in ANL. The incident
X-ray was monochromatic with a wavelength of 0.2412 Å. The setup used a heating flow
cell configuration developed at 17-BM-B (Figure 7.3). Although the capillary was sealed,
helium gas flowed outside of it to prevent accidental capillary rupture. Coiled wires above
and below the capillary were used for sample heating, with a thermocouple at the end of the
capillary for temperature feedback (Figure 7.3). The whole sample stage was moved left and
right so that around sample gauge length was 8 mm. The sample was heated and cooled
during in situ experiment. The system had a change in heating rate once it entered the flux
stage. The cooling rate was faster than both the heating rates used. A Varex 4343CT 2D
detector was used to capture the diffraction pattern. GSAS-II was used to integrate the 2-D
diffraction image over 5◦ to 355 ◦ azimuth range (to exclude beam-stop affected area) and
0.7◦ to 11.29◦ 2θ range to generate intensity versus 2θ data for further analysis. GSAS-II
and Topas 5 were used to process the data.
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Figure 7.3: A photo that shows the instrumentation for mounting sample capillary used in
synchrotron in situ XRD at 17-BM-B.
7.3 Results and Discussion
7.3.1 Lab In Situ XRD Study on Flux-grown Ba–Fe–S
In situ lab XRD was performed for a precursor system containing BaS3, Fe, and S in 4:1:4
molar ratio. The overall progress of the reaction can be clearly divided into three stages.
The first stage took place before the formation of the flux. Quantitative Rietveld analysis
of the in situ XRD patterns in this stage resulted in the phase progression diagram shown
in Figure 7.4(a). BaS3 remained unreactive in this pre-flux stage, with no obvious change
in its X-ray intensities except for a small shift due to thermal expansion. Fe was seen with
a decrease in its amount starting as early as 250 ◦C, which was probably attributed to its
reaction with S. The signal from the resulting FeS or FeS2 however, remained low. It was only
until 450 ◦C that the presence of FeS2 could be ascertained with our in situ XRD quality.
These developments in the pre-flux states are expected. They followed our observation of
Fe–S reaction kinetics in Chapter 6 and obeyed the predictions from Ba–S (Figure 7.3) and
Fe–S phase diagrams (Figure 6.3).
The second stage was where BaS3 melted and the system was in the flux state. The in
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Figure 7.4: (a) Quantitative Rietveld refinement result on the lab in situ XRD for the
4BaS3 + Fe + 4S reaction in the pre-flux stage. (b) The first in situ lab XRD pattern for
the sample in the flux stage. (c) The summed diffraction intensity for all lab in situ
flux-stage XRD patterns with 2 to 6 h after entering flux stage. (d) Lab in situ XRD
patterns showing cooling from the flux stage with: (i) the last pattern in the flux stage, (ii)
the first pattern in the post-flux stage, and (iii) the pattern after cooling to room
temperature.
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situ XRD pattern of the system when it just entered the flux state is shown in Figure 7.4(b).
It shows a completely amorphous diffraction pattern. The hump around 2θ=10◦ was mainly
attributed by the interfering signals from the furnace instead of the sample. It is interesting
that prior to flux formation, there were two crystalline phases: BaS3 and FeS2. At this
temperature, only BaS3 was supposed to melt. However, the completely amorphous XRD
pattern means that BaS3 flux (together with some S) was able to dissolve those few FeS2
crystals present. The XRD patterns in the flux state changed gradually with time. After
entering into the flux state for more than 2 hours, Bragg peaks in the XRD pattern were
very obvious. The signal-to-noise ratios for these Bragg peaks were very low though, so I
summed up all the in situ XRD patterns in the flux stage (with >2h flux time), which is
shown in Figure 7.4(c). The presence of these Bragg peaks shows that crystalline materials
grew within the flux. Phase matching on these peaks showed that they corresponded to no
known structures in the Ba–Fe–S system. These findings prove our postulation that BaS3
flux can trigger the system to precipitate crystalline phase(s) that are different from what
was known from stoichiometric solid state reactions.
The last stage is the post-flux stage, during which cooling has condensed the flux to
BaS3 crystals. XRD patterns for the system at this stage were dominated by the Bragg
signals of BaS3, so the intensity scale had to be changed to observe the peaks relevant to the
flux-grown phases (Figure 7.4(d)). The observation that Bragg intensities from flux-grown
phases were tiny compared to BaS3 showed that crystal growth yield was low for this flux
synthesis. Nevertheless, it can be seen that when the reaction system cooled below the flux
stage and BaS3 crystallized, the Bragg signals of the flux-grown phases did not disappear
(Figure 7.4(d)).
However, it is challenging to get more information regarding the nature of the flux-grown
phases relying simply on lab XRD. We did not know how many phases together contribute
to the Bragg signals seen in the flux stage (Figure 7.4(c)). It is practically impossible to solve
crystal structure of unknown phase mixtures using powder diffraction. Also, lab XRD did
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not have sufficient X-ray intensity for such a purpose even if only one flux-grown phase was
present. We used in situ XRD using synchrotron source at 17-BM-B in APS to investigate
the flux-driven processes in more detail.
7.3.2 Synchrotron-based In Situ XRD Study of Flux-grown Ba–Fe–S
Synchrotron in situ XRD of new Ba–Fe–S phases was carried out at beamline 17-BM-B in
APS. This effort was made to improve time resolution and diffraction intensities of the new
phases.
However, there were several shortcomings in my practice of this in situ XRD design.
First, temperature uniformity over the length of sample capillary was poor. During lab
in situ XRD practice, the capillary was placed inside a tube furnace which had ceramic
insulations over most of the furnace wall. This created a decent temperature uniformity.
However, in the 17-BM-B in situ XRD experiments, two heating coils situated above and
below the sample capillary were used for sample heating without any thermal insulation.
The overall heating power was not uniformly distributed, being stronger in the middle and
fading quickly towards the edge. An ideal design would require the capillary length to be <
25% of the coil length for approximately uniform sample temperature. Such short capillary
lengths were hard to make with our sealing torch, so the sample capillaries used here were
about 80% of the coil length. These temperature variations in the sample may cause further
complications due to the presence of mobile liquid / gas phases involved in the reactions.
Since we translated the capillary horizontally with a travel distance of 8 mm, the resultant
XRD pattern had contributions from samples at different temperatures, further complicating
the analysis. Second, the thermocouple did not provide accurate temperature feedback due
to the temperature inhomogeneity problem. The thermocouple was placed near the end of
the capillary. Therefore, the sample at the middle of the capillary was expected to be at a
higher temperature than the thermocouple reading. As a result, the thermocouple readings
could be used as temperature trends, but not as absolute sample temperature values. Third,
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the reactor could not rotate due to the electrical leads and gas flow tubes. Therefore if
texturing existed in the sample due to large crystallite sizes or small number of particles in
the gauge volume, its effects were going to be significant.
One observation from the in situ XRD experiment at 17-BM-B was that these flux-forming
Ba–Fe–S reaction systems were extremely sensitive. We tested samples very close in stoi-
chiometry (∼4:1:4 BaS3:Fe:S molar ratio), but they behaved differently. These samples had
similar developments during the pre-flux stage judged from in situ XRD. However, once they
entered the flux state, their diffraction patterns diverged. In all cases, Bragg peaks were seen
in the flux states, but they differed in 2θ values. This showed that crystallization processes
from the BaS3 flux were sensitively dependent on some features that were hard to control
with our practice of sample preparation. Nevertheless, crystalline inorganic materials forma-
tion from the flux happened for all samples. From here onwards, the focus will be devoted
to the flux state of a single representative reaction test.
Figure 7.5 shows a waterfall plot for the evolution of in situ XRD patterns that will be
discussed. The three pre-flux, flux, and post-flux stages discussed in the previous section
are obvious. The developments of the system in the pre-flux and post-flux stages were very
similar to that observed from lab in situ XRD, so only the flux-stage will be addressed in
detail.
The diffraction patterns kept evolving during the flux-stage, showing that more than
one phase was crystallized. The differential changes of the Bragg peak intensities gave
clues on how to bundle the Bragg peaks group into different groups. With this approach
representative in situ XRD patterns corresponding to different combinations of phases were
picked out.
At the highest examined temperature, the diffraction pattern contained the least number of
Bragg peaks (Figure 7.6(a)). It is reasonable to argue that the majority of crystalline phases
were unstable / melted at this temperature so that only a few compounds could survive.
Here it is assumed that only one phase remained at such high temperature and therefore
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Figure 7.5: Waterfall plot showing the overall evolution of in situ XRD patterns for the
4BaS3 + Fe + 3S reaction.
these Bragg peaks were from this phase alone. This is termed phase “HT1.” As can be seen
from Figure 7.6(a), the diffraction intensities from the “HT1” phase were extremely low.
They were merely visible over the amorphous background contributed from the liquid flux.
Using GSAS-II, the amorphous background was manually defined and subtracted (Figure
7.6(b)). The Bragg peaks were then selected and fitted in Topas as a “peak phase” whose
refined contribution is shown in Figure 7.6(c). Phase indexing was carried out to look for
potential space group for this “HT1” phase. The top candidates were the following: space
group Pmc21 with lattice parameters a = 5.55Å, b = 7.24Å, and c = 9.00Å; space group
P222 with a = 9.00Å, b = 5.55Å, and c = 7.23Å; space group P212121 with a = 9.00Å, b
= 7.24Å, and c = 5.55Å; space group P21212 with a = 9.00Å, b = 7.24Å, and c = 5.55Å.
Figure 7.6(d) shows the Le Bail fit result to the diffraction pattern with space group Pmc21.
Starting from the “HT1” phase patterns and looking in the reverse heating direction,
another group of diffraction patterns composed of similar peaks was identified. Here some
of the Bragg peaks could be assigned to “HT1” or FeS2 while some could not be assigned
to anything known (Figure 7.7(a)). We assumed these unassigned peaks were from another
phase termed “HT2.” Following the same procedure of removing amorphous flux background
(Figure 7.7(b)), the pattern was fit with FeS2 using crystal structure information and the
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Figure 7.6: (a) In situ diffraction pattern showing phase “HT1.” (b) The diffraction
pattern of (a) with flux background removed. (c) Suggested diffraction pattern of “HT1”
based on “peak phase” fitting. (d) Suggested diffraction pattern of “HT1” based on Le Bail
fitting.
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previously Le Bail fitted “HT1” model. The remaining peaks were selected and fitted as a
“peak phase” for “HT2,” whose contribution is shown in Figure 7.7(c). The top indexing
result of this profile were the following: space group P2 with a = 8.94Å, b = 1.96Å, c =
12.7Å, and β = 94.8◦; space group P 1̄ with a = 4.73Å, b = 5.16Å, c = 6.18Å, α = 108◦, β
= 94.4◦, and γ = 70.2◦; space group P 1̄ with a = 5.01Å, b = 5.70Å, c = 7.14Å, α = 88.6◦,
β = 74.8◦, and γ = 111◦. Figure 7.7(d) shows the Le Bail fit of the “HT2” contribution to
the diffraction pattern with space group Pmc21.
Going further in the reverse heating direction, the peaks from “HT2” phase faded in
intensities while another group of peaks came up. Figure 7.8(a) shows a representative
diffraction pattern for this group of patterns which composed of FeS2, “HT1,” and this
new phase coded as “HT3.” Following the same procedure of removing amorphous flux
background (Figure 7.8(b)), the pattern was fit with FeS2 using crystal structure information
and the previously Le Bail fitted “HT1” model. The remaining peaks were selected and fitted
as a “peak phase” for “HT3,” whose contribution is shown in Figure 7.8(c). The top indexing
result of this profile were the following: space group Pc with a = 18.4Å, b = 4.71Å, c =
8.87Å, and β = 62.5◦; space group P21/c with a = 18.4Å, b = 4.71Å, c = 8.87Å, and β =
62.5◦; space group P21 with a = 18.4Å, b = 4.71Å, c = 8.87Å, and β = 62.5
◦; space group
C2 with a = 13.9Å, b = 11.9Å, c = 8.91Å, and β = 83.5◦; space group P2 with a = 26.3Å,
b = 4.12Å, c = 4.65Å, and β = 97.8◦. Figure 7.8(d) shows the Le Bail fit of the “HT2”
contribution to the diffraction pattern with space group Pc.
Working in the other direction, the cooling direction, and starting from the “HT1” phase
patterns, we found the emergence of a group of peaks which we assigned to phase “CO1”
(Figure 7.9(a)). Following the same procedure of removing amorphous flux background
(Figure 7.9(b)), the pattern was fit with the previously Le Bail fitted “HT1” model. The
remaining peaks were selected and fitted as a “peak phase” for “CO1,” whose contribution
is shown in Figure 7.9(c). The top indexing result of this profile were the following: space
group F222 with a = 11.1Å, b = 7.81Å, and c = 6.19Å; space group C2 with a = 7.82Å,
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Figure 7.7: (a) In situ diffraction pattern showing phases FeS2 + “HT1” + “HT2.” (b)
The diffraction pattern of (a) with flux background removed. (c) Suggested diffraction
pattern of “HT2” based on “peak phase” fitting. (d) Suggested diffraction pattern of
“HT2” based on Le Bail fitting.
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Figure 7.8: (a) In situ diffraction pattern showing phases FeS2 + “HT1” + “HT3”. (b)
The diffraction pattern of (a) with flux background removed. (c) Suggested diffraction
pattern of “HT3” based on “peak phase” fitting. (d) Suggested diffraction pattern of
“HT3” based on Le Bail fitting.
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b = 6.18Å, c = 6.77Å, and β = 125◦. Figure 7.9(d) shows the Le Bail fit of the “HT2”
contribution to the diffraction pattern with space group F222.
Going further in the cooling direction, another group of peaks appeared. These peaks were
assigned with phase “CO2” (Figure 7.10(a)). Following the same procedure of removing
amorphous flux background (Figure 7.10(b)), the pattern was fit with the previously Le Bail
fitted “HT1” and “CO1” model. The remaining peaks were selected and fitted as a “peak
phase” for “CO2,” whose contribution is shown in Figure 7.10(c). The top indexing result
of this profile are the following: space group P2 with a = 10.9Å, b = 3.47Å, c = 5.52Å, and
β = 129◦; space group P2 with a = 7.49Å, b = 3.48Å, c = 4.46Å, and β = 74.9◦; Figure
7.10(d) shows the Le Bail fit of the “HT2” contribution to the diffraction pattern with space
group P2 using the first set of cell parameters.
Structure solution of these identified phases is challenging with the data quality we have
here. First, many of these crystallites grown from the flux showed significant texture effects.
These can be seen by detailed examinations of the 2-D diffraction image data. Structural
solution requires statistical significance from the powder data. Textured data is not suitable
for this purpose. Furthermore, most of the in situ diffraction intensities for the flux-grown
phases were not high, even with the use of synchrotron source at 17-BM-B. In the future,
it could be more desirable to do isothermal scans over a small sample volume with longer
detection time to improve data quality. With the current data quality, the credibility of the
results from peak phase assignments, indexings, and Le Bail refinements are not good. These
errors propagated, so the more phases there were in the pattern, the less the results should
be trusted. This can be seen from “HT3” and “CO2” phases, whose indexing results have
low symmetry and are therefore questionable. In general, diffraction patterns suggested for
each phase with “peak phase” fit can be expected to under-count peak numbers, and that
with Le Bail fit can be expected to over-count peak numbers. Nevertheless, the evolution of
the in situ diffraction patterns with the use of synchrotron showed that there were at least
5 new structural types buried in the Ba–Fe–S compositional space, and flux synthesis using
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Figure 7.9: (a) In situ diffraction pattern showing phases “HT1” + “CO1.” (b) The
diffraction pattern of (a) with flux background removed. (c) Suggested diffraction pattern
of “CO1” based on “peak phase” fitting. (d) Suggested diffraction pattern of “CO1” based
on Le Bail fitting.
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Figure 7.10: (a) In situ diffraction pattern showing phases “HT1” + “CO1” + “CO2”. (b)
The diffraction pattern of (a) with flux background removed. (c) Suggested diffraction
pattern of “CO2” based on “peak phase” fitting. (d) Suggested diffraction pattern of
“CO2” based on Le Bail fitting.
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BaS3 was a useful method to access them.
7.4 Conclusions
Flux synthesis is an effective method to access material structures that cannot be accessed
with traditional stoichiometric solid state synthesis. This was tested in the Ba–Fe–S system
to look for new ternary compounds with the use of BaS3 as the main reactive flux and five
new material phases were discovered. Lab in situ XRD revealed that crystalline materials
grew from the flux formed by the melting of BaS3. These materials had diffraction patterns
not matched by any known structures and are likely unreported materials. In situ XRD
of the flux-growth of ternary Ba–Fe–S crystals was further conducted at APS beamline 17-
BM-B. Analysis showed that the diffraction patterns for the flux-grown crystals changed
with temperature, and we were able to allocate the peaks seen in the flux stage to five
distinct phases. We gave suggested appearances for the diffraction patterns of these five
newly discovered phases, although their full structure solution would require more effort.
This would require a more consistent manner to produce sample capillaries that are better
mixed, a better temperature uniformity during in situ XRD experiment, a smaller sampling




DISCOVERY OF TERNARY CHALCOGENIDE
PHASES USING BALL MILLING
8.1 Introduction
During in situ examinations of the formation of Fe2SiS4 with elements as the starting reagents
in Chapter 6, it was discovered that ball milling the reagents could effectively reduce the
formation temperature of Fe2SiS4 so that peritectic dissociation of FeS2 was no longer rele-
vant. These raised the following question: in our group’s previous studies that constructed
phase diagrams for ceramic materials, were there materials hidden from discovery due to
insufficient reaction kinetics?
Narayan et al. performed a systematic theoretical search using density functional theory
(DFT) over 27 ternary systems containing selenium or sulfur for unknown materials that may
be thermodynamically stable. [204] A probabilistic model was used to reduce the likelihood
of false negative predictions. A list of 24 candidate materials was thus proposed, which is
copied in Figure 8.1. To experimentally verify the phase stabilities predicted by calculation,
my groupmate, Ankita Bhutani conducted syntheses in the suggested systems using solid
state synthesis and CS2 gas flow reactions. However, no new phases were experimentally
verified.
Since the previous solid state syntheses experiments were performed using hand-grinding,
their effectiveness in forming ternary structures could be hindered by kinetic effects. Ball
milling might be used to overcome these kinetic barriers, as demonstrated in Chapter 6.
Inspired by this, we re-verified phase stabilities of a subset of the DFT-predicted materials
experimentally. This time all reagents were mixed and ball milled prior to heat treatment
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Figure 8.1: The list of materials that were predicted to be potentially thermodynamically
stable by DFT calculations performed by Narayan et al. [204]
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at different temperatures. A total of 11 ternary phase systems were investigated with this
approach, with a total of 15 stoichiometries. The tested stoichiometries were 1:2:4 Ca:Mn:S,
1:2:4 and 1:4:7 Sr:Mn:S, 1:2:2 Sr:Cu:S, 2:1:4 and 1:4:7 Sr:V:S, 1:4:7 Sr:Cr:S, 1:1:2 Sr:Ni:S,
1:1:5 La:Fe:Se, 1:2:3 and 2:1:3 Sr:Fe:Se, 1:2:2 Sr:Cr:Se, 1:2:3 and 2:1:4 Pb:Fe:Se, and 1:1:3
Bi:Fe:Se (all in molar ratio).
The majority of the systems examined only formed mixtures of binary compounds (hence
the DFT-predicted phases were absent) and produced similar products to the previous ex-
periments without using ball milling. But in three systems, we obtained diffraction patterns
that contained Bragg peaks that we could not assign to any known phases, which were differ-
ent from what we saw previously. These systems are Sr–V–S, Sr–Cr–S, and Sr–Ni–S. We also
saw interesting developments in the Ca–Mn–S system, which seemed to form solid solutions
from ball-milling that violated known phase diagrams.
8.2 Synthesis and Characterization
All reagents were weighed in the stoichiometric ratio (total weight ∼2 g) in an Argon-filled
glovebox and placed inside a SPEX SamplePrep 8001 hardened steel grinding vial. One 3/8
inch and three 1/2 inch hardened steel balls were used for ball milling. The grinding vial was
then transformed to a SPEX SamplePrep 8000D Mixer/Mill in another Ar-filled glovebox
and ball milled for 1 h. The grinding vial was then taken to the original sample preparation
glovebox and separated into 4 parts. Three parts were each placed inside a 15 mm O.D. (13
mm I.D.) fused silica tube which was later flame sealed under vacuum. These samples were
then heated inside box furnaces at 300 ◦C, 500 ◦C, and 700 ◦C (with 10 ◦C/min heating
rate) respectively. Isothermal heating time was 24 h. After that the samples were quenched
in water, retrieved and ground in the glovebox.
The reagents and final elemental molar stoichiometries of the examined samples are listed
below. Ca particles, Mn chips, and S flakes were mixed to make 1:2:4 Ca:Mn:S. SrS powder,
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Mn chips, and S flakes were mixed to make 1:2:4 and 1:4:7 Sr:Mn:S. SrS powder, V powder,
and S flakes were mixed to make 2:1:4 and 1:4:7 Sr:V:S. SrS powder, Cr powder, and S flakes
were mixed to make 1:4:7 Sr:Cr:S. SrS powder, Ni powder, and S flakes were mixed to make
1:1:2 Sr:Ni:S. SrS powder, Cu powder, and S powders were mixed to make 1:2:2 Sr:Cu:S.
La powder, Fe powder, and Se powder were mixed to make 1:1:5 La:Fe:Se. Sr chunk, Fe
powder, and Se powder were mixed to make 1:2:3 and 2:1:3 Sr:Fe:Se. Sr chunk, Cu powder,
and Se powder were mixed to make 1:2:2 Sr:Cu:Se. Pb powder , Fe powder, and Se powder
were mixed to make 1:2:3 and 2:1:4 Pb:Fe:Se. Bi needles, Fe powder, and Se powder were
mixed to make 1:1:3 Bi:Fe:Se.
The as-ball-milled powders and the heat-treated samples were ground and packed inside
0.7 mm diameter polyimide capillaries for X-ray diffraction measurements. Certain samples
were diluted with amorphous silica powder to reduce X-ray absorption, whose details were
listed below. 2:1:4 Sr:V:S, and 1:1:2 Sr:Ni:S were diluted to 50 wt%. 1:1:5 La:Fe:Se, 1:2:3
Sr:Fe:Se, 2:1:3 Sr:Fe:Se, and 1:2:2 Sr:Cu:Se were diluted to 20 wt%. 1:2:3 Pb:Fe:Se and 1:1:3
Bi:Fe:Se were diluted to 10 wt%.
Powder XRD data were collected on a Bruker D8 ADVANCE diffractometer equipped with
Mo Kα source and LYNXEYE XE detector in transmission geometry. Rietveld refinement
were performed on Bruker Topas 5 suite.
8.3 Results and Discussion
XRD patterns for the various ternary system studied with ball milling the reagents and
reacted at various temperatures are summarized in Table 8.1. Note that only the crystalline
components can be revealed by XRD and included in the table. Discussion of the specific

















































































































































































































































































































































































































































































































































































































































































































































































































































We did not observe any formation of ternary selenides in the tested systems. All reactions
produced only binary selenides. It was shown that ball-milling was energetic enough to cause
binary selenide-forming reactions for the following metals: Sr, Pb, Bi, La, Cu.
After ball milling La, Fe, and Se (1:1:5 molar ratio), XRD suggested that the sample
contained crystalline LaSe, FeSe2 and Fe. The extent of Fe to FeSe2 transformation was low,
indicating that ball milling was effective for the selenization of La, but not Fe. The diffraction
intensities for the as-ground sample were low. Heating increased the crystallinities of the
samples. Starting from 300 ◦C, LaSe was transformed to LaSe2, and Fe was transformed to
FeSe2. At 700
◦C, FeSe0.92 became stable instead of FeSe2.
The reactions in the Sr–Fe–Se, Pb–Fe–Se, Bi–Fe–Se, and Sr–Cu–Se systems had seleniza-
tions of different metals taken place independently. After ball milling, selenization caused
Sr to become SrSe, Pb to become PbSe, Bi to become Bi2Se3, and Cu to become Cu2Se.
SrSe, PbSe, and Bi2Se3 remained unchanged with reaction temperatures up to 700
◦C. Some
transformations between different forms of binary iron selenides and copper selenides took
place with increasing temperature, but all changes were confined within binary selenides and
no ternaries were seen.
In short, ball milling was very effective to form binary selenides (SrSe, PbSe, Bi2Se3, LaSe2,
Cu2Se) with elements are reagents, but did not induce any ternary formation with increased
reaction temperature.
8.3.2 Sulfide Systems
Ball milling was found to have more drastic influences of the formation of ternary sulfides.
Many ball-milled samples had diffraction patterns with unmatched peaks after heat treat-
ment. These likely contain new materials.
For the Sr–Mn–S system, ball milling did not make a significant difference compared to
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hand-grinding. With the use of SrS as a starting reagent, no reaction happened after ball
milling. After 24 hours of reaction at 300 ◦C, some Mn were sulfizied to MnS. Complete
sulfidations (MnS and SrS) were achieved at 500 and 700 ◦C. These results are exactly the
same as obtained by hand-grinding. [204] For the Sr–Cu–S system, SrS remained unreactive
at all tested temperatures, whereas Cu probably formed various forms of binary copper
sulfides. The exact nature of the binary copper sulfides can be hard to establish, but no
promising signs for the formation of any ternary compounds were evident.
The story for ball-milled Ca–Mn–S (1:2:4 stoichiometry) is more complicated. While both
the ball-milled and hand-ground samples showed MnS and CaS after reactions at 500 and
700 ◦C (Figure 8.2(c,d)), their behaviors at low temperatures were less similar. With hand-
grinding, the sample consisted of MnS, CaS, as well as metallic Mn at 300 ◦C. [204] When the
reagents were ball milled, there was an additional phase in the as-ground and 300 ◦C reacted
samples. This phase co-existed with CaS and Mn in the as-ground state, and co-existed with
CaS, MnS, and Mn after reacted at 300 ◦C, with its XRD peak intensities higher than the
other phases (Figure 8.2(a,b)). The diffraction peak profile for this phase implied that it had
a similar rock salt crystal structure to MnS and CaS, but with a lattice parameter in between
them. These seem to suggest that this new phase was a solid solution of CaS and MnS in
the form of CaxMn1−xS. Based on our Rietveld refinement fit the 300
◦C pattern (Figure
8.2(b)), and assuming a linear dependence on the lattice parameter with x in CaxMn1−xS, it
was calculated that this phase had a composition of Ca0.33Mn0.67S. The Rietveld refinement
results in Figure 8.2(a,b) was done by assuming this phase to be rock salt Ca0.33Mn0.67S.
Based on the current CaS–MnS phase diagram, full solid miscibility is thermodynamically
stable above 1150 ◦C. [205] At room temperature, the solubility limit is low and CaxMn1−xS
(with x around 0.5) is unstable. This instability can explain the changes from heating as
the decomposition of Ca1−xMnxS to CaS and MnS. However, if ball-milling made a solid-
solution-type CaxMn1−xS with a full continuous range of chemically allowed x (0≤x≤1),
then this phase should not co-exist with CaS or MnS as they should merge together with a
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single set of rock salt XRD peaks. However, distinct peaks for CaS and CaxMn1−xS were
seen in the as-ground sample, indicating two phases with discontinuous composition ranges.
For 300 ◦C sample, even three distinct composition ranges were seen. It is also hard to
believe the mechanochemical process from ball milling can produce CaxMn1−xS (x ∼0.33),
which requires > 1000 ◦C to be thermodynamically stable. Chemically it makes more sense
that ball-milling made a new material that is stoichiometrically precise instead of a solid
solution. The same explanations on temperature behaviors apply where this new material
was not high-temperature stable and dissociated into CaS and MnS when heated. However,
these arguments require the new phase to have an ordered structure that is related to rock
salt, which was intriguing. Both scenarios (a solid solution and a new order phase) are
plausible and further studies were required to settle the debate.
Although no changes of crystalline phases were detected in the Sr–V–S system after ball
milling (i.e. the sample consisted of SrS, V, and S), their reactions at higher temperature
generated extra XRD peaks which were unable to be matched (Figure 8.3 and Figure 8.4).
The unmatched peaks in the diffraction patterns were similar for the two stoichiometries
tested: 2:1:4 and 1:4:7 Sr:V:S. After reactions at 300◦C, XRD peaks from SrS and V still
remained, but there appeared some additional peaks (Figure 8.3(b)). These peaks did not
have high intensity with 300 ◦C reactions (Figure 8.3). Unmatched peaks were more sig-
nificant with the reactions increased to 500 ◦C. With 2:1:4 Sr:V:S composition, the known
phases in the XRD pattern were SrS, whereas with 1:4:7 Sr:V:S composition, the known
phases were V5S8. However, there were additional peaks (Figure 8.3(c) and Figure 8.4(c))
that were similar for both compositions. We attribute these peaks to a new Sr-V-S phase.
Ternary SrV2S5 has been suggested to exist with its diffraction pattern shown, [206] but
no crystal structure of it was provided and its diffraction pattern does not fit that of our
samples. With the temperature further increased to 700 ◦C, nothing drastically happened
based on XRD but there were slight changes to the peaks of the unknown (Figure 8.3(d)
and Figure 8.4(d)). Therefore, the structure of this new phase might have slight variations
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Figure 8.2: XRD patterns with Rietveld refinement for the (a) ball-milled Ca, Mn, and S
(1:2:4), and their reaction products with (b) 300 ◦C, (c) 500 ◦C, and (d) 700 ◦C reactions.
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with temperature.
Another new phase was discovered in the Sr–Cr–S system (1:4:7 Sr:Cr:S) when the reaction
temperature was 700 ◦C (Figure 8.5). No significant phase changes happened with ball
milling and 300 ◦C heat treatment (Figure 8.5(a,b)). At 500 ◦C, Cr was fully reacted with S
to form Cr0.67S, and at this stage the phases consisted of SrS and Cr2S3 (Figure 8.5(c)). SrS
disappeared when the reaction temperature was increased to 700 ◦C. The overall diffraction
peak intensities for the 700 ◦C sample were not high, but they were sufficient for phase
matching. The only phase that can be matched was Cr2S3. Many additional Bragg peaks
are present that we could not associate with known structures. Therefore, it was expected
that a new phase was formed here, which was Sr-rich (Figure 8.5(d)).
Evidence for a new low-temperature phase was found in the Sr–Ni–S system (Figure 8.6).
No phase change happened with ball milling for SrS, Ni, and S (1:1:2 Sr:Ni:S) (Figure
8.6(a)). The reaction at 300 ◦C removed Ni with the introduction of NiS. However, SrS and
NiS could not account for all peaks (Figure 8.6(b)). Many strong peaks were seen, which we
suspected were due to the presence of a new phase. When reacted at 500 ◦C, this new phase
disappeared, and NiS underwent a phase transformation (Figure 8.6(c)). Little changes
to the system happened when reaction temperature increased to 700 ◦C (Figure 8.6(d)).
Therefore, it is suggested that this new phase is only potentially thermodynamically stable
at low temperature (< 500 ◦C)
These new structures discovered with ball milling reagents were not the same as the phases
predicted by DFT. The structures of these new phases need to be solved in the future.
8.4 Conclusions
We discovered the presence of at least 3 new sulfide materials while examining the phase
stabilities of a series of ternary sulfides and selenides. These new materials were made by
ball milling their reagents, and were not observed in the same reactions performed with
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Figure 8.3: XRD patterns with Rietveld refinement for the (a) ball-milled SrS, V, and S
(2:1:4 Sr:V:S), and their reaction products with (b) 300 ◦C, (c) 500 ◦C, and (d) 700 ◦C
reactions.
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Figure 8.4: XRD patterns with Rietveld refinement for the (a) ball-milled SrS, V, and S
(1:4:7 Sr:V:S), and their reaction products with (b) 300 ◦C, (c) 500 ◦C, and (d) 700 ◦C
reactions.
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Figure 8.5: XRD patterns with Rietveld refinement for the (a) ball-milled SrS, Cr, and S
(1:4:7 Sr:Cr:S), and their reaction products with (b) 300 ◦C, (c) 500 ◦C, and (d) 700 ◦C
reactions.
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Figure 8.6: XRD patterns with Rietveld refinement for the (a) ball-milled SrS, Ni, and S
(1:1:2 Sr:Ni:S), and their reaction products with (b) 300 ◦C, (c) 500 ◦C, and (d) 700 ◦C
reactions.
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reagents hand-ground using mortar and pestle. Although ball milling of the elements was
found to be very effective in forming binary selenides (for the metals Sr, Pb, Bi, La, Cu),
no strong evidence for the presence of unknown ternary selenides was seen. On the other
hand, based on XRD, we discovered evidence for the presence of 4 unknown sulfides, all of
them were strontium-based. A new possible Sr–V–S phase was identified to be present with
300 to 700 ◦C reaction temperature, although it might undergo slight structural changes
with temperature. A high-temperature phase of Sr–Cr–S was discovered that formed at 700
◦C and is assumed to be Sr-rich in composition. A new low-temperature and a new high-
temperature phase of Sr–Ni–S were identified. A low-temperature Sr–Ni–S phase formed at
300 ◦C but was no longer stable at 500 ◦C. We also saw behaviors in the Ca–Mn–S system that
could not be fully explained yet. While the X-ray patterns might be fit by the solid solution
CaxMn1−xS, they do not comply with known thermodynamic phase diagrams. The possibility
of having a new ordered Ca–Mn–S phase could not be ruled out. To summarize, using
ball milling or similar comminution techniques to reduce the kinetic barriers to inorganic




SUMMARY AND FUTURE WORK
Time-resolved studies were used to understand the thermodynamics and kinetics in two
reaction types: solvothermal synthesis and solid state synthesis. It was shown that thermo-
dynamic and kinetic information thus obtained can be used to understand the mechanisms of
reactions. The knowledge allowed us to improve synthesis designs and discover new inorganic
materials.
Ex situ studies were performed on the solvothermal formation of Cu4O3 by quenching
the reactions, which allowed the construction of kinetic maps and the proposal of reaction
mechanisms. In situ examination using EDXRD gave further support for these mechanisms.
Solvothermal chemistries were tested by substituting DMF in the solvent with other reagents,
which allowed us to discover four new Cu-containing crystalline phases. One of them had
its crystal structure solved and was found to possess a unique stereochemistry.
In situ lab XRD was used to reveal the factors relevant to the solid state formation of
Fe2SiS4. Inspired by the effective factors that expedited Fe2SiS4 formation, investigations of
new inorganic materials were carried out in various ternary sulfide and selenide systems. BaS3
was used as a reactive flux to discover flux-assisted crystallization of Ba–Fe–S compounds.
Both lab and synchrotron in situ XRD revealed the formation of unknown phases crystallized
from the flux. Ball milling was performed on the reagents used in solid state synthesis, which
formed products that were different from that made using hand mortar-and-pestle grinding
in some systems. The existence of three new materials was suggested in systems of Sr–V–S,
Sr–Cr–S, and Sr–Ni–S.
We have discovered many new materials based on the observation of unmatched diffraction
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patterns: 4 Cu-containing inorganic materials with organic groups, 5 flux-grown Ba–Fe–
S crystals, and 3 other ternary sulfides containing Sr, and a possible ordered Ca–Mn–S
structure. Except for one copper-tris(ethylenediamine) compound, the crystal structures
of the other newly discovered phases are not solved yet. With the present information
available, structure solutions are challenging. The best way to carry out structure solution
is to prepare these samples as single crystals, which requires optimization of the synthesis
and crystal growth. For the Cu-containing powders developed by solvothermal synthesis,
neutron diffraction in conjugation with X-ray diffraction will be needed so that C, H, N,
and O can have more contributions to diffraction. Elemental analysis and thermal analysis
also aid determination of phase compositions. For the ternary sulfides, elemental analysis on
a small volume-scale (e.g. energy-dispersive X-ray spectroscopy with transmission electron
microscopy) would help to suggest approximate compositions of the new materials. If phase
pure samples can be made by adjustment of precursor stoichiometries, structure solution
will be made more straightforward with the help of high-resolution synchrotron diffraction
at 11-BM-B in APS.
Several of our in situ environments for synchrotron diffraction had unforeseen shortcomings
that can be improved upon. Better in situ monitoring of solvothermal reactions with EDXRD
can be realized with the following: a larger gauge volume (∼2mm in each direction), higher
X-ray energies, a smaller scattering angle, and a specially-designed sample holder to fix the
sample position. The use of in situ diffraction in 17-BM-B for high-temperature solid state
reactions in capillaries can also be improved upon by having a shorter capillary length (or
longer heating coil lengths) and a smaller sampling length. An automated tool of computer-
aided analysis of cluster diffraction patterns can also be used to detect and group similar
patterns. The Bruker PolySNAP 3 suite is a potential candidate for this purpose. This
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