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Abstract
This paper studies the related problems of denoising, covariance estimation, and principal component
analysis for the spiked model with heteroscedastic noise. We consider an estimator of the principal
components based on whitening the noise, and we derive optimal singular value and eigenvalue denoisers
for use with these estimated principal components. As part of this derivation, we obtain new asymptotic
results for the high-dimensional spiked model with heteroscedastic noise, and consistent estimators for
the relevant population parameters. We extend previous analysis on out-of-sample prediction to the
setting of predictors with whitening.
We demonstrate the advantages of noise whitening theoretically and through simulations. Specifically,
we prove that in a certain asymptotic regime, optimal singular value denoising with whitening converges
to the best linear predictor, whereas without whitening it converges to a suboptimal linear filter. We
show that for generic signals, whitening improves estimation of the principal components, and increases a
natural signal-to-noise ratio of the observations. We also show that our estimated principal components
achieve the optimal minimax rate for subspace estimation in the spiked model.
1 Introduction
Singular value shrinkage and eigenvalue shrinkage are popular methods for denoising data matrices and
covariance matrices. Singular value shrinkage is performed by computing a singular value decomposition
of the observed matrix Y , adjusting the singular values, and reconstructing. The idea is that when
Y = X +N , where X is a low-rank signal matrix we wish to estimate, the additive noise term N inflates
the singular values of X; by shrinking them we can move the estimated matrix closer to X, even if
the singular vectors remain inaccurate. Similarly, eigenvalue shrinkage for covariance estimation starts
with the sample covariance of the data (the columns of Y ), and shrinks its eigenvalues. There has been
significant recent activity on deriving optimal shrinkage methods [34, 18, 32, 16, 17, 14, 15], and applying
them to various scientific problems [8, 2, 31].
A standard setting for analyzing the performance of these methods is the spiked covariance model
[25, 5, 33, 3, 14]. Here, the observation matrix is composed of iid columns Yi in Rp, i = 1, . . . , n from
some distribution consisting of signal vectors Xi lying on a low-dimensional subspace, plus independent
noise vectors εi with some covariance matrix Σε. The theory for prediction of X1, . . . , Xn in the spiked
model with orthogonally invariant noise, i.e. when Σε = σ
2I, is very well-developed [16, 34, 18]. Singular
value shrinkage is known to be minimax optimal, and asymptotically optimal shrinkers have been derived
for a wide variety of loss functions.
However, since it is rare to encounter orthogonally invariant noise in applications, a natural question is
what procedure to use when Σε is not a multiple of the identity; that is, when the noise is heteroscedastic.
The paper [32] derives optimal singular value shrinkers for general noise matrices, so long as the singular
vectors of the signal and noise matrices are sufficiently incoherent with respect to each other. Other
recent work on PCA with heteroscedastic noise includes [39], which is concerned with optimal subspace
estimation, and [22, 20, 21], which study observations with white noise of varying strength.
In this paper, we take a different approach to the setting of heteroscedastic noise. We study the effect
of whitening the noise; that is, working in rescaled coordinates, in which the noise is white. We first
estimate the noise covariance matrix Σε. We then normalize, or whiten, the observations Yi by applying
Σ
−1/2
ε ; the resulting vectors Y
h
i consist of a transformed signal component X
h
i = Σ
−1/2
ε Xi, plus isotropic
noise Gi = Σ
−1/2
ε εi. Singular value shrinkage is then performed on this new, whitened observation matrix,
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after which the inverse transformation Σ
1/2
ε is applied. Similarly, we perform eigenvalue shrinkage to the
sample covariance of the whitened data, and then apply the inverse transformation.
While the applicability of this approach is restricted to cases when Σε can be consistently estimated,
when it does apply it has a number of advantages over competing methods. First, in the classical “large
n” asymptotic limit our method of singular value denoising is equivalent to the optimal linear predictor of
the data, an oracle method that requires knowledge of the population principal components. By contrast,
singular value shrinkage without whitening (as in [32]) is equivalent to a strictly suboptimal linear filter.
Further, we show that under certain modelling assumptions, whitening improves the estimation of the
population singular vectors, and achieves the optimal rate of subspace estimation as derived in [39].
Next, because we compute the SVD of a matrix with isotropic noise, we impose weaker assumptions on
the principal components of the signal vectors. Finally, the computational load of our methods is lighter,
as we require computation of only the dominant singular vectors and values of the whitened observation
matrix, and not the full singular value spectrum.
We emphasize that the procedures we describe are not singular value or eigenvalue shrinkage; that
is, they are not equivalent to performing singular value shrinkage to the data matrix Y , or eigenvalue
shrinkage to the sample covariance. However, the middle steps of our procedures do perform shrinkage
to the whitened data or covariance matrices, and the question then arises: what are the optimal singular
values/eigenvalues to use? While whitening has been used with shrinkage in previous works (e.g. in
[29, 12, 8]) it appears that the question of optimal shrinkage has never been addressed, and suboptimal
spectral denoisers have always been employed. In this paper, we derive the precise choice of optimal
singular values and eigenvalues, and show, using new asymptotic results, how to consistently estimate
them from the observed data.
1.1 The observation model
We now specify the precise model we will be studying in this paper. We observe iid vectors Y1, . . . , Yn
in Rp, of the form:
Yi = Xi + εi, (1)
where
Xi =
r∑
k=1
`
1/2
k zikuk (2)
is a low-rank signal with random zik satisfying Ezik = 0 and Var(zik) = 1; and
εi = Σ
1/2
ε Gi (3)
is a Gaussian noise vector with covariance Σε, i.e. the entries of Gi = (gi1, . . . , gip)
> are iid N(0, 1). The
noise vectors Gi are drawn independently from the zik’s. The numbers `k are positive and placed in
descending order:
`1 > · · · > `r > 0. (4)
Because Ezik = 0 and Var(zik) = 1, the value `k is the variance of the signal Xi along the vector uk.
The vectors uk are called the principal components (PCs) of the random vector X. To distinguish them
from estimated vectors, we will call them the population PCs.
We note now that the assumption that Xi has mean zero is not essential; all the results of this paper
will go through almost without modification if we first estimate the mean of X by the sample mean and
subtract it from each observation Yi. For simplicity, we will assume that Xi is subgaussian, i.e. that the
zik’s are subgaussian random variables; again, this assumption is made for convenience only (to limit the
technical conditions necessary for our theory), and can certainly be relaxed.
As we are primarily interested in the high-dimensional setting for this problem, we will let the number
of variables p = pn grow with n. Specifically, we will assume that the limit
γ = lim
n→∞
pn
n
(5)
is well-defined and finite.
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We impose a certain incoherence assumption relating the noise covariances Σε and the principal
components of the signal, uk. Specifically, we will assume that:
lim
p→∞
u>j Σ
−1
ε uk =
{
0, if j 6= k
τk, if j = k
, (6)
where τk is a finite, positive value, unknown a priori. We assume that the spectrum of Σε stays bounded
between amin > 0 and amax <∞.
The assumption (6) is significantly weaker than assumptions in related works [32, 12]. For example,
(6) will hold if the entries of uk are drawn iid from a fixed distribution, or if the entries are independently
drawn with differing variances (for example, uk = Dwk/‖Dwk‖, where the entries of wk are iid and D
is a diagonal matrix of bounded operator norm); this can include the case where a fixed proportion of
entries of uk are deterministically set to zero. Another example is if the matrix Σε is diagonal and the
vectors uk have disjoint supports.
Finally, in order to have well-defined asymptotics in the large p, large n regime, we will assume that
the normalized trace of Σε has a well-defined limit, which we will denote by µε:
µε = lim
p→∞
tr(Σε)
p
∈ (0,∞). (7)
We will denote the normalized observed matrix by Y = [Y1, . . . Yn]/
√
n, and the normalized noise
matrices by G = [G1, . . . , Gn]/
√
n and N = [ε1, . . . , εn]/
√
n = Σ
1/2
ε G.
1.2 The estimation problems
For the denoising problem, our task is to obtain a prediction for the signal vectors Xi, or equivalently the
normalized signal matrix X = [X1, . . . , Xn]/
√
n. Throughout, we will use the asymptotic mean squared
error to measure the accuracy of an estimator Xˆ:
AMSE = lim
n→∞
E‖Xˆ −X‖2F = lim
n→∞
1
n
n∑
i=1
‖Xˆi −Xi‖2 (8)
For the covariance estimation problem, our goal is to estimate the covariance of the signal vectors,
Σx = E[XjX>j ] (under the convention that the Xj are mean zero). We will denote our estimator as Σˆx.
For this problem, we will consider a larger family of loss functions L(Σˆx,Σx); for instance, Frobenius loss
L(Σˆx,Σx) = ‖Σˆx −Σx‖2F , or operator norm loss L(Σˆx,Σx) = ‖Σˆx −Σx‖2op. For a specified loss function
L, we seek to minimize the asymptotic values of these loss functions for our estimator,
lim
n→∞
EL(Σˆx,Σx). (9)
For both the data estimation and covariance estimation problems, it will be a consequence of our
analysis that the limits of the errors are, in fact, well-defined quantities.
1.3 Spectral shrinkage for denoising and covariance estimation
A standard method for predicting the matrix X from the observed matrix Y is known as singular value
shrinkage. We will define singular value shrinkage in detail in Section 2.2. Briefly, it is performed by
leaving fixed the singular vectors of Y , while adjusting its singular values. The idea is to deflate the
empirical singular values to remove the effects of noise.
More precisely, if the singular value decomposition of Y is given by Y = Uˆ · Λˆ · Vˆ >, then Xˆ is given
by:
Xˆ = Uˆ · Sˆ · Vˆ >. (10)
where Sˆ is a diagonal matrix. It is shown in [16] that when the noise matrix N is white Gaussian noise,
or in other words Σε = Ip, then singular value shrinkage is minimax optimal for predicting X from Y .
In [18], the optimal singular value shrinkers are derived for isotropic (but not necessarily Gaussian)
noise for a large family of loss functions, not just the Frobenius norm loss we consider in this paper. The
effectiveness of this method rests on the asymptotic spectral theory of the data matrix Y developed in
[33, 7] among others.
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In the paper [32], the optimal singular value shrinker (known as ‘OptShrink’) is derived under much
more general conditions on the noise matrix N , by exploiting the general asymptotic spectral theory
developed in [7] for non-isotropic noise. While OptShrink may be effectively applied when the noise is
non-isotropic, it then requires the signal principal components to be essentially random.
For the problem of estimating the population covariance Σx, a standard method is eigenvalue shrink-
age. Similarly to singular value shrinkage for estimating X, eigenvalue shrinkage leaves fixed the eigen-
vectors of the sample covariance Σˆy =
∑n
j=1 YjY
>
j = Y Y
> (equivalently, the left singular vectors of
Y ), and replaces the eigenvalues by estimated values intended to reduce the effect of the noise. More
precisely, if Σˆy = Uˆ · Λˆ2 · Uˆ> is the eigendecomposition of Σˆy, then the estimated covariance matrix is of
the form:
Σˆx = Uˆ · Lˆ · Uˆ> (11)
where Lˆ is a diagonal matrix of estimated eigenvalues.
It is often natural to consider different loss functions for measuring the error in covariance estimation,
which can vary depending on the statistical problem at hand. A discussion of this point may be found in
[15], and the references contained within. The paper [14] derives optimal eigenvalue shrinkers for a very
large collection of loss functions. Their method is restricted to white noise, i.e. where Σε is a multiple of
the identity matrix.
1.4 Spectral shrinkage with noise whitening
In this paper, we will consider a procedure related to singular value shrinkage, but with a crucial dif-
ference. Rather than perform the singular value decomposition of the raw data Y , we first perform a
change of variables to whiten the noise, εi. Specifically, we replace the observations Yi with the whitened
observations
Y hi = HXi +Hεi = X
h
i +Gi, (12)
where H = Σ
−1/2
ε is the whitening transformation. In Section 4.3 we will discuss the estimation of H
when it is not available a priori. The vectors Y hi are still of the form “low rank plus noise”, but the noise
term has been transformed into an isotropic Gaussian.
We then perform singular value shrinkage on the matrix Y h = [Y h1 , . . . , Y
h
n ]. More precisely, if
uˆh1 , . . . , uˆ
h
r and vˆ1, . . . , vˆr are the top left and right, respectively, singular vectors of Y
h, then we define
Xˆh =
r∑
k=1
tk · uˆhk · vˆ>k (13)
for singular values tk which we will determine. Xˆ
h is a predictor of the transformed matrix Xh; so we
arrive at a predictor for X itself by applying the inverse change of variables H−1. That is, we define our
predictor of X to be:
Xˆ =
r∑
k=1
tk ·H−1uˆhk · vˆ>k . (14)
This three-step procedure (whiten, shrink, unwhiten) depends on the choice of singular values tk used
in the middle step. As we will show, it turns out that it is possible to consistently estimate the optimal
singular values tk. We will present this derivation in Section 4.1.
For the problem of covariance estimation, we again consider a procedure related to eigenvalue shrink-
age from [14], but with a critical distinction. Again, we first transform each observation into Y hi =
HXi +Hεi = X
h
i +Gi, whitening the noise. We then form the sample covariance
Σˆhy =
n∑
j=1
Y hj (Y
h
j )
>. (15)
We perform eigenvalue denoising to this whitened covariance matrix.
Finally, we take this denoised covariance matrix, and apply the inverse whitening transformation
H−1. As with singular value shrinkage, this three-step procedure of whitening, shrinking the eigenvalues,
and unwhitening depends on the choice of eigenvalues for the middle step. In Section 4.2, we will show
that for all the loss functions considered in [14], the optimal eigenvalues can be consistently estimated.
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1.5 Subspace estimation and PCA
The eigenspace of the estimated covariance Σˆx (equivalently, the left singular subspace of Xˆ) are not
spanned by the singular vectors of the raw data matrix Y . Rather, they are spanned by the vectors
uˆk =
H−1uˆhk
‖H−1uˆhk‖
, 1 ≤ k ≤ r. (16)
We will show in Theorem 3.4 that asymptotically these vectors are pairwise orthogonal. Consequently,
we treat them as estimates of the principal components of the signal vectors Xj .
In Section 7, we will show that, in a certain “generic” model, these estimated PCs uˆ1, . . . , uˆr improve
upon estimation of the population PCs u1, . . . , ur, as compared to the left singular vectors of Y . We will
show too that they achieve the minimax rate of principal subspace estimation derived in [39]. That is,
in a certain sense they are optimal estimators of the principal components.
Furthermore, we also show that the right singular vectors vˆ1, . . . , vˆr are improve upon the estimation
of the right singular vectors of X, as compared to the right singular vectors of the raw data matrix Y . In
Section 7.3, we also show that for generic signals a natural notion of the “signal-to-noise” ratio is larger
for the whitening matrix Y h than for the raw data matrix Y .
1.6 Singular value shrinkage and linear prediction
In Section 5, we show that in the γ = 0 regime, singular value shrinkage with whitening converges to
the optimal linear predictor of the data, while shrinkage without whitening will converge to a different,
typically suboptimal, linear filter. In this sense, not only is shrinkage with whitening preferable to no
whitening, but the whitening transform is the optimal change of coordinates to apply to the data before
shrinking in the classical (γ = 0) regime.
In Section 6, we also derive the optimal coefficients for the out-of-sample prediction problem, first
described in [12]. In this problem, we use the empirical PCs uˆ1, . . . , uˆr to denoise an out-of-sample ob-
servation, drawn independently from the in-sample data Y1, . . . , Yn that was used to estimate uˆ1, . . . , uˆr.
We show that the AMSE for singular value shrinkage is identical to the asymptotic expected loss achieve
by out-of-sample denoising, which extends a result of [12].
1.7 Related work and our contributions
There have been a number of recent papers on the spiked model with heteroscedastic noise. The paper [39]
devises an iterative algorithm for estimating the principal subspace of Xj in this setting, and proves that
their method achieves the optimal error rate. Our method uses a different estimator for the population
PCs, which achieves an error that matches the optimal rate of [39]. Additionally, we derive precise
characterizations of the angles between our estimated PCs and the population PCs which allows us to
derive optimal spectral shrinkers for denoising and covariance estimation. However, unlike the method
of [39], we require knowledge of the noise covariance.
The papers [22, 20, 21] consider a related model in which each observation Yj has white noise, but
with noise strengths that vary across the observations. In [21], they show that when the signal energy
and noise energy are fixed, subspace estimation is optimal when the noise is white. The proof of our
Theorem 7.1 builds on this result, by combining it with our analysis of how the angles between the
empirical and population PCs change after whitening.
A number of previous papers have designed optimal spectral denoisers for data and covariance matrices
in the low-rank spiked model in high dimensions, under slightly different modeling assumptions. For
matrices with additive isotropic Gaussian noise, the paper [34] designed asymptotically optimal singular
value shrinkers for the Frobenius loss, while [18] designed optimal singular value shrinkers for isotropic
Gaussian noise for a much larger class of orthogonally invariant loss functions. The paper [32] designed
optimal shrinkers for a very broad range of noise distributions. The paper [14] derived optimal eigenvalue
shrinkers for a wide range of loss functions for white noise. We will review the essential elements of these
works in Section 2.
The whitening procedure we describe in this work is an example of what is called weighted PCA, in
which weights are applied to individual variables before the principal components are computed [26, 24].
The inverse standard deviation of the noise, as we advocate in this work, is a standard choice of weights
[36, 38, 37]; in that sense, the present work can be seen as providing a theoretical justification for this
already widely-used choice.
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For the specific tasks of prediction and covariance estimation in the spiked model with heteroscedas-
tic noise, previous works have proposed pairing the whitening transformation with spectral denoising.
The paper [29] proposes the use of whitening in conjunction with exponential family noise models for
covariance estimation. The paper [12] proposes whitening in the context of transformed spiked models
for data prediction. The paper [8] uses whitening and eigenvalue shrinkage for covariance estimation.
However, in the aforementioned previous works, suboptimal spectral denoisers were employed. For
singular value shrinkage, this meant that the values tk used do not minimize the Frobenius loss between
Xˆ and X. In this paper, we show how to derive explicit, estimable formulas for the optimal tk. These
formulas are based on deriving asymptotic limits for the angles between the population singular vectors
and the empirical singular vectors that arise after whitening. Like those in the spiked model with isotropic
noise, the new limiting formulas we derive are simple, algebraic expressions that can be consistently
estimated from the observed data itself. We do the same for estimating the optimal eigenvalues for
covariance estimation.
Furthermore, we also present a new understanding of singular value shrinkage procedures by explicitly
relating them to linear predictors. More precisely, we show that singular value shrinkage converges in
the γ = 0 limit to a linear filter of the data, and singular value shrinkage with whitening converges to
the optimal linear filter. The underlying reason for this is that the γ = 0 regime, the empirical principal
components converge to the eigenvectors of the sum of the signal and noise covariance matrices. In
general, these matrices will not commute, and their eigenvectors are therefore not the true principal
components of the Xi. However, after the whitening procedure the noise covariance is the identity matrix,
which commutes with the transformed signal covariance and thereby ensures consistent estimation of the
population principal components. This analysis is performed in Section 5. As part of the same framework,
in Section 6 we extend results from [12] on the out-of-sample prediction problem, where the singular
vectors from an initial pool of data are used to denoise an independent, out-of-sample observation.
2 Preliminaries
In this section, we will review known results on the asymptotic spectral theory of the spiked model,
singular value shrinkage, and eigenvalue shrinkage. This will also serve to introduce notation we will use
throughout the text.
2.1 Asymptotic spectral theory of the spiked model
The spectral theory of the observed matrix Y has been thoroughly studied in the large p, large n regime,
when p = pn grows with n. We will offer a brief survey of the relevant results from the literature
[33, 7, 12].
In the case of isotropic Gaussian noise (that is, when Σε = Ip), the r largest singular values of the
matrix Y converge to λk, defined by:
λ2k =
{
(`k + 1)(1 + γ/`k), if `k >
√
γ,
(1 +
√
γ)2, if `k ≤ √γ
. (17)
Furthermore, the top singular vectors uˆyk and vˆ
y
k of Y make asymptotically deterministic angles
with the singular vectors uk and vk of X. More precisely, the absolute cosines |〈uˆyj , uk〉| converge to
ck = ck(γ, `k), defined by
c2k =
{
1−γ/`2
1+γ/`
if j = k and `k >
√
γ
0 otherwise
, (18)
and the absolute cosines |〈vˆyj , vk〉| converge to c˜k = c˜k(γ, `k), defined by
c˜2k =
{
1−γ/`2
1+1/`
if j = k and `k >
√
γ
0 otherwise
. (19)
We note that when `k >
√
γ, the map `k 7→ λk is invertible, implying that the population variances
`k can be estimated from the observed data. Since ck and c˜k are functions of `k and the aspect ratio γ,
these quantites can then also be estimated.
The papers [7, 12] derive the asymptotics for more general noise matrices N . The formulas are defined
in terms of the Stieltjes transform [4] of the asymptotic distribution of singular values of Y , which can
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be estimated consistently using the observed singular values of Y , albeit at greater computational cost
as a full SVD is required instead of computation of just the top r singular values.
2.2 Optimal shrinkage with Frobenius loss and white noise
We defined the class of shrinkage estimators in Section 1.3. We will now review the theory of shrinkage
with respect to Frobenius loss; we briefly mention that the paper [18] extends these ideas to a much
wider range of loss functions for the spiked model.
We suppose that our predictor of X is a rank r matrix of the form
Xˆ =
r∑
k=1
tk · uˆk · vˆ>k , (20)
where uˆk and vˆk are estimated vectors. We will assume that the vectors vˆk are orthogonal, and that
their cosines with the population vectors vk of X are asymptotically deterministic. More precisely, we
assume that 〈vj , vˆk〉2 → c˜2k when j = k, and converges to 0 when j 6= k. Similarly, we will assume that
〈uj , uˆk〉2 → c2k when j = k, and converges to 0 when j 6= k; however, we do not need to assume that the
uˆk’s are orthogonal for the purposes of this derivation.
Expanding the squared Frobenius loss between Xˆ and X and using orthogonality, we get:
‖Xˆ −X‖2F =
∥∥∥∥∥
r∑
k=1
(
tkuˆkvˆ
>
k − `1/2k ukv>k
)∥∥∥∥∥
2
F
=
r∑
k=1
∥∥∥tkuˆkvˆ>k − `1/2k ukv>k ∥∥∥2
F
+
∑
j 6=k
〈
tj uˆj vˆ
>
j − `1/2j ujv>j , tkuˆkvˆ>k − `1/2k ukv>k
〉
F
∼
r∑
k=1
‖tkuˆkvˆ>k − `1/2k ukv>k ‖2F . (21)
Since the loss separates over the different components, we may consider each component separately.
Using the asymptotic cosines, we have:
‖tkuˆkvˆ>k − `1/2k ukv>k ‖2F ∼ t2k + `k − 2`1/2k ck c˜ktk, (22)
which is minimized by taking
tk = `
1/2
k ck c˜k. (23)
These values of tk, therefore, are the optimal ones for estimating X in Frobenius loss.
Furthermore, we can also derive an estimable formula for the AMSE. Indeed, plugging in tk = `
1/2
k ck c˜k
to (22), we get:
AMSE =
r∑
k=1
`2k(1− c2k c˜2k). (24)
Note that this derivation of the optimal tk and the AMSE does not require the vectors uˆk and vˆk to
be the singular vectors of Y . Rather, we just require the asymptotic cosines to be well-defined. However,
to be able to implement this procedure, estimates of `k, ck and c˜k must be available.
2.3 Eigenvalue shrinkage for covariance estimation
Similar to the task of estimating the data matrix X is estimating the covariance matrix Σx = E[XjX>j ] =∑r
k=1 `kuku
>
k . The procedure we consider in this setting is known as eigenvalue shrinkage. Given
estimates uˆ1, . . . , uˆr of the PCs u1, . . . , ur, we consider estimators of the form
Σˆx =
r∑
k=1
t2kuˆkuˆ
>
k , (25)
where t2k are estimated population eigenvalues, which it is our goal to determine.
In [14], a large family of loss functions are considered for estimating Σx in white noise. All these
loss functions satisfy two conditions. First, they are orthogonally-invariant, meaning that if both the
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estimated and population PCs are rotated, the loss does not change. Second, they are block-decomposable,
meaning that if both the estimated and population covariance matrices are in block-diagonal form, the
loss can be written as functions of the losses between the individual blocks.
The method of [14] rests on an observation from linear algebra. If (asymptotically) the 〈uˆk, uk〉 = ck,
and uˆj ⊥ uk for all 1 ≤ j 6= k ≤ r, then there is an orthonormal basis of Rp with respect to which both
Σx and any rank r covariance Σˆx are simultaneously block-diagonalizable, with r blocks of size 2-by-2.
More precisely, there is a p-by-p orthogonal matrix O so that:
OΣxO
> =
r⊕
k=1
Ak, (26)
and
OΣˆxO
> =
r⊕
k=1
ˆ`
kBk, (27)
where
Ak =
(
`k 0
0 0
)
, (28)
and
Bk =
(
c2k ck
√
1− c2k
ck
√
1− c2k 1− c2k
)
. (29)
If L(Σˆ,Σ) is a loss function that is orthogonally-invariant and block-decomposable, then the loss
between Σx and Σˆx decomposes into the losses between each Ak and Bk, which depend only on the one
parameter ˆ`k. Consequently,
ˆ`
k = arg min
`
L(Ak, `Bk). (30)
The paper [14] contains solutions for ˆ`k for a wide range of loss functions L. For example, with Frobenius
loss, the optimal value is ˆ`k = `kc
2
k, whereas for operator norm loss the optimal value is ˆ`k = `k. Even
when closed form solutions are unavailable, it is straightforward to perform the mimimization numerically.
3 Asymptotic theory
In this section, we will prove several new results about the spiked model with heteroscedastic noise.
Specifically, we will derive expressions for the asymptotics cosines between the empirical PCs we will use
and the population PCs, as well as limiting values for other parameters we will need. These results will
be used in Sections 4 and 6 to derive the optimal estimation and denoising procedures for singular value
shrinkage, covariance estimation, and out-of-sample denoising.
We define `hk = `k · τk, and define chk > 0 by:
(chk)
2 =

1−γ/(`hk)2
1+γ/`h
k
if j = k and `hk >
√
γ
0 otherwise
, (31)
and let shk =
√
1− (chk)2.
We also define:
c˜2k =

1−γ/(`hk)2
1+1/`h
k
if j = k and `hk >
√
γ
0 otherwise
, (32)
and s˜k =
√
1− c˜2k.
Because of the incoherence condition (6), the vectors uhk are asymptotically pairwise orthogonal.
Consequently, the following result follows immediately from [33, 7]:
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Theorem 3.1. If p/n→ γ > 0 as n→∞, the kth largest singular value of Y h converges almost surely
to
λhk =

√
(`hk + 1)
(
1 + γ
`h
k
)
if `hk >
√
γ
1 +
√
γ otherwise
. (33)
Furthermore, we have the almost sure limits:
〈uhk , uˆhk〉2 → (chk)2, 〈vk, vˆk〉2 → c˜2k. (34)
The first result we state is an asymptotic formula for ‖Σ1/2ε uˆhk‖. While this quantity is directly
estimable from the observations, this formula will later be used to derive an estimate for the parameters
τk.
Proposition 3.2. If p/n→ γ > 0 as n→∞, we have the almost sure limit:
lim
p→∞
‖Σ1/2ε uˆhk‖2 = (c
h
k)
2
τk
+ (shk)
2µε. (35)
The next result characterizes the angles of uˆk with the population principal components uj . It
provides a way to estimate the cosines 〈uk, uˆk〉 between the empirical and population PCs, values that
are used to define the optimal spectral denoisers.
Theorem 3.3. If p/n→ γ > 0 as n→∞, we have the almost sure limit:
〈uj , uˆk〉2 → c2jk =

(chk)
2
(ch
k
)2+(sh
k
)2·µε·τk
if j = k and `hk >
√
γ;
0, otherwise
. (36)
Finally, we show that asymptotically, the empirical PCs uˆk are pairwise orthonormal. This justifies
calling them “empirical principal components”, and will allow us to perform eigenvalue denoising for
covariance estimation.
Theorem 3.4. For 1 ≤ j 6= k ≤ r,
lim
p→∞
〈uˆj , uˆk〉 = 0 (37)
almost surely.
3.1 Proof of Proposition 3.2, Theorem 3.3 and Theorem 3.4
Let W = span{uh1 , . . . , uhr} be the r-dimensional subspace spanned by the population PCs. For fixed n
and p, write
uˆhk = c
h
kw
h
k + s
h
k u˜
h
k , (38)
where (ckk)
2 + (skk)
2 = 1, and whk ∈W , and u˜hk ⊥W are unit vectors. Because the whitened noise matrix
is Gaussian, and hence orthogonally invariant, the vector u˜hk is uniformly distributed over the unit sphere
in W⊥. Since the dimension of W is fixed, it follows immediately from Proposition 6.2 in [6] that for
any unit vector x ∈ Rp independent of u˜hk , and any matrix A with bounded operator norm, the following
limits hold almost surely:
lim
p→∞
(u˜hk)
>x = 0, (39)
and
lim
p→∞
{
(u˜hk)
>Au˜hk − 1
p
tr(A)
}
= 0. (40)
From Theorem 3.1, we know (whk )
>uhk → 1 and (whk )>uhj → 0 almost surely; and chk → chk almost
surely. Consequently, we can write
uˆhk = c
h
ku
h
k + s
h
k u˜
h
k + ψ (41)
where ‖ψ‖ → 0 almost surely as p→∞. The inner product of ψ with any vectors of bounded norm will
therefore also converge to 0. As a short-hand, we will write:
uˆhk ∼ chkuhk + shk u˜hk , (42)
to indicate that the norm of the difference of the two sides converges to 0 almost surely as p→∞.
With this set-up, we now proceed to prove Proposition 3.2 and Theorems 3.3 and 3.4.
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3.1.1 Proof of Proposition 3.2
Because we have
uhk =
Huk
‖Huk‖ ∼
Σ
−1/2
ε uk√
τk
, (43)
from (42) we then have:
Σ1/2ε uˆ
h
k ∼ chk uk√
τk
+ shkΣ
1/2
ε u˜
h
k , (44)
where we have again used “∼” to indicate that the norm of the difference between the two sides converges
to 0 almost surely as p→∞.
Taking the squared norm of each side of (44) and using (39) and (40), we obtain:
‖Σ1/2ε uˆhk‖2 ∼ (c
h
k)
2
τk
+ (shk)
2‖Σ1/2ε u˜hk‖2 ∼ (c
h
k)
2
τk
+ (shk)
2µε, (45)
This completes the proof.
3.1.2 Proof of Theorem 3.3
As in the proof of Proposition 3.2, we have:
Σ1/2ε uˆ
h
k ∼ chk uk√
τk
+ shkΣ
1/2
ε u˜
h
k . (46)
Taking inner products with uk and using (39) and (40), we obtain:
〈uk,Σ1/2ε uˆhk〉 ∼ c
h
k√
τk
+ shk(u
>
k Σ
1/2
ε u˜
h
k) ∼ c
h
k√
τk
. (47)
Consequently, from Proposition 3.2 we have:
〈uk, uˆk〉2 ∼ (c
h
k)
2
τk
(
(chk)
2
τk
+ (shk)
2µε
)−1
=
(chk)
2
(chk)
2 + (shk)
2µετk
, (48)
which shows the claim when j = k.
When j 6= k, we take inner products of each side of (46) with uj . From the orthogonality of uk and
uj , and again using (39) and (40), we have:
〈uj ,Σ1/2ε uˆhk〉 ∼ 0, (49)
which completes the proof.
3.1.3 Proof of Theorem 3.4
The proof rests on the following result, which implies that u˜hj and u˜
h
k are asymptotically orthogonal with
respect to any weighted inner product.
Lemma 3.5. Suppose X =
∑r
k=1 `
1/2
k wkv
>
k is a p-by-n rank r matrix, and G is a matrix with iid
Gaussian entries gij ∼ N(0, 1/n). Let wˆ1, . . . , wˆm be the left singular vectors of Y = X + G, where
m = min(p, n), and write
wˆk ∼ ckwk + skw˜k (50)
where w˜k is orthogonal to w1, . . . , wr. Then for any sequence of matrices A = Ap with bounded operator
norms and any 1 ≤ j 6= k ≤ r,
lim
p→∞
w˜>j Aw˜k = 0 (51)
almost surely.
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Proof. First, we prove the cases where A = Ip; that is, we show w˜j and w˜k are asymptotically orthogonal
whenever 1 ≤ j 6= k ≤ r. Indeed, we have
sjsk〈w˜j , w˜k〉 ∼ 〈wˆj , wˆk〉+ cjck〈wj , wk〉 − cj〈wj , wˆk〉 − ck〈wk, wˆj〉
= −cj〈wj , wˆk〉 − ck〈wk, wˆj〉. (52)
Since w˜j and w˜k are uniformly distributed on the subspace orthogonal to w1, . . . , wr, the inner products
〈wj , wˆk〉 and 〈wk, wˆj〉 both converge to 0 almost surely as p→∞, proving the claim.
Now we turn to the proof for general A. Let G denote the group of orthogonal transformations of Rp
that leave w1, . . . , wr fixed. Then if O is any orthogonal matrix in G, the distribution of Y and OY are
identical; consequently, the distribution of w˜1, . . . , w˜m are invariant to G. In particular, the distribution
of the matrix W˜ = [w˜1, . . . , w˜p−r] is G-invariant (if p > n + r, the last columns of W˜ may be taken to
be random unit vectors). Let W˜ ′ = [w˜′1, . . . , w˜
′
p−r] be the matrix constructed from W˜ after performing
the Gram-Schmidt procedure to its columns. Of course, the distribution of W˜ ′ is also G-invariant.
Furthermore, since w˜j and w˜k are asymptotically orthogonal for 1 ≤ j 6= k ≤ r, ‖W˜r − W˜ ′r‖ → 0, where
W˜r = [w˜1, . . . , w˜r] and W˜
′
r = [w˜
′
1, . . . , w˜
′
r].
We let wr+1, . . . , wp denote an orthonormal basis of the subspace of Rp orthogonal to w1, . . . , wr.
Write
w˜′k =
p∑
j=r+1
βj,kwj , (53)
and let P : Rp → Rp−r denote the projection operator, so that:
bk ≡ Pw˜′k = (β1,k, . . . , β(p−r),k)>. (54)
Then the (p − r)-by-(p − r) matrix B = (βjk) = [b1, . . . , bp−r] is orthogonal, and has an orthogonally-
invariant distribution, since any (p − r)-by-(p − r) orthogonal matrix may be uniquely identified with
a p-by-p orthogonal matrix in G that leaves w1, . . . , wr fixed. By the uniqueness of the Haar measure
over the orthogonal group O(p − r), the matrix B has the same distribution as a matrix generated by
selecting columns at random and performing Gram-Schmidt. But then
b>j PAP
>bk → 0 (55)
almost surely as p→∞. Since w˜′k = P>bk and ‖W˜r − W˜ ′r‖ → 0, this proves that
w˜>j Aw˜k → 0 (56)
almost surely too, as desired.
With this result in hand, we proceed to prove Theorem 3.4. We will use the decomposition
H−1uˆhk ∼ chkH−1uhk + shkH−1u˜hk = chk uk√
τk
+ shkH
−1u˜hk . (57)
Consequently, since uj and uk are orthogonal, we have:
〈H−1uˆhj , H−1uˆhk〉 ∼ shj shk〈H−1u˜hj , H−1u˜hk〉 = shj shk(u˜hj )>Σεu˜hk . (58)
The result now follows from Lemma 3.5.
4 Optimal spectral shrinkage with whitening
In this section, we will derive the optimal spectral shrinkers for denoising and covariance estimation to
be used in conjunction with whitening. We recall that we denote by uˆhk and vˆk, k = 1, . . . , r, the top r
singular vectors of the matrix Y h = HY . We also recall the definition the empirical PCs uˆk:
uˆk =
Σ
1/2
ε uˆ
h
k
‖Σ1/2ε uˆhk‖
. (59)
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For denoising the data, we observe that shrinking Y h we obtain a matrix of the form
Xˆh =
r∑
k=1
tk · uˆhk · vˆ>k , (60)
where tk are the shrunken singular values, to be determined. After unwhitening, our final predictor is of
the form:
Xˆ =
r∑
k=1
tk ·H−1uˆhk · vˆ>k =
r∑
k=1
t˜k · uˆk · vˆ>k , (61)
where the scalars t˜k are given by
t˜k = tk‖Σ1/2ε uˆhk‖ ∼ tk
(
(chk)
2
τk
+ (shk)
2µε
)1/2
. (62)
In Section 4.1, we will determine the values tk that minimize the AMSE between Xˆ and X, and also
estimate the optimal AMSE. The method is summarized in Algorithm 1.
Similarly, for covariance estimation, we begin with the sample covariance of the whitened data Σˆhy =∑n
j=1 Y
h
j (Y
h
j )
>/n. Performing eigenvalue denoising to Σˆhy , we obtain a matrix of the form
Σˆhx =
r∑
k=1
t2k · uˆhk · (uˆhk)>, (63)
where t2k are the denoised eigenvalues, to be determined. After unwhitening, our final estimate of Σx is
of the form:
Σˆx =
r∑
k=1
t˜2k · uˆk · uˆ>k , (64)
where
t˜2k = t
2
k‖Σ1/2ε uˆhk‖2 ∼ t2k
(
(chk)
2
τk
+ (shk)
2µε
)
. (65)
In Section 4.2, we will determine the values t2k that minimize L(Σˆx,Σx), where L is a specified loss
function. The resulting method is summarized in Algorithm 2.
4.1 Singular value shrinkage
We write Xˆ as:
Xˆ =
r∑
k=1
t˜k · uˆk · vˆ>k . (66)
Finding the optimal singular values tk of Xˆ
h is equivalent to finding the optimal coefficients t˜k. We do
this using the framework described in Section 2.2.
From Section 3, the cosines of the angles between uk and uˆk are ck, while the cosines of the angles
between vj and vˆk are c˜k when j = k and 0 otherwise. Consequently, from Section 2.2 we know that the
optimal choice of t˜k to minimize the AMSE is
t˜k = `
1/2
k ck c˜k. (67)
Consequently, the optimal choice of singular values tk is:
tk =
`
1/2
k ck c˜k
‖Σ1/2ε uˆhk‖
. (68)
For this choice of singular values to define a valid estimator, we must show how to estimate the values
`k, ck and c˜k from the observed data itself.
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Algorithm 1 Optimal singular value denoising with whitening
1: Input: observations Y1, . . . , Yn; noise covariance Σε; rank r
2: Define Y = [Y1, . . . , Yn]/
√
n; H = Σ
−1/2
ε ;Y h = HY
3: Compute rank r SVD of Y h: uˆh1 , . . . , uˆ
h
r ; vˆ
h
1 , . . . , vˆ
h
r ; λ
h
1 , . . . , λ
h
r
4: for all k = 1, . . . , r do
5: if λhk > 1 +
√
γ then
`hk =
[
(λhk)
2 − 1− γ +
√
((λhk)
2 − 1− γ)2 − 4γ
] /
2
chk =
√(
1− γ/(`hk)2
) / (
1 + γ/`hk
)
shk =
√
1− (chk)2
c˜k =
√(
1− γ/(`hk)2
) / (
1 + 1/`hk
)
µε = tr(Σε)/p
τk = (c
h
k)
2
/ [‖Σ1/2ε uˆhk‖2 − (shk)2µε]
tk = (`
h
k)
1/2chk c˜k
/ [
(chk)
2 + (shk)
2µετk
]
6: else if λhk ≤ 1 +
√
γ then
tk = 0
7: Output: Xˆ =
∑r
k=1 tk(H
−1uˆhk)(vˆ
h
k )
T
To that end, from Theorem 3.1 `hk can be estimated by
`hk =
(λhk)
2 − 1− γ +√((λhk)2 − 1− γ)2 − 4γ
2
(69)
where λhk is the k
th singular value of Y h. The cosines chk and c˜k can then be estimated by formulas (31)
and (32).
Now, rearranging the result of Proposition 3.2, we can solve for τk in terms of the estimable quantities
chk , s
h
k , µε and ‖Σ1/2ε uˆhk‖2:
τk ∼ (c
h
k)
2
‖Σ1/2ε uˆhk‖2 − (shk)2µε
. (70)
Indeed, this quantity can be estimated consistently: chk and s
h
k are estimable from (31), ‖Σ1/2ε uˆhk‖2 is
directly observed, and µε ∼ tr(Σε)/p.
Having estimated τk, we use the formula
`k =
`hk
τk
(71)
to define our estimator of `k.
Next, we must estimate the cosine ck. We already have an estimate of the cosine c
h
k , and the
parameters τk and value µε. We then need only to apply the formula (36) for ck.
This completes the derivation of the optimal singular value shrinker. The entire procedure is described
in Algorithm 1.
4.2 Eigenvalue shrinkage
We let L denote any of the loss functions considered in [14]. As a reminder, all these loss functions
satisfy two conditions. First, they are orthogonally-invariant, meaning that if both the estimated and
population PCs are rotated, the loss does not change. Second, they are block-decomposable, meaning
that if both the estimated and population covariance matrices are in block-diagonal form, the loss can
be written as functions of the losses between the individual blocks.
From Theorem 3.4, the empirical PCs uˆ1, . . . , uˆr are asymptotically pairwise orthonormal. Conse-
quently, we know from Section 2.3 that the optimal eigenvalues t˜2k are defined by:
t˜2k = arg min
`
L(Ak, `Bk), (72)
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where:
Ak =
(
`k 0
0 0
)
, (73)
and
Bk =
(
c2k ck
√
1− c2k
ck
√
1− c2k 1− c2k
)
. (74)
As noted in Section 2.3, [14] provides closed form solutions to this minimization problem for many loss
functions L; when none such exists, the optimal values may be obtained numerically. We give a high-level
summary of the covariance estimation procedure in Algorithm 2.
Algorithm 2 Optimal eigenvalue denoising with whitening
1: Input: observations Y1, . . . , Yn; noise covariance Σε; rank r
2: Define Y = [Y1, . . . , Yn]/
√
n; H = Σ
−1/2
ε ; Y h = HY
3: Compute top r left singular vectors/values of Y h: uˆh1 , . . . , uˆ
h
r ; λ
h
1 , . . . , λ
h
r
4: for all k = 1, . . . , r do
5: if λhk > 1 +
√
γ then
`hk =
[
(λhk)
2 − 1− γ +
√
((λhk)
2 − 1− γ)2 − 4γ
] /
2
chk =
√(
1− γ/(`hk)2
) / (
1 + γ/`hk
)
µε = tr(Σε)/p
τk = (c
h
k)
2
/ [‖Σ1/2ε uˆhk‖2 − (1− (chk)2)µε]
`k = `
h
k/τk
ck = c
h
k/
√
(chk)
2 + (1− (chk)2)µετk
Ak =
(
`k 0
0 0
)
Bk =
(
c2k ck
√
1− c2k
ck
√
1− c2k 1− c2k
)
t˜2k = arg min` L(Ak, `Bk)
t2k = t˜
2
kτk/[(c
h
k)
2 + (1− (chk)2)µετk]
6: else if λhk ≤ 1 +
√
γ then
t2k = 0
7: Output: Σˆx =
∑r
k=1 t
2
k(H
−1uˆhk)(H
−1uˆhk)
>
4.3 Estimating the noise covariance Σε
Applying the whitening transformation H = Σ
−1/2
ε requires estimation of the noise covariance matrix
Σε. In certain applications, estimates of Σε may be available from measurements of pure noise [1], which
can be formed prior to processing the observed Yi’s. In this section, however, we show how the whitening
transformation may be consistently estimated with some additional domain knowledge.
Specifically, we will assume that we know the basis diagonalizing Σε. This assumption is often
met in practice. For instance, in many imaging applications the noise is assumed to be stationary, i.e.
diagonalized by the Fourier basis [1, 2]. Since we know the basis, we will assume without loss of generality
that Σε is diagonal. Let’s denote the variance of the i
th coordinate of the noise, εij , by σ
2
i .
We will also impose the weak assumption that the uk’s are delocalized. More precisely, for each
PC uk, we will assume that ‖uk‖∞ → 0 as p → ∞. This assumption is much weaker than those in
other works [32, 12]. Because in the spiked model the size of the noise dominates the size of the signal,
the sample variance of each coordinate will converge almost surely to the variance of the noise in that
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coordinate; that is, for i = 1, . . . , p, we have:
σˆ2i =
1
n
n∑
j=1
Y 2ij =
1
n
n∑
j=1
(
r∑
k=1
`kukizjk
)2
+
1
n
n∑
j=1
ε2ij + 2
1
n
n∑
j=1
εij
r∑
k=1
`kukizjk → σ2i , (75)
where the limit is almost sure as p, n → ∞. We have made use of the strong law of large numbers and
the almost sure limit ‖uk‖∞ → 0.
Let Σˆε be the estimated Σε, whose i
th diagonal entry is the sample variance of the ith coordinate of
the observations, σˆ2i . Then Σˆ
1/2
ε −Σ1/2ε is a mean-zero diagonal matrix, with diagonal entries σˆi−σi; and
the operator norm ‖Σˆ1/2ε − Σ1/2ε ‖op = max1≤i≤p |σˆi − σi|, which can easily be shown to go to 0 almost
surely as p→∞ using the subgaussianity of the observations (in fact, much weaker assumptions suffice,
e.g. more than four finite moments). Defining Hˆ = Σˆ
−1/2
ε , since the minimum variance min1≤i≤p σ2i is
uniformly bounded away from 0, it follows that ‖Hˆ −H‖op → 0 almost surely too.
Because Hˆ approximates H in operator norm, and Σˆ
1/2
ε approximates Σ
1/2
ε in operator norm, the
asymptotic angles and singular values derived in Section 3 are still applicable with Hˆ and Σˆ
1/2
ε in place
of, respectively, H and Σ
1/2
ε .
4.4 Estimating the rank r
A challenging question in principal component analysis is selecting the number of components that
corresponds to signal, and separating these from the noise. In our model, this corresponds to estimating
the parameter r, the rank of the signal. Indeed, Algorithms 1 and 2 assume a priori knowledge of r.
A popular method for rank estimation for data in the spiked model with isotropic noise can be found
in [28]. Another widely-used method that deals directly with non-isotropic noise is known as parallel
analysis [23, 10, 9], which has been the subject of recent investigation [11, 13]. Other methods have also
been explored [27].
Most rank estimation methods in the spiked model measure the number of singular values of the noisy
observed matrix that exceed the bulk edge of the singular value distribution of the pure noise matrix.
In the setting of this paper, where the noise covariance Σε is assumed to be known (or estimable),
estimating the bulk edge of the noise can be performed consistently by, for example, simulating Gaussian
noise matrices with the specified covariance. The rank of the signal in the observations can then be taken
as the number of singular values exceeding the estimated bulk edge of the noise.
Of course, after whitening, the resulting matrix Y h = Xh +G has an isotropic noise component, and
the asymptotic bulk edge of the noise is known to be 1 +
√
γ. In principle, we could estimate r as the
number of singular values of Y h exceeding this threshold. Since the noise is now isotropic, we can also
manage finite sample fluctations by employing the method of [28].
A natural question is whether the rank estimation is best performed on the original, unwhitened
matrix Y , or on the whitened matrix Y h. In Section 8.4, we present numerical evidence that whitening
increases the gap between the smallest signal singular value and the bulk edge of the noise, making
detection of the signal more reliable and improving rank estimation for PCA.
5 Singular value denoising and linear prediction
In this section, we will show a relationship between singular value shrinkage applied with any transfor-
mation S and linear prediction of the vectors Xi. Specifically, in Section 5.1, we show how both ordinary
shrinkage and the three-step procedure from Section 4.1 (whitening, shrinkage, and unwhitening) can be
written in terms of the individual columns Xi. In Section 5.2, we then show that in the γ = 0 limit,
the whitening procedure converges to the best linear predictor of Xi, while ordinary shrinkage without
whitening converges to a suboptimal linear filter. In other words, in the γ = 0 limit, shrinkage with
whitening is strictly better than shrinkage without whitening.
We consider the following class of predictors, which subsumes both ordinary singular value shrinkage
and singular value shrinkage with noise whitening. For a fixed matrix Q, we multiply Y by Q, forming
the matrix Y q = [QY1, . . . , QYn]/
√
n. We then apply shrinkage to this matrix, with singular values
sq1, . . . , s
q
r, after which we apply Q
−1. Clearly, ordinary shrinkage is the case when Q = Ip, whereas
singular value shrinkage with whitening is the cases when Q = H = Σ
−1/2
ε .
When the singular values sq1, . . . , s
q
r are chosen optimally, we will call the resulting predictor XˆQ. In
this notation, Xˆ = XˆH is shrinkage with whitening, whereas XˆI is ordinary shrinkage without whitening.
All of these predictors can be seen as instances of weighted principal component analysis, where the weights
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are defined by the matrix Q. The natural question is, what is the optimal matrix Q? We will show that
in the classical γ = 0 asymptotic regime, the optimal choice is Q = H, the whitening transformation.
5.1 Singular value shrinkage expressed column-wise
In this section, we show how to write the predictor XˆQ in terms of the individual columns of Y
q =
[QY1, . . . , QYn]/
√
n. Let m = min(p, n). Consistent with our previous notation, we will denote by
uˆq1, . . . , uˆ
q
m the left singular vectors of the matrix Y
q, and we will denote by vˆq1 , . . . , vˆ
q
m the right singular
vectors and λq1, . . . , λ
q
m the corresponding singular values.
Each column XˆQ,i of
√
n · XˆQ is given by the formula
XˆQ,i = Q
−1
r∑
k=1
ηqk · 〈QYi, uˆqk〉 · uˆqk, (76)
where ηqk = t
q
k/λ
q
k is the ratio of the new and old singular values. To see this, observe that we can write
the ith column of the matrix
√
n · Y q as:
QYi =
m∑
k=1
λqk · uˆqk · vˆqik, (77)
and so by the orthogonality of uˆqk, vˆ
q
ik = 〈QYi, uˆqk〉/λqk. Consequently, when XˆQ is obtained from Y q by
singular value shrinkage with singular values sq1, . . . , s
q
r, followed by multiplication with Q
−1, we obtain
formula (76).
5.2 Relation between singular value shrinkage and linear prediction
In this section, we show that for any bounded, symmetric, invertible transformation Q, the predictor
(76) resulting from applying Q to Y , shrinking the matrix QY , and applying Q−1, converges to a linear
predictor of Xi in the γ = 0 limit. In Section 5.3, we deduce from this that when Q = H is the whitening
transformation, the convergence is to the optimal linear filter; when Q = I, i.e. ordinary shrinkage
without whitening is performed, then the convergence is to a strictly suboptimal linear filter. In this
sense, whitening is an optimal change of coordinates in the γ = 0 regime.
First, we establish the consistency of covariance estimation in the γ = 0 regime:
Proposition 5.1. If pn/n → 0 as n → ∞, and the subgaussian norm of QYi can be bounded by C
independently of the dimension p, then the sample covariance matrix of QY1, . . . , QYn converges to the
population covariance QΣyQ in operator norm.
Proof. We first quote the following result, stated as Corollary 5.50 in [35]:
Lemma 5.2. Let Y1, . . . , Yn be iid mean zero subgaussian random vectors in Rp with covariance matrix
Σy, and let  ∈ (0, 1) and t ≥ 1. Then with probability at least 1− 2 exp(−t2p),
If n ≥ C(t/)2p, then ‖Σˆy − Σy‖ ≤ , (78)
where Σˆy =
∑n
i=1 YiY
>
i /n is the sample covariance, and C is a constant.
We also state the well-known consequence of the Borel-Cantelli Lemma:
Lemma 5.3. Let A1, A2, . . . be a sequence of random numbers, and let  > 0. Define:
An() = {|An| > }. (79)
If for every choice of  > 0 we have
∞∑
n=1
P(An()) <∞, (80)
then An → 0 almost surely.
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Now take t = 
√
n/Cp; then n ≥ C(t/)2p, and t ≥ 1 for n sufficiently large. Consequently,
P(‖Σˆy − Σy‖ > ) ≤ 2 exp(−t2p) = 2 exp(−n2/C), (81)
and so the series
∑
n≥1 P(‖Σˆy − Σy‖ > ) converges, meaning ‖Σˆy − Σy‖ → 0 almost surely as n→∞.
We now need to check that the subgaussian norm of Yi = Xi + εi from the spiked model is bounded
independently of the dimension p. But this is easy if the distribution of variances of εi is bounded, using,
for example, Lemma 5.24 of [35].
Using Proposition 5.1 and formula (76), we can show the following result. Let uq1, . . . , u
q
r denote the
top r eigenvectors of QΣyQ, and let
XˆlinQ,i =
r∑
k=1
ηqk · 〈QYi, uqk〉 ·Q−1uqk, (82)
be a linear filter, where the ηqk are chosen optimally to minimize the AMSE for each observation. Let
XˆlinQ = [Xˆ
lin
Q,1, . . . , Xˆ
lin
Q,n]/
√
n. (83)
Then we have:
Proposition 5.4. In the limit p/n→ 0, we have:
lim
n→∞
‖XˆlinQ − XˆQ‖2F = lim
n→∞
1
n
n∑
i=1
‖XˆlinQ,i − XˆQ,i‖2 = 0. (84)
In other words, the predictor XˆQ,i is asymptotically equivalent to the linear predictor Xˆ
lin
Q,i.
5.3 The optimality of whitening
Applying Proposition 5.4 in the case when Q = H, this shows that the optimal shrinkage estimator with
whitening is equivalent to the following linear predictor:
Xˆi = XˆH,i =
r∑
k=1
ηhk · 〈HYi, uhk〉 ·H−1uhk , (85)
where the uhk ’s are the top r eigenvectors of HΣyH = HΣxH+I, i.e. the eigenvectors of HΣxH. However,
it is well known (see, e.g. [30]) that the best linear predictor Xˆopti for Xi given Yi is given by:
Xˆopti = Σx (Σx + Σε)
−1 Yi
= H−1HΣxH (HΣxH + I)
−1HYi
= H−1
r∑
k=1
`hk
`hk + 1
〈HYi, uhk〉uhk
=
r∑
k=1
ηoptk 〈HYi, uhk〉H−1uhk , (86)
where HΣxH =
∑r
k=1 `
h
ku
h
k(u
h
k)
>, and ηoptk = `
h
k/(`
h
k + 1). This is an expression of identical form to
(85). Furthermore, since the coefficients ηhk in (85) are optimal, they must equal the optimal coefficients
ηoptk . In other words, the optimal shrinkage estimators used with whitening from (85) is asymptotically
equivalent to the best linear predictor Xˆopti .
On the other hand, the shrinkage estimator without whitening must be strictly worse so long as Σε
does not commute with Σx, since XˆQ,i will live in the span of u
q
1, . . . , u
q
r, which are not the population
principal components, and hence XˆQ,i cannot be equivalent to the best linear predictor.
We have shown:
Corollary 5.5. In the limit p/n→ 0, we have:
lim
n→∞
‖Xˆopt − Xˆ‖2F = lim
n→∞
1
n
n∑
i=1
‖Xˆopti − Xˆi‖2 = 0. (87)
Furthermore, for any choice of Q,
lim
n→∞
‖Xˆ −X‖2F ≤ lim
n→∞
‖XˆQ −X‖2F , (88)
with equality holding if and only if QΣεQ commutes with QΣxQ.
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6 Out-of-sample prediction
Suppose we have computed the vectors uˆh1 , . . . , uˆ
h
r based on our observed vectors Y1, . . . , Yn, but we now
receive a new observation, which we’ll denote Y0 = X0 + ε0. We could of course form the p-by-(n + 1)
sized matrix of all Y0, Y1, . . . , Yn and recompute the singular vectors uˆ
h
k ; but we might ask instead if there
is a way of using the already-computed uˆhk ’s to make a prediction for X0, using an estimator of the form
(76).
Let’s be more precise in formulating the problem. We will refer to the observations Y1, . . . , Yn as
in-sample observations. We are given the r left singular vectors uˆh1 , . . . uˆ
h
r of the whitened matrix Y
h =
[Y h1 , . . . , Y
h
n ]/
√
n. We then receive a new, out-of-sample observation Y0 = X0 + ε0 from the same
distribution, but independent of the in-sample observations, and our goal is to predict the vector X0.
Because singular value shrinkage with noise whitening applied to the in-sample observations takes
the form
Xˆi =
r∑
k=1
ηk〈HYi, uˆhk〉H−1uˆhk , (89)
for certain coefficients ηk, we will consider predictors of the out-of-sample X0 of the same form:
Xˆ0 =
r∑
k=1
ηok〈HY0, uˆhk〉H−1uˆhk . (90)
We wish to choose the coefficients ηok to minimize the AMSE, limn→∞ E‖Xˆ0 −X‖2.
Upon initial inspection, it may appear that the optimal coefficients ηok should just be equal to the
coefficients ηk used for the in-sample observations. However, this is not the case. It was observed in [12]
that for the spiked model with white noise (i.e. in the case Σε = Ip), the optimal coefficients η
o
k are, in
fact, different from the coefficients ηk. This surprising phenomenon arises because the new data point Y0
is drawn independently of the vectors uˆh1 , . . . , uˆ
h
r . Perhaps more surprising, however, is that the AMSEs
for in-sample and out-of-sample prediction are identical.
In this section, we will establish the analogous results for the in-sample and out-of-sample predictors
(89) and (90). That is, we will derive explicit formulas for the optimal ηok, evaluate the resulting AMSE,
and show that it is equal to the AMSE for the in-sample prediction problem. The optimal procedure
for in-sample prediction is, by definition, identical to singular value shrinkage with noise whitening,
summarized in Algorithm 1. In Algorithm 3, we describe the optimal out-of-sample prediction method.
Algorithm 3 Optimal out-of-sample prediction
1: Input: Y0; uˆ
h
1 , . . . , uˆ
h
r ; λ
h
1 , . . . , λ
h
r
2: for all k = 1, . . . , r do
3: if λhk > 1 +
√
γ then
`hk =
[
(λhk)
2 − 1− γ +
√
((λhk)
2 − 1− γ)2 − 4γ
] /
2
chk =
√(
1− γ/(`hk)2
) / (
1 + γ/`hk
)
shk =
√
1− (chk)2
µε = tr(Σε)/p
τk = (c
h
k)
2
/ [‖Σ1/2ε uˆhk‖2 − (shk)2µε]
αk = 1/
(
(chk)
2 + (shk)
2µετk
)
ηok = αk`
h
k(c
h
k)
2/(`hk(c
h
k)
2 + 1)
4: else if λhk ≤ 1 +
√
γ then
ηok = 0
5: Output: Xˆ0 =
∑r
k=1 η
o
k〈HY0, uˆhk〉H−1uˆhk
6.1 The optimal coefficients for in-sample prediction
Before deriving the optimal out-of-sample coefficients ηok, we will first derive the optimal in-sample
coefficients ηk. That is, we will rewrite the optimal shrinkage with noise whitening in the form (89).
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From Section 5.1, the in-sample coefficients ηk are the ratios of the optimal singular values tk derived
in Section 4.1 and the observed singular values of Y h, denoted λh1 , . . . , λ
h
r . From Theorem 3.1, we know
that
λhk =
√(
`hk + 1
)(
1 +
γ
`hk
)
, (91)
and from Section 4.1 we know that
tk =
(`hk)
1/2chk c˜k
(chk)
2 + (shk)
2µετk
= αk(`
h
k)
1/2chk c˜k, (92)
where αk =
(
(chk)
2 + (shk)
2µετk
)−1
. Taking the ratio, and using formulas (31) and (32) for chk and c˜k, we
obtain:
ηk =
tk
λhk
= αk
(`hk)
1/2chk c˜k√(
`hk + 1
) (
1 + γ
`h
k
) = αk `hk(chk)2√(
`hk + 1
) (
`hk + γ
)
√
(`hk)
2 + γ`hk
(`hk)
2 + `hk
= αk
`hk(c
h
k)
2
`hk + 1
. (93)
That is, we have found the optimal in-sample coefficients to be:
ηk =
1
(chk)
2 + (shk)
2µετk
· `
h
k(c
h
k)
2
`hk + 1
. (94)
In other words, applying the predictor (89) with coefficients (94) to the in-sample data Y1, . . . , Yn is
identical to performing optimal singular value shrinkage with noise whitening to Y1, . . . , Yn.
6.2 The optimal coefficients for out-of-sample prediction
In this section, we will derive the optimal out-of-sample coefficients ηok. We have a predictor of the form
Xˆ0 =
r∑
k=1
ηok〈HY0, uˆhk〉H−1uˆhk , (95)
where uˆhk are the top left singular vectors of the in-sample observation matrix Y
h = H[Y1, . . . , Yn]/
√
n.
We wish to choose the coefficients ηok that minimize the asymptotic mean squared error E‖X0 − Xˆ0‖2.
First, we can expand the MSE across the different principal components as follows:
‖X0 − Xˆ0‖2 =
r∑
k=1
‖`1/2k z0kuk − ηok〈HY0, uˆhk〉H−1uˆhk‖2
+
∑
k 6=l
〈`1/2k z0kuk − ηok〈HY0, uˆhk〉H−1uˆhk , `1/2l z0lul − ηol 〈HY0, uˆhl 〉H−1uˆhl 〉. (96)
After taking expectations, the cross-terms vanish and we are left with:
E‖X0 − Xˆ0‖2 =
r∑
k=1
E‖`1/2k z0kuk − ηok〈HY0, uˆhk〉H−1uˆhk‖2. (97)
Since the sum separates across the ηok, we can minimize each summand individually. We write:
E‖`1/2k z0kuk − ηok〈HY0, uˆhk〉H−1uˆhk‖2
= `k + (η
o
k)
2E
[
〈HY0, uˆhk〉2‖H−1uˆhk‖2
]
− 2`1/2k ηokE
[
z0k〈HY0, uˆhk〉〈uk, H−1uˆhk〉
]
. (98)
We first deal with the quadratic coefficient in η:
〈HY0, uˆhk〉2‖H−1uˆhk‖2 = 〈HX0 +Hε0, uˆhk〉2‖H−1uˆhk‖2
=
(
〈HX0, uˆhk〉2 + 〈Hε0, uˆhk〉2 + 〈HX0, uˆhk〉〈Hε0, uˆhk〉
)
‖H−1uˆhk‖2, (99)
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and taking expectations, we get:
E
[
〈HY0, uˆhk〉2‖H−1uˆhk‖2
]
∼
(
E
[
〈HX0, uˆhk〉2
]
+ 1
)
‖H−1uˆhk‖2 ∼
(
`hk(c
h
k)
2 + 1
)( (chk)2
τk
+ (shk)
2µε
)
.
(100)
Now we turn to the linear coefficient in η:
`
1/2
k E
[
z0k〈HY0, uˆhk〉〈uk, H−1uˆhk〉
]
= `
1/2
k E
[
z0k
(
(`hk)
1/2z0kc
h
k + 〈Hε0, uˆhk〉
)
〈uk, H−1uˆhk〉
]
=
`hkc
h
kE
[〈uk, H−1uˆhk〉]
‖Huk‖
∼ `hk(chk)2 1
τk
. (101)
Minimizing the quadratic for ηok, we get:
ηok =
(
`hk(c
h
k)
2 1
τk
)/((
`hk(c
h
k)
2 + 1
)( (chk)2
τk
+ (shk)
2µε
))
=
1
(chk)
2 + (shk)
2µετk
· `
h
k(c
h
k)
2
`hk(c
h
k)
2 + 1
. (102)
6.3 Equality of the AMSEs
Evaluating the out-of-sample error at the optimal out-of-sample coefficients ηok, we find the optimal
out-of-sample AMSE (where αk =
(
(chk)
2 + (shk)
2µετk
)−1
):
AMSE =
r∑
k=1
(
`k − (`
h
k)
2(chk)
4
`hk(c
h
k)
2 + 1
1
αkτk
)
=
r∑
k=1
(
`hk
τk
− (`
h
k)
2(chk)
4
`hk(c
h
k)
2 + 1
1
αkτk
)
. (103)
The AMSE of the in-sample predictor is:
r∑
k=1
`k(1− (ck c˜k)2) =
r∑
k=1
`hk
τk
(
1− (c
h
k c˜
h
k)
2
αk
)
=
r∑
k=1
(
`hk
τk
− `
h
k(c
h
k c˜
h
k)
2
αkτk
)
(104)
To show equality, we therefore need to show:
`hk(c
h
k c˜
h
k)
2 =
(`hk)
2(chk)
4
`hk(c
h
k)
2 + 1
. (105)
But this follows from the equality of in-sample and out-of-sample AMSEs for the standard spiked model
with isotropic noise, established in [12].
Putting together this result with those from Sections 6.1 and 6.2, we have shown:
Proposition 6.1. The optimal in-sample coefficients ηk are given by :
ηk =
1
(chk)
2 + (shk)
2µετk
· `
h
k(c
h
k)
2
`hk + 1
. (106)
The optimal out-of-sample coefficients ηok are given by:
ηok =
1
(chk)
2 + (shk)
2µετk
· `
h
k(c
h
k)
2
`hk(c
h
k)
2 + 1
. (107)
The AMSEs for in-sample and out-of-sample prediction are identical, and equal to:
AMSE =
r∑
k=1
(
`hk
τk
− (`
h
k)
2(chk)
4
`hk(c
h
k)
2 + 1
1
αkτk
)
, (108)
where αk =
(
(chk)
2 + (shk)
2µετk
)−1
.
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7 Subspace estimation and PCA
In this section, we discuss applications of the preceding theory to principal component analysis. While
we showed in Section 5 that whitening improves estimation of the PCs in the γ = 0 limit, this leaves open
the question of whether our estimated PCs are reasonable estimates in the γ > 0 regime. More precisely,
we will consider estimation of the principal subspace span{u1, . . . , ur}, as measured by the sin Θ distance
defined by
‖ sin Θ(Uˆ , U)‖op = ‖U>⊥ Uˆ‖op, (109)
where U = [u1, . . . , ur], Uˆ = [uˆ1, . . . , uˆr], and the columns of U⊥ form an orthonormal basis of the
orthogonal complement to span{u1, . . . , ur} in Rp.
In Section 7.1, we will show that under a uniform prior on the population PCs, whitening improves
estimation of the PCs. In Section 7.2, we will derive a bound on the error of estimating the principal
subspace span{u1, . . . , ur}; we will show that the error rate matches the optimal rate of the estimator in
[39]. In Section 7.3, we will complement these results by showing that under the uniform prior, whitening
improves a natural notion of the observed matrix’s signal-to-noise ratio. In Section 7.4 we will briefly
list some other benefits of whitening for estimation.
7.1 Whitening improves subspace estimation for generic PCs
Combining Theorem 3.3 with a result from the recent paper [21], we will show that under a uniform
prior for the PCs u1, . . . , ur, the estimated PCs uˆ1, . . . , uˆr obtained via whitening are better estimates
of u1, . . . , ur than the empirical PCs without whitening. That is, the three-step procedure of whitening
the observations, computing the empirical PCs uˆh1 , . . . , uˆ
h
r of the transformed signals X
h
j , and then
unwhitening to produce uˆ1, . . . , uˆr, produces more accurate estimates of u1, . . . , ur than simply taking
the top empirical PCs uˆ′1, . . . , uˆ
′
r of Yj .
More precisely, we have the following theorem:
Theorem 7.1. Suppose that there are a finite number of distinct variances, each occurring with a fixed
proportion, and u1, . . . , ur are drawn uniformly from the unit sphere in Rp. Suppose uˆ′1, . . . , uˆ′r are the
left singular vectors of Y = [Y1, . . . , Yn]/
√
n, and uˆ1, . . . , uˆr are the empirical PCs defined by (59). Then
with probability approaching 1 as n→∞ and p/n→ γ > 0,
|〈uˆ′k, uk〉|2 ≤ |〈uˆk, uk〉|2, 1 ≤ k ≤ r. (110)
Furthermore, if vˆ′1, . . . , vˆ
′
r are the right singular vectors of Y = [Y1, . . . , Yn]/
√
n, and vˆ1, . . . , vˆr are the
left singular vectors of Y h, then
|〈vˆ′k, zk〉|2 ≤ |〈vˆk, zk〉|2, 1 ≤ k ≤ r, (111)
with probability approaching 1 as n→∞ and p/n→ γ > 0, where zk = (z1k, . . . , znk)>/√n.
Proof. Because uk is drawn randomly from the unit sphere, if Σε = diag(σ
2
1 , . . . , σ
2
p), then
τk = ‖Σ−1/2ε uk‖2 ∼ 1
p
p∑
j=1
σ−2j . (112)
Define ϕk = τkµε. By Jensen’s inequality, ϕk ≥ 1.
We now define the n-by-p matrix Y˜ = Y >/
√
γ, given by
Y˜ =
r∑
k=1
˜`1/2
k zku
>
k +G
>Σ1/2ε /
√
p, (113)
where ˜`k = `k/γ. Note that the noise matrix G
>Σ1/2ε has colored rows, not columns, and has been
normalized by dividing by the square root of the number of columns. Since the vectors uk spanning the
right singular subspace of Y˜ are assumed to be drawn uniformly from the unit sphere in Rp, we may
apply Corollary 2 to Theorem 2 of [21] to the matrix Y˜ . Defining γ˜ = 1/γ as the aspect ratio of Y˜ , we
have:
|〈uˆ′k, uk〉|2 ≤ 1− γ˜/(
˜`
k/µε)
2
1 + 1/(˜`k/µε)
=
1− γ/(`hk/ϕk)2
1 + γ/(`hk/ϕk)
≡ g(`hk/ϕk), (114)
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where we have defined the function
g(`) =
1− γ/`2
1 + γ/`
. (115)
On the other hand, the squared cosine c2k = |〈uˆk, uk〉|2 is equal to
c2k =
(chk)
2
(chk)
2 + (shk)
2ϕk
=
g(`hk)
g(`hk) + ϕk(1− g(`hk))
. (116)
Our goal is to show that for all `hk >
√
γ, and all ϕk > 1, that
g(`k/ϕk) ≤ g(`
h
k)
g(`hk) + ϕk(1− g(`hk))
; (117)
equivalently, we want to show that for all ξ > 0 and ϕ > 1,
g(ξ) ≤ g(ξϕ)
g(ξϕ) + ϕ(1− g(ξϕ)) ; (118)
setting
G(ϕ) =
g(ξϕ)
g(ξϕ) + ϕ(1− g(ξϕ)) , (119)
this is equivalent to showing that G(ϕ) ≥ G(1) for all ϕ ≥ 1.
The derivative of G is equal to
d
dϕ
G(ϕ) =
γξ2ϕ2 + 2γ2ξϕ+ γ2
(ξ2ϕ2 − γ + (γξϕ+ γ)ϕ)2 > 0; (120)
since G(ϕ) is increasing. This completes the first statement of the theorem.
The second statement concerning vˆk is proved similarly. Again applying Corollary 2 to Theorem 2 of
[21] to Y˜ , we know that
|〈vˆ′k, zk〉|2 ≤ 1− γ/(
˜`
k/µε)
2
1 + γ˜/(˜`k/µε)
=
1− γ/(`hk/ϕk)2
1 + 1/(`hk/ϕk)
≡ h(`hk/ϕk), (121)
where we have defined the function
h(`) =
1− γ/`2
1 + 1/`
. (122)
Since h is an increasing function of `, |〈vˆk, zk〉|2 = c˜2k = h(`hk), and ϕk ≥ 1, the result follows.
7.2 Minimax optimality of the empirical PCs
In the recent paper [39], an estimator of the PCs u1, . . . , ur in the spiked model with heteroscedastic
noise is proposed that achieves the following error rate:
E‖ sin Θ(Uˆ , U)‖op ≤ min
{
C
√
γ
(
µ
1/2
ε + (r/p)
1/2‖Σε‖1/2op
`
1/2
r
+
µ
1/2
ε ‖Σε‖1/2op
`r
)
, 1
}
, (123)
where C is a constant dependent on several parameters, including a measure of the incoherence of
u1, . . . , ur defined by max1≤j≤p ‖e>j U‖2. The error rate (123) is shown to be minimax optimal over the
class of models with PCs of bounded incoherence.
We will show that the empirical PCs uˆ1, . . . , uˆr we have introduced achieve this optimal estimation
rate. Indeed, let us assume that Σε is diagonal, and that there is a constant C so that
|ujk| ≤ C√
p
(124)
for all k = 1, . . . , r and j = 1, . . . , p. We will then show:
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Theorem 7.2. Let uˆ1, . . . , uˆr be the estimated PCs from equation (59), and let U = [u1, . . . , ur] and
Uˆ = [uˆ1, . . . , uˆr]. Then almost surely in the limit p/n→ γ ≥ 0
‖ sin Θ(Uˆ , U)‖2op ≤ min
{
Kγµε
(
1
`r
+
‖Σε‖op
`2r
)
, 1
}
, (125)
where K is a constant depending only on C from (124).
We begin the proof with some lemmas.
Lemma 7.3. Let 0 < B < 1, and suppose q is the number of entries of uk where |ujk| > B/√p. Then
q ≥ p · 1−B
2
C2 −B2 , (126)
where C is the incoherence parameter from (124).
Proof. Let S1 be the set of indices j on which |ujk| ≤ B/√p, and let S2 be the set of indices j on which
|ujk| ≥ C/√p. Since C ≥ 1, S1 and S2 are disjoint. Because uk is a unit vector, we then have
1 = ‖uk‖2 =
p∑
j=1
u2jk ≤
∑
j∈S1
u2jk +
∑
j∈S2
u2jk ≤ (q/p)C2 + (1− q/p)B2. (127)
Rearranging, we find
q
p
≥ 1−B
2
C2 −B2 , (128)
as claimed.
Lemma 7.4. For each 1 ≤ k ≤ r,
τk ≥ max
{
K˜
µε
,
1
‖Σε‖op
}
, (129)
where K˜ is a constant depending only on C from (124).
Proof. We will let σ21 , . . . , σ
2
p denote the diagonal elements of Σε. Take any number 0 < B < 1, and let
q be the number of indices where |ujk| ≥ B/√p. From Lemma 7.3, q/p ≥ K1, a constant. Using the
Cauchy-Schwarz inequality, we have:
µε · τk =
(
p∑
j=1
(
σj√
p
)2)
·
(
p∑
j=1
(
ujk
σj
)2)
≥
(
1√
p
p∑
j=1
|ujk|
)2
≥
(
1√
p
(K1p)
B√
p
)2
= K21B
2. (130)
This proves that τk ≥ K˜/µε.
Next, we observe that because
∑p
j=1 |ujk|2 = 1, we have
τk =
p∑
j=1
(
ujk
σj
)2
≥ min
1≤j≤p
σ−2j =
(
max
1≤j≤p
σ2j
)−1
=
1
‖Σε‖op , (131)
completing the proof.
Proof of Theorem 7.2. We have
‖U>⊥ Uˆ‖op = ‖U⊥U>⊥ Uˆ‖op = ‖U˜‖op (132)
where
U˜ = [w˜1, . . . , w˜r] (133)
is the matrix whose columns are the projections w˜k of uˆk onto the orthogonal complement of span{u1, . . . , ur}.
Then from Lemma 3.5, we know that asymptotically w˜j ⊥ w˜k if j 6= k; consequently,
‖ sin Θ(Uˆ , U)‖2op = max
1≤k≤r
‖w˜k‖2 = max
1≤k≤r
(1− 〈uˆk, uk〉2) = max
1≤k≤r
(1− c2k). (134)
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For each 1 ≤ k ≤ r, the squared sine between uˆk and uk is
1− c2k = 1− (c
h
k)
2
(chk)
2 + (shk)
2 · µε · τk =
(shk)
2 · µε · τk
(chk)
2 + (shk)
2 · µε · τk . (135)
Since
(chk)
2 =
1− γ/(`hk)2
1 + γ/`hk
(136)
and
(shk)
2 =
γ/`hk + γ/(`
h
k)
2
1 + γ/`hk
, (137)
we can simplify the bound by multiplying numerator and denominator by (`hk)
2(1 + γ/`hk):
1− c2k = γ(`
h
k + 1)µετk
(`hk)
2 − γ + γ(`hk + 1)µετk
=
γ(`hk + 1)µετk
(`hk)
2
· (`
h
k)
2
(`hk)
2 − γ + γ(`hk + 1)µετk
. (138)
Now, using Lemma 7.4, there is a constant 0 < K˜ < 1 so that τkµε ≥ K˜. Consequently, since γ < (`hk)2,
we have:
(`hk)
2
(`hk)
2 − γ + γ(`hk + 1)µετk
≤ (`
h
k)
2
(`hk)
2 − (1− K˜)γ ≤
(`hk)
2
(`hk)
2 − (1− K˜)(`hk)2
=
1
K˜
. (139)
Combining equation (138) and inequality (139), the fact that `hk = `k · τk, and Lemma 7.4, we obtain
the bound:
1− c2k ≤ 1
K˜
(
γ(`hk + 1)µετk
(`hk)
2
)
=
1
K˜
(
γ`hkµετk
(`hk)
2
+
γµετk
(`hk)
2
)
=
1
K˜
(
γµε
`k
+
γµε
`2kτk
)
≤ 1
K˜
(
γµε
`k
+
γµε‖Σε‖op
`2k
)
. (140)
Taking the maximum over 1 ≤ k ≤ r proves the desired result.
7.3 Whitening increases the operator norm SNR
In this section, we define a natural notion of signal-to-noise ratio (SNR) for this problem setting, namely
the ratio of operator norms between the signal and noise components. We then show that under a generic
model for the signal principal componenets uk, namely that they have iid entries, the SNR increases after
whitening is performed.
This is similar in spirit to a result in [29], which essentially shows that the SNR defined by the
Frobenius norms increases after whitening. However, in the spiked model defining the SNR using the
ratio of Frobenius norms is not as meaningful as using operator norms, because the ratio of Frobenius
norms always converges to 0 in the high-dimensional limit. Indeed, if we let ‖ · ‖F denote the Frobenius
norm of a matrix and ‖ · ‖ the operator norm. We then have:
‖X‖2F →
r∑
i=1
`i, (141)
almost surely as p, n→∞. On the other hand, it is easy to check that for the noise we have
1
p
‖N‖2F → µε. (142)
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In particular, the Frobenius norm of N grows like
√
p, whereas the Frobenius norm of X stays fixed. So
when p is large, the norm of the noise swamps the norm of the signal.
On the other hand, the operator norms of X and N are both bounded, and may therefore by compa-
rable in size. We therefore define a reasonable measure of “signal-to-noise ratio” as the ratio of operator
norms. We will show that the whitening procedure increases the ratio of the signal operator norm to the
noise operator norm.
If there is one spike `, define the SNR by:
SNR =
‖X‖2op
‖N‖2op ∼
`
‖N‖2op , (143)
that is, the squared ratio of the signal operator norm to the noise operator norm. If there are r spikes,
then we can define the SNR for each spike individually. That is, we write X =
∑r
k=1 `
1/2
k ukv
>
k , and
define:
SNRk =
`k
‖N‖2op , (144)
which is the asymptotic ratio of the squared operator norm of each component `
1/2
k ukv
>
k of X and the
operator norm of the noise.
After whitening, the observation changes into:
Y h = Xh +G, (145)
where Xh is still rank r, and in 1-1 correspondence with X. Therefore, the new SNR is:
SNRhk =
`hk
‖G‖2op ∼
`hk
(1 +
√
γ)2
. (146)
We will prove the following:
Proposition 7.5. Suppose the population principal components u1, . . . , ur ∈ Rp all have entries that are
drawn iid from a fixed distribution with mean zero and variance 1/p. Then in the limit p/n→ γ > 0,
SNRhk ≤ SNRk, (147)
with equality holding if and only if Σε = σ
2I for some σ > 0.
In other words, for generic signals whitening increases the operator norm SNR.
Proof. To show the increase in SNR after whitening, we will first derive a lower bound on the operator
norm of the noise matrix N alone. Recall that N = Σ
1/2
ε G, where gij are iid N(0, 1/n).
Take unit vectors c and d so that Gd = ‖G‖opc. Then we have
‖N‖2op ≥ ‖Σ1/2ε Gd‖2 = ‖G‖2op‖Σ1/2ε c‖2 (148)
Since the distribution of G is orthogonally invariant, the distributions of c is uniform over the unit sphere
in Rn. Consequently, ‖Σ1/2ε c‖2 ∼ tr(Σε)/p ∼ µε. Therefore,
‖N‖2op & µε · ‖G‖2op ∼ µε · (1 +√γ)2, (149)
where “&” indicates that the inequality holds almost surely in the large p, large n limit.
Next, we make use of our assumption in this section that the entries of uk are drawn iid from a
distribution with variance 1/p. Under this “strongly generic” model, the parameters τk are asymptotically
given by:
τk ∼ ‖Σ−1/2ε uk‖2 ∼ tr(Σε)
p
. (150)
In particular, unless Σε is a multiple of the identity, by Jensen’s inequality we have:
1
µε
∼ 1
tr(Σε)/p
<
tr(Σε)
p
∼ τk. (151)
With this, we can show the improvement in SNR after whitening. We have:
SNRk =
`k
‖N‖2op .
`k
µε · (1 +√γ)2 <
`k · τk
(1 +
√
γ)2
=
`hk
‖G‖2op ∼ SNR
h
k . (152)
This completes the proof.
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7.4 Additional advantages of whitening
We discuss some additional advantages of shrinkage with whitening over shrinkage of the raw data matrix
Y . The asymptotic spectral theory used to derive optimal shrinkers in [32] requires a strong incoherence
between the signal and noise matrices. Specifically, if the noise matrix is not orthogonally invariant, then
the signal singular vectors are assumed to be completely random.
In the whitening approach, however, we are able to get away with less restrictive assumptions on the
signal components. This is because whitening converts the original noise matrix N = Σ1/2G into the
orthogonally-invariant noise matrix G. Consequently, the asymptotic spectral theory for Xh+G requires
no assumptions on the singular vectors of Xh.
Further, because there are closed, algebraic formulas for the asymptotic cosines and singular values,
our method only requires computing the top r singular values of the whitening matrix. This can be done
efficiently using, for example, the Lanczos method [19]. By contrast, estimating the integral transforms
that appear in [32] will typically require computation of the full singular value spectrum of Y .
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Figure 1: Prediction errors for the optimal whitened shrinker, the optimal unwhitened shrinker (OptShrink),
and the best linear predictor (an oracle method).
8 Numerical results
In this section we report several numerical results that illustrate the performance of our predictor in the
spiked model, as well as several beneficial properties of whitening. The code for these experiments will
be made available online at https://github.com/wleeb/heteroshrink.
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Figure 2: Comparison of whitened shrinkage, OptShrink, and the best linear predictor as a function of the
noise covariance matrix’s condition number κ.
8.1 Comparison to the best linear predictor
In this experiment, we compared our predictor to the best linear predictor (BLP), defined in equation
(86). The BLP is an oracle method, as it requires knowledge of the population covariance Σx, which is
not accessible to us. However, Proposition 5.4 and Corollary 5.5 predict that as p/n → 0, the optimal
shrinkage with whitening predictor will behave identically to the BLP.
In the same experiments, we also compare our method to OptShrink [32], the optimal singular value
shrinker without any transformation. Proposition 5.4 and Corollary 5.5 predicts that as p/n → 0,
OptShrink will behave identically to a suboptimal linear filter.
In these these tests, we fixed a dimension equal to p = 100, and let n grow. Each signal was rank 3,
with PCs chosen so that the first PC was a completely random unit vector, the second PC was set to zero
on the first p/2 coordinates and random on the remaining coordinates, and the third PC was completely
random on the first p/2 coordinates and zero on the remaining coordinates. The signal random variables
zik were chosen to be Gaussian.
The noise covariance matrix Σε was generated by taking equally spaced values between 1 and a
specified condition number κ > 1, and then normalizing the resulting vector of eigenvalues to be a unit
vector. This normalization was done so that in each test, the total energy of the noise remained constant.
In Figure 1, we plot the average prediction errors as a function of n for the three methods, for different
condition numbers κ of the noise covariance Σε. The errors are averaged over 500 runs of the experiment,
with different draws of signal and noise. As expected, the errors for optimal shrinkage with whitening
converge to those of the oracle BLP, while the errors for OptShrink appear to converge to a larger value,
namely the error of the suboptimal linear filter it converges to.
In Figure 2, we plot the results from a similar experiment, though now we display the errors as a
function of increasing condition number, for fixed values of γ = p/n. Here, p = 200 was fixed, and we
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averaged over 50 runs for each test. Again, we see that as the condition number grows, the relative
performance of optimal shrinkage with whitening grows better relative to OptShrink. Furthermore, for
larger n (i.e. small γ) the performance of optimal shrinkage with whitening approaches that of the oracle
BLP.
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Figure 3: Comparison of the cosines between the empirical and population singular vectors, for the raw data
and the whitened data, as a function of the noise covariance matrix’s condition number κ.
8.2 Numerical comparison of the angles
In this section, we numerically illustrate Theorem 7.1 by examining the angles between the spanning
vectors uˆk (the empirical PCs) and vˆk of Xˆ and, respectively, the population vectors uk (the population
PCs) and vk. We show that these angles are smaller (or equivalently, their cosines are larger) than the
corresponding angles between the population uk and vk and the singular vectors of the unwhitened data
matrix Y .
In Figure 3, we plot the cosines as a function of the condition number κ of the noise matrix Σε. In
this experiment, we consider a rank 1 signal model for simplicity, with a uniformly random PC. We used
dimension p = 500, and drew n = 1000 observations. For each condition number κ of Σε, we generate
Σε as described in Section 8.1. For each test, we average the cosines over 50 runs of the experiment
(drawing new signals and new noise each time). Both signal and noise are Gaussian. We plot both the
cosines themselves, and the ratio between the cosines. As we see, the cosines improve dramatically after
whitening. As κ grows, i.e. the noise becomes more heteroscedastic, the improvement becomes more
pronounced.
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8.3 Comparing in-sample and out-of-sample prediction
In this next experiment, we compare the performance of in-sample and out-of-sample prediction, as
described in Section 6. Optimal in-sample prediction is identical to performing optimal singular value
shrinkage with noise whitening to the in-sample data Y1, . . . , Yn. For out-of-sample prediction, we use
the expression of the form (90) with the optimal coefficients ηok from Proposition 6.1.
We ran the following experiments. For a fixed dimension p, we generated a random value of n > p.
We then chose three random PCs from the same model described in Section 8.1, and we generated pools
of n in-sample and out-of-sample observations. We performed optimal shrinkage with whitening on the
in-sample observations, and applied the out-of-sample prediction to the out-of-sample data using the
vectors uˆhk computed from the in-sample data. We then computed the MSEs for the in-sample and
out-of-sample data matrices. This whole procedure was repeated 2000 times.
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Figure 4: Comparison of in-sample and out-of-sample denoising for p = 50 and p = 500.
In Figure 4, we show scatterplots of the in-sample and out-of-sample predictions for p = 50 and
p = 500. In both plots, we see that there is not a substantial difference between the in-sample and
out-of-sample prediction errors, validating the asymptotic prediction made by Proposition 6.1. Even for
the low-dimension of p = 50, there is very close agreement between the performances, and for p = 500
they perform nearly identically.
8.4 Signal detection and rank estimation
In this experiment, we show that whitening improves signal detection. We generated data from a rank 1
model, with a weak signal. We computed all the singular values of the original data matrix Y , and the
whitened matrix Y h. In Figure 5, we plot the the top 20 singular values for each matrix.
It is apparent from the comparison of these figures that the top singular value of the whitened matrix
pops out from the bulk of noise singular values, making detection of the signal component very easy in
this case. By contrast, the top singular value of the raw, unwhitened matrix Y h does not stick out from
the bulk. Proposition 7.5 would lead us to expect this type of behavior, since the signal matrix increases
in strength relative to the noise matrix.
9 Conclusions and future work
We have derived the optimal spectral shrinkers method for denoising and covariance estimation in the
spiked model with heteroscedastic noise, where the data is whitened before shrinkage and unwhitened
after shrinkage. We also showed the in that γ = 0 regime, optimal singular value shrinkage with whitening
converges to the best linear predictor, whereas optimal shrinkage without whitening converges to a
suboptimal linear filter. We showed that under certain additional modeling assumptions, whitening
improves the estimation of the signal’s principal components, and achieves the optimal rate for subspace
estimation. We showed that the operator norm SNR of the observations increases after whitening. We
also extended the analysis on out-of-sample prediction found in [12] to the whitening procedure.
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Figure 5: The top 20 empirical singular values of the raw data matrix Y and the whitened data matrix Y h,
for a rank 1 signal.
There are a number of potentially interesting directions for future research. First, while previous
works have employed similar procedures of shrinkage plus whitening, they used suboptimal shrinkers. It
would be of interest to revisit these works with the optimal shrinkers, and determine how much of an
improvement is achieved with the more principled choice we have derived.
While our current analysis is restricted to the setting of Gaussian noise, in future work we will try to
extend the analysis to more general noise matrices. This likely requires a deeper understanding of the
distribution of the projection of the empirical singular vectors onto the orthogonal complement of the
population signal vectors in the setting of non-Gaussian noise.
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