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1. Introduction
The mixed analysis of variance model for balanced data (see [3,6] ) is:
Y = Xβ +
k∑
i=1
(
1
ti1
1
⊗
1
ti2
2
⊗
. . .
⊗
1tiaa
)
ξ t i , (1)
where Y is an n × 1 vector of observations, X is a Kronecker product of identity matrix and column
vector of ones, β is a vector of unknown parameters and 1r is an nr × 1 vector of ones with 10r = Ir .
The vector ti of superscripts is defined as ti = (ti1, ti2, . . . , tia) with tir = 0 or 1 for i = 1, 2, . . . , k
and r = 1, 2, . . . , a. It is assumed that at least one of ti1, ti1, . . . , tia in each ti takes the 0-value. ξ t i
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is a
∏a
i=1 n1−tirr × 1 vector of random effects with E[ξ t i ] = 0, E[ξ t iξ
′
t i
] = σ 2i I and Cov(ξ t i , ξ t j) = 0
if i = j. In particular, when tk = (tk1, tk2, . . . , tka) = (0, 0, . . . , 0), ξ tk is the random error term.
Let σ 21 , σ
2
2 , . . . , σ
2
k be the variance components. Then, the covariancematrixV for themodel given
in Eq. (1) is written as
V =
k∑
i=1
θt iKt i , (2)
where
θt i = qt iσ 2i with qt i =
a∏
r=1
ntirr , (3)
Kt i = J ti11
⊗
J
ti2
2
⊗
. . .
⊗
J
tia
a
and
Jr = (1/nr)1r1′r with J0r = Ir . (4)
Two quantities of interest are the determinant, detV , and the powers Vα , α ∈ , of the covariance
matrix V defined by Eq. (2). Recall that detV is needed in analyzing the model. The power α = −1,
is relevant for estimation whereas α = − 1
2
, case must be considered for transforming the model to
a model with i.i.d. error terms. The spectral decomposition of V is particularly useful in determining
these quantities.
Nerlove [5], Balestra [1], Fuller and Battese [2], Searle and Henderson [6], Wu and Wang [4] estab-
lished formulae for the eigenvalues, determinant and inverse of the covariance matrix V . Wansbeek
and Kapteyn [7,8] obtained the spectral decomposition of the covariance matrix V by giving some
examples.
By using a partial ordering of symmetric matrix, Shi and Wang [3] determined the number of
the distinct eigenvalues and the spectral decomposition of the covariance matrix V . They obtained all
principal idempotentmatrices of the covariancematrixV by equatingV and its spectral decomposition
(see [3, p. 2195]).
In the present paper, the distinct eigenvalues of the covariance matrix V are determined and then
the principal idempotent matrix for a given eigenvalue is obtained. The spectral decomposition of V
is written as a linear combination of principal idempotent matrices in which the coefficients are the
distinct eigenvalues.
This article is organized as follows. Section 2 introduces the principal idempotentmatrix and estab-
lishes theprincipal idempotentmatrix for agiveneigenvalueofV . Section3presents simpleprocedures
for obtaining the spectral decomposition of a covariancematrixV for a nested or crossed classification.
Section 4 gives two examples to illustrate the results.
2. The principal idempotent matrix
In this section, we introduce a principal idempotent matrix of a symmetric matrix associated to
eigenvalue and then give a simple procedure for obtaining the principal idempotent matrix of the
covariance matrix V defined by Eq. (2) associated to a given eigenvalue.
Definition 2.1. Letλr be an eigenvalue of a symmetricmatrixAwithmultiplicitym. Then the principal
idempotent matrixMr of A associated to eigenvalue λr is defined as
Mr =
m∑
l=1
ele
′
l,
where e1, e2, . . . , em are them-linearly independent column eigenvectors of A corresponding to λr .
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Lemma 2.1. Let λ1, λ2, . . . , λk be all distinct eigenvalues of a symmetric matrix A. Then there exist
k-different unique principal idempotent matricesM1,M2, . . . ,Mk of A satisfying
M iM j = 0 i = j,
k∑
i=1
M i = I, A =
k∑
i=1
λiM i.
Lemma 2.2. Suppose Ar is a square matrix with an eigenvalue λr . Let r = 1, 2, . . . , a and define the
matrix
A = A1
⊗
A2
⊗
. . .
⊗
Aa.
If vr is the eigenvector andMr is the principal idempotent matrix of Ar associated to λr , then
e = v1
⊗
v2
⊗
. . .
⊗
va
is an eigenvector and
M = M1
⊗
M2
⊗
. . .
⊗
Ma
is the principal idempotent matrix of A for its eigenvalue λ = ∏ar=1 λr .
Proof. Using the fact that Arvr = λrvr for r = 1, 2, . . . , a, one finds
Ae = (A1
⊗
A2
⊗
. . .
⊗
Aa)(v1
⊗
v2
⊗
. . .
⊗
va)
= A1v1
⊗
A2v2
⊗
. . .
⊗
Aava = λ1v1
⊗
λ2v2
⊗
. . .
⊗
λrvr
=
(
a∏
r=1
λr
)
(v1
⊗
v2
⊗
. . .
⊗
va) = λe
and therefore, e is an eigenvector of Awith the eigenvalue λ = ∏ar=1 λr . 
Since principal idempotent matrices are orthogonal (see Lemma 2.1), one gets from the spectral
decomposition of a matrix Ar , ArMr = λrAr . It follows that
AM = (M1
⊗
M2
⊗
. . .
⊗
Ma)(A1
⊗
A2
⊗
. . .
⊗
Aa)
= M1A1
⊗
M2A2
⊗
. . .
⊗
MaAa = λ1A1
⊗
λ2A2
⊗
. . .
⊗
λaAa
=
(
a∏
r=1
λr
)
(A1
⊗
A2
⊗
. . .
⊗
Aa) = λM
and therefore,M is the principal idempotent matrix of A for the eigenvalue λ.
Following formulae are established by Searle and Henderson [6] for the eigenvalues of the covari-
ance matrix V . Let dj = (dj1, dj2, . . . , dja) where djr takes either 0 or 1 for r = 1, 2, . . . , a. Then the
eigenvalues of V are:
λdj =
k∑
i=1
θt i
(
a∏
r=1
x
tir
djr
)
, (5)
where x
tir
djr
is theeigenvalueof thematrix J
tir
r introduced inEq. (4). Bydefining0
0 asunity, theeigenvalue
x
tir
djr
is given as
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x
tir
djr
=
⎧⎨
⎩ 0, if tir = 1, djr = 01, otherwise, (6)
and has multiplicity (nr − 1)tir(1−djr).
The principal idempotent matrix of the covariance matrix V associated to eigenvalue λdj is con-
structed according to the following theorem.
Theorem2.1. The principal idempotentmatrixMdj of the covariancematrixV associated to the eigenvalue
λdj is:
Mdj = Mdj1
⊗
Mdj2
⊗
. . .
⊗
Mdja , (7)
where
Mdjr =
⎧⎨
⎩ Er, if djr = 0Jr, if djr = 1 (8)
with Er = Ir − Jr .
Proof. Let edj be the eigenvector associated to the eigenvalue λdj . From Eqs. (2) and (5) and the
eigenvalue equation Vedj = λdjedj , we get
k∑
i=1
θt iKt iedj =
k∑
i=1
θt i
(
a∏
r=1
x
tir
djr
)
edj . (9)
Denote θ = (θt1 , θt2 , . . . , θtk)
′
, K = (K ′t1 ,K
′
t2
, . . . ,K
′
tk
)
′
and η =
(∏a
r=1 x
t1r
djr
,
∏a
r=1 x
t2r
djr
, . . . ,∏a
r=1 x
tkr
djr
)′
. Eq. (9) can be rewritten as
(θ
′ ⊗
IN)Kedj = (θ
′ ⊗
IN)η
⊗
edj ,
where N = ∏ar=1 nr . Thus Kedj = η⊗ edj . From this, we obtain
Kt iedj =
a∏
r=1
x
tir
djr
edj ,
where
∏a
r=1 x
tir
djr
is an eigenvalue of Kt i for i = 1, 2, . . . , k.
Hence edj is an eigenvector of Kt i associated to the eigenvalue
∏a
r=1 x
tir
djr
. Using Lemma 2.2, edj is
expressed as
edj = vdj1
⊗
vdj2
⊗
. . .
⊗
vdja ,
where vdjr is eigenvector of J
tir
r for the eigenvalue x
tir
djr
. 
If tir = 1 and djr = 1, then J tirr = Jr and from Eq. (6), we have xtirdjr = 1 with multiplicity 1. The
corresponding eigenvector vdjr is equal to (1/
√
nr)1r . Using Definition 2.1, the principal idempotent
matrixMdjr of Jr associated to the eigenvalue 1 is:Mdjr = Jr when djr is equal to 1.
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If tir = 1 and djr = 0, then J tirr = Jr and from Eq. (6), we have xtirdjr = 0withmultiplicity nr − 1. The
corresponding eigenvectors vdjr ’s are ξ r,1, ξ r,2, . . . , ξ r,nr−1. According to Definition 2.1, the principal
idempotent matrixMdjr of Jr associated to the eigenvalue 0 is:Mdjr =
∑nr−1
k=1 ξ r,kξ
′
r,k.
Since Jr has two distinct eigenvalues then it has two different principal idempotent matrices: Jr
and
∑nr−1
k=1 ξr,kξ
′
r,k. From Lemma 2.1,
∑nr−1
k=1 ξ r,kξ
′
r,k + Jr = Ir . It follows that the principal idempotent
matrixMdjr of Jr associated to the eigenvalue 0 is:Mdjr = Ir − Jr when djr is equal to 0. Eq. (7) then
follows from Lemma 2.2. This completes the proof of Theorem 2.1. Notice that when djr is equal to
either 0 or 1, Eq. (8) reduces the identity Ir = Er + Jr which was previously introduced byWansbeek
and Kapteyn [7].
3. Spectral decomposition of covariance matrix
Since the vector of subscript dj = (dj1, dj2, . . . , dja) takes 2a-different values, all eigenvalues of
V are obtained by utilizing Eq. (5). However some of eigenvalues will be repeated. In this section,
we determine distinct eigenvalues of V and obtain the principal idempotent matrix for each distinct
eigenvalue.
3.1. Nested classification
The model given in Eq. (1) is a nested classification when the superscript tir is defined as tir = 0 if
r  i or tir = 1 if r  i+1. Under this definition, the number of different vectors of the superscripts is
equal to a and one finds that t1 = (0, 1, 1, . . . , 1), t2 = (0, 0, 1, . . . , 1), . . . , ta = (0, 0, 0, . . . , 0).
The number of variance components of the model, k, is equal to the number of different vectors of
the superscripts: k = a. Therefore, in this subsection, k appearing in Eqs. (2) and (5) is replaced by a.
Since tir = 0 if r  i or tir = 1 if r  i + 1, it follows that ∏ar=1 xtirdjr = ∏ar=i+1 xdjr for i =
1, 2, . . . , a − 1. Moreover if tar = 0 for r = 1, 2, . . . , a, then ∏ar=1 xtardjr = 1. These two results
together imply that
λdj =
a−1∑
i=1
θt i
⎛
⎝ a∏
r=i+1
xdjr
⎞
⎠+ θta . (10)
Define d1 as
d1 = (dj1, 1 . . . , 1, 1 . . . , 1),
where d11 = 0 or 1 and d12 = d13 = · · · = d1a = 1. According to Eq. (6), xd1r = 1 for r = 2, 3, . . . , a
and consequently
a∏
r=i+1
xd1r = 1 for i = 1, 2, . . . , a − 1. (11)
For j = 2, 3, . . . , a, define dj as
dj = (dj1, dj2, . . . , djj−1, 0, 1, 1 . . . , 1),
where djr = 0 or 1 for r = 1, 2, . . . , j − 1, djj = 0 and djj+1 = djj+2 = · · · = dja = 1. From Eq. (6)
xdjj = 0 and xdjr = 1 for r = j + 1, j + 2, . . . , a and it follows that
a∏
r=i+1
xdjr = 0 for i = 1, 2, . . . , j − 1 and
a∏
r=i+1
xdjr = 1 for i = j, j + 1, . . . , a − 1. (12)
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With the help of Eqs. (11) and (12), Eq. (10) now becomes
λdj =
a∑
i=j
θt i (13)
for j = 1, 2, . . . , a.
Since djr takes either 0 or 1 for r = 1, 2, . . . , a, d1 and dj take, respectively, 2 and 2j−1-different
values for j = 2, 3, . . . , a. But eigenvalues have the same form given in Eq. (13) for the different values
of dj ’s .
One therefore concludes that λdj is repeated 2 times for j = 1 and 2j−1 times for j = 2, 3, . . . , a.
It is clear that the number of distinct eigenvalues is a and
λd1 > λd2 > · · · > λda .
It should be also noted that we have
∑a
j=2 2j−1 + 2 = 2a.
Using Theorem 2.1, the principal idempotent matrixMdj with the subscript dj is defined as above,
is
Md1 = I1
⊗
J2
⊗
J3
⊗
. . .
⊗
Ja (14)
and
Mdj = I1
⊗
I2
⊗
. . .
⊗
I j−1
⊗
Ej
⊗
J j+1
⊗
. . .
⊗
Ja (15)
for j = 2, 3, . . . , a.
Theorem 3.1. If the model in Eq. (1) is a nested classification, then the spectral decomposition of V is
V =
a∑
j=1
λdjMdj ,
where λdj is given by Eq. (13) andMdj , depending on the value of j, is defined by Eqs. (14) and (15).
3.2. Crossed classification
The model given in Eq. (1) is a crossed classification when ti = (ti1, ti2, . . . , tia) is defined as
follows:
(i) t i cannot be (1, 1, 1, . . . , 1) for i = 1, 2, . . . , k,
(ii) tia = 1 and tir = 1 or 0 for r = 1, 2, . . . , a − 1, i = 1, 2, . . . , k − 1,
(iii) tk = (0, 0, 0, . . . , 0).
The number of variance components of the model, k, is equal to the number of different ti’s. From
the definition of ti, one deduces that k = 2a−1. Therefore, in this subsection, k appearing in Eqs. (2)
and (5) is replaced by v = 2a−1. It should be noted that the condition tia = 1 for i = 1, 2, . . . , v − 1
requires that an experiment modeled by a crossed classification is replicated na times.
In this subsection we show that the number of distinct eigenvalues of the covariance matrix V for
a crossed classification is equal to v + 1.
Since tv = (0, 0, 0, . . . , 0), Eq. (6) amounts to xtvrdjr = 1 for r = 1, 2, . . . , a and consequently,∏a
r=1 x
tvr
djr
= 1. Moreover, because tia = 1, ∏ar=1 xtirdjr = xdja ∏a−1r=1 xtirdjr for i = 1, 2, . . . , v − 1. These
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two results together imply that the eigenvalue λdj of the covariance matrix V is
λdj = xdja
v−1∑
i=1
θt i
a−1∏
r=1
x
tir
djr
+ θtv . (16)
Let j = v + 1 and dv+1 be defined as
dv+1 = (dv+11, dv+12, . . . , dv+1a−1, 0),
where dv+1r takes either 0 or 1 for r = 1, 2, . . . , a − 1. Because d(v+1)a = 0, one sees from Eq. (6)
that xd(v+1)a = 0. It follows from Eq. (16) with j = v + 1 that
λdv+1 = θtv
and one obtains from Eq. (3) that θtv = σ 2v .
According to Theorem 2.1 the principal idempotent matrixMdv+1 of the covariance matrix V asso-
ciated to the eigenvalue λdv+1 is now
Mdv+1 = I1
⊗
I2
⊗
. . .
⊗
Ia−1
⊗
Ea.
The vector of subscript dv+1 takes v-different values. But λdv+1 ’s have the same form and are equal
to θtv for the v-different values of dv+1. Therefore, the smallest eigenvalue λdv+1 is repeated v times
with λdv+1 = σ 2v .
Let dj , for j = 1, 2, . . . , v, be defined as
dj = (dj1, dj2, . . . , dja−1, 1), (17)
where the subscript djr takes only one of the values 0 or 1. From Eq. (6) one sees that xdja = 1 since
dja = 1. Eq. (16) also replies
λdj =
v−1∑
i=1
θt i
a−1∏
r=1
x
tir
djr
+ θtv (18)
for j = 1, 2, . . . , v.
When dj is given by Eq. (17), the principal idempotent matrix Mdj of V corresponding to the
eigenvalue λdj becomes
Mdj = Mdj1
⊗
Mdj2
⊗
. . .
⊗
Mdja−1
⊗
Ja, (19)
whereMdjr , for r = 1, 2, . . . , a − 1, is defined by Eq. (8).
The following lemma confirms that there are v distinct eigenvalues λdj given by Eq. (18) when dj
is specified as Eq. (17).
Lemma 3.1. λdj changes as the vector of subscripts dj changes.
Proof. Define (v − 1) × 1 vectors anddj as = (θt1 , θt2 , . . . , θtv−1)
′
and
dj = (γt1(dj), γt2(dj), . . . , γtv−1(dj))
′
, (20)
where γt i(dj) is defined as γt i(dj) =
∏a−1
r=1 x
tir
djr
. It is clear thatdj is a vector of ones and zeroes.
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In terms of these vectors Eq. (18) can be written as
λdj = 
′
dj + θtv .
To show that λdj changes as dj changes, it is sufficient to establish thatdj changes as dj changes. To
achieve this goal, we prove thatdj takes a different permutation of zeroes and ones as dj changes.
γt i(dj) is considered as the product of some xdjr ’s for a given ti. Since tia = 1 and t i cannot be
(1, 1, 1, . . . , 1) the case in which ti1 = ti2 = · · · = tia−1 = 1 is not included. It follows that γt i(dj) is
not of the form: xdj1xdj2 . . . xdjaand consequently the number of all possible different products of some
xdjr ’s is
a−1∑
k=0
⎛
⎝ a − 1
k
⎞
⎠− 1 = 2a−1 − 1 = v − 1.
Note that γt i(dj) = γt j(dj) if i = j. So the vectordj in Eq. (20) consists of all possible products of
some xdjr ’s. According to Eq. (6), xdjr is an one-to-one function from {0, 1} to {0, 1}. Hence dj takes
a different permutation of ones and zeros as dj changes. This completes the proof of Lemma 3.1. 
When dj is given by Eq. (17) we can generate v-different dj . It follows that there are v distinct
eigenvalues of the covariance matrix V , besides the smallest eigenvalue. Therefore, the number of
distinct eigenvalues in this case is equal to v + 1.
Theorem 3.2. If the model in Eq. (1) is a crossed classification, then the spectral decomposition of the
covariance matrix V is
V = ∑
dj
λdjMdj + σ 2v I1
⊗
I2
⊗
. . .
⊗
Ia−1
⊗
Ea,
where the vector of subscripts dj , λdj and Mdj are given by Eqs. (17), (18) and (19), respectively. The
summationon the righthand side is takenover2a−1 elements and from (1, 1, . . . , 1, 1) to (0, 0, . . . , 0, 1).
4. Examples
Example 4.1. Consider the twofold nested model
yijk = μ + αi + βij + eijk, i = 1, 2, . . . , n1, j = 1, 2, . . . , n2, k = 1, 2, . . . , n3,
whereμ is a fixed effect and randomeffectsαi,βj(i) and eijk are independently distributedwith 0-mean
and variances σ 2α , σ
2
β and σ
2
e , respectively.
Covariance matrix for this model is:
V = n2n3σ 2α I1
⊗
J2
⊗
J3 + n3σ 2β I1
⊗
I2
⊗
J3 + σ 2e I1
⊗
I2
⊗
I3. (21)
The vectors of superscripts are: t1 = (0, 1, 1), t2 = (0, 0, 1) and t3 = (0, 0, 0). The corresponding
parameters are obtained by using Eq. (3) and they are: θt1 = n2n3σ 2α , θt2 = n3σ 2β , θt3 = σ 2e .
The symbol “a" for thismodel is equal to 3. FromSection 3.1 one deduces that the number of distinct
eigenvalues of V for this model is 3. These eigenvalues are:
λd1 = θt1 + θt2 + θt3 = n2n3σ 2α + n3σ 2β + σ 2e ,
λd2 = θt2 + θt3 = n3σ 2β + σ 2e , λd3 = θt3 = σ 2e .
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From Eqs. (14) and (15), the principal idempotent matrices of V for this model are:
Md1 = I1
⊗
J2
⊗
J3, Md2 = I1
⊗
E2
⊗
J3, Md3 = I1
⊗
I2
⊗
E3.
Using Theorem 3.1, the spectral decomposition of the covariance matrix V in Eq. (21) is obtained as
V = (n2n3σ 2α + n3σ 2β +σ 2e )I1
⊗
J2
⊗
J3 + (n3σ 2β +σ 2e )I1
⊗
E2
⊗
J3 +σ 2e I1
⊗
I2
⊗
E3.
Example 4.2. Consider the two-way crossed classification with interaction model
yijk = μ + αi + βj + γij + eijk, i = 1, 2, . . . , n1, j = 1, 2, . . . , n2, k = 1, 2, . . . , n3,
where μ is a fixed effect and random effects αi, βj , γij and eijk are independently distributed with
0-mean and variances σ 2α , σ
2
β , σ
2
γ and σ
2
e , respectively.
Covariance matrix for this model is:
V = n2n3σ 2α I1
⊗
J2
⊗
J3+n1n3σ 2β J1
⊗
I2
⊗
J3+n3σ 2γ I1
⊗
I2
⊗
J3+σ 2e I1
⊗
I2
⊗
I3.
(22)
The vectors of superscripts are: t1 = (0, 1, 1), t2 = (1, 0, 1), t3 = (0, 0, 1) and t4 = (0, 0, 0). The
corresponding parameters are obtained by using Eq. (3) and one finds θt1 = n2n3σ 2α , θt2 = n1n3σ 2β ,
θt3 = n3σ 2γ , θt4 = σ 2e .
The symbol “a" for this model is equal to 3. Consequently v = 23−1 and the number of distinct
eigenvalues of V for this model is equal to v + 1 = 5 (see Section 3.2). The first four eigenvalues are
calculated from Eq. (18), where according to Eq. (17), the vectors of subscripts are: d1 = (1, 1, 1),
d2 = (1, 0, 1), d3 = (0, 1, 1) and d4 = (0, 0, 1). They are:
λd1 = θt1 + θt2 + θt3 + θt4 = n2n3σ 2α + n1n3σ 2β + n3σ 2γ + σ 2e ,
λd2 = θt2 + θt3 + θt4 = n1n3σ 2β + n3σ 2γ + σ 2e ,
λd3 = θt1 + θt3 + θt4 = n2n3σ 2α + n3σ 2γ + σ 2e ,
and
λd4 = θt3 + θt4 = n3σ 2γ + σ 2e .
The corresponding principal idempotent matrices are calculated from (19). One gets
Md1 = J1
⊗
J2
⊗
J3, Md2 = J1
⊗
E2
⊗
J3, Md3 = E1
⊗
J2
⊗
J3
and
Md4 = E1
⊗
E2
⊗
J3.
It turns out that the smallest eigenvalue of the covariancematrixV given in Eq. (22) isλd5 = θt4 =
σ 2e .
Using Theorem 3.2, the spectral decomposition of V in Eq. (22) is
V = (n2n3σ 2α + n1n3σ 2β + n3σ 2γ + σ 2e )J1
⊗
J2
⊗
J3
+ (n1n3σ 2β + n3σ 2γ + σ 2e )J1
⊗
E2
⊗
J3 + (n2n3σ 2α + n3σ 2γ + σ 2e )E1
⊗
J2
⊗
J3
+ (n3σ 2γ + σ 2e )E1
⊗
E2
⊗
J3 + σ 2e I1
⊗
I2
⊗
E3.
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