An inverse problem for a linear stochastic evolution equation is researched. The stochastic evolution equation contains a parameter with values in a Hilbert space. The solution of the evolution equation depends continuously on the parameter and is Fréchet differentiable with respect to the parameter. An optimization method is provided to estimate the parameter. A sufficient condition to ensure the existence of an optimal parameter is presented, and a necessary condition that the optimal parameter, if it exists, should satisfy is also presented. Finally, two examples are given to show the applications of the above results.
Introduction
The purpose of this paper is to study an inverse problem for the following linear stochastic evolution equation:
dy A t; p B t; p ydt f t; p dt σ t; p dw t , t ∈ t 0 , t f ≡ T,
y t 0 ϕ ξ,
where t f < ∞, p ∈ P ad ⊂ P is a parameter to be determined, and P ad is a convex domain in P . The solution of 1.1 corresponding to p can be denoted as y y p y t; p to explicitly show the dependence of y on p.
The problem of this paper is to determine the unknown parameter p based on the measurement g t , which is defined by the following: g t Λ t; p y t , t ∈ T, 1.
where V , H, K, W, and P are Hilbert spaces.
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There are many papers dealing with parameter estimation problems for stochastic partial differential equations, for instance, see 1-7 , but only a few papers to estimate directly parameters involved in stochastic evolution equations in infinite dimensional spaces, for example, 8, 9 . In particular, Lototsky and Rosovskii 9 consider a problem estimating a constant parameter and obtain an estimate that is consistent and asymptotically normal.
Denote by L X; Y the linear continuous operator space on X to Y , by ·, · X the inner product of X, and by ·, · X ,X the dual product of X and X, where X is the dual of X. V , V , and H make up an evolution triple, namely, they should satisfy
where each space is dense in the following space and has a continuous injection, H H, and y, x V ,V y, x H , ∀x ∈ V, y ∈ H.
1.4
For any t ∈ T and p ∈ P ad , A t; p ∈ L V ; V , B t; p ∈ L V ; H , σ t, p ∈ L W; H , Λ t; p ∈ L V ; K, , f t; p ∈ H, and A t; p z, z V ,V ≥ α z 2 V , z ∈ V, 1.5 where the constant α is independent of p ∈ P ad and t ∈ T . Let Ω, F, μ be a complete probability space and F t an increasing family of sub σ-algebras of F F F ∞ . M Ω, μ, Φ denotes the space of random variables with values in a Hilbert space Φ. then P o is called a relative optimal parameter. In Section 2, the base of this paper is given, under certain conditions the function p → y p is continuous and Fréchet continuously differentiable.
In Section 3, the main results of this paper are proposed. The problem estimating the parameter is transformed into the optimization problem. The above optimization problem, such as existence of the optimal parameter and necessary conditions, is studied.
In Section 4, the results in Sections 2 and 3 are applied to parabolic stochastic partial differential equations to identify certain parameters involved in those equations.
Continuity and Differentiability with Respect to a Parameter
In this section the continuity and the differentiability of the solution of the system 1.1 with respect to the parameter p are studied.
Before studying the properties of the solution to 1.1 , it must be shown that the system 1.1 is well-behaved in some sense on certain conditions. There are many papers dealing with solvability of Stochastic evolution equation 1.1 , for example, see [10] [11] [12] . From Bensoussan 10 the following lemma is useful. 
2.1
Then there exists a unique generalized solution, y, in the Ladyzenskaja sense of 1.1 almost every 
and it is well known that W 1 T ; V, H ⊂ C T ; H . Now, it is time to give the main results in this section. 
are continuous, the solution of 1.1
is continuous, that is, y ∈ C P ad ; S or the following equalities are true: 
where {f n } is an orthonormal basis of X.
The following two lemmas are obvious, so their proofs are omitted.
Lemma 2.5. Supposes that U ∈ L X is a nuclear operator and B ∈ L X, Y , then
Proof. First, suppose that f is a step function, that is,
where 
2.27
From the assumptions of the spaces H and V , there exists a constant γ such that
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2.34
Similarly, it also obtains where the following martingale inequality is used: 
Proof. By Lemma 2.1, there exists a unique solution to 2.43 ,ẏ ∈ S. Taking p 0 ∈ P ad , for any p ∈ P ad , setting h p − p 0 and z y − y 0 −ẏ, where y y p and y 0 y p 0 are defined by 2.22 and 2.23 , respectively, it has 
2.45
Moreover, by Theorem 2. 
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So, y p is Fréchet differentiable at p 0 and its Fréchet derivative operator y 0 is determined by 2.43 .
The continuity of y p can be proved in a way similar to proof of Theorem 2.3, which is omitted here.
Existence and Necessary Conditions for Optimality
In this section the optimization problem 1.10 is researched. First, we prove that the cost functional p → J p is continuous and continuously Fréchet differentiable. Next, we prove that under certain sufficient conditions there exists an optimal parameter p, at which the cost functional reaches its minimum over the admissible parameter set P ad , and derive necessary conditions for optimality, which means that the optimal parameter should satisfy some inequalities.
Theorem 3.1. Let the assumptions of Theorem 2.3 be satisfied
be continuous, then the mapping
is continuous.
Proof. Take p 0 , p ∈ P ad and set h p − p 0 , y y p , y 0 y p 0 , Λ Λ p , and Λ 0 Λ p 0 , then it has
3.3
Letting p → p 0 , that is, h → 0, using Theorem 2.3 and the assumptions of Theorem 3.1, it obtains at once
Hence, J p is continuous.
From Zeidler 14 the following lemma is quoted. 
has a solution, p * ∈ P ad ⊂ P , if one of the following conditions is fulfilled:
a P ad is a closed subspace of P ;
b P ad is a closed and convex in P .
Proof. Obviously, the condition a is a special case of the condition b . So, it needs only proof that the conclusion holds in the case b . Assume K ad UP ad . Obviously, K ad is closed and convex. Suppose {p n } ⊂ P ad is a minimizing sequence, that is, I p n → d 2 . In order to prove that {Up n } is a Cauchy sequence, we prove the following inequality:
Letting n → ∞, it obtains
Up n m − Up n o 1 .
3.11
Hence, {Up n } ⊂ K ad is a Cauchy sequence. Since K ad is closed, there exists y * ∈ K ad such that Furthermore, we also can obtain the smoothness of the mapping J p .
Theorem 3.5. Let the assumptions of Theorem 2.8 be satisfied, g ∈ L
2 Ω × T ; K , and let
be Fréchet differentiable, then
is continuously Fréchet differentiable and the Fréchet differential of J at p along the direction h ∈ P is determined by the following:
where Λ p ∈ L P ; L S; K and y t; p h ẏ t is determined by 2.43 .
Proof. Take p, p ∈ P ad , set h p − p, then we have
3.18
where y y p and Λ Λ p . Letting p → p, that is, h → 0, it has
Journal of Applied Mathematics Theorem 3.8. Let the assumptions of Theorem 3.5 be satisfied and let the observation operator Λ be independent of p. Then the optimal parameter p 0 that minimizes J p over P ad is characterized by the following optimization system:
Proof. Firstly, using the flow of time reversed changing t to t f − t according to Lemma 2.1, it is easy to show the problem 3.26 is well posed. By Theorems 3.5 and 3.6
3.28
Settingẏ y t, p 0 h and using 3.26 and 2.43 , it has
3.29
Applications
In this section the above results are applied to systems governed by stochastic partial differential equations. The following symbols are used: 
The System Governed by a Stochastic Parabolic Partial Differential Equations
Consider the following stochastic parabolic partial differential equation:
The problem we shall deal with is to determine the unknown coefficients a ij i, j 1, . . . , n and c based on the measurement then P is a Hilbert space. In order to make sense of the problem 4.1 , it assumes the admissible parameter set P ad as follows:
where γ and δ 0 < γ ≤ δ are given constants. Obviously, P ad is a convex and closed set in P . By the Sobolev imbedding theorem see Chapter 15 , 6 , the imbedding
is compact, where C λ D is the Hölder space and λ ∈ 0, m − n/2 .
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Next, define the operator
where c t ≡ c ·, t , and then, obviously, A p ∈ L V, V . Using the generalized Green formula, for all y, z ∈ V , it has
4.8
Due to p ∈ P ad , it has
By the Poincaré inequality it has
which, along with 4.8 , shows that A satisfies 1.5 .
4.11
Therefore, B t ∈ L V, H , for all t ∈ T . Finally, set u t u ·, t , f t f ·, t , and σ t σ ·, t . Thus, 4.1 can be written as 3.25 .
Summing up the above reasoning, it has the following theorem. 
H . So, we can use the following cost functional:
Theorem 4.3. The mapping J p defined by 4.13 is continuously Fréchet differentiable and its Fréchet differential is determined by
J p h −2E D T ⎧ ⎨ ⎩ n i,j 1 Δa i,j ∂ i v∂ j u Δcuv ⎫ ⎬ ⎭ dt dx grad J, h P ,P ,
4.15
where h Δa 11 , . . . , Δa nn , Δc ∈ P , the gradient operator is
u u p is the solution of 4.1 , and v v p is defined by the following system:
22
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Example 2
Consider the following system:
where D ⊂ R n with n ≤ 3. The problem addressed is to identify the unknown parameter p a 1 , . . . , a m ∈ R m , which varies in an admissible parameter set P ad ≡ {p ∈ R m ; 0 ≤ γ ≤ p R m ≤ δ} based on the approximate point measurement:
where
In order to make sense of 4.19 , it assumes
4.20
It is easy to prove that u t ∈ W 2,2 D ∩ H 4.28
Conclusion
In this paper we consider solving of the parameter contained in a linear stochastic evolution equation LSEE by means of smooth optimization methods. We prove that the solution to the LSEE continuously depends on the parameter and is continuously Fréchet differentiable with respect to parameter. We also prove that the cost functional is continuously Fréchet differentiable with respect to parameter. Based on the above results the necessary conditions, which the optimal parameter should satisfy, are presented. Moreover, the sufficient conditions, under which there exists an optimal parameter, also are presented. Finally we apply the results to stochastic partial differential equations with a final measurement and an approximate point measurement, respectively. It should be pointed out that we only consider the linear stochastic evolution equation LSEE without measurement errors. The case with measurement errors, such as filtering of diffusion processes 16 , is worth investigating in the future.
