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Abstract
Basic innovations are often believed to be the drivers of economic growth. It has
been widely documented that economic growth follows cyclical patterns of vary-
ing length. In this paper we examine if such patterns are also present in basic
innovations. For an annual time series of count data covering 1764-1976, we fit a
harmonic Poisson regression model. The results suggest the presence of multiple
cycles of length 5, 13, 24, 34 and 61. We compare these cycles and their joint ef-
fect with widely documented economic cycles and find important resemblances and
differences.
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1 Introduction
Radical innovations play a central role in almost all long wave theories. Protagonists of the
view that economic development is explicitly driven by radical innovations are for example
Schumpeter, Mensch and van Duijn, where Schumpeter was the first to conjecture that
economies are driven by entrepreneurial innovation.1 Economic development is assumed to
depend on the ability of heroic entrepreneurs who combine exogenously produced scientific
inventions and original ideas to create ”new combinations”, which then lead to a cluster
of basic innovations which in turn will propel new leading sectors.
Mensch elaborated on this notion and added the idea that the clusters of radical
innovations develop during depression periods because only then, companies would be
desperate enough to try to rekindle profitability through investing in radical new tech-
nologies. Clark, Freeman and Soete refuted Mensch’s depression trigger hypothesis and
argued amongst other things that basic innovations cluster mostly in the beginning of the
long wave upswing. Van Duijn combines principles from the innovation literature with
investment theory and focuses on innovation life cycles. He states that new radical inno-
vations with the help of a conducive investment climate create new industries which are
able to take the economy to a higher level of development. Supporters of the investment
school and the Marxists thought innovations only to be supportive in their respective
theories.
In the present paper we also focus on innovations, and we examine the link between
bursts of radical innovations and economic cycles. Indeed, there is ample evidence of
the such cycles in economic data. Since the debate on long waves really took off after
Kondratieff’s somewhat controversial publications (1925), many authors have devoted
time and energy to question and examine ”the long wave”. This line of research resulted
not only in findings on the long wave with a duration in between 40 to 60 years, but also
other waves with different lengths and also different drivers were found. The well known
cycles of Kitchin (1923), Juglar (1862) and Kuznetz (1930) are just a few examples. The
1Full reference to the relevant publications will be given in later sections, where we concisely review
the literature.
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length of the various cycles found in terms of the critical literature of ”the long wave”
seems to cluster around certain averages. In the present paper we give a condensed
historical overview of the findings of authors who have studied innovations and long wave
related theories.
The main focus in our paper is to examine the link between innovations and economic
cycles by studying cyclical patterns in innovations. For that purpose, we first start in
Section 2 with a review of the literature on the link between innovations and long economic
cycles. Next, in Section 3, we concisely summarize the literature on economic cycles by
providing a table with the main landmark results. In Section 4, we analyze a time series
with count data concerning basic innovations. We propose a harmonic Poisson regression
model for this purpose and test for the presence of multiple cycles. We find compelling
evidence of such cycles of length 5, 13, 24, 34 and 61 years. We provide a graph of their
joint cyclical pattern and compare this pattern with the Kondratieff cycel. In Section 5,
we conclude our paper by formulating a few conjectures that provide interesting areas for
further research.
2 Innovations and long cycles
In this section we summarize the main arguments for the presence of a relation between
economic cycles and basic innovations.
Schumpeter and Kuznets
In his book Business Cycles (1939), Joseph Schumpeter developed the entrepreneurial
model of innovation in which skilled individuals use exogenously produced inventions and
original ideas to create ”neuer Kombinationen”. These radical innovations are distributed
randomly over time. A cluster of basic innovations is assumed to create a new and fast
growing leading sector in the economy, which facilitates an upswing in the long wave.
Innovators who have successful applications are considered able to exploit a temporary
monopoly. In contrast, radical innovations are discouraged during the upswing because
existing technologies already generate ample earnings. Next, after some period of time,
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a swarm of imitators saturates the market, and consequently, margins will erode and
earnings will diminish. By then, economic development will slow down and the long wave
will enter the down swing phase. In Schumpeter’s view, the economy is dependent on
heroic entrepreneurs to get out of the depression periods.2
Schumpeter’s ideas have been criticized along various lines. Kleinknecht (1990) sum-
marizes the most important critiques that appeared in Kuznets (1940) in his, otherwise
predominantly positive, review of Schumpeter’s book on business cycles. First, Schum-
peter was considered to have failed to give evidence that long waves are not merely a
price phenomenon, but also exist in real indicators of general economic activity. Second,
Schumpeter’s explanation of the long waves required a clustering of radical innovations,
and this had not been substantiated with empirical data. And, third, Schumpeter had
failed to give a convincing explanation of why such clusters would occur. Freeman and
Louc¸a (2001) respond that, due to additions and adaptations to the original ideas of
Schumpeter in various articles and books, the original critiques can now be refuted and
that the notion of the clustering of innovations is now well established.
More on the clustering of innovations
Mensch (1975) concluded that clusters of radical innovations develop during the end of
the long wave down swing. He formulated a theoretical explanation for this phenomenon,
the so-called ”depression trigger” hypothesis. Mensch distinguishes basic innovations,
improvement innovations and pseudo-innovations. Instead of the idealized sinus wave
pattern, Mensch uses an S-shaped representation of the long wave in his metamorphosis
model. A cluster of basic innovations, which arises at the end of the downswing phase,
facilitates the development of a new ”S”. Clustering is caused by fast imitation, the
so-called bandwagon effect. The economy will form itself after the new leading sector
and gets into a lock-in. Firms, by then, only want to protect their market shares and
2Later in his prolific scientific career, Schumpeter abandoned the idea that innovation is solely de-
pending on the creative efforts of individual entrepreneurs. He observed that the bulk of innovations did
no longer stem from small entrepreneurial firms but that they were produced by large corporations who
relied on the efforts of their R&D departments.
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will limit themselves to the improvement of innovations. Firms will desperately try to
prevent complete stagnation with pseudo-innovations when market saturation kicks in
and the possibilities for new applications of the technology are exhausted. The lack
of profitability assures that, despite the higher risk and pessimism associated with the
depression phase, investors will change to new radical projects. According to Mensch this
is the only way a society can defeat a period of technological stalemate.
A little later, Clark, Freeman and Soete (1981) find much weaker support for the clus-
tering hypothesis than Mensch did. They conjecture that clustering of basic innovations
occurs throughout an entire long wave cycle and most predominantly at the beginning
of the upswing phase. Furthermore, they also indicate that the timing of the emergence
appearance of basic innovations is of no direct importance but it is the moment of dif-
fusion that is essential. Clark, et al. (1981) point out that the diffusion of a group of
revolutionary innovations does not proceed directly after they have been introduced but
that it can take many years before a cluster breaks through. Moreover, they indicate that
the diffusion process is not just copying an innovation, but merely that it consists of a
series of further improvements.
Van Duijn (1983) analyzes diffusion, that is, the large-scale distribution of innovations,
which he believes is the dominant force behind the long waves. His theory is based on
three basic principles, which are innovation, innovation life cycles and investments in in-
frastructure. Innovations and innovation life cycles are the boosters of the growth process,
which additionally is strengthened by investments in the infrastructure. Van Duijn does
not assume a univocal link between the long wave phases and the innovation life cycles,
and therefore innovations occur continuously. He distinguishes four different types of in-
novations, that is, important product innovations which create new industries, important
product innovations in existing industries, process innovations in existing industries and,
finally, process innovations in basic sectors (such as oil refineries and the steel industry).
Finally, in Freeman (1996) and Perez (1983, 2002), the authors take a further step
by making the allegation that clusters of basic innovations play a far-reaching part in
society. It is emphasized that this is due to the mutual dependency of technical, economic,
5
political and cultural factors. Certain types of technological change influence all sectors of
the economy. The diffusion of their so-called techno-economical paradigm is accompanied
by a large crisis of structural adjustment. Social and institutional change is necessary to
bring about a better match between the new technology and the old political, social and
management system of the economy, the so-called socio-institutional framework. When
such a match is achieved, a relatively stable pattern of long-term investment behavior can
emerge that can hold out for about 20 to 30 years, as it is claimed.
Summary
Long wave researchers such as Schumpeter, Mensch, van Duijn, Freeman and Perez have,
each in their own way, provided arguments how basic innovations could correlate with
economic development. Schumpeter has been the first to point out the dominant role of
the individual entrepreneur in the innovation process, but later he was known to switch
to the idea that large corporate R&D departments were responsible for the development
of new technologies. Mensch further developed the early ideas of the Schumpeter. He
created his depression trigger hypothesis, which was later supported by Kleinknecht but
criticized by Clark, Freeman and Soete. The latter authors argued that innovational
clustering predominantly takes place during the recovery period. Van Duijn elaborated
on the role of investment in the innovation process. Finally, Freeman and Perez enlarged
the focus of the innovation school and incorporated the institutional environment in their
analysis.
The basic notion in all these theories is the same. Innovations are important drivers
of economic growth and of economic cycles. In the next section we turn our focus to the
nature of such cycles.
3 Economic cycles
In this section we summarize the relevant literature on the presence of cycles in economic
data. We observe that there is a variety of cycles. A concise overview will be given of the
various cycles discussed in the critical long wave literature.
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Theory-based cycles
In the long wave literature, five different economic cycles have been discussed at length.
The so-called Kitchin, Juglar, Kuznets, Kondratieff and the Hegemony cycles will be
discussed concisely. Other researchers have also found cycles by using a technical analysis
of the data, but these have a less well developed theoretical background. Other authors
have discovered cycles in non-economic variables. We address these below, though briefly.
The Kitchin stock cycle was discovered in 1923. Kitchin found a pattern of fluctuations
that lasted for about 3 to 4 years. He explained these fluctuations by stating that after
a recession, firms had too little stocks of raw materials, parts, half fabricates and final
products. While aiming to get their stocks at an acceptable level, firms create a demand
that influences the entire economy. Demand increases until the firms find out that their
expansion has been too exuberant and their stock has become too large. In order to
diminish the excess stock, firms will cut back on their stock orders and will lower their
output. This can drag the economy into a recession.
The Kitchin cycle is viewed as an endogenous cycle (Tylecote, 1992). There has been
relatively little criticism on this as there has always been much empirical support for this
cycle. Tylecote conjectures that it is unlikely that the cycle still exists in its original form.
Furthemore, Tylecote refers to the 4-year presidential cycle which matches well with the
length of the original Kitchin cycle.
Juglar (1862) discovered cycles with length varying between 7 and 11 years. This
cycle is now commonly known as the ”ordinary medium term business cycle”. In his 1862
book ”Des crises commerciales et de leur retour periodique en France, en Angleterre et
aux Etats-Unis”, he wrote that the cycles was not the consequence of forces from outside
of the economy but from the inside, hereby indicating that there must be an endogenous
explanation. Juglar discerned three stages in his cycle, that is, a period of progress, of
crisis, and of liquidation. He did not formulate an explicit theory, but he did present
historical and statistical data. His methods formed the basis for later statistics-based
approaches.
The third relevant cycle is the Kuznets cycle. It is widely accepted by economists as
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there is sufficient data material. The cycle is related to investments in construction and
it lasts for about 15 to 25 years. Kuznets suggested that US population growth, with
its large immigration ratio between the 1870s and the 1920s, caused fluctuations in the
construction of houses and investments in the railways.3
Long waves or Kondratieff cycles are surges in economic development that last for
about half a century. They have been studied extensively by many authors from differ-
ent theoretical backgrounds. This diversity has led to the development of a variety of
schools of thought, which all see different drivers of this long cycle. The most impor-
tant schools are (1) the Marxist capitalist crisis school (Mandel, 1995) which sees the
falling rate of profit as the cause of the long cycle, (2) the investment school (Kondratieff,
1925 and Forrester, 1977), which focuses on investment as the main determinant, (3) the
innovation school (Schumpeter, Mensch) which puts innovation at the core and (4) the
institutionalists (Freeman, Perez) who believe that the interaction between the institu-
tional environment, infrastructure and clusters of basic innovations is the driving force
of the Kondratieff wave. Some long wave authors have created a hybrid theory which
combines elements from different schools of thought. Van Duijn (1983) and Rostow et al.
(1979) each in their own way merge ideas from the investment school and the innovation
school. Innovation, though obviously not the main driver in each theory, does play an
important part in all proposed long cycles mechanisms.
A range of variables has been examined to provide empirical support for long cycles.
The seven main categories are prices, production, innovation and invention, capital in-
vestment, trade, real wages and working class behavior, and war. The listed variables
differ in availability and quality, as, of course, the data must be investigated over a long
period of time. A question of typical interest is whether lengthy cycles can only be found
in price and other monetary variables or whether it can also be observed for real variables.
Empirically, the Kondratieff wave is still mostly a cycle in prices. The fact that some
important questions surrounding the Kondratieff cycle are yet to be resolved has made
3The exogenous explanation of the cycle which encompasses the emigration from Europe to the US
has been debated. Indeed, did migration cause the upswing or was the cycle already in upswing and did
the arisen expectancies trigger the immigration flow?
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this long cycle somewhat controversial. However, the approaches, which focus more on
the diffusion of clusters of basic innovations and their assimilation within society, may
lead to new insights on the Kondratieff cycle.
Finally, Goldstein (1988) gives an overview of long wave and hegemony (war) cycles.
He divides the hegemony debate in three distinct schools of thought. These are the
leadership cycle school (Modelski, 1978), the world system school (Wallenstein, 1983)
and the power transition school. Modelski’s leadership cycle school does not describe war
cycles, but it analyzes political cycles in which the institutions and regulations arise on the
basis of which international contacts take place. This leadership cycle school eventually
distinguishes twenty long waves. Alternatively, Wallerstein’s world system school has
neo-Marxist roots and mostly examines the relationship between core and periphery, in
contrast to the other schools which mainly look at conflicts within the core of the world
system. Finally, the power transition school follows the work of Organski (1958) and it
states that an international hierarchy is necessary to prevent war. A super power must
intimidate potential challengers in such a way that war is not a real option for them
anymore. Modelski’s (1978) leadership cycle school finds hegemony cycles with a length
of 100 years, while Wallerstein’s (1983) world system school distinguishes a 150 year
hegemony cycle.
Goldstein (1988, p. 283) makes a distinction between the long wave in war, which he
incorporates in his Kondratieff theory, and an autonomous longer wave in hegemony. He
follows Wallerstein’s conclusions and accepts the 150 year hegemony cycle.
Data-based cycles
Various researchers have found many different cycles through a data-based examination
of data on available economic or other indicators. Although there is no theory, several
studies do appear in the literature and deserve some mention.
Kuczynski (1978) discerned cycles of 2, 8, 9, 13, 23 and 60 years, see also van Duijn
(1983, pp 170-171). Kuczynski focussed on real economic growth of production and also
used inventions and innovation data. Using spectral analysis he found a variety of waves
9
with different lengths. He could not explain the theoretical background of his findings.
Haustein and Neuwirth (1982) report cycles of length 7, 9, 13, 20, 32 and 40 years.
Haustein and Neuwirth uses the same data as Kuczynski (1978). Amongst other things,
they describe a cycle with length about 32 years from invention to innovation, using
different data sets from West Germany, U,K, and the USA. They also find a 20-year cycle
in inventions and innovations, and a 13-year cycle representing relationships between
innovations and industrial production or energy consumption.
Solomou (1998) reports the following. British GDP seems to have two stochastic
cycles of 8.6 and 24.6 years. When a single cycle is imposed, a cycle length of 12.3 years
is found. The US economy displays cycles of 5 years, of 10.8 and of 19.2 years. The
German economy displays cycles of 10.8 years as well, and also one of 23.8 years. Finally,
the French GDP has cycles of length 4.5, 7.7 and about 20 years. According to Solomou,
each era has its own unique and not internationally synchronized constellation of cycles.
Forrester’s (1977) long cycle originates from a model simulation (the National Model),
which he associates with the Kondratieff cycle. His model also implies a so-called boot-
strap. A bootstrap structure arises when a sector uses part of its own sales as a production
factor. The signal to increase the supply of the factor leads to operations which, at least
in the short term, cause a reduction in the supply. This process also takes place in the
capital sector. When the capital sector has to increase its supply in order to satisfy
an increase in demand, both labor and capital equipment are needed. The only way to
facilitate this is by withdrawing investments from the consumption sector, which was re-
sponsible for the increase in demand in the first place. Thus a delay arises which ensures
a considerable extension of the periods of fluctuations. Haustein and Neuwirth (1982)
consider bootstraps to be a well known economic phenomenon. They give an example in
the shipbuilding industry with a cycle length of approximately 17 years. According to
these authors, Tinbergen proved that the entire cycle length is four times the lag (ibid,
p. 68).
Thio (1991) puts forward a model of labour supply and deduces a 32 year cycle.
Howe and Strauss (1991) started from the concept of historical generations, which
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would show a repetition through the centuries. They identify a cohort generation as
everyone born within a particular 20-25 year time span. People in a cohort generation have
a similar world view. Howe and Strauss delineate 17 different generations over the course
of American history between 1584 and 1981 with number 18 starting in 1982. The so-
called four-phase four-generation cohort cycle, where recessive and dominant generations
alternate, thus has a length of around 90 years. Berry en Kim (1994) connected the age
cohort analysis with the Kondratieff cycle. They combine the four consequent waves of
types of generations to the four phases of the Kondratieff wave.
Finally, Namenwirth (1973) used political themes to express the dominant ideology
which he then related to the economic situation. He analyzed themes from the political
campaigns of the American presidential elections between 1844 and the 1960s and he
found cycles of political themes of 48 and even 152 years.
Conclusion
In sum, there seem to be many causes and drivers for economic cycles of varying lengths.
Innovations, certainly, are viewed as of the key drivers, but also other factors exist. In
Table 1, we summarize the above reviewed literature.
A final issue concerns the notion that two or more cycles can exist at the same time.
Schumpeter was one of the first to think in terms of such a multiple cycle concept. He
considered the ’Kitchin’ cycle, the ’Juglar’ cycle and the Kondratieff cycle. Schumpeter
believed that one Kondratieff cycle comprised six Juglars. In turn, the Juglars were
composed out of three Kitchin’s. He argued that these different waves would operate in
parallel because each innovation, the driving forces of the waves had different impact.
The question however is whether any cycle should incorporate an integer number of
other cycles. It may well be that various cycles exist at the same time, but that their
peaks and troughs rarely, if ever, occur at the same time. For example, if there are two
cycles of length 8 and length 13, only once in the 8 × 13 = 104 years they share an
extremum value. In the next section we therefore examine the properties of an innovation
count series and look for the presence of cycles. As innovations appear by and large to
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drive economic cycles, it is of interest to see how innovation cycles look like.
4 Cycles in innovations
In this section we analyze a lengthy series concerning basic innovations for its cyclical
properties. We first put forward three hypotheses, which we derive from the literature
review in the previous two sections. Next, we discuss the data, and then the econometric
modeling method. We conclude with a description of the results.
Hypotheses
We have seen that there is a link between innovations and economic cycles. Next, we
have seen that there is a variety of long economic cycles. Our first hypothesis (H1) is
then that there are various cycles in innovation data. Following various authors, we next
hypothesize (H2) that there is a clustering of basic innovations. These two hypotheses can
be examined using parameter estimates in the regression model to be discussed below.
Our next hypothesis concern the link between the cycles in innovations, if there would
be any, and the economic cycles. Again following the earlier discussion, we propose (H3)
that basic innovations peak where the long wave is at its low point and the number of
basic innovations is small where the long wave peaks. Hence, in recession periods at
the end of the down swing there are clusters of innovations. Herewith we test again the
hypothesis as it was also tested by well-known long wave innovation authors.
Data
Before the three hypotheses can be tested, the question should be addressed which data
set is the most suitable for our analysis.
We decide to rely on the data set created by Silverberg and Verspagen. Silverberg
and Verspagen (2000) create a basic innovation super sample by combining the datasets
of Haustein and Neuwirth and of van Duijn. Kleinknecht’s dataset is not used as it
is too short in comparison to the other two. Silverberg and Verspagen do not apply a
weighting procedure because this is not consistent with the use of the Poisson distribution.
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Innovations which exist in both data sets are counted only once in the super sample, just
as innovations which appear in only one of the data sets. All innovations are thus treated
equal. When there was a difference in the date of appearance of the basic innovation
between the sets of Haustein and Neuwirth and Van Duijn there has consequently been
chosen for the earliest date.4
Silverberg and Verspagen’s (2002) innovation super sample involves historically recog-
nized general data set problems such as the end effect error, personal bias of the creator
and the fact that in certain cases it is arbitrary whether an innovation is basic or not.
Moreover, an important shortcoming of the used data could be that the basic innova-
tions incorporated in all the data set are assumed to be equal whereas in practice the
impact on the economy will be different. This is all the more relevant because the long
wave theories which have assigned a central role to basic innovations explicitly point out
that that certain innovations, whether or not in cooperation with related innovations,
have such a large impact they can influence the entire economy. However, the mentioned
shortcomings have been widely discussed among the various authors, the data is the best
data available for the research as is to be conducted.
The count data we analyze are depicted in Figure 1. It concerns an annual time series
of the number of basic innovations per year, and it runs from 1764 to and including 1976,
thereby covering 213 years.
The model
We now say a few words about the Poisson regression model that we use for describing
the data in Figure 1.
Consider the variable Yi, i = 1, . . . , N which can take only the discrete values 0, 1, 2, 3, . . . .
If the variable Yi has many different values relatively far away from zero, the Linear Re-
4By focusing on basic innovations and using this data set we are aware that we choose to investigate
basic innovations rather than diffusions. All data sets reflect the moment of introduction of basic inno-
vations. It might be that the moment of diffusion is more important for long wave take-off. This has
been indicated before by Freeman, Clark and Soete (1982) in their criticism of Mensch (1975) and has
later been further developed by Perez (2002) who explicitly based her long wave scheme on the diffusion
of the successive technological revolutions. Recently, Hirooka (2003) follows the same approach.
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gression model is often used as a good approximation. However, if the number of different
realizations in Yi is small as in our case with values ranging from 0 to 8 (which is the
maximum amount of innovations in a year in our sample) , and the values of Yi are
close to zero, this model does not seem to be appropriate as it is unlikely that a possibly
continuous variable xi is mapped on the discrete variable Yi.
Therefore, we assume that Yi is Poisson distributed, that is, Yi ∼ POI(µ)
Pr[Yi = j] =
exp(−µ)µj
j!
for j = 0, 1, 2, . . . with µ > 0. The mean and variance of Yi are given by
E[Yi] = µ and V[Yi] = µ.
To translate this unconditional model to a conditional model that is useful for our pur-
poses, we assume that
µ = exp(α0 + α1t+
C∑
i=1
[β1,i sin(
2pit
Ci
) + β2,i cos(
2pit
Ci
)]) (1)
which is a harmonic Poisson regression model. In words, this model says that basic
innovations show a trend and cycles of length C1, C2 and so on. The amount of cycles is
C.
Empirical method
An important empirical decision to be made is the amount of cycles that can be discovered
in the data. We decide to take the following strategy. In a test regression we set µ at
µ = exp(α0 + α1t+ [β1 sin(
2pit
Ci
) + β2 cos(
2pit
Ci
)])
where i runs from 1 to 66. Hence, we have 66 regressions. For each of these regressions,
we compute an pseudo R2. In Figure 2, we depict these measures of fit against the value
of Ci. We observe that the highest R
2 values are taken around Ci equal to 5, 13, 24, 34
and 61.
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In a next step, we fit the harmonic regression model with these i = 5 cycles. The
p−value for the joint significance in (1) of β1,5 and β2,5 is 0.0082, that of β1,13 and β2,13
is 0.112, of β1,24 and β2,24 is 0.0046, that of β1,34 and β2,34 is 0.341 and finally, that of
β1,61 and β2,61 is 0.0001. The parameter α0 parameter is estimated as -1.222 with p−value
0.000, and α1 is estimated as 0.0105 with p−value 0.0000. Hence, the data show a marked
upward trend. The pseudo-R2 of this model is 0.184. To see if these estimation outcomes
are robust, we re-estimate the model by each time changing the length of one cycle, while
keeping the others fixed. We observe that no improvement in fit can be obtained, so we
conclude that the innovations data have cycles of length 5, 13, 24, 34, and 61.
5 Interpretation of the results
In Figure 3 we depict the cycles of length 61 and 34, while in Figure 4 we present the
cycles of length 24 and 13. Next, in Tables 2 to 4 we give the peaks and troughs for the
three most lengthy cycles. In Table 5 and in Figure 5 we present the characteristics of
the multiple cycle.
A first and obvious conclusion is that we can confirm the first hypothesis. We see that
there are five cycles in the innovations series. Note that the length of these cycles also
matches with the commonly found economic cycles in the literature.
The second hypothesis, which said that there is a clustering of basic innovations,
seems to be confirmed by the results in Figure 5. The joint presence of five cycles in
the innovations series, shows that there are sequences of years in which more (or less)
innovations occurred.
The research questions formulated earlier appear to be important in the context of
the critical literature review. The hypothesis that basic innovations can be decomposed
in cycles has been accepted. It has also been demonstrated that clustering of basic inno-
vations takes place. From 1917 on the clustering manifests itself around the long wave
minimum and moreover it is probable that this is more at the end of the downswing than
at the beginning of the upswing. To be more specific, during the 1750-1850 period the
troughs in innovations match with those in the Kondratieff wave. Interestingly, from 1883
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to 1970 it is the peaks that match these troughs. Given the size of the overall sample,
and the fact that there are just two cycles per 100 years, we have insufficient evidence
which of the patterns will prevail in the future. The notion of the reversal of cycles seems
an interesting topic for further research.
In light of the confrontation of this result with other research results it is surprising
that a reverse pattern can be observed.
6 Conclusion
In this paper we documented the presence of a multiplicity of cycles in innovations series,
a similar multiplicity as for long economic cycles. Next, we found a clustering of basic
innovations. Finally, we found that in the early years the troughs in innovations match
with troughs in the Kondratieff cycle, while for the second half of the sample we see a
reversal, which comes closer to our a priori expectations.
For further work, we see two avenues. The first concerns the notion of the reversal of
cycles, as we saw in the previous section.
The second, and quite a challenging issue, concerns the cycle lengths themselves. As we
could observe from Table 1, the lengths of the cycles are remarkably close to the familiar
Fibonacci numbers, which are 2, 3, 5, 8, 13, 21, 34, 55 and so on. Also, the innovations
cycles are very close. We could think of possible reasons why cycles should obey such a
regularity, but we need more empirical evidence to substantiate these thoughts.
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Table 1: Cycles
Authors Length (years) Driving Forces
Kuczynski (1978) 2 Industrial production lag
Kitchin (1923) 3;4 Inventories
Juglar (1860) 7 to 11 Investments in machines
Kuczynski (1978) 8 Production and export
Kuczynski (1978) 9 Innovative activities
Haustein and Neuwirth (1982) 7
Solomou (1998) 8 to 10 Not supported by theory
Kuczynski (1978) 13 Not supported by theory
Forrester (1977) 14 Bootstrap (in model)
Haustein and Neuwirth (1982) 13 Not supported by theory
Haustein and Neuwirth (1982) 17 Bootstrap
Kuznets (1930) 15 to 25 Investment in construction
Kuczynski (1978) 23 Inventive activities
Haustein and Neuwirth (1982) 20 Innovation
Solomou (1998) 20 to 23 Not supported by theory
Thio (1991) 32 Employment
Haustein and Neuwirth (1982) 32 Innovation
Haustein and Neuwirth (1982) 40 Innovation
Kondratieff (1928) 48 to 60 Industrial complexes
Forrester (1977) 50 Capital section
Kuczynski (1978) 60 Industrial production
Goldstein (1988) 50 to 60 War
Marchetti (1983) 54 Innovation
Namenwirth (1973) 48 Culture and politics
Berry en Kim (1994) 48 to 60 Generation types
Rainer Metz (1992) 54 to 56 GDP series
Howe and Strauss ( 1991 ) 90 Generations concept
Namenwirth (1973) 152 Culture and politics
Modelski (1978) 140 War
Goldstein (1988) 150 Hegemony
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Table 2: Peaks
and troughs in
61-year cycle
Peak Trough
1788
1819 1849
1880 1910
1941 1971
Table 3: Peaks
and troughs in
34-year cycle
Peak Trough
1784 1801
1818 1835
1852 1869
1886 1903
1920 1937
1954 1971
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Table 4: Peaks
and troughs in
24-year cycle
Peak Trough
1768 1780
1792 1804
1816 1828
1840 1852
1864 1876
1888 1900
1912 1924
1936 1948
1961 1972
Table 5: Peaks and troughs in the sum of the cycles, as compared
to the Kondratieff cycle (according to Goldstein, 1988)
Peak Trough Kondratieff peak Kondratieff trough
1779-1802 1762 1790
1814-1821 1851-1853 1814 1848
1883-1886 1901-1904 1872 1893
1934-1936 1967-1973 1917 1940
19
01
2
3
4
5
6
7
8
9
1775 1800 1825 1850 1875 1900 1925 1950 1975
Y
Figure 1: Time series of amount of basic innovations per
year, 1764-1976
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Figure 2: Partial R-squared versus cycle length in test
regression
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Figure 3: Estimated cycles in basic innovations data,
length 61 and 34
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Figure 4: Estimated cycles in basic innovations data,
length 24 and 13
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Figure 5: All cycles in basic innovations data
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