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ABSTRACT
The reactions occurring at the interface between copper metal and gas bearing sulphur 
compounds (including hydrogen sulphide and odorant) and oxygen have been investigated 
by means of surface sensitive techniques, AES (SAM) and EDX. In order to avoid the 
influence of the ambient environment, a modified gas exposure facility attached to the 
surface analysis equipment was built, the specimen was able to be transferred from reaction 
vessel to analysis chamber directly. A  series of C u (L W ) XAES spectra and other core 
level XPS spectra have been quantified by using deconvolution, curve fitting, factor analysis 
and computations associated with Beer-Lambert equation respectively. Chemical species 
produced in the surface reaction and their quantities have been estimated. A  program set 
related to Scatter D ia^’am  have been developed in FORTRAN 77 (LINK) language, which 
has been successfully used in the quasi-analysis of Auger / ED X  maps, especially in 
constructing the multi-phase images. As a benefit, the problem of setting proper thresholds 
in superimposition of images has been solved.
Based on the rigorous experimental operation and measurement from in-situ exposure of 
copper sample to low concentration (order of vpm) hydrogen sulphide and oxygen carried 
by pure nitrogen in dry environment at room temperature, following phenomena were 
observed: (1) the in-situ sulphidation rate is about 4 times higher than oxidation rate; (2) 
the thin copper oxide / adsorbate layer helps the surface sulphidation of copper exposed 
to hydrogen sulphide gas; (3 ) copper sulphide layer retards the consequent oxidation 
process o f copper exposed to oxygen, although the oxidation of copper sulphide is favoured 
from thermodynamics principle; (4) in the simultaneous exposure to H 2 S and O 2 , enhanced 
sulphidation was observed, in which ratio of 1:19 between H 2 S and O 2  gives the maximum 
rate of film growth. The possible mechanism is suggested and discussed. The role o f ojg^gen 
in copper sulphidation as exposed to H 2 S plus O 2  at room temperature and dry environment 
is to depolarize the created hydrogen in reaction such as 2Cu +  H 2 S =  Cu2S +  H 2  or Cu 
+  H 2S =  CuS + H 2 , which leads to formation of water molecules. The balling tendency of
the water molecules may result in the discontinuous water clusters distributed on copper 
surface. This leads to further two effects: (1) direct reaction between copper, hydrogen 
sulphide and oxygen, and oxidation of the hydrogen sulphide by the oxygen, these two
reactions occurred with high probability at the location of water drops; (2 ) an irregular
topography of the sulphided copper surface, and a consequent porous structure of the 
sulphide product layer as thick as several micrometers.
In the study of sulphidation of preoxidized and scratched copper surface, with help of a 
program set for the analysis of Scatter Diagrams obtained from scanning Auger and EDX 
micrographs, we found that the sharp and curved places on cleaned copper surface have 
higher reaction ability for sulphidation; sulphur from hydrogen sulphide can penetrate into 
the interface between porous copper oxide layer and copper substrate to form copper 
sulphide.
From the analysis of C u (L W ) XAES spectra in addition to the S2p, C ls, O ls  and Cu2p 
XPS spectra obtained from a Cu-Oz-HzS-Odorant-CH^ system, it is concluded that the 
Odorant, containing Diethyl Sulphide, Tertiary Butyl Mercaptan and Ethyl Mercaptan,
is mainly chemi-adsorbed on the surface.
By application of deconvolution, curve fitting and factor analysis on C u (L W ) XAES 
spectra, the chemical shift from copper metal to copper oxide or copper sulphide has been 
confirmed. Four chemical species have been found by factor analysis, but exact details of 
the chemical species are not clear yet. A  suggestion is made that the CujS and CuS might 
be identified by comparative analysis of the background at low kinetic energy side of 
C u (L W ) peaks from curve fitting.
The potentials of combining Scatter Diagram and Factor Analysis have been realized and 
discussed, which will lead to more objective analysis of image / spectral data.
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Chapter 1 : INTRODUCTION
"Copper: chemical element symbol Cu, atomic number 29, atomic weight 63.546, periodic 
table group lb , yellowish-red colour, soft, translucent and transmits greenish-blue light when 
in very thin sheet, un-attacked by diy air; one of the first metals used by people" (Douglas, 
1984). Obviously, the above description is very concise and far from a full characterization 
of Cu compared to the enormous published literature. Copper is one o f the noble group 
of metals - Gold, Silver and Copper, yet, its tarnishes much more than active metals in use.
Table 1.1 World Cu Consumption and Predict Data (unit: k tons) 
(Parkinson, 1991)
Consumption in 
1985-1990
Predicted Consumption 
1991-1996
in
Year Refined Cu Year W. Europe Asia Africa USA
1985 9700 1991 3275 2800 1 0 0 1990
1986 10079 1992 3320 2850 1 0 0 2030
1987 10437 1993 3390 3060 1 0 0 2085
1988 10626 1994 3475 3300 105 2175
1989 10988 1995 3550 3485 1 1 0 2260
1990 11019 1996 3600 3600 1 1 0 2315
As a metallic material, Cu provides excellent electrical conductivity, mechanical properties, 
and has very good resistance to corrosion. As basis for an alloy, many properties, such as 
mechanical, anti-corrosion, conductivity etc., can be obtained by its combination with special 
alloying elements. As an element, copper finds use in fungicides food supplements and high 
Tc (critical tem perature at which the substance conducts the electricity with no resistance), 
>70 K, ceramic superconductors where copper oxide is the basis (Fickett, 1990). The 
application of Cu can be reflected from both consumption shown on Table 1.1, and its 
penetration in various fields given in Table 1.2, in spite of the increasing competition from
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plastic and other new materials. However this thesis concerns only the use of copper as a 
pure metal.
The broad usages of metallic copper are attributed to its quite unique properties: (1) 
Tensile strength and high impact strength; (2) Outstanding corrosion resistance and stress 
corrosion resistance; (3) High thermal and electrical conductivity; (4) W ear and bearing 
properties; (5) Spark resistance; (6 ) High performance cryogenic properties; (7) 
Machinability and weldability (Excell, Dawson, 1990). It is worth pointing out that the 
second of its above properties, i.e., the outstanding corrosion resistance, is relative 
comparing with other common metals. In many environments corrosion of copper does 
occur, the corrosion resistance o f copper for some media is cited |in Table 1.3
Table 1.2 Usage of copper in various fields
Fields Details
Conventional Usage (West, 1982)
Electrical Engineering Cables and other conductors; Motors and
generators; Transformers; Telecommunications
Civil Engineering Pipes and fittings; Fasteners, and etc.
Transport Industry Road vehicles; Ships.
General Engineering Pumps and valves; Instrumentation.
Relative "New" Area (Cypher, 1990)
Electronics Printed copper in ceramics; Thin films on flexible
tape; Copper composites; Shielding
Chemical applications Air bags; Smart fluids; Plastic litter disposal; Fire
safety; Medicinals.
It is known that components and states of the media leading to copper tarnish can vary
widely, some examples in various gases media, temperatures and relative humidities are
selected and arranged in Figure 1.1. The 3-D frame shows several "node points", and each 
o f them provides a potential research topic. In this project, only room temperature and 
gaseous environment with low/zero relative humidity are chosen, so the "node points" are 
limited to a manageable range, i.e., solid points in that figure.
The easy use of copper for pipework means that it is often used with natural gas (i.e CH4). 
For civil applications an odorant is legally required as it releases a characteristic smell to
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warn of the leakage of odorless ; methane. Odorants are normally organic sulphur 
compounds (Table 1.4). In addition, hydrogen sulphide (H 2 S), contained in the natural gas, 
arises from its existence in the natural source, and its concentration depends on the various 
sources. Oxygen is also found as an impurity in natural gas due to ingress of air during 
transport through pipes. Thus in commercial natural gases, there are two potential 
corrodents, HjS and O 2 , both are low concentration, but which combined together can cause 
tarnishing.
Table 1.3 Brief classification of corrosion resistance of Cu* (West, 1982)
Corroding agent 
Atmosphere - industrial 
Atmosphere - Marine 
Atmosphere - rural 
HjS - dry
HgS - moist
Natural gas - sulphur free 
Nz
Petrol (gasoline)
Class
1*
1
1
1
4
1 ^
1
1
i Corroding agent Class
I SO, - dry 1
I SO, - moist 3^
j Water - distilled 1
I Water - mine waters, 3
: acid
I Water - vapour 1
I Water - potable 1
: Water - sea 2
i NaCI (common salt) 2
*: General Assessment Code: 1 = Good resistance in most conditions. 2 = 
Good in normal conditions when other properties important. 3 = Moderate 
resistance: some corrosion permissible in practice. 4 = Corrosion occurs. 
Conditions vary
Gaseous media
Methane.
sulphur
Hydrogen
Sulphide
Oxyjgen
Nitrogen
Elevate
temperature
Loom ..High 
temperature’ Relativehumility
(RH)
High : 
temperat^e
Low R H
Temperature
Figure 1.1 Schematic illustration of three types of parameters are going to 
be considered in later literature survey.
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The study in this project is to focus on the reactions of oxygen and sulphur on a copper 
surface which give rise to tarnishing and match this focus to its industrial background and 
to understanding its performance from a theoretical viewpoint. Although the background 
of this study comes from the use of copper associated with transport of gases, it has been 
noted that there is an increasing interest in copper surface reactions with environments 
containing HgS and in the electronics and telecommunications industries (Rice, 1981). 
In this context, it is interesting that the susceptibility of electric and/or electronic equipment 
to noxious gases is much higher than human susceptibility (Table 1.5).
Table 1.4 Definition of Odorant Used in Natural Gas
1 dose odorant = 1/3 [6.20 vpm DS + 1.88 vpm TBM + 0.74 vpm EM] 
where DS, TBM and EM are as shown below:
Short Form Full Name Formula
DS Diethyl Sulphide QHs-S-QHs
CHj
1
TBM Tertiary Butyl Mercaptan
1
CH3 -C-SH
1
CH3
EM Ethyl Mercaptan QHs-SH
Table 1.5 Highest recommended concentration levels (ppb) of various gaseous 
pollutants for instruments and humans in Sweden (Leygraf C , 1986)
Gas Instruments Human
SO2 < 30 < 2 0 0 0
HzS < 1 0 < 1 0 , 0 0 0
CI2  +  HCl < 1 0 < 5500
NH3 < 500 < 25,000
O3 < 5 < 1 0 0
In the following chapter the literature relating to environment corrosion o f copper, 
occurring on its surface in all its various types, is reviewed. In addition, it is noted that the 
term of "surface” is actually gas-copper interface although it is commonly referred to as the 
copper surface.
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Surface chemical reactions and surface analysis
2.1 Surface Chemical Reactions and Surface Analysis
As the reactions concerned in this project occur in the gas - copper system and take place 
on the surface of copper, the fundamentals of surface reactivity are first reviewed. Surface 
sensitive analytical techniques are important to the study of surface reactivity and an outline 
of these is also included in the review.
A surface reaction often proceeds by a sequence of steps: (1) Adsorption from the gas 
phase into a molecular precursor state, called physisorption and chemisorption; (2) Surface 
migration to the reaction site; (3) The actual reaction; (4) Surface diffusion away from the 
reaction site; (5) Step of returning a physically adsorbed state, and finally (6 ) Desorption 
of products into the gas phase (Hudson J.B., 1992). During the above steps, the reactions 
may be structure in-sensitive or structure sensitive, i.e., whether only the amount of 
available surface area controls the reaction rate, or whether the surface defects / crystal face 
is a critical factor. According to their reaction natures and applications, there are three 
categories of surface reactions: corrosion reaction, crystal growth reaction and catalytic 
reaction (Table 2.1) (Hudson J.B., 1992).
Table 2.1 General Classification of Surface Reactions
Category Sub-division Example
Corrosion - volatilization reaction (high temperature) CI2  4 -N i-  NiCl2
reaction - corrosion layer formation 4Cu O2  — 2 CU2 O A
Cu -b S -* CuS B
Crystal - molecular beam epitaxy 2(Ga)v + (As2)v -* 2GaAs
growth
reaction - chemical vapour deposition (N ic y ,- (N i) , +  ( c y ,
Catalytic - exchange reaction
reaction - recombination reaction H. + H. -  (Hj),
- unimolecular decomposition reactions (N P ), -  (N j, +  0 .
- bimolecular reaction 2 H2S 4- O2  ** 2 H2O 4- S2 C
The project concerns the corrosion reaction in Table 2.1 with particular emphasis on the 
corrosion layer formation, but certain catalytic processes may be also involved. In detail, 
we pay attention to reactions identified as A,B and C in Table 2.1 and occurring at ordinary
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temperatures (i.e. about 20 °C).
Table 2.2 Summary of surface sensitive techniques (Morrison, 1990)
Category Acronym* / Description / Measures Sampled
Depth(nm)
Absorption of 
photons
SEXAFS, NEXAFS, XANES / Study of fine 
structure at x-ray absorption edge / Bond lengths
0.5 (adsorbed 
species) or 5 
(host atoms)
Photons in / 
electrons out
UPS, ARUPS, PES, ARPES / Photons excite 
photoelectrons from valence band / Valence or 
surface states (occupied), bond direction
0.5-5
XPS, ESCA /High-energy photons remove electrons 
from core levels / Composition, valence state
1 - 1 0
Electrons in / 
different electrons
SEM / Monitor emission of secondary electrons 
Topography resolution 2.5 nm /
out
AES, SAM / l.Monitor emission of Auger 
electrons; 2.Monitor emission of secondaries / 
Composition, 25 nm resolution topo^aphy.
1 - 1 0
Electrons in / 
photons out
SXAPS / Electron in with just enough energy to 
excite core electron to unoccupied state / 
Unoccupied states
2
EMP / High-energy electrons excite characteristic x 
ray / Composition to 1 pm depth
1 0 ^
Electrons in / some 
electrons out
LEED, RHEED, TEM / Electron diffraction / 
Reconstruction, Adsorbate superlattice spacing
2 - 1 0
EELS, HREELS / Inelastic scattering of low-energy 
(<100eV) electrons / Unoccupied states. Absorption 
by vibrational excitations
0.5
Ions in / same ions 
out
LEIS / Low-energy ion scattered at measured angle 
/Composition
0.5
Atoms in / same 
atoms out
HAS / Very low energy helium atoms scattered / 
Vibrational states, disordered surfaces
< 0.5
Sputtering SIMS / Sputtering by ion beam / Composition (as 
function o f depth)
0.5
Electron tunnelling STM, STS / Electrons tunnel between a sharp probe 
and sample / Position o f atoms(STM); Density o f 
stats (STS)
0 . 0 2
FIM / Electrons tunnel from gas atom to solid / 
Unoccupied surface states, surface structure
0.3
The full name of each acronym is given in the appendix of the chapter.
In order to record the information from the surface reaction, surface sensitive techniques 
are logically concerned, some of them are listed in Table 2.2 grouped by input and output
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signals. As the compositions o f reaction products and their variation as function of reaction 
/  exposure time are concerned in the project, XPS, AES, LEIS and SIMS are the most 
suitable o f all those listed in the Table.
2.2 An Overview of M etal Oxidation
The oxidation of metal is one o f most basic reaction processes and expected to be 
extensively involved in our gas-copper system, it is, therefore, reviewed ahead o f the o ther 
processes in the survey. Several stages may be included (Fromhold, Jr. e t al., 1984). The 
variation o f system energy plays the role o f driving force and provides the resistant barrier 
for the metal oxidation process as shown in Figure 2.1, where is the reaction activation 
barrier, V„ is the potential difference from metal to filled O' levels, and AU^ i^dc the free 
energy release as oxygen is adsorbed on oxide surface. In the following section, some of 
oxidation steps are emphasised.
Electrons Electron Holes
Metal
(a)
n f
E ] '
Chemisorbed
Oxygen
Oxide Conducting 
BandMetal 
Fermi Level
Oxide I 
Energy X  
Gap V„
O'Levels
(b)
Oxide Valence Band
AU.
Figure 2.1 Electrons, electron holes, and thermodynamic model o f oxide 
layer as a reaction activation barrier, which is with free energy release 
following upon reaction (Fromhold, 1984).
2.2.1 Description of a typical oxidation process
The oxidation will undergoes a few overlapping stages, such as impingement, physisorption
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following:
Metal
(2) Metal
M e ta lg O ^ O ç
(3) Metal
Metal - METAL OZIDE OXYGEK
Each step is described
(b)
ai
0 "
o*
M etal
0 ”
ci 0 "
0 "
0 "
METAL OHDE 0 Ï 7 GEK
(II)
Figure 2.2 (I) Initial oxidation. (II) Field - controlled oxide growth, (a) 
Surface and interfacial charges; (b) Cation interstitial (ci) and anion 
interstitial (ai) currents (Fromhold, 1984).
1. Impingement of gaseous molecules from the gas phase on to the metal surface 
happens randomly ((1) of Figure 2.2 (I)). Physical adsorption of the molecules ((2) 
of Figure 2.2 (I)) is likely to occur due to the presence o f van der Waals forces 
between gaseous molecules and atoms on metal surface. The attractive force are 
relatively weak and the associated potential energy for binding is less than 0.1 eV 
molecule*^ (Stone, 1955).
2 . Dissociations of the physisorbed molecules, with attendant chemical bond 
modifications, leads to chemisorption of the dissociated atoms, which forms two- 
dimensional configuration on substrate metal surface. This chemisorbed bond 
energy is typically o f the order of 0.4-1.3 eV  (chemisorbed atom)'^ (Emmett, 1953) 
((3) o f Figure 2.2(1)), sometimes as high as 6.5 eV  (chemisorbed atom)'XMay, 
1970).
3. Place exchange of the atoms between the parent metal surface and adsorbed atoms 
to form a monolayer of lowest energy pattern resulting in reorientation of the 
bonded metal - oxygen atoms ((4) of Figure 2.2 (I)). Once the initial monolayer is 
formed by place exchange mechanism, the transport process will begin. This 
occurs by either interstitial or vacancy motion.
4. Various stages of three-dimensional reaction product growth take place, which may 
be influenced by an electric field formed due to the positive and negative charges 
at the interfaces between the product layer and substrate (Figure 2.2 (II)). Finally
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recrystallization of the layer into new structural or stoichiometric phases may occur.
2.2.2 Kinetic and energetic consideration
In order to understand the oxidation and other related processes, some details o f important 
concepts and steps are surveyed, they are impingement rate, force between atoms and 
molecules, physisorption /  chemisorption, chemical reaction and film growth rate.
Impingement rate Based on classical physics and some common assumptions (Hudson, 
1992), the rate of the impingement process mentioned in previous section is given by 
Eq. 2.1, where /  is impingement rate (molecules/cm^sec), P  the pressure (torr), m the 
molecular mass (atomic mass unit), k  the Boltzmann’s constant (1.38 10'^ J/K), T  the 
absolute tem perature (K). Typical values of /  at T = 300 K, m =  28 AMU (atomic mass 
unit) are 3x10^, 4x10^  ^and 4x10” molecules/cm^sec when gas pressure are 760,10 ^  and 10’’ 
torr respectively.
-4 Eq. 2.1
7 = P  ( 2 n m k T )  ^
Considering oxygen (Og) and hydrogen sulphide (HgS), their molecular mass are 32 AMU 
and 34 AM U respectively, so the impingement rate of O 2  and H 2S are almost same when 
other parameters are same according to Eq. 2.1. However, the organic odorants will have 
lower impingement rate because of their higher mass, e.g., the molecular mass o f diethyl 
sulphide, tertiary butyl mercaptan and ethyl mercaptan used as components of odorant are 
90, 90 and 62 AMU respectively, their impingement rate will be three /  two times lower 
than that of H 2 S and O 2 .
The forces between atoms and molecules The adsorption stage included in the oxidation 
resulted from the action of force between atoms and molecules. Initially, a molecule 
approaching a surface will undergo an energetic exchange with many more surface atoms 
than occour by random impingement within the gas. The energetic diagram was given in 
Figure 2.3 describes the collision (in which E* =  minimum system energy, r# =  equilibrium 
distance), the attractive term generally involves four interactions: (1) Covalent, this is a very 
strong force acting over a distance of 1 /r  ^(r the distance of approach between the nuclei), 
(2) Coulomb (ionic) gives strong force in 1 /r range, (3) Polar interaction provides weak 
force, and (4) van der Waals force is the weakest (Eo<5 kcal/mol, i.e., Eo<0.2 eV) in range
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of IM  The potential energy of an adatom at a real surface is composed by combining 
numerous plots of the type shown in Figure 2.3.
R e p u ls iv e  te r m
. Covalent
" /  \  r  Coulomb 
Polar
te rm  L van  der Waals
Figure 2 3  1-D potential energy diagram for an atom. (Husdon, 1992)
Physisorption and chemisorption Physisorption is the term used to describe the sticking 
of molecules and atoms to surfaces by van der Waals forces. The enthalpy o f physisorption 
is in the range of 20 kJ/mole equivalent to 0.2 eV, and the energy, insufficient to lead to 
bond breaking, can be absorbed as vibrations of the lattice and dissipated as heat. A  
physisorbed particle vibrates in its shallow potential well, a calculated potential energy 
curves for H e physisorption on noble metals including copper are given in Figure 2.4 
(Zaremba E. and Kohn W, 1977), where V{z) is interaction potential, and z the distance 
between atoms or molecules.
I
z(A)
- 2
- 4 Cu^
—6 Au
Figure 2.4 Calculated physisorption potential energy wells for He near 
jellium surfaces with electron densities appropriate to noble metals.
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When a molecule is adsorbed by chemical forces, for example, the attractive items given in 
Figure 2.3 with exception of the van der Waals force, such adsorption is generally referred 
as chemisorption. D ue to the relative strong attraction, it results in different potential 
energy curves from those o f physisorption. Three types of potential energy curves in 
chemisorption are shown in Figure 2.5, where A B  represents curve for physisorption, and 
A + B  for chemisorption.
% I
■2
AB A3
2
A3
Figure 2.5 Schematic diagrams of the potential energy of an 
adsorbate/substrate complex: (a) dissociative chemisorption; (b) molecular 
physisorption; (c) molecular chemisorption (Lennard-Jones J.E., 1932)
Place exchange For dissociated chemisorption at room temperature. Germer (1961) gave 
a suggestion that reactive foreign atoms adsorbing on a clean metal surface can be 
spontaneously mixed into a superficial layer. Some surface atoms of the substrate migrate 
to new locations elsewhere on the surface. The displaced atoms are replaced by the 
reactive adsorbed atoms, resulting in a two-dimensional structure at gas-metal interface. 
Such structures may not resemble those of three-dimensional bulk compounds because o f 
the different feature o f the bonding at low concentration of adsorbate.
May (1969) suggested an approach of how the metal atoms of the substrate can shift their 
locations to other distant sites by strong exothermic adsorption of very reactive gas 
molecules (Figure 2.6 (I)), e.g., oxygen adsorption on metal surfaces. According to his 
assumption, a considerable fraction of the adsorption heat is available to react excited "hot" 
oxide molecules (MO)* that temporarily have high kinetic energy parallel to the surface, 
rather than all the heat being immediately carried away by the substrate at the instant of 
dissociation into firmly bound atoms. The kinetic energy can account for transport o f metal 
atoms over comparatively large distance. The kinetic energy was gradually lost to the
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substrate during travelling until it is eventually exhausted and the (MO)* are captured. In 
case A  of Figure 2.6 (I), a physisorption o f a molecule, prior to chemisorption, happens at 
the edge o f a step which is one atom high. This is reasonable based on the facts that such 
steps frequently occur on metal surface and a higher static electric field is formed at the 
edge. In case B, physisorbed molecules have been chemisorbed through place exchange. 
A  few general suggestions about the dissociation of the molecules to form "hot" oxide 
molecules are shown in Figure 2.6 (II).
As shown in Figure 2.6, reconstruction is resulted after adsorption. Two kinds of 
reconstruction were assigned: ( 1 ) when the adsorbate-substrate bond is fairly weak, the 
adsorbate often either chemisorbs in lattice gas structures on an un-distorted metal surface, 
or induces a reconstruction where the energy cost in breaking the metals bonds is shared 
in a collective form between a sizeable fraction of a monolayer of adsorbates. (2) If the 
adsorbate interacts with the substrate surface strongly, a restructuring occurs where the 
substrate atoms are moved around over several unit cell, which implies a substantial long - 
range mass transport (Besenbacher, 1992).
Case A Case B
(I)
(II)
(a) Reaction along a step
(b) Simple place exchange
(c) Rotation of cyclic, (4-member ring)
(d) Rotation of 3-member ring
Figure 2 . 6  (I) Case A: initial reconstruction at a step; Case B: Extension 
by place exchange. (II) Four suggested activation mechanisms to give "hot" 
oxide molecules having excess kinetic energy along the surface (May, 1969).
Chemical reaction The direction o f spontaneous chemical change is towards the more 
negative value o f Gibbs energy change, so it is possible to characterise the oxidation process 
by thermodynamics. In broad chemical sense, the term of "oxidation" means a process that 
forms positive charged ions from neutral elements, i.e., M -  M* + e . The positive charged
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metal ions can form stable compounds with those elements, e.g., oxygen, sulphur and 
chlorine, that form negatively charged ions. Such oxidation reaction can be also described 
as M +  O -  MO, the decrease of free energy, AG, acts as the driving force for reaction 
between the metal and gas, which is favourable for the success of the reaction. It is 
expressed by the Second Law of thermodynamics as AG = AH - T AS, where the absolute 
temperature (T) and pressure (P) are assumed to be constant, AH is the enthalpy of the 
reaction, and AS the entropy change. Table 2.3 gives the free energies of formation of 
compounds related to this project and for the exchange reaction of O 2  and HgS. According 
to the same principle, the free energies AG at 298 K for CU2 O and CuO are -34.98 and 
-30.4 kcal/mole respectively (Sansregret, 1980), which will be, therefore, spontaneously 
formed. Moreover, CU2 O is more stable than CuO from the data because the reaction with 
the greatest free energy gives the more stable final state. The total free energy (AG) of 
both routes is -134.36 kcal/mole (Weast 1976-1977).
Table 2 . 3  Free energies of reactions occurring at temperature of 298 K
Reaction AG (kcal/mole)
O2  + 2 H 2S = 2 H2 O 4- 2S -93.16
4 Cu -h 2 S = 2 CU2 S -41.20
4 Cu + O2  = 2 CU2 O '-69.80
2 CU2 O 4- 2 H 2 S = 2 CugS 4- 2 H 2 O -64.56
A  chemical reaction rate can be expressed by a rate law shown in Eq. 2.2, in general:
V ^ = k  [ A Y  [B ]‘ Eq. 2.2
where, is reaction rate, k is rate constant or rate coefficient, [A], [B] normally express 
the concentration of reactants, a and b is reaction order. This rate law enables us not only 
to predict the reaction rate, but also have a guide to the mechanism of the reaction, 
because the parameters in the law are obtained experimentally, and can not be inferred 
from reaction equation. The rate constant in Eq. 2.2 often follows the Arrhenius behaviour 
with the form of Eq. 2.3
k = A exp R T )  Eq. 2.3
where A is the pre-exponential factor and the activation energy. It can be seen from
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the rate law and the rate constant that the concentration of reactants and temperature can 
affect the reaction rate. The activation energy can be altered by added catalysts.
The film growth rate Unlike gas-gas, liquid-liquid system, the reaction of gas-solid system 
may result in the deposition of reaction product on the gas-solid interface and its 
accumulation can be a controlling factor for consequent reaction rate. In such case the 
reaction rate can be characterized by the product film /  scale growth rate. Five simple 
growth rate laws have been proposed (Leidheiser, 1971) according to the depositive or the 
un-depositive case:
1 . The linear. m  = k j t
2 . The parabolic. n r  = k 2 t
3. The cubic. = k ^ t
4. The inverse logarithmic. Hm — log (Hr +  1)
5. The direct logarithmic. m - k ^  log (Hr +  1)
the amount of oxide formed, t the time, k  and r  are the function of
temperature or oxygen pressure or other parameters. The linear law corresponds to the 
non - protective oxide film growth. The other four rate formulas are derived on the 
assumption that transport o f ions or electrons across the film is the rate controlling factor. 
In general, the logarithmic and inverse logarithmic laws are observed at temperatures below 
300 °C (Mott, 1947), but non-constant effective area involved in oxidation, e.g., the 
presence o f flaws or voids can also result in these rate formulas (Evans, 1946). The direct 
logarithmic formula is applicable for film thickness within order of 1 , 0 0 0  nm in thickness, 
where electron transport instead of diffusion through the oxide film is rate-controlling factor 
(Uhlig, 1956). The linear, cubic and parabolic laws are found normally at higher 
temperatures (Leidheiser, 1971) in oj^gen and air. However, various authors (see below) 
have reported these in work on sulphidation o f copper at low temperatures.
2 3  Reaction of Single Gas Containing 0% or HjS with Cu
23.1 Reaction of oxygen with copper
Copper oxidation undergoes the "routine" mentioned in previous section. During the
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oxidation process, cuprous oxide (CuzO) and cupric oxide (CuO) can be formed.
Effect of tem perature and gas pressure The oxidation rate has a strong relationship to 
temperature, Ronnquist and Fischmeister (1960) gave an exponential parabolic form of 
oxide weight increase as the temperature increases in range of 0 - 100°C. The components 
of oxidation product are also affected by the pressure o f oxygen. Honjo (1949) oxidized 
copper single crystals and determined the products on the surface by electron diffraction 
techniques, his results outline the stability regions of CujO and CuO (Figure 2.7). For 
copper metallic polycrystal, the main oxidation product is CU2O at high tem perature (about 
1000°C), the amount of CuO is determined by the pressure o f oxygen. A t the intermediate 
temperatures from 400 to 1000°C, the CuO content increases with decreasing temperatures. 
Below 400°C the evidence is conflicting and Cu^O seems to be the predominant species in 
the early stage of oxidation (Valensi G., 1948). U nder condition of low ojg^gen, room 
temperature and particularly under vacuum, CU2 O is the main phase and most stable.
1 «tm atr
CuO
10»
CujO
Cu
Figure 2.7 Pressure-temperature stability region for CU2 O and CuO (Honjo 
G., 1949).
The traditional methods for examining oxidation products are electron diffraction. X-ray 
diffraction, metallography or stripping of oxide films and chemical analysis and etc. Castle 
(1971) first showed that the satellite peaks of copper oxide layer can be seen in their XPS 
2p(3/2 and 1/2) spectra (the details o f XPS is mentioned in next chapter) corresponding to 
cupric oxide (i.e., CuO) rather than cuprous oxide (i.e., CujO). By focus on Auger spectra 
(AES), Castle and etc. (1974) had shown the recognisable separations between Cu, CU2 O 
and CuO in Cu(L3M 4sM4 5) Auger spectra induced by A1 K a (1486.7 eV) radiation
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(Figure 2.8), in which the treatment and compositions of specimen are given in Table 2.4.
. Cu Lit^vMv Cu Li,i|MvMv
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CuO
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Figure 2.8 Copper oxidation: Auger spectra. The cuprous signal is strong 
and well separated from that of the metal; the cupric signal is both weaker 
and closer to  the metal position (Castle J.E  and etc., 1974).
Table 2.4 Compositions of copper specimen corresponding to Figure 2.8 
(Castle J.E. and etc., 1974)
Spectrum Forming Condition 
(Po > 133 Pa)
Cu (%) Cu,0 {%) CuO (%)
a as deposited (No oxygen) 1 0 0
b 25 C, 40 min 46 25 30
c as (b) + 100 C, 5 min 23 26 50
d as (c) +  200 C, 10 min 4.5 49.5 46
f as (d) +  300 C, 15 min 16 84
e as (f) + 500 C, 15 min 1 0 0
g as (e) + 400 C, 20 min 1 0 0
Semiconducting nature of Cu oxide films As both CU2 O and CuO a
semiconductors, semiconductor features, such as band gap, conductivity type, flat band, 
photo - conductivity etc., facilitate identification of the two types of copper compounds 
(Wilhelm, 1982). The band gaps of stoichiometric cubic CugO and monoclinic CuO are
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approx. 2.1 eV  (Jarzebski, 1973) and 0.6 eV (Goodenough, 1971). However, the value for 
film can vary depending on the film preparation (thermal or anodic oxidation). The valence 
band and conduction band are derived from doubly degenerate Cu 3d states and 
predominantly Cu 4s energy levels respectively. Generally, the larger band gap, the higher 
electronic resistance and larger exothermic heats of formation (Vijh, 1969). As a result, 
wide band gap oxides can grow to substantial ( 1 0 0  nm) thickness under anodic conditions. 
On another hand, CugO and CuO films exhibit characteristic photo - current signals, the 
sign and magnitude o f which are a function of band curvature.
Oxide film thickness and the film tints The CujO film exhibits a series of interference 
temper colours as it increases in thickness (Table 2.5). Black cupric oxide (CuO) forms 
over the CujO layer as the film thickness increases above the interference colour range 
(Korb L.J. e t al, 1987)
Table 2.5 The relation between Cu,0 colour and its film thickness 
(Korb L.J and Olson D.L., 1987)
Colour Film thickness j 
(nm) 1
Colour Film thickness 
(nm)
Dark brown 37-38 j Yellow 94-98
Very dark purple 45-46 i Orange 1 1 2 - 1 2 0
Dark blue 50-52 ! Red 124-126
23.2  Sulphidation of copper by reacting with H^S
The sulphidation o f copper in this project specifies the use of hydrogen sulphide as the 
sulphidizing agent In general, however, the sulphidation of copper has been variously 
assumed to be the reaction o f copper with free sulphur, sulphur dioxide (SO 2 ) or hydrogen 
sulphide (H 2 S). O f these, SO 2  is not a particularly active gas in forming a film on copper 
(Campbell W.E., 1968), and free sulphur is unknown in the atmosphere (Graedel T.E.,
1978), H 2 S becomes responsible for most of the sulphidation o f copper (Franey J.P. e t al, 
1982). The question of the reactivity of the odorants towards the copper surface is 
examined in the course of the work.
Some selected data from exposure of copper to various gases, i.e., H 2 S, SO 2 , CU and NO 2
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are given in Table 2.6, which is further used for classifying toxicities of the gases known as 
ISA standard S71.04-1985. Based on the corrosion layer thickness on copper surface, HzS 
is the second highest corrosive gas after C^.
Table 2.6 Classification of reactive environments 
(Muller, 1991)
Severity level Cu 
Reactivity 
Level (nm) HzS
Gaseous Contaminants (ppb) 
8 0 2 , 8 0 3  CI2 NO,
Gl-mild < 30 < 3 < 1 0 < 1 < 50
G2-moderate < 1 0 0 < 1 0 < 1 0 0 < 2 < 125
G3-harsh < 2 0 0 < 50 < 300 < 1 0 < 1250
GX-severe  ^ 2 0 0 ^50 ^300 k 1 0 ^ 1250
The principles of oxidation are also applicable to that of sulphidation (Fehlner et al., 1971). 
The observed indoor sulphidation rate of copper obeys direct logarithmic kinetics over the 
field population in Rice et a l ’s experiments (1981). There are six factors influencing the 
extent of reaction in terms of corrosion film thickness: ( 1 ) temperature; (2 ) pressure of 
hydrogen sulphide; (3) relative humidity (RH); (4) mixture of hydrogen sulphide with other 
molecules (e.g., oxygen, chloride); (5) form of copper: single crystal or polycrystal; (6 ) 
exposure time of copper to hydrogen sulphide gas. The main purpose of this project is to 
find out the influence of factor 4 specified as HjS mixed with Oj. As the six factors 
mentioned above are not fully independent from each others, some literature associated 
with these factors is surveyed.
Effect of temperature By using 
weight-gain method, Evans J.W. 
(1959) reported that below 400 °C the 
corrosion product consisted of two 
distinct layers: a bright silvery CuzS 
located in inner layer which is close to 
copper substrate, while black matter 
of CuS distributed on outer layer. At 
temperature higher than 400 °C, the 
only product is CujS, severe blistering 
appears above 500°C (Figure 2.9).
T<400 *C T>400 "C T>500 *C
Figure 2.9 Schematic show of Cu 
sulphidation in elevate temp, extracted from 
Evans’ results (1959).
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The diagrams o f sulphide weight-gain against exposure time for various temperatures are 
given in Figure 2.10. As shown in Figure 2.10(1), a relatively lower sulphidation rate in an 
initial stage is revealed in the temperature range 225-300°C, it may be caused by slow 
nucléation o f Cu^S on copper surface, and once the monolayer of CujS is formed, the film 
growth rate increases sharply. On another hand, the slopes of each curve after bending 
show a positive correlation with temperature. Comparing Figure 2.10(1) and 
Figure 2.10(11), it can be found that the weight increase at temperature range o f 325 - 
375°C is even smaller than that a t temperature range of 250 - 300°C. However, the weight 
increase curves at tem perature range of 350 - 375°C show less distinct bending. In 
Figure 2.10(111), the positive correlation between weight increase rate and tem perature is 
only seen within the first 5 minute o f exposure time. This implies that controlling factor 
of sulphidation after initial stage is not just dependent on temperature.
V  -300"C 
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^  -230*C 
O =223"C
o-375'C
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Figure 2.10 Weight increase of copper in hydrogen sulphide at various 
temperatures (Evans, 1959).
Erichsen (1958) observed a rapid sulphidation rate in initial stage, and a slower rate linear 
with time in the following stage when the copper is exposed to HzS^^  - air mixture at 
atmospheric pressure, 29°C, and 50% relative humidity. These resembles the oxidation of 
copper.
Franey (1982) demonstrated the average thickness of sulphide film at various tem perature 
(Figure 2.11), which were obtained by using Kammlott’s technique (Kammlott, 1981) of 
energy dispersive X-ray analysis (EDXA). From the data in Figure 2.11(11), the activation 
energy could be worked out by calculating the relation of film growth rate against the 
temperature under the assumption o f Arrhenius behaviour. The activation energy from
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Figure 2.11 is ca. 7 kcal/mole (about 0.8 eV). A t elevated temperatures, reaction of HjS 
with copper is accompanied with the formation of hydrogen (Eq. 2.4) (Evans J.W. et al, 
1959).
2 C « ( ï )  + H ^ S (g )  = C h j5 ( j )  + f f j ( g )  Eq. 2.4
120
200 90
FTP
= 30.7*0.71C
= 21.711.4 *C
IDDD ZDTO"
Exposure time (min)
 3ÜÜÜ 50 ÏÔO Ï50
(I) (II) Exposure time (min)
200
Figure 2 . 1 1  (I) Rate of sulphide film growth on Cu at various temp.(3.2 ±  
0.9 vpm H 2S, 16.6 ±  0.5°C). (II) The rate for the short time data of (I). 
(Franey, 1982).
Effect of HjS concentration A plot of sulphide growth on copper as a function of EgS 
concentration was given in Figure 2.12(1) (Franey, 1982). A fter reforming the data variable 
by turning exposure time to total exposure, i.e., product of average HgS concentration and 
exposure time, a variant diagram (Figure 2.12(H)) shows that the initial film growth is 
strongly correlated to total exposure. By fitting the data in Figure 2.12(11), a linear relation 
between the equivalent film thickness (in nm) and total exposure (in ppb-hr.) can be built 
up (Franey, 1982).
Effect of relative humidity Figure 2.13 shows the influence o f humidity to sulphidation rate 
presented as sulphide thickness when RH equals to 39 %  and 85 % respectively (Franey, 
1982). A  few features of the data in the plot are: ( 1 ) the rates of sulphidation do not show 
high dependence on humidity in the first few hours of exposure; (2 ) quasi-linear growth rate 
o f film was revealed at initial stage within exposure time o f 500 min.; (3) the parabolic 
curves were formed in later stage. The slopes of the segments in Figure 2.13 are similar, 
this suggests that the sulphidation process is similar when one or more monolayers of water 
layer on surface are formed. Rice (1981) also proposed that the sulphidation of copper in 
laboratory tests is sensitive to relative humidity. When RH  increases up to 15.4 mm Hg,
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the Arrhenius’s equation is no longer a suitable description of the surfaces of temperature 
over the range of 5 - 38°C. The R H  can be assigned into two ranges where 75% R H  is a 
critical value. The reaction rate is sharply increased when RH  exceeds this value, however 
it turns out to be as slow as the dry case when RH  is lower than the threshold. In more 
detail, the more crevices between CU2 S nuclei, the higher reaction rate. All the available 
sites of condensation are occupied when the RH  reaches about 30%, so no further 
condensation occurred with further rise of the RH. The reaction rate is then independent 
of the RH  provide that the R H  is lower than the threshold (Backlund P., 1966).
10001000
100?  IDO
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Exposure time (min) (0 (11) Total Exposure (ppb-hr)
Figure 2.12 Rate of sulphide film growth on Cu versus H 2 S concentration 
(I) and total H,S exposure (II) (Temp.= 21.7 ±  1.3°C, RH  =  85 ±  7%). 
(Franey, 1982).
200
<u
I
5
a
(U
S’
s
100
1 4 - ^ 1
^ ' 1  t
A ' U - J — 0
i 0  83 t5« IE. 20.5 *05-0
lO  39t295EH.2L9t0.4-C
TRjO MT
Exposure time (min) (I)
30
2 0
10
O S 3*S «Il& .3a8± 02X ; £ 'yO
o  99 1 2»  RH, 21.9 ±0.4X2 X O
  W
I■w
(II) Exposure time (min)
Figure 2.13 Rate of initial film growth on Cu at different RH for long time 
(I) and for the short time (II) (3.4 ±  0.6 ppm H 2 S, 22.3 ±  0.6°C) (Franey, 
1982).
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In case of low relative humidity, Sharma (1980) has pointed out that the reaction of copper 
with HgS is rapid. H e used AES depth profile method to measure the thickness of Cu^S 
film when an un-oxided sample exposed to about 5 vpm HgS at 0% relative humidity for 8  
hours, a CujS film of 55 nm thickness was formed, which is the first stable compound. 
Sulphidation rate at sulphide film thickness from ca. 30 to 200 nm is controlled by the 
supply of gaseous HjS. For further film growth, it is controlled by the diffusion of copper 
ions and / or sulphur o f HjS molecules. An experimental result when the film thickness is 
of 0 - 80 nm is shown in Figure 2.14(1), SEM images show that the most obvious 
morphology changes are the appearance of bright "mounds” of growth near the defects in 
the surface during the period, the equivalent Cu^S thickness is of ca. 1 0  monolayers after 
an exposure of 111 ppb-h (Graedel T.E. et al, 1983).
Sulphidation process in atmospheric environment Franey (1982) proposed a parameter - 
"incorporation coefficient", y to describe the initial sulphidation, the fraction of H 2S 
molecules striking the surface from which the sulphur atom becomes incorporated into the 
surface film within the period. It was given by
Y = Eq. 2.5
W here T  is the equivalent CU2 S film thickness in nm, [HjS] the average concentration, and 
t the exposure time in s. Transformation of the Figure 2.14(1) with above equation results 
in Figure 2.14(11), where the total exposures at which 1 , 3 and 10 equivalent monolayers 
of CU2 S have formed are indicated. At the beginning, y is quite high, levels off after 
formation of the first one or two equivalent monolayers, and declines after a few tens of 
monolayers formation. These were explained by three-step processes: (1) the H 2S 
molecules are readily incorporated into the surface at the defect sites initially, (2 ) the rate 
becomes stable as the "mounds" of corrosion products grow and coalesce once the defect 
sites are occupied, (3) the diffusion of copper is impeded when a cohesive and thick 
corrosion film is formed.
W hen a copper sample is exposed to high relative humidity (78 ±  2% RH), low 
concentration H 2S (3.625 ±  0.565 ppm) in air at room temperature (20.5 ±  1.4 °C), a few 
phenomena were obtained by analysing the film with Kammlott’s technique of energy 
dispersive X-ray analysis (EDXA)(Franey, 1982): First, the primarily corrosion product is 
copper oxide after 15 min exposure to the gas, which is in the form of clumps, rather than 
a uniform film. This may indicate an oxygen impurity in the gas, since Cu does not react
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with H 2 O. CuzS film, of 1 0 . 6  ±  2 . 1  nm in average thickness, is formed after 60 min 
exposure, the thickness of Cu^S film was raised as exposure time increases further, it 
appears irregular in topography.
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Figure 2.14 (I) Initiation Cu sulphide vs exposure time (95%RH, 2.2±0.2 
vpm H 2S, 2 1 ± r C ) .  (II) H 2 S incorporation coefficient vs total exposure at 
initial stage (Graedel, 1983).
Second, the presence of one or more monolayers of water seems important to the initiation 
of sulphidation, because as soon as the water monolayer is formed, the impacting H 2S 
molecules will easily reach the surface. It is due to high solubility of H 2S in water. A t the 
early stages of film growth, the growth rate is insensitive to R H  in the 39 - 83% range since 
an induction time was recorded.
Third, it was observed that the sulphide film growth rate changes from a linear relation to 
a parabolic one at film thickness of ca. 150 nm, such change can result from an alteration 
in the controlling mechanism. The surface has been covered completely by a deep irregular 
film at this stage. The controlling factor has been changed from the flux of H 2 S to the 
surface of the sample to the diffusion of H 2S (or HS‘) and / or Cu* through the film. The 
R H  at the situation becomes to determine the eventual film thickness, which is from two 
reasons: First, higher RH  promoting the growth of fragile, easily penetrated films. Second, 
in the thicker water layer present at higher RH, the adsorption and ionization of H 2 S may 
lead to an increased electrical potential across the space charge layer, producing a greater 
diffusion range for the Cu*.
Fourth, the following picture for the process was drawn: HjS molecules adsorbing onto a 
water-coated surface and ionizing to HS consequently; the HS* (thiol ions) chemically
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combines with diffusing copper ions to form CujS. The trend o f is not determined, but 
it may form H 2  finally as water vapour when it is adsorbed on a metal surface (Phipps,
1979) (Figure 2.15).
B20
layer
Bulk Copper
Figure 2.15 Schematic diagram of the tarnish film formation process 
(Franey, 1982).
For reaction rate, Ronnquist A. (1962) reported that the copper sulphidation rate is more 
than one hundred times higher than that of oxidation at same temperature. O n another 
aspect, Graedel e t al (1985) have studied the sulphidation of copper by atmospheric H 2 S. 
They found the oxygen signal at the outer skin of the sample (Figure 2.16).
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Figure 2.16 Chalcogen to metal (c/m) ratios vs depth by LEIS^ The solid 
line for sulphur and dashed line for oxygen (T = 2 rC , R H <5% ).
Morphology of the sulphide film When electroplated copper samples are exposed to air 
containing 3.6 ppm H 2 S at 20 °C and 78% RH, where the roughness of sample is estimated 
to be not larger than 0 . 6  um before the exposure, clumps rather than a uniform film are the
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main change in character from initial to longer exposure. The variation along the exposure 
time is that the clumps increase in size, coverage the surface and forming an increasing 
irregular topography.(Franey, 1982). Copper sulphide in form of whiskers and columnar 
crystals with a hexagonal shape are observed when pure copper was exposed to dry air 
containing 0 . 0 2  atm. (approximate to lO'* ppm) HgS and various concentration o f 0 % at 
temperature range 25 to 164 °C (Backlund, 1969).
Sulphidation of copper polycrystal and crystal By comparing sulphidation of single 
crystal and polycrystal of copper in terms of the thickness o f sulphide products, all the 
single crystals are sulphidized much more slowly than polycrystal for short exposure, while 
for long exposure, the sulphide film on single-crystal samples increases to become essentially 
equal to that on polycrystalline copper. The analysis was carried out with EDXA (Energy 
dispersive X-ray analysis) under conditions of H,S concentration of 3.0 ±  0.2 ppm, 
temperature of 20.5 ±  0.7 °C and relative humidity of 93 ±  3% (Graedel, 1987).
Ruan et al (1992) have studied the C u ( l l l)  surface when it was exposed to HgS at room 
temperature by STM. The chemisorption of S leads to a surface reconstruction which has 
two different commensurate phases.
Difference between copper sulphide and oxide Comparing with the oxidation of metals, 
the differences between the reaction products, copper sulphide and oxide, are: ( 1 ) all 
sulphides are good electronic conductor, while the CujO and CuO are p-type 
semiconductors; (2) most sulphides show very plastic feature compared with the oxides; (3) 
sulphides usually give much more rapid mass transport (ions via lattice defects) than oxides. 
In o ther words, sulphide scale is, in general, more porous and less protective than the oxide 
(Denny, 1992), this is due to layer deviations from stoichiometry and hence greater 
concentrations of lattice defects ; (4) the Gibbs formation energies o f sulphides are less 
negative than that of oxides; (5) more sulphides with different stoichiometric compositions 
are stable than oxides owing to the variable balance of sulphur, this means the phase 
diagram of sulphides are much more complex than that of oxides (Wagner Jr. J.B., 1986).
2 3 3  Adsorption o r reaction of CH^ with Cu
Few literature references were found to investigate the chemisorption o f CH 4  on Cu
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polycrystalline, but some consider adsorption on Cu single crystal. Alstrup e t al. (1992) has 
studied the decomposition of CH^ on Cu (100) by using XPS in the temperature range of 
800-1000K- They reported that deposition of carbon from CH 4  observed on Cu (100) is 
significant only at temperatures above ca. 800 K, which is due to the extremely small 
chemisorption probability. The CH 4  dissociative chemisorption probability on clean Cu 
(100) at 800 K is 4.1 x 10 “, which can be compared with high dissociative chemisorption 
probability of 3.7 x 10^ on Ni (100) at same condition. There is agreement that the 
conclusion o f copper corrosion resistance to CH 4  in most conditions is very high (West,
1982). It is, therefore, reasonable to omit the reaction caused by methane when it used as 
the carrier gas for oxygen and hydrogen sulphide.
23.4 Sulphidation of copper by H^S contained in
Simon et al. (1988) have studied the sulphidation of copper by HjS when nitrogen is carrier 
gas. In dry gas environment, the cuprous sulphide (CujS) was detected by XPS after 6 6  
hour exposure when the concentration of HjS is 0.1 ppm, temperature is 25 ®C and flow rate 
the 25 litres per hour. The sulphide film is of 7.0 nm thickness, while the thickness of the 
cuprous sulphide formed in humid nitrogen (85 % relative humidity) and dry air are 12.6 
nm and 92.5 nm respectively by using electrochemical reduction method.
2.4 Reaction of Mixed Gas Containing O2 and HjS with Cu
2.4.1 Sulphidation of pre-oxidised or oxygen covered Cu
Vernon (1931) considered that a thin oxide film on copper protects the underlying metal 
from attack by H 2 S in air at room temperature. Sharma (1980) reported that copper oxide 
grown in air provided good protection against H 2S at low relative humidities (RH) but little 
protection against H 2 S at high RH, and oxides grown in pure oxygen give more protection 
than oxide grown in air. Graedel (1985) reported that the initiation of copper sulphidation 
requires diffusion through the oxidation layer or a breakdown of the oxide layer. Once
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nucléation of CujS occurs, the islands of sulphide grow laterally across the CujO surface 
until they coalesce into a continuous film. Afterwards, diffusion through the CugO and the 
monolayer of CujS becomes necessary for further sulphidation. Chawla et al (1992) point 
out that the thin oxide film formed at room temperature is quite stable and protective; but 
it can break down by attack of S containing gases, leading to tarnishing of the copper 
surface. Sansregret (1980), however, reported that copper oxide films will suffer direct 
attack by HjS and convert to CujS without any intermediate reaction path involving HgO. 
H e proposed that amorphous and relatively porous oxides will readily convert to the 
sulphide whereas those that are crystalline and structurally less porous will not.
Under certain conditions, sulphide and oxide can help each other instead of competing 
when sulphide forms at a metal-oxide interface (Wright, 1986). Such sulphides are oxidized 
preferentially by the advancing oxide front; the sulphide being continually displaced by 
protrusions of oxide, so that sulphide penetrates even deeper into the metal. From 
Leidheiser’s results (Leidheiser Jr., 1971, p.6 ), the Cu will continue to tarnish at a high rate 
if exposed to an atmosphere containing HjS and then removed to an atmosphere free of 
H 2 S. In the converse way, once thin oxide is formed as exposed first to an atmosphere free 
of HjS, it will resist tarnishing when afterwards exposed to a sulphide-containing 
atmosphere. It is likely that the presence of a mixed oxide-sulphide film in the initial 
tarnish leads to an increased ability for reactive species to diffuse through the film.
As for the sulphidation of Cu at high temperature or low temperatures, two sulphidation 
processes were given by Kammlott (1984). For the low temperature case, a picture was 
drawn for the situation in which the oxide layer is complete and unbroken: ( 1 ) individual 
H 2 S molecules are adsorbed physically and chemically on the oxide layer randomly; (2 ) rapid 
lateral growth occurs when CU2 S nucli are formed, these perhaps located at defects sites in 
the oxide lattice or at surface imperfections; (3) finally, the requirement for Cu^ diffusion 
via both the oxide and sulphide layers results in an exponential approach to the surface film 
thickness created after long exposure.
Based on the experimental results from exposure of polycrystalline copper to low 
concentrations of hydrogen sulphide in high humidity air. Key (1987) envisioned the 
sulphidation process of Cu as proceeding at the top of oxide layers of varying grain 
boundary density. The controlling factor for limiting the initial stage is the diffusion of 
copper ion to the surface of oxide (stage 1 of Figure 2.17). The sulphidation rate at this
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stage is proportional to the grain boundary densities because enhanced corrosion is 
observed at grain boundaries (Erb, 1982). When the sulphide film is grown, the limiting 
step changes to the diffusion o f copper ions through the Cu^S layer (stage 2 of Figure 2.17).
mm*
Stage 1 Stage 2
Figure 2.17 Development of sulphide film. Cu^ diffuse rapidly via grain 
boundaries of oxide. Finally Cu* ions diffuse slowly through the imposed 
CujS film (Key, 1987).
In the case of chemisorption of HjS on Cu single crystal (111) - O surface at tem perature 
range 105-290 K, Moroney (1981) demonstrated very clear XPS spectra (10^ cps; 20 eV  
analyzer energy; time constant =  3.3 s) to indicate the chemisorption of HjS, which 
involved hydrogen abstraction with the formation of surface hydroxyl species, and 
subsequent dehydroxylation and desorption o f water (left diagram of Figure 2.18). They 
proposed sequence steps as shown in Eq. 2.6. Three significant results obtained by 
Moroney (1981) are: ( 1 ) H 2 S chemisorbs on C u ( ll l) -0  surface at temperature o f 80K and 
leads to reaction, while such adsorption does not occur on the "clean" metal; (2 ) the 
activation energy for chemisorption is as low as 18 kJ mole'^ (» 0.19 eV), and the 
dehydroxylation occurrs; (3) chemisorbed oxygen is replaced by sulphur adatoms through 
the desorption o f  water. Tem perature affects the above process dramatically (right spectra 
set of Figure 2.18). The experimental process is that the C u ( ll l)  surface was exposed to 
oxygen at 295 K, cooled to 105 K and then exposed to 7.5 L of H 2S. Spectra for 0 (a ) , 
(OH)(a) and H 2 0 (a) are recorded at this stage. On warming the adlayer to 155 K, (O H )(a) 
peak has disappeared. On further warming to 173 K, H 2 0 (a) vanished.
H^S{g)  + 2  0 { a )  -  2{OH){a)  + S{a)  
{OH){a)  + {OH){a)  -  H^O{a)  + 0{d )
(I)
(//)
(///)
Eq. 2.6
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Ruan e t al (1992) have studied the reaction of H 2S with pre-adsorbed O on Cu single 
crystal (110) at the atomic level by means of STM. They observed that defects and step 
edges act as nucléation sites for the reaction, furthermore, the Cu does not reconstruct but 
ends up in a sulphur overlayer structure for continued HjS exposure.
o i l s )  AFTER y - S L H j S  AT 105K
5 3 4532530528
173 K
Cu(iii) - 0 +HLS
155 K
136 K
7-5L H jS 
105 K
OH(a)0 (a)-
OkJ
5 3 0  533  5 3 6  («V)
Figure 2.18 Left: Fitted 0 ( ls )  profile for C u ( l l l ) - 0  surface after exposure 
(7.5 L) to hydrogen sulphide at 105 K. Right: Alteration of 0 ( ls )  spectra 
by warming adlayer. [(a) stands for adsorbed status] (Moroney, 1981).
A summary for sequent oxidation and sulphidation The models for the specific 
situations described in the literature reviewed are summaried in the diagram of Figure 2.19, 
most distinctive part is the initiation stage, or nucléation stage, o f sulphidation. In the case 
that there is a defect at the substrate surface which is without oxide film, the H 2 S molecules 
are readily incorporated into the defect sites (Franey, 1882) (Figure 2.19(a)). In the case 
where there is complete oxide film at the surface, individual H 2 S molecules are adsorbed 
physically and chemically on the oxide layer followed by the rapid lateral growth of CU2 S 
nuclei at defects sites in the oxide lattice or at surface imperfections (Kammlott, 1984) 
(Figure 2.19 (b)); once the oxide layer is broken down, the copper or sulphur will diffuse 
through the layer on the breakdown sites to form sulphide islands (Graedel, 1985) 
(Figure 2.19(c)). In the second stage, copper sulphide grows laterally across the surface. 
Diffusion becomes necessary once the copper sulphide coalesces to a continuum layer
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(Figure 2.19(111)).
H2S gas 
molecules
nucleatiou 
of sulphide
uu-broken 
Cu oxide 
layer
nucléation of 
copper sulphide at 
breakdown site of 
copper oxide
iiii
lateral growth of 
copper sulphide
Diffusion of Cu 
or S to form 
thicker copper 
sulphide layer
Figure 2.19 Models for sulphidation on Cu/Cu oxide film, (a): at clean Cu 
surface which has defect; (b): at un-breakdown Cu oxide surface; (c): at 
breakdown Cu oxide surface.
2.4.2 Simultaneous exposure to gas containing HgS and 0%
Products after the exposure Two sulphide phases, CujSIII (orthorhombic) and Cu^^SII 
(tetragonal), are observed by using electron diffraction as result of reacting with gaseous 
mixture containing HjS, Oj, and HzO(g) in nitrogen (Nilsson A., et al., 1964). The details 
o f the treatment are that a rolled copper sheet undergoes a polishing in 50% phosphoric 
acid followed by recrystallization in a hydrogen atmosphere for 3 hrs. at ca. 450°C.
Principal conditions Several conditions should be considered in principle when examining 
a film consisting of oxide and sulphide (Rahmel, 1973):
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1. Thermodynamic aspect: The composition of the gas is such that both oxide and 
sulphide are thermodynamically stable refer to the equilibrium diagram.
2. Gas composition variation: The oxide and sulphide may be stable at different times 
when the composition o f the gas varied over a certain period. These would then 
be expected the formation of successive layers of oxide and sulphide.
3. Temperature and partial pressure: Sulphur solubility in oxide and oxygen in 
sulphide depend on both the temperature and the sulphur and oxygen partial 
pressures.
4. Defect on metal surface: The intermediary cracking of the film/scale may lead to 
the penetration of the gas to its interior. O ther faults of the surface may be also a 
factor because of a solubility in oxide, or grain boundaries, or dislocation pipes, or 
other faults, then sulphur diffused to the metal /  film (or scale) phase boundary, so 
that sulphide was formed between the metal and oxide layer.
5. Reaction kinetics. This governs the only process of simultaneous formation of oxide 
and sulphide occurred at the film (or scale) - gas phase, in which both oxide and 
sulphide phase are formed for exclusively reaction kinetic reasons. Oxide and 
sulphide should be strongly intermixed in this case.
Comparison of reaction capability between Og and According to the bond strength, 
when the metal is exposed to both oxygen and sulphide gas, oxide normally forms in 
preference to the sulphide in competition for reacting with the metallic substrate since 
oxygen is stronger oxidizer (Denny, 1992).
Figure 2.20 Weight gain as function of exposure time at low (a), middle (b) 
and high (c) oxygen presures. (Backlund, 1969)
Acceleration of Cu sulphidation by presence of 0% Backlund (1969) studied the reaction
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of hydrogen sulphide and oxygen with copper by means of the weight-gain method. The 
acceleration of the sulphidation of copper is realised when oxygen is present. The oxygen 
partial pressure does influence the sulphidation rate (Simon et al 1984). It was reported 
that oxygen likely acts in the sulphidation of copper when low HjS (0 . 1  ppm) contained in 
air is used as the exposure gas. Their basis is that there is almost no humidity influence on 
the reaction kinetics when copper is exposed to such a concentration of H 2S contained in 
air.
Approach of sulphidation involving pre-reaction in gaseous status Direct reaction 
between HjS and Oj occurs in gaseous phase before adsorbing on reacting with copper 
(Backlund, 1964).
2H^S{g)  + A ( g )  = 2S{g)  + 2H^O{g)  ( / )
S ( g ) - S ( a d s )  ( / / )  Eq. 2 7
2Cu  * S(.ads) = Cu^S  ( / / /)
Table 2.7 Gibbs formation energy of relevant compounds 
(Weast, R.C., 1976)
Compound Reaction AG (kcal/mole)
CU2 O 2 Cu 4- 1 /2  O2 -34.9
CuO Cu + Vi O2 -30.4
CU2 S 2Cu + S -2 0 . 6
CuS Cu + S -11.7
HzS(g) H2  + s -8 . 0 2
HzO(g) H 2  + Vi O2 -54.6
In this case, following items should be satisfied or detectable in ideal case. Firstly, the 
reaction (I) in Eq. 2.7 should satisfy the thermodynamic principle, the free energy of the 
reaction is -93.16 kcal/mole as using data of Table 2.7. In addition, the free energy at room 
temperature for O 2  +  2 H 2 S =  2S +  2 H 2 O ought to be lower than that for O 2  +  Cu = 
CU2 O and H 2 S +  Cu =  CU2 S +  H 2 , it is confirmed as their free energies are -93.16, -34.9 
a n d -12.6 kcal/mole. Secondly, the reaction rate is increased only when both oxygen and 
hydrogen sulphide concentration is increased. When the concentration of O 2  is considerably 
larger than that o f H 2 S, the excess O 2  will compete with the sulphur created in (I) of
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Eq. 2.7. Thirdly, a peak corresponding to H 2 O may be recorded in the XPS 0 ( ls )  spectrum 
if its concentration is sufficiently high, whereas the oxide peak should not emerge in the 
spectrum. The Auger spectrum should show a peak corresponding to CU2 S
and pure Cu without CU2 O.
Approach of the sulphidation involving pre-adsorption or reaction of 0% with Cu The
chemisorption of oxygen or oxidation of copper occurring before the sulphidation was 
observed by Franey (1982) and Leest (1986) in atmospheric environment. Sansregret (1980)
suggested the corresponding sulphidation process undergoes according to Eq. 2.8.
O 2  (g) -  O^iads) ( / )
O^iads) ■* 0 ^-+ 2 e ( / / )
Cu + 0^~ -  Cu^O (111)
-  H ^Siads) (IV)
Cu^O + H ^Siads) -  Cu^S + H^O^ads) (V )
Eq. 2.8
In this case, the subsequent enquiries are: firstly, the reaction (V) in Eq. 2.8 will be 
favoured from thermodynamics, as is confirmed in Table 2.3. Secondly, Altering the 
concentration of oxygen or hydrogen sulphide may give little influence on the sulphidation 
if the lowest concentration of oxygen is still higher than the threshold which allows the 
oxygen to adsorb on all available surface before H 2S adsorbed. Copper sulphide o r copper 
oxide plus copper sulphide may be observed by increasing and decreasing the concentration 
of O 2  and HjS across the threshold. Thirdly, a peak corresponding to the oxide component 
in 0 ( ls )  spectrum of XPS may appear at an initial stage and then gradually reduced on 
increase of reaction time (N.B. These observations presume that reaction rate is slow 
compared to the time required for removing the sample from the gas exposure place and 
making the analysis). Meanwhile, a peak of H 2 O in 0 ( ls )  spectrum ought to emerge in 
principle, and CU2 O peak should appear prior to that of CU2 S in Cu(L 3M 4sM4s) Auger 
spectrum. Fourthly, the activation energy of oxygen reaction should be at least similar to 
that of hydrogen sulphide.
Au et al. (1980) showed that hydrogen sulphide interacts highly with metal surfaces which 
have chemisorbed oxygen atoms. On the contrary, little reactivity of clean metal surfaces 
towards hydrogen sulphide molecules is observed under the same conditions.
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2.5 Appendix
A. Aspects of copper tarn ish
Effect of relative humidity in copper corrosion It is known that water (HjO) does not 
react with copper, but that water vapour does influence the copper corrosion rate. The 
water vapour is often characterised by humidity / relative humidity (RH). W hen RH = 
90%, the water layer is several monolayers thick on CujO (Sharma, 1979). Under such 
circumstances, the sulphidation process involves an aqueous quasi - solution phase occurs 
at the solid lattice (Phipps, 1979). When RH  is about 5% at 20°C, which is equivalent to 
a water content of about 1 1 0 0  ppm, much less than a monolayer of adsorbed water exists 
on the metal and metal oxide surface (Graedel, 1985).
With the moisture film thickness at about 1,000 nm, the corrosion rate starts to increase 
rapidly because the film begins to act as an electrolyte and the overall corrosion may be 
dominated by electrochemical reaction (Leidheiser Jr., 1971, p.4). The rate will 
consequently decrease after reaching its maximum value, while it can increase further when 
more humid moisture (visible moisture) layer is present on the surface, this is the range of 
wet atmosphere corrosion. The critical value of relative humidity at which corrosion rate 
rises sharply is 87% for a copper surface previously corroded in air (Leidheiser Jr., 1971, 
p.5). W hen the moisture film is very thin in range of 1-10 nm and not yet continuous, the 
rate of corrosion is not much different from that of dry corrosion. This means that only 
chemical reaction occurs (Leidheiser Jr., 1971, p.5). On the other hand, Graedel (1985) 
pointed out that the water on the Cu surface absorbs the HjS molecules and make them 
more readily available to the metal. The premise o f the absorption is that thickness of water 
layer is several monolayers thick. Such circumstance can offer a reasonable explanation for 
the increase in sulphidation since the water tends to be present in clusters or drops (Klier, 
1973), the actual volume into which molecules are absorbed will be greater than suggested 
average monolayer thickness.
Backlund P. (1966) reported that the activation energy of the copper reaction with gaseous
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H 2 S in a dry atmosphere and a low RH  environment is similar.
Sulphidation and oxidation in aqueous system Concerned about the behaviour of oxygen 
and sulphur reacting with Cu Surface in Aqueous System, Syrett (1977) reported that both 
sulphide and oj^gen concentration, then increased to certain ranges, will lead to a dramatic 
corrosion rate, e.g., the average corrosion rate is 6.74 mpy under condition of 865 ppb 
ojq^gen and 130 ppb o f sulphide, compare to 1 . 0  mpy when oxygen is about 60 ppb, and 
sulphide 48 ppb. In explaining these results, Syrett proposed that CU2 O, C u ^  and CuS will 
all try to form on a competitive basis at a given oxygen / sulphide ratio. D ue to  the 
different crystal structures o f the compounds, a marked mismatch may occur w here one 
growing crystal impinges on a neighbouring crystal of a different structure (Fig. 2.19). The 
resulting structural defect will provide the opportunities to keep the corrosion rates high 
since the corrodent is allowed easy access to the metal surface. A  supporting fact observed 
was that corrosion o f copper in an atmosphere containing H 2S has shown that a small 
amount of sulphur can be incorporated into the normal copper oxide corrosion product 
(Vernon, 1927). The trace of sulphur was considered to create a more defective oxide 
structure and, to promote ionic and electronic transport through the film, finally resulting 
in accelerating corrosion (Syrett, 1979).
Mismatch
place□ Cu20■
B
C u 2 S
GiaS
c2?^
iiiiiiiiiiiii
Cu
Fig. 2.19 Schematic illustration of mismatch of different corrosion products 
on Cu surface, which allow the corrodent easy access to the Cu surface. 
Corrosion rate remains high.
Comparison of copper and copper alloy sulphidation Concerned about the effect o f 
alloying, Kammlott e t al. (1984) investigated the sulphidation of copper and its alloys with 
SEM accompanied with a solid-state X-ray detector and multichannel analyzer, and BDX.
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In exposure range of 1 - 170 hours under conditions of 3.0 ±  0.2 ppm H^S concentration,
20.5 ±  0.7 ®C and R H  of 93 ±  3%, they observed that
1. The resistance to sulphidation was increased 50 - 199 times as pure copper was 
replaced by brass. Alloying copper with 10% aluminum, as with the performance of 
brass, gave a resistance of sulphidation which is 50 -100 times higher than that of 
pure copper.
2. The substitution o f nickel for part or all of the zinc produces alloys, even more 
resistant to  sulphidation for low to moderate exposures, their behaviour becomes 
mixed at longer exposures.
3. Beryllium copper and phosphor bronze are somewhat more resistant to sulphidation 
than copper except at long exposures, all the three materials behave similarly.
4. A  silicon bronze sulphides more rapidly than copper for most exposure periods.
(B)
(C)
Fig. 2 . 2 0  (A): CujO structure; (B): CuO structure (full circle=Cu; datched 
circle= 0 ) (Ondrej, 1992); (C): schematic display of two - dimensional 
network forming oxide film of copper (Fehlner, 1970).
Structure of Cu oxides and am orphous structure of Cu oxide films Although the CujO 
and CuO structures are cubic and monoclinic respectively (first two from left of Fig. 2.20)
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(Ondrej, 1992), a process for thin-film formation can yield amorphous materials, and 
oxidation of metal falls in the group, e.g., Cu^O has moderate network structure shown in 
right hand side of Fig. 2.20 (Fehlner et al., 1970).
B. Full names of some abbreviations of analytical techniques
As supplements to the previous surface measurement section of this chapter, their full 
names are listed in following (Somorjai G.A., 1992; Morrison S.R., 1990).
Absorption o f  photons:
SEXAFS: Surface-extended x-ray adsorption fine structure
NEXAFS: Near-edge x-ray adsorption fine structure
XANES: X-ray adsorption near-edge structure
Photons in and electrons out:
UPS: Ultraviolet photoemission spectroscopy
ARUPS: Angle-resolved ultraviolet photoemission spectroscopy
PES: Photoelectron spectroscopy
ARPES: Angle-resolved photoelectron spectroscopy
Electrons in and different electrons out:
SEM: Scanning electron microscopy
AES: Auger electron spectroscopy
SAM: Scanning Auger microscopy
Electrons in and photons out:
SXAPS: Soft x-ray appearance potential spectroscopy
EMP: Electron microprobe
Ions in and ions out:
LEED: Low-energy electron diffraction
RHEED: Reflection high-energy electron diffraction
TEM: Transmission electron microscopy
Atom s in and same atoms out:
LEIS: Low-energy ion scattering
38 Chapter 2: Literature Survey
Atom s in and some atoms out:
HAS: Helium atom scattering
Sputtering:
SIMS: Second ion mass spectroscopy
Electron tunnelling.
STM: Scanning tunnelling microscopy
STS: Scanning tunnelling spectroscopy
FEM: Field emission microscopy
FTM: Field ion microscopy
Chapter 3 = SURFACE ANALYSIS TECHNIQUES 
- XPS / AES
3.1 X-ray photoelectron spectroscopy..................................................................... 39
3.1.1 Introduction to X P S ...............................................................................  39
Basic description (39); Usage of XPS (41)
3.1.2 Qualitative analysis of XPS .................................................................  41
Characteristic photoelectron (42); Spin orbit splitting 
(42); Multi - Electron Excitation (42); Plasmons (43); 
Calibration of XPS Peak (43); Variation of Binding 
Energy (43)
3.1.3 Quantitative analysis of XPS ..................   45
Cross Section (45); Inelastic Mean Free Path (45);
Atomic Sensitive Factor (47); Peak shape and peak width 
of photoelectron (47); Information Depth (48)
3.1.4 Instrumentation of X P S ........................................................................  49
Residual gases and vacuum requirements (49)
3.2 Auger electron spectroscopy / microscopy....................................  50
3.2.1 Comparison of XPS and Auger transition .........................................  51
3.2.2 KE, nomenclature of Auger transition and o th e rs ...........................  51
3.2.3 Chemical shift and line s h a p e ............................................................... 51
3.2.4 X-ray induced AES (X A E S).................................................................  52
3.2.5 Instrumentation of A E S ..............................    52
3.2.6 Scanning Auger microscopy in MA500 ..............................................  54
Electron Gun (54); Electron energy analyzer (54); 
Electron D etector (55); Data Acquisition and Processing 
(56); Mapping in MA 500 (56)
3 3  Appendix .................................................................................................................  58
A. Identification of Cu-O-S compounds by X PS/X A ES...........................  58
B. Determination of film growth model by A E S .......................................  61
Random Type (61); Layer - by - layer (61); Islanding 
(61); Islanding on a Single Layer (61)
X-ray photoelectron spectroscopy 39
XPS and AES/SAM are selected for use in this project. One of the reasons is that their 
detection depth is as little as the order of nanometres, which matches the thickness of gas- 
metal reaction products formed at ordinary temperatures. Among the techniques which can 
provide composition information, XPS, AES/SAM, EMP A, LEIS and SIMS are available 
as shown in the preceding chapter, their sampling depth are approximate 1,1,1000,0.5 and 
0 3  nm respectively. In addition, it is noted that the term "surface" refers to a few outmost 
atomic layer (about 1 nm) instead of the top layer of a sample in common sense. The 
analysis with detectable depth of 10 nm is called "thin film" analysis (Seah M.P., e t al.,
1983), so the techniques left for further consideration are XPS, AES/SAM, and SIMS. Due 
to the practical reasons, XPS and AES/SAM were eventually employed in the project 
although two SIMS instruments became available in the laboratory at the end of the 
project. Another factor leading to  use of XPS and AES is that they both can be obtained 
by photon radiation (Figure 3.1).
hv
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ionized
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Figure 3.1 Origins of X-ray Photoelectron Spectroscopy (XPS) and Auger 
Electron Spectroscopy (AES).
3.1 X-ray photoelectron spectroscopy
3.1.1 Introduction to Xl^S
Basic description XPS (X - ray Photoelectron Spectroscopy) is based on the 
photoemission phenomenon which may be observed from either solid, liquid or gases as a
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result o f X-ray radiation (Siegbahn, 1985). The X-ray used in XPS is also called a soft X- 
ray (Kauffman R.L., 1976). Such X-rays can be created from a transition o f electrons in 
the outer shell to holes in the inner shell, e.g. transition from 2p(l^,3/2) to Is electron 
level in A1 provides an X-ray with energy of 1486.6 eV, the Al(Ka) X-ray.
Distribution 
of electron 
states
2s2p 3s3p 3d Valence band
KE(ls)
BE(ls) Fotoelectron
spectrumBE(ls)
h v
Energy (eV)
Figure 3.2 Schematic indicating the relation between atomic energy levels, 
distribution of electron states and photoelectron spectrum (modified from 
Fig.2 in paper of Williams R.H. (1984)).
As the binding energy (BE) depends on the atomic charge distribution, the BE for only one 
photoelectron emitted from electron level k  can be obtained by measuring its kinetic energy 
(KE) shown in Eq. 3.1 for simplest approximation.
BE{k) = hv -  KE -  <l) Eq- ^-l
where hv is energy of incident X-ray, h the plank’s constant (41.3 x 10^ eV s), KE the 
energy above vacuum level o f spectrometer, and <|> the energy from Fermi level to vacuum 
level o f the spectrometer. Both KE and ^  refer to spectrometer instead o f sample 
(Figure 3.3). This simplest approximation is commonly termed the one-electron 
approximation, which implies that the energy associated with all orbitals are the same in the 
ion as in the neutral atom when one electron is removed from an atom. This is a result 
known as Koopman’s theorem (Williams R.H., 1984). In general, the BE of an electron 
obtained in experiment is the energy difference between the total energy o f the final state 
after electron emission and the total energy of the initial state (OleQord I., 1991, p.22). 
When the photoelectron emitted from electron level k of N - electron atom (its atomic
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number is Z, and N ^ Z), the BE should be written as 
B E (,k) = Eq. 3.2
The basis of Eq. 3.2 is that the really measured data is the difference in energy between the 
initial state o f the N-electron system and the final state with N-1 electrons, which includes 
the energy carried away by the emitted photoelectron and the energy involved in the 
relaxation of the N-1 electrons system.
S p e c t r o m e t e rIncident photons hv
S a m p le
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Figure 3 3  Schematic energy diagram of the photoemission process from a 
metal. The sample and spectrometer are assumed to be contact in perfect.
Usage of XPS Usage of XPS can be found in two aspects. First, analysis of the elemental 
information at surface (about 2-2.5 nm in depth), and study of chemical shifts o f binding 
energies from a core level o f an atom in different chemical environments (Siegbahm K. et 
al., 1967). Second, determination the electronic structure of surface, for example, intrinsic 
surface states on semiconductors, metals, adsorbed atoms and molecules on various surfaces 
(Eastman D.E. e t al., 1991). Probe of occupied electronic states. (Dose V., 1985). The first 
usage of XPS is used in this project.
3.1.2 Qualitative analysis of XPS
Depending on the energy resolution of spectrometer and the surface situation of the
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sample, diverse types of peak are presented in an XPS spectrum: (1) Characteristic 
photoelectron peaks; (2) Multiplet splitting; (3) Auger peak series; (4) Satellite peaks.
Characteristic photoelectron The energy o f characteristic photoelectron is briefly 
determined by Eq. 3.1. Its peak is sharp and superimposed on a background (Figure 3.4). 
Besides each peak, there are, to different extents, constant backgrounds on the high - 
binding energy sides that can due to inelastic collisions of the photoelectrons on the way 
to escape from the surface.
Spin orbit splitting The peaks assigned as and in Figure 3.4 are example of 
spin orbit splitting. It arises from orbital - spin (L-S) coupling. For instance, when a core 
electron is emitted from p orbital, the final state will show two energy levels depends on 
the spin of the electron left either parallel or antiparallel to its orbital momentum. So there 
are two lines corresponding to the final state with total momentum J+ =  L+S =  1+1/2 =  
3/2, and J. =  L-S =  1-1/2 =  \!2. The intensity ratio of the two lines is (2J.+1)/(2J++1). The 
meaning of (2J*+1) is the number of allowed electron in state J. or J+. In case of 2 pi/ 2  and 
2 p3 / 2  the intensity ratio is 2/3, this may be changed depending on the various chemical 
environments.
JO Auger Peaks
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Figure 3.4 Survey spectrum of copper irradiated by A1 Ka X-ray.
M ulti - Electron Excitation Because of the electronic restructuring after a core level 
photoelectron emission, it is expected that two or more electrons transitions will occur 
simultaneously with the photoelectron emission. The probability for this may be up to 20%. 
Most of the multi-electron events are likely to be two-electron interaction. When the
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second electron excited from valance band to unoccupied states, the corresponding peak 
is called shake - up line. When the electron is removed to an unbound continuum state, the 
peak refers to shake - off line (Figure 3.5).
Plasmons When a core - level photoelectron undergoes a interaction with the plasma 
oscillation o f the free electron gas during its escape from sample, it will contribute to 
plasmon peaks at higher BE to its parent photoelectron peak. The plasmon are further 
divided into bulk and surface plasmon. It is due to the different oscillation frequencies 
between bulk and surface. Surface plasmon are more closed to its parent peak (Briggs D. 
e t al., 1983).
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Figure 3.5 Schematic energy diagram of shake - up and shake - off 
mechanisms.
Calibration of XPS Peak It was necessary to examine chemical shifts relative to metallic 
Cu or to C ls peak from adventitious surface hydrocarbon (static charge referencing) which 
is assumed to be at 284.7 eV in all cases (Chawla S.K. e t al, 1992).
Variation of Binding Energy The original value measured by XPS is the kinetic energy 
of the electron from which is derived the BE of the electron in a certain electron level. The 
main contribution to the BE is the energy needed to eject a electron from a given electron 
level (e.g. 2s level) of the analyzed substance to the Fermi level of the specimen 
(Figure 3.3). The change of BE for the core electron level of the same element in various 
compounds was first observed by Siegbahn K. e t al. (1967), and was contrary to traditional
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theory in the 1950’s. It is this which is more interesting than BE itself. There are several 
factors which cause BE variation including chemical and physical reasons (Nefedov V.L, 
1988, p .l 8 ): (1) Oxidation state, (2) Neighbouring atoms and its additive character, (3) 
Function groups, (4) Effective atomic charge, (5) Thermodynamic characteristics, ( 6 ) In ter 
atom distance and polarizability of the bonding electrons.
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Figure 3.6 Related Auger parameter diagram where various copper 
compounds are included.
The shift resulting from chemical reasons is important to the project, and is termed chemical 
shift. Chemical shift is defined as difference in binding energy between the same atom in 
either two chemically un-equivalent sites in the same compound or in two different 
compounds (OleQord I., 1991, p.24). For the shift associated with oxidation state, it is 
established that the shift o f the internal levels of the A atom in a compound go towards 
higher BE values, the shift grows in proportion to the positive state of element oxidation 
in that compound compared with the element. For example, BE of 932.6 eV  refers to 
Cu2 p3 / 2  in copper metal, and 933.6 eV to CuO, there is 1  eV shift. The shift value o f the 
BE between a metal and its oxide is independent of spectrometer calibration. This provides 
the possibility to  compare the data in different publications although diverse energy 
calibration approaches are used. W hen the BE values for metal and oxide are close in some 
analyzed materials, it is worth while measuring the lines of the Auger series and then 
corresponding shifts. For instance, BE of Cu2 p3;, in Cu and C u ,0  are 932.6 and 932.4 eV  
respectively, this is of the order of average accuracy for solid (±  0.1 - 0.2 eV) (Nefedov 
V.L, 1988, p .l 8 ).
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Turning to consider the O ls peak, which is the main peak o f o ^ g e n  in XPS, it should be 
noted that the chemical shift between the various ionic oxides is negligible. For example, 
CugO and CuO both have the value of 530.9 eV  because there is no valence difference in 
oxygen for the two compounds. It was noted that a shoulder having a higher BE (about 2 
eV) often appears besides the O Is line in oxide of transition elements. The shoulder 
reveals the presence of O atoms in OH  groups or in HjO molecules on oxide surface. The 
presence o f OH* groups and HgO molecules on oxide surface can generally result in three 
peaks for O  Is. They are of 528.3, 530.3 and 532.5 eV  respectively. The first one is 
associated with an oxide, the second with OH groups, and the third with H 2 O molecules 
(Au C.T. e t al., 1980).
Another variable for identifying the chemical compounds in photoelectron lines are Auger 
parameter suggested by Wagner C.D. et al. (1979), which is a sum o f the binding energy 
o f core electron level and kinetic energy of Auger line excited by same X - ray source. It 
is presented in a two - dimensional plot where kinetic energies as ordinates (Y - direction) 
and the binding energy of inner electron as abscissae (X - direction) (Figure 3.6). In 
general, close binding energies of two compounds do not necessarily mean a close kinetic 
energy value in Auger lines. These provide additional possibilities to identify the chemical 
compound independently.
3 .13 Quantitative analysis of XPS
Cross Section The term of cross - section, o, results from the requirement of determining 
the number of photoelectrons produced from any given core - level of an element. It 
represents the transition probability of per unit time for excitation o f a single photoelectron 
from the core level of study under incident photon flux o f unit area and unit time, o 
increase with orbitals in the order f >  d >  p >  s and also increases as BE tends to the 
value of hv.
Inelastic Mean Free Path  The term of inelastic mean free path is derived from the 
different "travel" thicknesses of X - ray and photoelectron (Figure 3.7). The escape depth 
is defined as the depth from which an electron or X-ray with energy E  can travel through 
the solid and escape from its surface without losing energy. X-rays with energy about 1000
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eV can penetrate about several micrometres, whereas an electron with such an energy 
range will typically travel a few nanometres in the solid. This is because that they lose 
energy through inelastic scattering events with other electrons, which may create electron- 
hole pairs, a collective electron, plasmon or oscillation. In case of scattering with phonons, 
the direction of the photoelectron may be affected without a distinguishable energy loss 
(about 10 ^  eV), so it is called quasi-elastic (Inglesfield J.E., 1984). All the excited electrons 
including photoelectrons which have lost some energy will contribute to the background at 
an energy below its characteristic peak in the kinetic energy spectrum.
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Figure 3.7 Schematic show of electron mean free path in the processes that 
occur in a solid when an incident photons emits electrons from the atoms.
The probability of an inelastic scattering event depends not only on electron energy but also 
on the material from which the electron come and in which it is travelling. The inelastic 
scattering is represented by the standard exponential decay law: I(y)=Io exp[-
yA(Ek,Z)Cos0 ], where lo is the original photoelectron intensity, I(y) is the intensity left 
after travelling thickness o f y, the thickness corresponds to travel distance of y/Cos0  at 
angle 0 referring to the surface normal. Finally, X(Ek,Z) is the term of inelastic mean free 
path, which stands for the depth at which photoelectrons have a probability of 1/e (=  0.368) 
to escape without energy loss. X(E^,Z) is proportional to reciprocal of cross section, i.e., I/o, 
this means the greater the cross section, the shorter the mean free path. An empirical curve 
o f the dependence o f X on E^ and Z  has been obtained from a series of experimental data 
by Seah M.P. e t al., (1979). T he curve provides a relation of X and energy E^ of higher than 
50 eV, which is given by X (E)«Et^ (Christie A.B., 1989). This indicates that the electrons 
with kinetic energy in range 50 - 1000 eV above the Fermi level are strongly scattered and 
therefore those that emerge without suffering any energy loss should originate very close 
to the surface, always less than 2 0  atomic layers.
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Atomic Sensitive Factor Atomic sensitive factor is defined as
" s  (/. / s.) Eq.33
where is relative atomic sensitivity factor (ASF) of element A, is measured main peak 
intensity o f element A. C ,^ the fractional atomic concentration o f element A  (Watts, J., 
1990). The premise o f  this equation is that specimen surface is homogeneous throughout 
the sampling depth o f the technique. Values of are normally obtained from measured 
spectra of standard materials practically although their theoretical calculation is steadily 
improving.
X-r^ Source Enay lever of a sample atom Photoelectron Analyzer
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Figure 3.8 Convolution process between X-ray source, inherent 
photoelectron peak and energy distribution of analyzer. W here * 
convolution operation.
means
Peak shape and peak width of photoelectron In addition to the position o f XPS peak, 
the shape and width o f the peaks also contain information on the chemical state o f the 
sample. The factors contributing to  the shape are added in the form o f convolution 
(Figure 3.8). This is because the relation between the factors is of a series processes type 
instead of a parallel processes. The factors involved in the convolution are:
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1. The energy distribution of incident photons. Besides the main characteristic X-rays, 
for example K (a l,a2 )  lines of A1 anode, which normally give energy distribution of 
Lorentzian or sum of Lorentzian, there are also others transition like K ,3 , K . 4  and 
so on. They all contribute to the X-ray in various fraction. In addition, 
Bremsstrahlung radiation is also involved, which may extend to an energy much 
higher than the main characteristic peaks.
2. The energy distribution of electron in the ground states. This is dominated by the 
spin-orbit coupling (exclude S sub-shells) which lead to splitting o f the 
photoelectron peaks. The extent of the splitting depends on the element, e.g., the 
splitting o f S2p is much smaller than that of Cu2p.
3. The energy distribution of electrons in the photoionized state. This can be divided 
into two parts. The first part is the relaxation of the core-hole after photoionisation 
electrons. The time of the relaxation also called lifetime which determines the 
inherent peakwidth through the uncertainty principle, i.e. AE t = h.  This means 
that the shorter the lifetime of the excited state, the larger uncertainty of its energy, 
which presented as a greater width of the peak. In the extremely case, that lifetime 
-* 0, then its energy error -  <». On the other hand, if the ionic state keeps stable 
forever, its energy value will have absolute accuracy without any uncertainty. The 
lifetime of a single final ionic state depends on the decay process of the ionic state, 
and the rate of the decay process depends on whether the process is radiative (e.g. 
X-ray emission) or non-radiative (e.g. Auger electron, photoelectron) and the 
atomic number Z. For Z  < 30 ( Z  of copper =  29), the Auger process is dominant, 
the X-ray emission rates will determine the decay process for Z  >  30. Since the 
rates of X-ray emission are faster than that of Auger process, the X-ray emission 
peak will exhibit a greater broadening than the Auger peak for same single ionic 
state. The second part is the direct interaction of the photoelectron with other 
bound electrons, which present as shake-up or shake-off peaks (Figure 3.5).
4. The energy resolution function of spectrometer. This may be thought as a negligible 
constant when the CAE (Constant Analyzer Energy) mode is used at high-energy 
resolution. However, it must be careful when CRR (Constant Retarding Ratio) 
mode is used, or under low energy resolution conditions (Christie A.B., 1989).
Information Depth The technique of XPS is able to analyze the top 2.5 nm of a sampled 
area (Castle e t al., 1976), The effective sampling depth corresponding to the photoelectron
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energies of Cu2p3/2, S2p is approx. 3 nm under AI Ka radiation (Graedel T.E., 1985).
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3.1.4 Instrum entation of XPS
Basically, a XPS instrument consist o f five parts: X-ray source, electron energy analyzer, 
detector, data system, and vacuum system (Figure 3.9). These systems are well described in 
various textbook, e.g., "Practical Surface Analysis" edited by Briggs and Seah. The 
configuration of XPS instrument, i.e. VG ESCA II, employed in the project is listed in 
Table 3.1.
Table 3.1 Characteristics of VG ESCA II Instrument
Part Description Specification
Energy
Analyzer Scan mode
Hemispherical retarding lens 
Retarding voltage, applied to specimen
X-ray source Anode Metallic A1
Sample
Detector
Preparation Ar ion etching 
Channel electron multiplier
Vacuum Pump 
Base pressure
Diffusion, Ion pump (X-ray source) 
10^ torr (= 1.3 X 10"^  pa)
Data acquisition Digital Yes
Vacuum Enclosure I Magnetic Shield
Photoelectron
Sample
Detector
Energy
Analyzer
Data System
Figure 3.9 Basic elements of an X-ray photoelectron spectrometer 
(Lichtman D., 1975).
Residual gases and vacuum requirements Residual gases such as H;, H 2 O, CO, N ,^ 0%,
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CO 2  and hydrocarbons are commonly found in a vacuum system, which could interact with 
the surface during the analysis depending on the vacuum level. For example, a monolayer 
will form on a surface in one second when vacuum is at 1.33 x 10"* Pa. It has been 
suggested that a vacuum of 10^ Pa is required for an exposed, passivated surface base 
pressure, whilst 10"® Pa for analysis of a reactive surface (Larson, 1979). The oxidized or 
sulphided copper samples used in this work may be considered to be fully passivated within 
the meaning of Larson,
3.2 Auger electron spectroscopy / microscopy
The word "Auger" mentioned in quite a few times in previous sections is after the name of 
French scientist P. Auger as he first experimentally discovered the phenomena. In principle, 
any incident particle of energy greater than the binding energy of an inner - shell electron 
can excited that electron into an state above its Fermi level. The consequence decay / 
relaxation process consist of either radiative emission or non - radiative emission. The 
former one is known as X - ray emission / fluorescence, the latter is called an Auger 
transition. This is why Auger peaks can appear in XPS spectrum.
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Figure 3.10 Mechanism of photoelectron effect compare with Auger effect.
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3.2.1 Comparison of XPS and Auger transition
An Auger electron is an electron absorbing energy from another transition o f electrons 
from an outer shell to an inner shell. The relation between XPS and Auger electron is 
illustrated in Figure 3.10. Several differences between XPS and AES are also expressed in 
Figure 3.10: First, XPS process involves one electron, whereas AES involves three 
electrons. Second, photoelectron energy is directly related to the injected X-ray energy, but 
AES is not. This characterisation is becomes a judgement for identifying a peak which is 
a photoelectron peak or an Auger electron peak.
3.2.2 KE, nomenclature of Auger transition and others
As a result of energy conservation, the kinetic energy of the Auger electron is the 
difference of initial core hole and the final two - holes state energy. A  simple energy 
express for the transition is
E ^ iA fi,C )  = E ^ - E ^ - E ^ - 4 > ^  Eq. 3.4
where E^, Eg and E^ are the binding energy of an electron in orbital A,B and C 
respectively. 4 >jp is the work function of the spectrometer. It is clear that the emitted 
electrons in the process have characteristic energies for the atom analyzed. The 
nomenclature used in Auger process is different from XPS, which lets the subject to be 
more "colourful" and challenge for learner. For example, KLiL^j process presents that the 
orbital level Is, 2s and 2p(l/2,3/2) are involved. The Auger transitions for the element 
concerned in this project are KLL and LMM. In some transitions, one of the final holes 
are at the same initial hole shell, such transition is called Coster-Kivnig transition, e.g. 
LiLjM transition. Further, if both final holes are at the same initial hole shell, the transition 
is termed super Coster-Kivnig transition, e.g., L 1L2 3L 2 3  transition. These were not observed 
in the system studied.
3 .2 3  Chemical shift and line shape
If  following assumptions are set up: ( 1 ) use Eq. 3.4 as first approximation to Auger
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electron, (2 ) energy shift, AE, of each core level in quantity is same when the chemical 
environment is changed, (3) the value of A E  is selected from that of photoelectron peak, 
(5) change of work function can be neglected, then there is
A E^.J,AA C ) = AE Eq. 3.5
This means that the chemical shift in Auger lines would be equivalent to that in 
corresponding photoelectron lines. However, the shift of Auger lines are frequently larger 
than those in photoelectron lines (Wagner C D . et al., 1973). Such disagreement is caused 
by above assumptions which do not take in account polarization and relaxation effects due 
to the presence o f one or two holes in the atoms during the Auger process. The Eq. 3.5 
becomes even less appropriate when Auger transitions occur in the valence band, which 
introduces the change of the valence band density of states and consequent the peak shape 
from chemical reactions. In the case that one or both of the final state holes lie in the 
valence band, e.g. Cu L 3 M 4 5 M 4 5 transition (also termed LMM or L W  transition in some 
literatures), the Auger line shape is determined by the valence density of states (Lander 
J.J., 1953). In addition, as such Auger peaks contain characteristic structure arising from 
inelastic process like energy losses, electron - electron interaction and instrumental 
broadening, deconvolution techniques are usually employed to correct them. The point of 
the technique is to determine a convolution function which includes instrumental and 
inelastic effect. The function normally is acquired from experiment rather than a theoretical 
calculation because of its complexity.
3.2.4 X-ray induced AES (XAES)
X-ray induced AES is included in the XPS spectrum, so that the separation between the 
Auger peaks and photoelectron peaks can be measured in on the absolute energy scale of 
the spectrometer. This avoids the process of choosing a reference energy level, and is free 
of the charge shifts. As mentioned before, KE of XAES rather than KE of AES should be 
used in Auger parameter chart.
3.2.5 Instrum entation of AES
Like the instrument system of XPS, an AES system contains the source, analyzer, data
Auger electron spectroscopy / microscopy 53
acquisition and vacuum system and electronic control part. As mentioned before, the Auger 
peaks can be obtained from excitation by photon or electron termed XAES and AES 
respectively, their features are tabulated in Table 3.2.
Table 3.2 Feature comparison between X-ray excited AES and Electron
excited AES
Item X-ray excited AES Electron excited AES
Emission flux 10® photons/sec 
(normal soft X-ray 
source)
10^ electrons/sec. (1 pA 
primary electron current)
Focus property difficult easy
Surface charging less serious serious
Spectrum
background
relative low relative high (due to 
backscattering electrons)
Sensitivity to 
element
high sensitive to heavy 
element
high sensitive to light 
element (except H, He)
Chemical
information
available available (some elements)
Attack to surface non destructive non destructive
Figure 3.11 Photograph of MA500 which is equipped with functions of 
AES, SAM and EDX. The computer and its software is Link ANIOOOO.
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3.2.6 Scanning Auger microscopy in MA500
MA500 is the surface analysis instrument dedicated to AES, SAM (scanning Auger 
microscopy) and ED X  (electron dispersive X-ray analysis). The smallest size of primary 
electron beam used for point analysis o r scanning mapping in MA500 is 500 angstrom(50 
nm). It consists o f five primary parts: (1) electron gun, (2) electron energy analyzer and X- 
ray detector, (3) electron detector, (4) computer control and data handling, (5) image 
presentation. (Figure 3.11)
Electron Gun Two kinds o f filaments either tungsten thermionic or LaB^. The gun acts 
as a triode, the filament being a cathode at a high negative potential of up to 30 kV. The 
Wehnelt works as a grid, which is a cylinder holding the filament, and has a voltage of 
about 200 V more negative than the cathode, the anode is an aperture at ground potential 
(Figure 3.12).
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Figure 3.12 Schematic picture of electron gun including the focus lens 
system.
Electron energy analyzer A  CHA (Concentric Hemispherical Analyzer) is fitted in the 
MA500. It is a 150° analyzer with a mean radius of 10 cm (Figure 3.13), a potential 
difference is applied between the two concentric hemispheres, the inner and outer sphere
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are held at a positive and negative potential respectively. The specimen is kept at ground 
potential and the electrons transmitted to the analyzer by the transfer lens are retarded by 
an amount R  eV immediately before entering the analyzer. The decceleration can be 
performed by the retarding potential to a CAE (Constant Analyzer Energy) or be retarded 
such that the ratio of kinetic energy to pass energy is kept constant (CRR). In the latter 
model, the retarding potential is ramped to cover the spectral range with a second power 
supply used to ramp the hemispheres. A t lower retarding energy emerged at low kinetic 
energy, and higher retarding energy at higher kinetic energy. One advantage o f the CRR 
mode is the readily identification o f small peaks at low energy. Its balanced shortage is the 
varied peak resolution which makes quantification difficult. The energy resolution is 
adjusted by a externally slit mounted in front of the analyzer entrance which determines the 
solid angle of electrons allowed to enter the analyzer, the size o f the slit are 0.5, 1 and 2 
mm.
Figure 3.13 Concentric hemispherical analyzer fixed in MA500.
Electron Detector This is general same as those used in XPS. It also called "channeltron" 
which is a helical glass tube coated with a high resistance material, the material can result 
in avalanche effect. A  high voltage (about 4 kV) is applied between the ends of the 
channeltron. An electron hitting the inner wall at the low potential end o f the channeltron 
will create second, third and etc generations of electrons until they reach the high potential 
end of the channeltron (i.e. multiplier). The created electrons by one original electron can 
be up to 10® electrons (Mullard Channel Electron Multiplier Type X919VL, Technical
56 Chapter 3: Surface Analysis Techniques - XPSIAES
Report).
Data Acquisition and Processing This is carried out by a Link micro - computer and Link 
Analytical ANIOOOO software. It has a 256 k byte central processor and 256 k byte of 
extended memory for image analysis and processing. One fixed and one removable hard disk 
each of 5M byte capacity are incorporated in the system, plus one 3 and 1/2 inch double 
density floppy disk driver. The spectrum and image acquisition parameters (e.g. energy 
range, retard ratio, acquisition time) and electron beam scanning coils (e.g. the dwell time 
/ scanned point) is controlled by the computer which able to collect an output from the 
pulse counting and image signal from the electron microscope.
The image can be presented with 256 or 65536 linear intensity levels, which may either be 
in the form of a grey scale or colour scale. A  algorithm of (Peak - Background) / 
Background is employed for Auger map display, which is suggested by Bishop (1983). The 
peak map for X-ray image (EDX) is used in display. The difference modes between AES 
and ED X is caused by the un - negligible background in AES and negligible background 
in EDX.
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Figure 3.14 Schematic demonstration of mapping procedure. The order of 
scanning of electron beam is pixel, energy and line.
M apping in MA 500 In general, the mapping procedure contains four steps. First, point
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Auger / EDX spectrum analysis on a interest point. A pair o f marks are made at the energy 
of major Auger peak position and adjacent high energy background found from spectra 
respectively. The number o f the pair is depended on how many elements and species there 
are and how many are concerned.
Second, collection o f a Auger maps of interested element or species. The scanning order 
is pixels in a line, energy channel which normally corresponds to element, and area, such 
scanning mode can be abbreviated by pixel -line - energy channel - area mode (M ode II), 
which means that the primary electron beam scans all positions (pixels) o f a line o f the 
sample surface for energy channel E, first, then turn to scans the same line for the next 
energy channel, 'Ey W hen all energy channels of the line have been scanned, the primary 
beam turn to repeat the same process on consequent lines until whole demand region has 
been scanned (Figure 3.14). Alternatively, the scanning process can be done by either pixel - 
energy channel - line - area scanning mode (Mode I) or pixel - line - area - energy channel 
mode (Mode III). Mode I gives quasi-simultaneous mapping for each pixel o f different 
energy channels, but requires longer total time for each single elemental mapping, which 
may lead more chances o f decreasing the map quality by accident tiny mechanical or 
electrical vibrations or other outside influences. Mode III results in relative shorter 
acquisition time in each elemental map but less "quasi-simultaneous" for different elemental 
maps from same sample surface, which means more possibilities of mismatch between 
related maps. Such mismatch is harmful for further analysis, e.g., multi-phase analysis by 
Scatter Diagram. Mode II is actual the compromise of the mode I and III. A  new multi- 
spectral Auger microscope called "3rd generation Auger microscope has been developed 
by York (Prutton M., 1990).
During the mapping (word "mapping" contains scanning the sample by primary electron 
beam and collecting the Auger electron by detector) a given area, spatial resolution can be 
varied. For 128 x 128 pixel image, each pixel uses 16 bits equivalent to 65536 inter levels 
for its counts.
Third, data treatment of raw mapping data, signals of peak, ?zi, and of background, B^,, is 
treated by using algorithm of [(P-B)/B]zi (Castle I.E. et al., 1990). This gives some 
normalization against topographic contrast, and the convenience in comparing two or more 
maps since the intensity variation, i.e., contrast, is more useful than intensity itself in this 
case.
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Fourth, definition or modification of a colour transform for showing the image files with 
LU TE colour editor. 256 levels of colours or grey scales can be chosen. Depending upon 
the colour sensitivity and preference of investigator, the colour transforms used in different 
studies can be distinct, although the light colour normally used for higher intensity and dark 
for lower intensity.
Fifth, establishment of proper thresholds for each map in order to produce multi - phase 
/  element maps, which is a process to classify the multi-intensity levels o f the image into two 
intensities, the threshold plays a role as demarcation of intensity levels. All pixels whose 
intensities are equal or higher than the demarcation are considered as existing, while the 
others whose intensities are lower than the demarcation are treated as empty. Once the 
treatm ent has been finished, the multi - phase / element maps will be worked out by 
superimposing the binary maps. This method was used before the introduction of Scatter 
Diagrams to the work of this group.
2)3 Appendix
A. Identification of Cu-O-S compounds by XPS/XAES
To identify the compounds, copper oxides (CujO, CuO) and copper sulphides (CugS, CuS), 
formed in the copper-gas reaction, S2p, O ls, Cu(LMM) and Cu2p spectra need to be 
investigated. Chawla S.K et al. (1992) gave a comprehensive diagram to assist in making a 
diagnostic decision for Cu-O-S-H compounds by XPS (Figure 3.15),
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Table 3.3 Characteristic of copper oxide / sulphide 
in XPS
spectrum Cu
(eV)
CuzO
(eV)
CuO
(eV)
CujS
(eV)____
CuS
(eV)
Cu 2p 932.7 932.4 933.8 932.4 932.3
Cu (LMM) 918.8 916.8 917.9 917.5 918.0
O Is 528.5 529.6
S2p 162.0 162.0
In a practical case, the brief idea is that the number of compounds and what they are is 
unknown before obtaining some data, e.g., XPS/XAES spectra. So the diagnosis had better 
start from spectra with help of Figure 3.15 together with some typical BE values o f copper 
oxide and copper sulphide in Cu2p, C u (L W ), O ls and S2p (Wagner C.D., 1990). These 
are summarised in Table 3.3. A  empirical search route is to start from Cu2p, Cu(LMM), 
and then O ls / S2p spectra.
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Figure 3.15 Diagnostic decision tree for XPS analysis of the Cu-O-S-H 
compounds (Chawla S.K., 1992).
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Figure 3.16 Film growth models for deposition and adsorption (Alvarez J. 
e t al., 1990). 1: Random deposition; 2: Layer by layer; 3: Islanding; 4: 
Islanding on a single layer.
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B. Determination of film growth model by AES
When deposition / adsorption dominates the growth of the surface layer, there are several 
possible models (Figure 3.16). They are (1) Random deposition; (2) Layer - by - layer 
growth (Frank - van der Merwe type); (3) Island growth (Volmer - W eber type); (4) 
Islanding on a single layer (Stranski - Krastanov type) (Alvarez J. et al., 1990).
Random Type Atoms remain in the positions where they impinged at the surface from 
gas/vapour phase. During the film growth, the concentration of the adsorbate increases 
proportionally to the concentration of gas / vapour supply, whereas the substrate signal 
measured by surface sensitive techniques (e.g. XPS, AES) is attenuated. In this mechanism 
of film growth, the intensity curves of adsorbate and substrate give quite pure exponential 
form as function of exposure/deposition time (Figure 3.16:1). This type of growth occurs 
at surfaces when the experimental temperature is low, because the adatoms haven’t enough 
thermal energy to overcome the diffusion barrier.
Layer - by - layer The adatoms cover entire one monolayer before to start the next one. 
Within each layer, the intensity - exposure time curve shows linear relation. The slopes 
decreases in a quantum form as number of adatom layer increased (Figure 3.16:2). This 
mechanism arises because of the similar interaction energy between adsorbate - adsorbate 
and adsorbate - substrate. The similarity in equilibrium distances of the substrate and 
adsorbate is another feature of this type of film growth.
Islanding In the case that the interaction energy between substrate and adsorbate atoms 
is weaker than that of adsorbate - adsorbate, the adsorbate atoms move easily at the surface 
from the initial impinged sites to a certain nucleus / cluster, and eventually form islands. 
The intensity curve as function of exposure time does not present a single exponential 
decay or increase, the substrate signal decrease in a quite slow manner but does not 
approach zero (Figure 3.16:3).
Islanding on a Single Layer Adatoms form a single adsorbate layer in touch with the 
substrate followed by layers where the atoms are agglomerated to form clusters. In the 
former stage, it resembles the layer -b y -  layer model. However, the growth and attenuation
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effect is altered to approach the islanding model. This corresponds to the system where 
interaction energies of adsorbate - adsorbate is similar to that of adsorbate - substrate, but 
the equilibrium distance between adsorbed atoms and substrate atoms are quite different 
(Figure 3.16:4). As a result, the total potential energy presents a minimum at a distance 
equal to the substrate lattice, the adsorbed atoms form the first uniform monolayer with the 
same geometry as the substrate morphology. The adsorbed atoms in the second or third 
layer are not influenced by the force from substrate surface, and can overcome the potential 
barrier and nucleate islands.
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4.1 Scatter Diagram
4.1.1 Problem arising from Auger / EDX maps superim position
The combination of several Auger maps or EDX maps to form multi-element or multi­
phase image by superimposition is a useful tool to study relations within the distribution of 
composition at the surface or sub-surface. During the superimposition, one thing may result 
in misleading superimposed image. This is the use of independently defined thresholds. The 
process of constructing a multi-element image is shown schematically in Figure 4.1.1, in 
which the multi-count of each pixel in a image was compacted into binary count by using 
a proper threshold as mentioned in previous chapter. In order to obtain a proper thresholds 
for realistic superimposition, the relation between the thresholds should be considered and 
used as a reference, this requirement can not be reached by defining each of the thresholds 
independently. An example is given in Figure 4.1.2 and Figure 4.1.3, here, although there 
is no influence from two different thresholds A  and B in case I, a distinct difference can 
be observed in case III. This often happens in practical situation. It is this finding which 
lead us to start to program a software solution based on a statistical method known as a 
scatter diagram. The task was fulfilled and has been practically used in the last three years 
in our group.
F ulfill
I - I +  1
Setdng the 
thresholds 
for required 
A ES/ED X  
map I.
Creating the 
corresponding 
binary map I 
under the 
threshold
Over lapping 
the binary 
maps to form 
midti-phases 
map
Figure 4.1.1 Schematic sketch of multi-element or multi-phase image 
construction.
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:
Figure 4.1.2 A demonstration of relation between density distribution and 
threshold. In which the map in upper-left side is the corresponding binary 
map based on the threshold.
3-D view
Int. Int. I n t .
F r o n t  v i e w
Int. I n t . Int.
Threshold A
Threshold B
Top^ jviewi
I II III
Figure 4 .13 Three simple and typical cases of intensity distribution. 
Boundary is clear separated in column I, it is not vertical but sharp in 
Column II, "wide range" boundary is found in column III.
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4.1.2 Scatter Diagram and its components
Being a basic statistic method, the scatter diagram was used in psychology and biology from 
the 1950% (Blommers P. e t al., 1959). Its application in Auger electron microscopy was first 
suggested in the 1980% (Browning D. et al, 1985), and itself was further analyzed with 
factor analysis (or so called Hotelling transform) by Prutton (Prutton M., 1990).
In principle, scatter diagram means a dot chart from a pair of related data set to display 
their correlations. However the reconstruction o f maps according to the "windows" set in the 
scatter diagram is necessary in its application in electron microscopy, and this becomes an 
important part for the data analysis. This even leads to the fact that the term Scatter 
Diagram is now taken to mean the two parts together. In the later sections, the dot chart 
is referred to the first part o f the scatter diagram, and the reconstruction means the second 
part of the scatter diagram.
Map 2 b —
Original map pair
.Y
Map 1
7 /
Scatter Diagram
Int. o f Map 1
Figure 4.1.4 Schematic demonstration o f first part o f scatter diagram.
In the first part, two related maps, e.g., an oj^gen and a copper map from a pre-oxidised 
copper sample surface, with same spatial resolutions (e.g. 64 x 64 pixels) are retrieved. The 
counts (also known as intensity) of the pixel i from the first map is read in and stored in 
the memory, the counts of same pixel, i.e., pixel z, but from the second map is read in, the
66 Chapter 4: Relevant Data Analysis Methods
two values are form a dot in the scatter diagram. Such process is programmed to repeated 
from / =  1 to 65536 if the map has 64 x 64 pixels. The more dots at the same position in 
the scatter diagram, the darker the position ("the position" is a small area in fact) if a black 
colour represents a dot. At the end, a scatter diagram for the two maps is established 
(Figure 4.1.4, Figure 4.1.5 and Figure 4.1.6). In which the positions of clusters stand for the 
intensity ratio of the two elements, and the darkness of the clusters represents the 
population with this intensity ratio.
0 Mn'
é t
I
«l«i! Un lü
Figure 4.1.5 A  set of Auger maps and their scatter diagrams and re­
constructed maps recorded from MnS inclusion on stainless steel 316.
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In addition, the above process is also used to determine the counts range for scaling the 
diagram. To do this, the two values of dot corresponding to pixel i are compared with the 
values from pixel i-1 stored in the memory, the highest and lowest values are kept in the 
memory. Then the scale of the scatter diagram in both coordinate axes will be determined 
when such process has been repeated from the first pixel to the last pixel (i.e., 1=1 to 65536 
in case of a 64x64 pixel image).
W
Figure 4.1.6 The scatter diagrams show the enrichment of chloride ions on 
the inclusion as the sample was in 3.5% NaCl% solution for 30 minutes.
In the second part o f the process, windows are set at the significant clusters in a scatter 
diagram, each window being given its own unique colour (the maximum number of colour 
is 16 in our software, which means up to 16 elements or phases are allowed in one scatter 
diagram). Once the windows are ready, one approach for the next step is to scan the scatter 
diagram, all dots excluded from the windows are ignored, while the dots included in 
windows are traced back to the x, y positions in their original maps and displayed with the 
corresponding window colour. Alternatively, the original maps are scanned, and the pixels 
whose intensities are located in one of the windows in its scatter diagram will be displayed 
using the window colour. The former method occupies large memory but saves time; the 
latter one saves memory but consumes time. It is the latter method which is employed in our 
program.
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Classification of Scatter Diagram’s shape In the simplest case, one round-like cluster 
with a standard Gaussian distribution in population should emerge in the scatter diagram 
when the corresponding elements distributions are uniform in their maps. Otherwise two 
or more two clusters appear. The positions of clusters in the above two cases provides 
information for quantitative analysis (Figure 4.1.7). In some practical applications, the 
position of a cluster may not provide accurate composition information due to influence of 
quite a few factors, then the relative position of a cluster referred to other clusters becomes 
the first param eter o f consideration. This leads to the classification of the section.
0.75
TiSi
0.5
TIC
tr 0.25
-0.25 0.250 0.5 0.75
Si/Ti
Figure 4.1.7 A  scatter diagram for the C/Ti and Si/Ti ratios from a region 
of a Ti-6A1-4V alloy matrix containing a SiC fibre (Browning D., 1985).
From the point o f view of statistics, a scatter diagram is a graphic form of quantitative index 
of correlation (Blommers P. et al., 1959). Some correlation types are shown in Figure 4.1.8. 
The physical meaning o f correlation in surface analysis is the extent o f reaction or mixing 
extent o f two elements or phases. Figure 4.1.8(1) shows the case for two elements fully 
mixed or reacted, which gives a positive correlation in its scatter diagram. In contrary 
situation, row 5 o f same figure will emerge which gives a negative correlation. The 
intermediate cases between these two extreme are shown in rows 2 and 4 in Figure 4.1.8, 
which display the outline of positive and negative correlations using with shape o f ellipse. 
If there is no correlation between them, i.e., random distribution of the elements on the 
region, its scatter diagram is mess as shown in middle row of Figure 4.1.8.
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(1)
(2)
(3)
(4)
(5)
I: Correlation Situations II: Scatter Diagrams
Figure 4.1.8 Classification of scatter diagram distribution (column II) and 
corresponded distribution in surface (column I).
■>-
Figure 4.1.9 Four types scatter diagrams for uniform elemental 
distributions. The intensity of each element is reduced to adjust for noise 
or background.
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on scatter according to the
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Figure 4.1.10 Sketch show of thresholds from scatter diagram and their 
influence on rebuilding maps.
Threshold and scatter diagram Thresholds have been mentioned twice before, its nature 
can be graphically revealed from scatter diagram. Four cases o f un-matched thresholds are 
illustrated in Figure 4.1.10, where threshold of A  phase is too higher as compared with that 
of B phase in case 1, the situation is reversed in case 2, the cross points of the thresholds 
in these two cases are not joint with the central lines o f the clusters, the distortions of 
original relation o f the two elements can be seen by comparing column (I) and (III). Similar 
situations are happened in case 3 and 4 except that the negative correlation. In fact, the un­
matched thresholds are not very serious if we known they are un-matched, the serious 
problem is that we think the un-matched thresholds as matched, so the key point is turned 
to uncover the relation of two related thresholds. I would like to call the principle as
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relational principle.
Turn to the windows used in scatter diagram, it can be decomposed into four thresholds in 
the simplest case as shown in Figure 4.1.11. Although the thresholds are not really matched 
in regard to previous standards, their relations are clear without doubt, and the final 
thresholds composition^ i.e., window, is meaningful. In this sense, thresholds can be thought 
as one dimension windows.
Thresholds
Scatter Diagram Window
Figure 4.1.11 Relationship between thresholds and window of scatter 
diagram.
In principle, dimension scatter diagram is expectable. It has been used in Bright’s work 
(1991). In which, one three-dimension window contains six two-dimension windows. If two 
dimension scatter diagram is employed for three related images A, B and C, this six two- 
dimension windows also need to ioWov^ relational principle in order to compare the 
consequent rebuilding maps, i.e., windows (not thresholds in these cases) on scatter diagram 
of A-B, B-C and C-A are compatible. For higher dimension scatter diagram, the same 
principle need to be obeyed as well.
Windows in Scatter Diagrams After replacing thresholds by windows of Scatter 
Diagrams, the details of the windows such as their shapes and sizes are in the consideration. 
As mentioned before, a round-like cluster with a standard Gaussian distribution in 
population will emerged in the scatter diagram on condition that the corresponding
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elements distributions are uniform in their maps. This means that the best shape of window 
in scatter diagram for one phase is a circle rather than a square or rectangle, here, the 
phase stands for a certain chemical species regardless their characters such as structures and 
forms. In some practical applications, the scatter diagram may consist of a number of linked 
clusters as shown in Figure 4.1.6 and Figure 4.1.12 (1).
(1)
(2)
(3 )
Window I
Window II
Window I
Window II
Figure 4.1.12 Schematic illustration of a Scatter Diagram which shows two 
groups of cluster with difference intensity ratios, they are actually presented 
as two bands joined at the original point.
The Scatter Diagram shown in Figure 4.1.12 (1) corresponds to the case that there are two 
phases with different intensity ratios, e.g., M,Oy and M^ O^ sy. In this case, the window can
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be set as either like form of Figure 4.1.12 (2) or (3). Each window in Figure 4.1.12 (3) can 
be considered as one of a series circular windows joined together, these circular windows are 
assigned as an identical phase. In fact, the windows in Figure 4.1.12 (2) represents both the 
intensities, i.e., cluster positions, and intensity ratios, i.e., orientation of the clusters. While, 
the windows in Figure 4.1.12 (3) include all clusters with various position but same 
orientation. If the each coordinate of the Scatter Diagram stands for elemental intensity, 
the phase will be determined by the orientation o f cluster(s), this is common in Scatter 
Diagram application prior to strict quantitative analysis. It is apparent that the position of 
each round-like cluster stands for a phase when the coordinate of the Scatter Diagram 
already represented the intensity ratio of two studied elements.
Superimposing
Independent
thresholds
setting
Scalar 
multi-phase 
m ^
Ordinal surface
Thresholded (single 
colour) maps with 
scalar quantities
Vectorical
multi-phase
Scatter
Diagram
Restructuring
m ^s
Vectorical
processing
Single elemental mîçs by uring SAM
Figure 4.1.13 Comparison between scalar and vectorial combination of 
related elemental distribution maps.
Vector expression The individual signal counts from a identical pixel but different Auger 
/  DX maps are a set of scalar quantities, but together they could be thought of as a multi - 
dimensional'Vector (Browning R., 1987).
Suppose a surface of material is composed by several elements (or phases), it has been
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decomposed by measuring each element distribution for detail study, then the distributions 
are to be combined together for further comprehensive investigation. At this stage, there 
are more than one route for the "combination". The simplest one is to combine the maps 
as if they are independent with each other, i.e., they are scalar quantities (see left hand side 
route of Figure 4.1.13); the other is to consider the maps as they are dependent with each 
other, one of the linkage form between the distributions is to consider each of the maps 
as one coordinate of a vector, the several element distributions form a multi-coordinate or 
multi-dimension vector. In such consideration, the vector presents the surface, one 
coordinate presents one element distribution of the surface. The scatter diagram is a route 
which let the "combination" undergoes along vectorial way, particularly along one with 
orthogonal form (see right hand side route of Figure 4.1.13).
Brightness
YellowGreen
■Wïît? RedCyan
Blue ’agenta
Purity
(saturation)
Black
Figure 4.1.14 B.H.S colour space in which the cylinder coordinate is used.
False colour image and scatter diagram When the intensity of a pixel in a map is 
expressed with colour or grey scale, some of quantitative concentration information is lost 
since numerical form is no longer used. The colour belong to visual category which is less 
accuracyJjut more straightforward. In addition, the intensity, a single variable, has been 
transferred to be expressed with three quantities, i.e., brightness, purity and hue 
(Figure 4.1.14), this makes the matter more complex to reveal the details. However the 
colour image is favoured to readers when the relation between colour and the intensity is
Scatter diagram 75
known. One usage of windows with colours in scatter diagram is for the task.
Step 3: The digital signals have been 
treated and transfer to another kind of 
analogous signal, which is favour to 
people's understanding. This signal 
can be colour, curve, sound and so on.
Step 2: The recorded 
electronic signals with 
analogous form are 
transfered into digital 
signal, and stored in various 
storage media
Detector
Step 1: the electronic signals, e.g., AES 
or EDX, in analogous type are detected 
by relevant technical instruments.
IS ca n n in g  
primary 
electron
Specimen
Figure 4.1.15 Schematic display the process of recording a Auger map. Two 
times transformation of signal were involved between analogous and digital 
form.
Reviewing the entire process of Auger / EDX mapping, the information is displayed in two 
kinds of form, analogous and digital signal, at the different steps (Figure 4.1.15). In the first 
step of Auger microscopy, for example, the Auger electron flow was collected at the
*76 Chapter 4: Relevant Data Analysis Methods
channeltron by radiating the sample and transporting the ejected Auger electrons through 
transition lens, the signal type at the end of the step is analogous. In the second step, the 
analogous signal was stored in some media, e.g., hard disk and magnetic tape, in digital form 
by employ A/D convertor and computer system. It results in less distortions in later process 
and is favoured for treatments using all ready-made digital signal technology. In the third 
step, the digital signal was transformed back to analogous signal, but it is colour instead of 
electron flow, which provides a visual way for people being interested on the analysis. In 
some sense, the whole process resembles to the process o f sound recording and playing 
using digital technique.
4.1.3 Information of multi-phase from scatter diagram and false colour maps
Although the initial aim o f scatter diagram in my study is to solve the problem of subjective 
thresholds setting in superimposing several Auger maps, it is able to provide information 
on multi-phases, in principle, if several spatially recorded images are available from the 
same area of a surface (Prutton M., 1992), and they have some relations presented as 
intensity of pixel in the images. This is one of the most important features of scatter 
diagrams.
In the second scatter diagram of Figure 4.1.6, which is divided into four regions according 
to the position and orientation o f the cluster of spots, the windows with yellow and pink 
colours represent two regions having a different intensity ratio between sulphur and 
manganese. This difference in ratio is difficult to see by inspection of the Auger maps 
(Figure 4.1.5). By comparison of the first and second set of scatter diagrams and their 
reconstructed maps, the mixture o f manganese sulphide and manganese oxide are both 
found on the upper side of the inclusion, while manganese sulphide alone dominates the 
lower side of the inclusion.
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4.2 Deconvolution
4.2.1 Introduction
In experimental physics, advanced analytical chemistry or telecommunication, a process 
often occurs with the form of Eq. 4.2.1 which is known as a convolution integral. In 
Eq. 4.2.1, P(x) is observed (or Measured) function, f(x) the inherent (or intrinsic, true, 
physical) function, b(x) the operating (or weighted, broadening, functional o r instrumental) 
function.
f ° {x )  = J ^ ~ / ‘ («) hix-ii) du  Eq. 4.2.1
/ “ W  = f ( x )  * b{x)  Eq. 4.2.2
Eq. 4.2.1 is also written in a simple form as Eq. 4.2.2 where symbol * represents the 
operation o f convolution. In principle, a convolution will happen when two or more than 
two devices are connect in tandem, each having certain gain with statistical distribution. The 
fundamental details of convolution is given in the Appendix at the end of the chapter. From 
the word, deconvolution, it is expected that role of deconvolution is to resolve the inherent 
function f  (x) from F(x). In practical application, the solution o f Eq. 4.2.1 may not be unique 
once a function f(x) satisfies Eq. 4.2.3, then it may be added to f(x) and lead to another 
solution (Chornik B. et al., 1987). A  noise function consisting of rapid fluctuations around 
zero intensity may an example of the f(x).
/(w) b(x-u) du = 0 ^9"
4.2.2 Convolution in XPS and Auger spectra
The specific action of convolution in XPS or Auger spectra is to broaden each peak in the 
corresponding spectrum, in other words, reduce the energy resolution of the spectrum. So
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the intention of deconvolution used in electron spectroscopy is to the improve energy 
resolution of the spectrum, an example is given in Figure 4.2.1. The basic components of 
XPS such as X-ray, photoelectron emission and the subsequent detection o f the electrons 
are connected in tandem, each of them has certain probability distribution around a given 
energy, so a convolution effect will be observed.
(e)
160170160170
BECeV) BECeV)
Figure 4.2.1 S2p XPS spectra of MoS, obtained before (left column) and 
after (right column) deconvolution process with analyzer resolution o f (a) 
1.3, (b) 0.78, (c) 0.46 and (d) 0.26 eV. (Koening and Grant, 1976).
Physical meaning in XPS We focus on the three components mentioned above, i.e., (1) 
X-ray source; (2) Emission or transition of electron in the specimen due to incident X-ray 
excitement; (3) The analyzer. The final spectrum is formed by convoluting the three 
components one by one as seen in Figure 4.2.2. In which (a.) shows the emission spectrum 
of the A1 K a radiation source; (b.) is a synthetic inherent spectrum of specimen; (c.) the 
resultant spectrum of inherent spectrum convoluted by radiation source; (d.) the analyzer 
resolution; (e.) the final spectrum of convolution among radiation source, inherent spectrum 
and analyzer.
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For the emission of a photoelectron, there are some sub-branches such as the initial state, 
the final state structure, lifetime broadening effects, and electron energy loss structure. 
These also contribute to the convolution. However these can not be resolved by what we 
call deconvolution methcxi because they are determined by the specimen itself.
X - ray Source:
- Emission 
spectrum of A1
Sample:
- Inherent 
spectrum
Analyser:
- Resolution 
of energy
%
Observed
Spectrum
/ '
(a)
(b)
(c)
(d)
(e)
Figure 4.2.2 Schematic presentation of the convolution in the XPS. The 
spectra becomes less and less clear as comparing spectra in (b) (c) and (e) 
after twice convolution in tandem.
Consider the incident photon energy distribution from a conventional X-ray anode. This is 
dominated by characteristic X-rays resulting from core-level transitions and some satellite 
lines (Figure 4 .2 .2  (a)). In addition, continuous Bremsstrahlung radiation contributes to 
general photoelectron background. Removal of Bremsstrahlung and unwanted minor X-ray 
features may be achieved by employing monochromator, which results in a reduction of the 
X-ray line width to less than 0 .4  eV for A1 Ka excitation (Edgell M.J. e t al.,1985). 
Unfortunately, the acquisition time strongly increases in this case (Sprenger D., 1991).
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The analyzer function is determined by geometric parameters such as the width of the 
entrance and exit slits and the selected pass energy. For the constant pass energy mode, an 
experimental determination is necessary to get the analyzer function. These analyzer 
function consists of a Gaussian line-shape at lower pass energy, and becomes more 
triangular with increasing pass energy (Sprenger D. et al., 1991).
Peak width The peak width is normally defined as the full width at half-maximum 
(FWHM), the relation among each of three components in XPS follows the equation 
bellow on condition that the energy distributions of all peaks in the three components have 
a Gaussian line-shape.
AE = [A (E f  + A(Ep): +  A ( E J T ,
where aE; is the inherent or natural width of the photoelectrons; AEp the width of the 
photon radiation (X-ray line) and aEs the analyzer resolution. The linewidth of the emitted 
photoelectron, aE , is given by Heisenberg’s uncertainty principle, a E - t=  A, where t  is the 
time that the electron stays in a given energy level, h is Planks constant (6.626 x 10'^ Js). 
This means that the quicker the photoemission, the wider its energy distribution. In 
addition, lifetime is proportional to (energy)'^; thus valence orbitals (of 0-20 eV energy) 
have lifetimes of the order 10 ®-10’^® s giving widths of the order 5 x 10^ to 5 x 10 ’ eV, 
whereas core orbitals (of 100,000 to 40 eV energy) have lifetimes of the order lO ^ ^lCf^k 
giving widths of the order 10 ’ to 4x10'^ eV.
Convolution in AES process The basic formulae of XPS and Auger process are 
represented by Eq. 4.2.4 (a) and (b) respectively:
The ’positive source’ of each process are hv, and E^ or Et in Eq. 4.2.4, note that meaning 
o f E t in the first equation differs from E^ in the second equation, the former one stands 
for kinetic energy value of photoelectron, while the latter stands for the energy of the K 
level orbit o f an atom. As the photo energy has a statistical distribution, e.g., about 0.7 eV 
o f FW HM for A1(K,^), the X-ray source in XPS is involved in the convolution. However, 
E k in Eq. 4.2.4 (b) does not depend at all on the X-ray source since it only depends on the
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atom. Thus the Auger spectrum, either excited by a primary electron beam or by an X-ray, 
will have convolution from only two components in the convolution: sample and analyzer.
4.23 Methods of deconvolution
A  number of techniques have been developed. The main means are (1) direct solution of 
the convolution equation; (2) Fourier transform methods; (3) iterative techniques (Carley 
and Joyner, 1979); (Chornik, Sopizet and Gressus, 1987). One method, called Oxcomp 
deconvolution program, was installed in ESCA II (VG data system limited, 1973).
In the method of using direct solution o f the convolution equation, the basic idea is to get 
a formal solution by resolving an inverse transformation function, b \  when the 
spectrometer transformation is expressed by b. In practical case, the b is often written in 
matrix form. The Founer transfonn method (Wertheim G.K. 1975) is based on the fact that 
the Fourier transform of a convolution of two functions is the product of the Fourier 
transform of each function. With regard to the iterative method, the simplest and most 
intuitive method has been presented by Van Cittert (1931). In which, the inherent spectral 
function at the (n + l) th  iteration, fn+i(x), is obtained from Eq. 4.2.5, where the initial guess, 
fo, for the iterative function is the actual observed spectrum f°(x).
f L i  (zc) = fn  (%) -  [ r  ( .X)  -  f ‘ ( X )  » 6 (X )  ] Eq. 4.2.5
In the Oxcomp Program for Deconvolution (VG data system limited, 1973), a linear 
statistical principle is employed in the package. It provides some useful information 
although there is still an argument about whether it used the deconvolution principle or 
not. Its core is the application of a moment function to a linear combination of two more 
fundamental functions. To illustrate this we consider a function F(x) which is a composite 
function by a linear combination of two functions, A(x) and B(x), and with form F(x) — a 
•A(x) +  b -B(x), where a and b are coefficients. One of a simple weight function Mp is 
that
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giving Eq. 4.2.6 after combination of the above two equations.
Mjr =
U  H
Y ^ X ' a  A { x )  + ' ^ X ' b  'B{x)
x - l__________________ _______________
Y ^ a - A ( x )  + Y ^ h ' B ( x )
x=l x=l
Eq. 4.2.6
If all the summations are over the same N values from the lower to the upper limit then 
the result should be
-A(x) = N  -a • J)i(x)
If this is applied to above equation to Eq. 4.2.6, then the range factor, N, cancels 
throughout. The process is described as
Mp -a 2^A(x) - 2"% -a 'A(x) = J^x -b •B(x) - Mp -b J^B(x)
Rearrangement of this equation leads to
a
u
E * '4 (x ) u
Y^A {x)= b
E ^ ^ w
x=/
x=/
Y ,x b B (x )
x=l
x=l
— Mr
s - l
Eq. 4.2.7
and result in
a X )A (x ) ^ Mg -  Mp 
b Y , B { x ) Mp -  M^
where Mf. =
X = «
E *
x»=l_________
X * ‘ U
E ^ W
x=l
Eq. 4.2.8
( K  = A , B )
The relationship in above equation reveals how it is possible to use the known properties 
of functions A and B and the integral of function F to determine the percentage 
composition of the two functions in the composite. The summations are easily accomplished 
by using the digital data acquisition system and the mean energy values of each function can 
be determined. These values are independent of the shapes of the functions provided they 
are real and continuous in the region of the integration.
Curve fitting
4 3  Curves Fitting
The targets of curve fitting include: (1) estimation of parameters which satisfies the fitting 
standards mathematically, and (2) optimization of the parameters for meaningful fitting 
result. The former is the basis of the latter, and the latter is a selection of one reasonable 
parameter set because more than one set of parameter can give same quality fitting result. 
For this reason, four branches need to be considered: (1) fitting approaches, (2) 
background, (3) fitting scheme, and (4) fitting parameters.
43.1 Approach of curve fitting
In the corresponding Appendix of this chapter, it is mentioned that the Least Square 
method is commonly used among the six approaches of curve fitting. So the methods of 
curve fitting" in this section implies the Least Square method, which includes Linear Least 
Square (LLS), and Non-Linear Least Square (NLLS) which is used in the fitting o f the 
XPS spectra of this project.
Non-linear least square method Within the Nonlinear Least Square, there are several 
methods available. In the "TRYFIT' program we used, the Gauss-Newton method 
(Sherwood, 1983) is employed (Proctor, 1991). According to the principle of Least Square, 
minimization of the Sum of Square Residuals (SSR) between the experimental data Y(x) 
and the calculated parameter data Z(x, Ai,A,, ... Ap) is required, where SSR =  ^  W(x) 
[Y(x) - Z(x)]\ W(x) is the weights associated with each target data Y(x). The truncated 
Taylor series expansion of any function f(x) is that f(x) =  f(Xo) + f(x) (x-Xo), it ignores all 
items which are equal or higher than second order of derivatives, and forms the linear 
approximation. If Z  is also approximated by such Taylor series and the initial unknown 
parameter guesses are Aj" (j =  1 ,2 ,..., p), then
dZ
where A Aj = Aj - Aj^ The A Aj itself is non-linear. From the above two equations, it follows
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that
dZ
SSR = Y ,  m  -  Y  ( - j f  )o f  Eq. 4.3.2
X Ï Cl A  ;
The requirement that the first order derivative of the SSR is equal to zero should be 
satisfied le . d(SSR)ldAj =  0. Applying this to function shown in Eq. 4.3.1, we obtain
AA.
/o
= 0 Eq. 4.3.3r\dA.
The Parameter Pif includes peak position, peak height, peak FWHM and Background.
Background removal and their comparison The X-ray induced Auger spectrum 
(Figure 4.3.1) shows a high background at the low kinetic energy side. This can be 
explained by a few reasons. One of them is electrostatic screening of the core hole created 
in the photoexcitation process (Mahan, 1967); another one is that the photon excited 
electrons on their way out of the solid may suffer inelastic scattering events and end up 
with a lower energy in the spectrum (Tougaard and J0rgensen 1984).
At the present time, several backgrounds have been investigated, which include Constant 
Background (intercept), Linear (Straight Line) Background (slope), Shirley Background; 
Non-Linear Background modified by Bishop, Non-Linear Background modified by Procter 
and Sherwood, Tougaard (consider elastic and inelastic loss processes) Background, and 
Inelastic Background (term ’Tail 2’ in Tiyfit program). In addition, deconvolution is 
available to remove background effects (Koenig and Grant, 1984; Hawn and DeKoven, 
1987; Maschhoff et al., 1986).
The constant background is due to electron emission by the bremsstrahlung radiation 
associated with conventional x-ray sources, it can be removed by subtracting a fixed count 
rate from the peak of interest. For the linear background, one example is shown in 
Figure 4.3.1 (1) which is fitted using "Tryfit" program produced by Proctor (Proctor, 1991). 
The main point in removing this kind of background is to choose proper pair o f points 
located at either side of the peak of interest because the shifts of the pair of points at both 
high and low kinetic energy may affect the peak area, particularly when fitting a curve with 
multiplet splittings (Seah, 1983). An advantage of such background is the small shift in peak 
position caused by changing the end points of the linear background. The Shirley
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background approach ((2) of Figure 4.3.1) was devised by Shirley (Shirley, 1972). One merit 
of this approach is that the peak area is not strongly affected by the precise position of the 
end points of the background (Seah, 1983). However, there is a significant shift o f the peak 
position by varying the end points of the background (Proctor A  and Hercules D.M, 1984).
88-7B S129.4 (508 hr.) HR
(3)
RV=0.87
REX=92095
RV=1.74 
REX= 10.4395
9 2 0 . 09 1 2 . 0 9 1 6 . 0 9 2 4 . 0
9 1 2 . 0 9 1 6 . 0 9 2 0 . 0 9 2 4 . 0
9 1 2 . 0 9 1 6 . 0 9 2 0 . 0 9 2 4 . 0
Figure 43.1 An example of fitted XAES spectrum of Cu (L W )  using (1) 
linear, (2) Shirley, and (3) "Tail 2" (Proctor, 1991) background respectively.
Proctor and his co-worker give a way to do non-linear background substraction, which is 
presented in their formula (Proctor and Sherwood, 1982): B(x) =  [(a-b)Q / (P+Q )] +  b, 
where a is the average start point, b the average end point, (P + Q ) the total background 
subtracted (BS) peak area, and Q the background subtracted peak area from point x to 
point k. This is an iterative processes to determine the background. In the Tougaard 
method, electrons loose energy through inelastic scattering events and end up at a lower 
energy in the spectrum, which are thought as part of the background. The inelastic 
background or Tail 2 backgimind is induced by Proctor (1991). This accounts for the
86 Chapter 4: Relevant Data Analysis Methods
inelastic background in the XPS spectrum by using an integral approximation 
(Figure 43.1(3)).
Before real fitting, three kinds of backgrounds removal, linear background, shirley 
background and inelastic background, are evaluated by using software named "TRYFIT’ 
programmed by Proctor (1991). The fitting parameters and the results are summarised in 
Table 4.3.1. It is clear that the goodness order of the fitting is: Tail2, Linear and Shirley. 
A  problem of Shirley background when using "TRYFIT program is that all fitting peaks 
(8 peaks) in the two groups corresponding to copper and copper compounds share a single 
Shirley background instead of one Shirley background for one peak.
Table 4.3.1 Comparison of goodness of fitted spectra in Figure 4.3.1 
with various background removal
Item Peak I Copper Metal Copper compound
i Linear Shirley Tail 2 : Linear Shirley Tail 2
Peak B(separation) I (-4.65) (-4.65) (-4.65) 1 (-4.65) (-4.65) (-4.65)
Centre ( 
KE) C(separation) 1 (-2.40) (-240) (-240) !j (-2.40) (-240) (-2.40)
D(position) j 918.40 918.14 918.14 1 916.86 916.86 916.86
E(separation) I (2.55) (235) (265) 1 (2.55) (255) (265)
Peak B(ratio) j (0.10) (0.08) (0.27) 1 (0.08) (0.08) (0.27)
Int.(cou
nts) C(ratio) 1 (0.13) (0.08) (0.27) j (0.15) (0.08) (0.20)
D(height) 1 30.00 200.00 244.00 I 2500.00 2375.00 2512.00
E(ratio) 1 (0.21) (0.21) (0.21) i (0.15) (0.21) (0.21)
FWHM B(ratio) I (1.50) (1.50) (130) i (1.50) (1.50) (1.50)
(eV)
C(ratio) j (1.40) (1.40) (1.40) 1 (1.40) (1.40) (1.40)
D(width) 1 2.40 2.40 2.40 I 2.04 1.95 2.04
E(ratio) I (0.90) (0.95) (0.#) 1 (0.80) (0.95) (0.95)
Intercept j 1850 1973 j 1850 1973
Linear Slope j -80 1 -80
Tail 2 I 0.108 0.108
Lorentz % 1 50 50 50 I 50 50 50
RV 1 1.74 9.18 -0.87 1 1.74 9.18 0.87
REX(%) I 10.43 14.34 9.20 1 10.43 14.34 9.20
By comparing fitting parameters of various backgrounds (Table 4.3.1), following remarks
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may be drawn:
1. The main peak positions of copper compound (i.e. peak D located at 916.86 eV) 
keep constant under the three backgrounds. While the main peak position of 
copper metal moves to higher energy when Linear background is engaged. The 
distances between the four peaks either in copper metal or copper compound are 
un-changed under the three backgrounds.
2. The intensity of peak B and C have been reduced largely when background is 
altered to Linear and more particularly, the Shirley, in both copper metal and 
copper compound, whereas the peak E  gives small reduction o r even keeps 
constant. The influence of backgrounds are apparent.
3. Most values of FW HM are constant except the main peak of copper compound. 
The peak width o f using Shirley background presents the narrowest one and the 
others are same. Peak E ’s width has been reduced slightly under the linear 
background.
In the following curve fitting. Tail 2 background is selected based on the above 
comparisons.
43.2 O ther param eters in fitting Cu(LW ) spectra with NLISM
2.50E4F
*P *P2.00E4
»o
1.S0E4
92 3  . 0920.0915.0910.0
Figure 43.2 A spectrum of C u(L W ). The abscissa axis is kinetic energy, 
and vertical coordinate axis is counts.
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There are few papers published on curve fitting L W  spectra. It is no doubt the difficulty 
and therefore uncertainty, which gives me an opportunity to search a proper fitting route 
through a careful consideration. Besides backgrounds, six parameters for each peak must 
be determined, they are (1) energy splitting between the peaks, (2) intensity (area o f peak) 
ratio among the peaks, (3) full width at half maximum (FWHM) and the ratios o f each 
peak, (4) Gaussian/Lorentzian peak shape mixing ratio (peakshape), (5) tail (non-linear 
background, called Tail 2 in "TRYFIT* program). So, there are 5n parameters for spectrum 
with n peaks. There are also the linear background intercept and slope for the spectrum, 
thus 5n+ 2  parameters are allowed to be varied. In fact, some parameters will be fixed once 
a standard or reference has been built up, e.g., the splitting of peaks. The others such as 
the intensity value of the main peak, FWHM, Tail 2, Intercept and the Lorentzian function 
ratio will be changed with various experiments when exposed to different gases and 
exposure time.
Peak centre This parameter has been presented in several papers, data from Kowalczyk 
(1973) and Roberts (1975) are listed in Table 4.3.2. Four peaks indicated by B, C, D, and 
E are clearly found in our spectra (Figure 4.3.2), their splittings and relative intensities are 
listed in Table 4.3.6, which is based on the real experience of fitting a series of spectra in 
this work.
Table 4.3.2 Splittings and intensity ratios in Cu L W  spectrum
Peak Experimental splittings (Kinetic Energy)
(a) (Kowalczyk et al, 1973) (b) (Robert et. al., 1975)
B -4.4 ± 0.2 (eV) -4.3 ± 0.2 (eV)
C -2.2 ± 0.1 (eV) -2.4 ± 0.1 (eV)
D 0.0 (eV) 0.0 (eV)
E 2.6 ± 0.1 (eV) 2.8 ± 0.1 (eV)
FWHM (Full Width a t H alf Maximum) For determining the parameter for each peak, two 
things need to be considered. (1) Density of states of the peak. Table 4.3.2 lists the 
distribution of the states of the four peaks. (2) Energy resolution which is dependent on 
the equipment mainly, all curve fitting results of copper L W  spectrum so far show that 
1.70 eV is the best value to represent the energy resolution of the XPS machine which we 
used for the project. The FWHM ratios in Table 4.3.3 are evaluated from the experience
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of fitting the first spectrum of Run 88-1 which shows the highest energy resolution among 
the spectra we obtained, we use it as the reference spectrum for some param eter ratios. 
Then next step is to calculate FWHM value for each peak, this can be done by multiplying 
corresponding FWHM ratio listed in Table 4.3.3 by 1.70 eV, Such value should be allowed 
to alter according to various spectra with diverse exposure time to the gases.
The distribution of the states contributing to peak B, C, D and E are given in Table 4.3.3. 
Peak C was thought to correspond to state in the 3d^ term ( Yin e t al, 1972, 1974), but 
belongs to the peak D in other workers papers (Kowalczyk et al, 1973). It looks m ore 
reasonable that state ^G^  is part o f peak C, otherwise, there is only the "*F state in L)3d^ 
term in peak C, which is unlikely given that the peak has a FWHM ratio of 1.44 compared 
with that of peak D. (N.B. It is believed that FWHM ratios are related to the density o f 
states, but not linearly).
Table 4.3.3 States of L,3d^ and L^ Sd^  transitions Cu L W  spectrum
Peak LjSd® FWHM ratios
transition transition
B -d ,-p ,^ h ,''p ,2g 150 %
C 'G, 140 %
D (^G,),'T,^D, 100 %
E T 95 %
Table 4.3.4 Intensity ratio in Cu L W  spectrum
(Roberts et. al., 1975).
Peak Symbol Intensity Ratio
B 27%
C 32%
D 100 %
E 21 %
Peakshape Four kinds of peakshapes can be chosen in the "TRYFIT' program, they are 
(1) Voigt Function (G/L convolution, G stands for Gaussian function and L for lorentzian 
function), (2) Sum Function (simple sum of G and L), (3) Product Function (production
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of G  and L), (4) Fraser Suzuki (another G and L combination). Within these four 
functions, the first one is used as default. A  50 % mixture of Lorentzian function is found 
the most suitable in fitting the first spectrum of a run, and then this may be reduced after 
a period of exposure time. The meaning of different mixture of Lorentzian and Gaussian 
functions is mentioned in the Appendix.
Peak Intensity The peak area reflects the intensity more realistically than the peak height 
(Tougaard S., 1986). However the value appearing in "TRY FIT is height. It may be worth 
while to find out the quantitative relation between them. If AG stands for Area of Gaussian 
function, AL for Area of Lorentzian function, there is A G  — 1.1064 x  Height x  FWHM x  
X step  and A L  =  1.476 x  A G  (Proctor A., 1991). A  simplified method to work out the area 
from height when Lorentzian function convoluted with Gaussian function is
A  (area) =  [(G % )AG  +  (L%) A L ]  / (G +L)% = [1 + 0.476 (L%)] A G
where the operation of convolution is replaced with a linear combination of Gaussian 
function and Lorentzian function. Another critical parameter is the intensity ratio which are 
tabulated in Table 4.3.4 (Roberts et. al., 1975), these are taken from experimental results 
instead of theoretical calculation.
Run 83-1 CS11E8.3 (0 n r C u B B - I A . O
912.0 916.0 920.0 924.0
Figure 43.3 Re-fitted result o f spectrum in Figure 4.3.2(RV=4.54, 
REX=7.70).
Reference spectrum Combining the parameters provided from literature, knowledge and 
practical experience, another fitted result of same spectrum as Figure 4.3.2 is shown in
Curve fitting 91
Figure 4.3.3, and all fitting parameters are listed in Table 4.3.5 and Table 4.3.6. The main 
change is the ratio of intensity, which means the ratio of peak area here. The reason for 
that will be discussed later.
Table 4.3.5 The seven parameters in absolute form for fitting the spectrum of 
Figure 4.3.3. The intensity is peak height.
( The range of Tail 1 and 2 is 0.0 to 1.0 )
Peak Peak Int. FWHM Tail 1 Tail 2 Intercept Lorentz 
Centre (eV) %
[KE(eV)]
D 920.0 15912 1.70 0.0 0.137 6205 62
Fitting assumptions When the reference has been set up as a fitting file, the parameters 
used should be available without modification for fitting other spectra. This was adopted 
rule for fitting a series of spectra. The assumptions in this fitting process are as following: 
Firstly, each group consists of four peaks named B,C,D,E. Within a group, the following 
parameters are kept constant for the entire fittings: Peak splittings; Intensity ratio (i.e., peak 
area ratio) and the FWHM ratios. Secondly, the following parameters are allowed to be 
determined among the groups by the iterative fitting process: the main peak position of 
each group; the main peak intensity presented at height in the "TRYFIT' program; the 
FWHM of main peak; the inelastic background (i.e. Tail 2). Thirdly, the intercept and the 
ratio of Gaussian / Lorentzian functions. H ere the main peak is defined as peak D shown 
in Figure 4.3.2.
Table 43.6 Three parameters used in fitting the spectrum in Figure 4.3.3.
The reference peak is D.
(Note that data in column of Cu compound are obtained 
by experience of fitting Cu compound.)
Peak Experimental
Splittings
Intensity Ratio (area ratio)
Cu Cu compound
FWHM
Ratio
B -4.65 27 % 27% 150 %
C -2.4 27% 20 % 140 %
D 0.0 100 % 100 % 100%
E 2.65 21 % 21 % 95 %
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4.4 Factor Analysis
4.4.1 Introduction
The curve fitting described in the above section failed to provide the detail information 
about the copper oxide and copper sulphide distribution which was believed to be contained 
within the C u (L W ) spectra. It was hoped that the information could be obtained through 
factor analysis. The data set available for factor analysis assumes a mixed gas containing n 
components reacted in-situ with copper specimen for various times, and the C u (L W ) 
A uger spectrum is measured at each interval of time, the spectrum consisting o f energy 
channels in the abscissa axis and counts in the vertical axis. One essential assumption in 
factor analysis is that the measured count of each channel is linear sum  of the 
corresponding counts from pure spectra of each component. The component can be called 
factor, but the factors in factor analysis may be stand for the components or for the effects 
o f their interaction. Count measured at exposure time i from energy channel k  can be 
presented in form of Eq. 4.4.1.
^ ik  ^Ik ^i2  h k  ^in  ^nk ~  S  ^ ij ^jk
J=l
Eq. 4.4.1
w here is the true count of factor j  at exposure time f, tjj. is the relative loading or 
intensity given by channel k  to factor j, and the sum is taken over the n  factors. The left 
hand side of Eq. 4.4.1 is a numerical representation of a matrix, in which dij. stands for an 
elem ent located at fth row and jth  column; the right hand side is in the form of the product 
o f two matrices which consist of elements c,y and tjf. respectively, so Eq. 4.4.1 can be written 
in a matrix form. When three spectra at various exposure times were measured and only 
two factors need to be considered, it can be written as
àn 011^11+^2^21 ^11^12 ■^^12^22
/
^11 C12'
^22 = ^21^11 ‘*■^ 22^ 21 ^21^I2'^^22^22 = ^21 <-22
^ 32, ^031^11+032^21 ^ 31^12 ■^^32^22 ; ^ 3 2 ;
1^1 hi
\hi hi}
Eq. 4.4.2
Eq. 4.4.2 gives a simplified mathematical expression of factor analysis. It indicates that the
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count variation of a certain factor as function of exposure time (i.e. the first matrix in the 
third quantity of Eq. 4.4.2) can be extracted from the set of measured spectra which reflect 
the combination of weighted factors spectra. This is the basis for applying factor analysis 
in our project, which is visualized in Figure 4.4.1. The purpose of Factor Analysis is (1) to 
analyze how many factors there are in the system studied; (2) to provide details o f the 
factors if possible; (3) to calculate the weights distribution of the factors from the spectra.
(a) (b)
C21
C31
C22 *
iCount_ (TactoM^nL(Factor 2)
Factor 1 
til
. t o
Factor 2 
|ts2
tzi
I
(f) (c)
(e)
<
L.............
Cii tn
+ j Cn ti2
Cutzi 1 trr.
Czitii+
1 Czita 
: +Czztzi I 1 Czztzz
; C31 tn
C31 til I +1 : C32t22
Cntji 1 1
(d)
Figure 4.4.1 Schematic show of Factor Analysis, a) three spectra, b) delta 
form of a), c) two factors multiplied by their weights, d) after operation c), 
e) Gaussian form of d), f) re-built spectra of e).
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4.4.2 General description
By reviewing each step of the above example (Figure 4.4.1), the titles o f them can be re­
written in Table 4.4.1 and Figure 4.4.2. At the beginning of the description, it is necessary 
to define the items which will be used in the following sections, they include scalar, column 
vector, row vector and matrix. They are listed in following:
Scalar: Column vector: Row Vector: Matrix:
'4/ '4i •• 4 /
(4; 4z '" 4) 4i •• 4c
<4tj .4i •• 4c.
Table 4.4.1 Correspondence of the synthetic example and general
description
No. of 1 
Step 1
Title in the Example Title in General
1 Data collection & 
rearrangement
Preparation of D ata Matrix 
[D],
2 Finding relations among 
the data 
(i.e. spectra)
Construction o f Covariance / 
Correlation Matrix [Z].
3 Determining the number of 
factor with geometry Vector Explanation.
4 Considering the details 
o f the factors
5 Analysing the details of 
the factors.
Deduction of Eigenvectors / 
Column Matrix.
6 Calculating weights 
on each factor for every 
spectrum.
Calculation of Coefficient / 
Row Matrix.
7 Finding meaningful factors 
and the weights.
Target Transformation.
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Preparation
E ig e n a iia ly s is
Covariance m atrix or correlation matrix
Eigenvalues and eigenvectors
Experim ental data sets (e.g., spectra, images)
T arget 
Tr a n sf orm ation
Real factors and loadings (or coeffients, weight)
Combination
4r
Re-produced data matrix
Figure 4.4.2 Flow chart of Factor Analysis procedure step by step.
Column VectorsRow Vectors
Figure 4.43 Transposing from ’row vector’ arranged spectra (left part) into 
’column vector’ style spectrum (right part) which is the form used in this 
application of factor analysis.
Data preparation Firstly, the normal spectrum needs to be transposed from original row 
vector form to column vector form. This means that a spectrum should be rearranged so 
that ordinate is energy channel and the abscissa stands for counts (Figure 4.4.3), then the
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data matrix, [D], will compose a set column vector, the number of the row is that of 
channel, and the number of column is that of spectrum. Of course, the premise is that 
independent variable of the spectra set located in same region, and that the channels are 
contiguous.
If a standard data matrix is required, the matrix [D] need to be normalized to form [D J by 
using Eq. 4.4.6. Normalization means that every element in a given data column is divided 
with the square root of the sum of the squares of all the elements in the column.
i r \  
2
- 1/2
Eq. 4.4.6V »=i /
0 i i * j )
Construction of covariance / correlation Matrix The covariance matrix is obtained by 
pre-multiplying the data matrix [D] with its transposed matrix. It can also constructed by 
post-multiplying the data matrix with its transpose
[D] =  [D]’[D] or [D] = [D][D]’
The size o f covariance matrix is of c x c if the data matrix has r rows and c columns. When 
the normalized data m atrk  [D„] is used, the consequent covariance matrix is known as 
correlation matrix which is denoted by [ZJ.
Vector explanation W hen the fth measured spectrum is regarded as column vector i in 
the data matrix, it consists of values on r channels, each channel plays a role as one axis, 
r reference axes o r channels form the coordinate of the multi-dimension data space, so the 
data space has r dimensions, then the vector can be presented as Figure 4.4.4 if the 
structure o f the all reference axes has a umbrella-like shape. The value of cos 6;^  • |V;| 
[Vtl will form the element at row designated i and column designated k in covariance 
matrix. The cos 6;^  will be the value of same element in correlation matrix since the |Vj| 
and |Vk| have been normalized to unit 1, which will lead equal statistical weight to each 
column data / vector. So the covariance matrix and, in particular, the correlation matrix do 
contain the relations associated with angle between each of two vectors rather than the
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counts of each channel. The reason to do so is due to the mathematical principles: firstly, 
two vectors will classified into one category if they have same orientation no m atter 
whether their lengths are equal or not. On the contrary, the two vectors belong to two 
categories (without considering the effect caused by error) if they are not in same 
orientation although the magnitudes are identical. Secondly, one way o f portraying the 
orientation is to employ the angle or the value related to the angle between the two 
vectors. The cosine value is selected in factor analysis although sine, tangent and cotangent 
value are all available in principle. How to extract the factor from covariance /  correlation 
matrix will be discussed in next section.
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Figure 4.4.4 Vector explanation of covariance /correlation matrix.
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Figure 4.4.5 Vector explanation of the first and second eigenvectors. (A): 
original 4 spectra in vector form. (B): the 1st factor which give highest 
loading on the four vectors. (C): The 2nd factor which is orthogonal to the 
first.
Deduction of eigenvectors / column m atrix As mentioned before, the condition of 
applying factor analysis on the matrix is valid whenever it can be expressed as a linear sum 
of product terms, that is
y=i
Eq. 4.4.7
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Suppose a covariance matrix [Z J is formed from pure data matrix, a matrix [M] can be 
found to diagonalizing the correlation matrix [Z„] according to the linear algebra principle 
and the real situation of our application, i.e.,
[M] : [Z J [M ] =  [1; a j  =  [X]
where 6;^  is Kronecker delta. X; is an eigenvalue of the matrix [Z„]. For each eigenvalue, 
there is
[Z„] [M; = Xj Wj-] Eq. 4.4.8
where M, is the fth column of [M], which is known as fth eigenvector of matrix [Z„], all of 
eigenvectors are orthogonal with each other, which means that their dot production is equal 
to 0. This results in [M]'^ = [M ]\ the T in superscript stands for transposition. Then,
[M]-' [Z J [M] [ i ) j ’'[O J  [M] = [M ]^[D f[D ] [Af] = [ t] ’’[i]  ^ q . 4.4.9
where [L] = [D] [M]. Recall Eq. 4.4.7, there is
[O] = [L] [MŸ, [M]’’ = [C] , [ t ]  = m  Eq. 4.4.10
where [C] is column matrix, it is also called eigenvector matrix. The order of eigenvector 
in the matrix is according to the magnitude of their corresponding eigenvalue X;. The 
eigenvalue represents the importance of the respective eigenvectors and therefore their 
influence on the reproduction o f the spectra in matrix [D]. The [R] is row matrix which 
represents weights on each element of eigenvector matrix. Since the [M] is the orthonormal 
matrix, so [C] must be orthonormal as well, then there is [C]’^  =  [C]’.
By watching equation Eq. 4.4.10, It is clear that the critical point is to solve the eigenvector 
matrix [C]. There are a few mathematical ways to carry out the task, in which Principal 
Factor Analysis (PFA) is used in this study. The eigenvectors in PFA are consecutively 
calculated so as to minimize the residual error in each step, thus each successive 
eigenvector accounts for a maximum variation in the data. The details of the technique can 
be found in book "Factor Analysis in Chemistry" by Malinowski, and a synthetic example 
is demonstrated in the Appendix of the chapter. This method yields a unique set of
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mutually orthonormal eigenvectors which represents the coordinate axes of the data space. 
The first eigenvector that emerges from the iteration is associated with the largest 
eigenvalue and accounts for most of the variance of the data. This vector is oriented in a 
direction that maximizes the projections of the data points onto this axis. The second 
eigenvector is orthogonal to the first and is also oriented so that the projections on this axis 
are maximized (Figure 4.4.5).
Calculation of coefficient / row m atrix Recalling equation Eq. 4.4.7, the row matrix, also 
known as abstract matrix, can be deduced as following from mathematical operation of 
matrix algebra
[ R f =  [D ] [C r  =  [D ][C r
Recalling the meaning of the scalar product of two vectors, each element of the row matrix 
represents the "projection" of a row-designated point onto the respective eigenvector. It can 
be proved as shown in Eq. 4.4.11 and Eq. 4.4.12.
= ( [ £ ) ] [ C f f ( [ D ]  [ C f )  = [ C ] [ D f [ D ] [ C f  Eq. 4.4.11 
= [C ][Z ][C ]->  = [X ]
Rj = = É  d j  Eq. 4.4.12
i=l
Equation Eq. 4.4.11 and Eq. 4.4.12 imply that the eigenvalue is the sum of the squares of 
the projections of the row designated point onto a given eigenvector. Although the relevant 
factors /  components and their respective fractions /  concentration have been obtained, and 
they are unique to the covariance or correlation matrix mathematically, it is still not sure 
whether they reflect the real information stored in the data system to physicist, chemist and 
material scientist because the factors are extracted from mathematical point of view. This 
leads to next step:
Target transform ation The emphasis on the difference between the mathematics and 
physics, chemistry, or engineer determines the necessity of the transformation in general. 
In factor analysis, the covariance and the correlation matrix both are results of certain 
transformations. However, the transformation in target transformation mainly means the
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"direction change" of the factors or reference axes. In detail, the transformation matrix [T] 
can be obtained by the knowledge of the respective standard components with their spectra 
then the calculation of and [R]"**' are given by
[ C r “‘ = m -  [C] Eq. 4.4.13
[ « ] " “' = [R] [T]
4.43 Applications of factor analysis
As a statistical method, factor analysis has widely used in areas where the amount of data 
is large and they are correlated with each other in some ways. In this project, the factor 
analysis is used to deal with the data sets presented as spectra. Such application for electron 
spectroscopy was first reported by Gaarenstroom (1981), and has subsequently been 
extended (Gaarenstroom S.W., 1986), the corresponding analysis method is termed target 
factor analysis. Prutton et al (1990) has applied the method into image analysis with the 
help of scatter diagram, such transplant is based on the relation of spectrum and digital 
image as they are a vector and matrix consisting of number respectively. A matrix can be 
considered as a set of vectors, or a vector is a matrix o f one dimension.
Such analysis on the raw spectra or digital images has a few advantages (Prutton M., 1992). 
Firstly, it reduces the amount of information that seems necessary to be stored originally. 
Secondly, the number of significant region has been revealed in the transformed set, i.e., 
the abstract data set can be obtained from raw data set after principle component analysis. 
This number provides a objective clue for further analysis. Thirdly, the contrast in the first 
few principle component image is increased although the overall signal to noise ratio is 
unchanged, because they are orthogonal with each other. Fourthly, some unexpected 
features of the sample surface can be discovered in the factor analysis, which may not noted 
in its original spectra or digital images.
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4.5 Appendix
A: Program  lists of scatter diagram and supplements 
Program  for Display Data Structure of Auger M aps (Program 1)
C F I L E : H Y 0 3  FOR READING I N  AND DISPLAY DA IA
EXTERNAL G D I N I . GDRES.GDCOL. GOCLS 
COMMON J 1  ( 7 )  , J 2 < 7 )  , I B L K 1 < 0 : 2 5 6 >  . I B L K 7 r ( 0 : 2 5 6 )
CALL G D P ( G D I N I )
CALL G D P < G D R E S , 5 1 2 . 2 5 6 )
CALL P A L E T T E ( I 6 , " P D R : S C A T . L T " )
CALL I N I T ( " D M I " . N E R R )
CALL G D P (G D C O L ,7 )
CALL G DP(GDCLS)
CALL GDP (G D C O L ,-15)
5  CALL A L U N I T ( 0 , 1 5 , 2 0 , 8 0 , 1 0 0 0 , 3 0 7 6 7 5
CALL A L l
1 0  CALL CLEARSCREEN . .
CALL MESSC* FILENAME OF 1 s t  MAP: " )
CALL G S T R I N G ( J 1 , 1 3 , N C H )
I F  ( ( N C H . E Q . O ) . O R . ( N C H . G T . 1 5 ) ) GOTO 4 5 0  
CALL 0 P E N ( 1 , J 1 , 1 , N E R R )
CALL S I Z E ( l . I S l )
CALL CRLF 
CALL CRLF
2 0  CALL M E S S C  2 n d  MAP: " )
CALL G S T R I N G ( J 2 , 1 3 , N C H )
I F  ( ( N C H . E Q . O ) . O R . ( N C H . G T . 1 3 ) )  GOTO 4 5 0  
CALL 0 P E N ( 2 , J 2 , 1 , N E R R )
CALL S I 2 E ( 2 , I S 2 )
I F  ( ( I S 1 . E Q . I S 2 ) . 0 R . ( I S 1 . G T . I S 2 ) ) T H E N  
I S = I S 1  
ELSE 
I S = I S 2  
EN D IF  
CALL CRLF 
CALL CRLF
CALL M E S S C  S I Z E ( b l k )  OF 1 s t  MAP: " )
CALL I P U T N O d S l  , 5 )
CALL M E S S C  2 n d  MAP: " )
CALL I P U T N 0 ( I S 2 , 5 )
CALL CRLF 
CALL CRLF
CALL M E S S C  MAX S I Z E :  " )
CALL I P U T N 0 C I S . 5 )
CALL CRLF 
CALL CRLF
CALL M E S S C  START N o .  ( i n  b l o c k ) :  " )
CALL I G E T N 0 ( K 1 .N C H )
CALL MESSC* END N o .  : " )
CALL I G E T N 0 ( K 2 . N C H )
CALL M E S S C  S T E P  ( f o r  b l o c k )  : ")
CALL I G E T N 0 ( K 3 .N C H )
CALL CRLF 
CALL CRLF
CALL M E S S C  S T E P  ( f o r  w o r d ) :  " )
CALL I G E T N 0 ( K 4 .N C H )
CALL CRLF 
CALL CRLF 
CALL CRLF
CALL Y E S N O C  P R IN T  OUT OR NOT ? Y /N  " , $ 3 5 )
CALL PRTON 
3 5  CALL CRLF
CALL M E S S C  F I L E  OF 1 s t  MAP: " )
CALL M E S S ( J l , 1 5 )
CALL M E S S C  2 n d  MAP: " )
CALL M E S S ( J 2 , 1 5 )
CALL CRLF 
CALL CRLF
CALL M E S S C  START N o . ( b l k ) : " )
CALL I P U T N O ( K l . S )
CALL M E S S C  END N o . : " )
CALL I P U T N 0 ( K 2 , 5 )
CALL M E S S C  S T E P ; " )
CALL 1 P U T N 0 ( K 3 , 5 )
CALL M E S S C  S T E P  ( w o r d )  : " )
CALL I P U T N 0 ( K 4 . 3 )
CALL CRLF 
CALL CRLF
CALL M E S S C  ------------------------------------------------------------------------------------------------------------------
CALL CRLF 
CALL CRLF 
IB K = 0
CALL M E S S C  K N I H I l  I L O l  I H I 2  I L 0 2  I D l  I D 2 " )  
CALL CRLF 
CALL CRLF
program for displaying data structure of Auger maps: 1 of 2
Appendix of Chapter 4 - Scatter Diagram and Supplements 103
DO 6 0  K = K 1 , K 2 , K 3
CALL R D B L K ( I . K . I B L K l < 1 ) , 1 , NERR . « 1 0 0 )  
CALL S P 0 S < 1 , I H 1 , I L 1 , N E R R , * 1 1 0 )
CALL RDE4_K < 2  ,  K , I B L K 2  < 1 )  ,  1 ,  NERR .  * 1 2 0  ) 
CALL G P 0 S ( 2 , I H 2 , I L 2 , N E R R , * 1 3 0 )
DO 4 0  N = 0 , 2 5 6 , K 4  
I F  < I B L K 1 ( N ) . G T . I B K )  THEN 
i e K = I B L K l ( N )
E N D IF
I F  < I B L K 2 ( N ) - G T . I E K )  THEN 
I B K = I B L K 2 ( N )
E N D IF
CALL I P U T N 0 C K . 4 )
CALL I P U T N 0 ( K , 4 )
CALL I P U T N 0 ( N , 4 )
CALL I P U T N 0 ( I H I 1 . 7 )
CALL I P U T N O ( I L 0 1 . 7 )
CALL I P U T N 0 C I H I 2 . 7 )
CALL I P U T N 0 ( I L 0 2 , 7 )
CALL I P U T N O d B L K K N »  , 7 )
CALL IP U T N O ( I B L K 2 ( N ) , 7 )
CALL I P U T N O d B K . 7 )
CALL CRLF 
4 0  CONTINUE
CALL CRLF 
6 0  CONTINUE
CALL CRLF 
CALL PRTOFF 
1 0 0  PAUSE:E ND OF 1 S T  F I L E
CALL M E S S C  " )
1 1 0  P A U S E;P O IN T ER  ERROR OF 1 s t  MAP
CALL M E S S C  " )
1 2 0  PAUSE;END OF 2ND F I L E
CALL M E S S C  " )
1 3 0  P A U S E :P O IN T E R  ERROR O F 2 n d  MAP
CALL M E S S C  " )
CALL PRTOFF 
CALL C L O S E ( l . N E R R )
CALL CLOSE( 2 , NERR)
CALL BELL 
CALL CRLF 
CALL CLEARSCREEN 
CALL CRLF 
CALL CRLF
4 0 0  CALL Y E S N O C  CONTINUE Y /N  ?  " . $ 4 5 0 )
GOTO 5
4 5 0  CALL R L S E C D M 1 " . N E R R , $ 4 6 0 )
C CALL F C H A N ( " D S D :H Y 0 6 . S V " )
4 6 0  STOP
END
program for displaying data structure of Auger maps: 2 of 2
Program for Creating Scatter Diagram
C F I L E ; H Y 2  FOR SCATTER DIAGRAM . . . ( e l e m e n t - e l e m e n t )
C N . B :  ALL THE DATA F I L E  READ FROM DSO DRIVER
C IN  RANGE OF COLOUR S C A L E .  0 = B L A C K .2 5 5 = W H I T E .
C 1 - 1 0 : D A R K , 2 4 5 - 2 5 4 : L I G H T  COLOUR.
C 1 1 - 2 4 4 : FOR SCATTER DIAGRAM
EXTERNAL G D IN I .G DR E S,G D C OL ,GD CLS.G DM EM
COMMON 1 0 , I I . M l ( 1 6 ) , M 2 ( 1 6 ) , I C I , I C 2 . N 1 ( 8 ) . N 2 ( 8 ) . N 3 . K 6 , K 7 , K 8 . K 9 , KO 
COMMON I D K 2 5 6 ) , I D 2 ( 2 5 6 ) , I B 1 , I B 2 , P E 1 , P E 2 . I , M 5 , I S 1 , I S 2 . I A A ( 1 6 )  
COMMON I N , L I  , L 2 , L 3 , L 4 , L 5 , L 6 , L 7 . L 8 , I F 1 , I F 2 , I B , I X 1 , l Y l , J . J l , J 2 , J O  
CALL G D P ( G D I N I )
CALL G D P ( G D R E S , 5 1 2 , 5 1 2 )
CALL PA L E T T E ( 1 6 . " PDR: H Y 2 B . L X " )
CALL GDP(GDMEM ,1)
CALL G DP(G DC O L,0 )
CALL GDP(GDCLS)
CALL I N I T ( " D S O " , N E R R )
CALL A L l I N I T ( 2 4 9 , 0 , 1 0 , 4 1 , 1 5 0 , 3 2 0 0 0 )
CALL A L l ( 2 , 2 , "  CO NDITION OF THE SCATTER DIAGRAM")
CALL A L l ( 4 , 2 , "TYPE OF F I L E  R E A D - I N :  , I M  F I L E " )
CALL A L l ( 5 . 2 , "R ES O LU TIO N : X = 2 5 6 .  Y = 2 5 6 " )
CALL A L l  ( 6 , 2 ,  " N o .  OF B I T S  PER P I X E L ;  8 " )
CALL A L l ( 7 , 2 . " S I Z E  OF F I L E :  1 2 8  b l k . " )
CALL A L l  ( 8 , 2 , "CURRENT COLOR S C A L E :  D S l : H Y 2 B . L X " )
CALL A L l I N I T d , 2 5 5 , 1 2 , 4 1 , 1 5 0 . 1 5 0 0 0 )
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CALL AL21N1T<3.255,12,41,16600,15000;i
CALL A L l  
1 0  CALL CLEARSCREEN
CALL Y E S N O C  CHANGE COLOUR SCALE ? " , * 1 5 >
CALL A L l ( L , 2 , " n a m e  of colour s c a l e : " )
CALL G S T R I N G ( I A A , 1 6 , NCH)
CALL P A L E T T E < 2 5 5 , lA A )
CALL A L 1IN IT<9,255,12,41,150,15000)
C CALL A L l I N I T
L=1
1 5  CALL A L l ( L , l , " N A M E  OF 1 s t  M A P : " )
CALL G S T R I N G <M l , 1 6 , NCH)
IF C(NCH.EQ.O).OR.(NCH.G T . 1 6 ) )  GOTO 1 0  
CALL M E S S C  Elem.: " )
CALL G S T R I N G ( N 1 , B , N C H )
CALL O P E N ( 1 , M 1 , 1 , N E R R , $ 1 0 )
CALL S I Z E ( l . I S l )
I S 1 = I S 1 - 1
L = L + 1
2 0  CALL A L K L . l , "  2 n d  . .  : " )
CALL G S T R I N G ( M 2 , 1 6 , NCH)
I F  < (NCH.EQ.O) . O R .(NCH.G T . 1 6 ) )  GOTO 2 0
2 1  CALL M E S S C  . .  :  ">
CALL G S T R I N G ( N 2 , 8 , N C H )
CALL 0 P E N ( 2 , M 2 , 1 , N E R R , * 2 0 )
CALL S I Z E ( 2 , I S 2 >
I S 2 = I S 2 - 1
L = L + 2
C 2 2  CALL A L K L . l ,  "COLOUR: START < 0 / 1 2 8 ) :  " )
C CALL I G E T N 0 ( M 5 , 4 )
C I F  ( ( M S . N E . O ) . A N D . ( M S . N E . 1 2 8 ) )  GOTO 2 2
C I F  ( M 5 . E Q . 0 )  THEN
C M 5 = 1 2 7
C GOTO 2 5
C E N D IF
C I F  ( M 5 . E Q . 1 2 8 )  THEN
C M 5 = 2 5 5
C GOTO 2 5
C EN D IF
2 5  CALL A L K L . l . "  IN CREASING S T E P  OF COLOUR: " )
CALL I G E T N 0 ( I N , 4 )
L = L + 1
CALL A L K L . l , "  S I Z E  OF S P O T :  " )
CALL I G E T N 0 ( I B , 4 )
L = L + 1
CALL A L K L . l . " B L O C K S  OF 1 s t  MAP: " )
CALL I P U T N O d S l , 4 )
CALL M E S S C  ,  2 n d  MAP: " )
CALL I P U T N 0 ( I S 2 , 4 )
L = L + 2
CALL A L K L . l ,  " S T A R T ( b l k ) ;  " )
CALL I G E T N 0 ( K 8 , N C H )
CALL M E S S C ,  N o .  ( b l k ) :  " )
CALL I G E T N 0 ( K 9 ,N C H )
L = L + 1
CALL A L K L . l ,  " S T E P  OF B L K : " )
CALL IG ETN O (K O .N C H )
CALL M E S S ( 0 , 2 )
CALL M E S S ( " B Y T E :  " )
CALL I G E T N 0 ( K 6 , N C H )
CALL A L 2 I N I T ( 9 , 2 5 5 , 1 , 4 1 , 1 6 6 0 0 . 1 5 0 0 0 )
CALL A L 2 ( 1 , 1 )
C CALL Y E S N O C  P R IN T DATA ?  ( Y / N )  " , * 3 5 )
C CALL PRTON
3 5  CALL CRLF
1 C 1 = 0  ; l s t  MAP MAX
I C 2 = 0  : 2 n d
I F 1 = 2 5 5  ; l s t  MAP MIN 
I F 2 = 2 5 5  : 2 n d
CALL CLEARSCREEN ^
CALL M E S S C  N o .  ( b l k .  ,  b y t e )  I D l  ( x )  I D 2 ( y )  >
CALL A L 2 I N I T ( 1 9 0 , 0 , 1 1 , 4 1 , 1 6 6 0 0 . 1 3 8 0 0 )
CALL M E S S C  N o .  ( b l k .  . b y t e )  I D K x )  I D 2 ( y ) "  >
CALL A L 2 I N I T ( 1 9 0 . 0 . 1 1 , 4 1 , 1 6 6 0 0 . 1 3 8 0 0 )
CALL A L 2 ( 5 , 9 . "  PLEASE PAT IEN T Î " )
C CALL A L2
K 9 = K 8+ K 9  
DO 4 0  N = K 8 , K 9 . K 0
CALL RDBLK( 1 , N , I D l ( 1 ) , 1 , N E R R , * 4 5 )
CALL R D B L K ( 2 , N . 1 D 2 ( 1 ) , 1 . N E R R , * 4 S )
DO 3 8  N 3 = 1 , 5 1 2 , K 6  
I B 1 = N B G ( I D 1 , N 3 )
I B 2 = N B G ( I D 2 , N 3 )
I F  ( I B l . G T . I C l )  I C 1 = I B 1  
I F  ( I B 2 . G T . I C 2 )  I C 2 = I B 2  
I F  ( l e i . L T . l F l )  I  F I  =--181 
I F  ( I B 2 . L T . I F 2 )  I F 2 = I B 2  
CALL CRLF 
C CALL I P U T N 0 ( N , 8 )
C CALL M E S S C  , " )
C CALL I P U T N O ( N 3 , 6 )
C CALL M E S S C  , " )
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C CALL I P U T N O d S l  , 6 )  ;  1 8 1 ,  I B 2 :  i n t e a e r  v a r i a b l e  c o n t a i n  v a l u e  o f  b y t e
C CALL M ESSC"
C CALL I P U T N 0 d B 2 , 8 )  ; I B l  f o r  1 s t  m a p ,  I B 2  f o r  2 n d  m ap
3 8  CONTINUE
4 0  CONTINUE
45  CALL DELAY( 1 0 )
CALL A L 2 I N I T ( 2 4 7 , 0 , 1 2 . 4 1 , 1 6 6 0 0 , 1 5 0 0 0 )
CALL AL2 
CALL CRLF 
CALL CRLF
CALL MESSC* X : M I N . :* * )
CALL I P U T N O C I F l , 5 )
CALL MESSC* M A X . : " )
CALL I P U T N O ( I C I , 5 )
CALL CRLF
CALL MESSC* Y : M I N . : " )
CALL I P U T N 0 ( I F 2 , 5 )
CALL MESSC** MAX.:**)
CALL I P U T N 0 ( I C 2 , 5 )
CALL PRTOFF 
CALL CRLF
CALL DRAWl ; DRAWl
CALL A L I I N I T C O , 2 5 5 , 1 . 3 , 1 7 6 0 0 , 1 7 7 0 0 )  :W RITE MIN & MAX I N T .  ON X & V 
CALL I P U T N O C I F l . 3 )  ; (FROM ABOVE L I N E  TO NEXT 9  L I N E S )
CALL A L I I N I T C O . 2 5 5 , 1 , 3 , 2 9 8 0 0 , 1 7 7 0 0 )
CALL I P U T N 0 ( I C 1 . 3 )
CALL A L I I N I T C O , 2 5 5 . 1 , 3 . 1 6 6 0 0 , 1 9 0 0 0 )
CALL I P U T N 0 C I F 2 . 3 )
CALL A L l I N I T C O , 2 5 5 . 1 . 3 , 1 6 6 0 0 , 3 0 8 0 0 )
CALL I P U T N 0 C I C 2 , 3 )
4 6  CALL A L 1 I N I T C 2 4 7 , 2 4 7 , 1 , 4 1 , 1 6 6 0 0 , 8 5 0 0 )
C CALL A L l ( l , l , ' * E l e m .  D a t a  X Y b l k .  b y t e * * )
C CALL A L 2 I N I T C 1 9 5 , 0 . 2 , 4 1 , 1 6 6 0 0 . 7 0 0 0 )
C CALL A L2
DO 8 0  N = K 8 , K 9 , K 0
CALL R D B L K ( l . N , I D l ( 1 ) . 1 , N E R R , $ 1 5 0 )
CALL R D B L K C 2 , N , I D 2 ( 1 ) , 1 , N E R R , * 1 5 0 )
DO 7 8  N 3 = 1 . 5 1 2 , K 6  
I B 1 = N B G ( I D 1 , N 3 )
I B 2 = N B G ( I 0 2 , N 3 )
C CALL M E S S ( 0 , 4 )
C CALL M E S S ( N 1 , 2 )
C CALL MESSC " *')
C CALL I P U T N O ( I B l , 5 )
C CALL MESSC " " )
X C l = 0 .  +  d C l - I F l )
I B 1 = I B 1 - I F 1  
P E 1 = I B 1 * ( 1 2 0 0 0 / X C 1 )
I X 1 = I N T ( P E 1 + 0 . S )
C CALL I P U T N 0 ( I X 1 , 6 )
C CALL M E S S C 0 ,9 )
C CALL I P U T N 0 ( N , 4 )
C CALL CRLF
C CALL M ES S ( 0 , 4 )
C CALL M E S S ( N 2 , 2 )
C CALL MESSC*' **)
C CALL I P U T N 0 ( I E 2 , 5 )
X C 2 = 0 . + ( I C 2 - I F 2 )
1 B 2 = I B 2 - I F 2
P E 2 = I B 2 * ( 1 2 0 0 0 / X C 2 )
I Y l = I N T ( P E 2 + 0 . 5 )
C CALL M E S S ( 0 , 7 )
C CALL I P U T N 0 ( I Y 1 , 6 )
C CALL M E S S ( 0 , 9 )
C CALL I P U T N O ( N 3 . 4 )
C CALL CRLF
CALL DRAW2 
7 8  CONTINUE
S O  CONTINUE
1 5 0  CALL BELL
CALL A L l I N I T ( 2 4 9 , 2 4 9 , 1 , 8 , 1 5 0 , 3 2 0 0 0 )
CALL A L l  
PAUSEX
CALL C L O S E ( l . N E R R )
CALL C L 0 S E ( 2 . N E R R )
CALL BELL 
C CALL CLEARSCREEN
C 8 2  CALL YESNOC" CONTINUE Y /N  ? * * ,* 1 5 0 )
C CALL CRLF
C CALL YESNO(**ARE YOU SURE ? * * , $ 8 2 )
C CALL CLEARSCREEN
STOP
END _
SUBROUTINE DRAWl
EXTERNAL G D I N I , G DRES, GDCOL, GDCLS, GDABS, GDLTP, GDMOV, G D L I N . GDBOX 
EXTERNAL GDMES, GDREL, GDMEM
COMMON 1 0 , I I , M l ( 1 6 ) , M 2 ( 1 6 ) , I C 1 , I C 2 , N 1 ( 8 ) . N 2 ( S ) , N 3 . K 6 , K 7 , K 8 , K 9 , K 0
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COMMON I D l ( 2 S 6 ) , I D 2 ( 2 S 6 ) , I B l , I 6 2 , P E I , P E 2 , I , MS, I S l , I S 2 , I A A ( 1 6 )
COMMON I N , L 1 , L 2 , L 3 , L 4 , L 5 , L 6 , L 7 , L 6 , I F 1 , I F 2 , I 8 , I X 1 , I Y 1 , J , J 1 , J 2 , J 0  
CALL P A L E T T E ( 2 5 5 , I A A )
CALL G D P ( G D C O L ,2 5 5 )  ; S E T  LIN E  COLOUR
CALL GDP ( G D L T P , O )  ; S E T  LIN E  TYPE
CALL G DP(G DM O V,1 8 0 0 0 , 1 8 0 0 0 )
CALL G D P C G D L I N ,3 1 0 0 0 , 1 8 0 0 0 )
CALL GDPCGDMOV,3 1 0 0 0 , 1 7 9 4 0 )  ; THICKEN THE L I N E
CALL G D P C G D L I N ,1 8 0 0 0 , 1 7 9 4 0 )
CALL GDP (GDMOV, 2 3 0 0 0 , 1 6 5 0 0 )
CALL G D P ( G D M E S ,O , —1 ,  " e l e r o s  " )
CALL G D P ( G D M E S , 0 , - 1 , N 1 )
J = 0
J l = 1 8 0 0 0
J 2 = 3 O 0 O O
J 0 = 1 2 0 0
DO SO  J = J 1 , J 2 , J 0  ; T H I S  DO CIRCLE I S  TO DRAW THE SCALE ON X
CALL G DP(G DA BS)
CALL G D P ( G D M O V , J , 1 7 6 2 0 )
CALL G D P (G D R E L )
CALL G D P ( G D B O X , 1 2 0 , 1 2 0 )
5 0  CONTINUE
CALL G D P (G D A B S ) ; THICKEN THE Y A X I S
CALL GDP(G DM O V,1 8 0 0 0 , 1 8 0 0 0 )
CALL G D P ( G D L I N ,  1 8 0 0 0 , 3 1 0 0 0 )
CALL GDP (GDMOV ,  1 7 9 4 0  .  3 1 0 0 0  )
CALL G D P ( G D L I N , 1 7 9 4 0 , 1 8 0 0 0 )
DO 6 0  J = J 1 , J 2 , J 0  ; DRAW THE SCALE ON Y
CALL G DP(G DA BS)
CALL G DP(GDM OV,1 7 8 2 0 , J )
CALL G D P (G D R E L)
CALL G D P (G DBO X , 1 2 0 , 1 2 0 )
6 0  CONTINUE
CALL G D P (G D A B S )
CALL G DP (GDM OV,1 6 6 0 0 , 3 1 5 0 0 )
CALL G D P ( G D M E S , O . - l , " e l e m :  " )
CALL G D P ( G D M E S , 0 . - 1 , N 2 )
RETURN
END
SUBRO U TIN E DRAW2
EXTERNAL GDCOL, GDABS, GDMOV, GDREL, GDBOX, GDMEM, GDGTP
COMMON 1 0 , 1 1 , M l ( 1 6 ) , M 2 ( 1 6 ) , I C 1 , I C 2 , N 1 ( 8 ) , N 2 ( 6 ) , N 3 , K 6 , K 7 . K 8 , K 9  , K 0
COMMON I D l ( 2 5 6 ) , I D 2 ( 2 5 6 ) , I B l , I B 2 , P E I , P E 2 , I , M 5 , I S l , I S 2 , I A A ( 1 6 )
COMMON I N , L 1 , L 2 , L 3 , L 4 , L 5 , L 6 , L 7 , L 8 , I F 1 , 1 F 2 . I B , I X 1 , I Y 1 , J , J 1 , J 2 , J 0  
CALL G D P (G D A B S )
1 = 1 8 2 0 0
CALL G D P ( G D M O V , I , I )
CALL G D P ( G D G T P , I + I X 1 , I + I Y 1 , L I )
CALL G D P ( G D G T P , I - t - I X l , I + I Y l + I B , L 2 )
CALL G D P ( G D G T P , I + I X l + I B , I + I Y l , L 3 )
CALL G D P ( G D G T P , I + I X l + l B , I - * - I Y l + I B . L 4 )
I F  ( L 2 . G T . L 1 )  L 1 = L 2  
I F  ( L 4 . G T . L 3 )  L 3 = L 4  
I F  ( L 3 . G T . L 1 )  L 1 = L 3  
1 X = I + I X 1 - I B  
I Y = I + I Y 1 - I B
I F  ( ( I X . G T . I )  .A N D .  ( l Y . G T . D )  THEN 
CALL GDP (G D G TP , I + I X l - I B ,  I t - I Y l + I B  .L 5  )
CALL G D P ( G D G T P , I + I X 1 - I B , I + I Y 1 , L 6 ; >
CALL GDP (G D G T P , I - H X l ,  I + I  Y l - I B , L7 )
CALL G D P ( G D G T P , I + I X 1 + I B , I + I Y 1 - I B , L 8 )
I F  ( L 6 . G T . L 5 )  L 5 = L 6  
I F  ( L S . G T . L 7 )  L 7 = L 8  
I F  ( L 7 . G T . L 5 )  L 5 = L 7  
I F  ( L 5 . G T . L 1 )  L 1 = L 5  
E N D I F
C I F  ( ( L I  . L T . 1 2 8 ) . A N D . ( M S . E Q . 2 5 5 ) ) L 1 = L 1 + 1 2 8
C I F  ( L I  . L T . ( M 5 - I N ) )  L 1 = L 1 + I N
I F  ( L l . L T . l l )  L I = 1 1
I F  ( ( L I . G T . I O ) . A N D .  ( L l . L T . ( 2 4 4 - I N ) ) ) L 1 = L 1 + I N  
I F  ( ( L I  . G T .  ( 2 4 3 - I N )  ) .AND. ( L I  . L T . 2 4 5 )  ) L I  = 2 4 4
CALL GDP(GDMOV, 1 , 1 )
CALL G DP(G D RE L)
CALL G D P ( G D M 0 V , I X 1 , I Y 1 )
CALL G D P ( G D C O L , L I )
CALL G D P ( G D B O X , I B , I B )
CALL G D P(G D A B S)
RETURN
END
program for creating scatter diagram: 4 of 4 
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C F I L E : H Y 4  FOR RESTRUCTURE CONDITIONAL MAP
EXTERNAL G D I N I . GDRES, G DSPA. GDWRA. GDCOL. GDCLS. GDMEM 
EXTERNAL G D G TP ,G D F IL ,G D L IN .G D M O V  
COMMON A A , A B , A I . A N . J A
COMMON I A ( 1 6 ) . I B d 6 ) , I C ( 1 6 )  , I D , I E , I G , I H , I I , I J , I K . I L ( 2 S 6 : '  , I M ( 2 S 6 )  , I N
COMMON L , M , N , I A A C 1 6 )
CALL G D P ( G D I N I )
CALL G D P < G D R E S , 5 1 2 , 5 1 2 )
CALL P A L E T T E ( 2 5 5 , " P D R : H Y 2 A . L X " )
CALL G D P <G D M EM ,!)
CALL I N I T ( " D S O " . N E R R )
CALL A L 1 I N I T < 5 , 2 5 S , 1 4 , 4 2 , 0 , 1 6 3 0 0 )
C CALL CRLF
C CALL CRLF
I H = 1
CALL BELL
CALL Y E S N O C  CHANGE COLOUR SCALE ? " , $ 5 )
CALL A L l < 2 , 2 , "NAME OF COLOUR S C A L E:  " )
CALL G S T R I N G ( I A A , 1 6 , N C H )
CALL P A L E T T E < 2 S 5 , I A A )
CALL CRLF 
CALL CRLF
5  CALL Y E S N O C  CLEANING THE STA TU S SCREEN ? " , * 1 0 )
CALL A L I I N I T C O , 0 , 1 4 , 4 2 , 0 , 3 2 7 6 7 )
CALL A L 2 I N I T ( 1 6 5 , 0 , 1 4 , 4 2 , 1 6 3 9 0 , 1 6 3 8 0 )
CALL A L 1 I N I T ( 1 5 , 2 5 5 , 1 4 , 4 2 , 0 , 1 6 3 8 0 )
1 0  CALL CRLF
CALL CRLF
CALL Y E S N O C  F I L L I N G  SOME AREA ? " , * 4 0 )
2 0  CALL A L I I N I T ( 2 0 , 2 5 5 , 1 4 , 4 2 , 0 , 1 6 3 8 0 )
L = 2  : L
CALL A L l ( L , 2 , " N o .  OF A P P LY IN G : " )
CALL I P U T N 0 ( I H , 4 )  t I H
L = L + 2
CALL A L l ( L , 2 , "STA R T P O I N T :  X : “ )
CALL G ETN O (AA ,N C H) :AA
CALL M E S S C .  Y: " )
CALL G ETN O (A B ,N C H ) :AB
L = L + 2
CALL A L l ( L , 2 , "COLOUR N o .  : " )
CALL I G E T N O ( I G ,N C H )  : 1 G
CALL G D P C G D C O L .IG )
AA=AA*12 0 0 + 1 7 8 2 0
I D = I N T ( A A )  :IC>
A B =A B * 1 2 0 0 + 1 7 8 2 0
I E = 1 N T ( A B )  : I E
CALL G D P C G D M O V .I D . I E )
CALL G D P ( G D F I L . I G )
L = L + 2
CALL A L l ( L )
CALL BELL
CALL Y E S N O C  ANY MORE F I L L I N G  ? " . $ 4 0 )
CALL A L l I N I T ( 3 5 . 2 5 5 , 1 4 , 4 2 . 0 . 1 6 3 8 0 )
I H = I H + 1  
GOTO 2 0  
4 0  CALL BELL
CALL A L 1 I N I T ( 1 5 , 2 5 5 , 1 4 , 4 2 , 0 . 1 6 3 8 0 )
L=1
CALL A L l ( L , 8 , " : : :  RESTRUCTURING PART : : : " )
L = L + 2
5 0  CALL A L l ( L , 2 , " 1 s t  MAP: " )
CALL G S T R I N G < I A , 1 6 , NCH) ; l A
CALL O P E N d  ,  I A , 1  , N E R R , $ 5 0 )
L = L + 1
CALL A L l ( L , 4 , "RANGE: L O W :" )
CALL I G E T N 0 ( I A 1 , 3 )  : l A l
CALL M E S S C ,  U P : " )
CALL I G E T N 0 ( I A 2 , 3 )  -, I A 2
X A = 0 . + ( I A 2 - I A 1 )  :XA
L = L + 1
6 0  CALL A L l ( L . 2 , " 2 n d  MAP: " )
CALL G S T R I N G ( I B , 1 6 , NCH) ; I B
CALL O P E N ( 2 , I B , l . N E R R . * 6 0 )
L = L + 1
CALL A L l ( L , 1 1 , " L O W : " )
CALL I G E T N 0 ( I B 1 , 3 )  : I B 1
CALL M E S S C ,  U P : " )
CALL I G E T N 0 ( I B 2 , 3 )  : I B 2
X B = 0 . + ( I B 2 - I B 1 )
L = L + 2
CALL A L l ( L . 2 , "HOW MANY COLOURS ?  ( O = s t o p ) " )
CALL I G E T N O ( L C ,N C H )
I F  ( L C . E Q . O )  THEN 
GOTO 1 0 0 0  
E N D I F  
L = L + 1
DO 6 5  L A = 1 , L C  
CALL A L l ( L )
CALL A L l ( L , 2 , " O d e r :  " )
CALL I P U T N 0 ( L A , 2 )
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6 5
7 0
8 0
100
1 0 5
110
120
1 5 0
1000
10010
W ITH BACKGROUND ? " . $ 8 0 )
CA LL A L l ( L , 1 3 . " C o l o u r  N o . : " )
CALL I G E T N O ( I C ( L A ) , N C H )
CO NTINU E 
CALL C R L F  
CALL CR LF 
CALL Y E S N O C  
IC1=1 
GOTO 1 0 0  
I C 1 = 0  
CA LL BE L L
C A LL A L 2 I N I T ( 1 4 0 . 2 5 5 . 1 4 . 4 2 , 0 , 1 6 3 0 0 )
L = 1
L l = 2
DO 1 5 0  N = 1 . 1 2 8  
CA LL R D B L K d . N . I L d )  . l . N E R R . $ 1 0 0 0 )  
C A LL R D B L K < 2 , N , I M d )  , l . N E R R , $ 1 0 0 0 )  
DO 1 2 0  M = l , 5 1 2  
I I = N B G ( I L , M )
111=11
A I = ( I I - I A l ) / X A * 1 2 0 0 0  
I 0 1 = I N T ( A I + 0 . 5 )
1 0 = 1 0 1 + 1 8 2 0 0
I N = N B G ( I M , M )
A N = ( I N - I B l ) / X B * 1 2 0 0 0  
I P 1 = I N T < A N + 0 . S )
I P = I P 1 + 1 8 2 0 0
CA LL G D P < G D G T P . I O , I P , I Q )
I F  ( I C l . E Q . l )  THEN 
ID=1
DO 1 0 5  L B = 1 . L C  
I F  ( l O . E O . I C ( L B ) ) TH EN 
I I = I C < L B )
E N D I F
CO NT INU E
E L S E
ID=0
DO 1 1 0  L B = 1 , L C  
I F  d O . E O .  I C ( L B )  ) THEN 
I I = I C ( L B )
ID=1
E N D I F
CO N T IN U E
I F  ( I D . E Q . O )  THEN 
11=0 
E N D I F  
E N D I F
CA LL N B P ( I I . I L . M )
CO N T IN U E 
CALL A L 2 ( L , L 1 )
CALL I P U T N 0 ( N . 5 )
L = L + 1
I F  ( L . E Q . 1 3 )  THEN 
I F  ( N . G T . 9 5 )  THEN 
L l = L l + 4  
E L S E  
L l = L l + 3  
E N D I F  
L = 1  
E N D I F
C A L L  G D P ( G D S P A . 2 5 6 , 2 , I L d ) )
CALL G D P (G D W R A ,0 , ( 3 2 7 6 7 - N * 1 2 8 ) . - 1 )  
CO N T IN U E 
CALL C R L F  
CALL BE L L
CA LL A L I I N I T ( 1 4 0 . 1 4 0 , 1 . 1 0 , 0 , 1 4 0 0 )  
P A U S E
CA LL C L O S E ( 1 . N E R R . $ 1 0 0 1 0 )
CALL C L O S E < 2 , N E R R , $ 1 0 0 1 0 )
S T O P
END
;N
: I L
; I M
:M
; I I
; A I
: I O
; I N
;AN
! I P
; I Q
program for reconstructing maps: 2 of 2
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C F I L E i H D O l  FOR HISTORY DIAGRAM
EXTERNAL G D IN I .G D R E S .G D C O L .G D C L S
COMMON A O d S )  .  J l  .  J 2 .  J 3 .  J A .  J B A .  J B 8 .  J A . h A .  J B . K E .  JX . J  
COMMON I A ( 4 0 9 6 ) . I B ( 4 0 9 6 ) . I C ( 2 5 6 ) . I D ( 2 5 6 )
CALL G D P ( G D I N I )
CALL G D PC G DRE S,5 1 2 . 5 1 2 )
CALL P A L E T T E ( 2 5 5 . " P D R : H Y 5 . LX" )
CALL G D P (G D C O L .9 5 )
CALL G D P(G D CL S)
CALL G D P ( 6 D C 0 L . 2 5 5 )  ^
CALL S C R I N I T ( 2 3 9 . 1 4 3 . 2 0 . 7 0 . 2 0 0 0 . 3 2 7 6 7 . - 1 . - 1 .  *  )
CALL I N I T ( " D S O " . N E R R )  
l O  CALL CLEARSCREEN
Cm Il  MESSC* THE PROGRAM I S  UESED FOR GET SOME IN FO RM ATION ")
mE S S ( " < 1 2 X 1 5 >  FROM DATAFILE YOU 1 N T E R E S T E D < 1 2 > < 1 5 >  ) 
CALL CRLF
CALL MESSC* FILEN AME : *')
CALL G S T R I N G ( A O . 1 5 . NCH)
CALL O P E N d . A O . l . N E R R . * 1 0 )
CALL S I Z E d . J S l )
CALL M E S S ( "  F I L E  S I Z E  : " )
CALL I P U T N O ( J S l - 1 . 6 )
CALL M E S S ( * * < 1 2 > < 1 5 > < 1 2 X 1 S > " )
CALL M E S S ( "  STA RT BLOCK N o .  :  **)
CALL I G E T N O ( J l . N C H )
CALL MESS(** N o  OF BLOCK : " )
CALL I G E T N 0 ( J 2 . N C H )
J 3 = J 1 + J 2 - 1  
CALL CRLF 
CALL CRLF
CALL N C L R ( 4 0 9 6 . I A ( D )
CALL N C L R ( 4 0 9 6 . I B ( D )
CALL N C L R ( 2 5 6 . I C ( D )
CALL CRLF 
CALL CRLF 
CALL B EL L
CALL Y E S N O C  P R IN T  ? " . * 9 0 )
CALL PRTON 
9 0  CALL CRLF
DO 1 0 0  N A = J 1 . J 3
CALL RDBLK( 1  .N A .  I C d  ) . 1 . NERR. * 5 0 0 0 )
CALL M E S S ( " B L K :  " )
CALL I P U T N 0 ( N A . 5 )
CALL CRLF 
CALL CRLF
CALL M E S S ( “ ACCOUNT: " )
CALL CRLF 
DO 2 0 0  N B = 1 . 2 5 6  
CALL I P U T N 0 ( N B . 4 )
CALL I P U T N O d C ( N B )  . 6 )
CALL CRLF
I F d C ( N B )  . E O . O )  GOTO 2 0 0  
J B A = I C ( N B )
J B B = 1
NBA=NB+1
DO 3 0 0  N C = N B A .2 5 6
I F d C ( N C )  . E O . J B A )  THEN 
J B B = J B B + 1  
I C ( N C ) = 0  
E N D I F  
3 0 0  CONTINUE
DO 4 0 0  N D = 1 . 4 0 9 6
I F d A ( N D )  . E O . J B A )  THEN 
I B ( N D ) = I B ( N D ) + J B B  
GOTO 2 0 0  
E N D I F
I F ( ( I B ( N D ) . N E . J B A ) . A N D . l A ( N D ) . N E . O )  GOTO 4 0 0  
I F d A ( N D )  . E O . O )  THEN 
I A ( N D ) = J B A  
I B ( N D ) = J E B  
C J 4 = N D
GOTO 2 0 0  
E N D IF
4 0 0  CONTINUE
2 0 0  CONTINUE
1 0 0  CONTINUE
CALL PRTO FF 
CALL BELL
CALL Y E S N O C  P R IN T  ? " . $ 4 5 0 )
CALL PRTON 
4 5 0  CALL CRLF
J A = 3 2 O 0 0  
KA=1
J B = 3 2 0 0 0
KB=1
CALL M E S S C  FILENAME : " )
CALL M E S S ( A O .1 5 )
CALL M E S S C  START AT : " )
CALL I P U T N O ( J l . 5 )
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CALL M E S S C  No OF BLK : " )
CALL I P U T N 0 ( J 2 . S )
CALL CRLF 
CALL CRLF
CALL M E S S C  N o .  UN-REPEAD A C C 0 U N T < 1 2 > < 1 S > < 1 2 > < 1 5 > " )
DO 5 0 0  L = 1 . 4 0 9 6 . 3  
DO 6 0 0  L l = L . L + 2
I F ( I A ( L i : >  . E O . O )  GOTO 7 0 0  
CALL IPU T N O <L I . 5 )
CALL I P U T N O d A C L l )  . 7 )
CALL I P U T N O d B ( L l )  . 7 )
CALL M E S S C  # " )
I F d A ( L l )  . L T . J A )  J A = I A C L 1 )  : JA=LOWEST ACCOUNT.KA=HIGHEST ACCOUNT 
I F d A ( L l )  .G T . K A )  K A = I A < L 1 )
I F d B ( L l )  . L T . J B )  J B = I B < L 1 )  : J B = M I N  PIXEL.KB=M AX P IX E L  
I F d B ( L l )  . G T . K B )  K B = I B < L 1 )
6 0 0  CONTINUE
CALL CRLF 
5 0 0  CONTINUE
7 0 0  CALL CRLF
CALL I P U T N 0 < J A . 6 )
CALL I P U T N 0 < K A . 6 )
CALL I P U T N 0 ( J B . 6 )
CALL I P U T N 0 < K B , 6 )
CALL CRLF 
CALL PRTO FF 
CALL P R O l
CALL A L l I N I T ( 2 0 7 . 1 3 2 . 2 . 6 0 . 1 0 0 0 . 3 2 7 6 7 )
DO 8 0 0  N A = 1 . 4 0 9 6
I F d A ( N A )  . E O . O )  GOTO 9 0 0  
CALL M E S S C  I n t .  : " )
CALL I P U T N O d A ( N A )  . 6 )
CALL M E S S C  M in  : " )
CALL I P U T N O ( J A . 6 )
CALL M E S S C  Max : " )
CALL I P U T N O ( K A . 6 )
J X = I N T ( ( I A ( N A ) - J A ) * ( 2 6 0 0 D . / ( K A - J A ) ) )
CALL M E S S C  X : " )
CALL I P U T N 0 ( J X . 7 )
CALL CRLF
CALL M E S S C  P i x e l s : " )
CALL I P U T N O d B C N A )  . 6 )
CALL M E S S C  M in  : " )
CALL I P U T N O ( J B . 6 )
CALL M E S S C  Max : " )
CALL I P U T N O ( K B . 6 )
J Y = I N T ( ( I B ( NA) - J B ) * ( 2 6 0 0 0 . / ( K B - J S ) ) )
CALL M E S S C  Y : " )
CALL I P U T N O ( J Y . 7 )
CALL CRLF 
CALL P R 0 2  
8 0 0  CONTINUE
9 0 0  CALL BELL
PAU SEl 
5 0 0 0  CALL RESET
CALL PRTOFF 
STOP 
END
SUBROUTINE PROl
EXTERNAL G D I N I . GDRES. GDMEM. G D C O L.G D C LS . G DL TP. GDABS. GDMOV.GDLIN. GDMES 
COMMON A 0 ( 1 5 ) . J l . J 2 . J 3 . J 4 . J B A . J B B . J A . K A . J B . K B . J X . J Y  
COMMON I A ( 4 0 9 6 ) , 1 8 ( 4 0 9 6 ) . I C ( 2 S 6 ) . I D ( 2 5 6 )
CALL G D P ( G D I N I )
CALL G D P ( G D R E S , 5 1 2 . S 1 2 )
CALL P A L E T T E ( 2 5 5 . " P D R : H Y5. L X " )
CALL G D P (G D M E M .l)
CALL G D P ( G D C 0 L . 1 4 0 )
CALL G D P (G D CL S)
CALL G D P ( G D C 0 L , 2 5 5 )
CALL G D P ( G D L T P .O )
CALL GDP(GDABS)
CALL GDP(GDMOV.3 0 0 0 . 3 0 0 0 )
CALL G D P ( G D L I N . 2 9 0 0 0 . 3 0 0 0 )
CALL GDP(GDMOV.1 1 0 0 0 . 1 5 0 0 )
CALL G D P ( G D M E S . O . - l . " I N T E N S I T Y  ( a c c o u n t / o i x e l ) " )
CALL GDP(GDMOV. 3 0 0 0 . 3 0 0 0 )
CALL G D P ( G D L I N , 3 0 0 0 . 2 9 0 0 0 )
CALL GDP(GDMOV.1 0 0 0 . 2 9 2 0 0 )
CALL G D P ( G D M E S . O . - l . " N o .  o f  o i x e l " )
RETURN
END
SUBROUTINE P R 0 2
EXTERNAL GDMEM, GDCOL. GDABS. GDMOV.GDREL. GDBOX 
COMMON A 0 ( 1 5 ) . J l . J 2 . J 3 , J 4 . J B A . J B B . J A . K A . J B . K B . J X . J Y  
COMMON I A ( 4 0 9 6 ) . . I B ( 4 0 9 6 )  , 1 0 ( 2 5 6 )  . I D ( 2 5 6 )
CALL GDP(GDMEM .1 )
CALL G D P (G D C O L ,2 5 5 )
CALL GDP(GDABS)
CALL GDP(GDMOV.3 0 0 0 . 3 0 0 0 )
CALL GDP(G DREL)
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CALL G D P < G D M O V .JX ,JY )  
CALL GDP(GDBOX.2 0 0 . 2 0 0 )  
CALL GDP(GDABS)
RETURN
END
program of histogram: 3 of 3
Program for Calculating Average Xfl Value in Scatter Diagram
C F 1 L E :H Y 6 A  FOR COUNT EVERAGE X AND Y I N  REBUILDING MAP AND
C SCATTER DIAGRAM BASED ON READY ONE
EXTERNAL G D I N I . G DRE S. GDSPA. 6DRDA. GDCOL. G DCLS. GDMEM 
EXTERNAL GDGTP. G D P T P . G D F I L . GDLIN.GDMOV 
COMMON A A . A B . A l . A N . J A
COMMON I A ( 1 ) . I C ( 1 6 ) . I D . I E . I G . I H . i l . I J . I K . I L ( 5 1 2 )
COMMON L , M , N . N C 0 , N 1 . N 2 . I X 1 . I X 2 . I Y 1 . I Y 2
COMMON H X ( 1 6 ) . H Y ( 1 6 ) . G X ( 1 6 ) . G Y ( 1 6 )
COMMON I N ( 1 6 ) . G I ( 1 6 ) . J N ( 1 6 )
COMMON H X 2 ( 1 6 ) . H Y 2 ( 1 6 ) . G X 2 ( 1 6 ) . G Y 2 ( 1 6 )
COMMON I N 2 ( 1 6 ) . G I 2 ( 1 6 ) . J N 2 ( 1 6 )
CALL G D P ( G D I N I )
CALL G D P ( G D R E S .5 1 2 . 5 1 2 )  : 1 0
CALL P A L E T T E ( 2 5 5 . " P D R : H Y 2 B . L X " )
CALL GOP( GDMEM.1 )
CALL I N I T ( " D S O " . N E R R )
CALL A L 1 I N I T ( 0 . 2 5 5 . 1 4 . 4 2 . 0 . 1 6 3 0 0 )
CALL A L 2 I N I T ( 2 . 2 5 5 . 1 4 . 4 2 . 1 6 4 0 0 . 1 6 3 0 0 )
C I H = 1
L = 2
DO 3 0  N = 0 . 2 5 5  
CALL G D P ( G D S P A . 1 . 1 . I A ( D )
CALL G D P ( G D P T P . 1 6 4 0 0 . ( 3 2 7 6 7 - N + 6 4 ) . 0 )
3 0  CONTINUE
CALL BELL 
CALL A L K L . L )
CALL YESNO<"CHANGE COLOUR SCALE ? " . $ 4 0 )  : t o  $ 4 0  c h a n q e  c o l o r  s c a l e  
L = L + 2
CALL A L l ( L . 2 . " N a m e  o f  C o l o u r  S c a l e :  " )
CALL G S T R IN G ( I A A . 1 6 . NCH)
CALL P A L E T T E ( 2 5 5 . I A A )
4 0  CALL A L l I N I T d . 2 5 5 . 1 4 . 4 2 , 0 . 1 6 3 0 0 )
L = 3
CALL A L l ( L . 6 . " R a n e e  o f  S c a t t e r  D i a c r a m : " )
L = L + 2
CALL A L l ( L . 8 . " X  a x i s  : f r o m  " )
CALL I 6 E T N 0 ( I X 1 . 2 )
CALL M E S S C  t o  " )
CALL I G E T N 0 ( I X 2 . 3 )
L = L + 1
CALL A L l ( L . 8 . " Y  a x i s :  f r o m  " )
CALL I G E T N 0 ( I Y 1 . 2 )
CALL M E S S C  t o  " )
CALL I G E T N 0 ( I Y 2 . 2 )
CALL BELL 
L = L + 4
CALL A L K L . l 2 ,  " T h a n k  Y o u  ! " )
L = 2
C CALL A L 2 ( L . 2 . " N o .  o f  1 s t  B l k ( . N L T . O ) : " )
C CALL I G E T N O ( N l . N C H )
C L = L+ 1
C CALL A L 2 ( L . 2 . " N o .  o f  E n d  B l k ( . N G T . 2 5 5 ) : " )
C CALL I G E T N 0 ( N 2 . N C H )
C L = L + 3
CALL A L 2 ( L . 2 . " H 0 W  MANY COLOURS ?  < 0 = s t O D ) " )
CALL IG E T N O (L D .N C H )
I F  ( L D . E Q . O )  THEN ; 2 0
GOTO 1 0 0 0  
E N D IF  
L = L + 2
DO 6 5  L A = 1 . L D  
CALL A L 2 ( L )
CALL A L 2 ( L . 2 . " 0 d e r :  " )
CALL I P U T N O ( L A . 2 )
CALL A L 2 ( L . 1 3 . " C o l o u r  N o . : " )
CALL I G E T N O d C ( L A )  .N CH)
6 5  CONTINUE
L = 2
C CALL A L 2 ( L )
C L=L+1
program of calculating average X,Y value of windows in scatter diagram: 1 of 3
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c
C . CALL A L 2< L )
C L = L + 3
CALL A L2CL)
L = L + 2
CALL A L 2 (L )
L l l = 2  
L 1 2 = 2 0  
L 2 1 = 2  
L 2 2 = 2
C CALL A L 2 < 1 ,2 . "  X Y N O r d e r " )
CALL A L 2 ( 4 .5 . " P l e a s e  W a i t  u n t i l  . . . " )
CALL A L l< 1 . 2 . " N o .  o f  l i n e  < m in = 0 . m a x = 2 5 5 ) " )
DO 1 5 0  N = 0 .2 5 5  
C DO 1 5 0  N = N 1 .N 2
CALL GDP (G D SPA , 5 1 2 ,  l . I L ( D )
CALL G D P (G D R D A .O .(3 2 7 6 7 -N * 6 4 ) )
CALL G D P (G D P T P .1 6 4 0 0 . ( 3 2 7 6 7 - N * 6 4 ) . 2 5 5 )
DO 1 4 0  N C 0 = 1 .L D  
DO 1 2 0  M =1. 5 1 2  :M
I1 = N B G (1 L ,M )
I F  ( I I .E O . I C ( N C O ) )  THEN
I F  ( ( M . L T . 2 5 6 ) . O R . ( M . E 0 . 2 5 6 ) )  THEN 
GX( NCO) =G X ( N CO )+ 0 . 0 1 *M
G Y ( NCO) = G Y (N C O )+ 0 . 0 1 * ( 2 5 6 - N )
IN (N C 0 )= I N ( N C 0 ) + 1  
E L SE
GX2(NCO)=GX2(NCO)+0.01*(M-256)
G Y 2(N C O )= G Y 2( NCO) + 0 . 0 1 ♦ ( 2 5 6 - N )
IN 2 (N C O )= IN 2 (N C O )+ 1  
EN D IF  
E N D IF  
1 2 0  CONTINUE
C CALL A L 2 (L 2 1 )
C CALL P U T N 0 (G X 2 (N C 0 ). 9 . 2 )
C CALL M E S SC *. *')
C CALL P U T N 0 (G Y 2 (N C 0 ). 9 . 2 )
C CALL M ESS(**. " )
CALL I P U T N 0 ( IN 2 (N C 0 ) . 6 )  =
C CALL M E S S (" .  **)
C CALL IP U T N O ( N C O .1 )
C L 2 1 = L 2 1 + 1
C I F  ( L 2 1 . E 0 . 1 3 )  THEN
C L 2 1 = 2
C I F  ( I N 2 ( N C 0 ) .G T .O )  THEN =IN
C PAUSE
C E N D IF
C E N D IF
C l 2 0  CONTINUE
1 4 0  CONTINUE
CALL A L K L l l )
CALL A L l ( L 1 1 .L 1 2 )
CALL I P U T N 0 (N .3 )
L 1 1 = L 1 1 + 1  
CALL A L K L l l )
C I F  ( N .L T .1 2 9 )  THEN
I F  ( L 1 1 . E 0 . 1 3 )  THEN 
C I F  ( N .G T .9 5 )  THEN
C L 1 2 = L 1 2 + 4
C E L SE
C L 1 2 = L 1 2 + 3
C E N D IF
L l l = 2  
EN D IF 
C E L SE
C I F  ( L 1 1 . E 0 . 1 3 )  THEN
C L 1 2 = L 1 2 + 4
C L I 1 = 2
C EN D IF
C EN D IF
1 5 0  CONTINUE
CALL BELL
CALL A L2 ( 4 .3 0 .* * N 0 W )
CALL A L2 ( 9 .1 4 .* * T h a n k  Y ou !**)
CALL PRT 
CALL CRLF 
CALL CRLF 
CALL CRLF 
CALL CRLF
CALL MESS (** S t a t i s t i c a l  D a t a  o f  R e b u i l d i n o  M a o : )
CALL CRLF
CALL MESS ( *' # .  V: C o l o r . # :  P i  x e l . X : T o t a l .  A v e r a o e :  Y ; T o t a l .  )
CALL MESS (*• A v e ra o e * * )
CALL CRLF 
CALL CRLF 
DO 2 0 0  N C 0 = 1 .L D  
I F  ( I N ( N C O ) .L T .O )  THEN 
JN (N C O )= -IN C N C O )
program of calculating average X,Y value of windows in scatter diagram: 2 of 3
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G K N C O ) = 6 5 5 3 6 . 0 -J N < N C 0 )
H X (N C O )= G X < N C O )/G I(N C O )* 1 0 0  
H Y (N C O )= G Y (N C O )/G I(N C 0 )* 1 0 O  
E L SE
G K N C 0 ) = 0 .0 + I N ( N C 0 )
H X (N C O )= G X (N C 0 )/G I(N C O )* lO O  =iN
H Y (N C O )= G Y (N C O )/G 1 (N C O )* 1 0 0
E N D IF
CALL IP U T N O (N C O .4 )
CALL M ESSC *. *')
CALL IP U T N O d C (N C O ) . 2 )
CALL M ESS(* ' .  **)
INCALL IP U T N O (IN (N C O ). 6 )
CALL M ESS(*' .  **)
CALL PU T N O (G K N C O ) . 9 . 1 )
CHLl_ n t a b i " :  " f
CALL PU T N O (G X (N C O ). 9 . 2 )
CALL MESS ( * ' . " )
CALL P U T N 0 (H X ( N C 0 ) .9 .2 )
CALL M E S S (" ;  " )
CALL P U T N 0 ( G Y (N C 0 ) ,9 .2 )
CALL M E S S (* * ." )
CALL P U T N O (H Y (N C O ). 9 . 2 )
CALL CRLF
CONTINUE
CALL CRLF 0  t o  2 5 5CALL MESS (**NS: t h e  s c a l e  o f r e b u i l t  m a p  i s  f r o m
CALL CRLF
a x i s . " )CALL MESS ('*  X a x i s  a n d  Y
CALL CRLF
CALL CRLF
CALL CRLF
CALL CRLF
CALL MESS ( "  S t a t i s t i c a l  D a t a o f  S c a t t e r  D i a o r a m
CALL CRLF
CALL CRLF A v e r a o eCALL MESS ( "  # .  V : C o l o r .  # : P i x e l . X : T o t a l .
CALL MESS ( "  A v e r a g e " )
CALL CRLF
CALL CRLF
i n  b o t h " )
: ")
Y : T o t a l '
DO 3 0 0  N C 0 = 1 .L D  
I F  ( I N 2 ( N C O ) .L T .O )  THEN 
J N 2 ( N C 0 )= - IN 2 (N C 0 )
G 1 2 ( N C 0 ) = 6 5 5 3 6 .0 - J N 2 ( N C 0 )
H X 2 (N C O )= G X 2 (N C O )/G I2 (N C O )* 1 0 0
H Y 2 (N C 0 )= G Y 2 (N C O )/G I2 (N C 0 )* 1 0 O
EL SE
G I2 (N C O )= O .O + IN 2 (N C 0 )
H X 2 (N C O )= G X 2 (N C O )/G I2 (N C 0 )* 1 0 O
H Y 2 ( N C 0 )= G Y 2 (N C 0 ) /G I2 (N C 0 )* 1 0 0
E N D IF
I F  ( H X 2 ( N C 0 ) .6 T .0 )  THEN 
H X 2 ( N C 0 ) = ( H X 2 ( N C 0 ) - 2 8 .4 ) / 1 8 7 .5 * ( I X 2 - I X 1 ) + I X l  
E N D IF
I F  (H Y 2 (N C O ).G T .O )  THEN
H Y 2 ( N C 0 ) = ( H Y 2 ( N C 0 ) - 2 8 .4 ) / 1 8 7 .5 * ( I Y 2 - I Y l ) + I X l
E N D IF
CALL IP U T N O (N C O .4 )
CALL M E S S C . " )
CALL IP U T N O d C (N C O ) . 2 )
CALL M E S S C  .  " )
CALL IP U T N 0 ( I N 2 ( N C 0 ) . 6 )  5 IN
CALL M E S S C  . " )
C CALL P U T N 0 (G I2 (N C 0 ) . 9 . 1 )
C CALL M E S S C : " )
CALL P U T N 0 (G X 2 (N C 0 ). 9 . 2 )
CALL M E S S C  .  " )
CALL P U T N 0 (H X 2 (N C 0 ). 9 . 2 )
CALL M E S S C  " )
CALL P U T N 0 (G Y 2 (N C 0 ) .9 .2 )
CALL M E S S C ." )
CALL P U T N 0 (H Y 2 (N C 0 ). 9 . 2 )
CALL CRLF 
3 0 0  CONTINUE
CALL PRTO FF 
CALL CRLF 
CALL BELL
CALL A L I I N I T ( 1 , 2 5 5 . 1 4 . 4 2 . 0 . 1 6 3 0 0 )
CALL A L l ( 4 , 8 , " P l e a s e  P i c k  u d  R e s u l t " )
CALL A L l ( 6 . 8 . " f r o m  t h e  P r i n t e d  p a p e r " )
1 0 0 0  CALL BELL
CALL A L l I N I T d .  1 . 1 . 1 0 . 0 , 1 4 0 0 )
PAUSE
CALL C L O S E d .N E R R ,* 1 0 0 1 0 )
CALL C L 0 S E (2 .N E R R .* 1 0 0 1 0 )  =8=
■ 1 0 0 1 0  STOP 
END
program of calculating average X,Y value of windows in scatter diagram: 3 of 3
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Flow chart of program  for calculating average X,Y values of windows
Change 
the colour 
scale
No
Yes
Input the colour scale filename with
How ^  
many colours will be 
scanned
'■^'^ What is 
the range of the 
colour scale
Input; (1) the No of colours.
(2) value of each colour.
Define variables and arrays which will 
used in the program by using 
"COMMON IA(1)" and etc.
Set up chain to Link Graphic Display Systerm by writing
Forming a scatter Diagram then 
set up windows on i t  Creating a 
Rebuilding map by carry out program
Input
1st Element Range: start point, end end pomt 
2nd Element Range: start point and end point
Figure A.l The first part of the flow chart for calculating the average X,Y
values of windows in Scatter Diagrams.
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Scan the fth line(512pixel) of screen contain SD (left up quater on 
screen) and RM Qeft up quater), store them in array IL which has 
512 element f-l,...256.
Select/th colour [The No. of colour stored in 
LD(LD<“ 16); The value of each colour stored 
in array ICQ)].
;%/+i
y * l , . . . ,1 6
Scan the pixel in the /th  colour of fth line. i.e. scan 
array IL(^). (t=0,l,...,511).
> --------------------------
Compare ifth pixel value of fth line with/th 
colour value
k-M
(fc=0,„511)
fc<=255
Add k to GX(/) which store sum 
X value of RM with /th  colour.. 
(Le.GX(/)=GX</)+À:)
Plus k to GX2(/) which store sum 
X value of window in SD with /th 
colour, i.e. GX(f)=GX(J)+k
Add 256-i to GY(/) which store 
sum Y value with jih  colour on 
RM.(i.e GY(/)=GY(/-)+256-f)
add 1 to IN(/) which store pixel 
No. of RM with jth colour
Add 256-i to GY2(/) which store 
sum Y value of window of/th 
colour on SD. i.e GY2(/)=GY2(/) 
+ 256-0
- V ----
Add 1 to IN2(0 which store pixel 
No. of SD window with /th colour.
Display the fth line as 
number on s c re e tL
f=f+l
f=l,...,256
Figure A.2 The second part of the flow chart for calculating the average
X,Y values of windows in Scatter Diagrams.
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Goto the /th elemmt of array IN, GX 
and GY. (l.e. the Rebuilding M2ç  part)
if IN<0
Convat to positive 
i.e. let JN0=IN(O and 
GN(/)=65536.O-JN0‘)
JN(/)=IN(/)
Compute the average of X and Y of RM 
HX(0=GX(/)/GI(/)x100 ; HY(/)=HY(/)/GI(/)xlOO
Display the order /, value of colour IC(/)> 
sum X [GX(/)]„average X [HX(/)]; sum Y 
[GY(/>], average Y [HY(/)]
/= 1,...,16
Goto the /th element of array IN2, GX2 
and GY2. (i.e. the Scatter Diagram part)
Convert to positive 
i.e. let JN(/)=IN(/) and 
GN(/)=65536.0-JN(/)
JNO')=IN(/)
Compute the avaage of X and Y of RM 
HX(/)=GX0')/GI(/)x1OO ; HY(/)=HY(/)/GI(/)xlOO
Display the order /, value of colour IQ/), 
sum X [GX(/)]„average X (HX(/)]; sum Y 
[GY(/)], average Y [HY(/)]
/=/+l
/= 1,...,16
Figure A 3 The third part of the flow chart for calculating the average X,Y
values of windows in Scatter Diagrams.
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Scan the ith line(512pixel) of screai contain SD (left up quater on 
screen) and RM (left up quat^), store them in array EL which has 
512 element i=l,..^56.
y
Select /th colour [The No. of colour stored in 
LD(U)<=16); The value of each colour stored in 
array ICQ)].
Scan the Mi pixel in the /th colour of rth line. Le. scan 
array TLfk). (W ),l,...^ ll).
Compare Mi pixel value of fth line with/th 
colour value
7=7+1
/=1,...,16
Are 
they equal K=K+ 1
(A:=0,...511)
fc<=255 
or k>255 
n
K=255
Add k to GX(/) which store sum 
X value of RM with /th colour. . 
( i.e. GX(/>GX(/)+it )
Add 256-f to GY(/) which store 
sum Y value with /th colour on 
RM.
(Le GY(/)=GY(/)+256-f)
Add 1 to TN(f) which store pixel 
No. of RM with /th  colour.
Plus k to GX2(/) which store sum 
X value of window in SD with /th 
colour, i.e. GX(j)=GX(f)+k
Add 256-f to GY2(f) which store 
sum Y value of window of /th 
colour on SD. i.e GY2(/)=GY2(/) 
+ 256-f)
Add 1 to IN2(/) which store 
pixel No. of SD vindow with 
/th colour.
Display the rth line as 
number on screm.
i=f'+1 
f=l,...,256
End
Figure A 4 The last part o f the flow chart for calculating the average X,Y
values of windows in Scatter Diagrams.
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B: Fundamentals of convolution
In general, meanings of convolution are (1) coiling; (2) a coil or twist; (3) complexity; (4) 
a sinuous fold in the surface o f the brain, which are in the Oxford Reference Dictionary 
(1988 version). Such indication is suitable to human’s fuzzy logic. In contrast, the academic 
definition of convolution specifies this concept as a combination of multiplication and 
addition, which belongs to accurate logic, and is suitable to computation using machine such 
as computer. Convolution is often related with probability.
Probability and convolution Suppose there is a box containing a very large number of 
red, green, and blue balls in which the proportion of red balls is r, green g, and blue b, since 
there are only the three kinds balls, the equation r + g + b = 1 must be true. Now suppose 
a ball is selected randomly, the chances that it is red are r, green g, and blue b. Assume a 
further blindfold selection is made, the results of each step in the twice selections is given 
in Table B .l.
Table B.l Probability in twice blink selection of red, green and blue balls
r(l/3 )
r(l/3 )
+g (1/3) 
+g (1/3)
+b (1/3) 
+b (1/3)
^  (1/3): +rg (1/3): 
+rg (1/3):
+rb (1/3): 
+rb (1/3):
(1/3)' +gb (1/3): 
+gb (1/3): 4-b: (1/3):
r^  (1/3): +2rg [2(1/3):] +2rb [2(1/3):] + g ' (1/3)'] +2gb [2 (1/3):] +b: (1/3):
It is understandable that chance of getting two red balls is r^ , one red and one green is 2rg, 
one red and one blue is 2rg, two green is g^ , and so on. Suppose r=g=b=lf3, the chances 
of getting various combinations of two coloured balls are as the data in Table B.l. 
Obviously chances of getting two different colours is two time high of getting the same 
colour twice, this is an application of the addition mle of probability theory, which states 
that the probability for the occurrence of any one of a number of mutually exclusive events 
is the sum of the probabilities of occurrence of each event, while the multiplication rule 
states that the probability of occurrence of all of a given number of mutually exclusive 
events is the product of the probability of occurrence of each event (Maurice R.D.A., 
1976). These processes described above are examples of convolution. They are the ’things’
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occurring sequently in a series of processes such as amplification or transmission, where 
probability has to be considered.
Consider a electronic system which 
containing two linear devices I and J in 
tandem (Figure B .l), the device I and J 
are assumed to have gains of m  and n 
eV respectively, their gains can drift up 
to ±1 eV and ±2  eV respectively. The 
next assumption is that, for device I, 
there is an equal chance of finding a 
gain between m + l  and m-1 eV at any 
given moment, and same assumption for 
device J. Such supposition implies that 
rectangular statistical frequency 
distributions are used as shown in 
Figure B.2, in which. Figure B.2(a.l) 
and (b.l) show the tolerances, (a.2 ) and 
(b.2) of Figure B.2 show quantised 
statistical distributions of gain.
Device A
Device I
Device J
Device Z
Figure B .l A series devices A,B...I,J ... 
connected in tandem, each one is capable 
of increasing or decreasing energy (eV), 
they all have various extent errors, e.g. , 
device I is of ±  1 eV, and J ±  2 eV.
Table B.2 Overall gains of device 
I(gain=m ±leV) and J(gain=n±2 eV)
(I) I m+n-3 m+n - 2 m+n - 1 m+n m +n + 1 m +n + 2 m +n+3
(II) 1 0.067 0.067 0.067 0.067 0.067
m  \ 0.067 0.067 0.067 0.067 0.067
(IV) I 0.067 0.067 0.067 0.067 0.067
(V) 1 0.067 0.134 0 . 2 0 1 0 . 2 0 1 0 . 2 0 1 0.134 0.067
Since there are only three possible gains, m +7, m+61 or m-1 eV, allowed for the device I 
and they are supposed to have equal probability, each one must have the value 1/3. Similar 
case for device J except replace m  with «, and each one has value 1/5. Table B.2 list the
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overall gains are likely to be achieved for a signal that passes through each devices.
±1 eV
-  Device I Gain
(a.l) (a.2)
2eV
— Device J —
(b.l) (b .2 )
-Gain
[ (A±l)" + (A±2): 3^
m+n
-Gain
(c.l) — D evice  I+J — (C .2)
Figure B.2 A  gain’s error and statistical distribution for Device I  and J 
which connected in tandem, they have gains of m and n ev, and in 
accompanied by ±  1  eV  and ±  2 eV errors respectively.
The meanings of each row in Table B.2 are that (I) is over gains of I connected with J in 
tandem; (II) the probabilities o f occurrence of overall gain resulting from all possible gains 
of device J  with m-1 eV gain from device I. In each cell, the value comes from 1/3 x 1/5; 
(TIT) the all gains of device J with m eV gain from device I; (IV) the all gains of device J 
with m +1 eV gain from device I; (V) the probabilities of having overall gains of m+n-3, 
m+n-2,...to m + n+ 3  eV. It is also shown in Figure B.2 (c.l) and (c.2).
Fourier transform  and convolution Besides the convolution example shown in above, 
one question was arisen that what is the result in real or reciprocal space when two functions 
are multiplied together in the other space ? It can be proved that the result is convolution 
Eq. B.2 by using definition of Fourier transform (Figure B.2), where define H  — F x G .
F(s) = f i x )
f i x )  = /  ~ Fis)  ds
Eq. B .l
The computation of multiplication is much simpler than that of convolution, so Fourier
transform provides a route to simplification.
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hix)  = y  ~ (j) ds
= F{s)  G(s)  ds
= [ I*" f(u)  e J« ] G(s) e
= y  " /(« ) [ G(s) e ] g *2"** (fg
= y  " /(« ) [ y  ~ G (5 ) g (*-“)* d s ]  du 
= y j  /(m ) 2(z-%) du
(a )
% )
1 1  1 1  .
f(Xj+Ax)
(b)
(c)
Eq. B.2
Figure B 3  Examples of three kind graphics of identical function. 
(a)statistical distribution, (b) histogram which consist of vertical blocks 
having finite widths, (c) continuous function.
Graphic expression of convolution According to the definition of integration, Eq. B.3 
is equivalent to the convolution definition.
+n
/ ‘’(x) = lim Y, 5(x-«.) AM.
r t-«o  ; = - n
r w  = E  r  w  B(x-M .)
Eq. B.3
where the convolution is operated on histogram, sampling data is obtained from 
spectrometers. W hen the independent variable range of Eq. B.3 is limited rather than 
distributed from to ’+<»’, the area under the curve of a continuous function is replaced 
with histograms. Consider the Table B.2, if g'(x) and g'(y) are used to present the gains of 
device I and J at x eV and y eV respectively, the probability of finding an overall gain of
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x+y eV, P(x+y), is given in Eq. B.4 (a). When define u =  x +  y, there is Eq. B.4 (b) which 
corresponds to  each row of Figure B.4 (c.l). Since one u can be obtained by various 
composition o f x and y, e.g., u= m + n, it can be resulted from (m -l)+ (n + l) , m +n, and 
(m + l)+ (n - l)  three cases, the total probability of finding over gain is m + n and it is given 
in Eq. B.4 (c) which is expressed in Figure B.4 (c.2). This is discrete form of convolution.
P(x + y) = f ( x ) (a)
F(tt) = f ( x )  - f ( u - x )  
or P ( « )  = f ( u - y )
w + l
F( %) = Y r ' f ( U - X )
X“m- 1
u+2
or P(u)  = Y^f{u-y)  ‘f { y )
n-2
ib)
Eq. B.4
(c)
_ 0 2 0 1
-1 0 +1 
Gaia of Device
(a)
1 1 1 !
-2 -1 0 +1 +2 
Gain of De vie J
(b)
+ 1
0
- 1
XXXXX
XXXX \
X XXXX
0 . 3 3 0 . 0 6 7
+1 + 2 ,--
V
0.2
(d)
- 3  - 2  - 1  0  + 1  + 2  + 3
Figure B.4 Schematic diagrams of device I convoluted with J, which 
connected in tandem, and there are m ± l eV and n ± 2  eV gains 
respectively.
Polynomials product Consider the Table B.2 again, which comes from two polynomials
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l/ 3 [x“'"^+x“+x™'"T and l/ 5 [x"‘^ +x^*+x"+x"''^+x"'"^, where the value of x is 1 , and the index 
or power is the increment of eV. Their product is 0.66 x®'^ " [x*^  +  2x’^  +  3x ’^  +  3x® +  3x*  ^
+  2x+  ^ +  x+^ ]. This will give the last line in Table B.2 after multiplication o f the factor in 
parentheses by 0.066 x®*". This agreement shows close relation between polynomials 
product and convolution. The term [X ^  +  2X'^ +  ... +  X^^] is called generation function. 
In general, when a function f(x) =  f(x j +  f(x2) + ...+  f(X;), the corresponding generation 
function of the f(x) is g(u)=f(Xj)u^ +  +•••+ Then the convolution o f two
such functions is translated into product of their corresponding generating functions.
1 1
1 1
0 1 
( a . l )
1 1
(a.2)
n= 2
0  1 2  
(a .3)
2 3 4 - 1 2 1
11=4
1 2 3 2 4 2
0 1 2 - 1 2 1 I
0 1 
(b .l) (b.2)
0 1 2  3 4
(b.3)
4 5 6 7 8 - 1 4 6 4 1
3 4 5 6 7 4 16 24 16 4
2 3 4 5 6 *o £ 24 36 24 6
— 1 2 3 4 5 4 16 24 16 4
o 0 1 2 3 4 - 1 4 6 4 1
0 1 2 3 4 1 4 6 4 1
11=8
(C.1) ( c i )
0 1 2 3 4 5 6 7 8
(C.3)
Cl
(d .l)  ( d i )  (d.3)
Figure B.5 Convolution of binomial functions from (a. 1,2,3) n=2, (b. 1,2,3) 
n=4, (c.1,2,3) n = 8  to (d.1,2,3) n=<». Distribution of independent, 
dependent variables are in column 1 and 2 respectively. Final graphs are in 
column 3.
Gaussian distribution Suppose a probability distribution f(x) have only two possible 
results, e.g. success and failure, with p and q probability respectively, are expressed by [p,q], 
where p + q =  1 , its generation function is therefore, g(u)=pu^ +  qu®, the convolution of 
two g(u) becomes g^(u) =  [pu +  q]- = p^q" + 2pqu + q \ By transforming it into a visual 
graph as shown in row (a) of Figure B.5, and repeating the same convolution with two,
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four, e ig h t... and n times, it will lead to a curve which is more and more like symmetrical 
bell-shaped curve as shown as (c.3) o f Figure B.5. For the mathematic proof, let the 
experiment be repeated n times, and consider the chance of obtaining r successes and (n-r) 
failures, the probability of 0 ,1 ,2 ... n successes are the successive terms of a binomial 
expansion (Eq. B.5).
1  = ip + q T  = /?" + np"~^q + .......................................+ Eq. B.5
n p q ”'^ +
A arisen question is that what kind of distribution will be formed when n -  «> for the 
binomial distribution? In order to answer this, p =  q = V2  is assumed and n is even which 
is equal to 2m, is the probability of m +x successes, and therefore m-x failures. Based on 
Eq. B.5, there is
(2 m)! 1
(m+x)! (m-x)! 2 ^ ^
(2 m)!  ^ m (m -l)...[m -(x-l ) 3  , _ 1_  
m\?n\ (m+l)(m+2 )...(m+x) 2 ^
Eq. B . 6
since m is large enough, there is n ! = e V  (2%n)^ according to Stirling’s formula, so first 
item plus last one of Eq. B . 6  is (2m)!2'^^{miy^—{7m)'^'~. The reorganization of Eq. B . 6  
results in Eq. B.7
p  = 1  m - 1  m - 1  m -(x -l)  ^ m
yjlnn ^ + 1  m + 2  * * m +(x-l) m+x
yjnm
x-l m - t
w  V rn+t
m
m+x
Eq. B.7
By using an fundamental limit shown in Eq. B . 8
V Urn f 1 + — 1 = 6  .-. Zimf 1 + —1 = e ” .-. l i m i  ——  1 =
n -ing \  It }  « - « > (  n j  n - w ^ W + x )
l im n - x = ZZm 1 +
Tl + X  7 7J—“
— ] = l im 
n + x j  n-«
1 + - 2 x ) = e
- 2 -
n
Eq. B . 8
we have Eq. B.9, where the x in the denominator of the Eq. B . 8  is ignored, but the x in the 
numerator is kept. To do so is because of the precision of the following processes.
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Replacing the second item and third one o f Eq. B.7 with Eq. B.8 , then Eq. B.9 is resulted.
1
^(x) = y/izm
E q.B .9
^/nm  ^ '
As the summation of arithmetical progression submits the following equation (i.e. Eq. B.IO)
^  r  = l+2+3+...+n = —n(n + l )
r=l ^
the Eq. B.9 will turn to Eq. B .l l  by replacing the second item with Eq. B.IO.
= Eq. B.11
yjnm yjttm
Apply the Eq. B .ll  to the simplest case, e.g., m=n/2, and o“=npq=n/4, Eq. B .ll  is 
converted to Eq. B.12 which is a Gaussian function expression. The central limit theorem 
states convolution of n function, f(x;), will lead to a Gaussian function when n -* <», the f(Xj) 
is not limited in simple uniform distribution as used in above.
P ( x )  i — e 2»’ Eq. B.12
This deduction indicates a quite important phenomenon that there is inherent relation between 
convolution and Gaussian function. In other word, the Gaussian function can be inferred 
from infinitive convolutions o f simple function. Gaussian function is extensively used in 
curve fitting.
Effects of convolution - shift, broadening and distortion
From principle of convolution, it is expected that the convolution will change the original 
curve, which is presented at three typical aspects: shift, broadening and distortion.
Shift Effect Suppose the broaden function in the definition of convolution, is simplest 
function - delta function, i.e., ô (u -x j which has following feature:
o(u-Xo) =  0  (x <  x j ;  ô (u -x j = 1  (x =  x j;  6 (u-xJ =  0  (x > xf)
126
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f(x) * ô(x-Xo) =  /  f(u) ô(x-Xo-u) du =  f(x-Xo)
The graphic form of above equation is shown in Figure B.6(a.3), (b.3) or (c.3), f(x) 
corresponds to (a.l), (b.l) or (c.l).
X X1
(a.l)
f(x)
X
(b.l)
jÀ
f(x)
(C .l)
6(x-u)
u
(a.2 )
6 ( x-ti)
(b.2 )
ô(x-n)
(c2)
f(Xi) 6 [x-(Xi+u)]
Xi+U X
(a3)
JLL
(b.3)
BlUmm
(c.3)
Figure B . 6  Shift effect when ô(x-u) is used.(al) (b l) (cl): f(u) with 1,3 and 
whole elements respectively. (a2 ) (b2 ) and (c2 ): a delta function. (a3 ) (b3 ) 
and (c3): convolution results.
Broadening Effect Re-indicating Figure B.4 with Figure B.7, the broadening effect 
emerges clearly. Quantitatively, the broadening range in abscissa o f final function (e.g. F(x)) 
is the square root of sum of square of original function abscissa (e.g. f(x)) and that o f 
broadening function, b(x) (Eq. B.13):
A Xjo = ^(Axy/)^ + (ax^)^ ^9- B.13
Which can be not only felt but also proved from the graphic convolution representation as 
shown in right side graphic of Figure B.7: the abscissa o f convoluted function F(x) is along 
the diagonal direction when the original function f(x) and broadening function b(x) are 
placed in orthogonal form, they form a right angle triangle. One basic mathematical law is 
that square of diagonal line length is sum of square of each side, so Eq. B.13 is true.
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Gain of Device I
Gam of Devic J
All gains of device j 
with m-1. m and m+1 
eV gains from device
m+n+ -3 -2 -1 0 +1 +2 +3
Gain of device I * J
X X X X X
XX XX X
X X X X X
0 .33 0 . 0 6 7
0.2
m+n+ -3 -2 -1 0 +1 +2 +3
A = original (or 
true) function
B = broadening 
function
C = observe (or 
final) function
Figure B.7 Indication of broadening effect with help of graphics. Left side: 
convoluting processes when device I and J  connected in series, they have 
gain error of ±1 and ±3  eV. Here, gain o f device I corresponds to f ( x ) ,  
gain of device J the B(x). Each column in f ( x )  (i.e. top bar diagram) is 
melted out into the heaps of B(x) (i.e. medium bar diagram), which results 
in the broadening as shown in bottom bar diagram.
Right side: simplified verification of Eq. B.13. The square in up - left corner 
shows numerical convolution of the process given in the left side, the height 
along Y  axis is gain error of device I (i.e. width of f (x) ) ,  and length along 
X axis is that of device J  (i.e. width of B(x)), the gain error o f their 
convolution is along the diagonal line, so the Eq. B.13 is true from 
Pythagorean proposition.
Distortion effect Distortion, here, implies the variation in y-axis of a function instead of 
that in x-axis. Assume an exponential function with form of Eq. B.14, the convolution 
between two such truncated exponential has different decay constants (Eq. B.15), and it is 
demonstrated in Figure B . 8  (Bracewell R.N., 1976). In which, both functions with sharp 
shapes form a curve with quite smooth shape through the convolution.
E{x) =
(x>0)
(x<0)
Eq. B.14
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aE{oLx) * hE{^x)  = ab J*  E(ax) E ( p x - ^ u )  du  
= ab  E(P%) J ~ E { a u - ^ u )  du
E(oc%-P%) -  1
( p - « )
= E{ax) -  £(P«) 
( P - a )
Eq. B.15
Figure B. 8  Convolution of two truncated exponential. Which shows 
distortion effect, both two raw curves are sharp but their convoluted 
function is quite smooth (Bracewell R.N., 1976).
In summary, the main effects o f convolution shift, broadening and distortion reveal that the 
qualitative variety of final function is happened in both abscissa and ordinate, its qualitative 
changes is not only formed by simple addition or multiplication, it is their combination 
called fold or composition product in some literatures (Lipson and Taylor, 1958).
C: Some aspects related to fundamental curve fitting
Fitting methods Several methods have been developed, they include Unbiased Estimators, 
Consistent Estimators, Maximum Likelihood Estimators, Least Square Estimators, Method 
o f Moments, Method o f Inverse Probability and so on. In which, method of Least Square, 
Maximum likelihood are two most common ones. Method of Maximum Likelihood has been 
proposed and developed by Fisher (1912). The principle of least squares was discovered by 
the German mathematician Carl Friedrich Gauss, who first worded on this topic in 1821,
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his principle represents one o f the first major advances in statistics, and even nowadays it 
is one of the most powerful techniques available in statistic world. The ”TRYFIT' program 
used in the project is based on this principle.
 Y=f(x)
Y"=g(x)
1. CV- ) ; L'CVi) = 0
L (Y ,0 > 0
L (Yp < 0
Figure C.1 Sketch of curve fitting, solid line: simulate data, *: experimental 
spot, x-axis the distance between simulate and experimental data at a point, 
y-axis: loss function instead o f Y";.
Least square method Suppose a curve which is to be fit is Y; =  f(x;) shown with solid line 
in Figure C.1, an simulated curve Y*j =  g(jq) is used to fit the Y„ which is shown with *. To 
compare the two curves. Loss function, L,(Y*j,Yi), is defined to judge the approach 
goodness. The form o f the L;(Y";,Y;) can be just the difference of Y; and Y*,, i.e., LQT;,Y;) 
=  I Y*| -YjL In general, a function can be expressed by using Taylor series if the difference 
between Y*; and Y; is Dj, i.e., D; =  Y*; - Y;, then we have Eq. C.1 .
UY;,Y;I = UY,.Yi)*L'(Y,,Y,)D,* ^  o f
2 !
Eq. C l
= U Y ,.Y ) = 0 Eq. C.2
When Eq. C.2 is satisfied, the first term in Eq. C.l equals zero. Consider the second term, 
L’(Yj,Yi), the loss function, L(Y*i,Y;), will reach the maximum value within Y', 4- 6; if the 
first order derivative of the loss function equal to zero, i.e., L'(Y';,Y;)=0 (Figure C .l), once
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such point is reached, the value of its neighbours within the region 25; must be lower than 
it, so this is the best stage of fitting a curve could reach. A t this stage, Eq. C.1 becomes 
Eq. C.3 (a). The simplest case in Eq. C.3 (a) is to keep the first item only and ignore all 
other high orders items, then Eq. C.3(b) is formed. So minimum of L(Y*;,Y|) is to let D;  ^
minimize, and then sum the loss over the whole region, will result in Eq. C.3(c). Eq. C.3 (c) 
is the  mathematical expression of Least Square Estimation. It is apparent that a "perfect" 
curve fitting ought to be implemented by considering all higher order derivatives of the loss 
function items, however, it will no doubt lead much more intricate computation. According 
to the Gauss* theorem (Jenkins G. M. and Watts D. G., 1969), if the errors are un­
correlated, and have the same mean and the same variance, the optimum estimates of the 
parameters are those values which minimize the sum of squares of the discrepancies 
between the observed values and fitted model.
2 ! (M-1)!
Ê  a '  = Ê  (y; = minimum
Q>)
(C)
Eq. C.3
1 = 1
Fitting functions A  few functions are 
common in mathematics, such as Binomial; 
P o is so n  and  N ega tiv e  B inom ial 
D is tr ib u tio n , E xponen tia l, D ouble 
Exponential, Gaussian (or Normal) and so 
on (Figure C.2). Among these distributions, 
Gaussian, Lorentzian functions and their 
convolution-Voigt function are used in the 
curve fitting. Gaussian function was derived 
from the convolution of uniform 
probability distributions for infinite times in 
previous section. Gaussian distribution 
(Figure C.2 ) appears a bell-shaped curve 
which are symmetric about the mean. The 
width o f the curve is characterized by the 
full-width at half maximum, which is called
05
0.4
03
Double - 
exponentialNegativeexponential
03
0.1 03
0.1
0
0 4 8 12 16 20 ■5 0 +5
Gauss
.4 0 4
Gamma Weibull
Beta
Figure C.2 Two common discrete 
distributions and eight common continue 
distributions.
r. It is defined as the range of x  between the values at which the probability is half its
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maximum value.
0 2 . .
0.1
0-2
I-f
Figure C 3  Lorentzian function f(x,|i,r) versus x-|i compared with Gaussian 
function. y = l  is set in Gaussian curve; and p = l  is used in Lorentzian 
curve.
The Lorentzian distribution is similar to Gaussian distribution in some aspects (Figure C.2), 
its mathematical expression is shown as Eq. C.4 where p is the mean, the full-width at 
half maximum.
______
Eq. C.4
L{x)  =
1 + 4
/  J
The most striking difference between the lorentzian and Gaussian distribution is that the 
former does not diminish to 0  as rapidly as the latter one.
Physical meanings of Gaussian and Lorentzian lineshape in XPS The aim o f this section 
is to try to answer following question: what reasons result in the use o f  Gaussian and 
Lorentzian distributions in cun^e fitting for XPS spectra rather than any others ? Originally, 
Lorentzian distribution was extracted from nuclear physics. For example, the cross section 
of Breit-Wigner resonance (Bevington Philip R., 1969). In the case, damping arises due to 
the possibility of decay. The wave function of a decaying state of mean energy Eo may be 
expressed as Eq. C.5.
rt
ijf^  = ij/oe * e
Eq. C.5
It leads to an exponential decrease of intensity of excitation with a time constant h/P.
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After taking Fourier integral for ijit, we have Eq. C.6 (a) where A(E) is the amplitude of the 
state o f energy E  (Eq. C.6 (b)), then Eq. C.1 is obtained. The absolute value of A(E) square 
(Eq. C.8 ) equals to the cross section of the excitation. Eq. C . 8  can be simplified to Eq. C.4, 
where is the Lorentzian width. Hence the intrinsic peak shape from sample without X- 
ray and analyzer influences should be of Lorentzian lineshape.
- i 2 «Et
tftf = j A ( £ )  e * dE  ( û )
Eq. C . 6
i l x E t
A i E )  = ^ { 7 , e  ‘ d t
2  7T
^ . c . 7r. 
2
^0
2
M (E)|: = 4(£ ) X A{E)' =  =-------   J,
_ fo "  1
( E - E ^ Ÿ  + ^
Gaussian lineshape is used to represent instrument response function, and the phonon 
broadening of the core level (Joyce, Giudice and Weaver, 1989). The first part correspond 
to the instrumental resolution which can be calculated from the performance of the 
electron analyzer and the monochromator. The second part, phonon broadening, 
corresponds to the vibrational response of the host lattice. It is a physical process produce 
further broadening of essentially Gaussian character.
Voigt function This is convolution of Gaussian and Lorentzian functions as expressed in 
Eq. C.9 when x,ykO. From basis of deconvolution, it is known that convolution is involved 
when more than one processes are linked in tandem, and each one has its own probability
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distribution. In XPS or XAES, the emission of photoelectron or Auger electron likely give 
Lorentzian lineshape, and the analyzer gives Gaussian distribution, the final measured peak- 
shape is convolution of the Lorentzian and Gaussian lineshape, because the photoelectron 
or Auger electron emission process and detection by analyzer is connected in tandem. The 
convoluted function is called Voigt function (Figure C.4).
Core le v e l  
photoem issioii 
peak  
distribution
convoluting
Instrum ental 
resolution and 
phonon 
broadening
Electron
distribution
curve
(a)
0.4
02
0
0-4
0
x-v-
(b)
0.4
02
0
+4
(c)
12
0
44
Figure C.4 Convolution of Lorentzian and Gaussian curve to form Voigt 
one. H ere p=0, and o = l .
= — f d t Eq. C.9
^  -« r + ( % - r )
Where x =  (In 2 )^  (E-Eo)/Tg, y =  (In 2)^  ^FiTTc, and E is the abscissa variable, Eo is the
peak centre, and Tl and Fg are the half width of Lorentzian and Gaussian lineshapes.
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D: A synthetic example for understanding factor analysis
Suppose a series measurements are recorded under a identical instrumental conditions, a 
set of spectra like Figure D .l may be obtained when experimental conditions are changed, 
for example, the different reaction / exposure times in gas-metal system. Factor analysis is 
applicable in such case with some approximation. Focus on Figure D .l (A), there is no 
significant changes happened in term o f two peaks ratio although the magnitude is altered 
in the set. While the situation is changed dramatically in Figure D .l(B). According to the 
character of factor stated in factor analysis part o f this chapter, peak 1 and 2 in set (A) 
represent one factor from intuition, but peak 1 and 2 show two factors in set (B). This 
simple example will be used to understand factor analysis principle since the general 
conclusions we already known from inspection.
kilned# llk.
Ik.
Ilk...
ilk,,..
I llllhuu.
UlÜü,
I llllll... ...
Ill'.....
1(A1) 3(A3) 2(A2)
(A)
1(B1) 3(B3) 2(B2)
(B)
Figure D .l Two sets of hypothetical spectra. Only magnitude has been 
changed in set (A); however, both magnitude and ratio of the two peaks for 
each spectrum have been altered in set (B).
Step 1; Rearrangement of original collected data The height of peak 1, 2 and valley 3 
for each spectrum in set (A) and (B) of Figure D .l are measured and listed in Table D .l. 
Obviously, the data of valley 3 are not significant comparing to that of peak 1  and 2 set, 
and therefore only peak 1  and 2  will be investigated in following parts except the last step - 
calculation of loadings of each spectrum in corresponding factors via matrix computation.
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Data of peak 1 and 2 are plotted in Figure D.2 which show lines with positive and negative 
slope from set (A) and (B) respectively. At this stage, it seems that a straight line with 
positive slope stand for one factor, and that with negative slope for two factors. This will 
be proved in next section by using basis o f vector algebra.
Table D.l Height (arbitrary unit) of peak 1 and 2 and valley 3 for each spectrum
in set (A) and (B) of Figure D.l
No. of Height of Peak 1 & 2 and Valley 3 in Set A & B
Spectrum
1(A1) 3(A3) 2(A2) 1(B1) 3(B3) 2(B2)
1 4.20 0 . 0 2 8 . 2 0 0 . 2 1 0.04 2.04
2 3.05 0.04 5.36 0.60 0.03 1.64
3 2.08 0.03 4.96 1.40 0 . 0 2 1.14
4 1 . 2 0 0 . 0 1 3.11 2 . 0 0 0 . 0 1 0.64
5 0.78 0 . 0 1 1.25 2.42 0 . 0 0 0.14
10
8
6
4
2
0
2 .5
2
I
0 .5
0 2 .51.5
(B)
Figure D.2 Plot of data in Table D .l. The abscissa corresponds to column 
of peak 1  and vertical axis to column of peak 2 .
Step 2: Searching relations among the data Consider each pair of data (i.e., values of 
peak 1 and peak 2) in Figure D .l as a two-dimension vector, the angle values o f vectors 
refer to the x-axis in set (A) are much closer than that of set (B). The angles variation for 
vectors of set (A) as seen from Figure D.3 may be caused by measure errors because they 
would be eliminated if the data points happened in the trend line. However, the angles 
variation in set (B) can not be removed by assuming the data points located in their trend 
line. So the angles are a param eter for describing the system. The Table D .l is therefore 
replaced by Table D.2. In fact, the data in Table D.2 is a simply normalized data of
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Table D .l. Furthermore, the angle can refer to the angle between every two vectors, which 
can be calculated through Eq. D .l where the angle a, and are the angle of vector i and 
k  referring to horizontal axis (Figure D.4), Table D.2 is further replaced by Table D.3, 
Table D.4 and Table D.5. The form of these tables are equivalent to the correlation matrix 
in factor analysis if the upper triangle are filled with data using Cos 6 ;^  =  Cos 6 .^ When the 
data is un-normalized, the covariance matrix is formed.
2 5to
2 jO
6 IS
4 IJD
2
0
2 05
10
«
6
4
2
0
(A)
15
05
0 05 2J0
(B)
Figure D 3  The data plotted in above diagram are considered as vectors, 
the angles between each two vectors becomes a important parameter.
Table D.2 Cosine and Sine value of set (A) and (B) for each spectrum
No. of 
Spectrum
1
2
3
4
5
Set (A) Set (B)
Sin a Cos a Sin a Cos a
0.456 0.890 0 . 1 0 2 0.995
0.495 0.869 0.344 0.939
0.387 0.922 0.775 0.631
0.360 0.933 0.952 0.305
0.529 0.848 0.998 0.058
From the knowledge o f trigonometry, an angle is accompanied by four basic operations:
sine, cosine, tangent and cotangent, cosine is used here because (1) it matches to a scalar
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rather than a vector in vector analysis; (2 ) cosine plays a important role in dot production 
which is often used in matrix computation.
Co50-jt = Cos a. Cos + Sin a.Sin Uu =
i • k
i r i  ife'i
Peak Y
+ yf {xfTyf Eq. D .l
Vector k
Vector t
Xi
Figure D.4 Indication o f vector i and k. The relation between O,»; and 
follows to Eq. D .l.
Table D3 Table of correlation specification with a five vectors
Vector 1 2 3 4 5
1 Cos 0 1 1
2 Cos 0 2 1 Cos 0 2 2
3 Cos 0 3 1 Cos 0 3 2 Cos 6 3 3
4 Cos 0 4 1 Cos 0 4 2 Cos 6 4 3 Cos 0 4 4
5 Cos 0 5 1 Cos 0 5 2 Cos 6 5 3 Cos 0 5 4 Cos 0 5 5
In Table D.3, the five spectra from Table D .l, also called vectors, are represented with 
Cosine values between each two vectors. The number of subscription stands for the vector 
number, for instance, 8 3 2  means angle between the 3rd vector and the 4th one.
From data of Table D.4 and Table D.5, we see that the cosine values between each two 
vectors in set (A) are much more close than that in set (B) as expected. By recalling plane 
geometry, if three vectors Vj, V 2  and V 3  are intersected, one of following equations should
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be true: — 612 +  S23 ^13 — ^12 ~ ^23- This provides initial clue to start next step.
Table D.4 Cosine value from each two spectra values (i.e. peak 1 and 2) in set (A) 
using operation formula of Table D.3
Vector 1  2 3 4 5
1 1 . 0 0 0  (0 “)
2 0.999 (3°) 1.000 (O'*)
3 0.997 (4°) 0.993 (7") 1 . 0 0 0  (0 ®)
4 0.994 (6 *) 0.989 (9°) 1 . 0 0 0  (2 ®) 1 . 0 0 0  (0 ®)
5 0.996 (5°) 0.999 (2*) 0.987 (9®) 0.982 (11®) 1 . 0 0 0  (0 ®)
Table D.5 Cosine value from each two spectra values (i.e. peak 1 and 2) in set (B) 
using operation formula of Table D.3
Vector 1  2 3 4 5
1 1 . 0 0 0  (0 °)
2 0.967 (14®) 1.000 (0°)
3 0.686 (45®) 0.848 (31®) 1 . 0 0 0  (0 ®)
4 0.395 (6 6 ®) 0.616 (52®) 0.939 (21®) 1 . 0 0 0  (0 ®)
5 0.160 (81®) 0.405 (67®) 0.827 (36®) 0.970 (14®) 1 . 0 0 0  (0 ®)
Step 3: Determining the number of factors Examine the Table D.4, most angles between 
relevant two vectors are compatible to the vectors ling in a plane, e.g..
so
6° - 4 ° =  7°,
®41 “ 6 3 1  “  ®43»
5° + 4° = 9°,
®51 ■ 831 ~  ®53>
5° +  6° =  11°
Q5 I - 6 4 1  — 054
some other angles related to vector 2  do not result in that the corresponding vectors are 
in one plane, which is likely due to statistical error. Through examining the data in 
Table D.5, most angles are congruous except the angle 6 5 4  when present them in a two- 
dimension space (Figure D.5).
Recalling principles of vector algebra, one inference is that any vector in a plane can be
expressed by combination of two basic orthogonal vectors in the plane (two-dimension
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space). This means all five vectors in set (A) and (B) can be expressed by two proper 
orthogonal vectors. In other word, the factors contained in set (A) or (B) are equal or less 
than 2. In fact, the factor number of set (A) is 1 because they practically satisfy 8;j =  8;^  
where i, j, k =  1,2,...,5. In matrix algebra, this means the rank of the 5x5 correlation matrix 
is 1 and 2 in set (A) and (B) respectively, i.e., only 1 and 2 independent vectors are needed 
to account for all the interrelationships in set (A) and (B).
Set (A)
Set(B)
36
52
31
(66,
AS
Figure D.5 Graphics of data system (A) and (B) in form o f vectors, the 
number at the end of each lines are the number of vectors namely the 
spectrum, the value between lines are angles.
factor 2
actor 1
(1)
facto r 1factor 2
3 1  \
1 factor 2
fa c to r  1
Figure D.6 Geometrical location of three basis which are used to present 
data set (B) in Table D .l. The 1st one use spectrum 1 and 5 as two factors; 
the 2nd one use peak 1 and 2 as factors; the 3rd one is arbitrary one.
Step 4: Selecting proper factors from available factors As two intersecting straight lines
can expand a two-dimension space, and any other lines in the same space can be expressed
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by the linear composition of two lines, the selection of reasonable or meaningful factor set 
becomes necessary. Figure D.6 shows three coordinates of different two un-parallel vectors 
to express the vectors of set (B) of Figure D.5.
Consequently, the loadings of a vectors or spectra on each coordinate can be calculated by 
projection the loadings on each factors, for example, vector 1 (i.e., spectrum 1) in 
coordinate (1) is represented by =  1.000 F  ^ +  0.000 Fj*, the same spectrum in coordinate 
(2) is Si =  0.995 Fi +  0.102 Fj*, and becomes as Si =  0.995 Fi 4- 0.102 Fg in coordinate (3). 
In above three equations, Fi and Fj stand for factor 1 and 2 respectively, the decimal values 
are the loadings. In  general, the loadings of spectrum i, S;, on factor Fi and Fj can be 
expressed by Eq. D.2.
„  C O S0 .Ffj = c o s a  sma
sine 12
sm a 
sinO
Eq. D.2
Figure D.7 A  schematic diagram of the ith vector (or say spectrum i).
These come from Figure D.7 and deductions in Eq. D.3
S, = + 4
sf = Fn +F&+2f;, Fg cos ( 180° -  6) 
= - 2  F,i cos e = 1 Eq. D.3
4  = S, -
4  = + Fn  -2  Sjpf, cos a = I * f f j  -  2 Fjj cos a
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Fy-2FyCOsa + Cos^a W e  ...R ,= co sa ± ^ 2 !â sin a
sm% smB
Eq. D.4
- , COS0 . «/ COS0V: 1 +(cosa +----- sma) -  2 (cosa + —— )cosa
sin0 SÜ10
. p  = SEE Eq. D.5 
■ sin0
According to Eq. D.2, the loadings of each spectrum on the three coordinates have been 
calculated as shown as Table D.6 and Figure D.8.
Table D.6 Loading of the five spectra on factor 1 and 2 in three coordinates of
Figure D.6
Spectrum in coordinate (1) in coordinate (2) in coordinate (3)
Factor 1 Factor 2 Factor 1 Factor 2 Factor 1 Factor 2
1 1.000 0.000 0.995 0.102 0.707 -0.707
2 0.930 0.249 0.939 0.344 0.859 -0.512
3 0.596 0.716 0.631 0.775 1.000 -0.001
4 0.256 0.928 0.305 0.952 0.931 0.365
5 0.002 0.999 0.057 0.998 0.811 0.585
Although the three sets data in Table D.6 and Figure D.8 under the three coordinates are 
mathematically equivalent to represent the entire vectors, one o f them may be more 
reasonable in physics or chemistry than the other two. First, coordinate (3) is unreasonable 
because part of loadings with negative values which is not realistic. Second, the coordinate 
(1) is not orthogonal one, which should be avoided. Third, the coordinate (2) is orthogonal 
and provide reasonable loadings, so coordinate (2) is the best one in these three. Same 
process exists in factor analysis. The coordinates satisfied by mathematician is called abstract 
factors, the searching process of such factors and computation of corresponding loadings 
is given in step 5 and 6. The selection of coordinates satisfied by physicists and chemists is 
in step 7.
Step 5: Extracting abstract factors and computing loadings In order to find a abstract 
factors in the example by factor analysis, data of set (B) in Table D .l is used to form a data
142 Chapter 4: Relevant Data Analysis Methods
matrix [D] with five rows and three columns (Eq. D.6 ), covariance matrix [Z] with three 
rows and three columns (Eq. D.7), and correlation matrix (Eq. D.8 ).
[D] =
'0.21 0.04 2.04 ' 0.060 0.730 0.696'
0.60 0.03 1.64 0.172 0.548 0.560
1.40 0.02 1.14 -  Normalyzing-* [ D \  = 0.400 0.365 0.389
2.00 0.01 0.64 0.572 0.183 0.218
,2.42 0.00 0.14 , ,0.692 0.000 0.048,
Eq. D . 6
[g=[D]'[D]
f0.21 0.60 1.40 2.00 2.421
0.04 0.03 0.02 0.01 0.00
(2.04 1.64 1.14 0.64 0.14
0.21 0.04 2.04
0.60 0.03 1.64
1.40 0.02 1.14
2.00 0.01 0.64
2.42 0.00 0.14 ;
' 12.221 0.074 4.6271
0.074 0.003 0.160 
, 4.627 0.160 8.580}
Eq. D.7
[Z]„= [DtlD]^
'0.060 0.730 0.696'
0.060 0.172 0.400 0.572 0.692' 0.172 0.548 0.560 '1.000 0.389 0.452'
= 0.730 0.548 0.365 0.183 0.000 0.400 0.365 0.389 = 0.389 1.000 0.997
,0.696 0.560 0.389 0218 0.048, 0.572 0.183 0.218 ,0.452 0.997 1.000,
, 0.692 0.000 0.048,
Eq. D . 8
1.000 0.389 0.452 
0.389 1.000 0.997
(1.000 0.389 0.452 
0.389 1.000 0.997
0.577' 1.063' 0.474'
0.577 = 1.378 = 2242 0.614
,0.577, ,1.414, ,0.631,
\ '0.429' '0.962' 0.429'
0.635 = 1.444 = 2275 0.635
/ ,0.647; ,1.471; ,0.647,
Eq. D.9
Eq. D.IO
••[Z]„ V(S) = 2.275 F(9) ••• = X, V, Eq. D .l l
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[/?],= [2]«-
1.000 0.389 0.452' 0.429' ' 0.593 -0222 -0.170'
0.389 1.000 0.997 -2275 0.635 (0.429 0.635 0.647) = -0.222 0.083 0.064
,0.452 0.997 1.000, ,0.647, ,-0.170 0.064 0.049 ,
Eq. D.12
Based on linear algebra theory, there is a set eigenvalues and eigenvectors corresponding 
to a matrix. Applying the principle to the example, one of solution for determining the 
factor can use the set o f eigenvectors as factors (or say coordinates). The factors found in 
this way is called abstract factors because it results from pure mathematical computation. 
To get the eigenvalues and eigenvectors, one method called iterative method (Malinowski 
E. R., 1980) is used, the details are listed below.
2J0 0.999
1.928
18 •
1.716
16 ■
12 -
0.953
IS ■ 0.776
m 14 ■Î -■
I  ■
0344
0J03 0 0 5 f
1 IJOOO
0931
0.707
0.4 -
0365
45.4 -
No. of Spectrum
Figure D . 8  Weight diagrams of set (B) data under three coordinates shown 
in Figure D.6 .
1 . Set a guessed vector Vj with five elements arranged in a column, each element has 
value 0.577 because the length of the vector equals 1. The correlation matrix [Z]„
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in equation Eq. D . 6  is post-multiply by vector V„ which forms vector Vj in right 
side of equation Eq. D.9, where coefficient 2.242 is the length of Vj.
2. Repeat step 1 by using the new column vector to post-multiply correlation matrix 
[Z]„. Finally, it is found that the vectors V (8 ) and V(9) in both side of the equation 
Eq. D.IO are unchanged at the 9th time. Such a column vector is known as the 
eigenvector in linear algebra, and the coefficient 2.275 is eigenvalue they are 
satisfied the equation Eq. D .l l .  So the first factor resulting from eigenvector has 
been determined.
3. For calculating the second factor, the first residual matrix [R]i is formed by
subtracting from [Z]„ (Eq. D.12), where V / is the transposition o f V .^
Follow the same procedure of extracting the first eigenvalue and eigenvector, the 
second eigenvalue and eigenvector are obtained after three times iterations as 
Eq. D.13
4 . Consequently, the second residual matrix [R], can deduced by employing the same 
method as step 3, and which is shown in Eq. D.14. This residual matrix is near to 
zero, it will lead to zero of denominator when further iteration is carried out on 
[R],, which means the small finite values are due to the error in raw measurements.
From the computation, two and only two factors is resulted again in set (B) through the 
geometrical approach path.
' 0.593 -0.222 -0.170^ ' 0.905 ' ' 0.905 '
-0.222 0.083 0.064 -0.339 = 0.725 -0.339
,-0.170 0.064 0.049, ,-0.259, -0.259,
= Eq. D.13
' 0.000 0.000 0.000 1 
0.000 0.001 - 0.001
,0.000 -0.001 0.001
Eq. D.14
To understand the meaning of the two factors Vj and in visual manner and therefore 
understand concepts of eigenvalue and eigenvector, let’s consider the form of Vj and V 2  in 
Eq. D.9 and Eq. D.13, the fth element of Vj is the non-perpendicular projection of Vj on 
spectrum (or vector) z. For example, the first element of V ,^ 0.377 is the non-perpendicular 
projection of on spectrum 1, and 0.454 is the corresponding part on spectrum 2, as 
shown as Figure D.9. Afterwards, the geometrical presentation of factor 2 can be drawn in 
same way as factor 1 .
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Figure D.9 (1): Graphic form o f the primary eigenvector according to 
eigenvalue equation (Eq. D.IO). (2): The first two primary factors 
determined from solving eigenvectors of corresponding covariance matrix.
Step 6 : Calculating loadings of spectra on the factors As the primary abstract factors have 
been got in previous steps, the distribution, [W], of a set spectra on the factors will be 
computed from [W] =  [Z]„ [V]'\ where [V] is factor matrix which contains row factor Vj 
and V, (Eq. D.15), [W] is weight matrix, or called row matrix or loading matrix. From 
Eq. D.16, it is proved that the [V]i and [Vjj are orthonormal, so [V]'  ^ =  [V]’, then the 
weights of each spectrum on the two factors can be obtained from Eq. D.17.
[F ] ,  = (0.429 0.635 0.647)
[ V \  = (0.905 -0.339 -0.259)
'0.429 0 .9 0 5 '
m '  = 0.635 -0.339
,0.647 -0.259,
Eq. D.15
[ F ] i [F ]2=  (0.429 0.635 0.647)
/  0.905
-0.339
( -0.259 } 
 ^0.429 ^
=  - 0.00001 =  0.0000
M l  [F ] (= (0.429 0.635 0.647) 0.635 =  1.0000
10.647)
‘ 0.905 )
[F ]2 [F ]2 =  (0.905 -0.339 -0.259) -0.339 
I -0.259 )
=  1.0000
Eq. D.16
146 Chapter 4: Relevant. Data Analysis Methods
0.060 0.730 0.696' 0.939 -0.373'
0.172 0.548 0.560 0.429 0.905' 0.782 -0.175
0.400 0.365 0.389 0.635 -0.339 = 0.653 0.138
0.572 0.183 0.218 ,0.647 -0.259, 0.499 0.399
,0.692 0 . 0 0 0 0.048, ,0.324 0.614,
Eq. D.17
Now, look at Figure D.IO (1), the first two data of weight curve for factor 2 fall into 
negative region. This is un-acceptable in physical and chemical sense, which results in the 
next step.
Factor 20.939
0.782
Factor 20:653
0.499 Oj614
(0 0.4 0324
Factor 1
1.138
-0.4
No. of Spectrum
I j O - -  
0 4 - -  
0 j6 -
0x4=- 
Oi-
- 02 - 
-OX —  
-0 4 — —
5
- e
OlX
3
Factor
10
( 1) (2)
Figure D.IO (1): Each spectrum weight of Figure D .l on abstract factors 
Vi and Vj. (2): Same as (1), but the factors are axes. The number on the 
spot stands for the corresponded spectrum.
Step 7: Finding meaningful factors So far, there are four kinds o f coordinates which can 
play the role of factors, first three are shown in Figure D . 6  with some basic consideration, 
the fourth one is just calculated in above step, which is eigenvectors calculated from matrix 
algebra. The eigenvectors are not acceptable because part of loadings are of negative. In 
fact the real factors need some independent standards as reference, which is associated with 
target transformation in factor analysis.
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5.1 Experimental and measurement in ESCA II
The XPS spectra, including X-ray induced Auger electron spectra (XAES), were recorded 
at intervals in the exposure of cleaned copper samples to different levels o f odorant and 
HjS in CH 4  as the carrying gas. The outline of the procedures is given in Fig. 5.1.1. O ne 
of the main features in the experiment is the direct transfer from exposure to analysis with 
the surface sensitive technique, XPS. In fact, the gas exposure facility was built within the 
preparation chamber o f analysis equipm ent Direct transfer is essential to prevent re- 
oxidation of the sulphide surface.
Reaction
Chamber
*-i
.4 1 .
Specimen
J Direct
Transformation 
of specimen
r  X ray 
source
]|^ hotoeIedtroii 
: . 'detector' , i
Vacuum System
Gaslmolecules
Fig. 5.1.1 Schematic illustration of the outline for the in-situ gas exposures 
and measurement. In fact, they are carried out in same facility.
5.1.1 In-situ gas exposure experiments
As contamination and oxidation of copper will occur in air, the experiments have been
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designed to be carried out in-situ, and consequently several measures became essential. 
Firstly, the sample must be not be exposed to air before exposure to the test gas; secondly, 
there must be no leakage through the joints in the pipe-work and valves, thirdly, the sample 
must be not exposed to air during transportation from reaction cell to the analysis chamber. 
Moreover, as the XPS is operated in UHV system, the difference of pressure between the 
inside and outside of the chamber increases the difficulties of making a good seal.
J J
• (
Fig. 5.1.2 Photograph of ESCA II X-ray photoelectron spectroscopy.
Analysis facility in-situ The modified instrument based on ESCA II (VG Vacuum 
Generator Ltd.) (Fig. 5.1.2) was built up by Castle (1987)(Fig. 5.1.4) and dedicated to the 
project. In this instrument, the preparation chamber has been modified to accept the flow 
of gas from cylinders, so it plays the role of a reaction chamber during the exposure. A fter 
a given time exposure, the gas in the chamber is pumped out and the sample can be 
transferred to the analysis chamber without exposing it to air, as shown in Fig. 5.1.3. An 
argon (Ar"^) gun is fitted in the preparation chamber for argon ion bombardment. The 
argon ions are accelerated and focused on the sample (Fig. 5.1.4), giving a sputtering spot 
diameter of about 5 m m l The argon gun operates with a continuous flow of high purity 
argon which is passed through a titanium powder furnace set at about 500 °C to adsorb 
residual oxygen and water vapour. The etching parameters are: 4 kV beam potential; 2 mA 
discharge or tube current; about 10 pA landing current and pressure of 10"^  torr during 
etching. The etching rate is about 5 nm/minute according to previous calibration ( Parvizi 
M.S. et al., 1987).
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Fig. 5.13 Schematic presentation of modified ESCA II.
Fig. 5.1.4 Modified part for in-situ reaction. It includes gas supply (not in 
the photo), joint board and reaction cell (preparation chamber).
The X-ray source is Al(Ka J ,  derived from a water - cooled anode bombarded with "high” 
energy electrons. The maximum power dissipation is 500 W when the bombardment current 
of is 50 mA and the accelerating potential is 10 kV. The kinetic energies of ejected
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electrons are measured by a hemispherical energy analyzer and retarding grids, their 
electron signal is determined by the output from a channeltron detector. A data system, 
(V.G. 3040 running on DEC computer PDP 8 E) is linked to the ESCA II. The measured 
spectra are recorded on magnetic tape in the computer (Fig. 5.1.5). The spectra are 
displayed on a terminal. The data system has functions of digital smoothing, 
addition/substraction of spectra, background suppression, normalization of spectra, and 
presentation of derivative and integral curves. In addition this data system provides a sub­
package for peak deconvolution and curve fitting to separate overlapped peaks.
- M 1
•i
L T : ^  '
©ooo
Fig. 5.1.5 PDP 8 E  computer with V.G. data system 3040.
Sample preparation The standard 
sample holder for ESCA II, shown in 
Fig. 5.1.6, was manufactured out of 
the test copper itself, so as to provide 
samples which could be fitted with a 
minimum of handling and which were 
free of the organic contamination 
normally associated with the mounting 
adhesive or tape. The commercial 
pure copper sheets were provided by 
British Gas (Watson House, Research 
Station, London). It was cold rolled to
X-ray
Test sample
Fig. 5 .1 . 6  Standard sample shape for ESCA 
II.
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reduce the thickness from 1 mm thick to 0.85 mm. A die was used for punching copper 
sheet to give the shape which is needed, and then the standard samples have been obtained 
by bending the blank to an angle of 110°. These samples were dry-ground with 600 grade 
emery paper followed by a blast of oxygen-free-nitrogen to remove any deposits. Before the 
first XPS analysis, the copper sample was etched by argon ion bombardment for sufficient 
time to ensure the surface was almost free from any oxide or contamination. This was 
verified by XPS and if acceptable the analysis was taken as time zero in the experimental 
run; if unacceptable, the ion etch sequence was continued.
Gas supply and exposure Four cylinders, containing Research Grade Methane, 
M ethane+HjS (vpm). M ethane+ Odorant, M ethane4-0; (vpm) were located in the gas 
cupboard: three could be on-line at any time. They were connected by stainless steel pipes 
to the preparation chamber via a flowmeter. The flowmeters were calibrated to take a gas 
flow range between 3.3 - 6 6 . 6  ml/min.
PHOTO ELECTRON
c h a m b e r
SOURCE
VENT
VI
V IG 2 0
V «
V 20
/ \ VS
V7 V2! Via
VII
T 1 7
V13
AV2V3
RTI TRAP
Fig. 5.1.7 Vacuum system layout of modified ESCA II (Castle I.E. and et 
al., 1987).
The vacuum / gas system layout is shown in Fig. 5.1.7. In this diagram the following 
components are indicated: V I the analyzer chamber baffle valve; V2 the valve to the 
backing line of the main pumping system; V3 the ED330 isolation solenoid valve; V4 air 
admittance to the analyzer (open source by-pass); V5 the valve for roughing the analyzer;
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V 6  the analyzer/preparation chamber isolation valve; V7 the X-ray source isolation valve; 
V ll ,  used to pump out the dead-space in the gas line; V12 the valve for pumping the 
sample chamber; V13, for roughing the gas line; V17, the gas admission needle valves; V19 
air admittance to the sample chamber; V20 source by - pass; V21 rough pump X-ray source; 
R l, R2 the test gas sampling and venting valves.
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need next 
period of exposure 
to the gases
Evaluating the data.
Preparation of test spedman
Pump off the gases and move the sample 
into analysis chamber for XPS analysis.
Do XPS analysis including survey and 
narrow scanning for Cu, C. S. 0 .
Spectrum analysis;
1. intuitive analysis
2. Deconvolution analysis.
3. Curve fitting analysis.
Etching speciman using Argon gun 
for clean the speciman surface
Transfer speciman to preparation chamber 
for next period of exposure to gases.
Exposing the spedman expose to the 
desired gases in preparation chamber for a 
certain time according to schedule.
Fig. 5.1.8 Operation programme of the gas - copper reaction and 
consequent XPS analysis.
The following procedures were carried out for the exposure of copper samples to the test 
gas: First, valves of V^, Vj,, V ,^ Rj, R, were closed. All the cylinders were closed. The 
cylinder and regulator of the required gas were opened in sequence. The pressures for all 
gases were kept to a maximum pressure of 2 bars. The gas flow was started by opening valves 
17, 1 1 , and R l and allowed to continue for 3 minutes, venting it to waste through R l
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before it entered the preparation chamber. During this period the gas flow was adjusted to 
a rate of 42 ml/minute which was used when the experiment was in progress and valve R l 
then closed, arresting the flow. Finally the Vjç valve was slowly opened and the sample was 
exposed to the gas from this moment. It took about 63 minutes to fill the preparation 
chamber to atmospheric pressure at the flow rate of 42 ml/minute.
Second, the ’Exhaust’ valve, R2, was opened some time after the gas had filled the 
chamber. The exhaust was fitted with a bubbler which gave a visible sign that the pressure 
in the chamber exceeded atmospheric pressure. The gas flow was interrupted at different 
intervals of times by closing the exhaust valve, R^, and flowmeter respectively. Third, the 
spectrometer was pumped down until about 10 ’ torr, and the XPS analysis were carried out 
after transfer the sample from preparation chamber to analysis chamber. Fourth, mixed 
gases were prepared using the manifold shown in figure 5.1.3., the individual gas flows being 
established using the valves on the flowmeters.
Operation programme The exposure to the test gas and the XPS analyses were carried 
out sequentially throughout the run, as shown in Figure 5.1.8. The programme for each set 
of experiments, corresponding to a given mixed gas, was drawn up in discussion with the 
sponsors, and is given in Table 5.1.1.
Table 5.1.1 Gas composition and exposure time of each run
Group I Exposure Odor. HjS O2 H2O* MRG Operator
Run Time
(hour) (dose) (vpm) (vpm) (vpm) (%)
88-1 0-1665 (1) S.M.P
88-lA 0-330 Bal. S.M.P
88-2 0-262.5 1 Bal. S.M.P
88-7 0-7245 2 Bal. S.M.P
88-7A 0-308 0.5 Bal. S.M.P
88-7B 0-554 0.5 Bal. S.M.P
91-7 0-115 1.6 Bal. H.Y
88-4 0-605 1 0.5 Bal. S.M.P
88-3 0-478.5 1 1 Bal. S.M.P
6(R) 0-279 1 5 Bal. H.Y
6(RR) 0-205 1 5 Bal. H.Y
6A 0-260 1 5 Bal. H.Y & S.M.P
1 0-210.5 1 15 Bal. S.M.P
5 0-283 2/3 2.4/3 10/3 Bal. S.M.P
5(R) 0-76 2/3 1.6/3 10/3 Bal. H.Y
3 0-259 1 1 15 Bal. S.M.P
7 0-95.5 2/3 2.4/3 10/3 15 Bal. S.M.P
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(Continued)
Group 11^ Exposure Odor. HjS H2O* MRG Operator
Run Time
(hour) (dose) (vpm) (vpm) (%)
lOA 0-302 1 1 Bal. H.Y
lOB 0-396 1 1 15 Bal. H.Y
IOC 0-70 1 1 15 Bal. H.Y
Group in Exposure DS TBM EM H2S O2 MRG Cjpasfir
Run Time
(hour) (vpm) (vpm) (vpm) Jvpm) (vpm) (%)
11 0-246 6 Bal. H.Y
12 0-246 1.8 Bal. H.Y
13 0-230 03 Bal. H.Y
14 0-202 1.8/3 2.4/3 10/3 Bal. H.Y
15 0-136 6/3 2.4/3 1.6/3 Bal. H.Y
15(R) 0-95 6/3 2.4/3 1.6/3 Bal. H.Y
Group IV^ Exposure Odor. H,S H2O* MRG Operator
Run Time
(hour) (dose) (vpm) (vpm) (%)
9A 0-270 1 1 Bal. MSR&H.Y
9B 0-250 1 1 Bal. MSP&HY
9C 0-223.5 1 1 Bal. MSP&HY
9D 0-178.5 1 1 Bal. MSP&HY
9E 0-249 1 1 Bal. MSP&HY
Note’. In Run 88-1 (1) means that natural gas is used; Odor, is short form of Odorant; * means non-condensing; 
#  stands for the inhibited copper sample used.
5.1.2 XPS analysis and spectra representation (Group I and III)
The results o f XPS/XAES analysis are rearranged according the gas components 
(Fig. 5.1.9(A)). The S2p, Cls, O ls  and Cu2p spectra of each run are displayed in Fig. 5.1.10 
to Fig. 5.1.17 respectively, each of them was denoted with a specific number as used in 
Table 5.1.1. Some typical and successful ones shown in Fig. 5.1.9(B) are to be analyzed 
further. In this section, comments are made on the spectra drawing out key points for the 
later discussions.
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Fig. 5.1.9 Schematic graph showing the relation between each run with 
various gases. (A): all relevant runs with HjS, O; and odorant. (B): Runs for 
further analysis.
Group I (Exposure gas contains Og H 2 S, O dorant or their combination)
Gas: methane (Run 8 8 -lA) After in-situ exposure to methane, no sulphur was found in 
XPS spectra. Carbon exists throughout the period of exposure time, part o f it came from 
contamination, and adsorption of methane is likely. The oxygen peaks are displayed as 
oj^gen Is spectra, their intensity ratio changes with exposure time (Fig. 5.1.10).
Gas: H 2 S[ 0 .5 vpm] (Run 88-7B) S2p signal becomes significant in Fig. 5.1.11 the
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exposure to HjS. Meanwhile, the O ls  peak montage provides abundant variation 
(Fig. 5.1.11), a further check is needed.
Gas: H jSPvpm ] (Run 88-7) The C ls peak positions have shifted to higher BE about 7 
eV  from normal position of 285 eV (Fig. 5.1.12). This could be due to either positive 
charge of the surface, or the instrument calibration since the spectra before gas exposure 
were not recorded on the computer. The C ls peak has been slightly shifted to low BE as 
function of etching time at the end o f the exposure, which may result from reduction o f C- 
C o r C-H groups and the increasing o f the carbon peak associated with copper atoms such 
as C-Cu. Meanwhile, the Sulphur 2p and Oxygen Is spectra appearances during the etching 
time indicate the sulphide layer is not continuous because they both decreased and 
disappeared at almost same etching stages.
Gas: Odor.[ldose] (Run 8 8 -2 ) The weak sulphur signal reflects that sulphur in the 
organic sulphur compound has less reaction ability. A small mount of oxygen is recorded 
in the run although no oxygen is contained in the gases (Fig. 5.1.13).
Gas: H ^[0.5vpm ] +O dor.[ldose] (Run 88-4) The S2p peak (163 eV) at 605 hour o f 
exposure time shows a shoulder at about 165 eV. It may be caused by the presence of 
CuSH as its S2p peak is at 163 eV whereas the corresponding sulphide peak is at 162 eV  
(Fig. 5.1.14).
Gas: H 2 S[ 1 .0 vpm] +O dor.[ldose] (Run 88-3) Relative high sulphur and oxygen are 
shown in the run. The O ls peaks become stable after 50 hour exposure (Fig. 5.1.15). Again, 
the varied intensity ratios of the chemical species in the oxygen Is spectra shows that the 
oxide is formed at the initial exposure time (before 30 hours exposure).
Gas: OgfS.Ovpm] -f-Odor.[Idose] (Run 6 ) The signals in S2p spectra are believed to be 
due to noise alone. Unlike above runs, the oxygen peak in this run is shifted to left hand 
side as expected (Fig. 5.1.16).
Gas: OzES^vpm] + H 2 S[ 0 .8 vpm] +O dor.[ldose] (Run 5) This run shows the highest 
sulphur signal among the all runs shown in above figures. The colour of copper surface was 
changed to dark red at end of exposure time (Parvizi, 1988), this means that a quite thick 
reaction layer had formed. In addition, the oxygen peak is not as high as expected although
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it is a component o f the gas (Fig. 5.1.17).
Gas: HjS [1 vpm] +  [ 5  vpm] (Run 6 A) The XPS spectra in this run are similar to
that of run 5 although odorant was not included in the exposure gas. The oxide peak 
vanished at about 60 hour exposure time instead of after 16 hour as in run 5.
Gas: H^SEl.ô vpm] (Run 91-7) The O ls signal of this run shows there to be no oxide 
formation at exposure period of 40 hours (Fig. 5.1.19). This results from careful attention 
to the transmission of the gas through the pipeline and the exposure cell (i.e., exposure 
chamber) with positive pressure being presented still at the end o f gas exposure system, 
checked with an inserted balloon.
Group III (Exposure gas contains DS, TBM, EM, HjS or their combination)
Gas: Diethyl sulphide (DS) [6 vpm] (Run 11) Sulphur signal in S2p spectra seems has two 
overlapped peaks at end o f the exposure. Oxygen spectra show weak signals, and are varied 
from low to high binding energy (Fig. 5.1.20).
Gas: Tertiary butyl m ercaptan (TBM) [l.Svpm] (Run 12) Clear S2p signals (Fig. 5.1.21) 
are recorded although the concentration of TBM is l.Svpm and that of DS in Run 11 is 
6 vpm.
Gas: Ethyl m ercaptan (EM) [03vpm] (Run 13) The peak shown at about 164 eV  at 
exposure time of 6 6  hour seems to belong to copper sulphate. In addition, C ls  peak clearly 
shifts to higher binding energy (Fig. 5.1.22).
Gas: TBM[1.8/3vpm] +H,S[2/3vpm] + O 2 [1 0 /3 vpm] (Run 14) The peak on left hand 
side in O ls spectra remains the dominant peak throughout the run (Fig. 5.1.23). The 
increase of sulphur can be recognized in S2p spectra.
Gas: DS[6/3vpm] +Il2S[2/3vpm ] +0,[1 .6/3vpm ] (Run 15) The signal o f this run
becomes quite low from 89 hours exposure (Fig. 5.1.24), which may be associated w ith
measurement difficulties.
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S2p
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Ols Cu2p
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(hr.)
Fig. 5.1.10 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run in which methane is exposure gas (run 88 -lA ).
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S2p
C ls
O ls
Cu2p
Fig. 5.1.11 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 0.5 vpm HjS plus methane (run 88-7b).
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S2p
Cls
Ols
Cu2p
«■
Fig. 5.1.12 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 2.0 vpm H,S plus methane (run 88-7).
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S2p
Ols
Cls
Cu2p
Fig. 5.1.13 S2p, Cls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 1 dose Odorant plus methane (run 88-2).
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S2p
. 233.5
CISMS-
26.5
S2TK 2
Ols
233.5
26.5
S27 s a  S3t S33 S3S S37 S39 S'<1
Cu2p
Fig. 5.1.14 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 0.5 vpm HiS, 1 dose Odorant plus methane (run 88-4).
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S2p
»cB « C  te<  I Œ  i a  1TB m  i -m
Cls
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Cu2p
Fig. 5.1.15 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 1.0 vpm H 2S, 1 dose Odorant plus methane (run 88-3).
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- S '
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Fig. 5.1.16 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 5.0 vpm O j, 1 dose Odorant plus methane (run 6).
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Fig. 5.1.17 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 0.8 vpm H>S, 3.33 vpm Oj, 2/3 dose odorant plus methane
(run 5).
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Fig. 5.1.18 S2p, C ls, O ls  and Cu2p narrow scanning XPS spectra o f the
run containing 1.0 vpm H^S and 5.0 vpm O, plus methane (run 6A).
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r r
f
Fig. 5.1.19 S2p, C ls, O ls  and Cu2p XPS spectra o f the run containing 1.6
vpm HiS plus methane (run 91-7).
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- S '
- S ' ,
-S'
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-S'
Fig. 5.1.20 S2p, C ls, O ls  and Cu2p XPS spectra o f the run containing
6vpm diethyl sulphide (DS) plus methane (run 11).
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Fig. 5.1.21 S2p, C ls, O ls  and Cu2p XPS spectra o f the run containing
l.Svpm T B M  plus methane (run 12).
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Fig. 5.1.22 S2p, C ls, O ls  and Cu2p XPS spectra o f the run containing
0.3vpm E M  plus methane (run 13).
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Fig. 5.1.23 S2p, C ls, O ls  and Cu2p XPS spectra o f the run containing
1.8/3vpm T B M , 2/3vpm HjS, 10/3 O, plus methane (run  14).
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Fig. 5.1.24 S2p, C ls, O ls  and Cu2p XPS spectra o f the run containing
6/3vpm DS, 2/3vpm H^S, 1.6/3vpm O ; plus methane (run 15).
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Cii(LW ) Auger spectra of the runs Some representative C u (L W ) Auger spectra of 
above runs (Fig. 5.1.9 (B)) are presented in this section. In the montage of spectra shown 
in the previous figures, oxidation and sulphidation of the copper surface have been deduced 
from the S2p and O ls  spectra separately. The C u(L W ) seems able to show such status 
variation within one spectra set as shown in Fig. 5.1.25 and Fig. 5.1.26 together with 
standard spectra cited from literature (Chawla S.K., 1992).
tu t  4«*?8 0 » (UW45MO KC («V) t«« W 3 O# <UW45U4S} KC (<V)
<t3M45U«> Kt (<V)
lONcnc CMcncY.
126
[ - »■ I I I I I I I
Fig. 5.1.25 Montages of C u (L W ) Auger spectra of Run 88-2, 88-7B, 88-3, 
5 and 6 . The lower right is the C u (L W ) spectra cited from Chawla’ paper 
(Chawla S.K., 1992).
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m
"i*
Fig. 5.1.26 Montages of C u (L W ) Auger spectra of Run 11,12,13,14 and 
15. The C u (L W ) spectra o f Run 6 A (1 vpm H^S + 5 vpm O,) are in down 
right corner.
The L W  (or LMM) Auger transition shown here is the Auger transition. The
spectrum contains three close transitions, L 3 M 4 5M 4 5 , L 3M4 5M 4 5  and L 3M 4 5M 4 5  (Fig. 5.1.27 (A)) 
which are divided into even more transitions by L-S coupling (Table 5.1.2). On the other 
hand, there are two possible configurations corresponding to how many electrons are
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located on the 3d orbit for copper, which results in Lj3d® and L,3d^ branches for each L W  
transition (Fig. 5.1.27 (B)). Such complicate spectra give us opportunity to use some "more 
complicate" analysis weapons, e.g., deconvolution, curve fitting and factor analysis, to 
simplify them.
L3M4M4 L3M4M5 L3M5W5
1 MS 0=5/2) 
"'“ M4(i=3/2)
M(n=3)/ PW
0^=3/2)
~M2'0=V2)
Ml 0=1%)
S[l=0)
L(n=2) < _____________ L2 _0 =1f2)
SÎR3T
LI 0=1/2)
KCn=1) K 0 =1/2)
s(l=0)
(A)
2.50E4
2.00E4
1.50E4-
3 2 5 .0320 .0915.09 1 0 . 0
(B)
Fig. 5.1.27 (A): Simplified electron levels for showing the three close Auger 
transitions of L W . (B): Two configurations of the C u (L W ) transition.
Table 5.1.2 Levels of L-S coupling in LW  Auger transition
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5.2 Quantification of Cu Metal / Compound ratios from Cii(LW ) Spectra
5.2.1 Deconvolution analysis
Using OXCOMP software programmed by VG Scientific Co. (1973), a series of 
deconvoluted C u (L W ) Auger spectra have been obtained for the runs shown in Fig. 5.2.1 
to Fig. 5.2.3. The spectra broadening removed by the procedure are quite constant 
throughout the series, in which FWHM is kept at 1.8 eV for all runs. These had the effect 
of giving a measurable component with reasonable consistency at each lobe of the spectrum.
Gas: Methane (C H J
66SS hr
5S6^ hr
4915 hr
468J hr
399 hr
262 hr
217 hr
130 hr
81 hr
59 hr
3 J h r
Fig. 5.2.1 Deconvoluted Cu L W  spectra of Run 
is used in the reaction with copper surface.
-1 w here natural gas
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Gas: Odorant, HjS, + (CII4)
Left (Run 88-2): Odorant [ 1  dose] +  CH^; 
Right (Run 88-7B): HjS [0.5 vpm] +  CH 4
2 6 2 3  h r
168 h r
123 h r
76 h r
49 hr
25 h r
1 h r
0 hr
M  >n I
"iA-
«m an :
578 hr
554 h r
508 hr
417 h r
374 h r
348 h r
131 hr
65 h r
0 h r
Fig. 5.2.2 Deconvoluted Cu L W  Auger spectra series according the 
exposure time. Left column: Run 88-2; Right column: Run 88-7B.
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Gas: H 2 S, H 2 S +  O 2, +  (Odor. +  C H J
Left (Run 88-3): HgS [ 1  vpm] +  Odor. [1 dose] +CH^;
Right (Run 5): HgS [0.8 vpm] 4- O; [3.3 vpm] +  Odor. [2/3 dose] +  CH 4
m s  hr
3283 hr
295 hr
2313 hr
160 hr
703 hr
50 hr
263 hr
3  hr
1 hr
0 hr
283 hr
231 hr
177 hr
155 hr
62 hr
18 hr
3 hr
0 hr
Fig. 5.23 Deconvoluted Cu L W  Auger spectra series according the 
exposure time. Left column: Run 88-3; Right column: Run 5.
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R esultant data peak KE and intensity (%) Based on the deconvoluted C u (L W ) spectra 
(Fig. 5-2.1 to Fig. 5.2.3), the positions and intensities of copper metal and copper compound 
have been obtained by measuring the height of the two significant peaks, in which one on 
right side stands for copper metal, the other on left for copper compound (Table 5.2.1 to 
Table 5.2.4. where Cu* stands for copper compound). The relative positions of copper 
compounds referring to copper metal are not constant, their gradual variations in both peak 
position and height are believed to represent the variation o f the surface composition, but 
some sudden changes are likely to have arisen from breakdown of deconvolution.
Table 53.1 Data of deconvolution analysis on Cu (LW ) Auger spectra
of Run 88-2
Exposure
time
(hr.)
Kinetic energy 
Cu(cpd) Cu(metal) Cu(cpd)
Intensity (%) 
Cu(metal) Cu*/Cu
(%)
0 916.8 919.0 24.49 75.51 32
25 916.0 918.2 35.65 6435 55
49 916.1 918.5 40.16 59.84 67
76 916.0 918.2 40.65 5935 68
123 916.1 918.1 46.32 53.68 86
168 916.1 918.6 45.93 54.07 85
263 916.1 918.6 4859 51.41 95
Table 533 Data of deconvolution analysis on Cu (LW ) Auger spectra
of Run 88-7B
Exposure time 
(hr.)
Kinetic energy (eV) Intensity (%)
Cu(cpd) Cu(metal) Cu(cpd) Cu(metal) CuVCu
(%)
0 915.8 918.2 26.67 7333 36
68 916.2 918.0 74.19 25.81 287
132 916.1 917.6 65.71 34.29 192
348 916.1 920.0 76.67 2333 329
374 916.0 918.0 82.14 17.86 460
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Tatde 5 2 3  Data of deconvolution analysis on Cu (LW ) Auger spectra
of Run 88-3
Exposure Kinetic energy (eV) Intensity (%)
time
(hr.) Cu(cpd) Cu(metal) Cu(cpd) Cu(metal) CuVCu
(%)
0 916.6 918.6 25.00 75.00 33
1 916.6 918.6 33.04 66.96 49
3 916.8 918.6 36.67 6333 58
27 916.6 918.8 44.78 5532 81
50 916.9 918.6 54.74 45.26 121
137 917.1 9193 7653 23.47 326
205 917 918.6 8333 16.67 500
329 916.8 919.8 7653 23.47 326
366 916.6 918.9 78-95 21.05 375
Table 53.4 Data of deconvolution analysis on Cu (LW ) Auger spectra 
of Run 5
Exposure
time
(hr.)
Kinetic energy (eV) Intensity (%)
Cu(cpd) Cu(metal) Cu(cpd) Cu(metal) CuVCu
(%)
0 916.8 919 2759 72.41 38
3 916.7 919 30.00 70.00 43
18 916.8 919.3 60.00 40.00 150
62 916.8 920 63.64 3636 175
155 916.8 920.6 77.78 2232 350
221 916.8 920.2 80.77 19.23 420
283 916.8 919 84.00 16.00 525
In order to confirm the results shown above, curve fitting is used for the same C u (L W ) 
spectra o f same runs. This is described in the next section.
5.2.2 Curve fitting analysis
Unlike deconvolution, curve fitting ignores details of the measurement process, but fits the
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recorded spectrum with a set of identical line-shapes and backgrounds. Fig. 5.2.4 and 
Table 5.2.5 display a fitted C u (L W ) Auger spectrum and fitting parameters after using 
program developed by Dr. Andy Proctor at University o f Pittsburgh. These parameters are 
representative o f the metal peak, corresponding peaks for the compound spectra will use 
a similar series of peaks. The details have been given in Chapter 4.
According to  the approach described in chapter 4 and the reference data in Table 5.2.5, 
real fitted spectra are shown in Fig. 5.2.5 to Fig. 5.2.9 for five typical runs which include 
HjS, O 2  o r their combination in the exposure gas.
Table 5.2.5 Parameters of curve fitting shown 
in Fig. 5.2.4.
Parameter 
Peaks Position 
Peak Intensity (Height) 
FW HM of each Peak 
Peakshape
Content
914.48 916.73 919.13 921.78
1161 1243 6450 1425
2.70 2.52 1.80 1.71
Voigt function (Lorentz % =  62)
5 T2543 (0 hr.) AR
OO
o
o
924.0920.0916.0912.0
Kinetic energy (eV)
Fig. 5 .2 . 4  A  fitted C u (L W ) spectrum. shows the experimental data, 
solid line the elemental components.
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Gas : Odor. +  CH^ (Run 88-2)
« W . ««-a (O  h r . I  C . * a - Z A . O cuo-ae  sas.B <»« mr.)  co*«-ie.o
A<^VajA
# 4 2 . P  # 4 # . 0  # 1 0 . 0  # t 4 . 0
(a): Ohr., RV=3.6, REX=95
ttvn * . a s ta .c  <1 h r .)  CM««-ae.o
(b): Ihr.. RV=0.9. REX=12.4
m*m # # - a  < * a  r i r . j  c « « » - a c . o
liii:
(c): 25hr.,RV=1.4. REX=9.4
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«1S .O  « 3 0 .0  0 3 4 .0
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- Y  VA/
?;*!«»***• I lU-lLlilll
. 1 %.. hK .o  aao.o »*4.o
(e): 76hr.. RV=1.1. REX=8.4
R ua *e-a «14».# t ia s  »r.> c»##-a»'.o
,V\^ V  V ^  ^  \ [ ^
#43.# #4i.« »ao.o #*4.0
(f): 123hr.. RV=1.2. REX=10.9
mum * # - »  » 4 T » .S  1 4 0 #  a r . j  c u . B - c a . o
-A  ^  ^
(g); 168hr., RV=08, REX=8.9
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Î i ; ; ; ; . ! ; » : : ! : : : : : . . mi;;;-;
040.0 #ao.o 0*4.0
(h): 263hr., RV=1.0, REX=9.0
Fig. 5.2.5 F itted  copper L W  spectra o f Run 88-2 where 1 dose odorant
plus carry gas methane (research grade) are used in  the gas exposure.
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Gas: HgS +  CH^ (Run 88-7B)
- ^ v A y  •'V '^Vv^.
•  • • a -o  • « • . o  > 1 0 . •  » M . o
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» # - ? #  C » ^  n r . ) a a - 9 «  a o s a .a  ( » 4 a  a r . >  p
ID a i 2 «a o ia . Q  a s o . o  0 2 4 . 0
(b): 24hr.. RV=1.0, REX=14.4
« 0 1 1 . 0  0 0 0 . 0  e a « . o
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■ .t!!:t;‘!!!!îii;ii::::::ii.i,
»iz o «10.0 0 :0 .0  0:4.0
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OtO.O s :0 .0  134.0 o 013.0 011.0 030.0 0:4.0
(d): 132hr.. RV=1.0, REX=11.5 (h): 508hr., RV=0.9. REX=9.2
Fig. 5.2.6 F itted  Cu L W  spectra o f Run 88-7B where 0.5 vpm H 2S plus
carry gas methane (research grade) are used in the gas exposure.
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Gas: Oj +  Odor. +  CH^ (Run 6 )
(a): Ohr..RV=l.l,REX=ll.l
« B«i30«.4 (# h f . )  en
>^a*S «1S .O  * 3 0 .0  * 3 4 .0
(b): 9hr., RV=0,7. REX=9.7
* C#130#.4 (31 Mr.) CM
*12.D «««.O >20.O >24.0
(c): 21hr.. RV=0.9, REX=8.5
• eei40fl.4 <AS h f . )  DA
(e): 77tr., RV=5.5. REX=26.1
e C*4Ô@#>4 Ctte ter.) PA
#13.0 #10.0 «30.0 «34.0
(f): 126hr., RV=1.1, REX=13.5
t ##310*.4  (304 Nr.) cm
O «1*0  «10.0 #30.0 «C4.0
“ (g):204hr..RV=0.7,REX=13.4
e J 0249#.4 <270 K f.)
• 1 0 . 0  0 3 0 .0
(d): 45hr., RV=0.7, REX=9.7 (h): 279hr., RV=0.7, REX=9.9
Fig. 5.2.7 F itted  Cu L W  spectra o f Run 6 where 5.0 vpm O,, 1 dose
Odorant plus carry gas methane (research grade) are used in  the gas
exposure.
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Gas: HjS +  Odor. +  CH^ (Run 88-3)
e# 3 C«se30.3 co h r . )  AA ## 3 e iM . 4  C8 0  * f . )  cm
I
(a): Ohr., RV=2.3» REX=6.3
«■•3 S10SR3.S < 1 » r . j  en
S ia .O  313 .0  <20.0  «24.0
(b): Ihr., RV=1.4, REX=6.9
o «42.0 310.0 «20.0 324.0
'  (c): 3.5hr.. RV=L3, REX=7.2
0 ^ * 9  S118.4 C2t«S h r .)  OR
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(h): 329hr., RV=0.9, REX=7.6
Fig. 5.2.8 F itted  Cu L W  spectra o f Run 88-3 where 1.0 vpm H 2S, 1 dose
O dorant plus carry gas methane (research grade) are used in  the gas
exposure.
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Gas: + 0% +  Odor. +  CH^ (Run 5)
9 7M 4  9 CO m y .)
■ K'O Ilt.O  MO.O 624.0
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Fig. 5.2.9 Fitted Cu L W  spectra of Run 5 where 2.4/3 vpm HgS, 10/3 vpm 
O 2 , 2/3 dose Odorant plus carry gas methane (research grade) are used in 
the gas exposure.
The objective of curve fitting, in technical point of view, is to get the minimum RV
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(Residual Variance) and REX (Residual Excursion %), In all of these five runs, two group 
of peaks are used, and four peaks are contained in each group. One group stands for 
copper metal, the other for copper compound, such vague arrangement is partially due to 
limitation of the practical computation capability, and the reliability of the fitting results. 
Consequently, the existence of error is not a surprise in some complicated systems. Some 
fitting parameters (Table 5.2.6 to Table 5.2.10), e.g., the binding energy positions of each 
groups, relative intensity, FWHM, are carefully adjusted for remedying such defects.
Resultant data from the curve fitting
Table 5.2.6 Parameters of fitting Cu L W  spectra of Run 88-2 
(Gas: 1 dose Odor. + CH4)
Time Peak (KE eV) FWHM (eV) Int.(height) Tail 2 Lor
(hr.) Cu Cu* Cu Cu* Cu Cu* Cu*/Cu
%
(%)
0.0 918.96 2.05 6201 0 0.154 50
1.0 91837 916.68 2.06 1.80 1792 549 31 0.136 50
25.0 91834 916.12 2.14 2 .20 3435 1411 41 0.162 50
49.0 918.48 916.32 2.12 2 .20 2951 1734 59 0.170 50
76.0 918.46 916.22 2.12 2.12 2991 1658 55 0.168 46
123.0 918.40 916.20 2.12 2.10 1748 1212 69 0.162 46
168.0 918.60 916.40 2 .12 2.13 2245 1770 79 0.164 42
262.5 91858 91636 2 .12 2.12 2040 1820 89 0.156 42
Table 5.2.7 Parameters of fitting Cu L W  spectra of Run 88-7B
(Gas: 05 vpm HjS + CH4)
lime Peak (KE eV) FWHM(eV) Int.(height) Tail 2 Lor.
(hr.) Cu Cu* Cu Cu* Cu Cu* Cu*/Cu
%
(%)
0.0 918.42 916.40 1.96 1.80 1832 112 6 0.114 50
24.0 918.22 916.60 1.98 1.84 1148 824 72 0.116 50
68.0 917.96 916.62 2.16 1.90 481 1456 303 0.102 50
132.0 917.86 916.50 2.22 2.06 567 1320 233 0 .122 50
180.0 917.84 916.47 2.29 2.04 285 1243 436 0.108 50
348.0 917.53 916.21 2.40 2.08 419 1051 251 0.110 50
417.0 917.94 916.66 2.40 2.04 255 2682 1,052 0.108 50
508.0 918.14 916.86 2.40 2.04 244 2512 1,030 0.108 50
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Table 5.Z8 Parameters of fitting Cu LW  spectra of Run 88-3 
(Gas: 1 dose Odor, + 1.0 vpm HjS + CHJ
Time
(hr.)
Peak (KE eV) FWHM (eV) 
Cu Cu* Cu Cu*
Int.(height)
Cu Cu* Cu*/Cu
Tail 2 Lor.
%
(%)
0 .0 918.72 916.65 2.09 1.80 8857 27 0 0.129 50
1.0 918.72 916.68 239 1.78 5334 1043 20 0.142 50
35 918.67 916.74 236 1.76 5093 1076 21 0.138 50
265 918.64 916.80 236 1.84 4217 2342 56 0.138 45
50.0 91858 917.01 236 1.92 3396 3010 89 0.131 42
1365 918.60 917.18 236 1.95 1733 4245 245 0.125 35
205.0 91854 917.08 238 2.02 891 3986 447 0.130 35
3285 918.44 916.98 2.36 2.08 548 3954 722 0.127 35
Table 5.2.9 Parameters of fitting Cu L W  spectra of Run 6 
(Gas: 5 vpm O; + 1 dose Odor. + CH )^
Time
(hr.)
Peak (KE eV) 
Cu Cu*
FWHM (eV) 
Cu Cu*
Int.(height) 
Cu Cu* Cu*/Cu
(%)
Tail 2 Lor.
%
0 .0 919.75 917.70 2.08 1.80 2712 18 1 0.134 64
9.0 919.65 917.71 2.20 2.06 1976 504 26 0.145 58
21 .0 919.58 917.58 231 2.14 1836 464 25 0.162 60
45.0 919.73 917.76 2.29 2.14 1756 612 35 0.160 60
77.0 919.90 917.90 2.29 2 2 2 1360 649 48 0.146 60
126.0 919.62 917.60 229 238 1210 956 79 0.174 60
204.0 91954 917.60 234 238 914 1110 121 0.174 60
279.0 919.62 91758 234 2.56 689 1451 211 0.142 60
Table 5.2.10 Parameters of fitting Cu LW  ^spectra of Run 5 
(Gas: 0.8 vpm HjS + 3.33 vpm Oj + 2/3 dose Odor. + CH )^
Time Peak (KE eV) FWHM (eV) Int.(height) Tail 2 Lor.
(hr.)
Cu Cu* Cu Cu* Cu Cu* Cu*/Cu
(%)
%
0 .0 919.13 1.79 6478 0 0.138 65
3.0 918.98 916.94 1.70 2.60 3229 628 19 0.220 65
18.0 919.03 917.53 2.20 1.90 1897 3690 195 0.130 38
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62.0 918.96 91737 2.22 2 0 0 653 5763 883 0.122 40
155.0 919.00 917.48 2.26 1.96 863 6748 782 0.120 34
221.0 919.05 917.29 2.42 2.07 511 4777 935 0.127 34
293.0 919.10 91732 2.45 2.05 596 5670 951 0.129 34
The métal /  compound ratio is given in Table 5.2.6 to Table 5.2.10 for direct comparison 
with the ratios (Table 5.2.1 to Table 5.2.4) derived from deconvolution.
5.23 Factor analysis
The factor analysis software programmed by Dr. Andy Proctor (1991) has been used in the 
C u (L W ) analysis after deconvolution and curve fitting analysis. These three analyses are 
acting on the same raw spectra, rather than that the output of a previous analysis is used 
as the input for the next analysis. The species and their intensities have been computed by 
fulfilling factor determination, factor scanning and target transforming sequently.
I
a
a
o
2
Ï
O
s
85 8 72 3 A1
No. of Column: No. of Spectra
Fig. 5.2.10 Transposed matrix of raw matrix, it is real arrangement for 
factor analysis.
In the factors determination, the first step to make covariance matrix or correlation matrix 
from series spectra, variance matrix results in exact un-normalized eigenvectors and 
eigenvalues; correlation matrix leads to normalized resultant data by letting the sum square
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of each entry count on a row equal to 1. Correlation matrix is used in this analysis. The size 
of the ready data matrix is r  x c, where r  is the number of the rows standing for the number 
of energy channel (Fig. 5.2.10), e.g., the C u (L W ) Auger spectrum was recorded from KE 
of 910.0 to 922.0 eV with step of 0.2 eV, so the number of energy channel is 61. The 
number o f the columns, c, stands for the number of spectra, it is 8  in Fig. 5.2.10.
(A ) (B)
/ vaAvv''n-^ V'avAA/V\^
(C)
Fig. 5.2.11 Comparison between original and rebuilt data matrix o f Run 8 8 - 
2 using first 2 ,3  and 4 abstract factors (Column (A), (B), (C)). U pper rows: 
solid lines are rebuilt spectra; dotted lines the original one. Lower rows: the 
residuals.
T he second step is to carry out the principle component analysis to discover the number 
of primary factor, i.e., chemical species in the study. The numerical results are listed in 
Table 5.2.11 to Table 5.2.15 for the five runs respectively. In Run 88-2, it is found that the 
indication (IND) function (Malinowski E.R., et al., 1980) is minimized at the fourth factor, 
the relative eigenvalue (% ) jumps from 0.006 to 0.001. An empirical rule in factor analysis 
is that the number which gives minimum IND value is the number of primary factor(s), this 
can be seen in Fig. 5.2.11. SoJthere are likely four kinds of substances at copper surface in 
R un 88-2. Consequently the factor number in Run 88-7B, 6 , 88-3 and 5 are 3, 2, 3 and 2 
respectively. In general, the determination of factor number is one of the main functions 
of factor analysis.
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Table 5.2.11 Related results of Run 88-2 in factor analysis 
Min at factor 4
FACTOR EIGENVALUE j EIG% I IND j ReV ratio 1 Q%
1 7.97015 99.627 0.000170634 253.878 0 . 0 0 0 0 0 1
2 0.027019 0.338 0.000077259 10.5069 0.195649
3 0.002167 0.027 0.000059012 3.79875 3.79938
4 0.000467 0.006 0.000056074 3.62527 9.86728
5 0 . 0 0 0 1 0 1 0 . 0 0 1 0.000080072 1.51611 30.1122
6 0.000049 0 . 0 0 1 0.000153128 1.11735 413127
7 0.000029 0 . 0 0 0 0.000526373 0.838547 52.7989
8 0.000017 0 . 0 0 0 0 . 0 0 0 0 0 0 0 0 0 1 0
Table 5.2.12 Related results of Run 6  in factor analysis 
MIN at factor 2
FACTOR
#
i EIGENVALU 
i E
EIG% 1 IND 1 REV ratio 1 Q%
1 7.9735e+00 99.669 0.000160691 301.37 8.11e-07
2 2.2771e-02 0.285 0.000088345 8.89671 0.569156
3 2.1573e-03 0.027 0.000090022 3.63989 12.6582
4 4.8552e-04 0.006 0.000130225 1.07108 40.0081
5 3.5639e-04 0.004 0.000217761 1.13623 45.3386
6 2.3112e-04 0.003 0.000491625 0.520997 56.072
7 2.9046e-04 0.004 0.00172414 0.786341 53.8163
8 1.8133e-04 0 . 0 0 2 0 1 0
Table 5.2.13 Related results of Run 88-7B in factor analysis 
MIN at factor 3
FACTOR
#
EIGENVALU
E
j EIG% IND REV ratio 1 Q%
1 7.95556 99.445 2.0819C-04 177.837 0.000005
2 0.038502 0.481 1.1188e-04 8.49213 0.502781
3 0.003821 0.048 1.0534e-04 3.79176 9.17515
4 0.000826 0 . 0 1 1.4370e-04 1.54062 32.8551
5 0.000421 0.005 2.4206e-04 0.868472 46.2348
6 0.000357 0.004 5.1166e-04 0.781281 49.5499
7 0.0003 0.004 1.8618e-03 0.695492 55.748
8 0 . 0 0 0 2 1 1 0.003 0 . 0 0 0 0 1 0
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Table 5.2.14 Related results of Run 88-3 in factor analysis 
MIN at factor 3
FACTOR# 1 EIGENVALUE | EIG% | IND i REV ratio I Q%
1 13.9248 99.463 0.000057614 184.267 5.81e-12
2 0.069021 0.493 0.000020145 15.0602 0.000442
3 0.00416 0.03 0.000014268 5.48159 0.765775
4 0.000684 0.005 0.000014689 2.18321 15.0946
5 0.00028 0 . 0 0 2 0.000016962 1.21313 31.4055
6 0.000204 0 . 0 0 1 0.000020406 0.997506 36.5102
7 0.000179 0 . 0 0 1 0.000025254 1.03144 37.351
8 0.000149 0 . 0 0 1 0.000032634 1.10451 39.4897
9 0.000113 0 . 0 0 1 0.000045342 0.908439 44.3811
1 0 0 . 0 0 0 1 0 2 0 . 0 0 1 0.000068135 0.879126 45.7165
1 1 0.000091 0 . 0 0 1 0.000115869 1.01651 47.505
1 2 0.000066 0 0.000261229 0.579546 55.9755
13 0.000059 0 0 1 0
Table 5.2.15 Related results of Run 5 in factor analysis 
MIN at factor 2
FACTOR# EIGENVALUE 1 EIG% IND I REV ratio i Q%
1 6.91144 98.735 0.000432104 68.923 0.000561
2 0.084543 1.208 0.000145253 29.0017 0.085489
3 0.002389 0.034 0.000161692 1.62916 16.8026
4 0.001153 0.016 0.000179943 6.85978 15.8112
5 0.000124 0 . 0 0 2 0.000427091 0.316921 61.8895
6 0.000256 0.004 0.00128034 1.25751 46.3612
7 0 . 0 0 0 1 0 . 0 0 1 0 1 0
Table 5.2.16 Factors of each run and their positions
Run No. of 
Factor
Factor 1 Factor 2 Factor 3 Factor 4
88-2
88-7B
6
88-3
5
918.8 
917.0
918.8 
917.2 
917.4
916.6 
916.2
916.6
916.6 
919.0
?
918.4
918.8
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Once the number o f primary factors is known, the next stage is to find corresponding values 
for the factors which are presented by kinetic energy in C u(L W ) spectra (Table 5.2.16) 
by using target scanning. The factors with 918.8, 918.4 and 919.0 eV  stand for metallic 
copper, others are to be discussed in successive section, while it still unknown what the last 
two factors for R un 88-2 corresponding to.
To obtain the distribution o f the factors intensities, target transformation is used with the 
help of proper spectrum references, the spectra reported by Chawla (Chawla S.K., 1992) 
are used as standards. The results are given in Table 5.2.17 to Table 5.2.20 where loading 
is equivalent to the relative intensity o f each species.
Table 5.2.17 Loading of primary factors (Components) in Run 88-2
No. of 
Spectrum
Exposure 
time (hr.)
918.8 eV 916.6 eV
1 0 100 0
2 1 63 37
3 25 40 60
4 49 39 61
5 76 38 62
6 123 30 70
7 168 37 63
8 263 33 67
Table 5.2.18 Loading of primary factors (Components) in Run 88-7B
No. of Spectrum Exposure
Time(hr.)
918.4 eV 916.2 eV 917.0 eV
1 0 91 9 0
2 24 53 20 27
3 68 29 0 71
4 132 32 42 26
5 180 21 41 38
6 348 21 50 29
7 417 17 0 83
8 508 20 0 80
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Table 5.2.19 Loadings of primary factors (Components) in Run 88-3
No. of 
Spectrum
Exposure
time(hr.)
(918.8 eV) (916.6 eV) (917.2 eV)
1 0 1 0 0 0 0
2 1 62 38 0
3 4 69 31 0
4 27 54 45 1
5 50 48 6 46
6 71 40 2 58
7 136 34 0 6 6
8 160 19 19 62
9 205 2 1 17 62
1 0 232 18 27 55
1 1 295 2 0 19 61
1 2 329 1 2 57 31
13 366 13 87 0
14 479 2 94 4
Table 5.2.20 Loading of primary factors (Components) in Run 5
No. of 
Spectrum
Exposure 
Time (hr.)
(919.0 eV) (917.2 eV)
1 0 1 0 0 0
2 3 74 16^
3 18 2 0 80
4 62 1 0 90
5 155 1 2 8 8
6 2 2 1 9 91
7 293 1 1 89
*: The 10% gap between 74%+ 16% and 100% likely results 
from the failure of detecting the peak at 916.6 eV in Factor 
Analysis, it is revealed in Curve Fitting, and correspond 
compound, i.e. CuzO, is found in 02p  spectra.
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S 3  Analysis and discussion for Cu exposed to gas containing Odor^ H^S and 0%
53,1 Qualitative aspect
In previous section, the species related to oxygen and sulphur existing on the reacted 
copper surface are not identified, they are briefly called copper oxides and copper sulphide 
or even copper compound. In this section, the aim is to identify them, by focusing on their 
binding /  kinetic energies in the O ls, S2p and C u (L W ) spectra.
Copper oxides shown in O ls  and Cu2p spectra Three peaks are within binding energy 
range of 525 - 535 eV in O ls  XPS spectra. They are oxide (O^) at most left hand side 
(about 530 eV), OH  species at middle (about 2eV higher than that of O^ ), and H^O 
species at right hand side gives 4.2 eV gap to that of O^ (Fig. 5.3.1).
OH ioa speciesoxide species
5 3 6  . 05 2 8  . 0 5 3 2  . 0
Fig. 53.1 A  simulated oxygen Is peaks with three components: O', OH and 
H 2 O species.
The fitted O ls  spectra of Run 6  shows a growing O^ peak as function o f exposure time 
(left column of Fig. 5.3.2) since the gases used in this run are mixture of O 2 [5 . 0  vpm], 
odorant[ldose]. and CH^jbalanced], such result is expected. In contrast, the fitted O ls 
spectra o f Run 5 (right column of Fig. 5.3.2) shows a temporary emergence of oxide at 
about 3  hours exposure. So the O ls spectra do reflect the surface oxidation status. 
However, it is impossible to identify C u,0  or CuO from the O ls XPS spectrum, but this 
must be done from the C u (L W ) Auger spectra (Castle J.E., 1974) and Cu2p spectrum
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(Fig. 5.3.3). So we are enabled to recognize cuprous oxide (CujO), cupric oxide (CuO) by 
combined analysis of O ls and Cu2p spin-orbit doublet spectra. With such references, the 
variation of O^ and OH* peaks in the O ls  spectra o f various runs shown in Fig. 5.1.10 to 
Fig. 5.1.24 provide certain information on oxidation. In addition, the temperature during 
the oxide formation process is a criteria because CuO is normally formed above 400 °C 
instead o f at ordinary temperature.
a:3
6
(160hr.) RV=47.0 REX=57.4
i
(18hr.) RV=342 REX=60.9
C9hr.) RV=11 REX=312
(Ohr.) RV=47.2 REX=49.6
(62 hr.) RV=79.1 REX=47.6
(18hr.) RV=34.0 REX=50.5
(3hr.) RV=10.2 REX=28.3
I
I
(Ohr.) RV=36.4 REX=53.2
Run 6 Binding E nergy (eV ) Run 5
Fig. 53.2 Fitted O ls XPS spectra of Run 6  (O 2  +  Odorant +  balanced 
methane) at left column, and Run 5 (HzS^H- O^ + Odorant +  balanced 
methane) at right column.
The possibility o f OH peak associated with Cu(OH ) 2  in O ls spectra of Run 5 (right column
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of Fig. 5-3.2) is eliminated as there are no satellites in Cu2p spin-orbit doublet spectra. The 
possibility that OH comes from reaction between CH 4  and 0% seems really small, because 
the corresponding processes do not occur at ordinary tem perature (Eq. 5.3.1). The OH 
is most likely associated with contamination.
CH. * O, CO + H ,0  CH,(OH) Eq. 5.3.1
■* * '  ZnO
Table 53.1 BE (eV) values of various sulphur compounds 
(Wagner CD. et al., 1979)
name BE (eV) value (=)
Sulphide (S^  ) 162
PhSH 163
Sulphite (SO3) 168
sulphate (SO4) 169
Cu
CuO
Cu(OH),
CuS
MNOMQ ENERGY. «V
Fig. 5 3 3  The"montage of the Cu2p spin- 
orbit doublets peaks from the standard 
materials (Chawla S.K., 1992).
1833
919
0 »
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ÎI " I
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936 935
Fig. 53.4 Chemical state plot for the 
copper compounds related with S.
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S2 p peak and sulphidation products Unlike copper oxide, the two kinds of copper 
sulphides, CugS and CuS, can not be recognized in S2p (Table 5.3.1), Cu2p spin-orbit 
doublet spectra or Auger parameter diagram (Fig. 5.3.4) easily. CugS, however, has been 
reported to be the only product formed under condition of room temperature and 0 % 
relative humidity for 8  hours exposure (Sharma S.P., 1980).
Table 53.2 Cu (L W ) Auger peak positions of various Cu compounds
Author (Year)
Cu (L W ) (eV)
Cu Cu,0 CujS CuS Cu(OH ) 2
Wagner* (N.A) 918.6 916.6
(-2 .0 0 )
(-1.37)
Larson (1974) (i23) (-1.801
Romand (1978) 918.4 917.8
(-0 .6 )
McIntyre (1981) 918.9 (zZl) 916.3
(-26)
Kowalc^k (1973) 918.0 iM )
Gaarenstroom (1977) 918.8 917.2
CL6 )
Deronbaix (1992) 918.6 916.5
(-2 .1 )
916.7
(-1.9)
916.7
(-1.9)
*:from "Practical surface analysis" by G Briggs and M Seah.
#:The underlined number is directly cited from author’s data, the others are 
results of a simple calculation, and values in brackets are KE gap.
Kinetic e n e i^  of Cu compounds in C u(LW ) spectra The kinetic energy values of 
C u (L W ) peak obtained from copper compounds by various authors are given in 
Table 5.3.2, it is apparent that the data are scattered, for instance the gap between copper 
metal and CU2 O is in range from -1.6 to -2.3 eV. Wagner’s data are used as reference in this 
study. The gap between Cu metal and CujO is about 0.6 eV larger than that of Cu metal 
and CujS, which should be identifiable by eye from the narrow-scan spectrum (0.2 eV  per 
channel).
Plotting the data o f deconvolution and curve fitting analysis for spectra shown in Fig. 5.1.9, 
it becomes clear that the kinetic energy (KE) of the copper compound has changed as 
function of exposure time (Fig. 5.3.5 and Fig. 5.3.6). Using the data from curve fitting to
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compare with W agner’s data in Table 5.3.2, the copper compound at beginning o f the 
experiment is found to be mainly composed of CugO as expected (Table 5.3.3), which is the 
residual after A r ion etching of the oxide 01m formed in air. Such a result is in agreement 
with that from O ls  spectra analysis.
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Fig. 53.5 Kinetic energy (left column) and corresponding energy gap 
between Cu and Cu compound. It is obtained from deconvolution analysis. 
(a):Run 88-2; (b): Run 88-7B; (c): Run 88-3; (d) Run 5.
In the relatively stable range of metal /  compound intensity (Fig. 5.3.6), the K E gap values 
depend on what gases were used for the exposure. For instance, the KE gap remains at 1.97 
eV when O 2  and odorant are contained in the exposure gas, which is close to W agner’s data 
for the gap value between Cu and C u ,0  (Table 5.3.2). By contrast in Run 88-7B, where the 
gas is H 2S, a 1.37 eV K E gap is revealed, which is also close to W agner’s data for gap
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between CujS and Cu. When the gas includes H^S +  odorant (Run 88-3) or H^S 4- O ; 4- 
odorant (Run 5), the KE gap falls in the range 1.34 to 2.18 eV. The 2.18 eV  KE gap for 
run 88-2, which used odorant as exposure gas, 0.2 eV larger than that of Cu metal and 
CugO is noted, it is assumed that this is related to some organic chemi-adsorbate.
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Fig. 53.6 Curve fitting results: kinetic energy (KE) (I) and KE gap (II) of 
Cu (L W )  peak between Cu metal and Cu compounds. (1): Run 88-2, (2): 
88-7B, (3): 6 , (4): 88-3, and (5): 5.
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Table 5.3.3 KE gap of Cu metal and Cu compound 
at initial and stable stage
Initial stage I Stable stage Gas Run
Time(hr.) KE gap(eV) I Time(hr.) KE gap(eV)
Component
1.0 1.89 1 49 2.18 odorant 88-2
0.0 2.02 j 68 1.34 HjS 88-7B
0.0 2.05 4 5 1.97 O2 + odorant 6
0.0 2.07 j 137 1.42 H2S + odorant 88-3
3.0 2.03 I 18 1.50 H2S+O2+ odorant 5
Deconvolution analyses on Cu(LW) spectra sometimes produce scattered KE gaps 
(Fig. 5.3.5). This is particularly seen for the copper metal peak of run 88-7B ((b) of 
Fig. 5.3.5). This scatter is due to unreasonable overlaps or splits of peaks in the 
deconvoluted spectrum. Turning to the KE gap variations in the curve fitting analysis 
(Fig. 5.3.6), it is believed that the gap, as a function of time, contains a partial characteristic 
of the surface reaction rate. According to this, run 5 gives the fastest reaction rate, the next 
two in order are Run 88-7B and 88-3 for the runs which include H2S in their exposure gas.
53.2 Quantitative aspects
In qualitative analysis, the identification of copper compounds has been carried out by 
quantification of KE value. In other words, it is based on the X-axis of XAES spectra. 
Emphasis will be placed on the Y-axis of the XPS / XAES spectra in this section with the 
assistance of diagrams of atomic percentage of copper, oxygen and sulphur v.s. exposure 
time. The details are illustrated in Fig. 5.3.7 straightforwardly.
Variation of and OH in Ols spectra The intensity of and OH peaks obtained 
from Ols spectra are shown in Fig. 5.3.8 by using following process: firstly, set up a linear 
background on the Ols spectra, which starts from average value of background on left side 
of O  ^and stops at that of right side of OH*; secondly, measure the height of O  ^and OH 
peaks above the linear background for each spectrum of various exposure time; thirdly.
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calculate the relative intensity of and OH by assuming the sum of and OH peak 
heights equals to 1 0 0 %.
Separation
OH<-) sulphide
W o g h tiiig  in to  C o p p er, o x y g en  a n d  su lp h u r a tom ic p ercent
 _______________________
V ariation o f  copper m etal, copper oxide and 
copper sulphide atom ic percent J
Fig. 53.7 Schematic of the processes for transforming variation of copper, 
oxygen, sulphide to that of metallic copper / copper compounds, copper 
oxide and copper sulphide.
The results clearly show that the reaction by simultaneous exposure to gases including HjS 
and O2 gives the most extensive and rapid variation of oxide and hydroxide. This indicates 
either the large replacement of oxide or a thick layer of other substance to be formed on 
the top of the oxide.
A common phenomenon in Fig. 53.8 is that signal normally has a maximum value at 
initial time no matter whether there is oxygen in the exposure gas or not, with the 
acception of Run 88-7B. This could be caused by practical reasons. The pipelines linking 
the gas cylinder and the exposure facility / ESCA II are flushed before each set of 
exposures by Ng. Although the is of research grade it may have oxygen impurity which 
contacts the sample surface prior to the desired gas, and results in the small peak 
emerging. ,  -
One un-expected phenomenon is the 0 ‘‘ intensity of Run 88-7B. This keeps as high as the 
OH intensity although there is no 0% at all in the exposure gas. After reviewing the original
Analysis and discussion for Cu exposed to gas containing Odor., and 203
experiment record, it was found that a "big leak" on the preparation chamber was recorded 
at about 500 hr. exposure time. Since the preparation chamber is also the reaction cell, the 
O2 can enter the cell between two intervals of gas exposure, leading to formation of Cu^ O 
as the samples is transferred for analysis.
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Fig. 53.8 Relative intensity of and OH in various gas exposures, (a): 
Run 88-2; (b): 88-7B; (c) 88-3; (d) 5.
Variation of Cu metal and Cu compounds in the Cu(LW) spectra The relative 
intensities of copper metal and copper compound against exposure time are plotted in 
Fig. 5.3.9 and Fig. 5.3.10 using respectively the data of deconvolution (Table 5.1.2 to Table 
5.1.5) and curve fitting analysis (Table 5.1.7 to Table 5.1.11). They are generally in 
agreement with each other. Again, the most extensive reaction in term of the intensity
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variation is formed for the simultaneous exposure to a gas mixture including HjS and O;.
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Fig. 53.9 Intensities (%) of deconvoluted Cu metal / compound in various 
gases exposures (left column), and corrected Cu compound intensity by 
removing overlapped Cu part (right column), (a): Run 88-2; (b): 88-7B; (c): 
88-3; (d) 5.
It is noted that the variation extent of copper and copper compound in deconvoluted 
spectra is less than that of curve fitted spectra, this could be resulted from two factors: (1) 
the copper metal main peak of Cu(LW) spectrum is partly overlapped with right side peak 
of copper compound as seen from fitted curves (Fig. 5.1.14 to Fig. 5.1.18), these share parts 
are totally attributed to either copper metal or copper compound in deconvolution analysis. 
One improvement is to subtract the shared part of copper metal from the copper 
compound by using a fixed ratio of main peak and the peak in the shared range for each
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subsequent spectra; (2) the neglect of background in deconvolution. For these reasons 
curve fitting data are used in further analysis.
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Fig. 53.10 Intensity (left column) and relative intensity (right column) of 
Cu metal and Cu compound from curve fitting of Cu(LW) spectra, where 
(1) is Run 88-2, (2) 88-7B, (3) 6 , (4) 88-3, and (5) 5.
Atomic percent of Cu metal and Cu oxide/sulphide Applying the oxide ratio of oxygen, 
and the metallic / compound ratio of the copper signal obtained in above two sections into 
the atomic percentage (Fig. 5.3.11), it is possible to build up the atomic percentage diagram 
of copper metal, Cu,0 and copper sulphide (Fig. 5.3.12) according to following operations:
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Run 88-2 (Odor.) Run 88-2 (Odor.)
Run 88-7B (H2S)
100-100-
1 Run 88-3 (H2S-f Odor.) Run 88-3 (H2S-fOdor.)g.
^  80-
B  80-
100-
100-
60, r
Exposure time (hr.) Cu% o% s%
Fig. 53.11 Atomic percent of copper, oxygen, sulphur and carbon from the 
area or Cu2p(3/2), Ols, S2p and Cls peaks area, which come from the data 
of reports (Parvizi M.S., 1988), (left: with C; right: without C).
Firstly, the atomic percentage of copper oxide is obtained by multiplying the atomic percent 
of oxygen shown in Fig. 5.3.11 obtained by Parvizi (1988) with the Q- ratio to Ols peak, 
where a linear relation is assumed between height of O^  peak and atomic percent of copper 
oxide. Secondly, the atomic percentage of copper metal or compound is derived from the
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product of the ratio of copper metal/compound peak area in the Cu(LW) Auger spectra, 
determined from the curve fitted spectra and the atomic percent of copper shown in 
Fig. 5.3.11. The same linear relation as before is assumed. Thirdly, the atomic percent of 
sulphur derived from the S2p peak area is equivalent to that of copper sulphide plus any 
chemi - adsorbate which is associated with S in the odorant.
Atomic percent of Cu, O, S and 0
Run 88-2 (Odor.)
10»
Run 88-78 (H2S)
Run 88-3 (H2S+Odor.)
’Run 5 (H2S++02+bdof.)
Atomic percent of Cu. O and S
Run 88-2 (Odor.)
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Fig. 53.12 Variation of copper metal, copper oxide and copper sulphide 
atomic percent, (a): Run 88-2, (b): Run 88-7B, (c): Run 88-3, (d): Run 5. 
(left column: with C; right: without C).
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Results of factor analysis on Cu(LW) spectra Fig. 5.3.13 obtained from Table 5.1.17 to 
Table 5.1.20 graphically provides the factor analysis results of the various runs. The most 
significant point is in Run 5 where only two factors are revealed, while three species of 
substance have been confirmed from the Ols spectra (right column of Fig. 5.3.2) and S2p 
spectra (Fig. 5.1.17). This may due to either the low sensitivity of Cu(LW) to the tiny 
change of surface composition, or the low sensitivity of the program to small variations in 
the analyzed spectra.
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Fig. 53.13 Relative intensity of copper 
metal/oxide/sulphide as function of exposure 
time, which is derived from factor analysis on 
Cu(LW) Auger spectra.
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Fig. 53.14 Atomic percent of 
carbon and hydroxide (OH*) as 
function of exposure time.
We should note two critical factors: (1) the importance of standard spectra whose FWHM
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affects the final result substantially, and (2) the experimental Cu(LW) spectrum contains 
not only a relatively high inelastic background but also overlapped peaks. So error is 
predictable when spectra of pure samples measured on other equipment are used as 
standards in analysing experimental spectra. For these reasons, the difference between the 
factor analysis and the curve fitting results are understandable.
Fig. 53.14 Parameters used in data correction for removing effect 
of contamination layer
Parameter (unit) 
IMFP* (mg/m^)^ 
Take off angle 6(°) 
Sensitive factor^
value
S=4.00; 0=3.40; Cu=2.59; C=3.81 
45°
8=0.54; 0=0.66; Cu=4.20
*: Inelastic mean free path.
quoted from "Practical surface analysis" 2nd edition. Vol. 1, ed. by 
Briggs D. and Seah M.P. (1990) pp. 209 and pp.635-636.
C arboji CTi(m etal) Copper oxide/sulphide OH(-)
(A) (B)
Fig. 53.15 Schematics of layer structure of reacted copper surface region.
Signal from compound layer The six species shown in Fig. 5.3.12, i.e., Cu metal, 
Cu(compound), Oxide(O^), Hydroxide(OH ), Sulphide(Cu2S/CuS) and C, are not mixed
homogeneously. Firstly it is known that carbon is likely to be located on the top surface forming 
a contamination layer, Cu metal is the substrate. The surface region is, therefore, divided 
into three layers at least, they are carbon layer, copper compound layer including sulphide.
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oxide or other chemical species, and substrate (Fig. 5.3.15). From the previous analysis of 
Ols spectra, it is known that the hydroxide is associated with contamination, this has been 
confirmed by the similarity of its behaviour and that of carbon (Fig. 5.3.14). In order to 
analyze the copper compound layer, we need to know the signal from the layer surface 
without attenuation due to carbon layer.
As the contamination layer is on top of reaction product layer (Fig. 5.3.15), the signal 
intensities recorded are the non-uniformly attenuated signals from different elements. It is 
necessary to uncover the original signal intensities for each element by removing the carbon 
layer effect. In the data correction, one simulation and a few assumptions are used to 
compute the attenuation of the signal from the reaction product layer. The details of the 
simulation are in the Appendix of this chapter, which deals with the use of Beer-Lambert 
law. The assumptions used are as follows: firstly original counts (rather than relative 
intensities) measured at each interval of exposure time are used, i.e., the peak area of C, 
S, O and Cu; secondly, the roughness of the surface and interface can be omitted; thirdly, 
the highest value of carbon atomic percent obtained from that of C, S, O and Cu is taken 
as the carbon percent against bulk carbon, thus a value, i.e., the standard intensity for 
infinitely thick contamination, can be obtained. In addition, several parameters, e.g., the 
inelastic mean free path and take off angle, are cited from the literature (Briggs D. and 
Seah M.P., 1991) and the experiment settings (Table 5.3.4). The corrected atomic percent 
of copper compound, sulphur, oxide from the reaction product layer, are given in 
Fig. 5.3.16.
Considering the relatively stable periods of intensities for the chemical species in Run 88-3 
and Run 5, shown in Fig. 5.3.16, it is possible to estimate the proportions of CugS, CuS and 
CujO firom the average values of compound, copper oxide and sulphide (Table 5.3.5 and 
Table 5.3.6), assuming these are the species contained in the reaction product layer. 
Supposing the concentration of each chemical species is proportional to the atomic percent 
obtained from its XPS peak intensity, we have Eq. 5.3.2 which has three independent 
equations, so there is a single solution for the fractions {%) of Cu,S, CuS and CujO. In the 
Eq. 5.3.2, X is for the proportion of S in CusS, Y for the proportion of S in CuS, and Z for 
the proportion of O in CugO.
c^us ^ c^u^ o S% = ^cwp% ■ ^ c«20 ^9- 5.3.2
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Table 53.5 Atomic percent of chemical species in reaction product layer 
and KE gaps in Cu(LW ) spectra for Run 88-3
Time
(hr.)
Cu(compound)
%
S
%
0  (CU2O) % KE gap from curve 
fitting (eV)
137 64.4 34.7 0.9 1.42
205 64.7 34.8 0.5 1.46
329 65.5 34.7 0.4 1.46
average 64.8 34.6 0.6 1.45
Direct results: CU2S =  29.0, CuS = 5.6, CU2O = 0.6
Normalized values: Cu2S(%) = 82.4, CuS(%) = 15.9, Cu20(%) = 1.7
The results are given in last two lines of Table 5.3.5 and Table 5.3.6, which indicate that the 
portion of CuS increased dramatically when the exposure gas changes from H2S+Odorant 
to H2S-I-O24-Odorant. The amount of CU2O in Run 88-3 is slightly larger than that in Run 
5, but they are both too small to influence the overall peak shapes. The value of KE gap 
in the Cu(LW) spectra obtained from curve fitting presumably relates to the changing 
CujS / CuS balance between the two runs.
Table 53.6 Atomic percent of chemical species in reaction product layer 
and KE gaps in Cu(LW ) spectra for Run 5
Time Cu(compound) S 0  (CU2O) % KE gap from curve
(hr.) % % fitting (eV)
18 50.3 48.2 1.5 1.50
62 59.3 40.3 0.4 1.59
155 62.7 : 37.1 0.2 1.52
221 56.5 43.3 0.2 1.76
283 51.7 48.1 0.2 1.78
average 56.1 43.4 0.5 1.63
Direct results: CujS =  11.7, CuS = 31.7, CU2O = 0.2
Normalized values: Cu2S(%) = 26.8, CuS(%) = 72.7, Cu20(%) = 0.5
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Table 53.7 Atomic percent of chemical species in reaction product layer
for Run 88-2
Time
(hr.)
Cu(compound)% S
%
0  (C uP) %
123 56.4 23.8 19.8
168 53.8 28.5 17.7
263 56.7 24.0 19.3
average 55.6 25.5: 18.9
Direct results: CU2S =  -7.6, CuS = 33.0, C u p = 37.8
Run 88-2 (Odor.)
I Run 88-3 (H2S-kOdor.)
I<
Run 5 (H2S+02+Odor.)
Exposure time (hr.)
so 100 ISO 200 2S0 300 3S0 400
Run 88-78 (H2S)
I
EI Run 88-3 (H2S-)-Odocant)
I
0
1
Run 5 (H2S-l-02-HOdocant)
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-0(2-)% —s%
Fig. 53.16 Atomic percent of copper, oxide Fig. 53.17 Estimated thickness 
and sulphide from the reaction product layer sulphidation / oxidation product layer, 
after removing the carbon layer effect.
of
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By apply the same calculation into Run 88-2 (first of Fig. 5.3.16) where just odorant and 
methane are contained in the exposure gas, the un-normalized fractions of CugS, CuS and 
CujO are -7.6, 33.0 and 37.8 respectively (Table 5.3.7). The un-acceptable result for CujS 
suggests that the sulphur signal may come from an organic chemi-adsorbate of odorant and 
not from Cu^ S. Recalculation on these excluding CujS, 8 % organic sulphur is obtained when 
19% CU2O is employed.
Thickness estimation of Cu compound layer Through the intensity variations of copper 
compound and metal, the layer thickness can be calculated. This is based on the Beer- 
Lambert Law, the details of which are described in the Appendix of this chapter. The 
thickness of run 5 reaches to its highest value of 2.5 nm at the shortest exposure time in 
these four runs, then it keeps stable in the following exposure time. The phenomenon may 
be due to two reasons. One is very slow sulphidation process as it reaches a saturated stage; 
the other and more likely is that reaction layer and the contamination layer are so thick 
that the signal of copper metal which lies underneath the reaction layer can not be 
detected. If the average radii value of Cu and S atoms is 0.128 and 0.127 nm respectively 
(Lee J.D., 1977), the bond angle of CujS is same as H^ S, i.e., 109°, the monolayer of CujS 
layer is 0.148 nm. It is approximate 17 monolayers in this way, which is consistent with the 
known analysis depth of XPS.
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Performance of copper oxide The raw spectra of Ols, S2p (Figure 5.1.16) in run 6  (gas: 
0 2 [5vpm] + odorant[ldose] 4- CH4) show that no sulphur signal can be recorded from the 
copper surface; however, the sulphur signal does emerge in Run 88-2 (Figure 5.1.13) where 
odorant[ldose] + CH^  is used. It seems that O, takes priority of reaction with copper as 
compared with the sulphur in the odorant. Furthermore, the Cu^ O also protects the copper 
surface against reaction with the chemi-adsorption of the sulphur in the odorant. Sulphur 
in H2S very easily replaces O in Cu,0 to form Cu,S, but sulphidation seems unlikely to 
occurred from exposure to odorant, as judged from this set of experiments.
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Chemical species and their portions in gas exposure of group I When the gas contains 
H2S+O2+ Odorant, two primary factors are determined by factor analysis. However, three 
chemical species, CU2S, CuS and CU2O, are revealed by chemical analysis of the reaction 
product layer. This difference can be understood since only 0.5 % CU2O was found in that 
analysis. CuS dominates within copper sulphide. The accurate fraction may need further 
correction because the deduction of 100% carbon from a maximum value of only 30% 
carbon leads to considerable scope of error. However, this is the best one can get from this 
data treatment.
When the gas components were solely H2S + odorant, three primary factors are revealed 
in factor analysis, which are Cu, Cu2S+CuS and CU2O, although no O2 was contained in the 
exposure gas. The unexpected 1.7 atomic percent CU2O may be caused by the involvement 
of oxygen as an impurity. Within the copper sulphide, CU2S is the dominate species instead 
of CuS.
Further reducing the gas components to odorant, as many as four primary factors are 
determined by factor analysis, they are Cu, CujO, and another two unknown species. If we 
suppose that CU2S and CuS are formed and there is no organic chemi-adsorption, it is 
difficult to explain the excess atomic percentage of sulphur, seen in the data of Table 5.3.7. 
From this it is believed that there is an organic chemi-adsorbate associated with odorant at 
copper surface. To find whether some sulphur in the odorant reacts with copper, one way 
is to check the corresponding thermodynamic data. Unfortunately, their Gibbs formation 
energies have not been found so far. On another aspect, the decrease of oxide (atomic 
percent) and increase of sulphur (atomic percent) (Run 88-2 in Fig. 5.3.16) indicates that 
either some reaction between copper and the sulphur in the odorant occurred, or the 
decrease of oxide (atomic percent) is due to the carbon layer becomes more and more 
thick while accumulation of the sulphur chemi-adsorbate leads toi increase of sulphur. If 
CujS and chemi-adsorbed S are considered to be formed, and no CuS produced, then there 
is 20.5% CujS, 35.8% chemi - adsorbed sulphur and 43.6% CujO by using average data of 
Table 5.3.7 and Eq. 5.3.3. Then, the KE gap should be 1.8 eV instead of 2.18 eV by using 
linear relation between peak intensity and peak position (see the corresponding item in the 
Appendices of this Chapter), i.e., Eq. 5.3.4, by assuming no influence of chemi - adsorbed 
S on the copper "compound" peak position. On the other hand, if suppose CuS rather than 
CU2S is formed, 17% CuS, 8 % chemi - adsorbed sulphur and 19% CU2O have been obtained 
from Eq. 5.3.3. In this case, the KE gap should be about 0.5 eV rather than 2.18 eV when
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the 0.6 eV gap (Romand, 1978) is used for item of KE gap (CuS) in Eq. 5.3.5. In addition, 
these results imply that it is impossible to meet the 2.18 eV of KE gap by assuming the 
sulphide layer is the mixture of Cu;S and CuS, because the KE gap value (1.8 and 0.5 eV 
respectively) from either of them is lower than the measured one (2.18 eV). Therefore, it 
is believed that the sulphur signal in Run 88-2 likely come from chem - adsorbed sulphur.
^ ^ C u ^  ^Sifldsorbed)
5% ~  ^ C u ^  ^  ^S(adsorbed) Eq. 5.3.3
 ^ ^Cu^O
KEgap = KEgap^Cufi) * Atomic7o {Cu^O) 
+ KEgap {Cu^S) * Atomic To {Cu^S)
Eq. 5.3.4
KEgap = KEgap{Cufi) * Atomic ToiCu^O) 
+ KEgap(CuS) • Atomic7o(CuS)
Eq. 5.3.5
Contamination CuS Cu2S Cu(metal)
Fig. 53.18 Two layers formed in the sulphide layer as exposure gas 
containing hydrogen sulphide and odorant.
Comprehensive considerations We now consider the situation run by run based on the 
above synthesis of the analysis results. For the copper - odorant system (Run 88-2), sulphur
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in odorant is merely chemi - adsorbed on copper as evidenced by its KE gap and sulphur 
fraction in the reaction product layer. In addition, the chemi - adsorption layer seems dis­
continuous because its variation of intensity against exposure time (Fig. 5.3.10) is analogous 
to the curve of the island model (Fig. 3.23).
Turning to the copper - (HjS + odorant) system (Run 88-3), the chemical species of the 
reaction product is mainly cuprous sulphide, the corresponding reaction could be
2 Cm + H^S = Cu^S + Eq. 5.3.6
and some CuS is formed by further reaction. Additionally, some Cu,S could be formed by 
reaction between HjS and Cu,0 (Eq. 5.3.7), this is supported by the small shoulder at the 
HjO position in the 01s spectra (Fig. 5.1.15).
H^S + Cu^O = Cu^S + H^O Eq. 5.3.7
Contamination Cu,S Cu(metal)
Fig. 5J.19 The layers in system copper - (odorant + H^ S + O2) system. 
The thickness of the layer may be deeper than the detectable depth of XPS.
In the system, the reaction layer is likely to be grown layer by layer rather than in island form, 
because of the time dependency of intensity (Fig. 5.3.10 (4)). At the layers near to the 
interface between reaction product and copper substrate, the larger portion of CujS is 
possible because of sufficient copper supply, while the CuS ratio could increase as the layer
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moves away from the interface to the region of greater sulphur availability. So the reaction 
product layer, more or less, are composed of two layers: CugS and CuS (Fig. 5.3.18), the 
thickness of the CujS layer being larger than that of the CuS layer in this case.
In the copper - (odorant 4- H,S + Of) system (Run 5), the most complicated one in the 
series, the following reaction (Eq. 5.3.8) probably becomes important in addition to the 
above reactions and adsorption.
4C« + 2H^S + 0 2 = ICu^S + H^O Eq. 5.3.8
Formation of water may increase the reaction rate as it may trap HzS at the surface. The 
thickness of the reaction product layer becomes thicker than previous found and even 
deeper than the detection depth of XPS, which leads to the reduction in ratio of CuzS 
relative to CuS (Fig. 5.3.19).
In the Cu-HzS system with accident involvement of (Run 88-7B), it is considered that 
sequential rather than simultaneous exposure to H2S and Oj occurred. From the results of 
factor analysis, the oxygen Is spectra and the atomic percent diagrams give a qualitatively 
consistent result, which shows that the CujO seems formed on top of CugS.
53.4 Summary and further considerations
Following conclusions can be extracted so far:
1. Enhanced sulphidation of the copper surface has been observed during 
simultaneous exposure to gas containing H2S, O2 and odorant.
2. Chemi - adsorption of odorant can occur on the copper surface, but chemi - 
adsorption is not observed when the gas is O2+ Odorant.
3. CujS and CuS are formed sequentially in the simultaneous exposure to mixed gas 
containing H2S. CujS is probably located in the layer adjacent to the copper 
substrate.
However, some questions raised by the analysis are still open, they lead to the next
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experiments with analyses focused on the H2S-O2 "plane" of Fig. 5.1.2 (B):
The first question is the enhancement of sulphidation which contains two aspects: the 
acceleration of the sulphidation process, and the deepening layer of the sulphide. From the 
experimental results obtained so far, both aspects were observed in simultaneous exposure 
to H2S+O2+ Odorant (Run 5) as compared with other experiments, e.g., the Runs 6 A and 
88-3 in which H2S+O2 and H2S+Odorant are included in the exposure gas respectively. The 
stage that copper sulphide dominates in Cu(LW) spectra is reached at about 260 and 290 
hours of exposure respectively in Run 6 A and Run 88-3. This leads to a question: is oxygen 
really enhancing the copper sulphidation as reported by Backlund (1969) ? If it is true and 
reproducible, what are the details of the enhancement mechanism ? In addition, the sulphide 
layer thickness may be larger than detection depth of XPS. If this is the case, it should be 
a good idea to use another technique, e.g., EDX, to do the analysis.
Another question is the formation of copper oxide at initial exposure time. This 
phenomenon occurred in most of the experiments. It was suspected to be the result of an 
impurity containing oxygen in the exposure gas, and the leakage of the pipework. These 
more or less approach the conditions found in simultaneous exposure to the desired gas 
plus oxygen. Why does it occur like that, and what is the function of the oxide ?
The next chapter deals with observation of the reacting surface by both AES and EDX in 
experiments designed to monitor a greater depth of reaction layer.
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5.4 Appendix
A. Some more in-situ gas exposures to odorant
Runll (CopmOS)
Bun« (l.avpmTBM)
150 200 2S0
«un 13 (pjypm EM)
RunU (1 JuSvpm TBM.2/3vpm H2S.1Q/302)
100 ISO 200 2S0 300 350
ICO ISO 300 250 300
Fig. 5.4.1 Atomic percent of exposures to gases bearing components of 
odorant.
Cu exposed to individual component of odorant (Group III) The components of the 
odorant used in the project were mentioned in Chapter 1, these are diethyl sulphide (DS: 
ZCzHg-S), tertiary butyl mercaptan (TBM: SCHj-C-SH) and ethyl mercaptan (EM: C2H5-
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SH). A series of runs was carried out using these components individually in a carrier of 
methane. For completeness of presentation of this study, and to throw light on the 
reactivity of these components, the data are analyzed here. To analyze the reactivity, the 
atomic percent of sulphur, carbon, oxygen and copper are plotted against the exposure time 
(Fig. 5.4.1). The process of calculating the atomic percent is same as before (Parvizi S.M., 
1988). One consistent phenomena through this group is that the atomic percent of O and 
S remains close to 10% after initial stage. In which, the gas bearing DS, i.e.. Run 11, first 
reach the value, then the Run 12 and Run 13.
Through the Ols and Cu(LW) spectra, the 0 \  OH , copper metal and copper compound 
concentrations are obtained by measuring corresponding peak heights. For the copper metal 
and copper compound curves of Run 11, 12 and 13 in Fig. 5.4.2, the cross - over points 
among the curves of the O, S, C and Cu are at about 120 hour, >200 hour and > 200 
hour respectively. Furthermore, the tendency of copper compound to increase stops at 
about 150 hour in Run 13.
After removing the attenuating effect of the carbon layer, the O^  , S and copper intensities 
associated with reaction / adsorption show that none of them satisfies the stoichiometrical 
composition of CujS and CU2O (Fig. 5.4.3). These indicate that the phenomenon associated 
with the sulphur of the odorant is adsorption on a CujO layer, because the atomic ratio of 
CU2O can be satisfied when sulphur is excluded.
Comparing the adsorption rate from the data in which the attenuation effect of carbon is 
removed, the overlap point of the curves for sulphur and oxygen (Fig. 5.4.3) involving DS 
is at about 25 hour, while it is at about 50 hour for TBM, and about 100 hour for EM. 
Consider the factor of concentration of DS, TBM and EM, those are 6 , 1.8 and 0.3 vpm 
respectively, the overlap points are at 30, 90 and 150 vpm-hour for EM, TBM and DS when 
the production of gas concentration and exposure time is used as variable. This means that 
EM has highest adsorption capability, and next one is TBM, the last one is DS.
From molecule formula of DS, TBM and EM, the bond between organic group of 3CH) 
and SH from TBM is easiest to break, the next one is the C2H5 and SH from EM, and the 
bond between 2 C2H5 and S in DS is the strongest one in the three compounds because its 
symmetry.
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Fig. 5.4.2 Atomic percent of Cu metal, Cu compound, oxide, sulphur and 
OH in Run 11 to 15. Left column: including Carbon; right column: 
excluding Carbon.
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Fig. 5.43 Relative intensity of copper compound, oxide, and sulphur 
calculated from adsorption/reaction layer after removing attenuation effect 
in carbon layer.
In run 14 and 15 where HoS and O, were added into the exposure gas besides the DS and 
TBM, the increases of sulphur and copper compound intensities at initial stage are similar 
as expected, while the latter behaviour of the sulphidation becomes a little more 
complicated. It is noted that these was a problem with the supply of H,S and O2 gases as 
the cylinder was nearly exhausted at that time, this is why the sulphide intensity is not as 
high as that of Run 5 described in former section. It even can be guessed when the H,S gas 
is exhausted as watching the sudden drop of sulphur signal at about 25 hour of exposure 
in Run 14.
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B. Aspects of the spectra analysis
Attenuation of a electron beam as it passes through an absorbing layer When an electron 
passes through a thin absorbing layer dx, suppose the probability of being adsorbed, p, is 
proportional to thickness of each thin layer, dx, i.e.,
p = a dx
where a is adsorption factor which anti-correlates to inelastic mean free path, X, i.e., a = 
1/X, the probability of an electron passing the thin layer is therefore
1 - p = 1 - 1/X dx
When the number of electron at beginning of the first layer is No, the relation between 
number of electron passed the thin layer Nj and the original number Nq is
= No (1  - p) = No (1  - 1/X dx)
the number passed the second thin layer (Fig. 5.4.4 (A)) Nz
K  = N, (1  - p) = No (1  -1/X dx)"
the number after the nth thin layers,
N„ = No (1 -1/X dx)"
since dx = d/n
1 j  \n / r  Eq. 5.4.1
1  ----  V e~^  = lim\ 1 -  — .*.N = Nq e
1ère Eq. 5.4.2
When the take off angle 0 is not 90° (Fig. 5.4.4 (B)), N„ will be presented by Eq. 5.4.2 
which provides the relation between, N„, electron numbers passing through the absorbing 
layer with thickness of d, and the original electron number No. It is known as Beer - 
Lambert law. The variation process is similar to the convolution process in mathematical 
principle.
For a simple case, a homogeneous layer with thickness d of element X is on top of a 
substrate Y, the electron number from element X part can be described approximately by 
Eq. 5.4.3 (a). This can be understood from Fig. 5.4.4 (C) if we assume that the element in
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surface layer and substrate is the same, although this is somehow less rigorous. The electron 
number from element Y part is given by Eq. 5.4.3 (b).
djX)
N„(X) = AT„(X) ( 1 -  e ■'W ="»)
d(X)
N„(Y) = Nq(Y) e
(«)
(b)
Eq. 5.4.3
In our case, the d(X) is the thickness of carbon layer, X(X) the element carbon inelastic 
mean free path (IMFP) in carbon layer, and X(Y) the IMFP of S, O, Cu in carbon layer, 
take off angle 6  is 45° according to the experimental setting.
N0 N 1N2  Nn
dx
(A)
emission
direction
angle
l=d /siii©
(B)
N r
0=take off
. oc
(C)
: clement Y element %
i - d
q X sin©
1 part b part a
h d H
Fig. 5.4.4 Absorbing process when electron beam pass an absorbing layer. 
(A) layer of thickness d are divided into n thin layers; (B)relation between 
thickness of layer, d, distance of electron passed. I; (C) two layer situation.
The X for S, O, Cu and C are 4.00, 3.40, 2.59 and 3.81 mg/m" respectively, they are 
calculated by using O.ll(KE)^ (Briggs D. and Seah M.P., 1991). The KE can be obtained 
from the difference of incident X-ray energy and BE of a relevant XPS peak, e.g., the 
energy of X-ray we used is 1487 eV, S2p peak binding energy is 162 eV, so its KE is 1325 
eV. Let Rattenuation(Y) Stand for tlie attenuation/absorption ratio of element Y, i.e., 
No(Y)/N„(Y), its original signal intensity will be presented by Eq. 5.4.4 where the variable 
dgarbon IS determined by Eq. 5.4.5 deducted from Eq. 5.4.3 (a), and Nq (i.e., „uik) is 
assumed equal to the sum of Cls, Ols, S2p and Cu2p(3/2) intensities weighted by sensitivity
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factors. In other word, buit is the quotient between N (highest count of Cls peak in 
peak area) and corresponding carbon atomic percent.
N  XY) = ^XPSpeakarea^^ . ( y )
a / i n  atteiuumon^^  '
^senâtivityfactor (  ^
JV (^y) ^ X { Y ) - s i n ^
Eq. 5.4.4
Nrd{carbon) = -  X(carbon) sind ln\ 1 -  i^speakvea
Ncarbon hulk /
Eq. 5.4.5
Using the same principle to the situation that a uniform compound layer is on top of the 
substrate, we obtain
d(cpd)
N^(cpd) = N^(cpd) ( 1 -  e
d(cpd)
N„(sbrt) = N^isbrt) e (b)
Eq. 5.4.6
assuming No(cpd) = No(sbrt), and A.(cpd) = X (sbrt) because of their close KE values 
(about 916/917 eV for copper compounds and 920 eV for copper substrate, then the 
thickness of compound layer equals to
d{cpd) = A sind In
 ^ N ,{cpd)\ 
{sbrt)
Eq. 5.4.7
here the KE for calculating X is the value for Cu(LW) transition (920 eV), and X — 0.05 
(KE)^ = 1.52 (nm).
Relation between overlapped peaks intensities and the envelope curve In the section of 
"simultaneous exposure to H^ S, O, and Odorant", the following formula is used to calculate
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the ratio of copper sulphide and organic chemi-adsorbed sulphide associated with odorant,
KEgap = Ë  KEgapQ) * Atomic %{i)
i = l
Eq. 5.4.8
Where i stands for each chemical species. Such linear relation can be proved as shown in 
Fig. 5.4.6 when the peak shape is pure Gaussian shape and composite peak intensity is sum 
of overlapped peaks (Fig. 5.4.5).
Gaxçssten shape p ea t
0 .4
0 2 4 6
Fig. 5.4.5 The overlapped peaks with standard Gaussian curve (o= l) and 
their composite peak whose intensity is the sum of the overlapped peaks.
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Fig. 5.4.6 Relation between overlapped peaks intensities and the maximum 
point position of overall curve.
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The aim of the experiments presented in this chapter is to investigate the details of the in- 
situ oxidation and sulphidation of a Cu polycrystalline surface, and the interaction between 
sulphur and oxygen during simultaneous exposure, in which methane, the gas carrier, is 
replaced by oxygen free nitrogen (OFN). Odorant supply is no longer added as the evidence 
is that this does not react to form sulphide. The concentration of H2S is limited to 10 ppm. 
A dedicated piece of equipment is built for the in-situ gases exposure.
The analysis technique has varied from XPS/XAES to AES/SAM plus EDX. AES and EDX 
provides elemental information with average depth of 1 nm and 1 pm respectively as 
compared with detection depth limitation of 3 nm from XPS. SAM gives the spatial 
distribution of certain element, and chemical valence some time with help of scatter diagram 
and other data analysis methods. In addition, the extensive analyzed Cu(LW) Auger 
spectra in XAES is comparable with Cu(LW) in AES. Detailed analysis of the peak has 
not been undertaken at this stage because of the difficulty of handling the data from LINK 
to PC computer.
« r
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Figure 6 .1.1 Photograph of dedicated in - situ gas reaction part, which 
consists of glove box, fast lock chamber, rotary pump, gas mix board and 
reaction vessels. The glove box is connected with MA500 (left side part).
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6.1 In-Situ Gas Exposure Facility and Experiments
6.1.1 Construction of Gas Exposure Facility
The facility is linked with the preparation chamber of a MA500 by a fast entering lock 
chamber, so the direct transfer of a sample from gas exposure to the surface analysis 
equipment can be carried out as shown in Figure 6.1.1 and Figure 6.1.2. For some cases, 
the fast entering lock can be used as a gas-exposure chamber for strict in-situ exposure 
because the chamber can be evacuated to 1 0 "^ torr.
The gas exposure facility contains four parts. They are (1) a modified glove box, (2) glass 
vessels which are placed in the glove box, (3) gas supply and measurement board, (4) 
vacuum pump system. The modified glove box provides an "isolated laboratory" for the gas 
exposure. The glass vessels are no more than a set of containers which hold the samples, 
molecular sieves and sulphur sensitive solution. The gas supplies are the source for the 
desired tarnish layer on the sample surface, and the measurement board enables the gas 
mixture to be controlled. The vacuum pump system is used to facilitate the transfer of 
samples without further reaction.
Modifîed glove box The glove box is fitted with a standard vacuum flange, and a fast 
entering lock which is located between the vacuum system and the glove box for 
minimizing the impact on the vacuum by the gases of the glove box (left photo of 
Figure 6.1.2). The fast entering lock chamber is linked with a rotary pump which can 
provide up to 10"' torr vacuum. So the fast lock chamber acts as a intermediate buffer 
between the UHV part and the glove box. Rubber gloves are chosen for operation in the 
glove box, and are held on the two hand ports tightly by clips. In order to avoid the air 
contaminating the copper sample which is in reaction vessel A (Figure 6.1.4), and more 
important preventing H2S polluting the environment, the gas flows through the reaction 
vessels directly, and the box itself was filled with N2. An inlet tap is fitted at the glove box 
entrance for controlling the incoming gas, a pipe at the gas outlet of the box is linked with 
a water double - bubbler and outlet tap (Figure 6.1.1). The bubbler is used to monitor 
outflow and avoid air entering the box from outside.
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Figure 6.1.2 Photo of two parts of the gas-metal reaction facility which are 
not seen clearly in Figure 6.1.1. Left: fast lock chamber which link glove box 
and MA500. Right: rotary pump, and liquid nitrogen bottle.
Figure 6.1.3 One of the two glass bottles containing lead acetate trihydrate, 
which are located prior to the gas outlet (Figure 6.1.3 and ).
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Table. 6.1.1 Properties of molecular sieves dry agent
Residual Water, mg Grams water Regeneration
H 2 O per litre of dry removed per grams CO)
air (25°C) of desiccant
0.001 0.18 250
Reaction vessel This is composed of four vessels as shown in Figure 6.1.3, Figure 6.1.5 and 
Figure 6.1.4. The specimen, mounted on a stub for the MA500 Auger /  ED X  microscope, 
is placed in vessel A. The U-shape tube is filled with baked molecular sieves (Table. 6.1.1) 
for absorbing H^O molecules form vessel C and D to keep the reaction vessel A  as dry as 
possible. Aqueous lead acetate trihydrate [(CH3G02)2Pb.3H20] of 1 molar (379.2 g/litre) 
concentration fills in vessel C and D. The H,S will be precipitated as PbS when it passes 
through this solution (Considine et al., 1984).
Specimen Tap Vessel C: contain lead acetate trihydrate to
convert H^S to PbS.
Gas inlet
Three way tap
Vessel B: contain 
molecular sieves used 
for absorbing water 
moleculesVessel A: specimen is 
placed in. Max. No. of 
specimen is 6. Vessel D: same 
as vessel C
Figure 6.1.4 In - situ reaction vessels arrangement. (1) reaction container, 
(2) U  shape tube which containing molecule sieves, (3) glass bottle hold 
lead acetate trihydrate solution.
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Figure 6.1.5 Photo of the glass vessels used in the in - situ gas reaction.
Gases supply and flow m easurement Four gas cylinders are linked with the glove box 
through the mixer / flow meter board. They supply 10 vpm HjS, 10 vpm O,, pure oxygen 
and pure Nj respectively, the first two gases are premixed in oxygen free N?. The four gases 
are linked by a manifold at the flow measurement board where 10 vpm O; and pure oxygen 
share one line as they are used as alternatives. The N, is also used to clean the gas pipes, 
so the pipe circuit in the board is designed as shown in Figure 6.1.6.
Mixed Gas
Flow meter
Switch
Figure 6.1.6 Gas pipes arrangement to link H,S, O, and N. cylinders, in 
which N 2 gas is also used to clean the whole pipes.
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The desired concentration of each gas in the reaction vessel is obtained by adjusting the 
flow rate on the regulator of the cylinder and the knob of flowmeter. For instance, if the 
flow rate at the three cylinder regulators and flowmeters are kept same, the concentration 
of H 2S and O 2  in the reaction vessel are 3.33 vpm respectively when the 10 ppm H 2S, 10 
ppm O 2  and pure N 2  gas (flinders are linked. The pipe linking each gas cylinder and mixing 
board is a single stainless steel pipe without joints to minimize the possibility of leakage.
6.1.2 Sample Preparation
The samples are cut from the copper sheets used throughout this project. They were 
initially rough ground with #400, #600, #1200 grade papers in succession, then were 
polished down to 1 pm polish cloth. Some of the samples were re - ground with #800 grind 
paper followed by a blast of oxygen - free - nitrogen to remove deposits. Grids were marked 
on the surface with a micro-hardness meter for keeping the spectra or maps at identical 
places during various exposure times. Before the exposure experiment, they were etched 
by argon ion bombardment (3kV, Ip  A) for the required time with the AG60 / AG61 Ar 
gun until the surface met the requirement, e.g. that the oxygen (KLL) or carbon (KLL) 
intensity due to contamination is much lower than the copper (L W )  intensity as seen in 
the AES spectrum. The etching parameters are listed in Table. 6.1.2.
Table. 6.1.2 Parameters used etching Cu sample with Au ion
Vacuum Energy Focus Voltage Target Current
(torr) (kV) (kV) (tiA)
lO"* 3 1 1
6.13 In-situ gas exposure
Prior to the real experiment, the whole experimental container and pipes were cleaned, 
which was done by the following route:
1. Open all valves, cocks on the flow measurement board.
2. Open the cocks at the gas inlet and outlet sites of the glove box.
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3. Open the two taps of reaction vessel (i.e. vessel A).
4. Open the two three - way taps to all directions.
5. Open Nz gas cylinder slowly and keep the gas flow rate at required rate until seeing
Nj come out at w ater double bubbler. Keep the N; flow for 30 minutes.
6. Shut the valve o f the Nj cylinder, and the switch at the outlet site of the glove box 
afterwards.
7. Close other switches and taps on the flow metre board and glass vessels.
The other critical aspect is safety due to  the toxicity of H ^ . All glass vessels are enclosed 
in the Nj filled glove box. A  com plete check o f the security associated with the facility is 
carried out. A  formal COSHH application form is completed and signed, necessary 
measures for an accident are considered.
The sequence for gas exposure takes place in four steps.
iDoor ^ To prepare 
\  chamber of 
\  MA500
Fast lock 
chamber
Glove box
pure10 ppm 
H^S
10 ppm pure
Liquid N2
w a t e r
double
bubbler
Filter
dask
Filter
daskdrmgtube
Reaction
Vessel
Rotary pump
Gases mixture and 
flow rate control 
board
Figure 6.1.7 Schematic display of dedicated in - situ gas exposure part.
Step 1: Transferring the specimen to the reaction vessel
1. Shut the switch at the inlet site of the glove box.
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2. Turn on the pump of the fast lock part till the vacuum reach about 10^ torn
3. Open the fast lock valve, and move etched specimen from preparation chamber to 
the fast entering lock.
4. Close the fast entering lock valve immediately. Turn off the rotary pump of the
glove box. Open the valve to the liquid N% of the glove box.
5. When the pressure becomes balanced between the fast entering lock part and the
glove box, open the door between fast lock part and glove box. Transfer the etched 
specimen to vessel A  in the glove box without exposing to air.
6. Close the door. Pump out the fast entering lock.
Step 2: Gas exposure
1. Open the switches on gas entrance and outlet site of glove box respectively.
2. Open the two switches of vessel A. Turn the three way tap to vessel D.
3. Open the O  ^ and H,S cylinders slowly, and keep them at same flow rate.
4. Adjust the flow meters until the gas flow rate accurately kept at the designed
"level", and make sure that the gas comes out from container D.
5. Turn the three way tap to vessel A. The gas exposure starts from this time.
6. When required exposure time is reached, the following step is performed.
Step 3: Transferring reacted specimen to MA500
1. Switch the both three way taps in glove box to vessel C for stopping the exposure.
2. Shut the two switches of vessel A.
3. Close the valves of HjS and O 2  cylinder in succession. Close both the side switches
of the glove box.
4. Open the valve between the liquid N, and the glove box until the pressure is 
balanced between fast entering lock part and the glove box.
5. Transfer the reacted specimen into the fast entering lock, close the door between 
the fast entering lock and the glove box.
6. Cut off the liquid N, supply, pumping the fast entering lock until the pressure 
reaches IQ"’ torr.
7. Open the valve between the fast entering lock and the preparation chamber,
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transfer the specimen to the preparation chamber, shutting the valve of the fast 
entering lock.
Step 4; AES and EDX analysis This step will follow the procedure described in related 
sections o f the previous chapter. The parameters used in the measurement are listed in 
Table. 6.1.3.
Table. 6.13 Parameters used in recording 
AES/ EDX spectra or maps
Accelerating Sample Recording Scan Dwell time Step
voltage (kV) current (nA) mode (ms) (eV)
10 10 CRR = 4 5 50 1
6.1.4 Experiment design
The experiments in this part areplannedto confirm the results obtained in the last chapter 
and to seek the answer to the questions arising in that chapter. They can be summarised 
as four points: (1) the reaction mechanism when the specimen is exposed sequentially to 
H 2 S and O 2  where the carrying gas is pure nitrogen; (2) the product structure after 
simultaneous oxidation and sulphidation of copper; (3) to confirm the oxidation rate and 
sulphidation rate and consequently to find out the reaction mechanisms; (4) the relationship 
between oxygen and sulphidation when the gases make contact with the copper sample 
together. The experiments are thus designed as follows:
Individual oxidation and sulphidation of Cu sample
Aim: Determine the oxidation rate and sulphidation rate of Cu in-situ.
Procedure: (1) Clean Cu samples by etching it with Ar ion (3kV, Ip  A) until the carbon 
KLL peak in AES survey spectrum has nearly disappeared; (2) expose the samples to 10 
vpm O, and 10 vpm H^S individually. This exposure is carried out in the fast entering lock
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for the first 10 minutes rather than in the glass vessel within the glove box. This is to avoid 
residual oxygen, involved in particular for exposure of 10 vpm HjS.
Sequent sulphidation and oxidation of Cu sample
Aim: Observing the fractions ofCujO or CujS which are on the surface of the pre - oxide 
or the pre - sulphide Cu sample when it is exposed to N, gas containing 10 vpm HjS at 
room temperature.
Procedure for sulphidation o f  pre-oxidised Cu sample: (1) Clean the Cu sample by etching 
it with Ar ion (3kV, Ip  A) until there is nearly no carbon KLL peak in the AES survey 
spectrum. This normally takes 5 - 1 0  minutes if the ion gun AG61 is used. (2) Expose the 
etched Cu sample to flowing N, gas containing either 10 vpm O, or 20% O, or pure Oj 
until the O(KLL) peak can be clearly detected in AES spectra. (3) Expose the oxide 
sample to N, gas containing 10 vpm H,S for various times. Measure the AES spectrum at 
each interval to monitor the behaviour of Cu,S and C u,0  on the Cu sample surface.
Procedure for oxidation o f  pre - sulphide Cu sample: (1) Clean the Cu sample as mentioned 
above. (2) Expose the sample to 10 vpm H,S for certain time until S(LMM) peak is clearly 
recorded in AES spectrum. (3) Expose the sulphide copper sample to various concentration 
of O 2  for diverse times. Measure the AES and EDX spectra at each interval, mapping the 
sample at some critical stages.
Simultaneous exposure to 0% and HjS
Aim: Seeking the relationship between O 2  and HjS in simultaneous exposure.
Procedure: (1) Clean the Cu sample as described in previous section. (2) Expose the sample 
to mixed gas containing both H 2 S and O 2  at various ratio and at room temperature for 
diverse times.
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6.2 AES/EDX spectral analysis of exposed Cu samples
6.2.1 Individual and sequence exposure to and H^S
Typical AES and ED X  spectra are given in Figure 6.2.1 where there are, in AES, 
Cu(MNN), S(KLL), C(KLL), O(KLL) and C u (L W ) (or denoted by Cu(LMM)) with 
kinetic energies of 61.2, 150.2, 273.2, 512.2 and 919.2(main peak) eV respectively, and, in 
EDX, Cu(Lp), Si(Ka), S(Ka), Cu(K a), Cu(Kp) peaks with energies of 0.92,1.78,2.3, 7.9 
and 8.76 keV respectively.
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1214- Secondary electrons
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10
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Figure 6.2.1 Typical AES (left) and EDX (right) spectra. AES and ED X  
are short form of Auger Electron Spectroscopy and Electron Dispersive X- 
ray spectroscopy respectively.
Initial oxidation It is well known that the initial oxidation of Cu is very quick to form a 
few atomic layers of CujO on the surface (Fromhold, Jr. et al., 1984), followed by a slower 
process as the oxide layer becomes thicker. Since the Auger electrons come from only 
a few top atomic layers that can escape from the sample, AES will be one of ideal methods 
to monitor the initial oxidation process. Following the sample preparation described in the 
previous section of this chapter, exposure experiments followed by AES measurement have 
carried out as for various sequential exposure times. The AES spectra are shown in 
Figure 6.2.2. The oxygen signal can be found in the spectrum from the time of 20 seconds. 
This provides a order for the time of initial oxidation taken place on a clean copper surface.
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Figure 6.2.2 M ontage of AES spectra of etched Cu sample which exposed 
to 10 vpm O 2  up to 1 min. Oxygen signal was detected from 20 sec 
exposure.
The initial oxidation rate of Figure 6.2.2 is plotted in Figure 6.2.3, by using the peak and 
background counts o f C(KLL), O(KLL) and main peak (917.2 eV) of Cu(LMM), 
normalised by using
P e a k  (x) -  B a c k g r o u n d  (x) Eq 6 2 1
B a c k g r o u n d  (x)
for each element, and taking the value o f 0.20, 0.50 and 0.22 as Auger atomic sensitivity 
factor, S(x), for C(KLL), O(KLL) and Cu(LMM) respectively (Davis, et al., 1976). The 
approximate atomic percentage I(x)% of each element has computed by using Eq. 6.2.2.
I { x ) %  = /(%) / 5(x)
Z  [ / W  I S(x)  ]
1 0 0 % Eq. 6.2.2
A further experiment with a longer time and exposure to 20% O, was carried out to find 
the oxide film growth rate, the resultant diagram is in Figure 6.2.4. In which the intensity 
of O increases with a form similar to the logarithm function. This is agree with the film
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growth rate mentioned in literature.
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Figure 6.23 Plot of atomic percentage of element oxygen, copper and 
carbon from AES spectra when Cu sample in situ exposed to 10 vpm O, up 
to 60 second.
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Figure 6.2.4 Diagram of atomic percentage for element oxygen, copper and 
carbon from AES spectra as Cu sample in-situ exposed to 20% Oj up to 10 
minutes according the data.
Exposure to 10 vpm HjS
A polished and slightly ground Cu sample was etched with Ar ion at 3kV accelerating 
voltage and a 1 pA ion beam current for about 20 min, giving the clean spectrum shown 
in bottom spectrum of Figure 6.2.5. Then the sample was exposed to 10 vpm HjS for
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various times following the established procedure described before.
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Figure 6.2.5 Montage o f AES (left) and EDX (right) spectra of Cu sample 
which is exposed to 10 vpm HjS for up to 10 min. after being etched 70 
min. No S signal is measured in the EDX.
The AES and EDX spectra (Figure 6.2.5) show that the S signal is distinguishable from an 
exposure time of 30 sec., while no S signal (at of 2.3 keV in EDX spectra) is recorded 
within the 10 min exposure time. Since the detectable depth for AES is in order of 1 nm, 
while that for EDX is 1 pm, the thickness of the CuzS product layer does not exceed 10 
atomic layers when radii o f 0.128 and 0.127 nm for Cu and S are used. (Lee J.D., 1977) The 
reaction is given in Eq. 6.2.3 (Sharma, 1980) which is thermodynamically favourable.
2 Cu + H^S = Cu^S + AG = -  10.90 kcal I mole Eq. 6.2.3
In order to compare the initial rate of sulphidation with that of oxidation, a diagram of S, 
C and Cu atomic percentage based on the AES spectra of Figure 6.2.5 is plotted in 
Figure 6,2.6, the approach used in the diagram is same as before, 0.80 is used as atomic 
sensitivity factor of S(LMM).
Figure 6.2.4 and Figure 6.2.6 reveal that the in itia l sulphidation has been fu lfilled w ith in an
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exposure time of 30 second when the concentration of H 2S is 10 vpm, whilst the initial 
oxidation is still incomplete when Cu sample exposed to 10 vpm 0%, which required about 
2 minutes when exposed to 20% O 2  for completing. This means that initial sulphidation rate 
of copper by H 2S is higher than its initial oxidation rate by O 2 . Recalling that the Gibbs free 
energies are -34.9 and -15.2 kcal per mole for oxidation and sulphidation, it is suggested 
that the activation energies for oxidation and sulphidation are different.
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Figure 6.2.6 Diagram of atomic percentage for element sulphur, copper 
and carbon as Cu sample in-situ exposed to 10 vpm H 2S up to 10 min.
Sequential exposure to pure O 2  and HjS [10 vpm] In order to observe the function of 
oxygen in copper sulphidation, an experiment was designed in which an etched Cu sample 
was in-situ exposed to pure O, for 2 minutes to form a CujO thin film. Then the p re­
oxidised sample was exposed to 10 vpm H 2S for diverse times. AES and EDX  spectra were 
measured at certain interval yielding the montage of the spectra given in Figure 6.2.7. A  
peak at 512 eV  identifying O(KLL) in AES shows the oxide on the copper surface (bottom 
spectrum of Figure 6.2.7), which disappeared after exposing to 10 vpm H 2 S for only 5 
seconds. The S peaks at 151 eV in AES and at 2.3 keV in EDX emerge, the AES signal 
saturated after 30 seconds. The EDX signal increased through the whole 30 minute 
exposure. This could be resulted from two possible mechanisms: (1) Cu.O is reacted with 
HjS to form CuzS as the reaction shown in Eq. 6.2.4.
C u p  + H^S = Cu^S + H p  AG =-32.23 kc a l  I mole  Eq. 6.2.4
Or (2) the CujS film is formed on top of Cu,0. Since Cu^O can’t be detected if it located 
at deeper layer (depth > 1 nm), this leads another experiment which involves depth
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profiling to check this possibility. In the experiment, an air-oxidised Cu sample was exposed 
to 10 vpm HjS for 2 hour. If a layer structure is formed as described above, there should 
be a CugS - CuzO - Cu structure from the top surface to bulk copper. During depth 
profiling the O(KLL) signal was not detected using etch intervals of 5 minutes with 3 kV 
and 1 pA. This at least indicates a fact, i.e., the CujO layer is thin and sparse. Such a result 
still does not prove that a CujO layer exists between Cu and CujS. To examine whether 
CujO layer is present or not requires quantitative depth profiling, which is beyond the 
capability of the instrument.
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Figure 6.2.7 M ontage of AES (left) and EDX (right) spectra of Cu sample 
which exposed to 10 vpm HjS up to 30 min after exposed to pure O, for 
2 min. The oxygen was replaced by sulphur at 5 sec exposure.
Turning to another side o f this matter, the following process may occur if the oxygen of 
CujO is replaced by sulphur of HjS, and the oxygen ion moves to deeper layers without 
forming H ,0 . In this case, as oxygen has disappeared within an exposure time of 5 seconds, 
the oxygen must have moved at least over 1 nm depth which is equivalent to 10 atomic 
layer of Cu, or say 10 layer of Cu atoms have diffused to the top of C u,0, which means that
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the moving speed is higher than 2 atomic layers per second. Whilst this is more likely that 
the CU2 O layer is no longer present once the oxidised Cu sample has been exposed to 10 
vpm of H 2S at room temperature.
S(LMM) C(KLL) O(KLL) Cu(LM M )
Before etdiing
5 min etching
10 min etching
Figure 6.2.8 Montage of AES spectra of depth profile. The un - etched Cu 
sample is exposed to 10 vpm HjS for 2 hr. The etching parameters are 3 kev 
and 1 pA.
As mentioned in previous chapter, one of possible methods to  prove the two mechanisms 
is to investigate O ls peak in its XPS spectrum. If a peak associated with HjO in the O ls 
spectrum is detected after exposing HjS, the mechanism o f replacement of O by S will be 
supported.
Sequential exposure to air and 10 vpm H^S In fact, this is an in-situ exposure to 10 vpm 
H 2S with a un - etched Cu sample. Comparison between Figure 6.2.9, Figure 6.2.7 and 
Figure 6.2.5 show that enhanced sulphidation is observed on preoxidised samples. Note 
especially through the presence of a significant signal for S(K a) in EDX. Figure 6.2.5 shows 
this enhancement is not merely a rate change. After three hours exposure to H 2S, an un­
oxidized sample has not generated sufficient sulphur to give the S(K a) signal.
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Figure 6.2.9 Montage of AES (left) and EDX (right) spectra of an oxidized 
Cu sample which has exposed to 10 vpm HjS for 2 hr. The sample was not 
cleaned by Ar ion etching, so both C and O are on the surface.
Sequential exposure to HjS [10 vpm] and In this experimental group, a set of three 
exposures was designed using various concentration of O, after the samples had first been 
exposed to 10 vpm H 2S to form a layer of CujS. The concentration of O 2  used in the first 
set of exposure was 10 vpm for up to  30 minutes (Figure 6.2.10). No O(KLL) signal is 
recorded in the AES spectrum within the whole exposure duration, the S(LMM) in AES 
and S(Ka) in EDX are quite constant, this means that oxygen has not replaced the sulphur 
in CU2 S to form CU2 O under the conditions of 10 vpm concentration and 30 min exposure 
period. This contrasts with the result o f sequential exposure to Oj and then to HjS, as 
displayed in Figure 6.2.7 and Figure 6.2.10, even though the replacement of S in CujS by 
O is favoured thermodynamically (Eq. 6.2.5).
ICUjS  + O2 = 2 C u p  + 2 S  AG = -  14.6 kca l  I mole  Eq. 6.2.5
In the second set of exposures, pre-sulphided Cu sample was exposed to 20% O?. The 
O(KLL) signal is still not observed within an exposure time of 10 min. in AES spectra 
(Figure 6.2.11). In the third set of experiment where pure O 2  is used, an O(KLL) signal is 
detected at 20 sec. exposure time (Figure 6.2.12), and it becomes distinguishable at 20 min. 
The S(LMM) peak has been decreased markedly in AES, but the S(Ka) has kept quite 
constant, this indicates the replacement of S from Cu>S by O is un-likely to have occurred 
to a large extent. Rather it appears that on oxide layer has grown on the surface.
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Figure 6.2.10 M ontage of AES (left) and EDX (right) spectra of Cu,S film 
formed sample which exposed to 10 vpm O. up to 30 min. Oxygen signal 
was not detected until the end.
2 64 8
Range (x 10* eV)
10
10 min
2  min
30 sec
Osec
Range (keV)
Figure 6.2.11 M ontage of AES (left) and EDX (right) spectra of Cu 
sample exposed to 20% Oi after 10 min. exposure to 10 vpm H^S. O(KLL) 
signal was not detected in AES. The peak at 2 keV in EDX is related to Si.
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Reviewing the three series of exposure, it can be deduced that reaction rate of Eq. 6.2.5 
is strongly dependent on the concentration of 0%. The reaction rate is so low that O(KLL) 
signal can not detected within an exposure time of order minutes when concentration of 
O 2  is as low as 10 vpm. In order to confirm this, a long exposure to 10 vpm O; was carried 
out, and the O(KLL) signal measurable at an exposure time of 1 hour (Figure 6.2.13). This 
reveals that role o f kinetics can be as important as that of thermodynamic or even more 
critical in some cases.
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Figure 6.2.12 Montage of AES (left) and EDX (right) spectra of Cu 
sample exposed to pure O 2  up to 20 min. after exposed to 10 vpm HjS for 
30 min. An oxygen signal was detected at 20 sec. exposure time in AES.
2 A 6 8 10
Range (x 10* eV)
Figure 6.2.13 Montage of AES spectra of pre-sulphided Cu sample 
(bottom) which exposed to lOvpm Oj (top). The O(KLL) signal is recorded 
after 1 hour exposure.
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Focusing on the EDX spectra of Figure 6.2.12, the relative intensity o f S(K a) compared 
with that o f Cu(K a, K p) has not decreased as exposure time to pure O 2  increased, even 
when the sulphur in the top layers is partly replaced by oj^gen. This fact implies that the 
S has moved into deeper layers within the duration of the exposure. This phenom enon is 
in agreement with the results reported by Wright (1986).
Sequential exposure to HgS [10 vpm] and air
To compare the oxidation in air (its 0% concentration is 20%) and in 20% O , (research 
grade) in nitrogen o f a pre - sulphided Cu sample, a pre - sulphided Cu sample was exposed 
to air for 1 min. at room temperature. The O(KLL) signal was detected although its 
intensity in AES was very low (Figure 6.2.14). Such a high oxidation rate could be caused 
by the much higher humidity of air than that of O, gas.
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Figure 6.2.14 M ontage of AES (left) and EDX (right) spectra of CujS film 
formed sample (spectrum at bottom) which was exposed to air for 1 min 
(spectrum at top). A  small O signal was detected.
Siimmaiy of the result from individual and sequent exposures to H^S and Oj
1.
2.
Initial sulphidation rate is higher than initial oxidation rate at a clean copper 
surface.
The reaction of Cu^O + H^S = Cu^S + H,S is believed to occur when Cu with a 
thin CujO layer on its surface is exposed to 10 vpm H,S in-situ at room tem perature 
(from Figure 6.2.7 and Figure 6.2.8). A Cu,0 layer is formed on top of Cu^S when
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a Cu sample with Cu^S on surface is exposed to O j (Figure 6.2.10 and Figure 6.2.12)
3. The rate of replacement of O in CujO by S in H 2 S is much higher than that of S 
in C u ^  by O in 0% when their concentrations are 10 vpm. (Figure 6.2.7 and 
Figure 6.2.10). The replacement rate o f S in CujS by O in 0% is strongly depends 
on the concentration of O 2  (Figure 6.2.10, Figure 6.2.11 and Figure 6.2.12).
4. The CujO on Cu surface enhances sulphidation o f Cu when exposed to HjS. This 
is based on the comparing the EDX spectra measured during sulphidation between 
the etched Cu sample and surface oxidised Cu sample (Figure 6.2.5 and 
Figure 6.2.7).
6.2.2 Simultaneous exposure to low concentration H 2 S and 0%
From previous sections, it was known that the presence o f CujO can enhance the 
sulphidation of Cu at room temperature. A  consequent step is to find out the behaviour 
o f O 2  in copper sulphidation with simultaneous exposure to H 2S and O 2 .
106A2
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Figure 6.2.15 Montage of AES (left) and ED X  (right) spectra of Cu 
sample which was exposed to 5 vpm H 2S plus 5 vpm O 2  for 30 min (top 
pair). S signal is detected in AES and EDX, but O(KLL) is not detected.
Exposure to 5 vpm HjS plus 5 vpm O j In  the 30 min. in-situ simultaneous exposure, the
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S(LMM) and S(K a) peak emerged in AES and EDX respectively. No O(KLL) signal 
is on a high background in AES (Figure 6.2.15). This phenomenon indicates that large 
portion of the product layer is CujS under such a 50:50 concentration ratio and within an 
exposure time o f the order o f half hour. In addition, the CU2 S layer is thicker than that 
formed by exposure to 10 vpm HjS alone at same exposure period because of distinguish 
S(Kee) peak in ED X  (top spectrum of Figure 6.2.15), so the enhancement function o f 0% 
in Cu sulphidation is observed in simultaneous exposure to 5 vpm HjS plus 5 vpm Oj.
Exposure to 1.4 vpm H^S plus 8.6 vpm O 2  On altering the ratio o f HjS and 0% from 1 
to 1:6, i.e., to 1.43 vpm HjS and 8.67 vpm O 2 , it is still found that S(LMM) and S(K a) 
appear in the AES and ED X  respectively at an exposure time of 30 min. (Figure 6.2.16). 
The O(KLL) was not detected in AES during the exposure.
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Figure 6.2.16 M ontage o f AES (left) and EDX (right) spectra of Cu 
sample which exposed to 1.4 vpm HjS plus 8.6 vpm 0% for 60 min. S signal 
is detected in AES and EDX, but O(IGLL) is not detected.
Exposure to 0.5 vpm HjS plus 9.5 vpm When the 0% proportion is increased further 
to 19 times the H 2 S concentration, Auger spectra still show a clear S(LMM) peak in 
addition to Cu(LMM) and Cu(MNN) peaks within a 30 minutes exposure, but the O(KJLL) 
peak remains negligible. The EDX  spectrum also gives a clear S(Ka) peak (Figure 6.2.17).
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Expanding the exposure times to both shorter and longer durations, another set of results 
is obtained as shown in Figure 6.2.19: the corresponding atomic percentage of copper and 
sulphur on the sample surface (AES) and in the subsurface (EDX) are plotted in 
Figure 6.2.18 and Figure 6.2.20 respectively. All results obtained in the simultaneous 
exposure to HjS plus 0% so far show that the enhancement function of oxygen for 
sulphidation is very large as compared with the results of exposure to HjS alone 
(Figure 6.2.5).
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Figure 6.2.17 M ontage of AES (left) and EDX (right) spectra of Cu 
sample which were exposed to 0.5 vpm HgS plus 9.5 vpm Oj for 60 min. An 
S signal is detected in AES and EDX, but O(KLL) is not detected.
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Figure 6.2.18 Diagram of atomic percentage for the elements sulphur, 
copper and carbon from AES spectra. The Cu sample was exposed in-situ 
and simultaneously to 0.5 vpm H,S plus 9.5 vpm O,.
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Figure 6.2.19 AES (left) and EDX(right) spectra of Cu exposed in-situ to 
0.5 vpm H 2 S + 9.5 vpm simultaneously. Both AES and EDX show a 
distinct S peak from 1 min. exposure onwards.
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Figure 6.2.20 Plot of concentration of S and Cu at surface of Cu sample. 
The measurement is based on the peak height of EDX spectrum.
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Exposure to 8 vpm HjS plus 2x10* vpm Og When the fraction of 0% is raised to 2.5x10'’ 
times of HjS concentration, which is obtained by adjusting the ratio of 10 ppm H 2 S to pure 
O 2  equal to 4:1. The O(KLL) peak in AES is still so weak that we can not recognize it 
from the high background. The S(K a) is visible in ED X  from an exposure time of 30 
seconds (Figure 6.2.21); however the intensity of this peak is lower at this relative 
concentration than that found by simultaneous exposure to 0.5 vpm HjS plus 9.5 vpm 0% 
(value of H 2S/(H 2 S +  O 2) equal to 1/20) (Figure 6.2.17 and Figure 6.2.21).
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Figure 6.2.21 Montage o f AES (left) and EDX (right) spectra of Cu 
sample treated as 1: etched; 2: 30 sec to 8 vpm H2S:20% O ;^ 3 :1  min as for 
2. S can be detected in AES and EDX.
Summary of simultaneous exposure results
1. The Presence of O, enhances the reaction between HjS and Cu to form CuzS. The 
evidence for this is found by comparing the S(Ka) peaks in the EDX spectra of 
Figure 6.2.15, Figure 6.2.16, Figure 6.2.17 and Figure 6.2.21 with that for exposure 
to H 2S alone (Figure 6.2.5). The intensity of the S(Ka) peak in the EDX spectra 
is not reduced by reducing the ratio of H 2S to O; from 5:5 vpm to 0.5:9.5 vpm 
(Figure 6.2.15, Figure 6.2.16 and Figure 6.2.17). However, it is decreased 
(Figure 6.2.21) when the ratio is further reduced to 8:2x10* vpm (i.e., 1:25000).
2. The O(KLL) peak in AES has not been observed when the concentration of O 2  is
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increased for up to 25000 times that of H 2 S for a one minute exposure 
(Figure 6.2.15 to Figure 6.2.21). The O(KLL) signal emerges indistinctly at kinetic 
energy of 512 eV in the exposure to gases in the concentration ratio of 5:5 
(Figure 6.2.15). It seems that the indistinct O(KLL) signal becomes more and more 
close to zero as fraction of O 2  is increased (Figure 6.2.15, Figure 6.2.16, 
Figure 6.2.17 and Figure 6.2.21).
6.3 SAM / EDX Maps and Scatter Diagram Analysis
Figure 6.3.1 Top row: SEM and DEX maps of S(Ka) and Cu(Ka). The 2nd 
and 3rd rows: SAM maps of S(LMM), Cu(LMM), O(KLL) and C(KLL). 
The sample was exposed to 0.5vpm H,S + 9.5vpm 0> for 1 minute.
After the above series of spectral AES and EDX analysis, AES and EDX mapping was 
carried out to obtain information about the distribution of the oxidation and sulphidation
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products. All maps are treated with algorithm shown in Eq. 6.3.1 unless stated otherwise.
^  ^ ' { p e a k )  ^ ’ ( b a c k g r o u n d )
Int.
Eq. 6.3.1
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Figure 6.3.2 Line profile of Cu(LMM) Auger maps (corresponding to 
Figure 6.3.1) at its peak (917.2 eV) and background (927.2 eV) energy 
position.
).3.1 Simultaneous exposure to 0.5 vpm H,S plus 9.5 vpm O,
In this set of gas exposure experiments, Auger maps show an uniform distribution of 
S(LMM) signal (see Auger map S in Figure 6.3.1). The dark band on top of each Auger 
map is caused by a fault giving an electronic delay in the equipment. The dark stripes in 
the Cu Auger map in Figure 6.3.1 gives a misleading impressive about its distribution after 
exposure to H 2 S [5 vpm] + O 2  [5 vpm] for 1 minute. After checking the original maps 
associated with Cu(LMM), it was found that the counts of the Cu(LMM) peak map at a 
scratch reaches 255 which is the highest value allowed in the real-time data acquisition 
mode. In which 8 bits is used for one pixel, so 2® = 256 (equivalent to 0 - 255) is the 
highest count available, the counts which are higher than 255 have been recorded as 255. 
So map treatment with algorithm of (P-B) results in lower counts than these should be at
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the scratch place as shown in the lower row of Figure 6.3.2.
The signal of oxygen in its Auger map seems not to be absolutely zero, but the intensity is 
probably contributed by noise because there is no difference between the dark band and 
other normal areas in the maps as can be seen from O(Auger) map in Figure 6.3.1.
6.3.2 Sequential exposure to a ir  and 10 vpm HzS
Figure 6.3.3 Top row: SEM and DEX maps of S(Ka) and Cu(Ka). The 2nd 
and 3rd rows: SAM maps of S(LMM), Cu(LMM), O(KLL) and C(KLL). 
The sample was exposed to lOvpm H^S for 10s without pre - etching.
This sample was un-etched, and was scratched ex-si tu before exposing to 10 vpm H 2 S. The 
maps shown in Figure 6.3.3 are measured at an exposure time of 10 second. The S(LMM) 
signals are higher at the scratch, where the O(KLL) becomes lower, which means the 
copper sulphide prefers to form at such places. This can be seen also from their scatter 
diagram discussed later (Figure 6.3.13).
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Figure 6.3.4 Line profile of S(LMM), Cu(LMM), O(KLL) and C(KJLL) 
Auger maps (corresponding to Figure 6.3.3) at their peaks and background 
kinetic energy position.
Three possibilities exist for this phenomenon given that it is scratched ex-situ. Firstly, the 
concentration of CU2 O on the scratch is as same as off the scratch, but the carbon 
concentration on the scratch is lower, which then leads to the enrichment there of copper 
sulphide. Secondly, the scratched remains free of copper oxide and carbon, the HjS reacting 
with copper to form CU2S directly. Thirdly, defects are greatly increased at the scratch 
leading to the more rapid loss of protection by the oxide film formed in air as it is attacked 
by FI2 S- Again, the two dark bands in the Cu(LMM) Auger map and one narrow stripe in
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the S(LMM) Auger map is caused by the counts limitation of 255 (Figure 6.3.4).
6.3.3 Sequential oxidation and sulphidation
Figure 6.3.5 Top row: SEM and DEX maps of S(Ka) and Cu(Ka). The 2nd 
and 3rd rows: SAM maps of S(LMM), Cu(LMM), O(KLL) and C(KLL). 
The sample with thick oxide film was exposed to lOvpm H,S for 10 min.
The sample used in this section was pre-oxidised at 200°C for 50 hour, and then exposed 
to 10 vpm H.S for 10 min. It was found that the sulphur signal was much higher at the 
scratches than at the Hat places, which is in agreement with the observation in previous 
section. After 2 weeks exposure in air, this sample was re-etched for 40 minutes with 
scanning Ar gun, then exposed to 10 vpm H.S for 1 hour. The following observations and 
analyses were made after the process.
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Figure 6.3.6 Line profile of S(LMM) and O(KLL) Auger maps 
(corresponding to Figure 6.3.5) at their peaks and background kinetic 
energy position.
U '
Figure 6.3.7 Line profile of S(LMM) and Cu(LMM) Auger maps 
(corresponding to Figure 6.3.8) at their peak and background kinetic energy 
positions.
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Figure 6.3.8 Top row: SEM and DEX maps of S(Ka) and Cu(Ka). The 2nd 
and 3rd rows: SAM maps of S(LMM), Cu(LMM), O(KLL) and C(KLL). 
The sample was oxidised at 200°C for 50 hr. and then exposed to H 2 S.
At the broken area of Cu>0 scale The CU2S is enriched at a broken area of oxide product 
scale as shown in Figure 6.3.5. This could have resulted for two reasons. One is the highly 
porous surface morphology of the broken area, its high surface ratio providing more places 
for the sulphidation. The other is the relatively lower contamination layer on the broken 
area. However the C(KLL) maps does not show this difference between the places. It was 
noted that the highest counts in S(LMM) and O(KLL) Auger maps did not reach 255 this 
time (Figure 6.3.6).
At the etched area The intensive scanned etching (3kV, Ip  A, over 1 hr.) was carried out 
over area with size of prn order after the oxidation and then the sample was exposed to 10 
vpm H 2 S for 1 hour. Cones were formed by the etch. A single cone in the etched area was
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selected in the mapping. Both Auger and EDX maps display a non uniform sulphur 
distribution (Figure 6.3.8). At the bottom part of the Auger maps where there are some 
small cones at the left, copper gives quite uniform distribution, but sulphur and carbon are 
non uniform. At the central area of the maps, the intensity of S, Cu and C has no clear 
relation, it may resolved with help of scatter diagrams discussed below.
The line profiles for the four elements peak and background Auger maps are given in 
Figure 6.3.7 which indicate no problem associated with counts limitation. The curve in 
Figure 6.3.7 becomes more smooth, which is due to the disk acquisition mode used in the 
mapping, instead of the real-time data acquisition mode (the disk acquisition mode raise the 
highest counts to 2^^ =  65536).
Figure 6.3.9 -Top row: SEM, DEX maps of S(Ka) and Cu(Ka). The 2nd 
and 3rd rows: SAM maps of S(LMM), Cu(LMM), O(KLL) and C(KLL) 
(etched edge). The sample was oxidised at 200°C for 50 hr. and exposed to 
H,S.
SAMIEDX maps of exposed Cu sample and scatter diagi’am analysis 261
At the etching edge There is a band between oxidation product area (upper left corner in 
SEM image of Figure 6.3.9) and the etched area (lower right corner in SEM image of 
Figure 6.3.9) which is believed to be clean copper surface. It is clear that sulphur is 
enriched on the inter-band area from the EDX maps of Figure 6.3.9, which corresponds to 
the oxide product layer. The very top surface has the second highest sulphur signal. The 
lowest sulphur is in the etched area. This suggests that the sulphidation ability order is: 
cleaned copper surface < copper oxide surface < rough and relative fresh copper oxide 
surface. One un-expected observation is that the S(LMM) signal at the Cu^O band seems 
weaker than other place in its Auger map, and O(KLL) doesn’t show a high concentration 
on the band. It is noted that the sample had been left in air for about two weeks before the 
mapping, and the surface had been contaminated. This partly lead to the next 
measurements on an in-situ scratch.
Figure 6.3.10 Top row: SEM and DEX maps of S(Ka) and Cu(Ka). The 
2nd and 3rd rows: SAM maps of S, Cu, O and C (in-situ scratch area). The 
sample was oxidised at 20(TC for 50 hr. and exposed to H,S.
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Figure 6.3.11 In-situ scratch area (X2000). Top row: SEM and DEX maps 
of S(Ka) and Cu(Ka). The 2nd and 3rd rows: SAM maps of S, Cu, O and 
C. The sample was oxidised at 200°C for 50 hr. and exposed to H,S.
At an in-situ scratch By viewing the SEM image of Figure 6.3.10 (Mag. = 1000) which 
shows a scratched area at the upper-right, an unconfused Cu.O interface is observed in the 
O(KLL) Auger map of Figure 6.3.10. In addition, a small area at the map centre shows high 
oxygen and low sulphur, which may be a piece of Cu^O scale turned over due to scratching. 
Again, the area where Cu,0 is broken shows a high sulphur signal. Meanwhile, a high 
sulphur line between C u,0 interface and Cu substrate is recorded. This can have resulted 
from two mechanisms. First, a residual piece of Cu,S under the tool point during scratching 
spreads sulphur over the sample surface. Secondly, the sulphur has penetrated through 
Cu,0 layer to form a Cu.S interface. To confirm this point, two more in-situ scratches and 
consequent mapping with larger magnitude were planned.
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At another in-situ scratch (Mag.=2000, and 5000), the scratched area is selected at the 
lower left side (Figure 6.3.11) and at the upper right side (Figure 6.3.12) avoiding false 
impression due to somewhat of morphology even though the (P-B/B) algorithm is used. A 
interface of CujS is also observed at interface in the S(LMM) Auger map of Figure 6.3.11. 
Furthermore, a clean Cu,S interface appeared between Cu and CujO.
Now, the CujS interface should be random if it is caused by the residual CuzS piece under 
the tool point, rather than just appearing next to the CujO interface. On another aspect, 
the one or more additional Cu.O interfaces should get equal opportunities to appear on the 
scratched area. The disproof gives a high probability that sulphur has penetrated through 
a porous Cu^O layer to form Cu,S at the interface.
Figure 6.3.12 In-situ scratch area (X5000). Top row: SFM and DFX maps 
of S(Koc) and Cu(Ka). The 2nd and 3rd rows: SAM maps of S, Cu, O and 
C. The sample was oxidised at 200°C for 50 hr. and exposed to H>S.
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63.4 Analysis using Scatter Diagram and multi-phase maps
Based on the maps shown in the previous section, corresponding scatter diagram can be 
extracted to find their statistical intensity distribution and provide a clue on how to build 
up a multi-phase map. They are linked by selecting proper windows over the scatter 
diagram. Maps in Figure 6.3.3, Figure 6.3.8, Figure 6.3.10 and Figure 6.3.11 are selected to 
do further analysis, they are associated with contamination effect, roughness effect, and 
penetration of sulphur through porous thick oxide layer respectively.
Analysis of Cu surface exposed to and Oj simultaneously
From the scatter diagram of sulphur vs. o)^gen (right side diagram of Figure 6.3.13) 
obtained from S(LMM) and O(KLL) maps in Figure 6.3.3, it can be seen that the cluster 
presents a distorted semicircle. It may be resolved into a semicircle plus two small circles 
as shown in Figure 6.3.14. The semicircle can be considered as corresponding to a circle 
whose centre is located at a place near to one of the axes in the scatter diagram, which 
implies that one of the two element concentrations is quite low. In our case, the average 
oxygen signal is lower than that of sulphur.
Figure 6.3.13 Scatter diagrams of Cu(LMM) vs. O(KLL), Cu(LMM) vs. 
S(LMM) and O(KLL) vs. S(LMM), those maps are shown in Figure 6.3.3.
Based on the half round shaped cluster which accounts for the uniform distribution, two
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windows are set over the two circles corresponding to relatively high sulphur and oxygen 
intensities respectively (middle picture of Figure 63.15), this results in a multi - phase map 
which shows clear relation with its topography (left hand of Figure 6.3.15). It is clear that 
the copper sulphide enriches at scratch area (right side graph of Figure 6.3.15).
Oxygen
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Figure 6.3.14 Decomposition of scatter diagram of sulphur vs. oxygen in 
Figure 6.3.13.
Figure 6.3.15 Picture containing SEM image (left side), scatter diagram of 
S vs. O with two windows (centre one), and reconstructed multi-phase map 
(right side).
Effect of roughness
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Figure 6.3.16 Scatter diagrams of Cu(LMM) vs. S(LMM), O(KLL), 
C(KLL) respectively (top row), and S(LMM) vs. S(Ka), O(KLL), C(KLL) 
(bottom row). Corresponding maps are shown in Figure 6.3.8.
w
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Figure 6.3.17 The first row; scatter diagrams of Cu vs. S and S vs. S(EDX) 
companies with windows. The second row: multi - phase maps according to 
the windows.
The scatter diagrams based on Figure 6.3.8 show clear anti - correlation between S(LMM) 
and C(KLL) distribution, slight positive correlation between Cu(LMM) and S(LMM), a
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scattered relation between Cu(LMM) and C(KLL), and near non - correlation between 
Cu(LMM) and O(KLL). The same phenomena is displayed in the diagram of S(LMM) vs. 
O(KLL). The relation between S(LMM) and S(Ka) is not very clear from its scatter 
diagram (Figure 6.3.16).
Some cones created after intensive Ar  ^bombardment seems to show higher sulphur signal 
on their top (Figure 6.3.8). This has been confirmed in their scatter diagrams and 
subsequent multi-phase maps (Figure 6.3.16 and Figure 6.3.17). It is not only found in the 
biggest cone at the centre, but also on the small cones located at upper - left, lower - left 
and lower - right corners. The relative flat area at lower centre gives a lower sulphur signal. 
Furthermore, the point of the biggest cone display a high sulphur signal in its X-ray map 
(multi-phase map at the right of Figure 6.3.17). This means the sharper the curved surface, 
the higher reactive ability for sulphidation. It may be associated with the high local 
electrostatic field on such position.
Figure 6.3.18 Scatter diagrams of Cu(LMM) vs. S(LMM), O(KLL), 
C(KLL) respectively (top row), and S(LMM) vs. S(Ka), O(KLL), C(KLL) 
(bottom raw). Corresponding maps are shown in Figure 6.3.11.
Penetration of sulphur through porous thick oxide layer By setting up windows on 
scatter diagrams of Figure 6.3.18 and Figure 6.3.20, which are obtained from Figure 6.3.10 
and Figure 6.3.11 respectively, a few relevant multi - phase maps are formed as shown in
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Figure 6.3,19 and Figure 6.3.21. It becomes even more clear that there is CuiS layer 
between the CujO and copper substrate. The only possibility is that the sulphur has 
penetrated the porous C u,0 layer to react with copper (Figure 6.3.22).
Figure 6.3.19 Scatter diagrams with windows (top row) and corresponding 
multi - phase maps (bottom row). The region lies across the intermediate 
area between the oxidised surface and a in-situ scratch.
Figure 6.3.20 Scatter diagrams of Cu(LMM) vs. S(LMM), O(KLL), 
C(KLL) respectively (top row), and S(LMM) vs. S(Ka), O(KLL), C(KLL) 
(bottom row). Corresponding maps are shown in Figure 6.3.12.
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Figure 6.3.21 Scatter diagrams with windows (top row) and corresponding 
multi - phase maps (bottom row). The scale of the region is about two times 
smaller than that of Figure 6.3.19.
C uprous Sulphide 
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C uprous Sulphide
C opper su b s t ra te
Figure 6.3.22 Sketch of sulphur penetrating Cu^O layer. (1) CujS is formed 
by reacting with CujO, (2) some sulphur moves to interface between CuzO 
and Cu to form Cu>S layer.
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6.4 Some Relevant Observations
6.4.1 Morphology of Cu surface after polishing / oxidation / sulphidation / etching
Comparison between polished, sulphided and oxide-sulphided samples
Figure 6.4.1 Micrographs of Cu sample after polishing up to 1 pm.
Unlike the polished (up to 1 pm) copper sample (Figure 6.4.1), the copper sample surface 
gives different micrographs as seen in Figure 6.4.2 when it exposed to H^ S [0.5vpm] + 0% 
[9.5vpm] for 23 hours, the copper surface becomes rough after the sulphidation. In addition, 
the colour of the sample is also changed from orange to darker red.
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Figure 6.4.2 SEM photos taken from simultaneous exposure to H^S 
[O.5vpm]+O2[9.5vpm] (left column) and sequent oxidised at 200°C and 
sulphided (right column) Cu sample. The bottom pair are at scratch area.
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A  thicker oxidation layer was formed by oxidizing a copper sample in air at 200°C for 50 
hours, which is then exposed to 10 vpm H 2S for 10 minutes. It shows even rougher surface 
than that formed by exposure to HjS [0.5vpm] + O 2  [9.5vpm] for 23 hours (Figure 6.4.2), 
the average particle size is about 0.4 pm in diameter, those in scratch position are even 
bigger. Meanwhile, pits were observed in the sample having sequent oxidation in 200°C for 
50 hour and 10 min. exposure to 10 vpm HjS (Figure 6.4.3), which implies the oxide layer 
reaches over 100 nm thick (Ramachandra Row Y.V.P, et al., 1990).
Figure 6.4.3 Pit observed in Cu sample after sequence oxidation in 200°C 
for 50 hr. and sulphidation to 10 vpm H 2S for 10 min.
All of these micrographs indicate that a roughening effect from sulphidation at room 
temperature or oxidation at 200°C. Such product layer with particle-like tendency can not 
form a compact texture on surface of copper, which makes easier diffusion through the 
layer and therefore less protective function against the further attack.
Comparison samples before and after intensive etching
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Figure 6.4.4 SEM image of etched area on Cu sample. A  ring can be 
observed around the etched area. The cross lines are scratch by using #800 
grind paper.
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Figure 6.4.5 Two SEM photos with differenbmagnitudes taken from etched 
area as same place as Figure 6.4.5. Small "rock" morphology is presented.
The copper sample which was oxidized in air at 200°C for 50 hours followed by sulphurised
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in 10 vpm H 2S for 10 minutes was bombarded by Ar^ for 1 hour. The accelerating voltage 
is 3 kV and ion beam current is 1 pA. The etching ring is about 650 pm in diameter 
(Figure 6.4.4). AES and EDX analyses express that the bottom of the etching pit is pure 
copper. The small "rocks" is presented in the area (Figure 6.4.5), clear tips are displayed by 
tilting the sample to 60° (Figure 6.4.6).
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Figure 6.4.6 SEM pictures taken in MA500. A circle (left side image) 
consists of tips (right side image) shows a effect by Ar ion bombardment.
6.4.2 Effect of contamination in oxidation and sulphidation
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Figure 6.4.7 Montage of AES (left) and EDX (right) spectra of Cu sample 
with following treatment: etched ( 1 ); 2  hr. to 1 0  vpm O, (2 ); 2  hr. to 1 0  vpm 
H,S (3). S peak was not as high as expected.
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Figure 6.4.8 M ontage of AES (left) and EDX (right) spectra of Cu sample 
which exposed to 10 vpm H^S for 3 hr. Sulphur signal was not detected in 
EDX within the period.
Reviewing every single AES spectrum obtained so far, the carbon (KLL) peak is always 
there no matter how long the specimen is etched and how intense bombardment is used
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with Ar ion, only difference is its diverse intensities. The carbon mainly comes from the oil 
o f diffusion pump and residual carbon in vacuum of 1 0  ’ torr, which becomes much higher 
in air. It can adsorb on copper surface termed contamination as the carbon is a 
representative element in various organic and inorganic compound’s. It is hard to ignore 
carbon when surface oxidation and sulphidation are concerned.
W hen Cu sample exposed to 10 vpm O^, the initial oxidation rate has been largely retarded 
when carbon signal is relative high, this can be seen from comparing with Figure 6.2.2 and 
Figure 6.4.7. On the other aspect, influence of carbon to sulphidation is uncertain by 
comparing Figure 6.2.5 and Figure 6.4.8 only. The difficulty is that a small mount of oxygen 
may not be identified on AES when carbon signal is high. The negative influence from 
carbon may be offset by the positive action from adsorbed oxygen.
6.4.3 O(KLL) peakshape and its feature on "smooth/rough" surface
smooth
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Figure 6.4,9 Montage of AES (left) and EDX (right) spectra of polished 
(top) and rough (bottom) Cu sample. Note that the peakshape of O in AES 
is different between them.
When a copper sample has oxide film on surface, e.g. a clean copper sample has been left 
in air for a while at room temperature, three visible peaks are emerged in oxygen KLL 
peak region (AES spectra of Figure 6.4.9) although the peak on the left side is not as clear 
as the other two. Such phenomena could be due to the three possible KLL Auger 
transitions, i.e. Is2p2p, lsZs2p and Is2s2s transitions which give kinetic energy from high 
to low (Figure 6.4.10).
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A simplified approach to calculate the kinetic energy (KE) and KE gap between each KLL 
Auger transition is given in Eq. 6.4.1 again,
-  Ec -  <l>.p Eq. 6.4.1
where the stands for approximate value of binding energy (BE) of corresponding orbital 
level, BE of Is, 2s and 2p of oxygen are 531, 23 (Briggs D. et al., 1990) and 5 eV 
respectively. The KE values calculated from the formula, measured from the spectra in 
Figure 6.4.9, and surveyed from reference (Davis L.E. et al., 1976) are listed in Table 6.4.1. 
The corresponding difference between each transition is given in Table 6.4.2.
Table 6.4.1 Kinetic energies of three peaks of 
oxygen (KLL)) Auger transition
Auger
transition
Calculated i 
KE(eV)
O(KLL) 
Auger peaks
Measured
data(eV)
Standard
Data(eV)
Is 2 p 2 p 521 i1 1 : high KE 512.2 503
Is 2 s2 p 503 2: median KE 492.2 483
Is 2 s2 s 485 i  3: Low KE 477.2 468
Table 6.4.2 KE Gap between the three O(KLL) Auger peaks
Difference of 
Auger 
Transition
Calculated
data
(eV)
Difference of 
O(KLL) peaks
Measured
data
(eV)
Standard
data
(eV)
Is 2 p2 p-ls 2 s2 p 18 1 - 2 2 0 2 0
Is 2 s2 p-ls 2 s2 s 18 2 - 3 15 15
Focus on the smooth and rough parts of the oxide copper surface, smooth one is polished 
to 1 pm, and the rough part was ground with #800 grind paper (Figure 6.4.11), their Auger 
spectra show that the rougher surface the wider FWHM of O(KLL) peaks, and 
consequently the lower peak intensity (see AES spectra of Figure 6.4.9). In general, the 
scatter of taking off Auger electrons or second electrons will be increased as the roughness 
increased, the Auger electrons arrived the detector have undergone more elastic 
or inelastic collision from the rough surface, such process result in the taking off electron 
loss part of its energy, and eventually show wider kinetic energy distribution on its
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characteristic peak.
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Figure 6.4.10 Three possible types of KLL Auger transitions in oxygen 
atom, where the KE order from low to high should be transition (1), (2) 
and (3) respectively.
Figure 6.4.11 SEM image of smooth and rough Cu sample (X 200). The 
smooth sample is obtained by polishing to 1 pm, the rough one is done by 
ground with #800 grind paper.
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The entire work of this study is represented by two parts o f experiment, as described in 
Chapter 5 and 6 . The work has been fulfilled by use of three surface analysis techniques 
and four data analysis methods as summarised in Figure 7.1. The first part o f experiments, 
analysis by XPS was designed and carried out to meet the industrial requirement, where 
methane and odorant were involved in exposure. Some important and heuristic results from 
this part were proved and carefully studied in part II where AES and ED X  were used as 
analytical tools. These form the core o f the academic study, i.e., the reaction o f copper with 
low concentration hydrogen sulphide and oxygen. During these studies, some peripheral 
phenomena were investigated which related either to the surface analysis or to the data 
analysis methods.
Surface analysis 
techniques
AES/SAM/ED
XPS/XAES
Deconvolutic n 
curve fitting/ 
factor analysis
Scatter
diagram Part 2 experiments
Gas component + 
in-situ gas e^ qtosure 
equipments
Data analysis 
méthodes
Figure 7.1 Outline o f the study which use two parts gas exposures, three 
surface analysis techniques, four data analysis methods and their 
combinations.
7.1 Reaction of Copper with Low Concentration of O and S Compounds
7.1.1 XPS study of gas (HjS, Og Odor.) - Cu system (part I)
This part of the experimental study included several sets of experiments. The first set
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concentrated on the reactions between copper and HgS, O 2 , odorant and CH4, and the 
second set studied the reactivity of individual components in the odorant. D ue to the large 
amount of data, it is impossible to make detail spectrum analysis of all of the data, Runs 
from group I of this part were selected for further analysis. As X-ray induced Auger signals 
can give more information on chemical state, the C u (L W ) peak combined with other core 
level signals were used.
After exposure of copper to various gases, a chemical shift appears in every run of 
C u (L W ) spectra. A t the beginning, the peak position is that of copper metal, but another 
peak emerges as result of time of exposure. In some runs, the newly formed peak becomes 
the dominant peak after certain time of exposure, but in others both peaks are present 
together throughout the period of exposure. This reveals the different reaction rate 
between copper and various gases. Whilst the separation of the two peaks gives information 
on the chemical state of copper. The relative intensities and the gap between two peaks are 
difficult to measure directly, so three data analysis methods were engaged.
Through qualitative and quantitative analyses, we find the reaction rate becomes much 
quicker as hydrogen sulphide is included in the exposure gases (i.e., CH 4  +  odorant). A  
copper compound peak in C u (L W ) spectra is the dominant peak after few hours of 
exposure. The KE gap in the C u (L W ) spectra of these runs suggests that most o f reaction 
products are CujS or CuS.
In copper - odorant system, although S2p spectra show the existence of sulphur on copper 
surface, the odorant has not got very high reactivity with copper, evidence is given that it 
probably chemi-adsorbs on the copper surface, because neither CujS nor CuS formed as 
deduced from the chemical shift data in C u (L W ) spectra. Within the odorants, EM  (Ethyl 
Mercaptan: C2H 5 -SH) gives highest chemisorption ability compared with DS (Diethyl 
Sulphide: 2 C2H 5 -S) and TBM (Tertiary Butyl Mercaptan: 3 CH 3 -C-SH). Oxygen appears in 
O ls  spectra, though there is no oxygen included in the gas components; the reasons are the 
existence of impurities in odorant and slight leakage of the pipeline and their assembly. The 
reaction products also contain CujO in odorant-Cu system giving a wide KE gap between 
copper and copper compounds; when 5 vpm oxygen is introduced to this system the main 
reaction product is CujO, and the amount of chemisorbed odorant is very small.
Comparing the three gases combinations: O, + odorant, H^S (less than 10 vpm) +  odorant.
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and HjS +  Oj +  odorant, the layer thickness of copper sulphide created in the HjS +  
odorant is found to be thicker than the copper oxide formed in the O 2  +  odorant system. 
The thickness of copper compound layer increases steadily with the increase of exposure 
time in H 2 S +  odorant system. However, in H 2 S +  O 2  + odorant the thickness of copper 
compound increases sharply and reaches the maximum value measurable by XPS in 60 
hours. This shows that the sulphidation rate is accelerated by O 2 . The KE gap in C u (L W ) 
spectra shows that the main reaction products are CU2 S and CuS, even if both O 2  and H 2 S 
are in the reaction system.
7.1.2 AES/EDX/SEM study of gas (H 2 S, 0%) - Cu system (part II)
In this series of experiments, we have done our best to control the oxygen especially in the 
system only containing H 2 S gas. Copper samples were intensively etched, and traces of oxide 
formation completely eliminated. The higher sulphidation rate than oxidation rate was 
confirmed, which is about four-fold when the clean copper surface reacted with 10 vpm H 2 S 
and 10 vpm O 2  respectively. The S(LMM) peak in AES spectra increases rapidly and 
became constant, but no S(Ka) peak appeared in the EDX spectra. Such a result means 
that H 2 S can directly react with pure copper, but stopped at thin product layer with depth 
order o f nm, the chemical equation could be either
2Cu + H 2 S = CU2 S + H 2  
or Cu + H 2S = CuS + H 2
If an oxide layer is already created on the copper surface, the sulphidation process becomes 
quicker. Furthermore the S(Koc) peak begins to appear in EDX spectra although it 
is low, this suggests that the existence of oxide favours sulphidation. In simultaneous 
exposure to HjS and O 2 , a strong S(Ka) peak can be found and this grows to reach a 
constant value as compared with the Cu(Ka) peaks in subsequent exposures. All o f the 
observations give us an answer for the first question raised in the first part of experiment: 
the sulphide layer can be very thick and it is of the order of a micrometer or more at room 
temperature when the concentration of H 2 S is about 10 vpm and the system contains O 2  in 
range of a few vpm.
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Unlike the result obtained from the first part experiments, the O(KLL) peak is un­
recognizable in Auger spectra from experiments containing H 2 S except one recorded at 1 
minute exposure time when the copper sample is exposed to 0.5vpm H 2S and 9.5vpm O 2  
simultaneously. Even when a copper sample with air-formed oxide film is exposed to H 2 S 
gas, oxide at surface has been replaced rapidly by sulphide.
7.13 Mechanism of sulphidation in H 2 S+O 2  - Cu system
Enhanced sulphidation in the H 2S+ O 2  - Cu system at room temperature and a dry 
environment has been observed in both parts o f experiment. From the literature, two 
approaches for the process are proposed. Backlund used similar routes as presented in 
Eq. 7.1 and Eq. 7.2, in which the critical difference between these two mechanisms is what 
the intermediate product is, Cu>0 or S.
4 Cm + O2  = IC u ^ O  
IC u ^ O  + 2H^S  = I C u ^ S  + IH ^ O
O2  + 2H^S  = 2H^O  + 2 5  
4Cw + 2 5  = 2Cu^S
Eq. 7.1
Eq. 7.2
Backlund (1966) believed that the intermediate product is S rather than CU2 O, his basis is 
the evidence that sulphidation rate of copper is about two orders of magnitude higher than 
oxidation rate at the same temperature. This is qualitatively, but not quantitatively, 
confirmed by our second part experiments (Section 6.2 of Chapter 6). On the other hand, 
the oxygen is stronger oxidizer as compared with sulphide gas, oxide normally forms prior 
to sulphide according the their bond strength (Denny 1992). In addition, Au et al (1980) 
reported that hydrogen sulphide interacts strongly with metal surfaces which have 
chemisorbed oxygen atoms present, while little reactivity is shown towards the clean metal 
surface. Copper was included in this observation.
Focusing on Eq. 7.2, it was reported that the oxidation rate of hydrogen sulphide to sulphur 
should be proportional to the square root of oxygen pressure as expressed by Eq. 7.3. This
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was confirmed by weight-gain observations using electrometric measurement (Backlund, 
1966). He explained as that a larger amount of sulphur becomes available when oxygen 
pressure is raised. Such effect was not observed in our experiments (Part II) when the 
concentration of HjS is in range 0.5 to 8  vpm, 0% in range 5 to 2x10^ vpm. From report by 
Bailar J.C., et al (1973), the condition for the first step in the reaction shown in Eq. 7.2 is 
that the temperature is higher than 350°C, or use certain porous catalysts, e.g. AI2 O 3  or 
FezO) (Heslop R.B. e t al., 1967), so the reaction is not realistic at room temperature 
without catalyst.
Eq . 7 3
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Figure 7,2 Two AES spectra in which the spectrum on top is recorded at 
1 minute simultaneous exposure to 0.5 vpm H 2 S +  9.5 vpm O 2 , the spectrum 
on bottom is obtained by exposing to pure ojqrgen for 2  minutes.
The experimental results from the first part o f the work showed a clear oxide peak at initial 
exposure in almost every exposure run, even the runs where the gas did not contain oxygen, 
e.g., Run 88-7B which is equivalent to that the gas contain oxygen (from air), hydrogen 
sulphide and methane. Such results are consistent with other worker’s results (Leest 
R.E.v.d., 1986, and Franey J.P. e t al., 1982). In our the second part of experiments, access 
of oxygen was strictly controlled, a small oxygen peak (O(KLL) at 512 eV of kinetic energy) 
shown in Figure 7.2 can be observed at the initial exposure to H,S and O 2  simultaneously.
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i.e., the AES spectrum o f 1 minute exposure in Figure 6.3.5, then the O(KLL) peak 
vanished as shown in Figure 7.3. This supports the approach in which the intermediate 
product is CujO o r chemisorbed oxygen.
Table 7.1 Impingement rate ratio and relevant parameters 
between Oj and HjS
molecule
O:
HjS
m(atomic 
mass unit)
32
34
T
(K)
300
300
P (partial 
pressure,vpm)
9.5
0.5
Impingement 
rate ratio
20.2
1.0
"S
2
I
1
*o
£
I
I
Kinetic Energy (10  ^eV)
1391
881
281
151
31
Figure 7 3  M ontage o f expanded AES spectra recorded at intervals of 
exposure to HjS [0.5 vpm] plus Oj [9.5 vpm] simultaneously. Except the 
spectrum o f 1 minute exposure, other spectra are free of O(KLL) peak.
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Based on our XPS/AES/EDX spectra, SAM/EDX images, and SEM micrographs, the 
sulphidation process is suggested for the simultaneous exposure to low concentration of H 2 S 
and O 2  at the room temperature in dry environment, which is briefly shown in Figure 7.4.
I
i
ICO At place of CugS/CuS, the coated hydrogen ions from HjS are depolarized ly  ojygen,w^h 
forms water molecules. Le.,
H(ads) + 02 = HîCKads)
E:qxjsure time 
increasing
At places of 0(ads) or CujO, CugS 
layer is formed in reactions:
2 Cu + 0(ads) +H2S = CU2S + H2O
CugO + HjS = CujS + H2O
Impingment of Oj and HjS molecules on Cu surface. 
The rate is mainly depends on its patial pressure as their 
molecular weight are 32 and 34 AMU respectively.
CujS/CuS layer is thicken ly direct reaction 
between HjS, O, and Cu at water driblets sites::
4Cu +!60: + 2 H2S = 2 CU2S +  H2O
Chemi-sorbed oxygen is formed with larger portion because 
of both its high partial pressure, and high electronegativity. 
Meanwhile, chemisorption of and reaction between H2S 
and Cu are carried, the latter forms CujS or CuS.
Exposure tim e
Figure 7.4 Schematic o f sulphidation process of copper in simultaneous 
exposure to  mixed gases containing hydrogen sulphide and ojygen.
The following points are important to the mechanism given in Figure 7.4.
1. Impingem ent rate of O 2  and H2 S: When the concentration of hydrogen sulphide and 
oxygen are 0.5 and 9.5 vpm respectively, the impingement rate calculated according to Eq.
2.1 is given in Table 7.1 where the impingement rate of O 2  is over 20 times of the H 2 S.
2. Dissociation of O 2  and HjS molecules with attendant chemical bond modification:
A t the stage, when the copper surface is supposed to be free of CuzO and CU2 S. O 2  gets
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priority to be chemisorbed with copper atoms because of its electronegativity and the higher 
Gibbs formation energy during the reaction (Tab. 2.7). A  monolayer thick oxygen cluster 
and hydrogen sulphide are initially chemisorbed on copper surface, in which the portion of 
chemisorbed oxygen cluster is larger than hydrogen sulphide ( Figure 7.4 and Figure 7.5(1)).
(1)
Areavdiere adsorbed o:qfgen 
atoms were located randomly.
Area where adsorbed hydrogen 
sulphide molecules were located
Ô)
. . . " .................................................................................................The HzS adsorbed strongly at area
v^^ch has presence of adsorbed
Cu substrate oxygen atoms.
(3)
Cu substrate
The water as by-product located on 
top of CujS.
"O a s  « H ila r a m g  a n d  %
Cu substrate
Cu substrate
M2B C0pfamhg--"fiys-â8d Qg
Cu substrate
(4)
The water molecles likely gather to 
form droplets, H2S in the gas easily 
dissoved in the water particles.
(5)
Direct reactions can occurred at 
the water particles sites:
4 C u + 0 2 + 2 H 2 S = 2 C u 2 S + 2 H 2 0 (a )
(6)
The direct reactions occuring at 
water particle sites partially result 
in irregular and porous copper 
sulphide layer.
Figure 7.5 Schematics of copper surface tarnish simulation as exposed to 
hydrogen sulphide and oxygen simultaneously.
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Figure 7.6 The "white" spots emerged on copper surface which was oxidized 
in 200°C for 50 hours and then exposed to 10 vpm hydrogen sulphide for 
10 minutes.
Cu + O (ads)  + H^S = Cu^S + H^O Eq. 7.4
3. Surface reaction: At the place of the chemisorbed oxygen or CujO, reaction shown 
in Eq. 7.4 occurs with high possibility. From the AES and EDX spectra of all simultaneous 
exposures with various gas concentration ratios of O^/H^S in gas exposures of Part II, the 
S(ka) peak always emerged although the concentration of Oj is varied. In this sense, the
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role o f adsorbed oxygen acts as catalysis for the initial copper sulphidation (Figure 1J5 (2) 
and (3)). While a t the  place that CuzS/CuS, the created hydrogen ions from reaction
2Cu  + H^S  = Cu^S  + 2 H ( a d s ) E q .7 J
likely coated th e  surface to retard the further sulphidation, the o:g^gen contained in the gas 
could react with them  to  form H^O molecules. In this sense, the role o f  oxygen in the 
sulphidation is a de-polarizer.
CoLflt# <xlO >
6:
7 -  i
64
54
(A) 4-:
24
1 -
2 4 6
. 10
(B)
2 -
Figure 7.7 T he A ES (A) and EDX (B) spectra recorded from a white spot 
site. T he copper sample was oxidized in 200®C for 50 hours and exposed to 
10 vpm hydrogen sulphide for 10 minutes.
4. Direct reaction a t  formed HjO sites: A  direct reaction (Eq. 7.6) between Cu, 
and O 2  may be possible after the reactions in stage 3, which will be a cycle to  be repeated 
in the simultaneous exposure o f 0% and HjS (Figure 7.4). H>0 may act as a critical factor 
for this sulphidation stage. Franey J.P. (1982) gave functions of water when environm ent 
is not dry, i.e., relative humidity reaches certain level. Firstly, the high solubility o f H^S in
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water, H2S molecules adsorbing onto HjO coated layer will be ionized to HS‘ which 
combine with diffusing copper ions to form CuzS. Secondly, the more H2O molecules, the 
higher the growth of fragile materials which is easily penetrated for diffusion of copper ions 
or HS ion. Thirdly, the accumulation of HjO on the surface may leads to adsorbed and 
ionized H2S, providing increased electrical potential across the space charge layer (Phipps, 
1979).
Even in a dry environment, water is produced in both stage 3 and 4, and is adsorbed on the 
surface. These water molecules may give rise to the tendency to form "small” balls 
(Figure 7.5 (4) and (5)). The supporting indirect evidence is that some "white" spots are 
observed when CujO is attacked, and they have been shown to be spherical shells with a 
high density of sulphur in EDX (Figure 7.6 and Figure 7.7). One possibility to explain such 
"white" spots is that they are the traces of these water "balls" after vacuating in the vacuum 
environment. This could result in the mound-like appearance, in other hand, the 
morphology of the sulphide layer perhaps reflect the distribution of water droplets 
(Figure 7.5 (6)).
2Cu + H^ S + ^ 2  = Cu^ S * H fi
Before we build up the confidence on the suggested process, following phenomena need 
to be discussed. The first one is the examination of existence of water in the simultaneous 
exposure. It was found in Run 5 of Part I experiments as shown in its Ols XPS spectra 
(right column of Figure 5.3.2). It was noted that the intensity of water peak at BE of 535 
eV is lower than that of OH peak at BE of 532 eV, one of reasons may be the easy 
desorption of water during XPS data acquisition which is operated in lO"® torr at room 
temperature. Such desorption was observed in C u(lll) - O2+H2S system by Moroney 
(1981). So it is not surprising that the water signal is weak or even un-detectable.
The second one is the phenomenon that copper sulphidation rate by H2S is higher than 
copper oxidation rate by O2 at room temperature. Consider the measurement of 
sulphidation or oxidation rate by weight-gain or AES spectroscopy, the dis-continuous 
monolayer adsorbed oxygen cluster may not provide clear oxygen peak in AES although the 
AES is much more sensitive than weight-gain for measuring the surface reaction products. 
The spectra shown in Figure 7.2 confirm the presence of adsorbed oxygen / CujO and 
adsorbed H2S / CU2S at same initial exposure (i.e., 1 minute). It is, therefore, not sufficient
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to infer that the adsorption rate of H^ S is larger than that of O; at room temperature from 
the phenomenon that its sulphidation rate by H^ S is larger than the oxidation rate by O; 
at room temperature, particularly when the copper surface has imperfections.
The third one is that when the HjS concentration was decreased from 5 to 0.5 vpm and the 
O2 was increased from 5 to 9.5 vpm the dominant product did not change from copper 
sulphide to copper sulphide plus copper oxide (Table 7.2). In order to get the answer, the 
o^gen used in the exposure is to be divided into three parts, A,B and C. The part A is 
used to adsorb on copper surface at initial exposure. The part B is for the direct reaction 
at water particle sites (Eq. 7.6), its amount is the root square of the hydrogen sulphide 
quantity (Eq. 7.3). Part C is the excess part. For case that gas concentration ratio between 
H2S and O2 are 5:5 vpm and 0.5:9.5 vpm, the 2.24 and 0.71 vpm O2 are required for part 
B respectively, and there are 2.26 and 8.78 vpm O2 belong to part C (The details of the 
computation for the estimation is given in the appendix of the chapter). This indicates that 
the O2 supply is higher than request by the direction, so product nature is not determined 
by the ratio of H2S and O; in gas supply, while the product intensity de be changed by 
varying the ratio of H2S and O2 to 8:2x10^  vpm.
U
•oc0
CO
1
0
1
30 min
1:1 1:6 1:20 1:20 1:25,000
Ratio between hydrogen su lph ide and oxygen gas
Figure 7.8 The ratios between S(Ka) and Cu(Kp) as copper samples 
exposed to various concentrations of HjS and O, simultaneously.
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Table 7.2 Intensity ratio of S over Cu in AES from simultaneous 
exposures with various HjS and O2 gas concentrations
Concentration ratio of HjS/Oj 
(exposure time)
Intensity ratio of 
S(LMM) : O(KLL) : Cu(LMM)
5 : 5 vpm (30 min) 0.77 : 0.00 : 1.00
0.5 : 9.5 vpm (30 min) 0.73 : 0.00 : 1.00
8 : 2x10^  vpm (1 min) 0.31 : 0.00 : 1.00
The fourth one is that 0-Cu peak in Ols XPS spectra emerged at an exposure time of the 
order of an hour in Part I as shown in Figure 5.3.2., while the O(KLL) peak in AES spectra 
is shown at an order of exposure of one minute. This is believed that the longer induction 
time is caused by the presence of carbon contamination layer. In the practical case, the 
adsorbed carbon could not be removed completely by less powerful Ar gun. Moreover, the 
defects are the foregone conclusion results when the carbon is attempted to be removed 
by extensive etching. This leads to difficulty in obtaining the standard data of sulphidation 
or oxidation rate, and further activity energy.
The fifth one is that the layer thickness of copper sulphide is of the order of micrometer 
in the simultaneous exposure to HjS and O2 at room temperature, this value is much higher 
than that of copper oxide film. One possibility is that water molecules formed in the 
sulphidation process gather to form concentration with various sizes likely result in the 
irregular topography, this irregular topography leads the porous sulphide being more penetrable, 
the porous structure reduces the resistance for penetration of hydrogen sulphide and 
oxygen to interface between copper sulphide and copper substrate. So copper sulphide layer 
can be much thicker than the compact oxide layer.
The sixth one is the composition of the surface reaction product layer. It was reported that 
the layer should be mixture of copper sulphide and copper oxide from reaction kinetic 
(Rahmel, 1973). We did not observe the oxygen peak in AES after initial exposure in Part 
n  experiments. The oxide peak always becomes smaller and smaller after initial exposure 
in Part I XPS spectra. The oxide or chemisorbed oxygen may be located at the interface 
between copper sulphide and copper substrate at each repeatable sulphidation step as 
oxygen penetrates through the porous copper sulphide layer. The oxygen becomes more
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difficult to detect as the sulphide layer grows.
7.1.4 Copper oxide function in copper sulphidation
It has been reported that copper oxide film has a protective ability against the HgS attack 
in dry environment (Franey,1982, Sharma, 1980). From our experimental results and further 
data analysis, the oxide can be classified into three types. The first one is monolayer 
adsorbed oxygen which not only does not protect the copper surface against the 
sulphidation by HjS, but accelerates the process. It, itself, is replaced from the surface. The 
second is the quite thick but broken copper oxide layer. In this case, sulphidation can 
proceed at the interface between the copper oxide and the copper substrate. Figure 6.3.19 
and Figure 6.3.21 are the examples. The third case is that the copper oxide is thick and still 
complete without any broken sites, only this type of oxide layer has ability to retard attack 
of hydrogen sulphide.
7.2 Analysis aspects
7.2.1 Cu(LW) peaks in XAES and AES spectra
In principle, the difference between AES and XAES is the inducing sources, XAES use x- 
ray as source, whereas AES uses electron beam. They should give same kind of chemical 
shift information in principle. The KE gap between CujS and Cu is about 1.4 eV in XAES 
spectra, and can be envisioned in Cu(LW) narrow scanned spectra (0.2 eV per channel). 
The separation between CujS and Cu in AES spectra is not so distinct as that in XAES 
spectra. The Cu(LW) peak is appeared at the KE of 919.2 eV in AES spectra after 
extensive etching, it moved to KE of 918.2 eV in the wide scanned AES spectra when the 
corresponding S(Ka) had emerged significantly in the EDX spectrum (Figure 6.3.5).
In our wide scanned spectra, the scanning step in energy is 1 eV per channel, value of CRR 
is 4. If a higher CRR value is used and a smaller scanning step, for instance CRR = 10 and 
scanning step = 0.2 eV /channel is chosen, the energy resolution will be improved, but the
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signal will be reduced a lot. In addition, the relative higher background in AES spectra also 
depresses the accuracy of the analysis result.
•  .4  <4# to#*) O# #  ^ 4 * 4 4 4 .4  t m  to # * )
(1) I
(d): 45hr.. RV=0.7. REX=9.7 (h): 2791ir.. RV=0.7, REX=9.9
(2)
(4)
(d): 49hf.. RV=1.4. REX=8 ^
.}  M
•  «1.0  • « • •  #20.» 0 * 0 .0
(h); 2631ir.. RV=l.O. REX=9.0
# 0  * » % « *  o  < 9 3 0 . «  « « r .>  MO
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(d): 27hr., RV=1.0, REX=5.7 (h): 329hr., RV=0.9, REX=7.6
i
(c): 18hr., RV=0.8. REX=5.9
Figure 7.9 Fitted Cu(LW) spectra from XAES obtained from various 
gases exposures: (1) Run 6; (2) Run 88-2; (3) Run 88-3; and (4) Run 5. 
Their background shapes at low kinetic energy side show difference.
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7.2.2 Identification of Cn^S and CuS with help of Cu(LW) peak in XAES spectra
Unlike CujO and CuO which presents the shake-up satellites and line broadening in Cu2p 
XPS spectrum, neither CuoS nor CuS show the two characters. We have estimated the ratio 
of CujS and CuS by quantitative computation using Beer-Lambert law. On the other hand, 
the molar magnetic susceptibilities of CujS and CuS have about one degree of magnitude 
difference, they are -47.7x10*^  and -4.8x10  ^ emu mol'^  respectively (Chawla S.K., et al., 
1992).
From our curve fitting analysis on Cu(LW) XAES peaks, we found that the backgrounds 
at low kinetic energy side are different among the series of fitted spectra with different 
exposure times as shown in Figure 5.2.5 to Figure 5.2.9. In which the background in the 
lower kinetic energy direction decreases as exposure time increases when the copper sample 
is exposed to a gas containing HjS, e.g., the Run 88-7B, Run 88-3 and Run 5, while the 
others two where copper sample is exposed to Odorant (Run 88-2) and O2 (Run 6) did not 
show such a sharp decrease (Figure 7.9). This can be accounted for viewing the two L W  
Auger transitions corresponding to electron configuration 3d^ ® and 3d^  (Figure 4.3.2), which 
will result from cuprous (Cu )^ and cupric (Cu^ )^ compounds respectively. It suggested that 
the background at low kinetic energy of Cu(LW) can provide information for identifying 
Cu(I) and Cu(II) compounds and hence Cu^ S and CuS.
7.23 Sensitivity comparison between O ls and Cu(LW) peaks in XPS spectra
From the Ols spectra of Run 88-7B (Figure 7.10) in part I experiments, the dominate peak 
are swapped between O"' and OH position, while the KE gap by viewing the corresponding 
Cu(LW) peak is not so clear. Such phenomenon indicates that Ols spectra is more 
sensitive to the surface state than that of Cu(LW) Auger spectra, although the kinetic 
energy of the two peaks are close.
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Figure 7.10 Fitted Ols XPS spectra of Run 88-7B (0.5vpm HgS + 
balanced methane)
73 Data Analysis Methods
73.1 Optimization use of deconvolution, curve fitting and factor analysis
The optim al use o f  these three methods can be sorted out from consideration o f  the three
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approaches from various aspects (Table 7.3). In general, deconvolution should be used for 
removing the broadening effect, for instance, the X-ray source and analyzer in XPS. Factor 
analysis should be used secondly to determine the peak (factor) number under the 
composite curve. Curve fitting could be used finally to obtain each peak intensity rather 
than to determine the chemical species. For instance, the curve fitting results of Run 88-7B 
show most copper compound in the exposure is CujS, such result is more or less because 
the operator knows that HgS is only gas component and is not aware the leakage.
Table 73 Evaluation of three analysis methods used in spectrum analysis
Item Deconvolution Curve fitting Factor analysis
Principle convolution least square eigen-analysis
Main
function
narrow 
measured peaks 
width
find peak position, 
intensity, 
background and 
shape
determine peak 
(factor) number, 
their intensities
Requirement
X-ray source 
spectrum/analyz 
er broaden 
function
depending on the 
extent of 
overlapping
reference spectra in 
analysing spectrum 
set
Condition on 
use
There is 
convolution 
process, the 
broaden 
function is 
known
nearly no 
restriction
obey linear relation 
among the 
overlapped peaks 
and envelop curve
Min. No. of 
spectra for 
each analysis
1 1 a set
dependence 
on operator less more less
Time
consumption long very long not long
Operation simple simple simple
Useability of 
program fair good very good
In the practical case, using one of the three methods may be enough depending on the
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objective because they all make the spectrum less fuzzy. If a vast amount of spectra which 
are in a series are to be analyzed and their backgrounds are relative low, factor analysis is 
the first choice. In the case of electron spectra when the background can not be ignored, 
curve fitting is best to determine the peak intensities since deconvolution and factor analysis 
do not include a background factor. This is the main reason why in our Cu(LW) Auger 
spectra analysis, data of peak intensity obtained from curve fitting is used.
73.2 Factor analysis and scatter diagram
Table 7.4 Comparison of procedures between factor analysis 
and scatter diagram
Step Factor analysis Scatter diagram
1 Build up 
covariance/correlation 
matrix from series of 
spectra
Produce scatter diagram 
from pair of relevant maps
2 Eigen-analysis for 
computing eigenvalues 
and determining 
eigenvectors
To scrutinize the scatter 
diagram and find 
interesting clusters.
3 Target transformation to 
convert abstract factors 
to real factors
Try best to find real 
distinguish phases from the 
interesting clusters, then 
set up window around the 
clusters
4 Reproduce data matrix 
using real factors frame
Reconstruct the multi­
phases maps under the 
guidance of the windows
Remembering the previous results of factor analysis and scatter diagram, that one is 
associated with integrated spectra analysis, and the other is associated with distribution vs. 
position maps. There should be correlations between them from their similar mathematical 
principles.
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Use of factor analysis for resolution of scatter diagrams
The second step of factor analysis is to construct a covariance / correlation matrix [Z]. In 
fact, the scatter diagram is a type of matrix, although its production route is different from 
that of the covariance matrix. In detail, the spots in scatter diagram are intensity vectors 
(Fig. 4.4.2), while the spots in covariance show the intensity "length" (Fig. 4.3.22), and it is 
well known that the relation between a vector V and its length |V| is |V|=[(V)^]^. The 
consequent procedures are compared in step 2 to 4 in Table 7.4. The point is that the 
selection of interesting clusters and the subsequent windows establishment from a scatter 
diagram are not easy in practical analysis. They often unconsciously depend on the 
researchers’ preference. In contrast, the eigen-analysis in factor analysis for determining the 
number of abstract factors is fulfilled fully independently. In this sense, it is worth while to 
introduce eigen-analysis into scatter diagram for reference.
Application of scatter diagrams in fields of factor analysis
Factor analysis is a computation on the spectra matrix using matrix algebra, while the 
processes of constructing scatter diagram is more of visual perception and easier. Although 
the window establishment are more or less dependent of researcher’s preference, they are 
often available. Therefore, it is worth while to apply principle of scatter diagram in the 
application fields of factor analysis. Here, the field is specified to be spectra analysis instead 
of other statistical distributions.
An example is selected from a Cu(LW) Auger spectra set (I of Figure 7.11) measured in 
mixed gas exposure (Run 88-2) up to 263 hours. Their scatter diagrams are obtained by 
pairing two re-sorted spectra according to their intensities, each spot in the diagram 
presents a pair of identical energy channels in the two spectra, and the two coordinates of 
the spots stand for the two counts of the two identical energy channels (II of Figure 7.11).
Note the last scatter diagram of Figure 7.11 (II), which is obtained from spectrum 1 (x axis) 
and 8 (y axis) in Figure 7.11; three regions can be identified from the diagram although only
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two peaks in spectrum 8 are clear in (I) of Figure 7.11. It is possible to reveal some extra 
information from the same spectra set with assistance of scatter diagram, multi-phases maps 
will be altered to multi-phases spectrum in the process.
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Figure 7.11 (I): Montage of spectra measured during mixture gases
exposure. (II): Tlieir correspond scatter diagrams, the independent variable 
is changed from energy in spectrum to intensity.
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7.4 Appendix
A. Estimation of required 0% and H2S quantity for adsorption and direct reaction on Cu 
surface
According to the impingement rate formula of gas, Eg. 2.1, the impingement rate of 9.5 
vpm O2 and 0.5 vpm HjS are 30.4 x 10^  ^ and 1.7 x 10^  ^mole mm'^  sec'\ In which the 760 
times by 9.5 x 10"^  and 0.5 x 10"^  torr are used for the pressure of oxygen and hydrogen 
sulphide respectively. On aspect of copper, if Cu(lOO) is supposed to be the surface, the 
distance between vicinal atoms is 0.26 nm, so the copper atom number in unit square (mm^ ) 
area is 14.7 x 10®. Assuming one copper atoms adsorb one oxygen atom, then the time for 
adsorbing single atomic layer ojc^ gen is about 1.9 x 10^  second, and 1.2 x 10 ^  second for the 
monolayer adsorbed hydrogen sulphide. When sample area is 8x8 mm  ^ 7.4 xlO® oxygen 
molecules are used in the monolayer adsorption, such molecule numbers equals to about
3.03 X 10’^’ atm. equivalent to 3.03 x 10 " vpm by using ideal gas law (Eq. 7.7) and using 1 
dm® for the reaction vessel volume.
P =
In Eq. 7.7, n is mole number which can be calculated by Eq. 7.8, R is the gas constant 
(0.082 dm® atm. K" mol"), T the absolute temperature which is 300 K, V the volume of 
reaction vessel.
Number of moles in the adsorption = TMoZccw/gj Eq. 7.8
Avogadro Constant
For the reaction shown in Eq. 7.6, the pressure can be calculated by Eq. 7.3. The required 
oxygen pressures are 2.24 vpm and 0.71 vpm when the pressure of hydrogen sulphide is 5 
and 0.5 vpm respectively. So there are 2.26 and 8.79 vpm extra oxygen in the sulphidation 
process as we use 5 and 9.5 vpm oxygen for the two gas exposure.
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The reaction between Cu, HgS and O2
1. The sulphidation rate is faster than the oxidation rate when copper is exposed to a low 
concentration of H2S or O2, i.e., lOvpm respectively. It is supposed that the oxide layer is 
more compact than the sulphide layer in room temperature. The ratio of the sulphidation 
and oxidation rate is about 4:1. The sulphidation stops at the stage that the sulphide layer 
is very thin, in order of nanometres. It is possibly retarded by the hydrogen created from 
H2S.
2. Sulphide is easily formed when an thin oxide film exists. This means that the oxide film 
formed on copper surface can hardly protect copper from sulphidation. The protective 
ability is even worse at a place where defects exist or the surface is rough. The reaction 
between oxide film and H2S is Cu,0 + H,S = CujS + H2O. It is believed that the water 
formed in this reaction promotes the further sulphidation.
3. When copper is exposed to low concentration (in range of vpm) HjS and O2 
simultaneously, the sulphidation rate is accelerated. Oxygen is considered to chemisorb on 
copper or activate copper atoms at the place it impinged. This will decrease the activation 
energy of sulphidation in reaction 4 Cu + O(ads) + H2S = 2 CujS + H2O. At the place 
where CujS or CuS originates, oxygen acts as a de-polarizer to convert adsorbed hydrogen 
ions into water molecules, and the surface is open for consequent sulphidation. The 
tendency of H2O molecules to form ball-like distribution may result in un-uniform ionized 
SH or S distribution on the surface, and an irregular topography of copper sulphide. This 
possibly provides a more porous sulphided copper layer and finally the thicker sulphide 
layer. In a word, the adsorbed oxygen likely accelerates the sulphidation and keeps the 
surface of copper sulphide place free from hydrogen sealing. The H2O molecules and 
further water droplets may promote the sulphidation which reaches a micrometre order of 
thickness. It may also give the scenario for formation of an irregular topography.
4. From quantitative analysis of XPS spectra, we find that CU2S likes to exist near copper
metal, and CuS likes to be present at top surface. This indicates that CujS is formed first
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When the sulphide layer is thicker, the gas diffusion is retarded and some of H2S will react 
with CujS directly, ie. CU2S + H2S = 2CuS + 2H : In case that the copper is pre-oxidised, 
H2S gas can react not only with top layer CU2O, but also penetrate un-completed thick 
oxide layer, and react with CU2O or Cu at oxide/Cu interface.
Data analysis of surface information
It is useful to use Scatter Diagrams in building multi-phase images, and combining the 
scatter diagram and factor analysis will provide a comprehensive data analysis tool. In 
spectra analysis, the order for optimal use of the three methods (i.e., deconvolution, curve 
fitting and factor analysis) is deconvolution, factor analysis and curve fitting.
The equipment for gas-metal reaction
A well- sealed reaction chamber with gas inlet and gas outlet is needed. In the first part of 
experiments, the preparation chamber of the XPS instrument is used as reaction chamber, 
the gas can be quickly pumped out of the chamber when gas exposure is finished, when 
vacuum gets to 10" torr. In the second part of the experiments, a reaction vessel is fitted 
in a glove box which is filled with Nj and linked with preparation chamber of AES/EDX 
instrument. The reaction vessel and glove box are cleaned with pure nitrogen before gas 
exposure every time. After exposure, the sample is only exposed to Nj gas for very short 
times during the transfer of sample to preparation chamber. All these methods are suitable 
to minimize the possible contamination.
The instrument for analysis reaction products
XPS and AES combined with EDX are suitable for detecting gas-metal reactions. XPS has 
relative high energy resolution and sensitivity, it can give chemical states information and 
is fitted for quantitative analysis. AES is not as good as XPS in above two aspects, but it 
can provide the information of spatial distribution. In MA500 which is used in the second 
part of experiments, SAM and EDX signal can be collected simultaneously, both surface 
and sub-surface information can be got together.
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