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The spin glass correlation length is used as a caliper for the onset of temperature chaos in a
Cu0.94Mn0.06 single crystal sample. From the values of the correlation length at different tem-
peratures, we are able to calibrate the onset of the transition from reversible to chaotic behavior.
We find that temperature chaos sets in abruptly as the chaos length scale L∗ becomes comparable
to the spin glass correlation length ξ. We find the chaotic exponent for temperature chaos, ζ, to
be the order of unity assuming either fractal or compact glassy domains, in good agreement with
previous theoretical analyses and numerical simulations.
Temperature chaos has been one of the most perplex-
ing puzzles in the field of spin glasses. It is a subtle phe-
nomenon [1–18], with earlier dispute about its existence
[16, 18–22]. Experimentally, its existence was reported
[23–25], but the critical exponent for chaos, ζ, was found
to be approximately 0.385, much smaller than any the-
oretical estimate (typically around unity). In this paper
we introduce a very different experimental approach, us-
ing the spin glass correlation length as a “caliper" to set
the length scale against which the onset of chaos can be
measured. We not only extract a value for ζ within the
theoretical error bars, we also are able to show that the
onset of chaos is abrupt, to within 10 mK in our measure-
ments, and to probe the nature of the chaotic state for
temperature differences much larger than the onset tem-
perature difference. Thus, our results display unequivo-
cally not only the presence of temperature chaos in spin
glasses, but also the very nature of its onset, and what
happens deep into the chaotic state.
In essence, temperature chaos in spin glasses develops
from a length scale argument with the Bray-Moore rela-
tionship [1] defining its onset:
L∗ =
[
Υ(T )
σ(T )δT
]1/ζ
, (1)
where Υ(T ) and σ(T ) are generalized stiffness coefficients
related to the droplet interface free energy and entropy,
F (T ) = Υ(T )Ly , S(T ) = σ(T )Lds/2 , (2)
where δT is the change in temperature, ζ is the critical
exponent for temperature chaos, and ds is the fractal di-
mension of the interface. Temperature chaos is said to
set in when L∗ becomes comparable to, or less than a
characteristic length scale of the system in equilibrium.
An example can be found in [25] where a thin film of
amorphous GeMn was used to set the length scale, how-
ever, the length scale predictions of Eq.(1) could not be
tested with a fixed film thickness. Another issue is that
the nature of the spin glass correlation in thin films is
not spherical, but rather “pancake-like" [26], so that the
length scale is not really defined through its thickness.
Temperature chaos as described in Refs. [1, 27] is an equi-
librium phenomenon. The spin glass correlation length
ξ(tw), where tw is the usual “waiting time," is the length
scale against which L∗ in Eq. (1) is measured. We are
assuming that under non-equilibrium conditions, typical
of experiment [28], ξ(tw) again can serve as the “caliper"
against which L∗ can be measured. This makes sense be-
cause of the indistinguishable difference [29–31] between
spin configurations for length scales less than ξ(tw) in
either equilibrium or non-equilibrium conditions.
We developed a new experimental protocol to study
temperature chaos. We first establish our “caliper" by
measuring the spin glass correlation length, ξ(tw1, T ),
controlled by tw1, the waiting time. We do this at dif-
ferent temperatures and waiting times, deep in the spin
glass phase (T < 0.61 Tg). We find that temperature
chaos develops once the chaotic length scale L∗ becomes
comparable to the spin glass correlation length ξ(tw1, T ),
as suggested by Eq.(1), the Bray and Moore [1] scaling
picture. We also investigate nature of the chaotic state
itself, by increasing δT beyond the temperature at which
chaos develops.
The measurements were performed on a 6 at.% CuMn
single crystal sample grown at Ames Laboratory (more
details of sample growth can be found in Ref. [28]) with
a commercial SQUID magnetometer. The temperature
cycling protocol was inspired by Hammann et al. [32].
Specifically, we established a reference curve by quench-
ing the sample from 40 K (Tg ≈ 31.5 K) to a measure-
ment temperature, T1. The system was then “aged" for
a time tw1 ∼ 1000 seconds in zero magnetic field. The
field was then raised to H = 40 Oe, the onset of the field
serving as the origin of the measurement time t. The
magnetization, MZFC(t, tw1, T ), was then recorded as a
function of the time t.
The temperature cycling experimental protocol for the
measurement of chaos, then proceeded as follows. The
sample was quenched from above Tg to T1 and aged for
the same tw1 in zero field, the field was raised to 40 Oe
and magnetization was measured for a time tm1(roughly
2.05 × 104 s for the measurements conducted at 19 K,
tw1 ∼ 1000 s and at 14 K; 2.5×104 s for the measurements
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2at 19 K, tw1 ∼ 10000 s). The temperature was then
reduced to T2, at which the system aged for tw2 ∼ 1000
s. The temperature was then raised back to T1 and the
magnetization recorded for a time tm2 ∼ 3× 104 s.
To analyze the data, we first overlapped the curves
measured in the temperature cycling experiment during
tm2 at long timescale to the reference curve with time
shifting, as shown in Fig.1(a)(c)(e), where the time axis
starts from tm1 = 0, the discontinuity of the cycling curve
at roughly 2×104 s is the consequence of the waiting time
at T2 and the temperature cooling-heating process. This
is reasonable as the system must approach equilibrium
for long times. We also found that for very large δT
measurements, it is impossible to overlap with the refer-
ence curve at our measurement timescale, a signature of
strong chaos. However, at the beginning period of tm2,
the data behaved rather differently, as shown in the ex-
panded scales of Fig.1(b)(d)(f). The measurements at
tm2 instantaneously overlap with the reference curve are
interpreted as reversible (non-chaotic) responses. The
data that departs from the reference curve are inter-
preted as chaotic responses. At 19 K, the system exhib-
ited chaotic response once the temperature change was
greater than 310 mK for tw1 ∼ 1000 s, and 230 mK for
tw1 ∼ 10000 s. Similarly, chaotic response occurred at
14 K when the temperature change exceeded 750 mK for
tw1 ∼ 1000 s.
We want to point out that the duration of the waiting
time tw2 at the lower temperature T2 does not alter the
quality of overlap, as shown in Fig.2. At 18.89 K (100
mK below the reference temperature, tw1 ∼ 1000 s), for
tw2 ∼ 1021 s, the cycling curve can overlap with the
reference curve by an effective aging time teffT1 = 800 s.
The effective aging time increases to 15250 s as tw2 ∼
20000 s. The effective aging time teffT1 is counted from
the end of tm1. The independence of the duration of
waiting time tw2 at lower temperature indicates that the
response curves are governed by the chaos length scale
L∗. In these two measurements, L∗ > ξ(t), the aging
at lower temperature only contributes to aging at higher
temperature, a pure cumulative effect in the reversible
range.
Clearly, the reduction of the reversible temperature
range (from 310 mK to 230 mK) at 19 K with longer
tw1 is caused by the growth of correlated spin clusters.
Likewise, at lower temperature 14 K, the growth rate
of the glassy domain is significantly slowed down, with
a much smaller equilibrated region. All these results
conform to the prediction of Eq.(1). To extract the
chaos exponent, we use the spin glass correlation length
ξ to approximate L∗. Luckily, the measurements were
made at temperatures where it is possible to extract the
spin glass correlation length, ξ(tw, T ). The spin glass
correlation length was extracted using standard proto-
cols [26]. The effective waiting times, teffw , at which
the logarithmic derivative of the zero-field magnetization,
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FIG. 1. Comparison between the reference curve and the
temperature cycling curve. The reference curve was measured
by quenching to T1 and aged for tw1 before a magnetic field
H = 40 Oe was turned on, and the MZFC(t) was recorded
as a function of t. In a cycling measurement, the system
was quenched to T1 and aged for tw1, then the same field
was turned on and the magnetization was measured for tm1
before the temperature was dropped to T2, aged for tw2, after
that, the system was brought back to T1 and measured for
tm2. (a)(b) T1 = 19 K, tw1 = 1000 s, (c)(d) T1 = 19 K,
tw1 = 10000 s, (e)(f) T1 = 14 K, tw1 = 1000 s. Notice that in
(a)(c)(e) the cycling curves overlap with the reference curve
at long times. In (b)(d)(f) the local plot of the very beginning
of tm2, the data can be classified into two groups: reversible
(non-chaotic) measurements that overlap with the reference
curve, and chaotic measurements that do not overlap with the
reference curve, and follow a different trajectory.
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FIG. 2. The temperature cycling experiment 19 K → 18.9 K
→ 19 K measured in 40 Oe. Two different waiting time tw2,
1021 s and 20000 s, were used. Both cycling cures overlap with
the reference curve at 19 K using an effective aging time offset
teffT1 of 800 s and 15,250 s, respectively. In (a) the temperature
cycling data without offset are plotted using the physical time,
which includes the the aging time tw2 at T2, and the cooling
and heating time between T1 and T2. In (b), tw2 and the
cooling-heating process time are ignored, similar to the format
of Fig. 2 of Ref. [33], whose data are in the reversible range,
and show the cumulative aging effect.
S(t) = dMZFC(t, tw, T )/d`nt, peaks, are reduced by the
increasing external magnetic field as exhibited in Fig.3.
The number of correlated spins, Nc, is determined by
[26],
`n(teffw /τ0)kBT = ∆max(ξ, 0)− χFCNcH2 +O(H2), (3)
where τ0 is an exchange time, of the order of h¯/kBTg,
∆max(ξ, 0) is the largest free energy barrier height in zero
magnetic field, and χFC is the field-cooled susceptibility
per spin. The slope of Fig.3(b)(c) gives Nc ≈ (ξ/a0)df ,
the number of correlated spins, where a0 is the average
Mn-Mn spatial separation, and df is the fractal dimension
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FIG. 3. Extraction of the number of correlated spins using
Zeeman energy reduction on the free energy barrier height.
(a) Relaxation curves S(t) = dMZFC(t)/d`nt at 19 K for
tw1 = 10000 s. (b)∼(c) The effective waiting time teffw , peak
of the relaxation curve in top, are reduced by an increasing
magnetic field H.
of the correlated volume. According to the RSB theory
[34, 35] of spin glasses, df = D − θ/2, where θ is the
replicon exponent, and a function of crossover variable
x = `J(T )/ξ [28]. Numerically,
`J(T
(J)) =
b0 + b1
(
T
(J)
g − T (J)
)ν
+ b2
(
T
(J)
g − T (J)
)ων
(
T
(J)
g − T (J)
)−ν ,
(4)
where T (J) is the temperature in Janus units [28],
T (J) =
T
Tg
T (J)g , T
(J)
g = 1.102. (5)
The replicon exponent θ(x) [28, 35] is interpolated as a
function of crossover variable x by,
θ(x) = θ0 +d1
(
x
1 + e1x
)2−θ0
+d2
(
x
1 + e2x
)3−θ0
, (6)
the detailed parameters can be found in Ref. [28]. Solv-
ing Eqs.(4) ∼ (6) together with
kBTd`nt
eff
w /dH
2
χFC
= −(ξ/a0)[D−θ(`J/ξ)/2] , (7)
the values of ξ(tw1) and θ are extracted and listed in Tab.
I. Without bias, we also listed the ξ for θ = 0, namely,
for a compact glassy domain.
4TABLE I. Calculated replicon exponent θ and ξ for aging
experiments at different T and tw.
T (K) tw1 (s) θ ξ (a0)
19 1000 0.311 41.63± 0.88
0 34.32± 0.69
19 10 000 0.309 49.50± 1.21
0 40.48± 0.94
14 1000 0.313 23.51± 0.31
0 19.94± 0.25
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FIG. 4. Fitting of the chaos exponent ζ using differ-
ent approximation schemes. LEFT: correlation length ξ =
N
1/(D−θ/2)
c . RIGHT: ξ = N1/Dc . TOP: chaos length
L∗ ∝ (TδT )−1/ζ . BOTTOM: L∗ ∝ [T z − (T − δT )z]−1/ζ .
Given ξ(tw1, T ) and the corresponding temperature
drop δT at which temperature chaos sets in, we can ex-
tract chaos exponent ζ from Eq.(1). There are several
reasonable approximations. On the one hand, for small
temperature drop δT , and assuming σ(T ) ∼ T and S(T )
is similar at two temperatures, one is led to,
L∗ =
[
Υ(T )
TδT
]1/ζ
, (8)
as suggested in Ref. [1] for continuous bondings. Follow-
ing this scheme,
ζ = −d`n(TδT )
d`nξ
. (9)
On the other hand, taking into account entropy changing
with temperature, one finds,
L∗ =
[
Υ(T )
T z − (T − δT )z
]1/ζ
, (10)
where z depends on the temperature dependence of en-
tropy, z = 1.5 given in Ref. [13, 36] with S(T ) ∼ √T and
z = 2 if considering the linear dependency of S(T ) ∼
T [27], and
ζ = −d`n [T
z − (T − δT )z]
d`nξ
. (11)
TABLE II. Chaos exponent ζ calculated using different ap-
proximation scheme.
Approximation θ ζ
SCHEME I:
TδT
6= 0 1.136± 0.134
0 1.195± 0.140
SCHEME II:
T 1.5 − (T − δT )1.5
6= 0 1.342± 0.086
0 1.411± 0.089
SCHEME III:
T 2 − (T − δT )2
6= 0 1.107± 0.138
0 1.164± 0.144
Using T = 19 (for both waiting times, tw), 14 K and
δT = 0.31, 0.23, 0.75 K, we fit the data in the top panel
of Fig.4 to Eq.(8), find ζ = 1.136 ± 0.134 for a fractal
domain and ζ = 1.195 ± 0.140 for a compact domain.
Similarly, the data in the bottom panel of Fig.4 were fit-
ted to Eq.(10). For z = 1.5, we find ζ = 1.342± 0.086 or
1.411±0.089, for fractal or compact domain, respectively.
Similarly, for z = 2, we find ζ = 1.107 ± 0.138 (fractal)
or ζ = 1.164 ± 0.144 (compact). In the above analysis,
we have assumed a constant Υ(T ) in our measurements,
which appears true in Fig. 1 of Ref. [36]: Υ(T ) stays
relatively constant over the order of five decades. For
convenience, comparing with numerical and theoretical
results, the extracted values of ζ for different approxima-
tion schemes are listed in Table. II.
Theoretically, the chaos exponent ζ is related to the
interface fractal dimension ds and y in Eq.(2) via, ζ =
ds/2− y, with y ∼ 0.2 [1]. Assuming ds = df in the RSB
scenario, ζ = (D − θ/2)/2 − y [28], taking the average
value of θ, ζ = 1.222, which falls into all of our extracted
values except for the scheme II (close to the θ 6= 0 value).
Numerically, Ref. [36] finds ζ = 1.01 (1.15 in Fig. 6
of Ref. [36]); Palassini and Young find for the ground
state [37] y = 0.23+0.02−0.04 and ds = 2.68 ± 0.02, yielding
ζ = 1.11+0.05−0.03; Ref. [13] report a ζ ∼ 1.04. All these
values agree well with the experimental values, except,
on that of approximation scheme II. This may indicate
S(T ) ∼ T [27] in our measurement temperature range.
The other only known experiments to extract ζ reported
a value 0.385 [24].
The other issue we want to address is the nature of
transition to temperature chaos. In our experiments, the
temperature resolution is 10 mK. The data exhibit a tran-
sition from overlapping to non-overlapping magnetization
response sharply for as little as 10 mK temperature drop.
In this sense, the transition appears deterministic, and
the chaos exponent extracted using the chaos onset tem-
perature drop agrees almost perfectly with theoretical
and numerical simulations. However, we do notice that
for an increasing δT , it takes longer time at T1 to over-
lap the cycling curve with respect to the reference curve
(or larger difference at the initial part of measurement
during tm2) as shown in Fig.1(b)(d)(f), a sign of stronger
5chaos with increasing temperature drops, as suggested in
Ref. [15].
In conclusion, the spin glass correlation length gives
us a caliper to compare with the length scale for tem-
perature chaos. We have been able to demonstrate an
abrupt change in the nature of spin glass dynamics, from
reversible to chaotic, when the length scale for chaos
reaches the spin glass correlation length. In addition,
the development of the strength of the chaotic state is
gradual. The closeness of the extracted critical exponent
for chaos, ζ, to theoretical predictions, confirms in our
view the existence of temperature chaos in the spin glass
state.
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