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Laser cooling to sub-Doppler temperatures by optical molasses is thought to be inhibited in atoms
with unresolved, near-degenerate hyperfine structure in the excited state. We demonstrate that such
cooling is possible in one to three dimensions, not only near the standard D2 line for laser cooling,
but over a wide range extending to the D1 line. Via a combination of Sisyphus cooling followed by
adiabatic expansion, we reach temperatures as low as 40µK, which corresponds to atomic velocities
a factor of 2.6 above the limit imposed by a single photon recoil. Our method requires modest laser
power at a frequency within reach of standard frequency locking methods. It is largely insensitive
to laser power, polarization and detuning, magnetic fields, and initial hyperfine populations. Our
results suggest that optical molasses should be possible with all alkali species.
Sisyphus cooling of neutral atoms is vital for reaching
the ultracold temperatures needed in experiments rang-
ing from metrology [1] to quantum information [2]. It is
simple to apply for species with resolved hyperfine struc-
ture, e.g. sodium [3], cesium [4], and rubidium [5], which
have thus become workhorses in atomic physics. A new
generation of experiments, however, requires atoms of-
fering lighter mass or bosonic and fermionic isotopes.
Achieving sub-Doppler temperatures with these atoms
has relied upon sympathetic and/or evaporative cooling
- methods that are intrinsically lossy, require timescales
of seconds, and favorable collisional properties - or optical
lattices that require high laser intensities [6] or detunings
of several hundred gigahertz [7]. Sisyphus cooling has
been demonstrated with potassium [8, 9], which has par-
tially resolved hyperfine structure, but the same method
does not apply to lithium, which has inverted and unre-
solved hyperfine structure [9]. Standard Sisyphus cool-
ing of lithium, which has not been demonstrated [10–15],
would open the door to simpler, faster, and more effi-
cient experiments in ultracold chemistry, quantum gas
microscopy, quantum simulation, and tests of the equiv-
alence principle [16–24]. Recently, a sub-Doppler cool-
ing scheme for lithium has been demonstrated using a
bichromatic lattice and enhancement from a Λ-type level
structure [25]. Here, we demonstrate simple, efficient (up
to ∼ 45% cooled fraction), Sisyphus cooling of lithium
to temperatures as low as 40µK in one dimension to
100µK in three dimensions using polarization-gradient
cooling beams with a detuning of 1-9GHz. These detun-
ings can be produced using a standard offset laser lock.
The cooling process operates on a timescale of millisec-
onds and requires only modest laser power. It can thus
be integrated easily into experiments using existing diode
lasers.
Historically, when lithium was first laser cooled, sub-
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Doppler temperatures could not be reached via the stan-
dard method of optical molasses slightly red-detuned
from the Doppler cooling transition [26, 27]. The un-
resolved hyperfine structure of the excited state was
thought to prevent the optical pumping needed for Sisy-
phus cooling [27–29]. However, at detunings large com-
pared to the hyperfine structure [see Fig. 1(a)], the
atomic response is dominated instead by the fine struc-
ture. In fact, in the textbook explanation [30] for Sisy-
phus cooling, only the fine structure is considered. Usu-
ally these models focus on the 2S1/2→ 2P3/2 transition
(D2) used for initial laser cooling in a magneto-optical
trap. Less well-known is that the Sisyphus mechanism
also works with a blue detuning to the 2S1/2 → 2P1/2
transition (D1) [31]. Because the fine structure split-
ting of the 2P state of lithium is small (10.05GHz, as
compared to 16.6THz for the 6P state of cesium), both
transitions contribute constructively and we are able to
demonstrate Sisyphus cooling for detunings ranging from
D1 to D2.
Figure 1(b) gives an overview of the apparatus. Atoms
from a hot atomic beam generated by a lithium oven at
400◦C are captured in a two-dimensional magneto-optical
trap (2D MOT) based on the design in [13], consisting of
two retro-reflected cooling beams in the σ+/σ− config-
uration and a pusher beam. The 2D MOT beams have
a 1/e2 intensity radius (“waist”) of 5mm and a peak
intensity of 150mW/cm2, while the pusher beam has a
waist of 1.2mm and a peak intensity of 10mW/cm2. A
magnetic field gradient of 50G/cm is generated by per-
manent magnets. The transversely cooled atomic beam
passes through a differential pumping stage and is loaded
into a 3D MOT with six 6.5mm waist beams having a
10mW/cm2 peak intensity in the σ+/σ− configuration.
Approximately equal intensities of the pump and repump
frequencies are used in both the 2D MOT and 3D MOT
beams. The sub-Doppler cooling beams are derived from
an external cavity diode laser phase locked to the master
laser with a frequency offset that can be varied from −9
to +9GHz. After amplification by a tapered amplifier
up to 180mW is available for the cooling beams which
have 0.7mm waists.
The sub-Doppler cooling procedure begins after a
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FIG. 1. (Color online) Experimental methods. (a) Optical potentials and energy levels for Sisyphus cooling. Left - Solid
(dashed) lines indicate the optical potential for the ground state mJ = +1/2(−1/2) sublevel as a function of the spatially
dependent polarization in a lin⊥lin standing wave. Arrows indicate the position of largest Stark shift, indicated for two cases
on the right, with detunings near the D1 and D2 transitions, respectively. Right - The cooling lattice is detuned by at least
1GHz from resonance between the D1 and D2 transitions which are separated by 10 GHz. (b) Setup. Cooling lattice beams
are overlapped with the 3D MOT producing polarization gradients for Sisyphus cooling. Each counterpropagating pair has
orthogonal linear polarizations (black arrows). (c) Temperature determination using time-of-flight method. Insets: Absorption
images showing one-dimensional cooling along the vertical axis. Plots: Black points are summed data values along the vertical
axis. The light shaded areas are fits to the data using a sum of two Gaussians. The dark shaded areas indicate the wider
Gaussian in each fit.
one-second loading of 2×107 7Li atoms at ∼ 1mK in
the 3D MOT. This is followed by a 5ms compressed
MOT (CMOT) phase which decreases the temperature
to 300-400µK by reducing the pump (repump) power to
2mW/cm2 (1.5mW/cm2), moving the detuning closer
to resonance to −12MHz (−11MHz), and increasing the
magnetic field gradient from 15G/cm to 30G/cm. Sisy-
phus cooling is implemented with a polarization gradient
lattice turned on during the last 1ms of the CMOT. In
the 3D case, we use three linearly polarized retroreflected
beams: one beam is directed along the axis of the MOT
coils, while the other two are overlapped with the MOT
beams in the plane of the MOT coils. The CMOT light is
then extinguished and the magnetic field gradient turned
off. The magnetic field decays with a 1/e time constant
of ∼500µs due to eddy currents in the vacuum chamber.
The cooling lattice beams are left on for 500-1500µs after
the MOT turnoff.
Alignment of the lattice with both the MOT and mag-
netic zero is crucial to achieve cooling. To find magnetic
zero, we modulate the MOT magnetic field gradient and
iteratively align the MOT cooling beams until there is
no discernible movement of the atomic cloud. The lat-
tice is then aligned, one axis at a time, by first using
near-resonant light at low power and observing the dis-
turbance of the MOT. After this rough alignment, we
optimize the final temperature along each axis indepen-
dently. Finally, we iteratively adjust the overlap of the
three axes to optimize the three-dimensional (3D) cool-
ing. We have also used “imaging” of the cooling beams
for alignment [32] by first optically pumping the atoms
into the F = 1 hyperfine state and observing the popu-
lation transfer of the atoms to the F = 2 by the lattice
beams with near resonant light. We find that the lowest
temperatures are achieved when the retroreflected beams
are misaligned by a few degrees, which reduces fluctua-
tions caused by reflections off the vacuum windows.
For measuring the temperature of the cooled atoms,
and to determine the fraction of atomic sample cooled,
we use the time-of-flight (TOF) method [33]. The atomic
sample is imaged on a CCD camera. For one- and two-
dimensional (1D and 2D) cooling the images are taken
perpendicular to the cooling lasers. To confirm 3D cool-
ing the images were taken at 45 degrees to the in-plane
cooling beams and 90 degrees to the on-axis cooling beam
[see Fig. 1(b)]. Cooling is observed along both image
axes only when all three dimensions of the atomic sam-
ple are cooled. For TOFs <2ms we determine the atomic
density profile by measuring the absorption of a short
(25− 50µs) pulse of light resonant with the D2 line from
the F=2 manifold of the ground state. In order to in-
crease signal to noise for TOF sequences longer than 2ms
we use the MOT beams tuned on resonance (100-500µs
pulse length) and collect fluorescence. The observed den-
sity profiles have clearly visible cooled and uncooled pop-
ulations which are fit to a sum of two Gaussians [see
Fig. 1(c)]. Both theoretical calculations [34] (see Fig. 2)
and previous experiments [35] have shown that Sisyphus
cooling leads to such a bimodal distribution, particularly
at smaller optical potential depths. The temperature
is determined via kBT = Mσ
2
v = M [σ
2
x(t) − σ
2
x(0)]/t
2,
where M is the atomic mass, σv is 1/e of the velocity
distribution, and σx(t) is the 1/e cloud width at time t.
The cooled fraction is given by the ratio of the area of
the narrow Gaussian to the total area.
We achieve temperatures as low as 40µK (v¯ ∼ 2.6 vr,
where vr = h¯k/M is the recoil velocity) in 1D cooling and
100µK (v¯ ∼ 4 vr) in 3D cooling. The fraction of atoms
cooled from the MOT varies from 25-45% (see Table I).
We find that the cooling is robust with regards to most
experimental parameters. In 1D cooling we achieve the
lowest temperature (40µK) and fraction cooled (30-40%)
with lin⊥lin polarization. The angle between the polar-
izations is not critical. While lin‖lin shows no cooling,
misalignments of as much as 10 degrees from lin⊥lin pro-
duce show no measurable differences. In fact, in 3 dimen-
3TABLE I. Summary of optimal cooling results. Intensities for
1D (3D) cooling beams are 5.1(4.3)×103 mW/cm2. See Fig. 3
for the detuning regions.
Type Polari- Region Temp. (µK) Fraction
zation @ Detuning
3D MOT σ+/σ− -35 MHz 1000 100%
3D CMOT σ+/σ− -12 MHz 300 100%
1D Sisyphus lin⊥lin (b) 40 @ -5GHz 25-35%
& adia.
3D Sisyphus lin⊥lin (b) 100 @ -3GHz 30-45%
& adia.
1D adiabatic lin‖lin (a) & (c) 10 @ -13GHz 5-15%
3D adiabatic lin‖lin (a) & (c) 60 @ +2GHz 10-20%
sions, we can even achieve cooling with one axis having
lin‖lin polarization, albeit with slightly higher (150µK)
temperature. In 3D cooling, we also find that the rel-
ative polarization between pairs of counterpropagating
beams has no effect on the final temperature. Lowest
temperatures are reached with a minimum of 1ms tem-
poral overlap of the cooling lattice and the end of the
CMOT phase and 1ms of cooling lattice after the CMOT
is turned off. This indicates that the cooling process oc-
curs in <2ms, a timescale consistent with our theoretical
calculations. Leaving the cooling lattice on during load-
ing of the MOT has no effect except when the detuning
is small enough (<1GHz) to disturb the MOT. The cool-
ing process is insensitive to the initial hyperfine state as
optically pumping into either the F=1 or F=2 hyper-
fine manifolds during the CMOT phase has no effect on
the final temperature or captured fraction. Using state-
selective absorption imaging, we detect < 10% change in
the relative populations after the cooling process. The
magnitude of the CMOT magnetic field gradient has a
slight effect on the final temperature. In 1D cooling the
final temperature varied from 120µK to 40µK for gradi-
ents from 30 to 10G/cm with lower temperatures at the
lowest gradient. Artificially increasing the decay time
constant of the magnetic field gradient does not change
the final temperature but reduces the cooled fraction, as
atoms leave the cooling beams. We also find that con-
stant background magnetic fields (∼100mG) have little
effect on the cooling process as long as the MOT and
cooling lattice are well overlapped spatially. This is likely
because the lattice depths used here are much larger than
the Zeeman shift in contrast to the optical molasses typ-
ically used with other alkali atoms.
We achieve cooling with detunings covering nearly the
entire range from the D1 to D2 transitions, with final
temperatures largely independent of the both detuning
and laser power. To compare with theory we investigate
1D cooling over a range of lattice depths and find that our
final temperatures of 40-60µK are much lower than the
values predicted by the semi-classical theory of Sisyphus
cooling [30]. In addition semi-classical theory predicts
FIG. 2. (Color online) Equilibrium momentum distribution
versus optical potential depth, U , at a detuning of δ = -2GHz.
At small U the momentum distribution clearly has a narrow
peak on a broad background. For large U the distribution
becomes well described by a Gaussian. Inset: Comparison
of 1D cooling data with theory. All points are at a resonant
Rabi frequency, Ω = 32Γ. At δ = -2GHz this corresponds to
U = 91ER. The solid line shows the theoretical prediction for
Sisyphus cooling only, red(blue) dashed lines show the same
predictions with only the D2(D1) line, and the dotted line
includes adiabatic turnoff of the cooling lattice.
that, in the limit of large detuning, the final temperature
is universally proportional to the optical potential U ,
T ∝ U =
h¯Ω2
3δ
, (1)
over a range of Rabi frequencies Ω, determined by the
laser intensity and detuning δ. This universality is ob-
served in our data and gave a first clue to the cooling
mechanism.
Two additional factors help explain the lower tem-
peratures we observe experimentally. First, the semi-
classical theory calculates an average force on the atom’s
center-of-mass. This approximation breaks down once
the atomic velocities near the recoil velocity, when the
atomic wavepackets become localized in the wells of the
optical lattice. The solid line in the inset of Fig. 2 shows
the results of a full quantum calculation discretizing the
momentum in units of the recoil momentum, h¯k, that
we calculated following the model presented in Ref. [34].
For calculations near the D2 (D1) line up to 50 external
momentum states were used with each of the six (four)
internal atomic states, two for the J=1/2 ground state
and four (two) for the J=3/2 (J=1/2) excited state.
The coefficients for the optical Bloch equations of the
90000 (40000) possible coherences were then calculated
and stored in a sparse matrix. Equilibrium momentum
distributions were determined by either numerically in-
4tegrating the optical Bloch equations until a steady state
was reached or by setting the time derivative of the den-
sity matrix to zero and solving the resulting matrix equa-
tion. One finds that at low Rabi frequencies the final
momentum distribution consists of a narrow peak with a
large tail (see Fig. 2). The effective temperature is de-
termined by fitting this momentum distribution to two
Gaussians, as is done in the experiment, and calculat-
ing the equivalent temperature for the narrow peak. The
narrow peak consists of > 50% of the atoms for all but
the lowest optical potential values (U < 50Er).
Second, we find that adiabatic expansion during the
turnoff of the polarization gradient lattice reduces the
final temperature at higher potential depths [36, 37]. The
light mass of lithium is advantageous here as it leads to
high trap frequencies. Adiabaticity is reached even with
a turnoff time as short as a microsecond.
The dashed line in the inset of Fig. 2 shows the re-
sults of the quantum calculation plus the effects of adi-
abatic expansion using the simple model in [36]. In this
model of adiabatic expansion the final momentum de-
pends only on the vibrational band the atom occupies
in the optical lattice. At a given initial temperature Ti,
a larger optical potential gives a higher trap frequency,
ω = 2Er
√
U/Er/h¯, and a larger fraction of the atoms in
the ground state as determined by the Boltzmann factor
fB = e
−h¯ω/kBT . The final temperature Tf after adiabatic
expansion is given by Eq. 2 of [36],
Tf = Tr
(
Q0
k
)2
1 + 4fB + f
2
B
12(1− fB)2
, (2)
where Q0 is the lattice constant and Tr =
h¯2k2
kBM
is the
recoil temperature. Adiabatic expansion lowers the final
temperature and flattens its change with respect to the
optical potential depth in qualitative agreement with our
experimental observations. We have observed that rapid
(<150ns) switching off of the lattice increases the final
temperature. At -5GHz detuning, e.g., the temperature
increases from 40µK to 90µK, which agrees well with
this model.
In summary, we have demonstrated Sisyphus cooling
of lithium between the D1 and D2 transitions followed by
adiabatic expansion of the cooling lattice. The cooling is
largely insensitive to most experimental parameters in-
cluding the precise polarization of the lattice beams, laser
power, magnetic fields, initial hyperfine state, timing of
the cooling sequence, and detuning of the laser frequency.
There are improvements that could simplify the setup
even further. Conversion of our six-beam lattice to a four-
beam lattice could reduce sensitivity to alignment and
vibrations [38], although our current setup is not overly
sensitive. One could eliminate the additional laser re-
quired for the cooling lattice by operating the MOT with
lin⊥lin polarization (which we have successfully demon-
strated) and sweeping the MOT laser from on resonance
to the gigahertz detuning needed for sub-Doppler cooling.
Further cooling could be achieved by a stage of Raman
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FIG. 3. (Color online) Final temperature versus the detuning
of the cooling lattice. Circles are 1D cooling, squares are 3D
cooling. Intensities for 1D (3D) cooling beams are 5.1(4.3) ×
103 mW/cm2. Points at the optimum detuning, -5GHz, were
taken over several months and demonstrate the robustness of
the cooling process. Solid blue points, between D1 and D2,
use lin⊥lin polarization which gives both Sisyphus cooling and
adiabatic expansion. Open red points, outside D1 and D2, use
lin‖lin polarization which gives only adiabatic cooling. Lower
temperatures are obtained at the expense of a much smaller
cooled fraction (5− 15%).
sideband cooling in the lattice, which requires one ad-
ditional optical pumping laser on the D1 transition and
application of a constant magnetic field [39].
We expect that this technique will find wide applicabil-
ity in other experiments. For example, the simple imple-
mentation and low loss could be useful for experiments
using optical lattices where normal molasses cooling is
unavailable. For those experiments requiring tempera-
tures near the recoil limit, our method eliminates the
need for either the magnetic trap or high powered lasers
required for sympathetic and evaporative cooling. For
experiments which must reach lower temperatures (e.g.
Bose or Fermi degenerate gases), our method provides
a simple intermediate cooling step which can enhance
the loading rate and reduce the depth requirement of
traps used for the final stage of cooling. Thermalization
between cooled and uncooled atoms can be avoided by
using an initially shallow trap which captures only the
cooled population. The timescale for thermalization is
much longer than the time it takes for the hot untrapped
atoms to leave such a trap. Finally, for our purposes, a fi-
nal temperature of 40µK, which corresponds to an r.m.s
velocity of 2.6 vr, will enable the use of a large fraction
of our atomic cloud in a first demonstration of interfer-
ometry with ultracold lithium.
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