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PARTIAL HO¨LDER CONTINUITY FOR Q-VALUED ENERGY
MINIMIZING MAPS
JONAS HIRSCH
Abstract. We consider multivalued maps between Ω ⊂ RN open (N ≥ 2)
and a smooth, compact Riemannian manifold N locally minimizing the Dirich-
let energy. An interior partial Ho¨lder regularity result in the spirit of R. Schoen
and K. Uhlenbeck is presented. Consequently a minimizer is Ho¨lder continu-
ous outside a set of Hausdorff dimension at most N − 3.
F. Almgren’s original theory includes a global interior Ho¨lder continuity result
if the minimizers are valued into some Rm. It cannot hold in general if the tar-
get is changed into a Riemannian manifold, since it already fails for ”classical”
single valued harmonic maps.
Introduction
Multivalued maps with focus on Dirichlet integral minimizing maps have been in-
troduced by F. Almgren in his fundamental work [2]. C. De Lellis and E. Spadaro
gave a modern revision of it in [9]. He introduced them as Q-valued functions.
Q ∈ N, fixed, indicates the number of values the function takes, counting multi-
plicity. We will refer to them from now on as Q-valued functions. Their purpose
had been the development of a proof of a regularity result on area minimizing rec-
tifiable currents. The author recommends [12] for a motivation of their definition,
an overview of Almgrens program. Furthermore it compares different modern ap-
proachs to Q-valued functions inspired for instance by a metric analysis and surveys
some recent contributions. A complete modern revision of Almgrens original theory
and results can be found in [9].
Almgrens original Theory focuses on euclidean ambient spaces. Some of his results
had been extended: [7], [14], [25], [4] consider maps into more general ambient
spaces like, metric, Banach and Hilbert spaces; [18], [8] analyse a wider range of
energy functionals. [24], [27] study different geometric objects in the Q-valued set-
ting, such as geometric flows.
As mentioned in the abstract the Ho¨lder continuity in the interior for minimiz-
ers is an outcome of Almgren’s original work. Furthermore a minimizer u ∈
W 1,2(Ω,AQ(Rm)) is the ”superposition” of ”classical”, single valued harmonic func-
tions outside a singular set sing(u), with Hausdorff dimension not exceeding N − 2
in the following sense:
y /∈ sing(u), ∃Uy ⊂ Ω open neighborhood of y, ui : Uy → Rm(i = 1, . . . , Q)
harmonic with u(x) =
∑Q
i=1Jui(x)K∀x ∈ Uy. Moreover ui(x) = uj(x) or else
ui(x) 6= uj(x) for all x ∈ Uy and i, j ∈ {1, . . . , Q}.
Almgrens regularity result has beend exteded as well in several directions. [9] sharp-
ens the estimate on the singular set for planar Dirichlet minimizers, [18] proves
Ho¨lder continuity for planar maps minimizing quadratic semicontinuous function-
als and [15] proof the Ho¨lder continuity for Dirichlet almost minimizers.
The aim of this note is to extend the theory of harmonic maps from the single
valued to the multivalued equivalent i.e. Q-valued maps into a smooth, compact
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Riemannian manifold locally minimizing the the Dirichlet integral. The interior
Ho¨lder regularity for single valued minimizing harmonic maps has been known
since the work of R. Schoen and K. Uhlenbeck, [19]. In this note we give an interior
partial Ho¨lder-regular result for multivalued maps minimizing locally the Dirichlet
energy. Our strategy is inspired by the methods of S. Luckhaus, see [16]. We are
able to show:
Theorem 0.1. There is a constant α = α(N,Q) > 0 with the property that, if
Ω ⊂ RN (N ≥ 2) is open, N ⊂ Rm is a smooth compact n-dimensional Riemannian
sub-manifold and u ∈ W 1,2loc.(Ω,AQ(N )) is locally minimizing the Dirichlet energy,
then there exists Ω′ ⊂ Ω open, such that u ∈ C0,α(Ω′) and Ω \ Ω′ has at most
Hausdorff dimension N − 3.
Theorem 0.1 has been proved in [26] for the special case N = Sn; we use here
a different approach to obtain the suitable energy decay, which allows us to cover
the case of a general target manifold.
For single valued harmonic maps one has the following sharper result: if Ω,N as
above and v ∈ W 1,2loc.(Ω,N ) is locally Dirichlet minimizing, then ∃Ω′ ⊂ Ω with
dimH(Ω \ Ω′) ≤ N − 3 and v ∈ C∞(Ω′). The main difference is that the C∞ reg-
ularity for single valued maps is replaced by Ho¨lder-regularity in the multivalued
setting. Furthermore we want to mention that in the single valued case the result
above can be sharpened when the target manifold satisfies some special structural
assumptions.
A pressing open question in the Q-valued case is to give a more detailed description
of the singular set in the interior of the Ho¨lder regular set Ω′ of theorem 0.1: How
small is the set sing(u) ∩ Ω′ s.t. u can be written as a ”superposition” of ”clas-
sical”, single valued harmonic maps. One should compare it to the corresponding
result of a minimizers u mapping into AQ(Rm) mentioned above. Another possible
extension is to consider maps minimizing the p-Dirichlet integral in the spirit of
S. Luckhaus [16].
This article is organized as follows: after fixing some notation and definitions in
section 1, we extend the ”classical” variational equations and monotonicity formula
to the multivalued setting in section 2. Section 3 collects some tools to derive a com-
pactness result for minimizers in section 4 and the interior partial Ho¨lder-continuity
result in section 5. Section 6 uses the obtained to conclude the estimate on the size
of the Ho¨lder-singular-set following classical lines. The appendix contains in sec-
tion A a recollection of the most basic definitions and results concerning Q-valued
functions taking values in Rn. The results are presented omitting the actual proofs.
Section B presents a concentration compactness result. It is along the same lines
and indeed inspired by C. De Lellis and E. Spadaro’s version [11, Lemma 3.2].
Finally section C, contains an intrinsic proof to the ”classical” Luckhaus’ lemma
concerning the extension of a map Sobolev map defined on the boundary of an
annulus ∂(B1 \B1−λ) into the interior. The concentration compactness result and
the Luckhaus’ lemma provide the essential tools for the proof of theorem 0.1.
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1. Definition of energy minimizing maps
Suppose Ω ⊂ RN open, N ≥ 2 and N is a smooth compact n−dimensional
Riemannian manifold isometrically embedded in some Rm.
We assume for now that the reader is familiar with most general definitions and
results in the theory of Q-valued functions. mainly the notation and terminology
introduced by C. De Lellis and E. Spadaro in [9]. It differs slightly from Almgren’s
original one. The most basic definitions and results needed are recalled in the ap-
pendix, A, omitting the proofs.
For now we recall that (AQ(Rm),G) denotes the metric space of unordered Q-tuples
of points in Rm. For a domain Ω ⊂ RN the Sobolev space of Q-valued functions
is W 1,2(Ω,AQ(Rm)). The related Sobolev ”semi-norm” or Dirichlet energy for
u ∈W 1,2(Ω,AQ(Rm)) is
´
Ω|Du|2.
Following this notationAQ(N ) denotes corresponding toAQ(Rn) classical metric
space of unordered Q−tuples taking values in N instead of the whole Rn.
Definition 1.1. (i) W 1,2loc (Ω,AQ(N )) is the set of u ∈ W 1,2loc (Ω,AQ(Rm)) s.t.
u(x) ∈ AQ(N ) for a.e. x ∈ Ω. Since N is assumed to be compact we have
W 1,2loc (Ω,AQ(N )) ⊂ L∞(Ω,AQ(Rm)).
(ii) For any BR(y) ⊂ Ω we define the energy E(u,BR(y)) as
(1.1) E(u,BR(y)) = R
2−N
ˆ
BR(y)
|Du|2.
(iii) We call u ∈ W 1,2loc (Ω,AQ(N )) a local minimizer, or just a minimizer, if for
any BR(y) ⊂ Ω and v ∈ W 1,2loc (Ω,AQ(N )) satisfying u = v in a neighbour-
hood of ∂BR(y) we have
E(u,BR(y)) ≤ E(v,BR(y)).
The already mentioned interior Ho¨lder continuity result, (c.p. with [9, Theorem
0.9]): for local minimizers u ∈ W 1,2loc (Ω,AQ(Rn)) taking values in some Rm is:
Theorem 1.1 (interior Ho¨lder continuity). There is a constant α0 = α0(N,Q) > 0
with the property that if u ∈ W 1,2(Ω,AQ(Rn)) is (locally) Dirichlet minimizing,
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then u ∈ C0,α0(K,AQ(Rn)) for any K ⊂ Ω ⊂ RN compact. Indeed, |Du| is an
element of the Morrey space L2,N−2−2α0 with the estimate
(1.2) r2−N−2α0
ˆ
Br(x)
|Du|2 ≤ R2−N−2α0
ˆ
BR(x)
|Du|2 for r ≤ R,BR(x) ⊂ Ω.
For two-dimensional domains α0(2, Q) =
1
Q
is explicit and optimal.
As mentioned it had been proven first by Almgren in [2] and nicely reviewed by
C. De Lellis and E. Spadaro in [9].
We want to study the regularity of energy minimizing maps taking values in
the smooth compact n−dimensional Riemannian manifold N . For this purpose we
define the regular and singular set.
Definition 1.2. A Q-valued map u ∈ W 1,2loc (Ω,AQ(Rm)) is called regular at a point
y ∈ Ω if there exists a neighborhood U of y and Q smooth maps ui : U → Rm s.t.
u(x) =
Q∑
i=1
Jui(x)K for a.e. x ∈ U
and either ui(x) 6= uj(x) for all x ∈ U or ui ≡ uj .
We define the open set
(1.3) reg u = {y ∈ Ω : y is a regular point of u } .
The singular set of u is the relative closed set sing u = Ω \ reg u.
Remark 1.3. If y ∈ reg u and u(x) = ∑Qi=1Jui(x)K on a neighborhood U each
ui : U → N has to be a smooth energy minimizing i.e. a harmonic map in the
classical sense.
For our purpose it is helpful to define a certain subset of the singular set.
Definition 1.4. If u ∈ W 1,2loc (Ω,AQ(Rm)) then the Ho¨lder regular set of u is
(1.4) regH u = {y ∈ Ω : u is Ho¨lder continuous in a neighborhood of y},
and the Ho¨lder singular set is singH u = Ω \ regH u.
Just by definition we have
reg u ⊂ regH u and singH u ⊂ sing u.
Remark 1.5. If N = Rn then singH u = ∅ or regH u = Ω for any minimizing
u ∈ W 1,2(Ω,AQ(Rn)) as a consequence of the internal Ho¨lder regularity result on
Rn, e.g. [9, Theorem 0.9]. singH u is not empty in general, since singH u is already
known to be non-empty in certain cases of classical single-valued energy minimizing
maps.
2. The variational equations and monotonicity formulas
Suppose u ∈ W 1,2loc (Ω,AQ(N )) is a energy minimizing map and BR(y) ⊂ Ω.
Suppose {ut}t∈]−δ,δ[ is a C1 family of maps in W 1,2(BR(y),AQ(N )) s.t. us = u
in a neighborhood of ∂BR(y) for all t and u0 = u then due to minimality of u we
must have
(2.1)
d
dt
∣∣∣
t=0
E(ut, BR(y)) = 0.
There two natural classes of variations, inner and outer once.
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2.0.1. inner variations. Let Φt(x) = x+ tX(x) + o(t) be the flow generated by an
arbitrary vector field X = (X1, . . . , XN) ∈ C1c (BR(y),RN ). Since Φt(x) = x close
to ∂BR(y) vt(x) = u ◦ Φ−1t (x) defines a C1-family of competitors to u. Standard
calculations give
DΦ−1t ◦ Φt = (DΦt)−1 = 1− tDX + o(t)
det (DΦt) = 1 + t div(X) + o(t)
( 1 denotes the identity map on RN ) so that
|Dvt|2 ◦ Φt =
Q∑
l=1
|DulDΦ−1t ◦ Φt|2 =
Q∑
l=1
|Dul (1− tDX + o(t))|2
=
Q∑
l=1
|Dul|2 − 2t
Q∑
l=1
〈Dul : DulDX〉+ o(t).
Integrating we getˆ
BR(y)
|Dvt|2 =
ˆ
BR(y)
|Dvt|2 =
ˆ
BR(y)
|Dvt|2 ◦ Φt |detDΦt|
=
ˆ
BR(y)
|Du|2 + t
ˆ
BR(y)
|Du|2 div(X)− 2
Q∑
l=1
〈Dul : DulDX〉+ o(t).
Because of (2.1) we necessarily have
(2.2) 0 =
ˆ
BR(y)
(
|Du|2δij − 2
Q∑
l=1
〈Diul : Djul〉
)
DiX
j.
Before we consider the second class, the outer variations, it is useful to set up
some terminology and recall some facts about the nearest point projection.
Nd = {x : dist(x,N ) < d} defines a tubular neighbourhood around N for any
d > 0. Given p ∈ N and a vector X ∈ Rm, X⊤ denotes the orthogonal projection
of X onto TpN ; hence X⊥ = X −X⊤ is the orthogonal projection onto the normal
space (TpN )⊥ at p. Ap(X⊤1 , X⊤2 ) = (DX⊤1 X⊤2 )⊥ is the second fundamental form of
N at p and any vector fields X1, X2 ∈ C(Bǫ(p),Rm).
Remark 2.1. Since N is assumed to be a smooth compact manifold it has a nearest
point projection Π. Π is defined on some tubular neighbourhood Nd, (d > 0).
Beside being a smooth map i.e. Π ∈ C∞(Nd;N ) it has the following properties:
(i) |x−Π(x)| = dist(x,N ) < |x− p| for all x ∈ Nd and p ∈ N \ {Π(x)};
(ii) DΠ(p)X = X⊤ for p ∈ N and any vector X ∈ Rm;
(iii) for p ∈ N and any vectors Xi ∈ RN (i = 1, 2, 3)
Ap(X
⊤
1 , X
⊤
2 ) = D
2Π(p)(X⊤1 , X
⊤
2 )(2.3)
X1D
2Π(p)(X2, X3) =
∑
σ∈P3
X⊥σ(1)D
2Π(p)(X⊤σ(2), X
⊤
σ(3))(2.4)
(iv) for any x ∈ Nd and any vector X ∈ Rm we have(
1− 2 dist(x,N )∥∥AΠ(x)∥∥) |DΠ(x)X |2 ≤ |X |2.
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Although all of these are classical, we give their proofs expect for showing exis-
tence and smoothness of Π, that can be found for example in [21, 2.12.3 Theorem
1].
(i) is the defining property of Π as nearest point projection.
(ii) For X ∈ Rm given, we may write X = X⊤+X⊥. Take a curve γ :]−δ, δ[→
N with γ(0) = p and γ′(0) = X⊤. Since Π(γ(t)) = γ(t) we have
|Π(p+ tX⊤)−γ(t)| ≤ |p+ tX⊤−Π(p+ tX⊤)|+ |p+ tX⊤−γ(t)| ≤ 2|p+ tX⊤−γ(t)|
that is of order o(t) and so DΠpX
⊤ = X⊤. Since Π(p+ tX⊥) = p for all t
we conclude
DΠ(p)(X) =
d
dt
∣∣∣
0
Π(p+ tX⊤ + tX⊥) =
d
dt
∣∣∣
0
Π(p+ tX⊤) +
d
dt
∣∣∣
0
Π(p+ tX⊥) = X⊤;
(iii) LetX2 ∈ C∞(Nd,Rm) and let γ be a curve inN with γ(0) = p, γ′(0) = X⊤1 .
Differentiating X⊤2 ◦ γ(t) = DΠ(γ(t))X2(γ(t)) we deduce
DX⊤1 (X
⊤
2 ) = (DX⊤1 X2)
⊤ +D2Π(p)(X⊤1 , X2)
with the particular choices X2 = X
⊤
2 , X2 = X
⊥
2 we reach
D2Π(p)(X⊤1 , X
⊤
2 ) = DX⊤1 (X
⊤
2 )− (DX⊤1 X
⊤
2 )
⊤ = (DX⊤1 X
⊤
2 )
⊥ = Ap(X
⊤
1 , X
⊤
2 ),
D2Π(p)(X⊤1 , X
⊥
2 ) = −(DX⊤1 X
⊥
2 )
⊤.
Recall that 〈X⊤2 , X⊥3 〉 = 0 implies 0 = 〈DX⊤1 X⊤2 , X⊥3 〉 + 〈X⊤2 , DX⊤1 X⊥3 〉.
Additionally one has D2Π(p)(X⊥2 , X
⊥
3 ) = 0 since p = Π(p) = Π(p+ sX
⊥
2 +
tX⊥3 ) for all s, t. A short calculation give the desired conclusion (2.4).
(iv) Let γ :] − δ, δ[→ Nd be any C2 curve in the tubular neighborhood of N
with γ(0) = x and γ′(0) = X e.g. γ(t) = x+ tX . Define γ˜(t) = Π(γ(t)) the
corresponding C2 curve on N . Hence γ˜′(0) = DΠ(x)X . Set ν(t) = γ(t)−
γ˜(t) i.e. |ν(t)| = dist(γ(t),N ) and hence 0 = 〈γ˜′(t), ν(t)〉. Differentiating
we obtain
〈γ˜′(t), ν′(t)〉 = −〈γ˜′′(t), ν(t)〉 = −〈Aγ˜(t)(γ˜′(t), γ˜′(t)), ν(t)〉.
Furthermore we find
|X |2 = |γ˜′(0)|2 + 2〈γ˜′(0), ν′(0)〉+ |ν′(0)|2
≥ |γ˜′(0)|2 − 2〈Aγ˜(0)(γ˜′(0), γ˜′(0)), ν(0)〉
≥ |γ˜′(0)|2 − 2 dist(x,N )∥∥AΠ(x)∥∥ |γ˜′(0)|2.
Now we are ready to consider outer variations.
2.0.2. Outer variations. Let Y = (Y 1, . . . , Y n) ∈ C1(BR(y) × Rn,Rn) be an arbi-
trary vector field with Y (x, z) = 0 for x close to ∂BR(y). Set Ψt(x, z) = z+tY (x, z).
For sufficiently small t we obtain a C1 family of competitors setting
vt(x) = Π(Ψt(x, u(x))).
Π(p+ tY (x, p)) = p+ t
ˆ 1
0
DiΠ(p+ stY (x, p))Y
i(x, p) ds ∀p ∈ N and small t
and apply the chain rule ([9, Proposition 1.12]) for the 1−jet of vt to conclude
JVt,x(y) =
Q∑
l=1
Jul(x) + o(t)+
t
(
DΠ(ul(x))DiY (x, ul(x)) +D
2Π(ul(x))(Diu(x), Y (x, ul(x)))
)
(yi − xi)K.
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〈Diul, D2Π(ul)(Diul, Y )〉 = 〈Y,Aul(Diul, Diul)〉 as seen in remark 2.1 (iii), since
Diul(x) ∈ Tul(x)N for a.e. x. (2.1) necessarily implies that
(2.5) 0 =
ˆ
BR(y)
(
N∑
i=1
Q∑
l=1
〈Diul, DiY (x, ul)〉+ 〈Aul(Diul, Diul), Y (x, ul)〉
)
.
2.0.3. Monotonicity formulas: Let u ∈ W 1,2loc (Ω,AQ(N )) be an energy minimizing
map and BR(y) ⊂ Ω. For a.e. 0 < r ≤ R we have
(2.6)ˆ
Br(y)
(
N∑
i=1
Q∑
l=1
〈Diul, Diul〉+ 〈Aul(Diul, Diul), ul〉
)
=
ˆ
∂Br(y)
Q∑
l=1
〈ul, ∂ul
∂r
〉,
and
(2.7) (2−N)
ˆ
Br(y)
|Du|2 = 2r
ˆ
∂Br(y)
∣∣∣∣∂u∂r
∣∣∣∣2 − r ˆ
∂Br(y)
|Du|2.
To conclude these two identities recall the following general fact from analysis:
if a = (a1, . . . , aN) ∈ L1(BR(y),RN ), f ∈ L1(BR(y),R) satisfiesˆ
BR(y)
aiDiϕ =
ˆ
BR(y)
fϕ ∀ϕ ∈ C∞c (BR(y))
then
(2.8)
ˆ
Br(y)
aiDiφ− fφ =
ˆ
∂Br(y)
φ〈a, ν〉 ∀φ ∈ C1(BR(y)), a.e.0 < r < R.
(This may be checked approximating the function 1Br(y) with smooth functions.)
To deduce (2.6) choose the vector field Y (x, z) = ϕ(x)z, ϕ ∈ C∞c (BR(y),R) in
the outer variation, hence 0 =
´
BR(y)
aiDiϕ − fϕ with ai =
∑Q
l=1〈Diul, ul〉 and
−f =
(∑Q
l=1|Dul|2 +
∑N
j=1〈Aul(Djul, Djul), ul〉
)
. Hence (2.6) follows from (2.8)
with φ = 1.
(2.7) can be checked similarly. Apply (2.8) for every j separately with the choice
φj(x) = (xj − yj) (Diφj = δij). Take then sum in j and conclude (2.7).
(2.7) can be considered as a differential identity. If one fix some 0 < s < R, then
(2.7) implies that for a.e. s ≤ r ≤ R
d
dr
r2−N
ˆ
Br(y)
|Du|2 = r1−N (2 −N)
ˆ
Br(y)
|Du|2 + r2−N
ˆ
∂Br(y)
|Du|2
= 2r2−N
ˆ
∂Br(y)
∣∣∣∣∂u∂r
∣∣∣∣2 = 2 ddr
ˆ
Br(y)\Br(y)
|x− y|2−N
∣∣∣∣∂u∂r
∣∣∣∣2 .
r 7→ ´
Br(y)
f is an absolutely continuous function for any f ∈ L1. So we can inte-
grate the differential identity above and conclude the classicalmonotonicity formula
for 0 < s ≤ r ≤ R:
(2.9) r2−N
ˆ
Br(y)
|Du|2 − s2−N
ˆ
Bs(y)
|Du|2 = 2
ˆ
Br(y)\Bs(y)
|x− y|2−N
∣∣∣∣∂u∂r
∣∣∣∣2 .
Notice that, due to the positivity of the right side in (2.9) r 7→ E(u,Br(y)), is
non decreasing and its limit exists.
Definition 2.2. We define the density function Θu of u on Ω by
(2.10) Θu(y) = lim
r→0
E(u,Br(y)).
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Just note that (2.9) reduces in the limit s→ 0 to
(2.11) E(u,Br(y))−Θu(y) = 2
ˆ
Br(y)
|x− y|2−N
∣∣∣∣∂u∂r
∣∣∣∣2 .
3. The Luckhaus lemma extended to Q-valued functions
In this section we recall a result of S. Luckhaus, [16, Lemma 1] and extend it to
Q-valued functions. As for single valued maps it is an essential tool in the proof of
theorem 0.1. We state it in a formulation due to R. Moser in [17].
Lemma 3.1. There is a constant C = C(N,m,Q) such that: given 0 < λ < 12 and
u, v ∈W 1,2(SN−1,AQ(Rm)) withˆ
SN−1
|Dτu|2 + |Dτv|2 + G(u, v)
2
ǫ2
= K2
for some 0 < ǫ < λ, then there exists ϕ ∈W 1,2(B1\B1−λ,AQRm) with the following
properties
ϕ(x) =
{
u(x), if |x| = 1
v( x1−λ ), if |x| = 1− λ
(3.1)
ˆ
B1\B1−λ
|Dϕ|2 ≤ Cλ
(ˆ
SN−1
|Dτu|2 + |Dτv|2 + G(u, v)
2
λ2
)
≤ C λK2
(3.2)
ϕ(x) ∈ {y ∈ Rm : dist(y, u(SN−1) ∪ v(SN−1)) < a} for some a > 0 with
(3.3)
a2 ≤ C
λN−2
(ˆ
SN−1
|Dτu|2 + |Dτv|2
) 1
2
(ˆ
SN−1
G(u, v)2
) 1
2
+
C
λN−1
ˆ
SN−1
G(u, v)2
≤ C∞Q2 λ2−N ǫK2.
Proof. The lemma can be concluded directly from Moser’s argument, see [17,
Lemma 4.4] using Almgren’s bilipschitz embedding ξ.
Before we deduce it from Moser’s result for Q-valued function, we shortly describe
how to get the estimates with K from the Moser’s result. The first is justˆ
SN−1
|Dτu|2 + |Dτv|2 + G(u, v)
2
λ2
≤
ˆ
SN−1
|Dτu|2 + |Dτv|2 + G(u, v)
2
ǫ2
.
The second follows by Cauchy’s inequality:
2ǫ
(ˆ
SN−1
|Dτu|2 + |Dτv|2
) 1
2
(ˆ
SN−1
G(u, v)2
ǫ2
) 1
2
≤ ǫ
(ˆ
SN−1
|Dτu|2 + |Dτv|2 +
ˆ
SN−1
G(u, v)2
)
.
To derive the result for Q-valued functions one can argue as follows: Given u, v
as stated, ξ ◦ u, ξ ◦ v ∈ W 1,2(SN−1,Rm˜) are admissible, and all integral quantities
are comparable up to a constant C(N,m,Q) > 0. By [17, Lemma 4.4] there exists
a single valued function ϕ˜ ∈ W 1,2(B1 \ B1−λ,Rm˜) that has the stated properties,
replacing u by ξ ◦u and v by ξ ◦v. Set ϕ = ρ◦ ϕ˜ ∈ W 1,2(B1 \B1−λ,AQ(Rm)) using
Almgren’s retraction ρ. ϕ then has the desired properties, since again all integral
quantities are comparable up to a constant C(N,m,Q) > 0. 
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For the sake of completeness we presented here the ”simple” argument based on
Almgren’s bilipschitz embedding ξ. The appendix C discusses this result in more
detail and contains an intrinsic proof.
4. Compactness of energy minimizing maps
We can follow the classical argument to get as a consequence of lemma 3.1 a
compactness result for energy minimizing maps (compare [21, section 2.9 Lemma
1]).
Lemma 4.1. If {u(k)} ⊂ W 1,2(Ω,AQ(N )) is a sequence of energy minimizing
with lim supk→∞ E(u(k), Bρ(y)) < ∞ for each ball BR(y) ⊂ Ω, then there is a
subsequence {u(k′)} and a energy minimizer u ∈W 1,2(Ω,AQ(N )) s.t.
(i) G(u(k′), u)→ 0 in L2(Ω)
(ii) limk′→∞E(u(k
′), BR(y)) = E(u,BR(y)) for every ball BR(y) ⊂ Ω.
Proof. ‖u(k)‖L∞(Ω) < C for all k because N is compact by assumption. So that
lim sup
k→∞
ˆ
Ω′
|u(k)|2 + |Du(k)|2 <∞
for every Ω′ ⊂⊂ Ω. By Rellich’s compactness theorem for bounded sequences in
W 1,2 there is a subsequence not relabeled u(k) and a u ∈ W 1,2(Ω,AQ(Rm)) s.t.
G(u(k), u)(x) → 0 in L2 and a.e. x ∈ Ω. Hence u(x) ∈ AQ(N ) for a.e. x ∈ Ω. It
remains to prove that
lim
k→∞
E(u(k), BR(y)) = E(u,BR(y)) ∀BR(y) ⊂ Ω.
Let be BR(y) be given, not changing notation we write u(k)(x) for u(k)(y + Rx),
so we can assume that BR(y) is the unite ball B1. So G(u(k), u) → 0 in L1(B1)
and there is K > 0 with lim infk→∞
´
B1
|Du(k)|2 ≤ K2.
Let 12 < r1 < 1 and 0 < δ < 1− r1 arbitray small but fixed. Then fix 0 < ǫ < λ < δ3
s.t. if C is the constant of 3.1, d the size of the tubular neighborhood, then
C
2N+2
1− r1K
2λ < δ and C
2N+3
λN−2(1− r1)ǫ < d
2
For u(k)r(x) = u(k)(rx), ur(x) = u(rx), Fatou’s lemma statesˆ 1
r1
lim inf
k→∞
ˆ
SN−1
|Du(k)r|2 + |Dur|2 + G(u(k)r , ur)
2
ǫ2
≤ lim inf
k→∞
ˆ 1
r1
r−N
ˆ
∂Br
r2(|Du(k)|2 + |Du|2) + G(u(k), u)
2
ǫ2
≤ 2N lim inf
k→∞
ˆ
B1\B1−λ
|Du(k)|2 + |Du|2 + G(u(k), u)
2
ǫ2
≤ 2N+1K2
Hence there is a radius ρ, 0 < r1 < ρ < 1 and a subsequence u(k) not relabelled
with ˆ
SN−1
|Du(k)ρ|2 + |Duρ|2 + G(u(k)ρ, uρ)
2
ǫ2
<
2N+2
1− r1K
2.
We apply the Luckhaus’ lemma 3.1 to each tuple u(k)ρ, uρ and obtain ϕ˜(k) ∈
W 1,2(B1 \B1−λ,AQ(Rm)) with ϕ˜(k)(x) = u(k)ρ(x) for |x| = 1, ϕ˜(k)(x) = uρ( x1−λ)
for |x| = 1− λ, ´
B1\B1−λ
|Dϕ˜(k)|2 ≤ C 2N+21−r1K2λ < δ and
ϕ˜(k)(x) ∈ {z : dist(z, u(k)(∂Bρ) ∪ u(∂Bρ)) < a}
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with a2 ≤ C 2N+3
λN−2(1−r1)
ǫ < d2.
Therefore ϕ(k)(x) = Π(ϕ˜(k)(x
ρ
)) is well defined and satisfies ϕ(k)(x) = u(k)(x) for
|x| = ρ, ϕ(k)(x) = u( x1−λ) for |x| = (1− λ)ρ andˆ
Bρ\B(1−λ)ρ
|Dϕ(k)|2 ≤ CρN−2
ˆ
Bρ\B(1−λ)ρ
|Dϕ˜(k)|2(x
ρ
)
dx
ρN
≤ CδρN−2.
Given a competitor v ∈W 1,2(Bρ,AQ(N )) to u, the map
v(k) =

u(k), for ρ ≤ |x| ≤ 1
ϕ(k), for (1 − λ)ρ ≤ |x| ≤ ρ
v( x1−λ), for |x| ≤ (1− λ)ρ
defines a competitor to u(k). Hence by minimality of each u(k) we gotˆ
B1
|Du(k)|2 ≤
ˆ
B1
|Dv(k)|2 ≤
ˆ
B1\Bρ
+CρN−2δ + (1− λ)N−2
ˆ
Bρ
|Dv|2
or ˆ
Bρ
|Du(k)|2 ≤ Cδ +
ˆ
Bρ
|Du|2.
This implies thatˆ
Bρ
|Du|2 ≤ lim inf
k→∞
ˆ
Bρ
|Du(k)|2 ≤ Cδ +
ˆ
Bρ
|Dv|2.
δ > 0 had been arbitrary small, so u is minimizing on each Br1 ⊂ Bρ ⊂ B1. Choose
u = v to deduce the strong convergence of energy, (ii). 
5. ǫ-Ho¨lder regularity lemma
In this section we are going to prove an ǫ-regularity lemma for the Ho¨lder con-
tinuity of energy minimizing maps in the spirit of the Schoen-Uhlenbeck regularity
theorem.
Lemma 5.1. Let u(k) ∈W 1,2(B1,AQ(N ) be a sequence of energy minimizers with
lim
k→∞
E(u(k), B1) = 0.
For a subsequence, not relabled we can find al ∈W 1,2(B1,AQl(Rm)),
∑L
l=1Ql = Q,
a sequence of points pl(k) ∈ N s.t.
(i) al is Dirichlet minimizing,
(ii) G(σ−1k u(k), a(k)) → 0 in L1(B1) for σ2k = E(u(k), B1), a(k) =
∑L
l=1 al ⊕
σ−1k pl(k)
(iii) limk→∞ σ
−2
k E(u(k), BR) =
∑L
l=1
´
BR
|Dal|2 for any 0 < R < 1.
Proof. To every u(k) fix a ”mean” T (k) ∈ AQ(Rm). We may assume that T (k) ∈
AQ(N ), if not replace it by T ∈ AQ(N ) with G(T (k), T ) = minS∈AQ(N ) G(T (k), S).
T has still the property of a ”mean”, as one may check:ˆ
B1
G(u(k), T )2 ≤ 2
ˆ
B1
G(u(k), T (k))2 + 2
ˆ
B1
G(T (k), T )2
≤ 4
ˆ
B1
G(u(k), T (k))2 ≤ 4C
ˆ
B1
|Du(k)|2.
Next we apply the concentration compactness lemma, B.1, to the sequence of
tuples σ−1k u(k), σ
−1
k T (k). For a subsequence not relabeled, we get maps al ∈
W 1,2(AQl(B1),Rm), a related sequence tl(k) = σ−1k pl(k) ∈ spt(σ−1k T (k)). (ii)
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is a consequence of the concentration compactness lemma. It remains to prove
that the al’s are Dirichlet minimizing and that the strong convergence of en-
ergy (iii) holds. The concentration compactness lemma implies
∑L
l=1
´
BR
|Dal|2 ≤
lim infk→∞ σ
−1
k E(u(k), BR) for all 0 < R < 1 as a consequence of the lower semi-
continuity of energy.
ψk denotes the 1−Lipschitz retraction map onto B
σ
−
1
2
k
⊂ Rm defined as
ψk(z) =
{
z, for |z| < σ− 12k
σ
− 12
k
z
|z| , for |z| ≥ σ
− 12
k
Furthermore we set
(5.1) a(k) =
L∑
l=1
al ⊕ σ−1k pl(k) and a˜(k) =
L∑
l=1
ψk(al)⊕ σ−1k pl(k).
We still have G(a˜(k), σ−1k u(k))→ 0 in L2(B1) becauseˆ
B1
G(a˜(k), σ−1k u(k))2 ≤ 2
ˆ
B1
G(a(k), σ−1k u(k))2 + 2
ˆ
B1
G(a(k), a˜(k))2
≤ 2
ˆ
B1
G(a(k), σ−1k u(k))2 + 2
L∑
l=1
ˆ
B1∩{x : |al|(x)≥σ
−
1
2
k
}
|al|2.
´
B1
G(a(k), σ−1k u(k))2 → 0 in L2(B1) due to the concentration compactness lemma,
the second integral tends to 0 as k →∞ (since σk → 0) and |al| ∈ L2(B1).
Let 12 < R < 1 be fixed and 0 < δ < 1 − R be arbitrary small but fixed as well.
Choose 0 < ǫ < λ < δ3 s.t.
C
2N+2
1−Rλ < δ and C
2N+3
λN−2(1−R)ǫ <
1
2
d2,
where C is the constant of the Luckhaus’ lemma 3.1 and d > 0 the size of the
tubular neighbourhood to N .
Using the classical notation for rescalling a function fr(x) = f(rx), Fatou’s lemma
statesˆ 1
1−R
lim inf
k→∞
ˆ
SN−1
( |Du(k)r|2
σ2k
+ |Da(k)r|2 + G(a˜(k)r, σ
−1
k u(k)r)
2
ǫ2
)
≤ lim inf
k→∞
ˆ 1
1−R
r−N
ˆ
∂Br
(
r2
( |Du(k)r|2
σ2k
+ |Da(k)r|2
)
+
G(a˜(k)r, σ−1k u(k)r)2
ǫ2
)
≤ 2N lim inf
k→∞
ˆ
B1\B1−R
( |Du(k)r|2
σ2k
+ |Da(k)r |2 + G(a˜(k)r, σ
−1
k u(k)r)
2
ǫ2
)
≤ 2N−1.
Hence there must be a radius R < ρ < 1 and a subsequence not relabelled with
ˆ
SN−1
( |Du(k)ρ|2
σ2k
+ |Da(k)ρ|2 + G(a˜(k)ρ, σ
−1
k u(k)ρ)
2
ǫ2
)
<
2N+2
1−R.
As in the proof of the compactness of minimizers, lemma 4.1, apply Luckhaus’
lemma 3.1 to each tuple σ−1k u(k)ρ, a˜(k)ρ to get ϕ˜(k) ∈ W 1,2(B1 \ B1−λ,AQ(Rm))
with the properties that
(i) ϕ˜(k)(x) = σ−1k u(k)ρ(x) for |x| = 1 and ϕ˜(k)(x) = a˜(k)ρ( x1−λ ) for |x| = 1−λ;
(ii)
´
B1\B1−λ
|Dϕ˜(k)|2 ≤ C 2N+21−R λ < δ;
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(iii) for some a2 ≤ C 2N+3
λN−2(1−R)ǫ <
1
2d
2
ϕ˜(k)(x) ∈ {z ∈ Rm : dist(z, σ−1k u(k)(∂Bρ) ∪ a˜(k)(∂Bρ)) < a}.
Due to (5.1) we have dist(σ−1k a˜(k)(x),AQ(N ))2 ≤
∑L
l=1 σ
2
k|ψk(a(k))(x)|2 ≤ Lσk,
so that dist(σkϕ˜(k)(x),AQ(N )) < a+
√
Lσk. Hence it is in the tubular neigborhood
and
ϕ(k)(x) = σ−1k Π
(
σkϕ˜(k)
(x
ρ
))
is well-defined. Furthermore it satisfies
(i) ϕ(k)(x) = σ−1k u(k)(x) for |x| = ρ, ϕ(k)(x) = σ−1k Π(σk a˜(k)( x1−λ )) for
|x| = (1− λ)ρ;
(ii)
´
Bρ\B(1−λ)ρ
|Dϕ(k)|2 ≤ CρN−2δ.
Given competitors cl ∈W 1,2(Bρ,AQ(Rm)) to each al. As in (5.1) set
c(k) =
L∑
l=1
cl ⊕ σ−1k pl(k) and c˜(k) =
L∑
l=1
ψk(al)⊕ σ−1k pl(k).
As for a˜(k) we have dist(σk c˜(k)(x),AQ(N )) ≤ Lσk. Remark 2.1 (iv) states
(1− 2
√
LσkA)|D(Π(σk c˜(k))|2 ≤ σ2k|Dc˜(k)|2 ≤ σ2k|Dc(k)|2
with A = supp∈N ‖Ap‖∞ and |D ˜c(k)|2 =
∑L
l=1|Dψk(ul)|2 ≤
∑L
l=1|Dul|2 because
ψk is a 1−Lipschitz retraction. We can define a competitor to u(k) by
v(k)(x) =

u(k)(x), for ρ < |x| ≤ 1
σkϕ(k)(x), for (1− λ)ρ < |x| ≤ ρ
Π(σk c˜(k)(
x
1−λ)), for |x| ≤ (1− λ)ρ.
Hence by minimality of each u(k) we getˆ
B1
|Du(k)|2 ≤
ˆ
B1
|Dv(k)|2 ≤
ˆ
B1\Bρ
|Du(k)|2+Cσ2kδ+
σ2k(1− λ)N−2
1− 2√LσkA
ˆ
Bρ
|Dc(k)|2
or
σ−2k
ˆ
Bρ
|Du(k)|2 ≤ Cδ + 1
1− 2√LσkA
L∑
l=1
ˆ
Bρ
|Dcl|2.
This implies that, by lower semicontinuity of the energy,
(5.2)
L∑
l=1
ˆ
Bρ
|Dal|2 ≤ lim inf
k→∞
σ−2k
ˆ
Bρ
|Du(k)|2 ≤ Cδ +
L∑
l=1
ˆ
Bρ
|Dcl|2.
δ > 0 can be taken arbitrary small, so each al must be minimizing on BR ⊂ Bρ ⊂
B1. Choose cl = al for each l in (5.2) to deduce the strong convergence of energy,
i.e. (iii). 
Lemma 5.2. There exists ǫ0 > 0 and α > 0, C > 1 depending on N,Q,N with the
property that, if u ∈W 1,2(Ω,AQ(N )) is energy minimizing with
(5.3) E(u,BR0(y0)) ≤ ǫ0 for some BR0(y0) ⊂ Ω,
then |Du| is an element of the Morrey space L2,N−2+2α(BR0
2
(y0)). More precisely
we have the estimate
(5.4) E(u,Br(y)) ≤ C
( r
R
)2α
E(u,BR(y))∀y ∈ BR0
2
(y0), 0 < r ≤ R ≤ R0
2
.
Furthermore u ∈ C0,α(BR0
2
(y0)).
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Proof. First we will prove the following statement and show thereafter how it im-
plies (5.4).
∃ǫ1 > 0, 0 < γ < 1 depending on N,Q,N s.t. if u ∈ W 1,2(BR(y),AQ(N )) is
energy minimizing and E(u,BR(y)) < ǫ1 then
(5.5) E(u,BR
2
(y)) < γE(u,BR(y)).
Indeed, fix γ < 2−2α0 , where α0 = α0(N,Q) > 0 is the Ho¨lder exponent for Dirich-
let minimizers into Rm, compare [9, Theorem 0.9]. Suppose such an ǫ1 > 0 does
not exists, hence there are v(k) ∈ W 1,2(BRk(yk),AQ(N )) energy minimizing failing
(5.5), i.e. E(v(k), BRk
2
(yk)) ≥ γE(v(k), BRk(yk)) and σ2k = E(v(k), BRk (yk) → 0
as k →∞. Consider the rescaled sequence
u(k)(x) = v(k)(yk +Rkx) i.e. E(u(k), B1) = E(v(k), BRk(yk)) = σ
2
k.
So we can apply the previous lemma 5.2: for a subsequence u(k), not relabeled,
there are Dirichlet minimizing al ∈ W 1,2(B1,AQl(Rm)) (
∑L
l=1Ql = Q) and a
sequence of points pl(k) ∈ N such that for a(k) =
∑L
l=1 al ⊕ σ−1k pl(k) one has
(i) G(σ−1k u(k), a(k))→ 0 in L2(B1);
(ii) limk→∞ σ
−2
k E(u(k), BR) =
∑L
l=1E(al, BR) for all 0 < R < 1.
We firstly observe that this implies
∑L
l=1 E(al, B 12 ) ≥ γ because
σ−2k E(u(k), B 12 ) = σ
−2
k E(v(k), BRk
2
(yk)) ≥ γ.
Secondly
L∑
l=1
E(al, B 1
2
) = lim
k→∞
σ−2k E(u(k), B 12 ) ≥ lim infk→∞ γσ
−2
k E(u(k), B1) ≥
L∑
l=1
E(al, B1).
So there must be a nontrivial al, with E(al, B 1
2
) ≥ γE(al, B1). But al is Dirichlet
minimizing and therefore E(al, B 1
2
) ≤ 2−2α0E(al, B1). This is a contradiction.
Set ǫ0 = 2
−Nǫ1 > 0, then (5.4) holds because, if E(u,BR0(y0)) < ǫ0, then
E(u,BR(y)) ≤ E(u,BR0
2
(y)) ≤ 2NE(u,BR0(y0)) ∀y ∈ BR0
2
(y0), 0 < R <
R0
2
,
as a consequence of the monotonicity formula (2.9).
Induction on (5.5) gives E(u,B2−kR(y)) ≤ γkE(u,BR(y)) for all k ∈ N and any
y ∈ BR0
2
(y0), 0 < R <
R0
2 . Choose k ∈ N s.t. 2−k−1R < r ≤ 2−k for r < R. Then
by monotonicity (2.9) and the estimates above we have
E(u,Br(y)) ≤ E(u,B2−kR(y)) ≤
1
γ
γk+1E(u,BR(y)) ≤ 1
γ
( r
R
)2α
E(u,BR(y))
for 2α = − ln(γ)ln(2) .
(5.5) implies that |Du| is an element of the Morrey space L2,N−2+2α(BR0
2
(y0)).
The Ho¨lder continuity then follows classically. 
6. Properties of the singular set singH u
In this section let u ∈ W 1,2(Ω,AQ(N )) be a fixed energy minimizing map. For
any BR0(y) ⊂ Ω, the monotonicity formula, (2.9), gives
Θu(y) = inf
0<R≤R0
E(u,BR(y)) ≤ E(u,BR(y)) ≤ E(u,BR0(y)) ∀0 < R ≤ R0.
14 J.HIRSCH
For any sequence Rk → 0 and y ∈ Ω we may consider the rescaled sequence
v(k)(x) = uy,Rk(x) = u(y + Rkx) and observe that for any r > 0, sufficient large
k ∈ N, i.e. Rk ≤ R0r
E(v(k), Br) = E(u,BrRk(y)) ≤ E(u,BR0(y)).
The compactness result, lemma 4.1, asserts for a subsequence v(k′) there is ϕ ∈
W 1,2(RN ,AQ(N )) energy minimizing with G(v(k), ϕ)→ 0 in L2loc(RN ) and
(6.1) E(ϕ,Br) = lim
k→∞
E(v(k), Br) = lim
k→∞
E(u,BrRk(y)) = Θu(y) ∀R > 0.
Furthermore the monotonicity formula, (2.9) gives
0 =
ˆ
BR\Br
|x|2−N |∂ϕ
∂r
|2 ∀0 < r < R.
So, 0 = |∂ϕ
∂r
|2 = ∑Ql=1|∂ϕl∂r |2 = 0 a.e.. Integrating this in r gives ϕ(λx) = ϕ(x) for
all λ > 0 and x ∈ RN . This homogeneous degree zero property is characteristic for
tangent maps, hence we define classically:
Definition 6.1. A zero homogenous function ϕ ∈ W 1,2(RN ,AQ(N )) is called
tangent map to u at y ∈ Ω if
∃Rk → 0 with G(uy,Rk , ϕ)→ 0 in L2loc.(RN ).
6.1. Properties of homogeneous degree zero minimizers. Let us consider
ϕ ∈ W 1,2(RN ,AQ(N )) be energy minimizing and zero homogeneous, i.e. ϕ(λx) = ϕ
for all x ∈ RN , λ > 0. Every tangent map, definition 6.1, has this property. In this
section we state some consequences. First of all one observe that the multivalued
case does not differ from the single valued, ”classical” case. Our presentation
follows very closely L.Simon’s in [21, section 3]. The analysis of tangent maps
enables a stratification procedure, section 6.2. It is a direct modification of a result
by F. Almgren, [3]. As a consequence we will be able to get an estimate on the
singular set singH u.
(6.2) Θϕ(y) takes its maximum in y = 0.
Indeed, fix y ∈ RN , for any 0 < R combining the monotonicity (2.11) with
E(ϕ,Br(0)) = Θϕ(0) ∀r > 0 gives
2
ˆ
BR(y)
|x− y|2−N | ∂ϕ
∂ry
|2 +Θϕ(y) = E(ϕ,BR(y))
≤
(
1 +
|y|
R
)N−2
E(ϕ,BR+|y|(0)) =
(
1 +
|y|
R
)N−2
Θu(0);
with ∂
∂ry
we want to emphasize the center y i.e. it is the directional derivative in
the radial direction x−y|x−y| . Taking the limit R→∞ we get
(6.3) 2
ˆ
RN
|x− y|2−N | ∂ϕ
∂ry
|2 +Θϕ(y) ≤ Θu(0) = Θϕ(0).
Definition 6.2. Let ϕ ∈ W 1,2(Rm,AQ(N)) be a homogeneous degree 0 energy
minimizer. Then we define
S(ϕ) = {y ∈ RN : Θϕ(y) = Θϕ(0)}.
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We next claim that
S(ϕ) is a linear subspace of RN(6.4)
and ϕ(x+ y) = ϕ(x) for all x ∈ RN , y ∈ S(ϕ)(6.5)
To show (6.4) and (6.5) observe that for y ∈ S(ϕ), equality in (6.3) implies ∂ϕ
∂ry
= 0
i.e.
ϕ(y + λx) = ϕ(y + x) ∀x ∈ RNλ > 0
Combing this with, ϕ(λ˜x) = ϕ(x) ∀x ∈ RN , λ˜ > 0 gives
ϕ(x) = ϕ(λx)
= ϕ(y + (λx − y)) = ϕ(y + λ−2(λx − y)) = ϕ(λ−1x+ (y − λ−2y))
= ϕ(x+ (λ− λ−1)y) = ϕ(x+ µy)
where µ = λ−λ−1 is an arbitrary real number. This implies naturallyE(u,BR(0)) =
E(u,BR(µy)) and Θϕ(0) = Θϕ(µ y) for all µ ∈ R and y ∈ S(ϕ).
6.2. Consequences for singH u. The obtained results gives us equivalent identi-
fications of the Ho¨lder regular set.
Lemma 6.1. Let u ∈ W 1,2(Ω,AQ(N )) be energy minimizing, then the following
are equivalent
(i) y ∈ regH u;
(ii) Θu(y) = 0;
(iii) u has a constant tangent map ϕ at y;
(iv) dimS(ϕ) = N for some tangent map ϕ of u at y.
Proof. (i) ⇒ (iii): Let ϕ be any tangent map of u at y. Passing to a subsequence
we have uy,Rk(x) = u(y + Rkx) converging locally a.e. to ϕ. Hence for a.e. x, x
′
we have
G(ϕ(x), ϕ(x′)) = lim
k→∞
G(u(y +Rkx), u(y +Rkx′)) ≤ lim inf
k→∞
CRαk |x− x′| = 0.
Thus ϕ ≡ const..
(ii) ⇔ (iii) : This equivalence is obvious.
(iii) ⇔ (iv) : This equivalence just follows by definition and the last observation
in the previous section.
(ii) ⇒ (i) : If Θu(y) = 0 there is a R > 0 s.t. E(u,BR(y)) < ǫ0, where ǫ0 > 0
is the constant of lemma 5.1. Then this lemma states u ∈ C0,α(BR
2
(y)) and so
y ∈ regH u. 
Remark 6.3. For single valued, ”classical” harmonic functions, lemma 6.1 implies
reg u = regH u and so sing u = singH u
.
Furthermore lemma 6.1 has the following simple consequences as in the single
valued setting.
Lemma 6.2. HN−2(singH u) = 0
Proof. This is a classical consequence of |Du|2 being in L1 and singH u = {y :
Θu(y) > ǫ0}. 
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One defines
(6.6) Sj = {y ∈ singH u : dimS(ϕ) ≤ j for all tangent maps ϕ at y}.
We first observe that
(6.7) singH u = SN−1 = SN−2 = SN−3.
Indeed, suppose not. Then there would be a tangent map ϕ, which is a non constant
homogenous degree zero minimizer withN−1 ≥ dimS(ϕ) ≥ N−2. This contradicts
lemma 6.2 because S(ϕ) ⊂ singH ϕ and
+∞ = HN−2(S(ϕ)) = HN−2(singH u).
As L. Simon mentions in [21, section 3.4] one notice:
”The subsets Sj are mainly important because of the following
lemma, which is a direct modification of the corresponding result
for minimal surfaces by F. Almgren [3]; the lemma can be thought
of as a refinement of the ”dimension reducing” argument of Federer
[5] (for this see also the discussion in the appendix of [20]). ”1
Classically a characterization of Sj implies a δ- approximation property which
then itself implies the following two results. Their classical proofs can be found in
[21, section 3.4, Lemma 1 & Corollary 1]
Lemma 6.3. For each j = 0, . . . , N − 3, dimSj ≤ j, and for each t > 0, S0 ∩ {y :
Θu(y) = t} is a discrete set.
Corollary 6.4. dim singH u ≤ N − 3. More generally, if all tangent maps ϕ of u
satisfy dimS(ϕ) ≤ j0 ≤ N − 3 then dim singH u ≤ j0.
This corollary clearly shows theorem 0.1.
Appendix A. Q-valued functions
As announced in the introduction we recall the basic definitions and results on
Q-valued functions needed in the article. The theory is presented omitting the
actual proofs. They can be found for instance in C. De Lellis and E. Spadaro’s
work [9].
As mentioned we follow mainly the notation and terminology introduced by
C. De Lellis and E. Spadaro in [9]. It differs slightly from Almgren’s original one.
Q,Q1, Q2, . . . are always natural numbers.
The space of unordered sets of Q points in Rn can be made into a complete metric
space.
Definition A.1. (AQ(Rn),G) denotes the metric space of unorderedQ-tuples given
by
AQ(Rn) =
{
T =
Q∑
i=1
JtiK : ti ∈ Rn, i = 1, . . . , Q
}
and if PQ is the permutation group of {1, . . . , Q} the metric is given by
G(S, T )2 = min
σ∈PQ
Q∑
i=1
|si − tσ(i)|2.
1L. Simon, [21], page 54
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We use the convention JtK = δt for a Dirac measure at a point t ∈ Rn. Con-
sidering T =
∑Q
i=1JtiK as a sum of Q Dirac measures one notice that AQ(Rn)
corresponds to the set of 0-dimensional integral currents of mass Q and positive
orientation. Hence we will write
spt(T ) = {t1, . . . , tQ : T =
Q∑
i=1
JtiK} ⊂ Rn.
Furthermore AQ(Rn) is endowed with an intrinsic addition:
+: AQ1(Rn)×AQ2(Rn)→ AQ1+Q2(Rn) S + T =
Q1∑
i=1
JsiK+
Q2∑
i=1
JtiK.
We define a translation operator
⊕ : AQ(Rn)× Rn → AQ(Rn) T ⊕ s =
Q∑
i=1
Jti + sK.
The metric G defines continuity, modulus of continuity, Ho¨lder and Lipschitz conti-
nuity and (Lebesgue) measurability for functions from a set Ω ⊂ RN into AQ(Rn),
i.e.u : Ω→ AQ(Rn).
As it has been shown in [9, Proposition 0.4] for any measurable function u : Ω →
AQ(Rn) we can find a measurable selection i.e.
v = (v1, . . . , vQ) : Ω→ (Rn)Q measurable s.t. u(x) = [v](x) =
Q∑
i=1
Jvi(x)K.
Selections of higher regularity are considered in [7], [9, Proposition 1.2] and in the
appendix to [6].
We will write |u(x)| =
√∑Q
i=1|vi(x)|2 = G(u(x), QJ0K).
Definition A.2. The Sobolev spaceW 1,2(Ω,AQ(Rn)) is defined as the set of mea-
surable functions u : Ω ⊂→ AQ(Rn) that satisfy
(w1) x 7→ G(u(x), T ) ∈W 1,2(Ω,R+) for every T ∈ AQ(Rn);
(w2) ∃ϕj ∈ L2(Ω,R+) for j = 1, . . . , N s.t. |DjG(u(x), T )| ≤ ϕj(x) for any
T ∈ AQ(Rn) and a.e. x ∈ Ω.
It is not difficult to show the existence of minimal functions ϕ˜j , in the sense that
ϕ˜j(x) ≤ ϕj(x) for a.e. x and any ϕj satisfying property (w2), [9, Proposition 4.2].
Such a minimal bound is denoted by |Dju| and is explicitly characterised by
|Dju|(x) = sup {|DjG(u(x), Ti)| : {Ti}i∈N dense in AQ(Rn)} .
The Sobolev ”semi-norm”, or Dirichlet energy, is defined by integrating the mea-
surable function |Du|2 =∑Nj=1|Dju|2:
(A.1)
ˆ
Ω
|Du|2 =
ˆ
Ω
J∑
j=1
|Dju|2.
Strictly speaking it is not a ”semi-norm”. W 1,2(Ω,AQ(Rn)) is not a linear space
since AQ(Rn) lacks this property.
A function u ∈W 1,2(Ω,Rn) is said to be Dirichlet minimizing if
(A.2)ˆ
Ω
|Du|2 = inf
{ˆ
Ω
|Dv|2 : v ∈ W 1,2(Ω,AQ(Rn)),G(u(x), v(x)) ∈W 1,20 (Ω,R+)
}
.
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On Lipschitz regular domains Ω ⊂ RN one has a continuous trace operator as
for classical single valued Sobolev functions
◦∣∣
∂Ω
:W 1,2(Ω,AQ(Rn))→ L2(∂Ω,AQ(Rn)).
The definition of W 1,2(Ω,AQ(Rn)), definition A.2, implies that on a Lipschitz
regular domain Ω ⊂ RN one has that G(u(x), v(x)) ∈ W 1,20 (Ω) corresponds to
u
∣∣
∂Ω
= v
∣∣
∂Ω
for any u, v ∈W 1,2(Ω,AQ(Rn)).
As a consequence of a Rademacher theorem for multivalued Lipschitz functions,
[9, section 1.3 & Theorem 1.13] a Sobolev function u ∈ W 1,2(Ω,AQ(Rn)) is a.e.
approximately differentiable in the sense
(1) ∃Ux : Ω → AQ(Rn × Hom(RN ,Rn)), x 7→ Ux =
∑Q
i=1J(ui(x), Ui(x))K
measurable with Ui(x) = Uj(x) whenever ui(x) = uj(x);
(2) Ux defines a 1-jet JUx : Ω × RN → AQ(Rn) by JUx(y) =
∑Q
i=1Jui(x) +
Ui(x)(y−x)K, that has the additional property that JUx(x) = u(x) for a.e.
x ∈ Ω;
(3) for a.e. x ∈ Ω, ∃Ex ⊂ Ω having density 1 in x s.t. G(u(y), JUx(y)) =
o(|y − x|) on Ex.
As one may guess the 1-jet corresponds to a first order ”Taylor expansion”, that
becomes apparent in the proof of Rademacher’s theorem, [9, Theorem 1.13]. One
can show that |Dju|(x) =
∑Q
i=1|Ui(x)ej |2 for a.e. x ∈ Ω, [9, Proposition 2.17].
From now on we will write Dui(x) for Ui(x) and Djui(x) for Ui(x)ej .
A useful tool is Almgren’s bi-Lipschitz embedding of AQ(Rn) into some RN . A
remark of Brian White improved it, compare [9, Theorem 2.1 & Corollary 2.2]:
Theorem A.1 (bi-Lipschitz embedding). There exists m = m(Q,n) and an injec-
tive map ξ : AQ(Rn)→ Rm with the properties
(i) Lip(ξ) ≤ 1 and Lip(ξ−1|ξ(AQ(Rn))) ≤ C(Q,n);
(ii) ∀T ∈ AQ(Rn) ∃δ = δ(T ) > 0 such that |ξ(T ) − ξ(S)| = G(T, S) for all
S ∈ Bδ(T ) ⊂ AQ(Rn).
There is a retraction ρ : Rm → AQ(Rn) because of (i) and the Lipschitz extension
Theorem, e.g. [9, Theorem 1.7].
As a consequence |Du|(x) = |Dξ◦u|(x) for a.e. x ∈ Ω for any u ∈W 1,2(Ω,AQ(Rn)).
We want to remark that the image of AQ(Rn) under ξ in Rm is not convex neither
a C2 manifold. Thus there is no ”nearest point” projection not even in a tubular
neighborhood.
Two cornerstones in the context of Dirichlet minimizers mapping into Rn that
are of interest for us are (c.p. with [9, Theorem 0.8 & Theorem 0.9]): .
Theorem A.2 (Existence of Dirichlet minimizers). Let v ∈ W 1,2(Ω,AQ(Rn))
be given, then there exists a (not necessarily unique) Dirichlet minimizing u ∈
W 1,2(Ω,AQ(Rn)) with G(u(x), v(x)) ∈ W 1,20 (Ω,R+).
and the already stated
Theorem A.3 (interior Ho¨lder continuity). There is a constant α0 = α0(N,Q) > 0
with the property that if u ∈ W 1,2(Ω,AQ(Rn)) is Dirichlet minimizing, then u ∈
C0,α0(K,AQ(Rn)) for any K ⊂ Ω ⊂ RN compact. Indeed, |Du| is an element of
the Morrey space L2,N−2−2α0 with the estimate
(A.3) r2−N−2α0
ˆ
Br(x)
|Du|2 ≤ R2−N−2α0
ˆ
BR(x)
|Du|2 for r ≤ R,BR(x) ⊂ Ω.
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For two-dimensional domains α0(2, Q) =
1
Q
is explicit and optimal.
Both results had been proven first by Almgren in [2] and nicely reviewed by C.
De Lellis and E. Spadaro in [9].
J. Almgren presents in [2, Theorem 2.16] an example of non-uniqueness: there
are two Dirichlet minimizers f 6= h ∈ W 1,2(B1,A2(R2)), B1 ⊂ R2, with f = h on
∂B1. Given any other minimzer that agrees with f or h at the boundary must be
either f or h.
Appendix B. Concentration compactness for Q-valued functions
Let Ω ⊂ RN be given, then there is a concentration compactness lemma for
sequences u(k) ∈W 1,2(Ω,AQ(Rn)) with uniformly bounded energy.
Lemma B.1. Given a sequence u(k) ∈ W 1,2(Ω,AQ(Rn)) and a sequence of means
T (k) ∈ AQ(Rn) with
lim sup
k→∞
ˆ
Ω
|Du(k)|2 ≤ ∞ and
ˆ
Ω
G(u(k), T (k))2 ≤ C
ˆ
Ω
|Du(k)|2
for a subsequence, not relabelled, we can find:
(i) maps bl ∈ W 1,2(Ω,AQl(Rn)) for l = 1, . . . , J ,
∑L
l=1Ql = Q;
(ii) a splitting T (k) = T1(k) + · · ·+ TL(k) with Tl(k) ∈ AQl(Rn) and
– lim supk diam(spt(Tl(k))) <∞ for all l = 1, . . . , L
– limk→∞ dist(spt(Tl(k)), spt(Tm(k))) =∞ for l 6= m;
(iii) a sequence tl(k) ∈ spt(Tl(k)) such that G(u(k), b(k))→ 0 in L2 with b(k) =∑L
l=1(bl ⊕ tl(k)).
Moreover, the following two additional properties hold:
(a) if Ω′ ⊂ Ω is open and Ak is a sequence of measurable sets with |Ak| → 0,
then
lim inf
k→∞
ˆ
Ω′\Ak
|Du(k)|2 −
ˆ
Ω′
|Db(k)|2 ≥ 0.
(b) lim infk→∞
´
Ω
(|Du(k)|2 − |Db(k)|2) = 0 if and only if
lim infk→∞
´
Ω
(|Du(k)| − |Db(k)|)2 = 0.
Before we give the proof we recall the definition of the separation sep(T ) of a
Q-point T =
∑Q
i=1JtiK ∈ AQ(Rn).
sep(T ) =
{
0, if T = QJtK
minti 6=tj |ti − tj |, otherwise .
The following results are of essential use in the context of the separation and
needed for the proof of the concentration compactness lemma. The first gives a
kind of relation between diam(spt(T )) and sep(T ), see [9, lemma 3.8]; the second
gives a retraction ϑ = ϑT based on sep(T ), see [9, lemma 3.7]
Lemma B.2. To every ǫ > 0 there exists β = β(ǫ,Q) > 0 with the property that
to any T ∈ AQ(Rn) there exists S = S(T ) ∈ AQ(Rn) with
spt(S) ⊂ spt(T ), G(T, S) < ǫ sep(S) and β diam(spt(T )) < sep(S).
(For example β = ǫQ 34−Q
2
works.)
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Lemma B.3. To a given T ∈ AQ(Rn and 0 < 4s < sep(T ) there exists a
1−Lipschitz retraction
ϑ = ϑT : AQ(Rn)→ Bs(T ) = {S ∈ AQ(T ) : G(S, T ) ≤ s}
with the property that
(i) ϑ(S) = S if G(S, T ) ≤ s;
(ii) G(ϑ(S1),ϑ(S2)) < G(S1, S2) if G(S1, T ) > s.
Proof of lemma B.1. We distinguish two cases. The second will be handled by in-
duction on the first.
Case 1 and basis of the induction: lim infk→∞ diam(spt(T (k))) <∞
( diam(spt(T (k))) = 0 for Q = 1):
Passing to an appropriate subsequence, not relabelled diam(spt(T (k))) < C for all
k. Set L = 1, and as splitting keep the sequence itself i.e. T (k) = T1(k). To every
k fix a t1(k) ∈ spt(T (k)).
Hence we have
lim sup
k
ˆ
Ω
|u(k)⊕ (−t1(k))|2 = lim sup
k
ˆ
Ω
G(u(k), QJt1(k)K)2
≤ lim sup
k
2
ˆ
Ω
G(u(k), T (k))2 + 2|Ω|G(T (k), QJt1(k)K)2 <∞.
Hence passing to an appropriate subsequence there is b = b1 ∈ W 1,2(Ω,AQ(Rn))
with u(k)⊕(−t1(k))→ b in L2. This proves (i),(ii),(iii), since G(u(k)⊕−t1(k), b) =
G(u(k), b ⊕ t1(k)) = G(u(k), b(k)). Furthermore, the established properties imply
that ξ ◦ u(k) ⇀ ξ ◦ b(k) in W 1,2(Ω,Rm). The additional property (a) follows, be-
cause 1Ω′\Ak → 1Ω′ in L2(Ω) and so 1Ω′\AkDξ ◦u(k)⇀ 1Ω′Dξ◦b(k). Property (b)
holds because L2(Ω) is an Hilbert space. Therefore we have, that fk = Dξ◦u(k)→
f = Dξ ◦ b(k) in L2(Ω) if and only if fk ⇀ f and ‖fk‖2L2(Ω) → ‖f‖2L2(Ω); compare
lim infk ‖fk − f‖2 = lim infk ‖fk‖2 + ‖f‖2 − 2〈fk, f〉 = lim infk ‖fk‖2 − ‖f‖2.
Case 2 and the induction step: lim infk diam(spt(T (k))) = +∞
Suppose the lemma holds for Q′ < Q. To every T (k) pick S(k) ∈ AQ(Rn)
using B.2 s.t. for S(k) =
∑J(k)
j=1 Qj(k)Jsj(k)K ∈ AQ(Rn) set σk = sep(S(k)),
then β( 110 , Q) diam(spt(T (k))) < σk and G(T (k), S(k)) < σk10 . Passing to an
appropriate subsequence, not relabelled, we may further assume that J(k) > 1
andQj(k) do not depend on k. Fix the associated 1-Lipschitz retractions of B.3
ϑk : AQ(RN ) → B 1
5 s(S(k))
(S(k)) i.e. H0
(
spt(ϑk(T )) ∩Bσk
5 (sj)
)
= Qj for all
T ∈ AQ(Rn) and j = 1, . . . , J . Hence these retractions ϑk defines new sequences
vj(k) in W
1,2(Ω,AQj (Rn)) and a splitting of T (k):
ϑk ◦ u(k) = v1(k) + · · · vJ (k) with vj(k) ∈ Bσk
5
(sj);
T (k) =ϑk ◦ T (k) = T1(k) + · · ·+ TJ(k) with Tj(k) ∈ Bσk
5
(sj)
Each sequence vj(k), j = 1, . . . , J satisfies itself the assumptions of the lemma,
because ϑk is a retraction and so
J∑
j=1
|Dvj(k)|2 = |Dϑk ◦ u(k)|2 ≤ |Du(k)|2(B.1)
J∑
j=1
G(vj(k), Tj(k))2 = G(ϑk ◦ u(k),ϑk ◦ T (k))2 ≤ G(u(k), T (k))2.(B.2)
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Furthermore we record some properties:
Defining Ak = {x : ϑk ◦ u(k)(x) 6= u(k)(x)} = {x : G(u(k), S(k)) > σk5 } ⊂ {x :G(u(k), T (k)) ≥ σk10 } = Bk (subsets of Ω) we have
(1.) |Bk| → 0 as k →∞, because
|Bk| ≤
(
10
σk)
)2∗ ˆ
Bk
G(u(k), T (k))2∗
≤
(
10
σk
)2∗
C
(ˆ
Ω
|Du(k)|2
) 2∗
2
→ 0;
(2.) G(u(k),ϑk ◦ u(k))→ 0 in L2 as k→∞, sinceˆ
Ω
G(u(k),ϑk ◦ u(k))2 =
ˆ
Ak
G(u(k),ϑk ◦ u(k))2
≤ 2
ˆ
Bk
G(vk, T (k))2 + G(ϑk ◦ u(k),ϑk ◦ T (k))2
≤ 4
(
10
σk
)2∗−2 ˆ
Bk
G(u(k), T (k))2∗
≤ C
σ2
∗−2
k
(ˆ
Ω
|Du(k)|2
) 2∗
2
→ 0;
(3.) dist(spt(Ti), spt(Tj)) ≥ σk − 2G(S(k), T (k)) ≥ 45σk → +∞ for any i 6= j as
k →∞;
(4.) ||Du(k)| − |Dϑk ◦ u(k)|| → 0 in L2 as k → ∞, because |Bk| → 0, |Dϑk ◦
u(k)| ≤ |Du(k)|, Dϑk ◦ u(k) = Du(k) on Ω \Bk andˆ
Ω
(|Du(k)| − |Dϑk ◦ u(k)|)2 ≤
ˆ
Ω
|Du(k)|2 − |Dϑk ◦ u(k)|2
=
ˆ
Bk
|Du(k)|2 − |Dϑk ◦ u(k)|2 ≤
ˆ
Bk
|Du(k)|2 → 0.
Due to the induction hypothesis the lemma holds for each sequence vj(k) i.e. we can
find bj,l ∈ W 1,2(Ω,AQj,l(Rn)), with
∑Lj
l=1Qj,l = Qj , a splitting Tj(k) = Tj,1(k) +
· · ·+Tj,Lj(k) together with sequences tj,l(k) ∈ spt(Tj,l(k)) satisfying the conditions
(i), (ii), (iii). Furthermore the additional properties (a),(b) hold. Set L =
∑J
j=1 Lj ,
Kj =
∑j−1
i=1 Li and relabel bKj+l = bj,l, TKj+l(k) = Tj,l(k), tKj+l(k) = tj,l(k) and
QKj+l = Qj,l for j ∈ {1, . . . , J} and l ∈ {1, . . . , Lj}. The induction hypothesis on
the lemma states that the obtained sequences bl, Tl(k), tl(k) for l = 1, . . . , L satisfy
(i) bl ∈W 1,2(Ω,AQl(Rn)) for l = 1, . . . , L and
∑L
l=1Ql = Q;
(ii) T (k) = T1(k) + · · ·+ TL(k), tl(k) ∈ spt(Tl(k)) and
– lim supk diam(spt(Tl(k))) <∞ for all l = 1, . . . , L
– limk→∞ dist(spt(Tl(k)), spt(Tm)) = ∞ for l 6= m for any Kj < l <
m ≤ Kj+1, j = 1, . . . , J
(iii) G(vj(k), bj(k))→ 0 in L2 with bj(k) =
∑Kj+1
l=Kj+1
(bl ⊕ tl(k)) for each j.
Moreover, the following two additional properties hold for each j:
(a) if Ω′ ⊂ Ω is open and Ak is a sequence of measurable sets with |Ak| → 0,
then
lim inf
k→∞
ˆ
Ω′\Ak
|Dvj(k)|2 −
ˆ
Ω′
|Dbj(k)| ≥ 0.
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(b) lim infk→∞
´
Ω
(|Dvj(k)|2 − |Dbj(k)|2) = 0 if and only if
lim infk→∞
´
Ω
(|Dvj(k)| − |Dbj(k)|)2 = 0.
Due to properties (1) to (4) we may sum in j and replace
∑J
j=1 vj(k) by u(k). This
completes the proof. 
Appendix C. The Luckhaus lemma
A classical result due to S. Luckhaus is concerned with the extension of a map
that is defined on the boundary of an annulus ∂ (B1 \B1−λ) into the interior.
Its proof for single valued functions is nowadays classical and can be found for
instance in [17]. We mentioned the result already in section 3. We want to give
now a complete intrinsic proof for Q-valued functions. Our formulation is based on
S. Luckhaus’ original, [16, Lemma 1] and the one of R. Mosers, [17, Lemma 4.4].
Lemma C.1. There is a constants C,C∞ > 0 depending only on the dimension N
such that the following holds:
Suppose λ = 1
L
, ǫ = 1
lL
≤ λ, l, L ∈ N,L > 2 given, furthermore let u, v ∈
W 1,2(SN−1,AQ(Rm)) with
(C.1)
ˆ
SN−1
|Dτu|2 + |Dτv|2 + G(u, v)
2
ǫ2
= K2;
then there exists ϕ ∈W 1,2(B1 \B1−λ,AQ(Rm)) with the following properties
ϕ(x) =
{
u(x), if |x| = 1
v( x1−λ), if |x| = 1− λ
(C.2)
ˆ
B1\B1−λ
|Dϕ|2 ≤ C QλK2(C.3)
ϕ(x) ∈ {y ∈ Rm : dist(y, u(SN−1) ∪ v(SN−1)) < a}(C.4)
for some a > 0 with a2 ≤ C∞Q2 λ2−N ǫK2.
Remark C.1. The L∞-bound, (C.4), is a little bit weaker then tho stated in Lemma
3.1. The dependence of the constants on N,m and Q is more precise.
The proof of Lemma C.1 is very close to S. Luckhaus orginial one, nicely pre-
sented by R. Moser, [17, Lemma 4.4]. It splits in 3 parts:
(1) a decomposition G of the sphere SN−1 that is bilipschitz to cubical decom-
position of ∂[−1, 1]N into parallel disjoint cubes of side length λ. This is a
measure theoretic argument;
(2) two types of extensions on cubes;
(3) a recursive definition of φ on cubical subsets F × [0, λ] where F is a k-
dimensional face int the cubical decomposition. It always takes advantage
that φ had already be defind on all F ′ × [0, λ] for lower dimensional faces
F ′.
Studying S. Luckhaus’ original proof one notice that only for the extensions
on F × [0, λ], F being a 1-dimensional face, the linear structure of W 1,2(F,Rm) is
needed. C. De Lellis presented a possible replacementW 1,2(F,AQ(Rm)) in [10]. His
version does not preserve the L∞-bound, (C.4), compare remark below. Nonethe-
less following his ideas one can recover the bound, lemma. Our proof does not
contain essentially new ideas. It boils down to replacing lemma E.2 in the proof
proposed by C. De Lellis, [10] or the linear extension in S. Luckhaus original one
by lemma. Nonetheless we decided to give a complete detailed proof.
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As mentioned, in part 1 one uses the bilipschitz equivalence between B1 and
[−1, 1]N and their boundaries SN−1 and ∂[−1, 1]N . Therefore we list in the fol-
lowing remark some terminology and constants appearing in this context. Since
only the extensions, part 2, differ slightly from the already existing proofs they are
presented first thereafter. Finally we will proceed with part 1 and 3.
Remark C.2. |x|2 = |x|22 = (x1)2 + · · ·+ (xn)2 denotes the Euclidean norm on Rn
and |x|∞ = max{|x1|, . . . , |xn|2} the supremum norm. Let B1 = {|x|2 < 1} be the
unite ball and [−1, 1]n = {|x|∞ < 1} the standard cube in Rn. Set H(x) = |x|∞|x|2 x
and G(x) = |x|2|x|∞x, then H = G
−1 and H : [−1, 1]n → B1 so their boundaries
H : ∂[−1, 1]n → Sn. δij denote the Euclidean metric on Rn or the pullback metric
for a submanifold in Rn. Furthermore let g = G♯δ and h = H♯δ be the pullback
metrics on B1, [−1, 1]n respectively. One calculates
det(g) =
( |x|2
|x|∞
)2n
= det(g
∣∣
S
n−1).
Furthermore the spectrum of g−1 is contained in [1−
(
|x|∞
|x|2
)2
, 1 +
(
|x|∞
|x|2
)2
]. The
eigenvalues of g
∣∣
S
n−1 are
(
|x|2
|x|∞
)4
and n−2 times
(
|x|2
|x|∞
)2
. For h we therefore have
det(h) =
( |x|∞
|x|2
)2n
= det(h
∣∣
∂[−1,1]n
).
The spectrum of h−1 is contained in [
(
|x|2
|x|∞
)4
−
(
|x|2
|x|∞
)2
,
(
|x|2
|x|∞
)4
+
(
|x|2
|x|∞
)2
]. The
eigenvalues of h
∣∣
∂[−1,1]n
are
(
|x|∞
|x|2
)4
and n− 2 times
(
|x|∞
|x|2
)2
. This has for instance
the following implications:
ˆ
B1
|Dϕ|2 =
ˆ
[−1,1]n
hij
∂φ
∂xi
∂φ
∂xj
√
det(h) ≤ 3
ˆ
[−1,1]n
|Dφ|2 for ϕ = φ ◦G
(C.5)
ˆ
Sn−1
|Dτϕ|2 =
ˆ
∂[−1,1]n
h
∣∣ij
∂[−1,1]n
∂φ
∂xi
∂φ
∂xj
√
det(h
∣∣
∂[−1,1]n
) ≤ cn
ˆ
∂[−1,1]n
|Dτφ|2,
since
{(
|x|2
|x|∞
)4
+
(
|x|2
|x|∞
)2}(
|x|∞
|x|2
)n
≤ 3 ∀n and
(
|x|2
|x|∞
)4−n
≤ cn for c2 = 2, c3 =
√
3 and cn = 1 for n ≥ 4. Similarly one calculates for φ = ϕ ◦Hˆ
[−1,1]n
|Dφ|2 =
ˆ
B1
gij
∂ϕ
∂xi
∂ϕ
∂xj
√
det(g) ≤ nn2 (1 + n−1)
ˆ
B1
|Dϕ|2(C.6)
ˆ
∂[−1,1]n
|Dτφ|2 =
ˆ
Sn−1
g
∣∣ij
S
n−1
∂ϕ
∂xi
∂ϕ
∂xj
√
det(g
∣∣
S
n−1) ≤ n
n−2
2
ˆ
Sn−1
|Dτφ|2.
The extension lemma for faces of dimension k ≥ 3 is the classical following one:
Lemma C.2. Given F = z + [0, λ]n, n ≥ 3, a n-dimensional cube of side length λ
and φ ∈ W 1,2(∂F,AQ(Rm)) then there is an extension φ̂ ∈ W 1,2(F,AQ(Rm)) with
the property that ˆ
F
|Dφ̂|2 ≤ n
2(n− 2) λ
ˆ
∂F
|Dτφ|2(C.7)
φ̂(x) ∈ φ(∂F ) ∀x ∈ F(C.8)
Proof. By a simple scaling argument it is sufficient to prove the lemma for F =
[−1, 1]n. Since n ≥ 3 the 0-homogeneous extension φ̂(x) = φ
(
x
|x|∞
)
belongs to
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W 1,2(F,AQ(Rm)). Direct computations provide the bound (C.5). (C.6) is clearly
satisfied. 
The crucial point is to find a ”version” of Lemma C.2 for n = 2. The first step
is the replacement suggested by C. De Lellis.
Lemma C.3. Given F = z + [0, λ]2, a 2-dimensional cube of side length λ and
φ ∈ W 1,2(∂F,AQ(Rm)) then there is an extension φ̂ ∈ W 1,2(F,AQ(Rm)) with the
property that ˆ
F
|Dφ̂|2 ≤ 3Qλ
ˆ
∂F
|Dτφ|2(C.9)
G(φ̂(x), φ̂(y))2 ≤ πQ2 λ
ˆ
∂F
|Dτφ|2.(C.10)
Proof. By scaling it is sufficient to prove it for F = [−1, 1]2. Furthermore using
ϕ = φ ◦ G, φ̂ = ϕ̂ ◦ H and the estimates (C.5), (C.6) for n = 2 we can show the
existence of an extension ϕ̂ from S1 to the disk B1, that satisfiesˆ
B1
|Dϕ̂|2 ≤ Q
ˆ
S1
|Dτϕ|2(C.11)
G(ϕ̂(x), ϕ̂(y))2 ≤ πQ2
ˆ
S1
|Dτϕ|2.(C.12)
The energy bound (C.11) is derived in Proposition 3.10 in [9] as the crucial es-
timate to establish the optimal Ho¨lder continuity for Dirichlet minimizers in the
interior. Although the competitor constructed there satisfies the L∞-bound it is
not stated. Therefore we present the complete construction. Recall that for a
given f˜ ∈ W 1,2(S1,Rm), single valued, there exists a unique harmonic extension
f ∈W 1,2(B1,Rm) ( ∆f = 0) with f = f˜ on S1 and it satisfies
(C.13)
ˆ
B1
|Df |2 ≤
ˆ
S1
|Dτ f˜ |2
and due to the maximum principle for subharmonic functions and 1-dimensional
calculus
(C.14) |f(x)− f(y)|2 ≤ sup
x,y∈S1
|f˜(x)− f˜(y)|2 ≤ π
ˆ
S1
|Dτ f˜ |2.
Now let be ϕ ∈ W 1,2(S1,AQ(Rm)) given, as shown in [9, Proposition 1.5] there is
an irreducible decomposition ϕ(x) =
∑J
j=1
∑
z∈C
z
Qj=x
Jg˜j(z)K for all x ∈ S1, functions
g˜j ∈ W 1,2(S1,Rm) and
∑J
j=1Qj = Q. To every g˜j let gj ∈ W 1,2(B1,Rm) be the
harmonic extension, then set
ϕ̂(x) =
J∑
j=1
∑
z∈C
z
Qj=x
Jgj(z)K for x ∈ B1.
Direct computations, compare [9, Lemma 3.12] and (C.13) gives (C.11):
ˆ
B1
|Dϕ̂|2 =
ˆ
B1
J∑
j=1
|Dgj |2 ≤
J∑
j=1
ˆ
S1
|Dτ g˜j |2
≤ Q
J∑
j=1
1
Qj
ˆ
S1
|Dτ g˜j|2 = Q
ˆ
S1
|Dτϕ|2.
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Furthermore let x = r exp(iα) then
ϕ̂(x) =
J∑
j=1
Qj−1∑
l=0
Jgj
(
r
1
Qj e
i α
Qj
+il 2pi
Qj
)
K
similar for y = s exp(iβ), hence applying (C.14) gives (C.12)
G(ϕ̂(x), ϕ̂(y))2 ≤
J∑
j=1
Qj−1∑
l=0
∣∣∣∣gj (r 1Qj ei αQj +il 2piQj )− gj (s 1Qj ei βQj +il 2piQj )∣∣∣∣2
≤ π
J∑
j=1
Qj−1∑
l=0
ˆ
S1
|Dτ g˜j|2 ≤ πQ2
ˆ
S1
|Dτϕ|2.

Although AQ(Rm) is not a linear space we will use the following terminology. A
map φ : [a, b] → AQ(Rm) is said to be linear, a linear interpolation, between two
points S =
∑Q
l=1JslK, T =
∑Q
l=1JtlK ∈ AQ(Rm) on the interval [a, b] if there exists
σ ∈ PQ such that
G(S, T )2 =
Q∑
l=1
|sl − tσ(l)|2
φ(t) =
Q∑
l=1
J
b− t
b− asl +
t− a
b− atσ(l)K.
Furthermore one has
´ b
a
|Dφ|2 = G(S,T )2
b−a and to any two points S, T ∈ AQ(Rm) and
an interval [a, b] given there exists at least one linear interpolation. (It may not be
unique.)
Lemma C.4. Suppose φ ∈W 1,2(∂(F×[0, λ]),AQ(Rm)), F = [a, b] a 1-dimensional
face of length λ = b − a is given and ǫ = λ
l
, l ∈ N. Furthermore φ satisfies the
following:
t 7→ φ(a, t), φ(b, t) are linear between U(a), V (a) and U(b), V (b);ˆ
F
|DτU |2 + |DτV |2 + G(U, V )
2
ǫ2
= K2.
where U(x) = φ(x, 0), V (x) = φ(x, λ) ∈ W 1,2(F,AQ(Rn) Then there exists an
extension φ̂ ∈W 1,2(F × [0, λ],AQ(Rm)) satisfyingˆ
F×[0,λ]
|Dφ̂|2 ≤ 15QλK2;(C.15)
dist(φ̂(x, t), U(F ) ∪ V (F ))2 ≤ 5πQ2 ǫK2 ∀(x, t) ∈ F × [0, λ].(C.16)
Proof. We construct φ̂ applying the previous extension lemma C.3 several times.
Set ak = a + kǫ for k = 0, . . . , l, i.e. a0 = a, al = b and for every k = 1, . . . , l − 1
define t 7→ φ(ak, t) to be a linear interpolation between U(ak), V (ak).
Pick any k ∈ {0, . . . , l − 1} then φ is now already defined on ∂([ak, ak+1] × [0, λ]).
We may apply lemma C.3 to
(x, t) ∈ [0, λ]2 7→ φ(ak + x
l
, t)
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and obtain an extension φk ∈ W 1,2([0, λ]2,AQ(Rm)). By 1-dimensional calculus
one has for f ∈W 1,2([c, d],R) ⊂ C0, 12 ([c, d]), that
sup
c≤x≤d
f(x)2 ≤ 2|d− c|
ˆ d
c
|f ′|2 + 2|d− c|
ˆ d
c
f2
and therefore
k+1∑
j=k
G(U(aj), V (aj))2 ≤ 4ǫ
ˆ ak+1
ak
|DτU |2 + |DτV |2 + 4
ǫ
ˆ ak+1
ak
G(U, V )2 = 4ǫK2
. This gives ( ǫ
λ
= 1
l
)
ˆ
∂[0,λ]2
|Dτφk|2 = 1
l
(ˆ ak+1
ak
|DτU |2 + |DτV |2
)
+
k+1∑
j=k
G(U(aj), V (aj))2
λ
≤ 5
l
K2.
Finally we define
φ̂(x, t) = φk(l(x− ak), t) for (x, t) ∈ [ak, ak+1]× [0, λ].
Due to lemma C.3 we foundˆ
[ak,ak+1]×[0,λ]
|Dφ̂|2 ≤ l
ˆ
[0,λ]2
|Dφk|2 ≤ 3Q lλ
ˆ
∂[0,λ]2
|Dτφk|2 ≤ 15QλK2(C.17)
G(φ̂(x, t), U(x))2 = G(φk(y, t), φk(y, 0))2 ≤ 5πQ2 ǫK2 ∀x = ak + y
l
, y ∈ [0, λ].
Since all sets [ak, ak+1[×[0, λ] are disjoint we obtain a well defined extension φ̂
applying the above procedure for every k = 0, . . . , l − 1. Furthermore adding the
estimate (C.17) for k = 0, . . . , l − 1 we obtain (C.16) proving the lemma. 
The choice l = 1 in lemma C.4 reduces it back to lemma C.3. This corresponds to
C. De Lellis proposal in [10] to choose the ”harmonic” extension. This is in general
not a good idea for the L∞-bound. This can be seen in the following example.
Example C.3. Let F = [0, 1], (λ = 1), M ∈ N and φM (x, 0) = φ(x, λ) =
M
(
cos(2πMx), sin(2πMx)
)
∈ W 1,2(F,R2), φ(0, t) = φ(λ, t) ≡
(
0, 1
)
. S. Luck-
haus suggests the extension φ̂L(x, t) = φ(x, 0) for all t ∈ [0, λ] that satisfies
dist(φ̂L(x, t), φ(F, 0))
2 = 0 for all (x, t) ∈ F × [0, λ]. The harmonic extension
would be
φ̂H(x, t) =
cosh(2πM(t− 12 ))
cosh(πM)
φ(x, 0);
that satisfies now
inf
x∈F
|φH(x, 1
2
)− φ(x, 0)| ≥ |φ(x, 0)| − |φH(x, 1
2
| =M
(
1− 1
cosh(πM)
)
;
converging to +∞ as M →∞.
Proof of Lemma C.1 . (Our presentation is close to the proof presented by R. Moser
in [17].)
Part 1: decomposition G of the sphere using a Fubini-type argument
It is useful to set up some terminology. 1
L
ZN is a square lattice in RN decomposing
the cube [−1, 1]N and ist boundary ∂[−1, 1]N into congruent cubes of side length 1
L
of dimension N and N−1. Let Fk denote the collection of all k-dimensional faces in
the decomposition ∂[−1, 1]N ∩ 1
L
ZN . We set Gk = {H(F ) : F ∈ Fk}, a collection of
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k-dimensional faces on the sphere SN−1. The number of k-dimensional faces ♯Fk =
♯Gk is less then 2N -times the number of k-dimensional faces in [−1, 1]N−1∩ 1LZN−1,
that is less than (2L)N−1
(
N−1
k
)
, in total
(C.18) ♯Fk = ♯Gk ≤ N2NLN−1
(
N−1
k
)
.
claim: Let f ∈ L1(SN−1,R+) be given. Then there is a partition of SO(N) into
the set Ogood of ”good” and the set Obad of ”bad” matrices, defined as follows:
O ∈ Ogood if we have
(C.19)
N−2∑
k=1
LN−1−k(
N−1
k
) ∑
G∈Gk
ˆ
G
f(Ox) dHk(x) ≤ (N − 2)2
N
θwN
ˆ
SN−1
f dHN−1
and O ∈ Obad if instead
(C.20)
N−2∑
k=1
LN−1−k(
N−1
k
) ∑
G∈Gk
ˆ
G
f(Ox) dHk(x) > (N − 2)2
N
θwN
ˆ
SN−1
f dHN−1.
Furthermore one has µ(Obad) < θ, where µ is the Haar measure on SO(N).
This can be seen as follows: To any x, x0 ∈ SN−1 there exists O0 ∈ SO(N) with
O0x0 = x and by the invariance of the Haar measure under group action we haveˆ
O∈SO(N)
f(Ox) dµ(O) =
ˆ
SO(N)
f(OO0x0) dµ(O) =
ˆ
SO(N)
f(Ox0) dµ(O).
The invariance of the Haussdorff measure under orthogonal transformations givesˆ
SN−1
f(Ox) dHN−1(x) =
ˆ
SN−1
f(x) dHN−1(x).
Fubini’s theorem with µ(SO(N)) = 1 givesˆ
SN−1
f dHN−1 =
ˆ
SN−1
f(Ox) dHN−1(x) =
ˆ
SO(N)
ˆ
SN−1
f(Ox) dHN−1(x) dµ(O)
= NwN
ˆ
SO(N)
f(Ox0) dµ(O).
We deduceˆ
SO(N)
∑
G∈Gk
ˆ
G
f(Ox) dHk(x) dµ(O) =
∑
G∈Gk
ˆ
SO(N)
f(Ox0) dµ(O)Hk(G)
≤ 2NN(N−1
k
)
LN−1−k
ˆ
SO(N)
f(Ox0) dµ(O) =
2N
wN
(
N−1
k
)
LN−1−k
ˆ
SN−1
f dHN−1.
(C.21)
We used (C.18) and Hk(G) = Hk(H(F )) ≤ Hk(F ) = L−k. This implies the claim
µ(Obad) < θ because apply (C.21) for every k and (C.20) for every O ∈ Obad to
deduce
µ(O)
θ
(N − 2)2N
wN
ˆ
SN−1
f dHN−1
<
ˆ
O∈O
N−2∑
k=1
LN−1−k(
N−1
k
) ∑
G∈Gk
ˆ
G
f(Ox) dHk(x) dµ(O) ≤ (N − 2)2
N
wN
ˆ
SN−1
f dHN−1;
i.e. µ(Obad) < θ.
Given u, v as assumed, set θ = 12 and f1 = |Du|2+|Dv|2+ G(u,v)
2
ǫ2
, f2 = |u|2+|v|2.
The the claim states that if Ogoodi ∪Obadi = SO(N) are the related partition, there
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exists O ∈ Ogood1 ∩ Ogood2 since µ(Obad1 ∪ Obad2 ) < 1. Hence we have for any
k = 1, . . . , N − 2, G ∈ Gk
u ◦O∣∣
G
, v ◦O∣∣
G
∈ W 1,2(G,AQ(Rm))
(u ◦O∣∣
G
)
∣∣
G′
= u ◦O∣∣
G′
, (v ◦O∣∣
G
)
∣∣
G′
= v ◦O∣∣
G′
∀G′ ∈ Gk−1, G′ ⊂ ∂G.
We define U(x) = u(OH(x)), V (x) = v(OH(x)). Due to the choice of O we have
that for any k = 1, . . . , N − 2, F ∈ Fk
U
∣∣
F
, V
∣∣
F
∈ W 1,2(F,AQ(Rm))
(U
∣∣
F
)
∣∣
F ′
= U
∣∣
F ′
, (V
∣∣
F
)
∣∣
F ′
= V
∣∣
F ′
∀F ′ ∈ Fk−1, F ′ ⊂ ∂F.
Set f˜1 = |DU |2 + |DV |2 + G(U,V )
2
ǫ2
and using remark C.2 we have for any F ∈ Fkˆ
F
f˜1 dHk ≤
ˆ
G=H(F )
( |x|2
|x|∞
)k−1
f1(Ox) dHk(x) ≤ N k−12
ˆ
G
f1(Ox) dHk(x).
so that
(C.22)
N−2∑
k=1
LN−1−k
N
k−1
2
(
N−1
k
) ∑
F∈Fk
ˆ
F
f˜1 dHk ≤ (N − 2)2
N+1
wN
K2.
Part 2: extensions of maps that are defined on the boundary of a k-dimensional
cube ∂F to its interior
This is covered in the results of lemma C.2 and C.4.
Part 3: recursive construction of φ
We define φ on F × [0, λ] ∀F ∈ F1 using lemma C.4, then recursively on {F ×
[0, λ] : F ∈ F2}, {F × [0, λ] : F ∈ F3}, . . . , {F × [0, λ] : F ∈ FN−1} by lemma C.2.
In each step taking advantage of the fact that φ had already be defined on the
boundary of F × [0, λ], with
(C.23) φ(x, 0) = U(x), φ(x, λ) = V (x) ∀x ∈ F, F ∈ Fk.
Now we describe the construction in detail. (Dτ denotes the tangential differential
with respect to the domain of integration, i.e. |Dτφ|2 will be the Dirichlet energy
with respect to F × [0, λ], |DτU |2 + |DτV |2 the Dirichlet energy with respect to a
face F .): Pick z ∈ F0, the set of all vertices, define
(C.24) φ(z, t) ∈ W 1,2({z}×[0, λ],AQ(Rm)) t 7→ φ(z, t) linear between U(z), V (z).
We proceed this way for all z ∈ F0: since z ∈ ∂F ′ for some F ′ ∈ F1 and
W 1,2(F ′,AQ(Rm)) ⊂ C0, 12 (F ′,AQ(Rm)) , U(z), V (z) are defined. Furthermore
all {z} × [0, λ] are disjoint so φ is welldefined on ⋃z∈F0{z} × [0, λ].
Pick F ∈ F1 then φ is already defined on ∂ (F × [0, λ]) = F ×{0, λ}∪∂F × [0, λ]
taking into account (C.23) and (C.24). We apply lemma C.2 to extend φ to F ×
[0, λ] with the estimates:
´
F×[0,λ]|Dτφ|2 ≤ 15QλK2F , dist(φ(x, t), U(F )∪V (F ))2 ≤
15Q2 ǫK2F with K
2
F =
(´
F
|DτU |2 + |DτV |2 + G(U,V )
2
ǫ2
dH1
)
. We can define φ for
all F ∈ F1 since the interior of the sets F × [0, λ] are disjoint. Taking into account
(C.22) we found (with C1 ≤ 2
N+5(N−1)2
wN
)∑
F∈F1
ˆ
F×[0,λ]
|Dτφ|2 ≤ 15Qλ
∑
F∈F1
K2F ≤ C1Qλ3−NK2(C.25)
dist(φ(x, t), U(F ) ∪ V (F ))2 ≤ C1Q2 ǫλ2−NK2 (x, t) ∈
⋃
F∈F1
F × [0, λ].(C.26)
Pick F ∈ F2, then φ is defined on ∂ (F × [0, λ]) = F × {0, λ} ∪ ∂F × [0, λ], taking
into account (C.23) and the previous step (∂F =
⋃4
i=1 Fi, Fi ∈ F1). Hence φ can be
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extended to F × [0, λ] using lemma C.2 s.t. φ(x, t) ∈ {φ(y, s) : (y, s) ∈ ∂(F × [0, λ])}
and ˆ
F×[0,λ]
|Dτφ|2 ≤ 3
2
λ
(ˆ
F
|DτU |2 + |DτV |2 dH2 +
4∑
i=1
ˆ
Fi×[0,λ]
|Dτφ|2
)
.
As before the interior of the sets F × [0, λ], F ∈ F2 are disjoint, so we can proceed
this way for all of them and obtain a welldefined φ on
⋃
F∈F2
F × [0, λ]. Summing
the above estimate for all F ∈ F2, taking into account (C.22) and (C.25) we get
for some constant C2: ∑
F∈F2
ˆ
F×[0,λ]
|Dτφ|2 ≤ C2Qλ4−NK2.
(For a given F ∈ Fk we have ♯{F ′ ∈ Fk+1 : F ⊂ ∂F} ≤ 2(N − 1− k).)
We use the same method to define φ on {F × [0, λ] : F ∈ F3}, . . . , {F × [0, λ] : F ∈
FN−1}. Each time we obtain the inequality∑
F∈Fk
ˆ
F×[0,λ]
|Dτφ|2 ≤ CkQλk+2−NK2.
For k = N − 1 this is
(C.27)
ˆ
∂[−1,1]N×[0,λ]
|Dτφ|2 ≤ CN−1QλK2.
Applying lemma C.2 does not affect the L∞ bound, (C.26).
Define ϕ(x) = ϕ(ry) = φ(G ◦ Ot(y), 1 − r) ∈ W 1,2(B1 \ B1−λ,AQ(Rm)), with
r = |x|, y = x|x| . One checks that φ satisfies (C.2). (C.27) combined with remark
C.2 gives the energy bound (C.3):ˆ
B1\B1−λ
|Dϕ|2 ≤ 4
ˆ
∂[−1,1]N×[0,λ]
|Dφ|2 ≤ CQλK2.
Finally the preserved L∞ bound (C.26) corresponds with (C.4). 
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