Abstract. In this paper, we present a boundary integral method for computing the quasisteady evolution of an epitaxial island. The problem consists of an adatom diffusion equation (with desorption) on terrace and a kinetic boundary condition at the step (island boundary). The normal velocity for step motion is determined by a two-sided flux. The integral formulation of the problem involves both double-and single-layer potentials due to the kinetic boundary condition. Numerical tests on a growing/shrinking circular or a slightly perturbed circular island are in excellent agreement with the linear analysis, demonstrating that the method is stable, efficient, and spectrally accurate in space. Nonlinear simulations for the growth of perturbed circular islands show that sharp tips and flat edges will form during growth instead of the usual dense branching morphology seen throughout physical and biological systems driven out of equilibrium. In particular, Bales-Zangwill instability is manifested in the form of wave-like fronts (meandering instability) around the tip regions. The numerical techniques presented here can be applied generally to a class of free/moving boundary problems in physical and biological science.
Introduction.
Epitaxial crystal growth by depositing atoms from a gas phase onto a substrate is a nonequilibrium process involving both kinetics and thermodynamics [1, 2, 8] . At the early stages of growth, adatoms on the substrate often form small isolated islands [3, 4] . The morphological evolution (e.g., growth or shrinkage) of these islands is determined by many physical processes such as atom adsorption and desorption, adatom diffusion, and adatom attachment to island boundaries or detachment from the boundaries [1, 5, 6, 2] . Mathematical formulation of the problem leads to a moving boundary/interface problem with island boundaries as the moving interfaces. Modeling and characterizing the morphology and dynamics of these islands has long been a challenging topic in the research community of materials science and mathematics [7, 8, 9, 10, 12, 13, 16, 19, 20, 21, 22, 23, 24, 28, 31, 27] .
In 1951, Burton, Cabrera, and Frank (BCF) first formulated a model to describe the dynamics of epitaxial growth [7] . In their model, the growth direction is discrete and the velocity at the moving steps is determined by a diffusion flux of adatoms attached to the step edges. On the terrace, however, a continuous function describing the adatom density is used to solve a diffusion equation subject to a thermodynamic equilibrium boundary condition. A major insight of the BCF model is that crystal growth is now viewed as a flow of the ledges or steps. Thus, the BCF model provides at early stages determines the final macroscopic characteristics and perfection of the crystal. Note that at the early growth, islands are usually small and widely separated [3, 4] . So we neglect the interactions among islands and focus our study on a single island. Within the context of the BCF model, we formulated the morphological evolution of the island as a moving boundary problem. In the present macroscopic description, the interface (step or island boundary) is considered as mathematically sharp. On the interface, we consider a kinetic boundary condition [25, 20] . At the farfield, we consider a zero flux boundary condition [25, 20] . Here we assume the island evolution is quasi-steady, i.e., the time scale for adatoms diffusion is much smaller than the time scale for step motion. Thus, on the terrace, the diffusion equation reduces to a modified Helmholtz equation.
A direct formulation of the proposed island problem yields an integral equation involving both double-and single-layer potentials with the adatom density as the unknown. The integral equation is solved iteratively using GMRES [51] . The interface is updated using a second-order accurate nonstiff updating scheme in time and equal arclength parameterization [39] . Note that we only solve the adatom density at the island boundary, hence dramatically reducing the total number of unknowns when compared with finite difference and finite element methods. Though the discretization of integral operators leads to dense matrices, there are fast and adaptive solvers developed for a modified Helmholtz equation in two dimensions; see [34, 35] .
Our numerical tests on a growing/shrinking island are in excellent agreement with analytical predictions of linear theory and demonstrate that the method is stable, efficient, and spectrally accurate in space. Nonlinear simulations of a perturbed circular island show that (1) for deposition flux Λ < Λ c , all perturbations are smoothed out and high wavenumbers (high curvature regions) are damped faster than the low wave frequencies, as expected; (2) for deposition flux Λ > Λ c , shape perturbations grow rapidly at the beginning and the tip region grows faster than the trough region, and thus sharp corners form. At later times, shape perturbations exhibit oscillatory behaviors. During growth, the curvature at the tip also shows oscillatory behaviors, while the curvatures around the center of trough regions converge to zero monotonically, indicating the formation of straight edges. However, the evolution of regions close to tips shows the development of wave-like fronts, indicating the occurrence of meandering instability. Note that the tip-splitting events, which lead to usual dense branching morphology seen throughout physical and biological systems driven out of equilibrium, do not occur here.
The rest of the paper is organized as follows. In section 2, we review the governing equations for an exterior moving interface problem; in section 3, we present the numerical methods; in section 4, we discuss numerical results; and in section 5, we give conclusions.
Mathematical formulation.
2.1. The BCF model. Consider an isolated island epitaxially evolving on a large crystal surface (substrate). The island is one atomic layer higher than the substrate surface and expands or shrinks as time progresses. We denote the interior region occupied by the island (the upper terrace) by Ω 2 (t) and the exterior substrate (the lower terrace) by Ω 1 (t). The island boundary, Σ(t), also known as the interface, separates the upper and lower terraces. Let ρ i = ρ i (x, y, t) denote the adatom density on the upper terrace (i = 2) and the lower terrace (i = 1). Without the presence of island nucleation, the transport of adatoms on the terraces is realized through diffusion and desorption [7, 1] ,
where D > 0 is the diffusion coefficient (assumed to be isotropic for all terraces), F is the deposition flux rate which can be generalized as a time-dependent function, and τ −1 is the desorption rate. τ describes the mean life span of adatoms on the terrace before they escape back into the vapor phase. At the interface Σ(t), the adatom density ρ satisfies kinetic boundary conditions with a curvature correction via the Gibbs-Thomson relation [25, 11, 12] ,
where n is the unit normal of the boundary Σ(t) pointing from the upper to the lower terrace, k + and k − are the kinetic attachment rate of the adatoms to Σ(t) from the upper and lower terraces, respectively, ρ * is the equilibrium value of the adatom density at steady state for a straight step, σ is the line tension, and κ is the curvature of Σ(t) and κ > 0 for a convex curve (e.g., a circle). Note that we neglect the usual convection term (see, for example, [12] ), since the evolving velocity of the interface is assumed to be small in epitaxial growth. As
Without edge diffusion, the conservation of adatoms at the interface requires that the normal velocity V (t) of the interface satisfy
The far-field boundary condition is specified as follows. Let the upper and the lower terraces be enclosed in a large circular far-field boundary Γ ∞ with radius R ∞ R(t), where R(t) is the radius of an equivalent circle with the same area as the evolving island. We impose a zero flux boundary condition along Γ ∞ , (2.5) lim
where n is the unit outward normal at Γ ∞ .
Here we assume the time scale for adatoms diffusion is much faster than the time scale for step motion and focus our study on a quasi-steady evolution case. Under this assumption, (2.1) reduces to
and the other equations remain unchanged. Equations (2.6) and (2.2)-(2.5) complete the description of the BCF island model and specify a nonlinear moving boundary problem.
Nondimensionalization.
There are multiple lengths and time scales involved in the problem, and their relative ratios determine different growth regimes. Here we are interested in the morphological evolution of an island at early stages and choose the characteristic length scale l * = R(0) > 0, where R(0) is the radius of an equivalent circular disk with the same area of the island at t = 0. The characteristic time scale is taken to be the diffusion time scale t * = l * 2 /D, where the diffusion coefficient D is assumed to be a constant. Note that the length scale is different from the one used in [20] , where the characteristic length is taken to be R ∞ . Defining the nondimensional time and space variablet = t/t * andl = l/l * , the nondimensional BCF model is given below (we drop the tilde notation):
where Λ = 
Linear stability analysis.
In this section, we perform a linear stability analysis for a slightly perturbed circular island. For simplicity, we perform our analysis on a one-side exterior problem and assume the adatom density is a constant on the upper terrace Ω 2 (t). Thus, the equations we want to solve are (2.7), (2.9), (2.10), and (2.11) . It is straightforward to analyze a two-sided model, and the results are qualitatively similar to the one-sided problem [20] . Though simplified, the one-sided model captures all physics involved in the problem (e.g., the Ehrlich-Schwoebel energy barrier since k − > k + = 0) and serves as preparation for a more complete study of the epitaxial problem.
Define a modified adatom density 
Equations (2.9), (2.10), and (2.11) become
We consider a circular interface (the island boundary) perturbed by a single Fourier mode,
where R(t) is the radius of a underlying evolving circle and δ m (t) is the dimensionless perturbation amplitude. In the following calculation, we neglect δ 2 m and other higher order terms. By solving (2.12), (2.13), (2.14), and (2.15), we obtain the nonsingular leading order solution for modified adatom density,
and the growth rate of R(t),
where K 0 (z) and K 1 (z) are the modified Bessel functions of the second kind of order zero and one, respectively. They are defined by
where C is the Euler constant C = 0.57721... and ψ(n) = Σ n m=1 1 m for n = 1, 2, . . . . Here we set ψ(0) = 0. I 0 (z) and I 1 (z) are modified Bessel functions of the first kind, and they are defined by
Note that Bessel functions K 0 (z) and K 1 (z) become singular when z = 0 and decrease exponentially when z is large,
where notation O(1/z) denotes a smooth function that vanishes as z → ∞.
In order to identify the regimes of growth, we set dR dt = 0 and obtain a critical flux
If the applied deposition flux Λ is larger than Λ c , the island will grow; if the applied deposition flux Λ is less than Λ c , the island will shrink. This is due to the effect of desorption: a certain amount of adatoms desorb into the gas phase. Thus a larger deposition flux is needed to grow the island. In the case without desorption (e.g., growth under low temperature conditions), any positive deposition flux will drive the island to grow. Notice in (2.23) that the critical flux Λ c decreases as R(t) increases (growth), and Λ c increases as R(t) decreases (shrink). On the other hand, for a given deposition flux Λ, one can define a critical radius R c = γμ 2 ρ * Λ−μ 2 ρ * such that islands with radius R > R c will grow and islands with radius R < R c will shrink. Next we compute the first order solution and mainly use it to test the accuracy of our numerical results. Following [37, 20] , the mth mode perturbation evolves as
where 
Similar to the results presented in [20, 25] , the perturbation δm R decays if the applied flux Λ > Λ c , i.e., the evolution of the island is stable.
3. Numerical method.
Mathematical preliminaries.
In this section, we describe the arclength reference frame used to evolve the island. We assume the interface curve Σ(t) is analytic and given by
where x : R → R 2 is analytic and 2π-periodic in α, and α denotes a parameterization of the Σ(t). The unit tangent and normal vectors can be calculated using
where the local variation of the arclength is s α = x 2 α + y 2 α . In the above, and in the remainder of the paper, subscripts denote partial derivatives. Introducing the tangent angle θ = tan −1 yα xα , we rewrite n = (sin θ, − cos θ) and the curvature κ = θα sα = θ s . Further, the equations of motion will be reposed in terms of the tangent angle θ and the length of the interface described in section 3.3.1.
Boundary integral formulation.
In this section, we derive the boundary integral equation and discuss associated numerical methods for computing the modified adatom density ω and the normal velocity V (α, t). Considering the Green's function Φ 0 (x, x ) that solves the modified Helmholtz equation in free space, we formulate (2.12), (2.13), (2.14), and (2.15) in terms of a boundary integral as follows. We represent the field ω(x) through a combination of a double-layer and a single-layer potential (we suppress the variable t here).
where n is the outward normal of the interface Σ(t), the prime indicates quantities evaluated at the position x on the interface, and the free space Green's function
is not taking the form of the usual Fredholm integral equation because of the presence of both single-layer and double-layer terms. We rewrite (3.3) as
where the kernels are Φ 0 (α, α ) = −
K0(μr) 2π
and
In deriving (3.4), we have used
To compute ω(α), we discretize the planar curve Σ(t) using a total of N marker points with equal arclength parameterization α j = jh, where step size h = 2π/N and N is a power of 2.
Computation of the single-layer term.
In (3.4), the kernel Φ 0 has a logarithmic singularity at α = α . It can be analyzed as follows:
where terms in the square brackets on the right-hand side are smooth or have removable singularity at α = α . To see this,
Thus, for an analytic and periodic function f (α, α ), a standard composite trapezoidal rule or alternating point rule can be used to evaluate the integral
)| dα and achieve spectral accuracy. One can also use the hybrid Gauss-trapezoid quadrature rules based on the Euler-Maclaurin formula to evaluate the integral [55] .
The first term on the right-hand side of (3.6) is still singular and can be evaluated using Hilbert transform [39] or a spectrally accurate quadrature [44] (3.7)
. . , 2m − 1, and weight coefficients
We also use the above quadrature to compute the right-hand side of (3.4).
Computation of the double-layer term.
In (3.4), similar to the splitting approach used in the single-layer term, the double-layer term can be analyzed as follows:
where functions g 1 (α, α ) and g 2 (α, α ) are analytic and periodic with (3.10)
We first observe that except for the first term, all other terms in the brackets in (3.11) will vanish at the singular point α = α , i.e., r = 0 because I 1 (0) = 0. For α = α , the first term in the brackets in (3.11) can be calculated explicitly using (3.12) h(α, α) μr = 1 4πμ
Here we have used the fact that function h(α, α ) ∼ O(α − α ). Thus, the second piece on the right-hand side of (3.9) is also smooth and has a removable singularity, and g 2 (α, α ) can be evaluated using a standard composite trapezoidal rule. Similar to the singular piece in the single-layer term, the singular piece on the right-hand side of (3.9) again can be evaluated using the quadrature given by (3.7).
To summarize, using the collocation method with the quadrature rules described above, the boundary integral equation (3.4) is discretized into a dense linear system of equations, which can be solved using an iterative solver, e.g., GMRES. Because (3.4) is well-conditioned, no preconditioner is needed. In particular, for the computations shown in section 4.3, the number of iterations for GMRES is about 7 at early times and is about 20 at later times as the interface gets complicated. We find that the number of iterations for GMRES is independent of the number of unknowns N once the interface is well resolved. Once the adatoms density is solved, we can easily evaluate the normal velocity using (2.13) and (2.14). The main computational cost comes from the matrix-vector multiplication in GMRES. Currently we use direct summation to compute the product. As a result, the operation count is essentially O(N 2 ), where N is the total number of calculation points. Using a fast multipole method we can reduce the computation cost down to O(N ) or O(N log N ). At our current resolutions (especially for the shrinking island cases), we find it sufficient to use direct summation, though it is expensive. We will implement the fast multipole method to study growing dynamics involving large numbers of points.
Interface evolution.
3.3.1. Dynamics. Consider a point x(α, t) = (x(α, t), y(α, t)) ∈ Σ(t), where Σ(t) is the island boundary. Suppose the normal velocity is calculated using (2.14). Denote the tangent velocity by T (α, t) and notice that the morphology of the interface is independent of T (α, t). Following [39, 42, 40] , we choose the following T (α, t) that ensures the equal arclength distribution of grid points to prevent local clustering of computation points on the interface:
the motion of Σ(t) is given by
Note that using the equal arclength scheme, we have identity ds = L 2π dα (i.e., the collocation points are equally spaced along the interface), where L(t) is the length of the island boundary Σ(t). Using the equal arclength frame, we may naturally repose the equations of motion in terms of the tangent angle and the arclength of the interface:
The position vector x can be reconstructed by simply integrating
Small-scale decomposition.
The idea of the small-scale decomposition (SSD) is to extract the dominant part of the equations at small spatial scales [39] . SSD has been successfully implemented in the context of the Hele-Shaw problem [39, 40, 41] , precipitate evolution in an elastic matrix [42] , and dynamics of inextensible vesicles [43] .
Through the boundary condition at the interface (see, e.g., (2.13)), the line tension introduces high-order terms, both nonlinear and nonlocal, into the dynamics. This leads to severe stability constraints for explicit time integration methods. To remove the stiffness, we use SSD in our problem and develop an explicit, nonstiff time integration algorithm. In (3.4) , based on the analysis of the single-layer and doublelayer terms, the only singularity in the integrands comes from the logarithmic kernel. Following [39] and noticing the curvature term in (2.13), one can show that at small spatial scales,
where H is the Hilbert transformation. We rewrite (3.15),
where the Hilbert transform term is the dominating high-order term at small spatial scales, and
contains other, lower-order terms in the evolution. This demonstrates that an explicit time-stepping method has the highorder constraint Δt ≤ h sα 3 , where Δt and h are the time step and spatial grid size,
respectively. This has been demonstrated numerically in the seminal work [39] for a Hele-Shaw problem, and more recently in [43] for an inextensible vesicle problem. For the epitaxial problem, the semi-implicit time integration scheme (see (3.19 
)) requires Δt = O(h), instead of Δt = O(h
3 ) for an explicit scheme. In section 4.3, we show a numerical example using N = 512 to simulate a 5-fold star-shaped island. In this simulation, we can use Δt as large as Δt = 1.0 × 10 −2 for stability, instead of Δt < 10 −6 for an explicit scheme. For the purpose of numerical accuracy, we used a smaller time step in our simulations.
Taking the Fourier transform of (3.19), we get
We solve (3.20) using the second-order accurate linear propagator method in the Adams-Bashforth form [39] in Fourier space and apply the inverse Fourier transform to recover θ. Specifically, we discretize (3.20) as
where the superscript n denotes the numerical solutions at t = t n and the parameter
The integrals in (3.21) can be evaluated simply using a trapezoidal rule,
To compute the arclength s α , equation (3.16 ) is solved using the explicit second-order Adams-Bashforth method [39] ,
where M is calculated using
Note that the linear propagator and Adams-Bashforth methods are multistep methods and require two previous time steps. The first time step is realized using an explicit Euler method. To reconstruct the island boundary (x(α, t), y(α, t)), we solve (3.17) and set the reference point to (x(0, t), y(0, t)), which is updated again using the Adams-Bashforth method.
We use a 25th-order Fourier filter to damp the highest nonphysical mode and suppress the aliasing error [39] . We also use Krasny filtering [46] to prevent the accumulation of roundoff errors during the computation.
Results and discussions.
In this section, we validate the numerical algorithm and investigate the nonlinear evolution of the island. Unless otherwise specified, all numerical tests and simulations are performed using an equilibrium adatom density ρ * = 1.0, the nondimensional kinetic coefficient ξ − = 1.0, the nondimensional line tension γ = 0.01, and desorption rate μ = 2.5. With these parameters, the critical deposition flux at t = 0 can be easily calculated to be Λ c = 6.31 from (2.23). The error tolerance for GMRES is set to be 10 −12 and the 25th-order Fourier smoothing with the filter level 10 −13 is used. All simulations are performed on a single core of Dell desktop with CPU speed 3.0GHz.
Accuracy test.
We first test the accuracy of our numerical computations by considering the evolution of a circular island with initial radius R(0) = 1.0. We compare our numerical results for the normal velocity and the modified adatom density with analytical solutions presented in (2.18) and (2.17). We set the number of mesh points to be N = 256 along the interface and the time step Δt = 1.0 × 10 −3 . In this calculation, we choose two fluxes: Λ = 6.5 > Λ c (growth) and Λ = 5.0 < Λ c (shrinkage) and run the simulation up to final time T = 0.4. During evolution, the island remains circular. In Figure 1 (a) and (b), we plot the normal velocity of the island versus time. It is evident that both growth and shrinkage cases are in excellent agreement with the analytical predictions. In particular, at the final time T = 0.4, we found at least ten digits after the decimal point are in agreement with analytical solutions, which is close to the GMRES tolerance. Analogous results hold for the adatom density ω as well.
We next test the accuracy of the numerical methods for solving the boundary integral equation (3.3) . We use an analytical solution, ω(x) = Φ 0 (x, 0) = −K 0 (μ|x|)/2π, (e) to the modified Helmholtz equation (2.12) to test our numerical calculations. Note that the boundary condition (2.13) becomes
The analytical solution ω(x) = −K 0 (μ|x|)/2π satisfies the far-field condition (2.15), as well as (3.3) with the right-hand side replaced by
In Figure 1(c) , we demonstrate the agreement between the analytical solution ω(x) = Φ 0 (x, 0) = −K 0 (μ|x|)/2π and the numerical results from the integral solver. The maximum difference is around machine precision. In this calculation, we use N = 512 points on the interface and plot the adatom density against the tangent angle. The interface is taken to be a perturbed circle, r(α, 0) = 1.0 + 0.15 cos(5α).
Next, we consider the evolution of a perturbed circular island. The initial shape is taken to be r(α, 0) = 1.0 + δ(0) cos(5α). In this calculation, we vary the perturbation amplitude, δ(0) = 0.05, 0.08, 0.10, 0.13, and 0.15, and run simulations up to the final time T = 0.1. The deposition fluxes used are Λ = 6.5 (growth) and Λ = 5.0 (shrinkage). Other parameters are the same as those used to produce Figure 1(a) . In Figure 1(d) and (e), we plot the difference of the shape factor (quantity δ/R) at the final time between the linear theory and nonlinear simulations versus the square of δ(0). In the linear theory, the shape factor δ/R can be obtained by solving (2.18) and (2.24) using an ODE solver. In the nonlinear computation, the quantity δ/R is calculated numerically by
where x is the position vector from the centroid of the shape to the interface and R eff is the effective radius of the nonlinear shape. In Figure 1 (d) (shrinkage) and (e) (growth), the deviation of the nonlinear results from linear theory is quadratic in δ(0), as expected. Analogous results (not shown) were found to hold for any other k-fold perturbed shapes as well.
Convergence test.
As we have demonstrated in the previous section, the boundary integral method itself is accurate when comparing with analytical solutions. In this section, we test the convergence of the method. We first perform a temporal resolution study. We consider the evolution of a perturbed circular island with initial shape r(α, 0) = 1.0 + 0.05 cos(5α). In this calculation, we choose the number of mesh points to be N = 256 and the deposition flux to be a constant Λ = 6.5 (growth) or Λ = 5.0 (shrinkage). For brevity, we only present the growth case.
We use a computation with Δt = 0.125 × 10 −3 to approximate the exact solution and compare the solution to those using Δt = 1.0 × 10 −3 , 0.5 × 10 −3 , and 0.25 × 10 −3 . The error is measured in the arclength difference, i.e., error = L(t) − L * (t) , where L * (t) is the arclength computed using time step Δt = 0.125 × 10 . Figure 2 (a) shows the base 10 logarithm of the temporal error plotted versus the computation time t. The distance between these curves uniformly decreases by a factor of 0.6 with each halving of the time step, and this confirms the second-order accuracy, which is consistent with the second-order Adams-Bashforth scheme we used to evolve the interface. The morphologies of the islands corresponding to different temporal resolution at T = 0.35 are shown as an inset. The difference between these morphologies is indistinguishable. We note that the scheme is stable and still quite accurate using even much larger time steps.
We next test the spatial resolution and confirm the spectral accuracy in space. We use a computation with N = 1024 to approximate the exact solution and compare the solution to those using 128, 256, and 512. We set the deposition flux Λ = 6.5. For all computations, we choose Δt = 1.0 × 10 −4 . As in the temporal case, the error is again measured as error
, where L * (t) is the arclength computed using spatial resolution N = 1024. Figure 2 space error plotted versus computation time t. We notice that even for N = 128 there are at least 12 digits of accuracy, which is around the GMRES tolerance. Increasing N from 256 to 512 does not improve the accuracy very much.
Putting all of this direct quantitative evidence together, the results strongly suggest that the developed numerical method is convergent and accurate.
Nonlinear growth a star-shaped island.
In this section, we present simulations of a star-shaped island evolving into the nonlinear regime. We still use the desorption rate μ = 2.5 and apply a deposition flux Λ = 500. The computation started with mesh points N = 512, which is found to be enough to resolve the interface during evolution. Figure 3(a) shows the growth of an island with initial shape r(α, 0) = 1.0 + 0.15 cos(5α). At the final computation time T = 0.03, the equivalent radius is around R eff = 2.6. The total CPU time is about 150 minutes on the Dell desktop with CPU speed 3.0GHz. It is evident that the island evolves into a compact, 5-fold sectorlike morphology. During growth, the trough region evolves into a flat front indicating the formation of nearly straight edges; and there are wave-like fronts produced around the tip regions suggesting that meandering instability does occur. These morphologies (especially the formation of straight edges) are in qualitative agreement with the experimental observations of germanium islands growing on a silicon substrate [50] . The usual tip-splitting events which are very common in isotropic Laplacian growth [40, 41] do not happen here. Similar results (not shown) were found to hold for other values of Λ with Λ > Λ c as well. The step meandering instability was originally studied by Bales and Zangwill [16] for a train of straight steps. They showed that these steps may become morphologically unstable in the presence of a kinetic attachment asymmetry at the step due to the Ehrlich-Schwoebel effect. However, for an island, LRV showed that in the linear regime [25] , when the line tension is present, islands are always stable. Our model, which is slightly different from the LRV model in terms of the diffusional domain, indicates that islands are stable subject to an applied flux Λ > Λ c shown in (2.24) . This implies that the Bales-Zangwill instability for straight steps due to the kinetics mismatch does not occur for the island dynamics. Our nonlinear results for a perturbed island go beyond the linear predictions, and the meandering interface indicates that Bales-Zangwill instability occurs in the nonlinear regimes.
In Figure 3 (b), we plot the curvature of the island boundary at points A, B, C, and D (marked in Figure 3(a) ) versus time. It is evident that at point A (the tip point), the curvature increases rapidly at early times and starts to oscillate at t = 0.01. Note that during shape evolution, the curvature value at point A is the largest and remains positive, indicating there is no tip-splitting. Point B is close to point A and has a positive curvature at t = 0. During evolution, the curvature at point B also shows oscillatory behavior, and in particular the value becomes negative at times 0.006 < t < 0.014 indicating the neighborhood around B evolves from convex (at t = 0) to concave, i.e., the formation of a wave-like front. The point C, which is initially a bit far from the tip, shows small oscillations around curvature κ = 0, i.e., a flat front. Point D initially locates at the center of the concave trough region with the largest negative curvature; during evolution its value converges to zero monotonically, indicating the formation of a straight edge.
In Figure 3 (c), we plot the normal velocity of the island boundary at points A, B, C, and D versus time. The solid thick line is the value of dR dt predicted by the linear theory in (2.18). At early times (up to t = 0.01), the normal velocities at point A and B are larger than the value of dR dt , which measures the velocity of evolving front in an average sense. This implies the perturbation grows, as shown in Figure  3(d) , where the shape factor δ/R increases rapidly from 0.155 at t = 0.0 to 0.395 at t = 0.01. After t = 0.01, the velocity at point A starts to oscillate, and the velocity at point B slows down with its value even below the dR/dt. Clearly in Figure 3(d) , we observe the oscillatory behavior of δ/R, in particular a drop in the value of the shape factor after t = 0.01. The normal velocities at points C and D are always smaller than dR dt , and at later times their values are almost equal. Notice that the normal velocity at point D keeps increasing after t = 0.01, indicating that more and more adatoms attached to the trough region and leading to the formation of a flat edge.
In Figure 3 (e), the area A(t) is shown versus arclength L(t). There are two transitions connecting three roughly linear segments with different slopes marked along the A(t) versus L(t) curve. When A(t) is small (at the early stages of growth), A ∼ L 1.05 . In this regime, the growth is characterized by the rapid growth of tip regions; i.e., the adatoms accumulate more to the tip regions instead of the trough regions. As the area increases, the first transition occurs at L = 12 and A ∼ L 2.5 . This regime is characterized by the rapid area growth of the island with more adatoms attached to the regions between tips. Notice the oscillatory behaviors of tip curvature and normal velocity in Figures 3(a) and 3(b) . As a result, wave-like fronts (i.e., meandering instability) develop, as shown in Figure 3 
Nonlinear shrinking of an island.
In this section, we present simulations of a shrinking island. We still use the desorption rate μ = 2.5. To ensure the shrinking of the island, we apply a small deposition flux Λ = 1.5 during the calculation. The mesh points are set to be N = 128 along the island with initial shape r(α, 0) = 1.0 + 0.1(sin 2α + cos 3α − cos 5α). Figure 4(a) shows the island shrinks into a small circle and eventually disappears because of adatom desorption. At the final computation time T = 1.55, the equivalent radius is around R eff = 0.026.
In Figure 4 (b), we plot the curvature of points A, B, C, and D (marked in Figure  4 (a)) versus time. It is evident that during evolution, the curvatures at these four different points converge to the same value after t = 1.3. At later times, the curvature increases rapidly (to infinity, not shown). This indicates that all perturbations are smoothed out and the island eventually vanishes. Note that points B and D (at convex regions with high frequencies) have higher curvature than points A and C ( at concave regions). As a consequence, at early shrinking stages their shrinking velocities are larger than those of points A and C, shown in Figure 4 from the linear theory, which is marked by a solid thick line in Figure 4 (c). In Figure  4 (d), we confirms the rapid damping of perturbations. It is interesting to note that in Figure 4 (e), the area of the shrinking island is scaled uniformly as A ∼ L 2.0 during the evolution.
Conclusions.
In this paper, we developed a boundary integral method for investigating the nonlinear growth/shrinkage of an island at its early growth stage. Numerical tests on a growing/shrinking circular island are in excellent agreement with the analytical solution and demonstrate that the method is stable, efficient, and spectrally accurate in space. Nonlinear simulations for the growth of perturbed circular islands show that sharp tips and flat edges will form during growth instead of the usual tip-splitting events for isotropic Laplacian growth. In particular, BalesZangwill instability is manifested in the form of wave-like fronts (meandering) around the tip regions. For a shrinking island, all perturbations are smoothed out and high wavenumbers (high curvature regions) are damped faster than the low wave frequencies.
In future work, we plan to include more physics (e.g., elasticity) into the model and characterize the nonlinear effects of elasticity on the evolution of islands and steps [52] . We will also extend our current work into multiple steps, i.e., a wedding-cake-like island. This would involve more computational work. In the last few years, many techniques for boundary integral methods have been developed. Examples include the fast multipole methods; see [34, 35, 56] . These techniques allow for more efficient evaluations of integrals. We will implement these techniques in our methods in the near future. The numerical techniques presented here can be applied generally to a class of free/moving boundary problems in physical and biological science; see [53] for the computation of a nutrition field around a tumor and [54] for the computation of the Stokes flow.
