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Esta investigacio´n trata sobre la aplicacio´n del enfoque competitivo de la Coevolu-
cio´n en la programacio´n de soluciones de Inteligencia Artificial (IA) para videojuegos
y propone diferentes modelos para abordarlo. La motivacio´n principal de esta tesis es
que la Coevolucio´n resulta un enfoque muy adecuado para explotarlo como me´todo de
bu´squeda y optimizacio´n en videojuegos ya que estos son de por s´ı escenarios intr´ınse-
camente competitivos. Esta´ demostrado que en los contextos donde resulta complejo
definir una medida de calidad de las soluciones, aplicar la Coevolucio´n es muy conve-
niente porque se podr´ıa calcular el fitness de los individuos a partir de sus resultados en
las competiciones contra las poblaciones adversarias. Este mecanismo de evaluacio´n es
tradicional en los videojuegos basados en competicio´n, donde la calidad de un jugador
esta´ determinada por su desempen˜o frente a los oponentes.
Por otra parte, adema´s de las muchas muestras que existen de que la Coevolucio´n
es un me´todo de optimizacio´n muy adecuado en videojuegos, tambie´n se han dedicado
varios trabajos en la comunidad cient´ıfica a explicar las “patolog´ıas” que afectan a los
modelos coevolutivos. Incluso se han propuesto “remedios” para combatirlas, pero a
pesar de eso, la complejidad que genera la dina´mica de estos modelos hace que sea
dif´ıcil evadir esos fallos. Este problema es tambie´n una de las motivaciones que han
guiado esta investigacio´n pues los algoritmos que hemos disen˜ado pretenden disminuir
el riesgo de padecer algunos de los fallos t´ıpicos de un proceso coevolutivo. Nuestra
apuesta en este sentido ha sido el empleo de los conocidos me´todos de archivo y el
v
disen˜o de tres enfoques que mejoran los resultados del modo de uso tradicional de
dichos me´todos.
Los juegos que han sido objeto de experimentacio´n en esta investigacio´n son del
ge´nero estrategia en tiempo real (RTS, por sus siglas en ingle´s: Real Time Strategy
Games). Se escogio´ este ge´nero porque ofrece una amplia variedad de problemas muy
interesantes en el a´mbito de la investigacio´n de la IA aplicada, tales como, la planifica-
cio´n de tareas y recursos en tiempo real teniendo en cuenta al adversario y la toma de
decisiones con incertidumbre. Es por esto que es uno de los ge´neros de juego que ma´s
se ha empleado en las investigaciones de IA publicadas en la bibliograf´ıa cient´ıfica.
Son dos los juegos RTS sobre los que se ha experimentado en esta tesis. En ambos se
han probado los dos enfoques disen˜ados en esta investigacio´n. Uno de ellos tiene como
objetivo la creacio´n de estrategias de IA para manejar los bot y/o los NPCs (Non-
Player Character) de los juegos RTS antes mencionados. Y el otro, tiene un objetivo
mucho ma´s complejo, el de generar de forma simulta´nea, estrategias de IA y contenido
para videojuegos. Este segundo modelo representa el aporte ma´s novedoso de esta
investigacio´n, pues hasta donde hemos podido investigar en la bibliograf´ıa relacionada,
es la primera vez que se logra la coevolucio´n de lo que vendr´ıan siendo (teniendo en
cuenta la teor´ıa de la evolucio´n) dos especies tan distintas. Adema´s, constituye un paso
importante hacia la creacio´n procedural de juegos completos a nivel de Disen˜o.
Nuestros algoritmos pueden verse como me´todos procedurales de generacio´n de
contenidos que permiten crear inteligencias artificiales (o sea, comportamientos) de los
NPCs y tambie´n contenidos (en forma de mapas) del juego. Esta tesis presenta el pri-
mer algoritmo conocido en la literatura cient´ıfica (hasta donde nuestros conocimientos
alcanzan) que es capaz de crear proceduralmente ambos contenidos a la vez; y propone
un esquema gene´rico que puede aplicarse a otros videojuegos (no so´lo a RTS).
A lo largo de la memoria son explicadas detalladamente las propuestas de soluciones
que han sido definidas en esta tesis y se aporta el correspondiente ana´lisis de sus
resultados para poder valorar seriamente su idoneidad.
Palabras Claves: Coevolucio´n, Algoritmos Bioinspirados, Computacio´n Evoluti-
va, Inteligencia Artificial, Videojuegos, Generacio´n de Contenidos por Procedimientos.

Abstract
The research presented here concerns with the application of the Coevolution com-
petitive approach for programming AI solutions in a videogames context and proposes
different models to apply. The main motivation of this thesis is that Coevolution is
a highly suitable approach to use as the optimization method in videogame domains
because these are, in themselves, intrinsically competitive scenarios. It is demonstrated
that in those contexts in which defining a measure of the quality of the solutions is a
little complex, to apply a Competitive Coevolutionary approach is very useful because
the fitness of the individuals could be derived from its results in the competitions with
the adversary populations. This mechanism is a tradition in videogames, where if you
have to evaluate the behavior of a player it has to compete against its opponents and
is evaluated according to the result.
On the other hand, besides the many examples that show the suitability of Coevolu-
tion as an optimization mechanism in videogames, several publications in the scientific
community have also explained the “pathologies” that affect coevolutionary models.
In fact, some “remedies” have already been proposed to combat them, but even so,
the complexity generated by the dynamics of these models makes it difficult to evade
these failures. This is also another of the motivating factors of our research because the
algorithms designed by us are intended to reduce the risk of the coevolutionary process
suffering from these typical failures. Our aim in this regard has been to use well-known
archival methods and the design of three approaches that improve the results of the
ix
traditional way of using such methods.
The games used in the experimental phases of this research are RTS games. This
genre was chosen because it offers a great variety of very interesting problems in the field
of AI research, such as real-time task planning and resources, taking into account the
adversary and decision making with uncertainty. This is why it is the most-used game
genre in AI research that one can find in the scientific literature. With these games
we have tested the algorithms that have been designed in the course of this thesis.
These are two base algorithms with three instances of each one. The first one aims to
create AI strategies to manage the bots of the aforementioned RTS games. The other
has a much more complex goal i.e. the simultaneous generation of AI strategies and
content for videogames. This second model represents the most innovative contribution
of this research, because, to the best of our knowledge, this is the first time that the
coevolution of two, such different, species (taking into account the theory of evolution)
has been achieved. All the algorithms that have been designed in the course of this
work are explained in detail in this report and the corresponding analysis of the results
reached is provided.
Keywords: Coevolution, Bio-inspired Algorithms, Evolutionary Computation, Ar-
tificial Intelligence, Videogames, Procedural Contents Generation.
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It isn’t that they can’t see the solution.
It is that they can’t see the problem.
G.K. Chesterton
La Inteligencia Artificial (IA) es uno de los campos de investigacio´n ma´s interesantes
e importantes en el desarrollo de videojuegos. Dentro del campo de la IA aplicada a
videojuegos hay muchas ramas y cada una de ellas representa un campo de investigacio´n
abierto. La ma´s tradicional de las aplicaciones, y podr´ıamos decir que la pionera, ha
sido la de los mecanismos de IA para controlar el proceso de toma de decisiones de los
Non-Player Characters (NPCs, por sus siglas en ingle´s).
En la actualidad no es usual encontrar un videojuego donde no se empleen meca-
nismos de IA para controlar la toma de decisiones de los bots (en un sentido amplio, un
bot se refiere a un personaje del juego que no es controlado por el jugador humano). La
alta demanda que experimenta la industria del videojuego ha provocado que las em-
presas dediquen mucho esfuerzo y presupuesto para dotar a sus juegos de mecanismos
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de IA que compitan con los ya muy avanzados que tienen las producciones ma´s cono-
cidas en el mundo gamer. Conseguir bots que jueguen de manera similar a un usuario
humano (es decir, no necesariamente ganando siempre, sino exhibiendo personalidad,
creatividad, y capacidad de aprender de los errores) puede considerarse una variante
del ce´lebre Test de Turing (Turing, 1950), y plantea enormes desaf´ıos desde el punto
de vista de la IA cla´sica.
A medida que la industria del videojuego ha avanzado han ido apareciendo nuevas
tendencias que han abierto otros campos de investigacio´n muy prometedores. Dentro
de las ma´s destacadas se encuentran por ejemplo, los Videojuegos Afectivos (Sykes y
Brown, 2003) que apuestan por incluir la emociones al proceso de toma de decisiones
de los NPCs (Non-Player Character) que imitan el comportamiento humano (es decir,
los jugadores virtuales) y generar una interaccio´n afectiva bidireccional entre los bots y
el jugador humano. Los resultados en este campo au´n son discretos, excepto por casos
aislados, la mayor´ıa de las producciones comerciales se han conformado por simular
emociones en los bots mediante animaciones que tienen mucho me´rito art´ıstico pero
muy poco de IA. Otra de las tendencias es la de los Videojuegos Auto-Adaptativos
(Spronck, 2005) que esta´ muy relacionado con la anterior. Se basa tambie´n en mantener
un flujo de interaccio´n bidireccional entre el humano y el juego, pero en este caso no
esta´ centrado en estados emocionales sino que, de manera ma´s general, se pretende que
la partida se auto-adapte al jugador humano para hacer que su experiencia de juego
sea u´nica y placentera. Los avances en esta rama (y esto se aplica tambie´n para los
videojuegos afectivos) han estado acotados por la limitacio´n que existe a la hora de
capturar informacio´n sobre el estado del jugador para poder obtener retroalimentacio´n
de lo que esta´ generando la partida en e´l y saber hacia do´nde debe ir encaminado el
proceso de adaptacio´n. No obstante, existen resultados muy interesantes que aunque
no han explotado esta idea muy ampliamente y se han limitado a juegos con una lo´gica
sencilla, s´ı que han logrado adaptar las partidas a los jugadores de forma exitosa. Ma´s
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adelante en esta memoria se explicara´n con ma´s detalles estos avances en cada campo.
Otra de las tendencias modernas de la IA es la Generacio´n de Contenidos por Proce-
dimientos (PCG), cuya esencia esta´ inspirada en la premisa de “hacer ma´s con menos”
y su objetivo es generar de forma procedural contenido para videojuegos mediante al-
goritmos especializados que permitan esa reduccio´n de esfuerzo. De ah´ı se desprende
un reclamo para nada despreciable que es el de la reduccio´n de costes. Hablamos de
una industria que so´lo en el an˜o 2015 facturo´ en Espan˜a 510, 7 millones de euros, cifra
que representa un 24 % ma´s que en el ejercicio anterior y se estima una previsio´n de
crecimiento anual del 22,4 (hasta el 2019), lo que supondr´ıa alcanzar en 2019 los 1.140
millones de euros de facturacio´n (DEV, 2017); donde hay una feroz competencia por
sacar al mercado nuevas entregas en menos tiempo y con una buena aceptacio´n de los
usuarios.
La PCG plantea un cambio de perspectiva en lo que hab´ıa sido hasta el momento
el proceso de desarrollo de un videojuego, sobre todo de la fase de disen˜o del juego,
la cual tradicionalmente depend´ıa del trabajo manual de los disen˜adores humanos e
integraba a todo un equipo multidisciplinario compuesto por artistas, mu´sicos, guio-
nistas, animadores, modeladores, entre otros, que eran los encargados de materializar
las demandas de los disen˜adores generando el contenido (d´ıgase, mapas, modelos, per-
sonajes, texturas, animaciones, sonidos, guiones, ect.) que va a componer el juego. La
PCG no plantea una independencia total con ese equipo multidisciplinario sino una
flexibilidad de esa dependencia, hablamos de la posibilidad de enriquecer, extender y
transformar ese disen˜o inicial del juego mediante la creacio´n de contenido procedural
a base de algoritmos y te´cnicas computacionales.
Se deja entrever la cantidad de matices que genera la PCG y por ello, es de las ra-
mas ma´s abordadas dentro de la comunidad cient´ıfica de la IA aplicada a videojuegos.
Existen ya resultados tangibles de esta tendencia, incluso en juegos comerciales cono-
cidos como es el caso del MineCraft y el No Man’s Sky. En esta memoria se abordara´
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con detalles la PCG pues es una de las l´ıneas en las que hemos trabajado en nuestra
investigacio´n.
Por otra parte, hay un denominador comu´n que se mantiene constante desde los
inicios del videojuego hasta la actualidad y es el empen˜o por incrementar la satisfac-
cio´n del jugador humano. Incluso en los juegos serios, el factor “diversio´n del jugador
humano” es una clave para el e´xito. De ah´ı que todas las tendencias antiguas, modernas
y futuras van encaminadas hacia ese objetivo primordial. Y es entonces cuando surge
la pregunta de ¿co´mo se alcanza ese resultado? Dicha cuestio´n es precisamente una de
las motivaciones de esta investigacio´n, nos hemos centrado en la creacio´n de te´cnicas
de IA que contribuyan a mejorar la calidad de los juegos y que vayan de la mano de
conceptos muy importantes como son la optimizacio´n y la eficiencia.
La relacio´n con la eficiencia y la optimizacio´n esta´ presente en muchas de las te´cni-
cas que han sido creadas para implementar mecanismos de IA en videojuegos, ma´s
adelante se ira´n mencionando algunas a medida que se vayan explicando los trabajos
relacionados con esta investigacio´n. En particular en esta tesis se ha apostado por la
Computacio´n Evolutiva (CE) (Ba¨ck et al., 1997) porque resulta un enfoque muy apro-
piado en este sentido, ya que propone me´todos que son capaces de producir soluciones
de gran complejidad como resultado emergente de un proceso de optimizacio´n, y su
capacidad adaptativa les permite incorporar informacio´n proporcionada por el usuario
y explotarla de manera no anticipada por el mismo. La CE abarca varias l´ıneas de
investigacio´n (que se explicara´n en el siguiente cap´ıtulo), nosotros nos hemos centrado
en los Algoritmos Bioinspirados y ma´s concretamente en la Coevolucio´n (Thompson,
2005).
La Coevolucio´n viene a formar parte de la CE como otra de las te´cnicas basadas en
la aplicacio´n de me´todos heur´ısticos, inspirada en la Teor´ıa de la Evolucio´n Natural.
Los modelos coevolutivos son muy similares a los algoritmos evolutivos tradicionales,
en ellos tambie´n los individuos representan soluciones potenciales que son evoluciona-
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das mediante los operadores de transformacio´n gene´tica, y se someten a un proceso de
bu´squeda dirigido por la seleccio´n basada en el fitness. Pero s´ı que hay varios aspectos
que tienen un particular tratamiento en la coevolucio´n, por ejemplo, la evaluacio´n. El
proceso evaluativo requiere de mu´ltiples interacciones entre los individuos. Tambie´n
la exploracio´n de nuevos enfoques de las nociones de cooperacio´n y competicio´n, es
una caracter´ıstica especial de los modelos coevolutivos, incluso algunos aspectos de
la representacio´n de las soluciones pueden ser u´nicos de la Coevolucio´n. Existen esce-
narios en los que puede ser u´til aplicar la Coevolucio´n, por ejemplo, cuando existen
espacios de bu´squeda grandes y complejos, y es dif´ıcil definir una medida de calidad
objetiva; cuando no existe una medida de calidad definida, es decir, se puede compa-
rar pero no cuantificar; o cuando el espacio de bu´squeda tiene cierta estructura, cuya
descomposicio´n se puede explotar.
En particular, se puede considerar que los videojuegos tienen una predisposicio´n
favorable para aplicarles un enfoque coevolutivo debido a su naturaleza competitiva.
De hecho, como veremos en cap´ıtulos posteriores, han sido escenario de la aplicacio´n
de varios modelos coevolutivos con resultados exitosos aunque tambie´n han puesto al
descubierto varios inconvenientes causados por algunas patolog´ıas intr´ınsecas de los
enfoques coevolutivos que son dif´ıciles de resolver y plantean un reto a la comunidad
cient´ıfica. Motivado por esto, parte del trabajo de esta tesis ha estado enfocado en
la creacio´n de nuevos algoritmos que permitan obtener buenos resultados en modelos
coevolutivos competitivos y reduzcan el impacto de esas patolog´ıas coevolutivas.
En esta investigacio´n nos hemos centrado en un ge´nero particular: los videojuegos
de Estrategia en Tiempo Real (RTS, por sus siglas en ingle´s). En este tipo de juego,
los jugadores gestionan un equipo (o eje´rcito) el cual lo conforman un nu´mero de (no
necesariamente iguales) unidades (por ejemplo, soldados, trabajadores, ...) y cada juga-
dor tiene normalmente dos objetivos principales: (a) destruir las fuerzas del oponente
y (b) crear estructuras adicionales con un fin espec´ıfico (por ejemplo, la construccio´n
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de edificios para proteger sus unidades o defender una posicio´n determinada en el ma-
pa). Al inicio del juego se cuenta con un nu´mero limitado de recursos y a medida que
avanza la partida el jugado debe ir optimiza´ndolos. As´ı que un juego RTS puede ser
visto como un juego de recoleccio´n u optimizacio´n de recursos. En este contexto, una
IA normalmente se dirige a gestionar el comportamiento (es decir, el mecanismo de
toma de decisiones) de un jugador virtual (o sea,un jugador artificial que simula un
oponente humano). Este ge´nero en particular ofrece una amplia variedad de problemas
muy interesantes en el a´mbito de la investigacio´n de la IA, tales como la planificacio´n
de tareas y recursos en tiempo real teniendo en cuenta al adversario y la toma de deci-
siones con incertidumbre, entre otros. Precisamente por estas razones, los juegos RTS
han sido de los ma´s empleados como entornos de experimentacio´n en la investigacio´n
de nuevas te´cnicas de IA (Lara-Cabrera et al., 2013c).
A continuacio´n se resumen los objetivos principales que han guiado esta tesis.
1.1. Objetivos
Esta investigacio´n ha estado dirigida hacia el cumplimiento de cinco objetivos que
se describen seguidamente.
Estudiar las principales tendencias en la aplicacio´n de la IA en videojuegos, ha-
ciendo un resumen de los trabajos ma´s relevantes en esos temas y valorando cada
una de ellas segu´n nuestra propia percepcio´n. Este estudio servira´ para centrar la
investigacio´n en apoyar estas l´ıneas que son las que prometen guiar el desarrollo
de los videojuegos en el futuro pro´ximo.
Estudiar y analizar el estado del arte de la aplicacio´n de la Computacio´n Evolu-
tiva en la programacio´n de IA para videojuegos, haciendo e´nfasis en el uso de la
Coevolucio´n. Se analizaron muchos trabajos relacionados y esto permitio´ identi-
ficar aquellas l´ıneas de investigacio´n que estaban abiertas a nuevas propuestas.
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Se constato´ que la Coevolucio´n ha sido ampliamente aplicada en la solucio´n de
problemas de optimizacio´n en videojuegos y ha mostrado resultados exitosos. Sin
embargo, tambie´n es cierto que, la dina´mica que genera un proceso coevolutivo ha
motivado varias investigaciones para determinar los factores que a veces desatan
el caos en estos modelos. Estos factores tambie´n son parte de nuestro estudio de
campo.
Analizar el comportamiento de los me´todos de archivos en los modelos coevolu-
tivos competitivos. Posteriormente, y partiendo de este ana´lisis, nuestro objetivo
es mejorar las propuestas existentes. Para ello nos planteamos disen˜ar e imple-
mentar algoritmos novedosos que logren optimizar su funcionamiento en ciclos
coevolutivos cuyo fin es la generacio´n de estrategias de IA para videojuegos RTS.
En este punto de la tesis, y una vez alcanzados los objetivos anteriores, nos
planteamos el abrir nuevas l´ıneas de investigacio´n y romper barreras existentes en
la generacio´n procedural/automa´tica de contenidos en videojuegos. Una de estas
barreras establece que la PCG debe ser usada para generar un tipo de contenido
espec´ıfico en los videojuegos (normalmente las estrategias de comportamiento
de los bots o el disen˜o de otro tipo de recursos en el juego tales como mapas
o armas). Nosotros hemos ido un paso ma´s alla´ y proponemos el disen˜o de un
modelo coevolutivo competitivo totalmente novedoso que permite la generacio´n
automa´tica y simulta´nea de estrategias de IA y contenido para videojuegos. El
objetivo que nos establecimos consist´ıa en disen˜ar esta propuesta e implementarla
para validar su viabilidad.
Desarrollar experimentos sobre juegos RTS con el objetivo de analizar y evaluar
los resultados de los algoritmos disen˜ados, apoya´ndonos en me´todos estad´ısticos
que nos permitan extraer conclusiones serias y generales sobre esta investigacio´n.
Queremos subrayar que todos los algoritmos disen˜ados en esta tesis son completa-
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mente novedosos y suponen pues una contribucio´n a la comunidad cient´ıfica de la apli-
cacio´n de te´cnicas de inteligencia computacional/artificial en los videojuegos. Algunos
de ellos, como ya hemos mencionado anteriormente, abren nuevas l´ıneas de investiga-
cio´n dirigidas a la generacio´n automa´tica (o procedural) y paralela de contenido de
distintas naturaleza para los videojuegos. En este sentido, no pretendemos reemplazar
al artista gra´fico, al programador o al disen˜ador, sino que nuestro enfoque consiste en
proporcionales una herramienta que les facilite su labor o pueda inspirarles.
1.2. Contribuciones
Las primeras contribuciones de esta investigacio´n se exponen en los Cap´ıtulos 2 y
3. Ambos proporcionan un ana´lisis con cierto detalle de la Coevolucio´n como te´cnica
de optimizacio´n y su aplicacio´n en el universo del desarrollo de videojuegos para la
generacio´n automa´tica de contenido.
El Cap´ıtulo 4 inicia la descripcio´n de nuestras propuestas de algoritmos que usan
la Coevolucio´n Competitiva (CC) como mecanismo de auto-aprendizaje. El aporte
principal de esta parte de la memoria es el ana´lisis que se hace del funcionamiento de
los algoritmos CC para la generacio´n de estrategias de IA en dos juegos de tipo RTS;
y de forma ma´s particular el estudio de la eficiencia y la eficacia que puede aportar un
mecanismo de manejo de memoria a largo plazo dentro del ciclo coevolutivo.
Por otra parte, en el Cap´ıtulo 5 se definira´ un nuevo modelo CC el cual es un
intento de implementar la coevolucio´n interespec´ıfica, es decir, entre especies distintas
(salvando las distancia con los procesos coevolutivos que ocurren en la naturaleza). En e´l
se manejara´n (dos) especies que son intr´ınsecamente diferentes (respecto a la naturaleza
de sus dominios). Una de ellas agrupa a los individuos de tipo bot cuya codificacio´n
se corresponde con la de una estrategia de comportamiento para guiar a un jugador
virtual y el otro conjunto representa el contenido del juego (que podr´ıan ser mapas o
niveles, por ejemplo). No´tese que la relacio´n entre las poblaciones mencionadas (es decir,
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bots y contenido) no se asemeja con el contexto t´ıpico de dos especies competidoras
como depredador-presa o para´sito-hue´sped, en la que el fitness de cada individuo esta´
directamente relacionado con el de su competidor y en el cual, de forma natural, una
mejora en un individuo supone empeorar a su competidor y viceversa (Floreano et al.,
1998). Por lo tanto, la manera en que se va a establecer la competicio´n entre el contenido
del juego y los jugadores virtuales supone un reto importante en esta propuesta y hace
que sea novedosa en el campo de la IA para juegos.
El principal aporte de este modelo es la capacidad de permitir la generacio´n de IA
para juegos (es decir, estrategias de juego que rigen el comportamiento de los jugadores
virtuales), y a la misma vez, crear contenido que se adapte dina´micamente para alcanzar
objetivos espec´ıficos de disen˜o. Imaginemos, por ejemplo, un mapa/nivel que se adapta
para favorecer a los jugadores novatos frente a los ma´s experimentados, de manera
que todos ellos puedan disfrutar de la partida (es decir, que la experiencia de juego
no resulte ni demasiado fa´cil para el jugador habilidoso, ni muy dif´ıcil para los menos
experimentados). Desde la perspectiva del disen˜ador, nuestra propuesta puede ser vista
como un mecanismo para la adaptacio´n dina´mica del juego de acuerdo con el perfil de
un jugador espec´ıfico a trave´s de PCG. Hasta lo que nuestro conocimiento alcanza, esta
es la primera vez que un algoritmo permite generar de forma automa´tica el contenido de
un juego y sus estrategias de IA simulta´neamente; y consideramos que esto constituye
un paso importante hacia la creacio´n de juegos completos a nivel de disen˜o mediante
procedimientos algor´ıtmicos.
Es importante destacar que nuestro sistema coevolutivo ha sido disen˜ado con un
enfoque gene´rico que lo hace aplicable a cualquier ge´nero de juego que promueva la
competicio´n entre los jugadores. En el Cap´ıtulo 5 se explicara´ una prueba de concepto
que fue realizada para demostrar la viabilidad de la propuesta, usando un juego RTS
como entorno experimental. Adicionalmente se podra´ comprobar que es posible generar
contenido del juego que se adapte a objetivos espec´ıficos de disen˜o, adema´s de estra-
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tegias de IA capaces de vencer a algunos de los mejores bots descritos en la literatura
cient´ıfica para el juego de prueba empleado.
Otra de las contribuciones adicionales de esta investigacio´n se explica en el Ape´ndice
A. Se trata de un videojuego que ha sido creado en el marco de esta investigacio´n. Su
nombre es Eryna (Nogueira et al., 2014b), y consiste en una herramienta de apoyo a la
investigacio´n, similar a las que existen en la literatura cient´ıfica (y que sera´n discutidas
en el Cap´ıtulo 3). Su principal distincio´n es que en ella se han integrado mo´dulos que
facilitan la aplicacio´n de algoritmos que esta´n en sinton´ıa con las nuevas tendencias de
la IA aplicada a videojuegos.
Esta herramienta se ha descrito en un ape´ndice para diferenciarla claramente de
nuestras propuestas algor´ıtmicas desarrolladas a lo largo de la tesis. Eryna no ha sido
publicitada (a nivel cient´ıfico) de forma internacional aunque lo sera´ con posterioridad
a la defensa de esta tesis. Esta razo´n tambie´n contribuye a que la presentemos en un
ape´ndice y no en el texto principal. No obstante, queremos remarcar que ha supuesto
un duro trabajo de disen˜o e implementacio´n.
A continuacio´n se resumen las principales contribuciones de la tesis.
Definicio´n de un modelo Coevolutivo Competitivo (CC) que optimiza el uso de
los me´todos de archivo tradicionales de la Coevolucio´n.
Disen˜o de dos me´tricas basadas en el control de la diversidad y la calidad que
pueden ser aplicadas a cualquier algoritmo CC que utilice me´todos de archivos.
Disen˜o e implementacio´n de un algoritmo coevolutivo novedoso que aplica las
me´tricas antes mencionadas desde tres enfoques distintos y que permite generar
estrategias de IA en videojuegos de tipo RTS.
Disen˜o e implementacio´n de un modelo coevolutivo nuevo que permite la genera-
cio´n automa´tica y simulta´nea de estrategias de IA y contenidos para videojuegos.
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Este es la contribucio´n ma´s novedosa de esta tesis pues, segu´n nuestros conoci-
mientos, es la primera vez que se logra la generacio´n simulta´nea de contenidos de
distinta naturaleza.
Disen˜o e implementacio´n de un videojuego que servira´ de apoyo a la investigacio´n
de las nuevas tendencias de la IA aplicada a videojuegos; y en especial de las
te´cnicas de PCG que permitira´n en un futuro la generacio´n completa de un
videojuego a nivel de disen˜o.
Como resultado del proceso de divulgacio´n cient´ıfica de esta investigacio´n, se han
publicado varios art´ıculos en revistas y congresos especializados, tanto en Espan˜a como
a nivel internacional. Los detalles se muestran a continuacio´n.
1.3. Publicaciones que avalan esta investigacio´n
1.3.1. Revistas indexadas en el Journal Citation Report (JCR)
1. Mariela Nogueira Collazo, Carlos Cotta, Antonio J. Ferna´ndez: Virtual player de-
sign using self-learning via competitive coevolutionary algorithms. Natural Com-
puting. Springer Berlin/Heidelberg. Volumen 13(2) (2014), p. 131-144. Factor Im-
pacto 0.757, Ranking 96/123 (Computer Science, Artificial Intelligence), 65/102
(Computer Science, Theory & Methods), Tercil T2, Cuartil Q3.
2. Mariela Nogueira Collazo, Carlos Cotta, Antonio J. Ferna´ndez: Competitive Al-
gorithms for Coevolving Both Game Content and AI. A Case Study: Planet
Wars. IEEE Transactions on Computational Intelligence and AI in Games, Vo-
lumen 8(4) (2016), p. 325-337. Factor Impacto 1,00, Ranking 53/106 (Computer
Science, Sorftware Engineering), Tercil T2, Cuartil Q2.
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1.3.2. Revista indexada en el Emerging Sources Citation Index
1. Rau´l Lara-Cabrera, Mariela Nogueira Collazo, Carlos Cotta, Antonio J.
Ferna´ndez Leiva: Procedural Content Generation for Real-Time Strategy Ga-
mes. International Journal of Interactive Multimedia and Artificial Intelligence
(IJIMAI) Volumen 3(2) (2015), p. 40-48.
1.3.3. Congresos internacionales
1. Mariela Nogueira Collazo, Carlos Cotta: Aplicacio´n de algoritmos gene´ticos
coevolutivos en la programacio´n de videojuegos de estrategia. V Congreso Inter-
nacional de Tecnolog´ıas, Contenidos Multimedia y Realidad Virtual (Informa´tica
2011), ISBN: 978-959-7213-01-7, La Habana, Cuba, Febrero 2011.
2. Mariela Nogueira Collazo, Carlos Cotta, Antonio J. Ferna´ndez Leiva: On Mo-
deling, Evaluating and Increasing Players’ Satisfaction Quantitatively: Steps to-
wards a Taxonomy. Applications of Evolutionary Computation - EvoApplications
2012 (EvoGames). Springer, Lecture Notes in Computer Science, Vol. 7248, p.
245-254, Ma´laga, Espan˜a, Abril 2012.
3. Mariela Nogueira, Juan M. Ga´lvez, Carlos Cotta, Antonio J. Ferna´ndez-Leiva:
Hall of Fame based competitive coevolutionary algorithms for optimizing oppo-
nent strategies in a new RTS game. 13th annual European Conference on Simu-
lation and AI in Computer Games (GAMEON’2012), Eurosis, p. 71-78, Ma´laga,
Espan˜a, Noviembre 2012.
4. Mariela Nogueira Collazo, Carlos Cotta, Antonio J. Ferna´ndez Leiva: An Analy-
sis of Hall-of-Fame Strategies in Competitive Coevolutionary Algorithms for Self-
Learning in RTS Games. Learning and Intelligent Optimization - 7th Internatio-
nal Conference (LION). Springer, Lecture Notes in Computer Science, Vol. 7997,




1. Mariela Nogueira Collazo, Carlos Cotta, y Antonio J. Ferna´ndez-Leiva: Apuntes
del estudio sobre modelado, evaluacio´n e incremento de la satisfaccio´n del jugador.
VIII Congreso Espan˜ol de Metaheur´ısticas, Algoritmos Evolutivos y Bioinspirados
(MAEB 2012), Albacete, Espan˜a, p. 699-705, Febrero 2012.
2. Mariela Nogueira Collazo, Antonio J. Ferna´ndez Leiva, Carlos Cotta Porras: Ery-
na: una herramienta de apoyo a la revolucio´n de los videojuegos. Primer Congreso
de la Sociedad Espan˜ola para el Videojuego (CoSECivi 2014), CEUR Workshop
Proceedings, Vol. 1196 p. 173-184, Barcelona, Espan˜a, Junio 2014.
3. R. Lara-Cabrera, M. Nogueira, C. Cotta, y A. J. Ferna´ndez-Leiva, Optimizacio´n
en videojuegos: retos para la comunidad cient´ıfica. X Congreso Espan˜ol de Me-
taheur´ısticas, Algoritmos Evolutivos y Bioinspirados (MAEB 2015), p. 463-470,
Me´rida, Espan˜a, Febrero 2015.
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1.4. Estructura de la memoria
Esta memoria se ha organizado de la siguiente manera. Despue´s de este cap´ıtulo
introductorio le sigue el Cap´ıtulo 2 que esta´ enfocado a explicar el marco teo´rico de
los principales conceptos que esta´n relacionados con la Computacio´n Evolutiva y la
Coevolucio´n. El Cap´ıtulo 3 describe brevemente los trabajos relacionados con nuestra
investigacio´n mediante un ana´lisis del estado del arte de la aplicacio´n de la IA en
videojuegos. Posteriormente, se da paso a los dos cap´ıtulos que muestran las propuestas
de algoritmos realizadas en esta investigacio´n y ma´s tarde, se resumen las conclusiones
del trabajo en el Cap´ıtulo 6. Luego se incluye un ape´ndice en el cual se describe el





Look deep into nature, and then
you will understand everything better.
Albert Einstein
La Computacio´n Evolutiva (CE) puede considerarse ma´s como una estrategia de
resolucio´n de problemas que como una herramienta de talla u´nica (Ba¨ck et al., 1997;
Michalewicz y Fogel, 2004). Del mismo modo que la naturaleza selecciona las especies
mejor adaptadas para perdurar y reproducirse, la CE intenta imitar el proceso biolo´gico
de la evolucio´n con el fin de resolver un problema dado (Fogel y Michalewicz, 2001).
Enfoca sus mecanismos resolutivos en la simulacio´n de la seleccio´n natural y la evolucio´n
de las especies como un proceso de aprendizaje mediante el cual los individuos adquieren
distintas caracter´ısticas y se vuelven ma´s aptos para sobrevivir.
Ha pasado ma´s de medio siglo desde los primeros trabajos cient´ıficos publicados
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en este campo. Uno de los pioneros en abordar el tema fue Alan M. Turing quien
hac´ıa referencia a una conexio´n entre la evolucio´n y el aprendizaje automa´tico en un
art´ıculo publicado a mediados del siglo XX (Turing, 1950). A finales de la de´cada
del 50 y principios de los an˜os 60 se comenzaron a publicar los primeros resultados
prometedores (Friedberg, 1958; Barricelli, 1962). El auge de la investigacio´n cient´ıfica
en este campo no se ha hecho esperar, numerosos trabajos han sido publicados y se
han ido distinguiendo distintos campos de aplicacio´n. En este cap´ıtulo se explicara´n los
Algoritmos Evolutivos, sus bases biolo´gicas y el esquema ba´sico de su funcionamiento.
Tambie´n se abordara´n las principales ramas de investigacio´n que han surgido en el
campo de la CE. Y la u´ltima seccio´n estara´ dedicada a la Coevolucio´n como un enfoque
muy interesante dentro la CE y en el cual se centra todo el trabajo investigativo que
se expone en esta memoria.
2.1. Bases teo´ricas
2.1.1. Conceptos y bases biolo´gicas de los Algoritmos Evolutivos
La teor´ıa evolutiva propuesta por Charles Darwin ha generado desde sus inicios
una amplia pole´mica entre los estudiosos del tema, y de ah´ı que haya continuado
siendo objeto de muchas investigaciones posteriores. La combinacio´n de dicha teor´ıa
con otros planteamientos como el del Seleccionismo de August Weismann, la Herencia
de caracteres de Gregor Mendel entre otros, ha devenido en lo que se conoce como
el paradigma Neo-Darwiniano. Esta teor´ıa afirma que la historia de la gran mayor´ıa
de la vida en nuestro planeta puede ser explicada a trave´s de una serie de procesos
estad´ısticos que actu´an sobre y dentro de las poblaciones y especies (Rose, 1990): la
reproduccio´n, mutacio´n, competencia y seleccio´n.
En general, se les conoce como Algoritmos Evolutivos (AEs) (Ba¨ck y Hoffmeister,
1991) a los me´todos de bu´squeda y optimizacio´n que se basan en los paradigmas de la
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evolucio´n natural. Si se analizan desde un punto de vista matema´tico, los AEs son me´to-
dos nume´ricos que permiten explorar un espacio de bu´squeda y obtener soluciones cuyo
desempen˜o estara´ lo ma´s cerca posible de un valor o´ptimo predefinido. Computacional-
mente hablando, estos algoritmos son programas informa´ticos cuya implementacio´n se
basa en un modelo iterativo que va evolucionando un conjunto de posibles soluciones
y seleccionando las ma´s adecuadas segu´n criterios de calidad definidos previamente.
De la misma forma que en la naturaleza la evolucio´n y la seleccio´n natural van fomen-
tando la aparicio´n de individuos mejor adaptados, los AEs encaminan su proceso de
bu´squeda hacia el hallazgo de soluciones evolucionadas que este´n lo ma´s cerca posible
a un prototipo o´ptimo.
Se puede resumir que un AE esta´ compuesto por:
Un conjunto de individuos que representan la solucio´n que se pretender encontrar,
y que es la imitacio´n directa de una poblacio´n real de la naturaleza.
Un mecanismo de seleccio´n que permita escoger quie´nes son los individuos ma´s
aptos que van a reproducirse y sobrevivir de una generacio´n a otra.
Mecanismos de cambios que son los que permitira´n simular el proceso de trans-
formacio´n constante que ocurre en la evolucio´n biolo´gica y que da lugar a nuevos
individuos mejor adaptados.
Una explicacio´n ma´s detallada de co´mo los AEs simulan la evolucio´n biolo´gica sera´
suministrada en los que resta de esta seccio´n. Comencemos por ver a continuacio´n el
esquema ba´sico de funcionamiento de estos algoritmos.
Esquema ba´sico
El esquema ba´sico de funcionamiento de un AE se describe en pseudolenguaje
en el Algoritmo 1. No´tese que como se mencionaba anteriormente en esta seccio´n, el
punto de partida es un conjunto de individuos que forman la poblacio´n. Ma´s adelante
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se explicara´n las pautas fundamentales de la definicio´n y representacio´n de dichos
individuos. En la primera l´ınea del Algoritmo 1 se inicializa un contador que permitira´
controlar el nu´mero de generaciones que se creara´n a partir de la poblacio´n inicial.
La definicio´n de la poblacio´n es el segundo paso expuesto en el esquema, se puede
hacer de forma aleatoria, o emplear un mecanismo particular para la generacio´n de
los individuos, no existe una fo´rmula preestablecida. En la L´ınea 3 se da inicio al
ciclo evolutivo en el cual se ira´ transformando la poblacio´n mientras no se cumpla la
condicio´n de parada, que puede estar determinada por un valor ma´ximo de generaciones
o un umbral de calidad de los individuos evolucionados.
Para llevar a cabo el proceso de evaluacio´n, es necesario definir una funcio´n ma-
tema´tica que permita calcular para cada individuo la proximidad de dicha solucio´n al
o´ptimo, este valor se conoce como fitness. Luego de la evaluacio´n se procede a elegir
los individuos que van a reproducirse para generar la siguiente generacio´n, esta re-
produccio´n se lleva a cabo simulando los mecanismos de recombinacio´n gene´tica que
ocurren en la vida real como el cruce y la mutacio´n. Existen muchos me´todos de cru-
ce predefinidos que se pueden aplicar o tambie´n se puede definir alguno particular
dependiendo de las caracter´ısticas del problema simulado. Tambie´n se suelen utilizar
me´todos de mutacio´n para provocar au´n ma´s cambios en los descendientes que se van
creando. Por u´ltimo, los nuevos individuos se van insertando en la poblacio´n original,
bien sustituye´ndola por completo o mezclando individuos de una y otra generacio´n, a
este proceso de le conoce como reemplazo.
Codificacio´n de la solucio´n
En un AE los individuos de la poblacio´n representan las posibles soluciones o los
candidatos potenciales a formar parte del conjunto solucio´n del problema de optimi-
zacio´n planteado. Es por esto que la forma de codificar dichas soluciones o candidatos
depende en gran medida del problema en cuestio´n. Dicha codificacio´n es un aspecto
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Algoritmo 1: Esquema ba´sico de un Algoritmo Evolutivo
1 i← 0; // Contador de generaciones
2 pop[i]← Inicializar(); // Se inicializa la poblacio´n en la iteracio´n i
3 while NOT CriterioParada do
4 Evaluar (pop[i]); // Evaluacio´n de la poblacio´n en la generacio´n i
5 pop′[i]← SeleccionarProgenitores (pop[i]);
6 pop′′[i]← AplicarV ariaciones (pop′[i]); // Aplicar operadores
gene´ticos
7 Evaluar (pop′′[i]);
8 pop[i+ 1]← AplicarReemplazo (pop[i], pop′′[i]);
9 i← i+ 1;
10 end while
muy importante para el e´xito del proceso, pues de e´l depende que las soluciones obteni-
das contemplen todos los requisitos del problema real que se pretende resolver. Algunos
de los conceptos principales que hay que tener en cuenta para definir la codificacio´n
son (Ba¨ck, 1996):
Cromosoma o genotipo: se trata de una cadena codificada (nu´meros binarios,
valores enteros, flotantes, etc.) que representa los para´metros del problema plan-
teado.
Individuo: uno o ma´s cromosomas que tienen asociados un valor de fitness, re-
presenta un posible candidato a ser una solucio´n del problema.
Gen: la versio´n codificada de cada para´metro del problema a resolver, en su
conjunto forman la cadena del cromosoma.
Alelo: es cada uno de los valores del gen.
Fenotipo: suele asociarse al valor de fitness del genotipo, representa la expresio´n
del genotipo en su entorno.
En la Figura 2.1 se ha empleado una codificacio´n binaria. Cada gen representara´
una caracter´ıstica o para´metro de la posible solucio´n y el nu´mero binario que le sea
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Figura 2.1: Estructura gene´tica de un individuo en un AE
asignado indicar´ıa su valor a la hora de evaluar mediante la funcio´n del fitness la
calidad de dicha solucio´n. La codificacio´n, al igual que la funcio´n de evaluacio´n, son dos
elementos muy importantes del algoritmo y deben ser definidas con mucha precisio´n
para que puedan representar correctamente todo el alcance del problema planteado
y permitan al algoritmo explorar sobre un espacio de bu´squeda que tenga una alta
probabilidad de contener una solucio´n que al menos este´ cercana al o´ptimo deseado.
Taman˜o de la poblacio´n
No existe una regla general para definir el taman˜o de la poblacio´n, el valor que se
escoja debe de ser suficiente para garantizar la diversidad de las soluciones y permitir
la explotacio´n del espacio de bu´squeda. Hay investigadores que afirman que un taman˜o
“pequen˜o” de la poblacio´n podr´ıa guiar la bu´squeda del algoritmo hacia soluciones
pobres (Pelikan et al., 2000) y que un taman˜o de poblacio´n “grande” podr´ıa hacer que
el algoritmo aumentara sustancialmente el tiempo de ca´lculo en la bu´squeda de un
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solucio´n (Lobo y Goldberg, 2004). En la pra´ctica este valor puede llegar a ser dif´ıcil
de estimar y depende mucho de cada problema en particular, es por eso que quiza´s el
me´todo ma´s comu´n para definir el taman˜o la poblacio´n inicial es el me´todo emp´ırico
(Eiben et al., 1999) en el que el algoritmo es probado con varios taman˜os de poblaciones
y el que da mejores resultados es el que se escoge.
De forma general, la configuracio´n de los para´metros de un AE ha sido objeto de
una amplia investigacio´n por la comunidad cient´ıfica. Se ha prestado especial atencio´n
al auto-ajuste de estos valores dentro del funcionamiento del propio algoritmo (Eiben
et al., 2004; Eiben et al., 1999) como una alternativa a la eleccio´n de valores esta´ticos.
Para el caso particular de la cantidad de individuos, no hay duda de que existe una
relacio´n muy clara con la eficiencia del algoritmo, pues este para´metro es directamente
proporcional al consumo computacional que demanda la fase de evaluacio´n. As´ı, si
el nu´mero de generaciones es constantes y tenemos un AE generacional, cuantos ma´s
individuos hayan, ma´s evaluaciones se tendra´n que hacer. Y este es un punto importante
que tambie´n se tiene en cuenta a la hora de definir el taman˜o de la poblacio´n.
Poblacio´n inicial
La generacio´n de la poblacio´n inicial de un AE suele plantearse a partir de un me-
canismo aleatorio que crea los individuos con la codificacio´n que haya sido previamente
disen˜ada. La idea es que todos los individuos de la poblacio´n compitan en igualdad de
condiciones y que se inicie la bu´squeda con un conjunto de individuos diversos. Una
vez generada la poblacio´n inicial, en algunos problemas, se puede realizar una criba de
individuos no factibles. Este tratamiento implica la regeneracio´n de aquellos individuos
cuyas caracter´ısticas los conviertan en no va´lidos para resolver el problema.
Hay estudios que plantean que si la poblacio´n inicial es buena el algoritmo tiene
mayores posibilidades de encontrar una buena solucio´n (Burke et al., 2004), y por
otra parte si el conjunto inicial de individuos no es lo suficientemente bueno, entonces
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sera´ dif´ıcil obtener un proceso de bu´squeda exitoso (Lobo y Lima, 2005). Algunos
autores sugieren que la diversidad es fundamental para garantizar el buen desempen˜o
del algoritmo y evita la convergencia prematura hacia o´ptimos locales (Leung et al.,
1997).
Funcio´n de evaluacio´n
No hay duda de que uno de los elementos claves del algoritmo es la funcio´n que
permite calcular el fitness de un individuo. Ese valor indica el grado de adaptacio´n al
medio, que es a su vez la calidad de la solucio´n representada. La evaluacio´n se podr´ıa
calificar como el eje principal del proceso evolutivo pues representa la heur´ıstica que va
guiando la bu´squeda hacia la solucio´n del problema. Su definicio´n puede ser un trabajo
complejo pues se tienen que incluir en ella todos los factores que determinan el nivel de
adecuacio´n de un individuo en su entorno, y podr´ıan no ser pocos; incluso, algunos son
complicados de cuantificar con un valor objetivo y hay estudios que proponen incluir
criterios subjetivos en los procedimientos de evaluacio´n (Watson et al., 2001).
La funcio´n de evaluacio´n debe ser capaz de penalizar a aquellos individuos que
representen soluciones no factibles. Tambie´n es conveniente que para dos individuos
que se encuentren cercanos en el espacio de bu´squeda, sus respectivos valores en las
funciones objetivo este´n pro´ximos. A la hora de simular un problema de optimizacio´n,
es muy usual encontrarse con casos en los que existen varios criterios para determinar
la calidad de las soluciones e incluso, algunos de ellos son divergentes entre s´ı. En estos
casos es conveniente utilizar el enfoque multiobjetivo que nos aportan los conocidos
Algoritmos Evolutivos Multiobjetivos (Zitzler y Thiele, 1999).
Seleccio´n
Despue´s de realizado el proceso de evaluacio´n, viene la etapa de seleccionar a los
individuos que se van a reproducir para generar la poblacio´n descendiente. El valor
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de fitness es el que rige el proceso selectivo, el objetivo es que aquellos individuos
que obtuvieron un mejor resultado tengan mayor probabilidad de ser elegidos, para
que sus caracter´ısticas sean heredadas y mejoradas por la descendencia. Existen varios
me´todos ya definidos para llevar a cabo la seleccio´n, se podr´ıa afirmar que dos de los
ma´s utilizados (Sarma y Jong, 1997) son:
Seleccio´n por ruleta: es un me´todo en el que la probabilidad de que un individuo
sea seleccionado es proporcional a su ventaja de fitness respecto al resto de los
miembros de la poblacio´n.
Seleccio´n por torneo: se eligen subgrupos de individuos, los miembros de cada
subgrupo compiten entre ellos y so´lo se selecciona un individuo de cada uno.
Me´todos de cambio
Los AEs utilizan mecanismos de transformacio´n para generar nuevos individuos a
partir de los anteriores. Segu´n el tipo de algoritmo (se especificara´n en la Seccio´n 2.1.2),
se aplicara´n los me´todos de cambios ma´s adecuados. Dichos me´todos esta´n inspirados
en dos procesos que ocurren en la naturaleza: la recombinacio´n gene´tica o cruce y la
mutacio´n. El operador de recombinacio´n crea n descendientes a partir de p padres,
aunque normalmente se cruza una pareja de progenitores para producir uno o dos
descendientes. El cruce se basa en combinar la informacio´n gene´tica de los padres,
intercambiando genes entre ellos, en este proceso interviene un para´metro conocido
como la tasa de recombinacio´n pc que indica la probabilidad de cruce en el algoritmo.
Por otra parte, la mutacio´n, tambie´n tiene como objetivo variar la informacio´n
gene´tica de los cromosomas, se basa en alterar el valor de uno o varios de los genes. Del
mismo modo que sucede en la naturaleza, esas alteraciones gene´ticas pueden dar lugar
a mejoras muy interesantes o a consecuencias especialmente graves en los individuos
mutados. Es por eso que este me´todo de variacio´n se debe usar de forma cautelosa.
No obstante, en el contexto de los AEs, es muy usual emplearlo para fomentar la
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diversidad en la poblacio´n de individuos y ampliar el alcance de la exploracio´n del
espacio de bu´squeda.
Tanto para la recombinacio´n gene´tica como para la mutacio´n, existen varios me´to-
dos ya definidos en la literatura que se pueden utilizar segu´n convenga, o tambie´n se
puede innovar creando un me´todo propio que se ajuste mejor a la codificacio´n disen˜ada.
La mayor´ıa de las librer´ıas evolutivas (por ejemplo, JGap1, ECJ 2, Mallba3) que esta´n
disponibles para facilitar la programacio´n de AEs en diferentes lenguajes incluyen los
operadores de cambios ma´s utilizados.
Mecanismo de reemplazo
Luego de aplicar los me´todos de cambio sobre la poblacio´n seleccionada se emplea
algu´n mecanismo de reemplazo que permita obtener una u´nica poblacio´n (que sera´
la que sobreviva a la nueva generacio´n) a partir de la poblacio´n inicial (o poblacio´n
de padres) y la nueva (poblacio´n de hijos). Para llevar a cabo el reemplazo existen
varios criterios definidos en la literatura cient´ıfica, y se aplican uno u otro segu´n las
necesidades del algoritmo que estemos implementando. Los nuevos individuos se pueden
ir insertando en la poblacio´n original, bien sustituye´ndola por completo o mezclando
individuos de una y otra generacio´n.
En los modelos generacionales, la nueva poblacio´n reemplaza a la anterior, de esta
manera, en cada iteracio´n se trabaja con una poblacio´n nueva. Por su parte, los modelos
estacionarios conservan individuos de la poblacio´n padre. Para esto es usual aplicar
Elitismo, lo cual consiste en mantener a los mejores individuos en esa poblacio´n original.
Como ejemplos de los me´todos que existen para los modelos estacionarios tenemos el
enfoque de “Reemplazar al peor de la poblacio´n” (RW) y el “Torneo Restringido”
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2.1.2. Ramas de la Computacio´n Evolutiva
Anteriormente se explicaron de forma breve los principios de funcionamiento de los
AEs, los cuales proponen una meta´fora biolo´gica de la evolucio´n que es comu´n a todas
las te´cnicas que se agrupan dentro de la Computacio´n Evolutiva (CE). Son cuatro los
paradigmas cla´sicos que se distinguen dentro del campo de la CE: Programacio´n Evolu-
tiva (PE), Algoritmos Gene´ticos (AGs), Estrategias Evolutivas (EEs) y Programacio´n
Gene´tica (PE). En esta seccio´n se explican cada uno de ellos.
Programacio´n Evolutiva
Lawrence J. Fogel propuso en el an˜o 1966 la te´cnica denominada Programacio´n
Evolutiva (Fogel et al., 1966). Este paradigma enfatiza los nexos de comportamiento
entre padres e hijos, en vez de simular operadores gene´ticos espec´ıficos (como hacen
los AGs). La PE es una abstraccio´n de la evolucio´n al nivel de las especies, por lo
que no se requiere el uso de un operador de recombinacio´n (diferentes especies no
se pueden cruzar entre s´ı). La codificacio´n de la solucio´n se realiza usando nu´meros
reales. El esquema ba´sico de funcionamiento sigue las pautas principales de los AEs:
generar aleatoriamente una poblacio´n inicial; aplicar me´todos de transformacio´n en los
individuos (so´lo mutacio´n); se calcula el fitness de cada hijo y se aplican te´cnicas de
seleccio´n probabil´ıstica para determinar que´ individuos permanecera´n en la poblacio´n.
Algoritmos Gene´ticos
Estos algoritmos fueron definidos por Holland en los an˜os 60 (Holland, 1975) co-
mo una “abstraccio´n de la evolucio´n biolo´gica”. Su estrategia se basa en simular el
proceso de evolucio´n como una sucesio´n de frecuentes cambios en los genes, con solu-
ciones ana´logas a cromosomas. Las posibles soluciones del problema son representadas
mediante cadenas de caracteres y el espacio de soluciones posibles es explorado apli-
cando transformaciones a estas soluciones candidatas mediante cruce y mutacio´n. La
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recombinacio´n permite mezclar la informacio´n gene´tica de los padres y traspasarla a
los descendientes. Mientras que la mutacio´n introduce un cierto factor de innovacio´n
en la informacio´n de los individuos de la poblacio´n. Es usual que la poblacio´n inicial se
genere a partir de un mecanismo aleatorio y el proceso de bu´squeda se ejecuta mientras
no se cumpla una condicio´n de parada que suele ir enfocada a no superar un nu´mero
ma´ximo de evaluaciones o a alcanzar el umbral de calidad deseado.
En general son me´todos muy flexibles pues pueden adoptar con facilidad nuevas
ideas que surjan dentro del campo de la CE. Adema´s, se pueden combinar fa´cilmente
con otros paradigmas y enfoques, incluso con alguno que no tenga relacio´n con la CE.
Estrategias de Evolucio´n
Las EEs (Rechenberg, 1984) emplean vectores de nu´meros reales con desviaciones
esta´ndares para codificar las posibles soluciones. Utilizan recombinacio´n, mutacio´n y
seleccio´n que puede ser determinista o probabil´ıstica. Los operadores de recombinacio´n
pueden ser: sexuales, si el operador actu´a sobre 2 individuos elegidos aleatoriamente de
la poblacio´n de padres; o panmı´ticos, cuando se elige un solo padre al azar y se mantiene
fijo mientras se escoge al azar un segundo padre para cada componente de sus vectores.
En el proceso de bu´squeda se eliminan las peores soluciones de la poblacio´n y no genera
copia de aquellos individuos con un fitness por debajo del valor promedio.
Programacio´n Gene´tica
La base biolo´gica de la PG (Koza, 1993) es la misma que la de los AGs. La diferencia
entre una te´cnica y otra consiste en la forma de codificacio´n de los problemas, lo que
hace que su dominio de aplicacio´n sea mayor que el de los AGs. En PG los individuos
de la poblacio´n son programas de ordenador, la codificacio´n de la solucio´n se realiza en
forma de a´rbol, estableciendo una relacio´n de jerarqu´ıa entre los nodos de la estructura.
Para explorar el espacio de bu´squeda se emplean operadores de variacio´n como el cruce,
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la mutacio´n y la reproduccio´n sin cambios, adema´s de mecanismos de seleccio´n. Para
calcular el fitness de un individuo, se ejecuta ese programa en distintos contextos y se
comprueba co´mo de correcta es la salida en cada uno.
Otros tipos de Algoritmos Bioinspirados
Como se ha visto hasta el momento, la naturaleza ha inspirado a muchos investiga-
dores de dis´ımiles maneras. Adema´s de los AEs existen otras te´cnicas que esta´n tambie´n
inspiradas en procesos de la vida real y se usan como mecanismos de bu´squeda y op-
timizacio´n en diferentes contextos. Dentro de los ma´s conocidos esta´n los inspirados
en la inteligencia de enjambres (p.e. bandadas de aves, bancos de peces, colonias de
hormigas, etc.) como son los Algoritmos de Colonias de Hormigas (Dorigo, 1992), los
de Enjambres de Part´ıculas (Kennedy y Eberhart, 1995), los que simulan la Bu´squeda
de Alimento de las Bacterias (Das et al., 2009) y los inspirados en la Bu´squeda del
Cuckoo (Yang y Deb, 2009), por citar solo algunos.
Otros tipos de algoritmos se basan en simular el comportamiento conocido del ce-
rebro humano (principalmente el referido a las neuronas y sus conexiones), a estos
me´todos se les conoce como Redes Neuronales Artificiales (RNAs) (Dayhoff, 1990).
Existen varios tipos de RNAs, distinguidas principalmente por la topolog´ıa que em-
plean. En general, son me´todos complejos y el proceso de aprendizaje suele demandar
un coste computacional elevado. Entre sus ventajas principales resaltan la capacidad
de adaptacio´n y su tolerancia a fallos.
Nos hemos limitado a mencionar so´lo algunos casos de los me´todos bioinspirados
ma´s conocidos. Actualmente hay publicados alrededor de 40 algoritmos diferentes (Fis-
ter Jr. et al., 2013). Otras investigaciones exitosas han propuesto algoritmos h´ıbridos
que combinan dos o ma´s te´cnicas, las cuales pueden ser bioinspiradas o muy distintas
entre s´ı. Siguiendo la pista de la naturaleza como fuente de inspiracio´n infinita, en la
siguiente seccio´n se explicara´ otro de los me´todos inspirados en la teor´ıa de la evolucio´n
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y que ha sido objeto de estudio en esta tesis.
2.2. Coevolucio´n
John Thompson en su libro Mosaico Geogra´fico de la Coevolucio´n (Thompson,
2005) planteo´ que: la coevolucio´n es un cambio evolutivo rec´ıproco entre especies in-
teractuantes conducido por seleccio´n natural. Algunos investigadores aseguran que este
proceso de adaptacio´n mutua ha moldeado la red de la vida, dando como resultado un
mundo donde no so´lo existen millones de especies, sino tambie´n decenas de millones
de interacciones entre ellas, que hacen posible que se conserve la diversidad gene´tica
(Thompson, 2010). En la naturaleza un organismo no tiene un valor de fitness o ap-
titud per se sino que esta´ determinado por su nicho ambiental y la presencia de otros
individuos, ya sean de su misma especie o de otra. Entre los individuos pueden produ-
cirse interacciones positivas (p.e. simbiosis y mutualismo) o negativas (p.e. predacio´n
y parasitismo). Varios son los ejemplos estudiados por cient´ıficos que demuestran el
desarrollo coevolutivo que ha tenido y au´n tiene la vida en el planeta (Oyama, 1986;
Torres, 2009; Marquez et al., 2007; Ueda et al., 2008; Moran et al., 2008; Jousselin
et al., 2009).
Gran parte del trabajo en algoritmos coevolutivos se ha centrado en dos tipos
de interaccio´n: los sistemas de coevolucio´n cooperativa y los sistemas de Coevolucio´n
Competitiva (CC). En la primera los individuos interactu´an de forma simbio´tica. En
el modelo cooperativo se evoluciona un objeto complejo que ha sido descompuesto en
subcomponentes que coevolucionan, y el fitness esta´ determinado por el buen funciona-
miento con los otros subcomponentes en la produccio´n de una solucio´n completa. Varios
me´todos de colaboracio´n han sido disen˜ados para aplicarse en algoritmos coevolutivos-
cooperativos (Wiegand et al., 2001; Adamu y Phelps, 2010; Au y Leung, 2008) y au´n
se sigue investigando para lograr modelos ma´s eficaces.
Por otra parte, la coevolucio´n competitiva se refiere al proceso en el que las especies
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compiten entre s´ı para ganar fitness una a costa de la otra. Aqu´ı la aptitud de cada
individuo esta´ determinada por una serie de competiciones entre oponentes que pueden
ser de la misma especie o de especies diferentes. El objetivo es encaminar un proceso
al estilo de una carrera armamentista, donde las mejoras en unos individuos causen
nuevas mejoras en otros y viceversa. El enfoque competitivo ha despertado una amplia
actividad investigativa, temas como la seleccio´n de los oponentes y la evaluacio´n de
los individuos para diferentes dominios de aplicacio´n, han motivado un amplio ana´lisis
(Sims, 1994; Rosin y Belew, 1997b; Miconi y Channon, 2006; Togelius et al., 2007a).
2.2.1. Patolog´ıas ma´s frecuentes de los modelos coevolutivos.
Infelizmente no siempre un modelo coevolutivo logra buenos resultados, hay situa-
ciones en las que la “carrera armamentista” no interrumpe su curso de mejora incre-
mental, y otras en las que se ve frustrada parcial o completamente. Despue´s de muchas
investigaciones en este tema (Nolfi y Floreano, 1998; Ficici, 2004; Watson et al., 2001;
Jong y Pollack, 2004; Bucci y Pollack, 2003; de Jong et al., 2007; Ficici y Pollack, 2003;
Ficici, 2004; Miconi y Channon, 2006) se han identificado un conjunto de patolog´ıas
que son las causantes de la mayor´ıa de las afectaciones.
Existen dos factores claves que influyen directamente en el desempen˜o de los mode-
los coevolutivos, ellos son: los objetivos subyacentes, y el gradiente selectivo. El primero
se refiere a la existencia de un conjunto de capacidades que deben garantizarse con la
bu´squeda pero puede ocurrir que intentando optimizar una se afecte otra, lo cual aten-
ta contra la calidad del resultado, y por tanto exige que se tenga especial cuidado al
usarlo. El gradiente selectivo, tiene que ver con la informacio´n obtenida de la evalua-
cio´n, enmarca la habilidad de distinguir los individuos en base a su interaccio´n con
los dema´s, permitiendo identificar cua´les tienen un mejor desempen˜o. En este u´ltimo
factor el me´todo de evaluacio´n que se defina es determinante para guiar la bu´squeda.
A continuacio´n se explican las principales patolog´ıas coevolutivas documentadas en la
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bibliograf´ıa cient´ıfica.
Ciclos
A menudo las estrategias que se obtienen como fruto del proceso coevolutivo tienen
una relacio´n intransitiva, aunque en esto influye tambie´n la naturaleza del problema
tratado. Esta intransitividad impide asegurar que una estrategia sea mejor que su
predecesora porque haya logrado vencerla en la competencia, puede que e´sta so´lo sea
ma´s sofisticada y logre explotar las debilidades de su antecesora pero no constituya un
paso superior en la evolucio´n. De aqu´ı que, uno de los problemas que pueden aparecer
en un proceso coevolutivo son los llamados “ciclos”, estos se refieren a la recurrencia a
estrategias predecesoras que logran vencer a nuevas estrategias surgidas en el proceso.
Por ejemplo, se supone que existe una estrategia A que logra vencer a una B y luego
aparece una estrategia C que supera a esta B, despue´s se encuentra una D la cual es
superada por la A, entonces al ser A la ganadora volver´ıa a repetirse este conjunto
de estrategias una y otra vez. Aqu´ı se estancar´ıa la bu´squeda y el proceso quedar´ıa
frustrado. Esta patolog´ıa impone que se tenga especial cuidado en la transitividad
de las soluciones, se debe garantizar que exista realmente dicha relacio´n transitiva, y
contar con un me´todo de evaluacio´n que sea capaz de identificar cuando una estrategia
es completamente superior a otra.
Desencaje de la bu´squeda
Es causado por la pe´rdida del gradiente selectivo durante el proceso coevolutivo,
se puede dar el caso de que por ejemplo: no se logre distinguir entre las soluciones
pues todas parezcan buenas. Este problema puede provocar el estancamiento total
de la bu´squeda y hasta la deriva gene´tica de la(s) poblacio´n(es). Situaciones en las
que sea dif´ıcil de cuantificar una medida objetiva de fitness son vulnerables a esta
patolog´ıa. Tambie´n se corre el riego de padecerla cuando se pierde la diversidad entre
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los individuos de la poblacio´n, y sobre todo en el conjunto de oponentes que gu´ıan la
coevolucio´n.
Efecto de la Reina Roja
Se refiere a la posibilidad de que a pesar de un cambio evolutivo continuo, el fitness
de los individuos de una especie puede no variar debido a cambios en el ambiente. Si el
medio cambia, las especies se ven obligadas a cambiar tambie´n y por tanto ese cambio
puede que no represente una mejora de su aptitud sino que so´lo sea una necesidad de
adaptacio´n al entorno para garantizar la supervivencia en e´l. En un algoritmo coevo-
lutivo sucede que una solucio´n puede cambiar mucho pero no aumentar su tasa de
seleccio´n a causa de la evolucio´n de los competidores. Los nuevos individuos pueden
ser ma´s sofisticados pero no ma´s capaces que los individuos antiguos debido al nuevo
contexto. El efecto de la Reina Roja puede dificultar la distincio´n entre la dina´mica de
una “carrera armamentista” y la de un proceso c´ıclico causado por la intransitividad.
Fije´monos que para no ser v´ıctimas de esta patolog´ıa es necesario que el mecanismo
de evaluacio´n de la poblacio´n nos permita identificar si los nuevos individuos esta´n
siendo realmente peores que sus ancestros o simplemente se han tenido que enfrentar
a condiciones ma´s dif´ıciles de adaptacio´n que han hecho que su valor de fitness sea
inferior.
Sobreespecializacio´n
Muchas veces la naturaleza del proceso coevolutivo es multiobjetivo, es decir, la
solucio´n debe garantizar diferentes capacidades lo cual implica que hayan diferentes
objetivos a tener en cuenta en la bu´squeda. La mejora de una capacidad a veces im-
plica el empeoramiento de otra. Esto hace posible que se produzcan individuos que se
especializan en derrotar a ciertos tipos de oponentes para quienes exhibira´n un desem-
pen˜o o´ptimo, sin embargo para otros sera´n ineficientes. Aqu´ı las soluciones sera´n el
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resultado de un proceso de bu´squeda-aprendizaje incompleto donde so´lo se enfocaron
una parte de todo el conjunto de objetivos a cumplir. Esta ser´ıa una situacio´n t´ıpica
en la que se pueda generar un desencaje de la bu´squeda y hasta una pe´rdida extrema
de la diversidad en la poblacio´n.
A modo de resumen y tratando de relacionar estas patolog´ıas podemos decir que
el desencaje de la bu´squeda ocurre cuando hay pe´rdida del gradiente, y si este se
mantiene a escala evolutiva, puede dar lugar al estancamiento o deriva gene´tica de la(s)
poblacio´n(es). La deriva, por su parte, causa el olvido de caracter´ısticas (objetivos en la
bu´squeda) o la sobreespecializacio´n. Y tambie´n la oscilacio´n entre diferentes objetivos
puede producir ciclos que frustran completamente el proceso de bu´squeda. E´stas han
sido las patolog´ıas tratadas en la bibliograf´ıa consultada como las ma´s frecuentes entre
los modelos coevolutivos, su estudio nos da la medida de cua´ntos detalles hay que tener
presente a la hora de disen˜ar un algoritmo de este tipo. En la segunda parte de esta
seccio´n veremos algunos de los me´todos que han sido disen˜ados por los investigadores
para detectar y evitar estos fallos.
2.2.2. Remedios para combatir las patolog´ıas
La creacio´n de me´todos que permitan monitorizar el avance de un proceso coevo-
lutivo para identificar cua´ndo ha habido algu´n fallo en e´l, es una pra´ctica en la que
muchos investigadores se han enfocado. Esto ha ayudado en la lucha contra las pa-
tolog´ıas, pues permite definir bajo que´ condiciones son ma´s propensas a ocurrir, y a
partir de ello disen˜ar formas de evitarlas. No se puede asegurar que este´n descubiertas
todas las “curas” para los padecimientos de los modelos, pero s´ı se han obtenido varios
avances y au´n se continua la bu´squeda por obtener soluciones ma´s robustas.
Existen dos tendencias fundamentales en los algoritmos de monitorizacio´n, una es
la que basa su funcionamiento en determinar el desempen˜o evolutivo de la poblacio´n
desde un punto de vista general, la otra se enfoca en identificar los individuos ma´s so-
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fisticados y a partir de ellos marca el desarrollo evolutivo. Gran parte de estos me´todos
ofrecen informacio´n razonablemente completa sobre una carrera evolutiva, sin embar-
go ese resultado trae como consecuencia que se requieran muchas evaluaciones de los
individuos para poder trazar el progreso.
Uno de los primeros intentos por remediar las patolog´ıas de los modelos coevolutivos
fue propuesto por Rosin y Belew (Rosin y Belew, 1997a) en el an˜o 1997. Se trataba de
un me´todo de archivo llamado Salo´n de la Fama (HoF, por sus siglas en ingle´s: Hall
of Fame) que actu´a como un mecanismo de memoria a largo plazo en los algoritmos
CC para gestionar el conjunto histo´rico de campeones (o sea, los mejores individuos
obtenidos en cada ciclo coevolutivo) durante la evaluacio´n de los individuos. Otros
trabajos investigativos, como el publicado en (Ebner et al., 2010), se han enfocado en
el ana´lisis de la dina´mica de los procesos coevolutivos para identificar sus debilidades
y fortalezas. En este sentido tambie´n, en (Miconi, 2009) se describe la importancia
de los te´rminos superioridad y avance, para evitar fallos en el proceso de bu´squeda
coevolutivo. Ma´s recientemente los autores de (Samothrakis et al., 2013) utilizaron
diferentes algoritmos para generar jugadores artificiales y presentaron un conjunto de
mediciones para identificar los ciclos en una poblacio´n de individuos, y un algoritmo
que minimiza el efecto de los ciclos en un sistema coevolutivo para el juego Othello.
Son muchos los enfoques que han sido disen˜ados para combatir las patolog´ıas, cada
uno se especializa en una espec´ıfica o incluso, puede tratar varias. Esta´n los que luchan
contra el olvido de caracter´ısticas y se basan comu´nmente en distinguir los individuos
en las poblaciones para evitar el olvido de rasgos en la evolucio´n. En el tratamiento del
desencaje de la bu´squeda predomina la tendencia de mantener las soluciones subo´pti-
mas en la poblacio´n con la idea de conservar la diversidad de los individuos. Como ya se
ha comentado, existen los conocidos “me´todos de archivo” que se centran en preservar
durante varias generaciones los individuos que han mostrado un desempen˜o exitoso, el
objetivo es crear un conjunto de campeones que sera´ tomado como punto de referencia
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para evaluar las poblaciones que van surgiendo. En lo que sigue se explicara´n algunos
de estos “remedios”.
Me´todos de medicio´n del fitness
Con el fin de conservar la diversidad en un proceso de coevolucio´n competitiva, se
proponen diferentes formas de medir el fitness de los individuos. Una de ellas es el
me´todo de “Comparticio´n Competitiva del Fitness” (“Competitive Fitness Sharing”,
CFS, por sus siglas en ingle´s) (Rosin y Belew, 1997a), en el cual la puntuacio´n resul-
tante del enfrentamiento contra un oponente se normaliza dividiendo por la suma de
todas las puntuaciones obtenidas contra dicho rival. Esta´ tambie´n el “Fitness Basado
en Cobertura”(Juille y Pollack, 1996) que asigna la puntuacio´n comparando con los
resultados de otros miembros de la poblacio´n. Estos me´todos ofrecen una v´ıa justa
de medir la aptitud de un individuo, pues tienen en cuenta el resultado de los dema´s
miembros de la poblacio´n. Con el CFS se pueden identificar aquellos individuos que a
pesar de no haber tenido un destacado desempen˜o en la competencia, han sido capaces
de derrotar a otros que se mantuvieron invictos o casi invictos, y que posiblemente
pasar´ıan inadvertidos si se usara un me´todo tradicional de medicio´n. Es recomendable
en un modelo coevolutivo que la evaluacio´n de los individuos sea lo suficientemente
representativa del individuo en s´ı y del entorno que lo rodea, la propuesta del fitness
subjetivo hecha en (Watson et al., 2001) se corresponde con esta idea. Los me´todos de
medicio´n abordados en este pa´rrafo, no llegan a abarcar el concepto de fitness subjeti-
vo, ma´s bien se quedan siendo una medida objetiva de calidad, pero s´ı constituyen una
aproximacio´n a un concepto ma´s amplio de la evaluacio´n dentro de este plano objetivo.
Hall of Fame (HoF)
Propuesto en (Rosin y Belew, 1997a) es uno de los me´todos de archivo que resultan
u´tiles para mantener la presio´n de seleccio´n durante el proceso de bu´squeda, y para
34 Mariela Nogueira-Collazo
CAPI´TULO 2. COMPUTACIO´N EVOLUTIVA Y COEVOLUCIO´N
evitar el olvido de caracter´ısticas. Propone que el mejor individuo de cada generacio´n
sea preservado con el objetivo de usarlo en la evaluacio´n. Los individuos de la poblacio´n
evaluada son probados contra los oponentes actuales y contra una muestra de ese elenco
de la fama. De esta manera se evita la sobreespecializacio´n, pues el e´xito de los nuevos
miembros del salo´n depende de que estos este´n aptos para vencer a los viejos oponentes.
Esta te´cnica tambie´n puede ser usada para monitorizar el progreso coevolutivo, debido a
que permite hacer un seguimiento de la calidad de los nuevos individuos, compara´ndolos
con los miembros del Salo´n de la Fama. En dependencia del dominio tratado se puede
variar el criterio de seleccio´n de los miembros del salo´n, y as´ı ajustar la presio´n selectiva
y hasta el coste computacional. Por ejemplo, un posible ajuste de este me´todo puede
ser el de combinarlo con la filosof´ıa que se usa en el Torneo de Dominancia y hacer que
so´lo se incorporen al salo´n los individuos que logren vencer a todos los miembros que
ya esta´n en el elenco.
Memoria Nash
Fue definido en (Ficici y Pollack, 2003) esta´ basado en el principio del Equilibrio
de Nash. Su principal objetivo es evitar que ocurra la pe´rdida de caracter´ısticas du-
rante el proceso de bu´squeda. Para esto crea una coleccio´n de rasgos sobresalientes
descubiertos por la bu´squeda y la representa como una estrategia mixta, la cual debe
ir aproxima´ndose mono´tonamente a ser una estrategia que garantice el Equilibrio de
Nash (Nash, 1951). La memoria de estrategias debe manejar apropiadamente los ciclos
intransitivos. Este algoritmo esta´ estrechamente relacionado con la teor´ıa de juegos.
En investigaciones realizadas en (Ficici, 2004) se ha comparado su eficacia con la del
Torneo de Dominancia, los resultados han mostrado que la Memoria Nash logra una
mejor aproximacio´n a la solucio´n del problema. Las caracter´ısticas de este algoritmo
imponen la necesidad de conceptualizar el problema a tratar dentro del contexto de la
teor´ıa de juegos lo cual sera´ conveniente, en mayor o menor medida, dependiendo del
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dominio sobre el que se este´ trabajando.
Torneo Ma´ster
Fue propuesto como un me´todo de monitorizacio´n, se deriva del CIAO (Current In-
dividual vs. Ancestral Opponents)(Cliff y Miller, 1995). En el Torneo Ma´ster (Floreano
y Nolfi, 1997) el objetivo es medir el desempen˜o del mejor individuo de la generacio´n
enfrenta´ndolo diez veces contra los campeones de las anteriores generaciones, esto re-
quiere que las competiciones no sean deterministas y garanticen resultados diferentes.
De las competencias se conforma una gra´fica que muestra la capacidad de los campeo-
nes en cada generacio´n para derrotar a otros de generaciones previas, y a trave´s de
esto se deduce si hubo progreso en el proceso coevolutivo. Este me´todo puede generar
un alto coste computacional debido a su complejidad combinatoria.
Torneo de Dominancia
Definido en (Stanley y Miikkulainen, 2002) con fines de monitorizacio´n, se basa
en la filosof´ıa de que para dar seguimiento al progreso de una carrera coevolutiva se
deben identificar las estrategias dominantes. Para que un individuo sea catalogado
como dominante tiene que superar a todas la anteriores estrategias dominantes (que
a su vez han sido capaces de vencer a sus antecesores). El Torneo de Dominancia
suele ser computacionalmente menos costoso que el me´todo anteriormente visto, pues
la cantidad de estrategias dominantes es menor que el total de campeones de todas las
generaciones.
2.3. Conclusiones del cap´ıtulo
En este cap´ıtulo se han abordado los conceptos principales que definen el marco
teo´rico de esta tesis. Despue´s de este breve acercamiento a la CE no cabe duda de
que se trata de un campo verdaderamente fascinante que proviene de una fuente de
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inspiracio´n infinita como es la naturaleza. En los u´ltimos an˜os las metaheur´ısticas y en
particular los AEs han tenido un vertiginoso desarrollo. Cada an˜o se publican nuevos
resultados que abren otras l´ıneas de investigacio´n y fomentan las que ya existen. Si
tuvie´semos que definir una desventaja para los AEs podr´ıamos decir que en depen-
dencia del “afinamiento” que se le quiere dar al proceso de bu´squeda pueden llegar
a demandar un coste computacional elevado para encontrar soluciones o´ptimas o casi
o´ptimas. Es por eso que en el campo de los videojuegos, se suelen utilizar en etapas de
preprocesamiento, de forma que el tiempo de ejecucio´n de un algoritmo no influya en
la fluidez que demanda un sistema de tiempo real. Por otra parte, las ventajas de los
AEs radican principalmente en su capacidad de adaptacio´n a contextos muy diversos.
Tambie´n, a pesar de haber mencionado antes el tema de los costes computacionales,
el rendimiento de estos algoritmos comparados con el de me´todos exactos, a la hora
de resolver un problema complejo es muy superior. Los AEs son especialmente u´tiles
cuando nos encontramos con problemas dif´ıciles o altamente irresolubles.
La CE debe entenderse como un concepto general adaptable para la solucio´n de
problemas, especialmente adecuada para resolver problemas de optimizacio´n, en lugar
de una coleccio´n de algoritmos listos para usar (Ba¨ck et al., 1997). Y la Coevolucio´n,
como una rama de esta a´rea, es tambie´n un me´todo que destaca por su alto grado
de adaptabilidad. En pro´ximos cap´ıtulos se presentara´n diferentes enfoques que hemos
definido para explorar y explotar los modelos CC en el contexto de los videojuegos. Y





Inteligencia Artificial aplicada a
videojuegos
Artificial Intelligence is not a Man versus Machine saga;
it is in fact, Man with Machine synergy.
Sudipto Ghosh
El videojuego es un feno´meno social, cultural e industrial, que vive una grandiosa
expansio´n a nivel mundial, con ma´s de mil quinientos millones de jugadores que generan
un mercado global que supera los 90.000 millones de do´lares y que crece anualmente a
un ritmo de ma´s del 6 % (DEV, 2017). El mercado mundial de los videojuegos genero´
en 2015 unas ventas de 91.800 millones de do´lares, segu´n datos de Newzoo (Warman,
2016). Esta cifra supera en dos veces y medio la dimensio´n del mercado del cine (que fue
de 38.300 millones de do´lares en 2015), segu´n la Asociacio´n Cinematogra´fica de Estados
Unidos y en ma´s de seis veces el mercado de la mu´sica (15.000 millones de do´lares en
2014), segu´n los datos de la Federacio´n Internacional de la Industria Fonogra´fica.
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Esta situacio´n tan favorable ha supuesto una motivacio´n para la investigacio´n apli-
cada a los videojuegos, la cual ha estado adquiriendo notoriedad a lo largo de estos
u´ltimos an˜os, abarcando varias a´reas como la psicolog´ıa y la satisfaccio´n del jugador, el
marketing y la gamificacio´n, la IA, los gra´ficos por computador e incluso la educacio´n y
la salud (juegos serios). Actualmente esta´n emergiendo nuevos retos y objetivos dentro
del a´rea de los videojuegos, especialmente en el campo de la IA aplicada (Lucas et al.,
2015; Yannakakis y Togelius, 2015).
En este cap´ıtulo se hara´ un ana´lisis de las tendencias actuales y futuras de la apli-
cacio´n de la IA en los videojuegos. Mostraremos ejemplos de varios casos de e´xitos, as´ı
co´mo las l´ıneas de investigacio´n ma´s atractivas que definen la frontera del conocimiento
en este campo y prometen ser las que guiara´n el futuro del desarrollo de los videojuegos
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Figura 3.1: Evolucio´n del nu´mero de autores y publicaciones en la red de coautor´ıa
del a´rea de IA en videojuegos.
Un ana´lisis sobre la red de co-autor´ıa dentro del campo de la Inteligencia Compu-
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tacional (IC) en videojuegos (Lara-Cabrera et al., 2014) , concluye que nos encontra-
mos ante un sector activo y vibrante, el cual atrae a nuevos investigadores an˜o tras
an˜o y genera nuevas publicaciones con nuevos autores. En dicho ana´lisis se constato´
un crecimiento estable en el nu´mero de autores, el cual se acentu´a a mediados de la
de´cada 2000-2010 (ver Figura 3.1). Tambie´n que el nu´mero de publicaciones por an˜o
de la comunidad ha estado incrementa´ndose desde 2005; y que la comunidad de la
Inteligencia Computacional (IC) en videojuegos se encuentra en un estado inicial de
desarrollo, formando enlaces y mejorando su cohesio´n, pero no llega a estar completa-
mente formada; de la misma forma, la industria esta´ empezando a adoptar las te´cnicas
y recomendaciones que el mundo acade´mico les ofrece.
3.1. Problemas de Optimizacio´n frecuentes en videojue-
gos
Tradicionalmente la IA de un videojuego ha sido codificada manualmente mediante
sistemas predefinidos de reglas dando lugar a menudo a comportamientos englobados
dentro de la llamada estupidez artificial (Lide´n, 2003) lo que resulta en un conjun-
to de inconvenientes conocidos, tales como por ejemplo la sensacio´n de irrealidad, la
aparicio´n de comportamientos anormales en situaciones no consideradas o el conoci-
miento de comportamientos predecibles. Actualmente se emplean te´cnicas avanzadas
para solventar estos problemas y se logran NPCs con comportamientos racionales que
toman decisiones lo´gicas correctas de la misma forma que lo hace un jugador humano.
La principal ventaja que ofrecen estas te´cnicas es que realizan de forma automa´tica el
proceso de bu´squeda y optimizacio´n de esas estrategias de juegos “inteligentes”.
Los algoritmos bioinspirados son la base de muchos de esos me´todos avanzados, pues
resultan un enfoque muy apropiado en este sentido, ya que son capaces de producir
soluciones de gran complejidad como resultado emergente del proceso de optimizacio´n,
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Figura 3.2: Captura de pantalla del juego NERO
y su capacidad adaptativa les permite incorporar informacio´n proporcionada por el
usuario y explotarla de manera no anticipada por el mismo. De ah´ı que existan mu-
chas propuestas exitosas que siguen esta l´ınea. Por ejemplo, la Coevolucio´n ha sido
ampliamente utilizada en la programacio´n de IA para videojuegos.
El aprendizaje computacional tambie´n se utiliza a la hora de modelar el comporta-
miento de los jugadores artificiales. A continuacio´n se destacan algunos ejemplos que
pertenecen al estado del arte. Los autores de (Preuss et al., 2010) han empleado mapas
auto-organizados para mejorar el manejo de los batallones de unidades en un juego de
estrategia en tiempo real; mediante el ana´lisis de los datos obtenidos por los sensores,
los autores de (Quadflieg et al., 2010) han disen˜ado un algoritmo para que un piloto
artificial se aprenda el circuito en el que posteriormente tiene que pilotar de forma
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auto´noma. Tambie´n se pueden encontrar ejemplos en los que se combinan redes neu-
ronales con los algoritmos bioinspirados descritos anteriormente, como en el caso de
(Stanley et al., 2005), art´ıculo en el cual se presenta un sistema para la evolucio´n en
tiempo real de redes neuronales con el objetivo de mejorar los comportamientos de los
agentes artificiales del juego NERO (ver Figura 3.2 ). Otro posible uso de las te´cnicas
de aprendizaje computacional, en concreto la miner´ıa de datos, se puede encontrar en
(Weber y Mateas, 2009), donde se construye un predictor de posibles estrategias tras
someter a una base de datos de partidas de Starcraft a un proceso de ana´lisis de datos.
En (Ferna´ndez-Ares et al., 2012), los autores extraen caracter´ısticas de los mapas de
un juego de estrategia en tiempo real las cuales influyen en el comportamiento de un
jugador artificial, que se aprovecha de esta caracterizacio´n para obtener una ventaja
con respecto a su oponente.
3.2. Tendencias actuales y retos
Esta seccio´n tiene como objetivo enfocar la atencio´n en algunas de las principales
tendencias que parecen guiar el futuro de los videojuegos, y de los retos que e´stas le
imponen a la comunidad cient´ıfica, centra´ndonos en la perspectiva de la aplicacio´n
de te´cnicas de IA. Queremos matizar que el universo de aplicaciones de las te´cnicas
de optimizacio´n sobre el desarrollo y disen˜o de videojuegos es enormemente amplio y
no pretendemos realizar un recorrido exhaustivo sobre el mismo en este cap´ıtulo; de
hecho recomendamos al lector interesado en obtener ma´s informacio´n, la lectura de
otros art´ıculos que ya han sido publicados en la literatura y que sirven como base para
conocer el estado del arte de esta a´rea, tales como (Togelius et al., 2011; Yannakakis
y Togelius, 2015). Nosotros nos centramos en determinadas a´reas de investigacio´n que
creemos que van a influenciar significativamente la creacio´n de juegos comerciales en la
pro´xima de´cada; en concreto nos referimos a la Generacio´n Procedural de Contenido;
a la Computacio´n Afectiva, la cual afecta directamente a la satisfaccio´n del jugador;
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y a la generacio´n de comportamientos o estrategias de toma de decisiones asociados
a los jugadores virtuales (es decir, artificiales, no controlados por el jugador humano,
que simulan el comportamiento de un posible oponente humano en el juego).
3.2.1. Computacio´n afectiva y satisfaccio´n del jugador
Fue Rosalind Picard quien, en 1995, introdujo el te´rmino Computacio´n Afectiva
y lo define como el co´mputo que relaciona, surge o influye en las emociones (Picard,
1997). En el contexto de los videojuegos au´n se investiga en co´mo extrapolar el inmenso
campo de las emociones hasta el escenario de un juego, las buenas razones de por que´
hacerlo esta´n claras (Freeman, 2004), pero los resultados obtenidos hasta el momento
son modestos comparado con todo lo que se pretende lograr.
Una de las primeras formas usadas para incorporar emociones en los juegos fue a
trave´s de la narrativa, mediante la generacio´n de situaciones dirigidas a “atrapar” (o
robarle por completo la atencio´n) al jugador ya sea por los personajes, la presentacio´n de
todo tipo de conflictos e historias fanta´sticas o de la vida real. En esta caracterizacio´n
destacan entre las sagas preferidas por los usuarios Final Fantasy y Resident Evil.
Tambie´n esta´n los videojuegos como Fable o Beyond: Two Souls que se distinguen
por tener un alto grado de realismo en las simulaciones e incorporan emociones en
algunas de las actuaciones del protagonista, ve´ase en la Figura 3.3 una captura de
pantalla de estos juegos donde se observa al personaje mostrando emociones. Este
tipo de afectividad centrada en el personaje principal lleva detra´s un meritorio trabajo
art´ıstico que permite la simulacio´n realista de las emociones, por ejemplo en el juego
Beyond: Two Souls se utilizan te´cnicas de captura de movimiento para animar al
personaje virtual y son actores reales (estrellas de cine como Ellen Page y Willem
Dafoe) los que interpretan a los protagonistas de la historia. Este juego en particular
tiene un peso narrativo muy grande pues en todo momento el jugador es guiado en
la partida por una historia o guion que ha sido predefinido, con lo cual se acotan
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considerablemente las posibles acciones que puede elegir el usuario mientras juega, y
esto hace que sea ma´s fa´cil para el software controlar el flujo emocional del protagonista
ya que los estados emocionales por los que transita son en su mayor´ıa predecibles. En
general, este enfoque para la implementacio´n de la afectividad tiene como objetivo
principal incrementar la inmersio´n del usuario en el juego y para eso establece una
dina´mica emocional entre el jugador humano y el personaje principal; tratando de
lograr en todo momento que el jugador se sienta identificado con lo que le transmite
su personaje.
Figura 3.3: Personajes de los juegos Fable (izquierda) y Beyond: Two Souls (derecha)
mostrando emociones
Esa forma de transmitir afectividad al jugador mediante su personaje virtual es una
de las tendencias usadas por los juegos comerciales actuales, suele estar relacionada
con los ge´neros de accio´n-aventura y los juegos basados en roles donde es t´ıpico que el
jugador tenga total visibilidad del personaje principal casi todo el tiempo. Adema´s de
este, existe otro enfoque cuyo objetivo es que los NPCs que participan en la partida se
comporten como individuos emocionales y, por tanto, sus emociones influyan cuando
tome decisiones en la partida. Para lograr esto se hace necesario la existencia de un
alto grado de percepcio´n para estos NPCs pues ellos tendr´ıan que reaccionar ante todo
suceso que ocurra a su alrededor que pudiera afectar su estado emocional, por ejemplo,
si se provoca un ruido cerca del NPC hay que evaluar si ese sonido podr´ıa afectar
Mariela Nogueira-Collazo 45
CAPI´TULO 3. INTELIGENCIA ARTIFICIAL APLICADA A VIDEOJUEGOS
su estado de a´nimo (asustarle, alarmarle, alegrarle, etc.). Precisamente este aumento
en el nivel de percepcio´n del entorno demanda un proceso de toma de decisiones ma´s
complejo, que implica encontrar una estrategia de juego que dote a esos NPCs de
inteligencia para que tomen las decisiones lo´gicas correctas y a su vez tenga en cuenta
sus emociones. Esta pretensio´n de simular de forma realista el comportamiento humano
en los NPCs es desde hace mucho un campo de investigacio´n abierto, dentro de e´l esta´
la rama que se centra en imitar la inteligencia humana (Polceanu et al., 2016). Y por
otra parte, esta´ la l´ınea que se dedica al estudio de co´mo incorporar las emociones
a la simulacio´n, en la cual tambie´n se han desarrollado propuestas muy interesantes
que ofrecen te´cnicas y modelos para implementar comportamientos emocionales en los
agentes virtuales, ejemplos de algunos de ellos son (Pen˜a et al., 2011b; Pen˜a et al.,
2011a; Johansson y Dell’Acqua, 2012). Sin embargo, los mejores resultados esta´n au´n
por verse y se sigue echando en falta el factor emocional en la IA que exhiben la mayor´ıa
de los videojuegos comerciales.
Los dos enfoques analizados hasta este momento manejan la afectividad desde los
NPCs (ya sean bots o jugadores virtuales) y desde el personaje principal que maneja
el usuario humano. Ambos enfoques se centran principalmente en lo que ocurre dentro
del videojuego y en co´mo deben reaccionar los personajes para ser emotivos ante esos
hechos. Pero no tienen en cuenta otras reacciones emocionales que expresa el usuario
humano mientras esta jugando la partida, las cuales ser´ıa necesario tenerlas en cuenta
para lograr una verdadera interaccio´n afectiva bidireccional entre el videojuego y el
jugador humano. De aqu´ı que exista un tercer enfoque, el de la Auto-adaptabilidad en
videojuegos afectivos, que esta´ estrechamente relacionado con la tema´tica del Modelado,
Evaluacio´n e Incremento de la satisfaccio´n del jugador (Yannakakis, 2008; Nogueira
et al., 2012a).
La Auto adaptabilidad se refiere a la capacidad que puede tener un juego de auto-
adaptar la partida a cada jugador, teniendo en cuenta sus preferencias y caracter´ısticas,
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con el objetivo de hacer que esta resulte una experiencia u´nica para cada usuario e
influya directamente en el aumento de su satisfaccio´n. En el contexto de la afectividad,
se tratar´ıa de auto-ajustar el juego segu´n las emociones que va expresando el usuario
humano durante la partida, haciendo que los lazos afectivos entre humano y personajes
virtuales se construyan y expresen en tiempo real. Este ser´ıa el enfoque ma´s completo,
que incluye tambie´n a los dos anteriores, y que actualmente es un anhelo para muchos
investigadores. Todav´ıa no existe un videojuego que permita experimentar un nivel de
interaccio´n emocional tan alto.
Los resultados ma´s interesantes relacionados con este tema son los que se han
obtenido en el campo del Modelado, Evaluacio´n e Incremento de la satisfaccio´n del
jugador, los cuales pueden considerarse parte de la computacio´n afectiva en videojuegos
pues el concepto de satisfaccio´n del jugador esta´ fuertemente ligado a las emociones
humanas. Los trabajos ma´s interesantes en esta rama se centran en su mayor´ıa en crear
un modelo formal que represente el comportamiento del jugador y que permita hacer
una evaluacio´n del nivel de satisfaccio´n del mismo, todo esto basado en investigaciones
psicolo´gicas sobre la satisfaccio´n (Malone, 1980; Csikszentmihalyi, 1991; Sweetser y
Wyeth, 2005); luego viene la parte de usar dicho modelo para determinar que´ grado
de satisfaccio´n experimenta el jugador y proceder entonces a reajustar el juego para
mantener o elevar ese grado. Algunas propuestas que han tenido e´xito se puede ver en
(Yannakakis y Hallam, 2007; Halim et al., 2010; Yannakakis y Hallam, 2009; Yannakakis
y Hallam, 2006).
Cada enfoque de los mencionados aqu´ı es un campo abierto de investigacio´n, que
tiene dentro varias l´ıneas que tambie´n demandan nuevas soluciones, y la optimizacio´n
es una de ellas. La mayor´ıa de las propuestas exitosas que existen, algunas de la cuales
han sido citadas aqu´ı, llevan detra´s un proceso de bu´squeda y optimizacio´n basado en
metaheur´ısticas, para poder explorar el amplio espacio de bu´squeda que se genera de
dos contextos intr´ınsecamente complejos: los videojuegos y las emociones.
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3.2.2. La generacio´n procedural de contenidos
La generacio´n de contenido por procedimientos (PCG, por sus siglas del ingle´s:
Procedural Content Generation), se refiere a la creacio´n algor´ıtmica de contenido pa-
ra videojuegos, ya sea con intervencio´n humana o sin ella, tales como mapas, niveles,
texturas, personajes, reglas y misiones, pero excluyendo el comportamiento de los per-
sonajes no controlados por el ser humano y el motor de juego en s´ı mismo (se usara´n
los te´rminos “generacio´n automa´tica de contenidos” y “generacio´n de contenidos por
procedimientos” de forma indiferente para referirnos a PCG en este cap´ıtulo). Puede
tratarse desde contenido totalmente necesario para avanzar en el desarrollo del video-
juego hasta aquel que es puramente decorativo. En todo caso, los algoritmos utilizados
deben garantizar la generacio´n de contenido que cumpla ciertos requisitos de calidad,
adapta´ndose al tipo de contenido que se pretendiese crear manualmente.
El hecho de producir contenido de videojuegos mediante PCG puede permitirnos
reducir sustancialmente el consumo de memoria del juego, algo que hoy en d´ıa puede
tener un cara´cter secundario pero que en el pasado motivo´ el empleo de estas te´cnicas.
Otro motivo importante para el uso de estos algoritmos es reducir el elevado coste que
tiene en muchos casos la generacio´n de cierto contenido de los juegos de forma manual
e incluso servir como fuente de creatividad a los disen˜adores, proponiendo disen˜os que
posiblemente no se les hubiesen ocurrido en primera instancia. Adema´s, si como se ha
dicho antes se asegura que el contenido generado por PCG cumple con ciertos criterios,
como ajustarse a la habilidad de un jugador, el nuevo contenido puede suponerle un reto
constante. Si esta generacio´n de contenido adaptado resulta siempre diversa y se genera
en tiempo real, es decir, al mismo tiempo que el juego se ejecuta, pueden conseguirse
aute´nticos juegos infinitos, presentando constantemente a cada tipo de jugador nuevos
y distintos retos que ha de superar. Estos beneficios son bien conocidos por la industria,
habie´ndose usado este tipo de te´cnicas en el desarrollo de videojuegos comerciales de
e´xito como la saga Borderlands, Skyrim, Minecraft o Terraria.
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A la hora de generar contenido automa´tico para videojuegos pueden hacerse muchas
distinciones globales en lo que respecta a los procedimientos a seguir. Atendiendo al
momento en el que se produce la creacio´n de los contenidos, la generacio´n puede ser
tanto online, durante la ejecucio´n del juego (con las ventajas que esto puede tener),
como oﬄine, durante la fase de desarrollo del mismo.
Con respecto a la finalidad del contenido generado, e´ste puede ser considerado
como necesario para poder progresar en el juego, en cuyo caso se ha de asegurar que es
correcto (en el sentido de no proponer objetivos imposibles al jugador), o bien opcional,
como pueden ser los elementos decorativos y que por lo general pueden ser mucho menos
restrictivos.
Tambie´n cabe preguntarse por la naturaleza del algoritmo de generacio´n, es decir,
si nos encontramos ante un algoritmo puramente estoca´stico, mediante el cual se crea el
contenido a partir de semillas aleatorias, o, por el contrario, un algoritmo determinista,
donde el contenido se genera mediante un vector de para´metros. La tercera posibilidad
radica en la hibridizacio´n de ambas perspectivas, disen˜ando un algoritmo con una
componente estoca´stica y otra determinista, funcionando conjuntamente.
Si nos fijamos en los objetivos que se pretenden cumplir, el proceso de creacio´n
puede hacerse de forma constructiva, asegurando la validez del contenido durante todo
el proceso. La otra opcio´n consiste en seguir un esquema de generacio´n y prueba, donde
se genera una gran cantidad de contenido el cual se pasa por una fase de validacio´n
y posterior descarte de todo aquel que no cumpla con las restricciones. Este u´ltimo
esquema es el ma´s empleado actualmente por la comunidad, y se basa en la bu´squeda
de los contenidos en el espacio de posibles soluciones. La validacio´n se realiza asignando
uno o varios valores al contenido de forma que quede cuantificada el nivel de calidad,
segu´n nuestros objetivos, del contenido creado.
Estas te´cnicas se utilizan comu´nmente para generar mapas y niveles, como demues-
tra el elevado nu´mero de art´ıculos dedicados a ello (Hendrikx et al., 2013). Por ejemplo,
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Mahlmann et al. (Mahlmann et al., 2012) presentan un generador de mapas para una
versio´n simplificada del juego de estrategia Dune 2, el cual se basa en la transforma-
cio´n de matrices de baja resolucio´n en mapas de mayor resolucio´n utilizando para ello
auto´matas celulares. Frade et al. (Frade et al., 2008; Frade et al., 2009; Frade et al.,
2010) introducen el uso de programacio´n gene´tica para evolucionar mapas de video-
juegos (denominado por los autores como programacio´n de terrenos), usando tanto
la evaluacio´n subjetiva de los humanos como medidas de calidad extra´ıdas de forma
automa´tica como la accesibilidad de los mapas o la longitud de aristas. La evaluacio´n
humana del contenido generado por procedimientos es tratada por Liapis et al. en (Lia-
pis et al., 2013a). Por otra parte, Togelius et al. (Togelius et al., 2007b) han disen˜ado
un sistema capaz de generar circuitos de carreras a partir de un vector de para´metros
usando una transformacio´n genotipo-fenotipo determinista. Un art´ıculo de Ashlock y
McGuinness (Ashlock y McGuinness, 2013) introduce un auto´mata que busca en el es-
pacio de soluciones posibles de mapas de altura usando un algoritmo evolutivo. En este
caso, el disen˜ador es capaz de definir puntos del mapa que deben ser mutuamente ac-
cesibles para influir en la morfolog´ıa de los mapas generados. Otro generador de mapas
basado en un algoritmo evolutivo se define en (Diaz-Furlong y Solis-Gonza´lez Cosio,
2013), pero en este caso la funcio´n de aptitud depende de la diferencia entre distintas
curvas de dificultad definidas por el disen˜ador para cada nivel.
Como se puede comprobar, existe un gran nu´mero de art´ıculos dedicados a la ge-
neracio´n de mapas y niveles, los cuales tienen algo en comu´n: sus algoritmos buscan
cumplir varias restricciones relacionadas con la meca´nica del juego, tales como la acce-
sibilidad de ciertas zonas de los niveles, el ajuste de la dificultad o el equilibrio entre
el nivel de los jugadores. De esta forma, se incrementa la satisfaccio´n del jugador que,
a fin de cuentas, es el objetivo principal de los videojuegos.
Adema´s de mapas y niveles, la generacio´n por procedimientos se utiliza para otro
tipo de contenido. Por ejemplo, Font et al. (Font et al., 2013) describen los primeros
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pasos hacia un sistema capaz de generar juegos de cartas, siendo en este caso las
reglas del juego lo que se genera de forma automa´tica. Collins (Collins, 2009) hace una
introduccio´n a la generacio´n procedimental de mu´sica para videojuegos, estudiando las
diferentes estrategias de composicio´n y control que se han usado anteriormente. Otros
autores (Onuczko et al., 2006) han creado un prototipo de una herramienta que crea
patrones de disen˜o para misiones del juego de rol Neverwinter Nights. Por su parte,
Garc´ıa-Ortega et al., (Garc´ıa Ortega et al., 2014) utilizan algoritmos gene´ticos para la
generacio´n automa´tica de historias interesantes en videojuegos.
3.3. Marcos de trabajo
Esta seccio´n esta´ dedicada a presentar algunas de las herramientas o marcos de
trabajo que esta´n a disposicio´n de la comunidad cient´ıfica para la realizacio´n de pruebas
y validacio´n de los resultados obtenidos durante una investigacio´n. Hoy en d´ıa existen
multitud de herramientas de libre disposicio´n, por lo que a continuacio´n se presenta un
compendio de las ma´s usadas junto a sus caracter´ısticas principales, para servir como
lista de referencia a investigadores del campo de la IA y los videojuegos.
La herramienta ORTS (Open Real-Time Strategy) (Buro, 2002) es un juego de
estrategia en tiempo real disen˜ado espec´ıficamente para su uso en la investigacio´n y
liberado bajo la licencia GPL (GNU public license). Su protocolo abierto de intercambio
de mensajes y el programa cliente permiten a los investigadores analizar el rendimiento
de sus algoritmos jugando partidas en un entorno seguro donde la simulacio´n se lleva
a cabo en el lado del servidor. Este marco de trabajo proporciona la funcionalidad
ba´sica de un juego de este ge´nero, la cual puede ser ampliada con facilidad. Otro
juego de estrategia en tiempo real muy popular en este campo de investigacio´n es el
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Figura 3.4: Open Real-Time Strategy
que facilita la conexio´n del motor del juego con las posibles estrategias de IA. Por su
parte, RoboCode3 es una plataforma cuyo objetivo es desarrollar (usando Java o .NET)
un robot de combate para luchar contra otros robots similares en tiempo real
Planet Wars4 y ANTS 5 son dos juegos desarrollados en el marco de la competi-
cio´n de IA organizada por Google en sus ediciones de 2010 y 2011, respectivamente.
El primero es un juego (que sera´ abordado con detalles ma´s adelante) de conquista
espacial para varios jugadores donde el objetivo es conquistar todos los planetas del
mapa, mientras que el segundo es un juego tambie´n para varios jugadores donde cada
uno de ellos representa a un conjunto de hormigas cuyo objetivo es recoger comida y
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no transitables.
En Vindinium6 se ofrece la posibilidad de tomar el control de un he´roe que lu-
chara´ contra otros jugadores por el control de unas minas de oro durante un nu´mero
determinado de turnos. El jugador con mayor cantidad de oro al final de la partida se
convierte en el ganador. Lo ma´s destacable de este marco de trabajo para estrategias
de IA, adema´s de su aspecto visual, es el elevado nu´mero de lenguajes de programacio´n
que soporta, pudiendo programar las estrategias en ma´s de 25 lenguajes distintos.
Por su parte, SpelunkBots7 es un conjunto de herramientas en C++ constru´ıdas
sobre el co´digo fuente original del juego de plataformas Spelunky, que permite a los
investigadores desarrollar estrategias de IA para determinar el comportamiento del
personaje principal a lo largo de las diferentes pantallas del juego. La herramienta ha
sido desarrollada por Daniel Scales (Scales y Thompson, 2014).
3.3.1. Competiciones
A lo largo de los u´ltimos an˜os han ido apareciendo diferentes competiciones donde
los investigadores tienen la oportunidad de comparar sus estrategias y algoritmos en es-
cenarios y juegos espec´ıficos. A continuacio´n se detallan algunas de las ma´s importantes
junto con una breve descripcio´n:
BotPrize8: Competicio´n consistente en desarrollar un jugador artificial para
Unreal Tournament que engan˜e al resto de jugadores humanos hacie´ndoles creer
que e´l tambie´n es humano.
Starcraft AI Competition9: Competicio´n anual de jugadores artificiales para
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Simulated Car Racing Competition10: En esta ocasio´n el objetivo es disen˜ar
un piloto artificial de carreras que competira´ en un conjunto de grandes premios
contra otros pilotos artificiales.
Existe un problema con estas competiciones: los retos que se presentan son muy
espec´ıficos y estrechamente ligados al juego sobre el cual se monta la competicio´n.
De esta forma, las estrategias de IA ganadoras se sobre-especializan en explotar las
caracter´ısticas del juego en s´ı, pero arrojando un bajo rendimiento cuando se usa e´sta
estrategia en otro juego. Por tanto, otro posible reto ser´ıa disen˜ar competiciones de
estrategias de IA gene´ricas, que sean capaz de dar buenos resultados no solo en un
u´nico juego o entorno, sino en varios de ellos, algo que ya se esta´ empezando a hacer
en la competicio´n GVG-AI que indicamos a continuacio´n:
GVG-AI11: La General Video Game AI Competition es una competicio´n donde
las estrategias de IA, o controladores, deben ser capaz de jugar a varios tipos de
juegos y escenarios, intentando ser lo ma´s gene´rico posible.
3.4. Trabajos relacionados con la aplicacio´n de la Coevo-
lucio´n en videojuegos
Esta seccio´n se dedica a discutir sobre la aplicacio´n de la Coevolucio´n Competitiva
como me´todo de bu´squeda y optimizacio´n en videojuegos. Diversos juegos han servido
de escenario como experimentacio´n para probar nuevos modelos coevolutivos; algunos
son simples como los juegos de mesa y otros, como los RTS, generan un amplio espacio
de bu´squeda e involucran dominios intr´ınsecamente complejos.
Como se ha mencionado en el Cap´ıtulo 2, un modelo coevolutivo se basa en la in-
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Al estudiar los sistemas coevolutivos publicados en la literatura cient´ıfica se observa
una tendencia hacia el uso de modelos que coevolucionan poblaciones pertenecientes a
una misma especie. Esto significa que todos los individuos tienen la misma estructura
gene´tica o codificacio´n. En dicha tendencia se pueden apreciar dos enfoques. El primero
utiliza una u´nica poblacio´n y durante el proceso de evaluacio´n sus individuos se en-
frenten siguiendo un mecanismo de seleccio´n, de esta forma las relaciones reproductivas
emergen como un proceso natural. El segundo caso emplea poblaciones diferentes. Es
muy usual que las poblaciones se traten como linajes y se distingan entre ellas por
pequen˜os detalles como pueden ser variaciones del ciclo coevolutivo (por ejemplo, el
proceso de generacio´n de individuos, la funcio´n de aptitud, los operadores gene´ticos,
etc.). Otra variante de este segundo enfoque consiste en generar varias poblaciones con
las mismas caracter´ısticas y condiciones evolutivas. Es interesante ver co´mo en todos
los casos mencionados, aunque se trabaje con una especie u´nica, es posible producir
Coevolucio´n “interespec´ıfica” (segu´n las clasificaciones definidas en (Dawkins y Krebs,
1979)) siempre que se produzca la competencia en poblaciones que no tengan relaciones
reproductivas o parentales.
Como muestra de los enfoques antes explicados esta´ por ejemplo el trabajo sobre
funciones de aptitud competitivas en el juego Tic Tac Toe publicado en (Angeline y
Pollack, 1993). Tambie´n en (Reynolds, 1994) se propone un modelo coevolutivo para
generar estrategias de IA en un juego de evasio´n-persecucio´n. En (Sims, 1994) se disen˜o´
un sistema coevolutivo que permit´ıa la evolucio´n tanto de la morfolog´ıa como de los
comportamientos de criaturas artificiales a trave´s de la competencia en un ambiente
depredador-presa. Otra propuesta se hizo en (Ashlock et al., 2012), esta vez se trataba
de un me´todo coevolutivo ba´sico que permit´ıa encontrar estrategias de juego para
juegos de suma-cero y de suma-no-cero.
Escenarios ma´s complejos que emanan de los juegos de estrategia tambie´n han sido
considerados para experimentar con la Coevolucio´n. Por ejemplo, en (Smith et al., 2010)
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se coevolucionaron a los jugadores virtuales de un juego tipo conquista-la-bandera con
el objetivo final de entrenar a los jugadores humanos con los “enemigos artificiales”
resultantes. Otra apuesta interesante se hizo en (Miles y Louis, 2006), presentando
un sistema de toma de decisiones espaciales en el que los jugadores se enfrentaban
primero contra los oponentes esta´ticos codificados manualmente y ma´s tarde contra
otra poblacio´n de jugadores que coevoluciona.
El juego Tempo fue objeto de experimentacio´n en (Avery y Michalewicz, 2007)
donde se propuso un sistema coevolutivo basado en dos poblaciones que permitio´ la
interaccio´n con un jugador humano as´ı como la adaptacio´n del proceso de auto apren-
dizaje a las acciones humanas, todos los individuos (y el modelo del jugador tambie´n)
compart´ıan el mismo esquema de codificacio´n. La misma autora propuso ma´s recien-
temente en (Avery y Louis, 2010) el uso de la Coevolucio´n para crear un controlador
ta´ctico para pequen˜os grupos de entidades, la representacio´n de las ta´cticas adaptati-
vas se basaban en Mapas de Influencia, lograron generar una entidad auto´noma que
juega en coordinacio´n con el resto del equipo para alcanzar los objetivos comunes. El
juego Tempo tambie´n se ha utilizado con el objetivo de mejorar la creacio´n de agentes
inteligentes en (Johnson et al., 2004) y (Avery, 2008). Otra perspectiva interesante fue
presentada en (Dziuk y Miikkulainen, 2011) donde se han explorado varios me´todos
para de configurar automa´ticamente un proceso coevolutivo, la idea se centra en ir
modificando la funcio´n de aptitud as´ı como el entorno durante la evolucio´n.
Ma´s estrechamente relacionados con nuestro trabajo esta´n los art´ıculos que abordan
el uso de me´todos de archivo como una alternativa para evitar el efecto de las pato-
log´ıas, y presentan propuestas interesantes para optimizar su desempen˜o. Por ejemplo,
(Nerome et al., 1998) propone un modelo CC que introduce el concepto de “paquete”,
definie´ndolo como un conjunto de buenos individuos; y el mejor paquete ser´ıa aquel
que contenga el menor nu´mero de estrategias que aportan, al mismo tiempo, el ma-
yor nu´mero de victorias. Otras investigaciones hacen propuestas concretas de nuevos
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me´todos de archivos como el Layered Pareto Coevolution Archive (de Jong, 2004) y el
Coordinate System Archive (Jaskowski y Krawiec, 2010). Tambie´n hay otras propues-
tas ma´s simples que se basan en el uso de una memoria de campeones ba´sica como la
propuesta de (Lichocki, 2008) que emplea un enfoque adaptado del Hall-of-Fame (HoF)
y lo compara con el Single Elimination Tournament (Angeline y Pollack, 1993); o la de
(Livingstone, 2005) en la que el autor presenta un sistema que define diferentes niveles
de una IA jera´rquica que coevoluciona en un entorno de juego RTS simple y se aplican
me´todos de archivo para evitar algunas de las patolog´ıas de la Coevolucio´n utilizando
oponentes fijos y no evolutivos durante el proceso de evaluacio´n. Otro ejemplo ma´s
reciente se definio´ en (Samothrakis et al., 2013) donde se presentaron un conjunto de
medidas para identificar los ciclos en una poblacio´n y se propuso un algoritmo que dis-
minuye los efectos de esta patolog´ıa en un sistema coevolutivo para el juego Othello, en
los experimentos se utilizaron diferentes algoritmos para generar IAs, incluyendo uno
que utiliza un me´todo de archivo simple con taman˜o fijo, que obtuvo buenos resultados.
La mayor´ıa de los enfoques aqu´ı mencionados utilizan un modelo coevolutivo ba-
sado en una sola especie y es, hasta donde sabemos, la variante CC ma´s utilizada en
la literatura. Sin embargo, hay modelos computacionales coevolutivos basados en la
interaccio´n multiespecies, y producen una Coevolucio´n interespec´ıfica ma´s cercana a la
que ocurre en la naturaleza. Este implementacio´n de la Coevolucio´n es menos comu´n
en los juegos, aunque se pueden encontrar un par de propuestas. Una de ellas es la
presentada en (Cardona et al., 2013) para el concurso de PacMan versus Ghost donde
los autores coevolucionaron dos poblaciones diferentes, una para las estrategias de Pac-
Man y la otra para el equipo de Ghost. En este enfoque las poblaciones eran diferentes
especies, aunque ambas compart´ıan la misma naturaleza (es decir, ambas poblaciones
evolucionaban jugadores virtuales). Otro enfoque interesante se describio´ en (Togelius
et al., 2007a), en e´l se comparo´ el rendimiento entre un sistema coevolutivo de nueve
poblaciones y otro de una sola poblacio´n, el objeto de optimizacio´n en ambos casos
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eran controladores para un juego de carreras de coches, cada poblacio´n representaba
un controlador, de nuevo se trata de un enfoque donde las poblaciones tienen la misma
naturaleza (es decir, todas representan “controladores”).
En el Cap´ıtulo 5 presentaremos el algoritmo MuCCCo (Nogueira et al., 2016), se
trata de un algoritmo CC que emplea poblaciones de diferente naturaleza. Este en-
foque es precisamente uno de los aportes ma´s significativos de esta investigacio´n. Lo
ma´s complejo en el modelo disen˜ado es establecer la relacio´n de competicio´n entre las
poblaciones que son tan distintas. En trabajos previos (Nogueira et al., 2012b; Noguei-
ra et al., 2013; Nogueira et al., 2014a) hemos publicados otros resultados de nuestra
experimentacio´n con algoritmos coevolutivos que ten´ıan como objetivo la bu´squeda y
optimizacio´n de estrategias de IA para juegos RTS.
Tenga en cuenta que esta seccio´n no menciona otras formas de Coevolucio´n que
tambie´n se han aplicado en los videojuegos, debido a que no esta´n directamente rela-
cionadas con nuestra investigacio´n, por ejemplo, (Cook et al., 2012) describe un modelo
coevolutivo basado en la cooperacio´n y no en la competicio´n que es lo que abordamos
en esta tesis.
3.5. Videojuegos que han sido objeto de experimentacio´n
en esta tesis
Los dos pro´ximos cap´ıtulos de esta memoria estara´n dedicados a explicar los algo-
ritmos que han sido disen˜ados en esta tesis para dar cumplimiento a nuestros objetivos
de investigacio´n. Todas las propuestas definidas fueron ampliamente probadas y anali-
zadas para evaluar seriamente su desempen˜o. Para hacer dichas pruebas se emplearon
dos videojuegos de tipo RTS, el Robot Wars y el Planet Wars, ambos sera´n explica-
dos en esta seccio´n. Y se ofrecera´n detalles de co´mo fueron integrados en los me´todos
coevolutivos. Aclaramos que a partir de esta Seccio´n, usaremos los te´rminos bot, NPC
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y jugador virtual indistintamente para referirnos a las IAs de un videojuego.
3.5.1. El juego Robot Wars
Es un videojuego RTS que simula el enfrentamiento de dos eje´rcitos militares so-
bre escenarios de dimensiones limitadas y con mu´ltiples obsta´culos. A diferencia de los
videojuegos esta´ndares aqu´ı los jugadores son todos bots, el humano no interviene en
las partidas. Es ma´s bien un escenario ido´neo para probar la eficacia de las estrategias
de IA disen˜adas para controlar el comportamiento de los jugadores virtuales. Para la
visualizacio´n tridimensional de los entornos se emplea el motor gra´fico OGRE, que per-
mite alcanzar la fluidez que exige una simulacio´n de tiempo real con su correspondiente
mecanismo de accio´n-reaccio´n. Cada eje´rcito esta´ formado por un conjunto de unidades
con caracter´ısticas espec´ıficas. El motor de bu´squeda evolutivo es capaz de encontrar,
bajo las reglas del juego, estrategias ganadoras que proporcionen la victoria de uno de
los eje´rcitos sobre el contrario.
Composicio´n de las tropas
Cada eje´rcito se compone de un nu´mero diferentes unidades (incluyendo un general).
En la configuracio´n inicial, los dos eje´rcitos tienen el mismo nu´mero de unidades y el
eje´rcito que elimina primero al general rival sera´ considerado el ganador. Las unidades
puedes ser de diferentes tipos:
Infanter´ıa: La unidad ba´sica y normalmente ma´s numerosa, apta para defender al
General aliado o atacar al General enemigo. Pueden atacar a cualquier unidad de
tierra, aunque su capacidad para hacer dan˜o a los blindados es bastante limitada.
No pueden atacar a las unidades ae´reas.
Blindados: Aptas para destruir a la infanter´ıa enemiga o plantar cara a los blin-
dados enemigos. Pueden atacar a cualquier unidad terrestre. No pueden atacar a
las unidades ae´reas.
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Ae´reos: Tienen gran potencia de fuego y son inmunes a las unidades terrestres.
Ideales para hacer ra´pidos desplazamientos para atacar o defender posiciones
segu´n las necesidades de la batalla.
General: El General es un tipo de unidad especial que ambos bandos poseen y
representa el centro de mando. El General puede ser atacado y destruido como
cualquier otra unidad, con la salvedad de que si es destruido el bando pierde la
partida automa´ticamente. No tiene apenas potencia de ataque, por lo que no es
adecuado para atacar a otras unidades, pero si puede defenderse devolviendo la
respuesta a un ataque si se encuentra en peligro.
Composicio´n del escenario de batalla
Todos los escenarios de batalla (ver Figuras 3.5 y 3.6) esta´n cercados por un con-
junto de rocas que marcan sus l´ımites. En el interior se pueden encontrar zonas repre-
sentadas por llanuras, que son las u´nicas accesibles por las unidades. Tambie´n existen
a´reas inaccesibles en forma de a´rboles, agua, rocas, etc. que hacen las veces de obsta´cu-
los que las unidades deben sortear para moverse por el escenario. Por tanto, toda a´rea
del escenario es clasificada por zona accesible o inaccesible, sin posibilidad de ninguna
otra combinacio´n.
Reglas de juego
Cada batalla se desarrolla siempre con el enfrentamiento de dos eje´rcitos sobre un
mapa previamente seleccionado. En cada turno, un bando tiene derecho a realizar una
accio´n sobre cada una de las unidades que tenga operativa. Cada unidad dispone de
una serie de para´metros que especifican sus cualidades en la batalla:
Energ´ıa: Indica si la unidad puede ejecutar una accio´n o si por el contrario de-
bera´ permanecer descansando hasta que su energ´ıa se recupere (para recuperarse
debera´ ejecutar la accio´n NADA cuando le llegue el turno).
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Figura 3.5: Un mapa sencillo sin obsta´culos del juego Robot Wars
Figura 3.6: Un mapa con obsta´culos del juego Robot Wars
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Salud: Indica la vida restante de la unidad, cuando llega a cero la unidad muere,
representando una baja para su eje´rcito.
Velocidad de desplazamiento: Especifica la movilidad/agilidad de una unidad
sobre el escenario de batalla, se mide en el nu´mero de casillas que la unidad
puede desplazarse hacia su objetivo en un solo turno.
Potencia de combate: Indica la cantidad de salud que puede restar a una unidad
rival tras atacarla en un determinado turno. Este para´metro es variable segu´n las
caracter´ısticas tanto de la unidad atacante como las de la unidad atacada. No
es lo mismo que un soldado dispare con su fusil al blindaje de un tanque a que
un tanque dispare con su can˜o´n a un soldado. Este para´metro pretende simular
las ventajas/desventajas existentes en el combate segu´n el contexto en el que se
desarrolla la batalla y las caracter´ısticas ofesivas/defensivas de cada unidad. Este
para´metro esta´ estrechamente vinculado con la salud, si la unidad atacante no
goza de buena salud sus ataques se vera´n reducidos en potencia. Esta reduccio´n
sera´ proporcional a su estado de salud, por ejemplo, si la unidad atacante se
encuentra al 50 % de salud entonces so´lo dispondra´ de un 50 % de su potencia de
combate original.
Radio de visio´n: Mide la capacidad que tiene un determinado tipo de unidad para
detectar o ver unidades amigas y enemigas en el mapa. Se mide en nu´mero de
casillas, tomando como origen la posicio´n de la propia unidad.
Radio de combate: Es el alcance ma´ximo que tiene una unidad para atacar a
otra. Se mide en nu´mero de casillas, tomando como origen la posicio´n de la
propia unidad.
Las acciones que cada unidad puede realizar independientemente de sus especiali-
dades y cualidades, son las siguientes:
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Atacar: Ataque sobre una unidad enemiga cercana. La forma sobre la que se
ataca, su alcance y potencia de ataque dependera´ del tipo de la unidad atacante
y de su estado de salud. Esto es, cuanta ma´s salud tenga mayor sera´ el dan˜o que
infringira´ sobre una unidad enemiga cuando realice el ataque.
Avanzar: Avance hacia la posicio´n donde se encuentra la unidad del General
enemigo. La cantidad de casillas que se avancen dependera´ del tipo de unidad
que sea.
Retroceder: Avance hacia la posicio´n donde se encuentra la unidad del General
amigo. La cantidad de casillas que se avancen dependera´ del tipo de unidad que
sea.
Replegar: Avance hacia la unidad amiga ma´s cercana. U´til para reorganizacio´n
y tambie´n para unir fuerzas con otras unidades amigas desperdigadas por el
escenario.
Nada: Cada vez que una unidad consume un turno realizando alguna accio´n de
las anteriores e´sta pierde un punto de energ´ıa, cuando su energ´ıa llega a cero la
unidad no puede realizar ma´s acciones a no ser que recupere dicha energ´ıa. La
forma de hacerlo es mediante la ejecucio´n de esta accio´n cuando le llegue el turno,
de este modo recargara´ su energ´ıa y podra´ volver a realizar cualquier otra accio´n
en el siguiente turno.
El objetivo del juego consiste en conseguir destruir el eje´rcito del enemigo sufriendo
el menor nu´mero de bajas posibles. Las condiciones de fin de la partida son:
Uno de los bandos pierde a todas sus unidades (sin incluir al General). La victoria
pasa a ser del bando contrario.
Uno de los bandos pierde a su General. La victoria pasa a ser del bando contrario.
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Codificacio´n de las soluciones
Las estrategias se codifican mediante una matriz de cuatro dimensiones, cada eje
de la matriz representa uno de los siguientes para´metros:
Tipo de unidad: identifica el tipo de unidad y puede tener siete posibles valores:
general, infanter´ıa, blindados, aviacio´n, antiae´reos y artiller´ıa.
Cercan´ıa relativa: especifica la cercan´ıa al general amigo y al general enemigo. Se
representa mediante un valor binario: 0 si la unidad esta´ ma´s cerca del general
enemigo que de su general; 1 en el caso contrario.
Ventaja nume´rica: tambie´n se representa mediante un valor binario, que si vale 0
indica que en el entorno cercano a una unidad concreta existe una mayor propor-
cio´n de unidades amigas que de enemigas, y valdra´ 1 en el caso contrario. Para
calcular esto se define que: cada unidad u ubicada en una posicio´n (xu, yu, zu) del
mapa tiene su propio rango visual que abarca cualquier posicio´n que este´ dentro
de un alcance ma´ximo τ ; de esta forma, cada unidad so´lo recibe informacio´n de
lo que esta´ contenido dentro de su rango visual.
Salud/energ´ıa: define la salud de la unidad, la cual establece cuantos turnos
seguidos puede asumir esa unidad sin descansar. Tiene tres posible valores: alta,
media y baja.
Cada posicio´n de la matriz actu´a a modo de gen y almacena una accio´n de entre las
siguientes:
Atacar : ataca a un enemigo cercano.
Avanzar : avanza hacia el general enemigo.
Retroceder : avanza hacia el general amigo.
Replegar : avanza hacia la unidad amiga ma´s cercana.
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Nada: descanso por falta de energ´ıa.
La eleccio´n de la accio´n que se va aplicar a una unidad del eje´rcito cuando le llega
su turno esta´ determinada por las coordenadas que le correspondan en los ejes de la
matriz. Toda la matriz representa una estrategia que controla de forma determinista
el comportamiento de un eje´rcito durante el juego. De forma espec´ıfica para cada
unidad hay doce posibles estados diferentes (es decir, 2 × 2 × 3, ser´ıa el total de las
combinaciones considerando las u´ltimas tres dimensiones de la matriz). Ba´sicamente,
en un turno del juego cada unidad del eje´rcito ejecutara´ la accio´n que corresponda
segu´n su estado (respecto a las cuatro dimensiones). En cualquier instante del juego,
el comportamiento del eje´rcito sera´ la suma de todas las acciones llevadas a cabo por
cada una de las unidades que lo constituyen.
Generador de batallas
El mo´dulo de generacio´n de las batallas recibe como entrada un fichero XML donde
se especifican las caracter´ısticas del mapa que sera´ generado posteriormente. Para el
disen˜o del mapa se tiene en cuenta el nu´mero de unidades de cada tipo que dispondra´
cada bando y el nu´mero de batallas que se deben generar. Se recibe como entrada la
ruta del fichero de mapas donde se almacena la configuracio´n (casilla a casilla) del
mapeado de batalla, que es un fichero de texto en formato ASCII donde cada l´ınea
representa una fila de la matriz y cada cara´cter el contenido que debe tener la celda
asociada. La interpretacio´n del fichero se hace como sigue:
]: indica una roca
|: indica un a´rbol
∼: indica agua
, : indica llano o suelo accesible
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Con la informacio´n anterior el Generador de batallas devuelve como salida un conjunto
de ficheros de texto ASCII. Estos ficheros siguen exactamente el mismo formato que
los ficheros de mapas recibidos en la entrada, pero con la salvedad de que en ellos esta´n
ubicados las diferentes unidades de cada eje´rcito. El Generador se encarga de ubicar
a cada unidad en celdas de tipo suelo accesible, teniendo en cuenta los para´metros de
entrada recibidos. De este modo el cara´cter (,) de un suelo accesible sera´ sustituido
por un cara´cter nume´rico (del 0 al 9) que representa al tipo de unidad y bando al que
pertenece, para ello se sigue una codificacio´n muy sencilla:
0 a 4: unidad del bando 1
5 a 9: unidad del bando 2
El mecanismo que sigue el Generador para realizar la distribucio´n de las unidades
responde a las diferentes formaciones que cada bando debe seguir. Un tipo de formacio´n
puede ser la romana, donde las unidades se distribuyen todas en un u´nico bloque
homoge´neo rodeando a su general; y la de guerrilla que distribuye a las unidades en
diferentes bloques dispersos por el escenario de batalla. El Generador siempre devuelve
tantos escenarios de batallas como tipos de formaciones y casos distintos se hayan
solicitado, teniendo en cuenta que para cada caso solicitado se generan tantos mapas
de batallas como combinaciones diferentes se puedan realizar de las formaciones entre
los bandos.
Simulacio´n de las batallas
El simulador recibe como entradas las matrices de estrategia de ambos bandos y el
mapa donde se desarrolla la batalla. Teniendo en cuenta las reglas de juego, la posicio´n
inicial, cantidad y tipos de unidades militares que poseen ambos bandos; se realiza una
simulacio´n en memoria del desarrollo de la batalla, devolviendo el resultado cuando
e´sta finaliza. Como finalizacio´n se entiende al estado alcanzado en el cual uno de los
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Figura 3.7: Captura de pantalla de la simulacio´n de una batalla en el juego Robot
Wars
bandos obtiene la victoria, o bien a aquel en el que se alcanza un umbral de iteraciones
tras el cual el simulador termina devolviendo empate. Aclaremos que esta simulacio´n es
determinista, por lo que no se genera la problema´tica del tratamiento de incertidumbre
asociada a las evaluaciones con componente estoca´stico. En cada iteracio´n se recorren
todas las unidades operativas (no destruidas por el enemigo) de cada bando y se elige la
accio´n que se debe realizar dependiendo del contexto en el que se encuentre. La Figura
3.7 muestra una captura de pantalla que corresponde con la simulacio´n de una batalla
en el juego.
3.5.2. El juego Planet Wars
Planet Wars es un juego de tipo RTS de dos jugadores que fue propuesto en el con-
curso internacional de Google AI Challenge 2010 12. En ese concurso los participantes
compiten con una estrategia de IA creada para controlar uno de los bot del juego. En
esta competicio´n, el tiempo real se dividio´ en turnos de un segundo, a fin de que los
12http://planetwars.aichallenge.org
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jugadores pudiesen jugar de forma secuencial, sin embargo, las acciones se suceden al
mismo tiempo en la simulacio´n. Planet Wars se puede considerar como una instancia
sencilla de los juegos RTS, pues en e´l se genera la dina´mica t´ıpica de este ge´nero pero
las posibles acciones y el terreno esta´n muy bien acotados, y esto hace que los posibles
estados lo´gicos este´n ser ma´s controlados. Es por ello que en los u´ltimos an˜os dicho
juego ha sido ampliamente usado en trabajos de investigacio´n de IA.
El escenario del juego esta´ definido por un mapa de dos dimensiones que contiene
varios planetas. Los planetas pueden estar conquistados por uno u otro jugador, o ser
neutrales (es decir, que no pertenecen a ningu´n jugador, son planetas libres). Un planeta
tiene dos caracter´ısticas principales: el nu´mero de naves y la tasa de crecimiento. La
primera, como su nombre lo indica, es la cantidad de naves que existen en ese planeta,
no se distingue por tipos, as´ı que todas las naves son iguales y representan un mismo
valor de fuerza. Los planetas que han sido conquistados aumentan su cantidad de naves
en cada turno, ese aumento esta´ definido por la tasa de crecimiento t, donde t ∈ {1, 5},
indica el nu´mero de naves que se suman al planeta en un turno de juego.
Ve´ase la Figura 3.8, en ella se muestra una captura de pantalla del juego, los
planetas rojos pertenecen al jugador 1, los verdes al jugador 2, y el resto son mundos
neutrales. Aunque Planet Wars es un RTS, la implementacio´n en el campeonato lo
ha transformado en un juego basado en turnos, los jugadores disponen de un tiempo
(nu´mero de turnos) determinado para conseguir la victoria. En cada turno un jugador
recibe el estado actual del juego (es decir, informacio´n acerca de los planetas y las
naves que existen en cada uno), la toma de decisiones se lleva a cabo usando so´lo esa
informacio´n actualizada del mapa, no se permite almacenar ninguna informacio´n sobre
estados anteriores del mapa. De esta manera, la estrategia de IA que controla a los
bots tiene que estar pensada para enfrentarse en cada momento a un mapa totalmente
desconocido.
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Figura 3.8: Captura de pantalla del Planet Wars: los planetas tienen un nu´mero que
indica la cantidad de naves que hay en ese mundo. Los colores identifican la
pertenencia de los planetas y las naves a uno u otro jugador.
Reglas de juego
Los bots so´lo pueden hacer uso de una accio´n durante su turno de juego: enviar
naves (o sea, flotas) a otros planetas y para ello deben indicar: el planeta destino, el
origen (planeta desde el cual partira´n las naves y que debe ser propiedad del jugador
que ejecuta la accio´n), y el nu´mero de naves a enviar (que debe ser mayor que la
cantidad de naves que habra´ en el planeta destino en el momento en que llegue la flota
all´ı o de lo contrario, no podra´ conquistarlo).
Las flotas, pueden necesitar ma´s de un pseudo-turno para llegar a su planeta des-
tino (el tiempo es directamente proporcional a la distancia entre el planeta de origen
y el destino). Cuando la flota llega un planeta enemigo o neutral, se produce un en-
frentamiento, en el cual cada nave es sacrificada para destruir una nave enemiga, en
otras palabras, resulta victoriosa aquella flota que albergue ma´s naves. En caso de que
el planeta destino sea del propio jugador, ambas flotas se unen, sumando sus naves.
Las reglas que rigen la partida son las siguientes:
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El jugador con ma´s naves al final del juego gana.
Si uno de los jugadores pierde todas sus naves, la partida finaliza y el otro jugador
gana.
Si un jugador excede el l´ımite de tiempo sin emitir la accio´n correspondiente a
ese turno, pierde el juego.
Si un jugador lanza un env´ıo de flotas con ma´s naves de las que posee el planeta
emisor, pierde la partida.
Si ambos jugadores tienen el mismo nu´mero de naves cuando el juego termina,
se considera un empate.
Codificacio´n de las soluciones
En esta seccio´n se explicara´ la codificacio´n que fue definida para representar un
estrategia de juego. Dicha codificacio´n se va a emplear ma´s tarde (en las secciones
que siguen) para pobar algoritmos coevolutivos cuyo objetivo sera´ el de encontrar
estrategias de juego o´ptimas para gobernar un bot en el Planet Wars. El proceso de
bu´squeda en estos casos se enfoca en optimizar las reglas que gu´ıan la toma de decisiones
para que en cada turno el bot seleccione la mejor accio´n de acuerdo a su estado.
El estado de un bot en cada instante del juego esta´ determinado por la ventaja (con
respecto a su oponente) en te´rminos de la tasa de crecimiento y la cantidad de naves.
Ambas me´tricas de ventaja tienen tres valores posibles: ‘alto’, ‘nulo’ o ‘bajo’. De esta
manera, para un jugador p (respecto a su oponente o), GRp (respecto a GRo) es la
tasa de crecimiento total que depende de la tasa individual que posee cada planeta del
jugador p. Sea: ∆GRpo = GRp−GRo; entonces si ∆GRpo > 0, significa que el jugador
p tiene una ‘alta’ ventaja sobre su oponente o en te´rminos de “tasa de crecimiento”;
‘nula’ es caso de un empate (i.e., ∆GRpo = 0) y ‘baja’ si ∆GRpo < 0.
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El ca´lculo de la ventaja respecto a la cantidad de naves es similar, pero considerando
NSp en lugar de GRp como el nu´mero total de naves propiedad del jugador p en cada
instante del juego. En otras palabras, ∆NSpo = NSp−NSo. Sin embargo, se consideran
diferentes umbrales para los valores de ventaja, de modo que si ∆NSpo > 10, el jugador
p tiene una ventaja ‘alta’, ‘nula’ si 0 6 ∆NSpo 6 10 y ‘baja ’ en otro caso. No´tese que
consideramos que una diferencia de 10 naves no es lo suficientemente significativa para
distinguir entre los dos jugadores, a este valor se llego´ a trave´s de nuestra experiencia
con el juego.
Un jugador virtual (es decir, una estrategia de juego) es definida como una matriz
bidimensional (ver Figura 3.9), en la cual la primera dimensio´n representa la ventaja
respecto al “nu´mero de naves” (∆NSpo) y la otra dimensio´n se refiere a la ventaja en
te´rminos de la “tasa de crecimiento” (∆GRpo). Como se explico´ anteriormente cada
eje tiene tres posibles valores para cada ventaja: ‘alta’, ‘nula’ y ‘baja ’. Cada celda de
la matriz actu´a como un gen y almacena una las siguientes acciones:
1. Atacar al planeta enemigo ma´s fuerte (AS, por sus siglas en ingle´s de Attack
Stronger) (el planeta ma´s fuerte es el que tiene la mayor cantidad de naves).
2. Atacar al planeta enemigo ma´s de´bil (AW, por sus siglas en ingle´s de Attack
Weakest).
3. Atacar al planeta enemigo ma´s cercano (AC, por sus siglas en ingle´s de Attack
Closest).
4. Conquistar al planeta neutral ma´s fuerte (CS, por sus siglas en ingle´s de Conquer
Stronger).
5. Conquistar al planeta neutral ma´s de´bil (CW, por sus siglas en ingle´s de Conquer
Weakest).
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6. Conquistar al planeta neutral ma´s cercano (CC, por sus siglas en ingle´s de Con-
quer Closest).
7. Seguir al enemigo (FE, por sus siglas en ingle´s de Follow Enemy), en esta accio´n
se mandan tropas hacia uno de los planetas donde que el enemigo u oponente
esta´ enviando tropas en el turno actual.
De esta manera, la matriz representa una estrategia que puede controlar de forma
determinista el comportamiento de un bot, ejecutando la accio´n que corresponda en
cada instante de juego. Para un jugador virtual existen nueve posibles estados (i.e.,
3×3, todas las combinaciones considerando las dos dimensiones de la matriz). Teniendo
una estrategia de juego, la toma de decisiones se reduce a ejecutar la accio´n que esta´
almacenada en la matriz para el estado en que el bot percibe que se halla en ese instante
del juego. Ve´ase en la Figura 3.9 un ejemplo de la matriz que muestra la distribucio´n
de las acciones para cada posible estado, por ejemplo, cuando el jugador tiene una alta
ventaja en te´rminos de “tasa de crecimiento” y “nu´mero de naves” (∆GRpo > 0 y
∆NSpo > 10) la accio´n correspondiente es “AS”.
∆NSpo > 10 0 <= ∆NSpo <= 10 ∆NSpo < 0
∆GRpo > 0 AS AC AW
∆GRpo = 0 AS AC CW
∆GRpo < 0 FE AS AW
Figura 3.9: Una matriz de acciones en el juego Planet Wars
que fue generada a partir de uno de los algoritmos que
presentaremos ma´s adelante en esta memoria.
Si se analiza el espacio de bu´squeda que se debe explorar para encontrar las me-
jores soluciones (i.e., posibles estrategias de juego) vemos que su taman˜o es de 79 =
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40353607 ∈ [225, 226], por lo cual no deber´ıa ser evaluado de forma exhaustiva por el
coste computacional que esto supondr´ıa, por tanto es ma´s conveniente utilizar te´cnicas
metaheur´ısticas que optimicen el proceso de bu´squeda.
3.6. Conclusiones del cap´ıtulo
En general, las tendencias futuras de los videojuegos han abierto un camino en el
cual la IA cla´sica y la IA para videojuegos convergen (en algunos casos concretos) hacia
el objetivo comu´n de imitar el comportamiento humano. De una parte la IA y de la otra
la Computacio´n Afectiva se complementan en los videojuegos para hacer que crezca la
expectativa de que en un futuro no muy lejano un bot estara´ a la altura de cualquier
concursante del ce´lebre Test de Turing. En este sentido, las metaheur´ısticas han sido
protagonistas en muchos de los casos de e´xitos que esta´n documentados en la literatura
cient´ıfica. La Coevolucio´n, y en particular su enfoque competitivo, destaca de forma
relevante, mostrando sus potencialidades en el a´rea de los videojuegos e incitando a la
bu´squeda de modelos ma´s eficientes.
La PCG es un campo de creciente intere´s para la comunidad cient´ıfica, con un ele-
vado nu´mero de publicaciones. Pero no so´lo es atractivo para los cient´ıficos, la industria
del videojuego esta´ incorporando de forma satisfactoria muchos de los avances que se
consiguen en el a´mbito investigativo.
Existen multitud de a´reas asociadas con el empleo de te´cnicas de Inteligencia Ar-
tificial/Computacional, no tratadas de forma espec´ıfica en este cap´ıtulo, que suponen
otros desaf´ıos para los investigadores y entre las cuales podemos mencionar: el mode-
lado del comportamiento del jugador humano, la definicio´n de lenguajes de modelado
para la descripcio´n de videojuegos, creacio´n de me´todos de narrativa computacional,
disen˜o de juegos asistidos por IA, y un largo etc.. No cabe duda de que nos enfrenta-
mos a retos realmente estimulantes, no so´lo para un futuro cercano sino para el actual
presente.
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En los siguientes cap´ıtulos se describen los resultados del trabajo de investigacio´n
realizado en esta tesis. Consideramos que con nuestros aportes hemos contribuido al
avance en algunas de las l´ıneas de investigacio´n aqu´ı discutidas y esperamos continuar
hacie´ndolo en trabajos futuros.
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Generacio´n de estrategias de
juegos mediante Coevolucio´n
Bless all forms of intelligence
The Instructor (in The Animatrix)
Una de las l´ıneas de investigacio´n ma´s interesante en el desarrollo de videojuegos
es la creacio´n de te´cnicas de IA para los juegos RTS. Las caracter´ısticas de este ge´nero
y la complejidad del espacio de bu´squeda que genera (un posible estado describe un
escenario de juego muy amplio, con cientos de unidades que actu´an simulta´neamente,
y muchos miles de posibles posiciones para cada uno de los cientos, posiblemente miles,
de unidades) hacen que el disen˜o de IA para este tipo de juego sea al mismo tiempo un
reto muy interesante y una tarea dif´ıcil de manejar. Esta complejidad viene dada por
la dificultad intr´ınseca que poseen los grandes espacios de bu´squeda y por la propia
naturaleza de estos juegos puesto que, a diferencia de los juegos tradicionales, en estos
se pueden realizar un nu´mero indeterminado de movimientos de forma simulta´nea
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(Corruble et al., 2002).
Los juegos RTS proporcionan un amplio abanico de problemas dif´ıciles para el di-
sen˜o de la IA, por ejemplo: la planificacio´n en un mundo con informacio´n incompleta, el
auto-aprendizaje, el modelado del comportamiento de los oponentes, y el razonamiento
espacial y temporal so´lo por nombrar algunos. Uno de los retos ma´s significativos es
el de la creacio´n de bots que simulen el comportamiento humano y no necesiten hacer
trampas para obtener un resultado ventajoso respecto al oponente humano. Citando a
Lucas et al. (Togelius et al., 2013), esto implica, ba´sicamente, “Restringir la informa-
cio´n disponible para el jugador controlado por la IA a la informacio´n que un jugador
humano puede ser capaz de reunir en el juego, y limitar tambie´n sus posibles acciones
a las del jugador humano”. En todo momento, el bot debe representar un desaf´ıo para
el humano, independientemente de sus habilidades y de la estrategia que adopte para
jugar.
Este cap´ıtulo trata sobre la generacio´n automa´tica de IA para los NPCs en videojue-
gos RTS. La propuestas que se presentara´n utilizan la Coevolucio´n como metaheur´ıstica
que gu´ıa el proceso de bu´squeda y auto-aprendizaje pues consideramos que es una de
las te´cnicas ma´s interesantes dentro del a´rea de la CE para ser aplicadas en juegos.
Como en las dema´s partes de esta tesis, nos centraremos en el enfoque competitivo de
la Coevolucio´n, en el cual los individuos compiten entre s´ı para mejorar su valor de
fitness a costa de empeorar el de su oponente. Y esta simulacio´n de la relacio´n depreda-
dor/presa (la misma que tiene lugar en la naturaleza) va generando un proceso al estilo
de una “carrera armamentista” en el que la mejora de algunos individuos estimula la
mejora en los oponentes, y viceversa.
Como se ha visto en cap´ıtulos anteriores, la Coevolucio´n ha venido mostrando resul-
tados exitosos en varios trabajos de investigacio´n en el marco de los videojuegos. Pero
tambie´n son muchos los trabajos que se han dedicado al estudio de las patolog´ıas que
afectan los modelos coevolutivos. Es la evaluacio´n una de las etapas ma´s importantes
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y arriesgadas en la Coevolucio´n, en ella se produce la interaccio´n entre las partes de
la carrera armamentista y es ah´ı donde se decide el foco a seguir en la optimizacio´n.
Patolog´ıas como, los ciclos, el desencaje de la bu´squeda, la sobre-especializacio´n, entre
otras, tienen su lugar garantizado si el mecanismo evaluativo no es lo suficientemente
eficaz.
Esta necesidad de definir modelos coevolutivos robustos fue el tema principal que
motivo´ la investigacio´n llevada a cabo en este cap´ıtulo. Los modelos que presentaremos
aqu´ı esta´n inspirados en la idea de Rosin y Belew de utilizar un Salo´n de la Fama
(HoF, por sus siglas en ingle´s) a modo de una “memoria histo´rica” que permitan usar
campeones de antiguas generaciones en la evaluacio´n de los individuos de generaciones
futuras. Diferentes variantes del enfoque HoF han sido definidas (Lichocki, 2008; Avery,
2008) en la comunidad cient´ıfica, y es objetivo de este trabajo proponer nuevos enfoques
del HoF que optimicen su desempen˜o.
El aporte principal de esta parte de la memoria es el disen˜o de nuevos enfoques que
mejoran la eficiencia y la eficacia del HoF como mecanismo de manejo de memoria a
largo plazo dentro del ciclo coevolutivo. A lo largo de este cap´ıtulo se describira´n los
nuevos enfoques del HoF que han sido definidos y se discutira´n los resultados obtenidos
en los experimentos realizados en dos juegos RTS, el Robot Wars (ver Seccio´n 3.5.1) y
el Planet Wars (ver Seccio´n 3.5.2). Estos resultados han sido previamente publicados
en (Nogueira et al., 2012b; Nogueira et al., 2013; Nogueira et al., 2014a).
4.1. El enfoque completo del Salo´n de la Fama (HoFC) y
su aplicacio´n al Robot Wars
Las siglas HoFC se refieren al enfoque “completo” del Salo´n de la Fama, se trata
de un me´todo que combina el HoF con la filosof´ıa del Torneo de Dominancia (Seccio´n
2.2.2) estableciendo que: en una generacio´n n el individuo que se incorpore al Salo´n
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de la Fama tiene que haber vencido al elenco completo del bando rival, el cual estar´ıa
integrado por el conjunto I1, I2, ..., In donde cada Ik es el individuo dominante de la
generacio´n k.
El HoFC es un algoritmo gene´tico de tipo (µ+1) al que se le aplica un enfoque CC.
La poblacio´n inicial se genera aleatoriamente. El bucle generacional tiene un ma´ximo de
300 generaciones, en cada iteracio´n se seleccionan dos padres utilizando torneo binario,
luego se lleva a cabo la recombinacio´n gene´tica basada en el cruce de Bernoulli, le sigue
la mutacio´n por variacio´n aleatoria de bits, y por u´ltimo un reemplazo elitista de tipo
“mejor por peor”.
La bu´squeda se lleva a cabo mediante la coevolucio´n por turnos de mu´ltiples estrate-
gias en cada eje´rcito. El objetivo es encontrar una estrategia ganadora y luego tomarla
como base en la siguiente ejecucio´n para hallar otra estrategia en el bando contrario que
gane a la anterior. De esta manera, en cada turno coevolutivo uno de los dos eje´rcitos
evoluciona y el resultado de esta evolucio´n debe ser una “estrategia victoriosa” que
logro´ vencer a las estrategias enemigas enfrentadas. Si al concluir el turno evolutivo
no se obtiene una solucio´n, se echa a andar otra vez la Coevolucio´n para ese mismo
eje´rcito, hasta obtener una estrategia victoriosa o hasta alcanzar el l´ımite ma´ximo de
coevoluciones. El siguiente turno coevolutivo le correspondera´ al otro eje´rcito y los
enemigos a enfrentar por esa poblacio´n sera´n el conjunto de estrategias victoriosas que
ha encontrado el bando contrario en la carrera coevolutiva recie´n terminada. As´ı suce-
sivamente se van alternando los turnos, al final se obtienen dos conjuntos de soluciones
(uno para cada bando) que contienen las estrategias victoriosas de cada eje´rcito. En
adelante llamaremos “bando A” al eje´rcito que comienza siendo el protagonista (bando
amigo) de la primera carrera coevolutiva, y “bando B” al que inicialmente ejerce de
oponente (bando enemigo).
La evaluacio´n se hace enfrentando cada individuo de la poblacio´n que esta´ reali-
zando el turno coevolutivo contra todos los miembros del HoF del bando oponente,
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y promediando el resultado que obtengan en las batallas. Veamos los detalles de este
ca´lculo en la siguiente ecuacio´n:
Pi =
∑k
j=1Rij + V bajasij + V saludij
k
(4.1)
Donde k es la cantidad de miembros del HoF del bando oponente; Rij es el resultado
que obtiene el individuo i en su enfrentamiento contra el oponente j, su valor puede ser:
victoria (1000 puntos), empate (500 puntos), o derrota (0 puntos). V bajasij y V saludij
contienen la ventaja que obtuvo la estrategia i con respecto a j, en cuanto al nu´mero
de bajas y la salud de las unidades respectivamente.
El empleo del HoF garantiza un mecanismo de evaluacio´n que tiene en cuenta a los
viejos campeones, y propicia que la bu´squeda evolutiva se base en superar a los mejores
resultados hallados hasta ese momento, creando una relacio´n de transitividad entre las
estrategias del elenco. Pero independientemente de estas ventajas se puede pensar en
la posibilidad de disen˜ar una manera ma´s eficiente de emplearlo. Tengamos en cuenta
que al inicio de la carrera coevolutiva la presio´n de seleccio´n es menor que en un punto
ma´s avanzado de e´sta donde exista mayor cantidad de oponentes. Esto provoca que
con la marcha de las iteraciones coevolutivas los nuevos individuos tendera´n a ser ma´s
robustos que los primeros insertados en el salo´n, incluso aunque sus valores de fitness
no sean muy diferentes.
De lo anterior se pueden sacar dos puntos claves. El primero es que en el elenco de la
fama podr´ıan haber individuos que fueron campeones en su momento pero que en itera-
ciones coevolutivas posteriores no tengan mucho que aportar al proceso de aprendizaje.
Esto hace que su permanencia en el conjunto sea digna de valorar, pues pensemos que
cuantos ma´s miembros existan en la memoria de oponentes, ma´s enfrentamientos habra´
que hacer durante la evaluacio´n, y mayor sera´ el consumo computacional del algoritmo.
El otro punto es que la medida del fitness empleada podr´ıa tener un mayor alcance si
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abarcase otros para´metros. Por ejemplo, una buena pra´ctica a la hora de implementar
una funcio´n para evaluar el desempen˜o de un individuo es tener en cuenta elementos
de su entorno que pueden influir directamente en su valor de fitness. Para ilustrar esto
retomemos el proceso evaluativo del HoFC, pensemos en que el salo´n tiene estrategias
que son ma´s fa´ciles de vencer que otras, sin embargo, no existe distincio´n entre vencer
a un oponente fa´cil y hacerlo con uno complejo. Si la funcio´n del fitness empleada en
el HoFC tuviese en cuenta los elementos del entorno en que se desarrolla el individuo
evaluado -uno de ellos podr´ıa ser la facilidad con que es vencido cada oponente- brin-
dar´ıa una medida ma´s fiable y representativa de la situacio´n real del individuo, adema´s
permitir´ıa distinguir cua´les miembros del elenco son los ma´s robustos.
A continuacio´n se explican los algoritmos que han sido disen˜ados a partir del modelo
ba´sico HoFC. Con ellos se pretende analizar y explorar los dos puntos claves antes
discutidos.
4.1.1. Algoritmo reducido del Salo´n de la Fama (HoFR)
La principal motivacio´n de este algoritmo fue determinar en que´ medida es nece-
sario que se emplee un enfoque completo del Salo´n de la Fama en el algoritmo HoFC.
El HoF, como se ha mencionado, resulta u´til para garantizar la transitividad entre
las soluciones, lo que permite coevolucionar las poblaciones mediante un proceso de
aprendizaje continuo que perfecciona las estrategias de forma incremental. Pensar en
la posibilidad de lograr estos resultados con una mayor eficiencia, nos condujo al disen˜o
de un enfoque “reducido” (HoFR) del me´todo del HoF.
Recordemos que el enfoque completo tiene en cuenta todos los miembros del elenco
a la hora de evaluar los individuos, esto implica que en cada iteracio´n coevolutiva se
deben realizar tantos enfrentamientos por cada individuo como cantidad de miembros
tenga el salo´n. En cambio, un enfoque reducido plantea que no es necesario evaluar
al individuo contra cada miembro del salo´n, sino que so´lo se hace con un subconjunto
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pequen˜o de dicho elenco. El objetivo del algoritmo HoFR es minimizar el nu´mero de




4 for ncoevolucion = 0 to maxCoevoluciones− 1 do
5 inicializar pop(poblacion);
6 while generacion < maxGeneraciones ∧ ¬es victoria(mejor individuo)
do
7 padres← seleccionar(poblacion);
8 hijos′ ← cruzar(padres, pX);
9 hijos′′ ← mutar(hijos′, pM);
10 poblacion′ ← reemplazar(poblacion, hijos′′);
11 poblacion← poblacion′;
12 evaluar(poblacion);
13 mejor individuo← obtener mejor individuo(poblacion);
14 if es victoria(mejor individuo) then
15 bando amigo.adicionar al salon fama(mejor individuo);
16 limite coevoluciones← 0;
17 cambiar bandos(); // se le asigna el turno coevolutivo al







enfrentamientos que se llevan a cabo para la evaluacio´n de los individuos durante la
carrera coevolutiva, y comprobar si de esta manera se sigue logrando la transitividad
entre las soluciones. El enfoque completo del HoF hace que en el paso coevolutivo k
cada posible solucio´n del jugador A se evalu´e enfrenta´ndose a {B1, B2, ...Bk} donde Bi
es la solucio´n obtenida por el jugador B en el paso coevolutivo i (y que se obtuvo a su
vez enfrenta´ndose a {A1, ..., Ai−1}. Luego se le halla la media aritme´tica a la puntuacio´n
que acumula el individuo en sus k enfrentamientos y en funcio´n de esta se le asigna un
resultado que puede ser: victoria, empate o derrota. Por su parte, el enfoque reducido
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propone que en el paso k los individuos del bando A se enfrenten u´nicamente a Bk,
como asumiendo que se dara´ una transitividad en la evaluacio´n y que si A vence a Bk
tambie´n vencera´ a {B1, ..., Bk−1}.
La transitividad entre las soluciones victoriosas no tiene por que´ darse necesaria-
mente, pero es posible que en la pra´ctica se logre. Al menos se espera que el HoFR
permita realizar una exploracio´n ma´s amplia del espacio de bu´squeda a un coste compu-
tacional mucho menor, pues en cada paso coevolutivo el coste de la evaluacio´n se hace
constante -en un u´nico combate- mientras que con un Salo´n de la Fama completo en
el paso k para cada evaluacio´n se realizan k combates con las k previas soluciones del
rival. Ve´ase en el Algoritmo 2 el esquema general de funcionamiento del HoFR.
Para inicializar la poblacio´n, se generan los individuos a partir de la mejor solucio´n
encontrada en el paso coevolutivo anterior. La motivacio´n de esta idea viene del cla´sico
problema del Viajante de Comercio (TSP, del ingle´s Travelling Salesman Problem),
en el que puede ser provechoso modificar la matriz de distancia con respecto a una
ejecucio´n anterior. Es posible que la solucio´n o´ptima sea similar a la que se ten´ıa
anteriormente, por lo que generando perturbaciones de dicha solucio´n se puede partir
de soluciones de calidad.
El problema que se plantea aqu´ı difiere del TSP, en este caso no hay una trasla-
cio´n tan directa entre la representacio´n de una solucio´n y su rendimiento, pues una
perturbacio´n de una estrategia puede dar lugar a que funcione de forma muy distinta;
pero se puede asumir que aunque en menor medida dicha relacio´n existe, y a partir de
esto, emplear el mismo principio. Entonces se parte de dos soluciones para dos parti-
cipantes del juego A y B. El primer paso ser´ıa optimizar A para vencer a B, y para
ello se comienza con una poblacio´n inicial que consiste en perturbaciones de A. En el
siguiente paso se har´ıa lo mismo con B, y as´ı sucesivamente. Esta inicializacio´n puede
ayudar a propiciar la transitividad entre las soluciones ganadoras, pues se garantiza
similitud en los genes de los nuevos individuos con respecto al campeo´n anterior, de
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manera que una combinacio´n de acciones que haya sido provechosa en la coevolucio´n
anterior puede reutilizarse.
Experimentos del HoFR en el juego Robot Wars
El objetivo de los experimentos es valorar si el enfoque reducido mejora en algu´n
aspecto los resultados del algoritmo HoFC, y sobre todo comprobar si logra mantener
la relacio´n transitiva entre las soluciones.








Para esto se realizan varias ejecuciones de ambos algoritmos y luego se comparan
los resultados en cuanto a la duracio´n del ciclo coevolutivo, la calidad de las solucio-
nes obtenidas, la transitividad en el conjunto solucio´n, y el tiempo de ejecucio´n. Los
para´metros usados en todos los experimentos que realizaremos en esta investigacio´n se
muestran en la Tabla 4.1.
Resultados de la duracio´n de los ciclos coevolutivos
Este indicador se refiere a la cantidad de carreras coevolutivas que logra un al-
goritmo. Permite determinar cua´l de ellos obtiene un ciclo coevolutivo ma´s activo y
logra una mayor exploracio´n del espacio de bu´squeda. Es necesario aclarar que para
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esta prueba se utilizaron valores diferentes a los mencionados en la explicacio´n de la
Ecuacio´n (4.1) para puntuar los resultados de victoria (en este caso es de 2000 puntos)
y empate (en este caso fue de 1000 puntos). Es por eso que el rango del valor del fitness
que se observa en las Figuras 4.1 y 4.2 oscila entre los 1100 y 2700 puntos. Note adema´s
que en ambas figuras aparece marcado el valor de 2000 en el eje del fitness para indicar
que ese es el umbral a partir del cual se considera“victoriosa” una solucio´n.
Figura 4.1: Cantidad de coevoluciones logradas en una ejecucio´n del HoFR
Recordemos que el ciclo coevolutivo itera mientras no se alcance el l´ımite de coevo-
luciones fallidas (que en este caso es de 15), el cual se refiere al nu´mero de coevoluciones
consecutivas que realiza un bando sin lograr obtener una solucio´n que venza al rival.
Cuando uno de los bandos alcanza ese l´ımite de coevoluciones sin e´xito, se termina la
ejecucio´n. Vea en ambas figuras que llegado a un punto el bando azul ya no puede su-
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perar el resultado del bando rojo y el algoritmo termina despue´s de haberse ejecutado
15 coevoluciones continuas del bando azul.
Observe en las figuras 4.1 y 4.2 que para el caso del HoFR el ciclo coevolutivo
es ma´s activo. Este resultado se debe a que en este enfoque disminuye la presio´n de
seleccio´n con respecto al HoFC, pues es menor la cantidad de enemigos que se deben
vencer para coronarse como campeo´n. Esto hace que casi todas las coevoluciones logren
una solucio´n victoriosa, por eso se extiende la duracio´n del ciclo coevolutivo.
Figura 4.2: Cantidad de coevoluciones logradas en una ejecucio´n del HoFC
Por su parte, el algoritmo HoFR alcanzo´ ma´s de 160 coevoluciones, las de mejor
fitness oscilaban su valor entre los 2150 y casi 2600 puntos. En el caso del HoFC se
obtiene un nu´mero de coevoluciones mucho menor, de un total de 32 so´lo siete lograron
encontrar una solucio´n vencedora, aqu´ı el fitness de las soluciones oscilaba entre los
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2300 y casi 2600 puntos; lo que demuestra que a pesar de no tener un ciclo coevolutivo
tan activo, la calidad de las estrategias vencedoras eran muy similares entre ambos
algoritmos.
Este resultado puede considerarse como que en el HoFR se logra hacer una explo-
racio´n mayor del espacio de bu´squeda, y se pudiera valorar como un buen resultado
si este incremento conduce a buenas soluciones finales. Veamos lo que ocurre con las
otras pruebas realizadas antes de llegar a conclusiones.
Resultados de la calidad de las soluciones
Para evaluar la calidad de las soluciones llamemos {A0, ..., An−1} y {B0, ..., Bn−1}
a los miembros del Salo´n de la Fama obtenidos por el HoFC para el bando A y el
bando B respectivamente, y {A′0, . . . , A′n−1} {B′0, . . . , B′n−1} a los del HoFR. Se hara´n
dos pruebas, la primera se basara´ en realizar los enfrentamientos: (A vs B) y (A′ vs B)
para cada una de las quince ejecuciones, y para la segunda se enfrentara´n (A vs B′) y
(A′ vs B′). De esta manera se analizara´ el desempen˜o de las estrategias obtenidas por
cada algoritmo frente a un mismo oponente.
Figura 4.3: Resultados de los enfrentamientos contra un bando (el B) del HoFC (o
sea, (A vs B) y (A′ vs B))
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Figura 4.4: Resultados de los enfrentamientos contra un bando (el B′) del HoFR (o
sea, (A vs B′) y (A′ vs B′))
En la Figura 4.3 se muestran los resultados de la primera prueba de calidad realiza-
da. El conjunto de datos analizados esta´ formado por los valores de la media aritme´tica
del fitness que obtuvo cada algoritmo en los enfrentamientos. La gra´fica muestra clara-
mente como el HoFC supera en todos los casos al HoFR. Para validar desde un punto
de vista estad´ıstico esta diferencia se aplico´ el test de la suma de rangos de Wilcoxon
que devolvio´ los valores de: h = 1, p = 0,000024 demostrando as´ı que la diferencia entre
los valores de fitness es estad´ısticamente significativa.
La Figura 4.4 muestra los resultados de la segunda prueba de calidad. Al igual
que en la prueba anterior, el algoritmo HoFC supera el desempen˜o del HoFR; el test
de Wilcoxon corroboro´ estos resultados al refutar la hipo´tesis nula para un valor de
p = 0,000057. Por tanto, se puede concluir que las estrategias obtenidas mediante el
HoFC tienen mayor calidad que las logradas por el algoritmo HoFR.
Resultados del chequeo de transitividad
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Figura 4.5: Prueba de transitividad en los enfoques HoFC y HoFR
Recordemos que para alcanzar la condicio´n de solucio´n victoriosa e incluirse al
elenco de la fama en el HoFC era necesario superar todas o la mayor´ıa de las soluciones
del elenco, con lo cual se aseguraba que los nuevos miembros eran tan buenos o mejores
(en relacio´n al fitness) que los anteriores. Por otra parte, en el HoFR para ingresar en
la memoria de las estrategias victoriosas basta derrotar a la u´ltima solucio´n agregada.
Al inicio valoramos que exista la posibilidad de que la propiedad transitiva garantice
que esta u´ltima estrategia sea capaz de derrotar a todos sus oponentes ancestrales. Si
esto se cumple no hay razo´n para que en el HoFR se obtengan soluciones de menor
calidad; pero hemos comprobado en la pra´ctica que los resultados son otros. Veamos
que´ sucede cuando se le aplica una prueba de chequeo de transitividad a los conjuntos
de soluciones.
La prueba de transitividad se hace para una ejecucio´n del algoritmo, en ella se
enfrenta cada estrategia A′i del elenco contra el conjunto {B′0, . . . , B′i−1} (que ser´ıan
los miembros del HoF del bando opuesto), de esta manera se comprueba si todas las
estrategias del conjunto son capaces de vencer a sus oponentes ancestrales.
La Figura 4.5 muestra el comportamiento del porcentaje de victorias que obtuvo
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cada estrategia analizada, para ambos algoritmos. Este porcentaje tiene en cuenta el
total de oponentes ancestrales que deb´ıa vencer el individuo y la cantidad de victorias
que realmente logro´. Un resultado ideal es el que obtiene el HoFC, no´tese que todas la
estrategias logran un 100 % de victorias, lo cual significa que los miembros del elenco
pueden vencer a todos sus oponentes ancestrales, por tanto, la transitividad entre las
soluciones se da perfectamente. Un resultado muy diferente se logra para el HoFR, aqu´ı
cada estrategia muestra un comportamiento aleatorio que no guarda relacio´n con el de
sus antecesores, so´lo la primera estrategia insertada en el salo´n logra obtener un 100 %
de victorias, del resto ninguna alcanza ese valor.
El hecho de que la transitividad no se logre entre las estrategias del conjunto so-
lucio´n del algoritmo HoFR provoca que la presio´n selectiva durante la bu´squeda sea
insignificante con respecto a la del HoFC y esto, sin duda, frustra el proceso de apren-
dizaje continuo e impide la mejora iterativa de las soluciones. En cada coevolucio´n se
obtiene una estrategia que solamente es capaz de vencer al individuo ma´s nuevo del
elenco. As´ı que es esta la causa de que las soluciones logradas por el enfoque reducido
sean inferiores a las que logra el enfoque completo. Y de aqu´ı se concluye que s´ı es
necesario emplear un enfoque Salo´n de la Fama completo, o al menos uno que tenga
en cuenta durante la evaluacio´n a la mayor´ıa de los miembros del elenco, para poder
garantizar la transitividad.
Resultados del tiempo medio de las coevoluciones
Por u´ltimo se analizan los resultados de las pruebas de medicio´n del tiempo medio
(en segundos) que tardan las ejecuciones de cada algoritmo. La Figura 4.6 evidencia
que el HoFR logra las coevoluciones en un tiempo ma´s corto que el HoFC. Este com-
portamiento se debe a los resultados vistos anteriormente que hacen que en el HoFR
sea ma´s fa´cil encontrar una estrategia victoriosa. Este resultado habr´ıa sido exitoso de
no haberse afectado la calidad de las soluciones con la minimizacio´n de la cantidad de
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enfrentamientos.
Figura 4.6: Tiempo medio (en segundos) que tardan las ejecuciones de cada algoritmo
El HoFR demostro´ la necesidad de emplear el enfoque completo del HoF, o al menos
uno que tenga en cuenta la mayor´ıa de los miembros del elenco, para poder lograr la
transitividad en el conjunto solucio´n. Al fallar la propiedad transitiva, la continuidad
del proceso de aprendizaje se frustra. Por otra parte, el consumo computacional del
algoritmo disminuye notablemente con la reduccio´n de la cantidad de enfrentamientos
en la evaluacio´n de los individuos. Es hora de pensar en otra propuesta que tambie´n
reduzca los enfrentamientos, pero sin llegar a afectar la transitividad. As´ı se lograr´ıa
un mejor rendimiento del algoritmo y se mantendr´ıa la calidad de las soluciones. La
siguiente seccio´n describe un nuevo algoritmo que pone en pra´ctica esta idea.
4.1.2. Algoritmo que optimiza el Salo´n de la Fama (HoFU)
El primer intento por mejorar los resultados de la solucio´n coevolutiva que se usa
originalmente en el juego fue el HoFR, y no dio buenos resultados. El algoritmo HoFU
(del ingle´s: Hall of Fame Updating) es un segundo intento de hallar un enfoque del
HoF que sea ma´s eficiente que el original y que mantenga la calidad en el proceso de
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bu´squeda y optimizacio´n.
Los resultados del algoritmo HoFR enfatizaron la necesidad de propiciar la transi-
tividad entre las soluciones victoriosas en el ciclo coevolutivo. Tambie´n mostraron la
relacio´n directa que existe entre el consumo computacional del algoritmo y el nu´mero
de enfrentamientos que se hacen durante la evaluacio´n de los individuos. La v´ıa usada
para garantizar la transitividad en el HoFC es enfrentar a cada individuo contra todos
los miembros del HoF, y el intento del HoFR de minimizar esta cantidad de enfren-
tamientos no tuvo e´xito. Sin embargo, es posible disen˜ar otra variante que tambie´n
logre una disminucio´n del nu´mero de oponentes a vencer, sin que se llegue a afectar
la calidad de las soluciones. Es ese precisamente el objetivo que persigue el algoritmo
abordado en esta seccio´n.
En el HoFU se propone tambie´n una disminucio´n de la cantidad de enfrentamientos
pero no tan dra´stica como la del HoFR. La idea es realizar una actualizacio´n del HoF
durante el ciclo coevolutivo, cuyo objetivo sera´ eliminar aquellos individuos que no
aportan mucha diversidad al conjunto y que tienen mayor cantidad de derrotas con
respecto a los dema´s miembros. De esta manera se va disminuyendo la cantidad de
miembros de la memoria y con ello el nu´mero de enfrentamientos que se llevan a cabo
en el proceso de evaluacio´n. Con esta idea se pretende reducir el tiempo de ejecucio´n del
algoritmo, con respecto al del HoFC, pero sin afectar la calidad de las soluciones. Y para
ello se garantiza que la transitividad en las estrategias del HoF se logre perfectamente,
pues al evaluar cada individuo se tienen en cuenta todos los miembros del salo´n en el
bando opuesto, tal y como hace el HoFC. De esa manera el proceso de aprendizaje no
se frustra, porque cada nuevo miembro del elenco pasa por casi las mismas pruebas
que sus antecesores y esta´ obligado a superarlos a todos, o la inmensa mayor´ıa de los
oponentes ancestrales.
La funcio´n de fitness que emplea este algoritmo es diferente a la usada en el HoFR
y el HoFC. Aqu´ı se combina la puntuacio´n que logra un individuo en las batallas con el
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principio del Competitive Fitness Sharing (CFS) (ve´ase la Seccio´n 2.2.2). Con esto se
pretende lograr una evaluacio´n ma´s justa de los individuos pues se tendra´ en cuenta el
desempen˜o de los otros miembros de la poblacio´n que permitira´ identificar con mayor
certeza las estrategias robustas, y con ello ayudar a que la bu´squeda se dirija mejor.
El esquema evolutivo que emplea el HoFU es el mismo visto para el HoFR pero
agrega´ndole el me´todo de actualizacio´n del HoF, y variando el mecanismo inicializa-
cio´n de la poblacio´n, pues en el HoFU se parte de individuos generados aleatoriamente.
Seguidamente se explican los me´todos que son particulares de este nuevo algoritmo.
Proceso de actualizacio´n del Salo´n de la Fama
Este me´todo garantiza que en el elenco so´lo permanezcan las estrategias ma´s ro-
bustas, y preserva la diversidad entre sus miembros. A la hora de determinar cua´l de
las estrategias del salo´n sera´ eliminada, se tienen en cuenta dos factores: la cantidad
de derrotas y la influencia del individuo en la diversidad del HoF. El primero se refiere
al nu´mero de derrotas obtenidas por esa estrategia en el paso coevolutivo anterior, y
el segundo a la contribucio´n de diversidad que aporta ese individuo al conjunto de
soluciones. Durante la actualizacio´n, si hay que elegir entre eliminar dos soluciones, se
quita aquella que es ma´s similar a las otras estrategias del elenco. Esto conlleva a que
sea necesario definir esa medida de diversidad, y la manera en que se usara´ en relacio´n
con la calidad.
Ese valor de diversidad que un individuo aporta es calculado a trave´s de la distancia
genot´ıpica. Para el ca´lculo se maneja la memoria de campeones como una matriz en la
que cada fila representa una solucio´n y cada columna de un gen (es decir, una accio´n




(pij log pij) (4.2)
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donde pij es la probabilidad de la accio´n i en la columna j, y k indica el taman˜o de la





Cuanto mayor sea el valor de H mayor sera´ la diversidad del conjunto (cuyo taman˜o es
n). Para determinar la contribucio´n de diversidad que ofrece una solucio´n espec´ıfica,
se calcula el valor de la entrop´ıa con esta solucio´n dentro del conjunto, y el valor con
ella fuera del conjunto, y la diferencia de estos dos valores representara´ la contribucio´n
de diversidad ese individuo.
Algoritmo 3: Actualizacio´n del Salo´n de la Fama
1 for i = 0 to i < longitud(bando.salon de la fama) do
2 miembro← bando.salon de la fama [i];
3 lista derrotas [i]← obtener derrotas(miembro);
4 lista diversidad [i]← obtener diversidad(miembro);
5 end for
6 lista dominadas← obtener dominadas(lista derrotas, lista diversidad);
// Obtener el individuo con ma´s derrotas
7 p← obtener peor calidad();
8 if lista dominadas 6= null then
9 eliminar primer elemento(lista dominadas);
10 else
// Eliminar el individuo con mayor cantidad de derrotas
11 eliminar(p);
12 end if
Con respecto a la relacio´n de la diversidad y la calidad en el proceso de actuali-
zacio´n, se emplea un enfoque ‘multiobjetivo’, donde cada solucio´n tiene una medida
de calidad y otra de diversidad (o sea, de influencia en la diversidad). Si para alguna
solucio´n S hay otra solucio´n S′ que tenga mejor calidad y mayor diversidad se dice que
S esta´ dominada. La solucio´n que se elimina es una elegida aleatoriamente de entre las
dominadas, y si no hay ninguna dominada se elimina la de peor calidad. La frecuencia
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de actualizacio´n es un importante para´metro que define cada cua´ntas coevoluciones sera´
actualizado el elenco, por ejemplo, si decimos que la frecuencia sera´ de tres coevolucio-
nes, significa que el HoF se actualiza siempre que se le agreguen tres nuevos miembros.
Esta frecuencia es la que acota la cantidad de veces que se va a eliminar un indivi-
duo del salo´n, y es a la vez lo que influye en la reduccio´n del tiempo de ejecucio´n del
algoritmo. Ve´ase el Algoritmo 3 que muestra el funcionamiento general de este me´todo.
Incorporacio´n de la Comparticio´n Competitiva del Fitness (CFS)
Como se hab´ıa mencionado anteriormente, la funcio´n de fitness en este algoritmo
incorpora el enfoque del CFS. Para lo cual se contabilizan la cantidad de derrotas
de los miembros del HoF en cada carrera coevolutiva. Lo cual permitira´ identificar
cua´les de las estrategias oponentes han sido ma´s dif´ıciles de vencer en cada bando.
En el Algoritmo 4 se muestra el pseudoco´digo que describe el funcionamiento de este
me´todo.
Algoritmo 4: Ca´lculo del fitness de un individuo en el me´todo HoFU
1 for oponente = 1 to longitud(bando enemigo.salon de la fama) do




4 fitness← calcula media aritmetica(puntuacion);
asignar fitness(individuo, fitness);
La idea principal de la nueva funcio´n es que una derrota contra el oponente X tiene
ma´s importancia si hay otros individuos que s´ı lograron derrotar a X. Basa´ndonos
en este argumento se define un valor de penalizacio´n N para cada individuo i (para
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donde vij = 1 si el individuo i de la poblacio´n logra vencer al campeo´n j del HoF (con





es el nu´mero de individuos de la poblacio´n que vencieron al oponente j. De esta manera,
Ni ≈ 0 si el candidato i vence a todos los oponentes del HoF y la solucio´n i y es adema´s
de los pocos en lograrlo; Ni = 1 si i no logra vencer a ningu´n oponente; y 0 < Ni < 1
dependiendo de cua´ntas veces i gana y co´mo de usual es derrotar a ciertos oponentes
a los que se enfrenta. Entonces el fitness de un candidato quedar´ıa como:
Fi = Pi − ωNi (4.5)
donde Pi es el resultado obtenido en las batallas segu´n la Ecuacio´n (4.1), y ω ∈ N es
un coeficiente usado para escalar Ni con el fin de hacerlo ma´s representativo respecto
al valor de P .
Para disen˜ar esta funcio´n de evaluacio´n se tuvieron en cuenta las deficiencias que
le fueron identificadas al HoFC. La idea de tener en cuenta el entorno del individuo en
el me´todo de evaluacio´n se ha puesto en pra´ctica con la funcio´n de fitness propuesta.
Fije´monos que aqu´ı la puntuacio´n que recibe un individuo cuando le gana a un oponente
fa´cil de vencer, es menor que la asignada cuando vence a un rival ma´s fuerte. De esta
manera se puede diferenciar mejor el rendimiento de los individuos de la poblacio´n, y
adema´s se hace posible distinguir a los miembros ma´s robustos del HoF.
Experimentos del HoFU en el juego Robot Wars
Varias pruebas fueron realizadas al HoFU para evaluar su desempen˜o. En lo que
sigue se describen y analizan los experimentos. En todos los casos se enfoca una com-
paracio´n entre los resultados del HoFU y los del HoFC, con el objetivo de comprobar
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si el nuevo algoritmo logra mejoras en algu´n aspecto. Los indicadores a tener en cuenta
en las comparaciones son: la duracio´n del ciclo coevolutivo, la calidad de las soluciones,
y el tiempo de ejecucio´n. Los para´metros usados en las ejecuciones son los mismos que
se vieron anteriormente en la Tabla 4.1.
Resultados de la duracio´n del ciclo coevolutivo
Para este indicador se procede igual a como se hizo en las pruebas del HoFR,
recordemos que la informacio´n interesante aqu´ı es la cantidad de coevoluciones que se
logran en el ciclo. La Figura 4.7 muestra el resultado de esta prueba, ve´ase que en ambos
algoritmos el ciclo coevolutivo se comporta de manera similar. Hay algunas iteraciones
en las que uno u otro algoritmo se destaca, pero el test de Wilcoxon confirmo´ que las
diferencias no son de relevancia estad´ıstica, y esto tambie´n se observa en el boxplot de
la figura cuando se solapan los intervalos de confianza de las medianas.
Figura 4.7: Duracio´n del ciclo coevolutivo del HoFC y el HoFU
Recordemos que en el HoFR los ciclos coevolutivos s´ı se hac´ıan muy largos con
respecto al HoFC, esto se deb´ıa a que la presio´n de seleccio´n del primero era mucho
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menor que la del segundo. En este caso la diferencia entre las presiones selectivas no es
tan grande y pudiera ser esta la causa de la similitud en los resultados. Sin embargo,
no se debe obviar que en esta prueba las coevoluciones ma´s activas las logro´ el HoFU,
lo cual pudiera ser un indicio de que aqu´ı se centra mejor la bu´squeda con el uso de la
CFS.
Para analizar la calidad de los individuos y el tiempo de ejecucio´n del algoritmo
se realizan dos experimentos diferentes, en ambos se emplea la configuracio´n de los
para´metros vista anteriormente. En relacio´n al tiempo medio de las coevoluciones, la
prueba se desarrolla igual a como se explico´ para el HoFR. Para la evaluacio´n de la
calidad se enfrenta uno de los conjuntos soluciones de cada algoritmo contra un opo-
nente fijo que es tambie´n un conjunto solucio´n, en este caso espec´ıfico se produce el
enfrentamiento del bando A de ambos algoritmos contra el bando B del HoFC, y luego
contra el bando B del HoFU.
Experimento 1 del HoFU en el juego Robot Wars
En este experimento se utilizo´ en la funcio´n de fitness un valor de ω = 20, re-
cordemos de la Ecuacio´n (4.5) que ω es el factor de escala que se multiplica por la
penalizacio´n N para hacer significativo el resultado con respecto a la puntuacio´n que
obtiene el individuo en las batallas. La frecuencia de actualizacio´n empleada fue de cua-
tro coevoluciones, esto significa que (para ambos bandos) cada cuatro nuevos miembros
adicionados al HoF se ejecutara´ el mecanismo de actualizacio´n. En lo que sigue se ana-
lizara´n los resultados de este experimento.
Experimento 1: resultados de la calidad de las soluciones
La Figura 4.8 muestra los resultados del enfrentamiento de los bandos A (del HoFC
y el HoFU) contra el bando B del HoFC. Observemos que HoFU obtiene mejores va-
lores de fitness, la diferencia entre las medianas de ambos conjuntos es significativa y
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Figura 4.8: Fitness medio del enfrentamiento de los bandos A (del HoFC y el HoFU)
contra el bando B del HoFC
as´ı lo confirmo´ el test de Wilcoxon con un valor de p=0.000092. Por tanto, podemos
afirmar que en esta prueba el comportamiento del HoFU para las treinta ejecuciones de
pruebas fue superior al del HoFC. En la segunda prueba de calidad (Figura 4.9) el rival
era el bando B del HoFU, aqu´ı se ve que hay una mayor dispersio´n en el HoFU. Dado
que la mediana sigue siendo un poco mejor, y el test de suma de rangos de Wilcoxon
demostro´ que la diferencia no es significativa con un valor de p=0.4733, podemos afir-
mar que en promedio dicha dispersio´n no perjudica, y que HoFU tiene mejor capacidad
para encontrar soluciones en el rango alto de calidad (aunque tambie´n puede producir
soluciones eventualmente de menor calidad). Recordemos que el objetivo de aplicar la
coevolucio´n en el juego es encontrar estrategias que le aseguren la victoria a uno u otro
bando, y que ma´s tarde sera´n empleadas por un jugador virtual. As´ı que si se hacen
mu´ltiples ejecuciones de los algoritmos para quedarnos con las mejores soluciones, es-
tar´ıamos concentra´ndonos en la parte alta de la distribucio´n y ah´ı el HoFU es mejor y
nos puede proporcionar estrategias ma´s fuertes para conformar el eje´rcito de bots.
De lo anterior se puede concluir que la pe´rdida de calidad que hubo en el HoFR
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Figura 4.9: Fitness medio del enfrentamiento de los bandos A (del HoFC y el HoFU)
contra el bando B del HoFU
aqu´ı no existe. Esto es muestra de que la utilizacio´n del me´todo del CFS ayuda a que
la bu´squeda se enfoque mejor y se obtengan soluciones ma´s potentes. Con este resul-
tado tambie´n se comprueba que el hecho de eliminar del Salo´n de la Fama aquellos
individuos que han tenido mayor cantidad de derrotas y no aportan mucha diversi-
dad al conjunto, no afecta la calidad de las soluciones, a pesar de que los individuos
en el HoFU se someten a una menor cantidad de enfrentamientos durante la evaluacio´n.
Experimento 1: resultados del tiempo medio de las coevoluciones
La medicio´n del tiempo en este experimento mostro´ que el HoFU no empeora el
tiempo con respecto al HoFC, en la Figura 4.10 se observa que el tiempo medio en las
coevoluciones logrado por ambos algoritmos es similar, al aplicar el test de Wilcoxon
se obtuvo un valor de p = 0.2870, con lo cual se demuestra que la diferencia entre
los conjuntos de valores no es estad´ısticamente significativa. Sin embargo, no debemos
obviar que el l´ımite superior del boxplot para el HoFC es mayor que el del HoFU,
recordemos que este u´ltimo obtuvo en esas ejecuciones soluciones superiores y ahora
Mariela Nogueira-Collazo 99
CAPI´TULO 4. GENERACIO´N DE ESTRATEGIAS DE JUEGOS MEDIANTE
COEVOLUCIO´N
vemos que lo hizo sin disminuir el rendimiento. Hasta aqu´ı se puede afirmar que en este
Figura 4.10: Tiempo medio (en segundos) que tardaron las coevoluciones del
Experimento 1 en el juego Robot Wars
experimento el HoFU fue capaz de lograr mejores valores de fitness que el HoFC, sin
afectar el tiempo de ejecucio´n del algoritmo. Por tanto, la inclusio´n de la CFS ayudo´ a
que la bu´squeda de las estrategias se enfocara mejor en encontrar soluciones robustas;
y por otra parte la eliminacio´n de aquellos miembros del Salo´n de la Fama que no
ten´ıan mucho que aportar al proceso de aprendizaje ni a la diversidad del conjunto,
evito´ que el aumento de la presio´n de seleccio´n por la variacio´n en la fo´rmula del fitness
incrementara el tiempo de ejecucio´n del algoritmo.
Experimento 2 del HoFU en el juego Robot Wars
El segundo experimento utiliza una frecuencia de actualizacio´n de tres coevoluciones,
de manera que cada tres nuevos miembros incluidos al HoF se elimina de e´l el que tenga
peor calidad y aporte menor diversidad al conjunto. Esto hace que en este experimento
se quiten ma´s miembros en la memoria de estrategias victoriosas que en el Experimento
1 (donde la frecuencia era de cuatro coevoluciones). Tambie´n hay diferencia en la fun-
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Figura 4.11: Fitness medio del enfrentamiento del conjunto A del HoFC y HoFU
contra el conjunto B del HoFC
cio´n de fitness, en este caso se emplea un valor de ω = 10 haciendo que la penalizacio´n
N sea menos significativa que en el experimento anterior, con lo cual se disminuye un
poco la presio´n de seleccio´n durante el proceso de bu´squeda.
Experimento 2: resultados de la calidad de las soluciones
Las Figuras 4.11 y 4.12 muestran el comportamiento de ambos algoritmos en dos
pruebas de evaluacio´n de la calidad realizadas. En la primera se enfrentaron los bandos
A contra el bando B del HoFC y en la segunda lo hicieron contra el bando B del HoFU.
Se puede apreciar en las figuras que la calidad media obtenida en los enfrentamien-
tos para ambos algoritmos es similar, ve´ase que hay solapamiento vertical entre las
muescas de los boxplots lo que indica que las diferencias respecto a las medianas no son
significativas, y esto tambie´n lo confirmo´ el test de Wilcoxon con valores de p = 0,1120
y p = 0,5862 respectivamente. De modo que aqu´ı no hubo mejoras en relacio´n a la cali-
dad, pero tampoco se empeoro´. El hecho de que se haya disminuido el coeficiente ω en
la funcio´n del fitness hace que no sea tan notable la penalizacio´n N en la Ecuacio´n (4.5)
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Figura 4.12: Fitness medio del enfrentamiento del conjunto A del HoFC y HoFU
contra el conjunto B del HoFU
y esto impide aprovechar la ventaja de la CFS; que como se percibio´ en el experimento
anterior, ayuda a enfocar la bu´squeda hacia la estrategias verdaderamente robustas.
Experimento 2: resultados del tiempo medio de las coevoluciones
Figura 4.13: Tiempo medio de las coevoluciones en el Experimento 2
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La prueba de ana´lisis del tiempo de ejecucio´n arrojo´ los resultados que muestra la
Figura 4.13, no´tese que en la mayor´ıa de las ejecuciones el tiempo medio que tardan
las coevoluciones en el HoFU es menor que el del HoFC. Aqu´ı las muescas que definen
el intervalo de confianza de la mediana para ambos boxplots no se solapan, as´ı que las
diferencias son va´lidas y el test de Wilcoxon lo comprobo´ con p = 0.0095. El valor
at´ıpico que se observa para el HoFU se corresponde con una ejecucio´n que alcanzo´ 76
coevoluciones y esto hizo que se lograra una carrera evolutiva de mucha calidad donde
la presio´n de seleccio´n aumentaba gradualmente y extend´ıa las coevoluciones. Con estos
resultados se puede afirmar que en este experimento el HoFU obtuvo mejor rendimiento
que el HoFC, pues logro´ un menor tiempo de ejecucio´n en sus coevoluciones sin afectar
la calidad de las soluciones. Esto se debe a que se actualiza ma´s frecuentemente el Salo´n
de la Fama lo cual hace que se eliminen una mayor cantidad de miembros del elenco y
con ello disminuya el nu´mero de enfrentamientos realizados durante la evaluacio´n.
A modo de conclusiones se puede decir que el algoritmo HoFU fue un segundo
intento por superar el desempen˜o del HoFC y esta vez los resultados obtenidos fue-
ron alentadores. La incorporacio´n de la CFS ayudo´ a centrar la bu´squeda hacia las
estrategias ma´s destacadas de la poblacio´n. Esta ventaja posibilito´ que en uno de los
experimentos el valor de la calidad de las soluciones del HoFU fuese mayor que la del
HoFC sin aumentar el tiempo de ejecucio´n del algoritmo con respecto al del HoFC. En
un segundo experimento se obtuvo un mejor rendimiento del HoFU y a la vez se logra-
ron soluciones de calidad similar a las del HoFC. Este u´ltimo resultado fue debido a que
disminuyo´ ma´s el nu´mero de enfrentamientos durante la evaluacio´n de los individuos,
y por otra parte se hizo menos significativo el aporte de la CFS con el decremento del
coeficiente ω en la fo´rmula del fitness. La conclusio´n principal que podemos extraer es
que mediante el ajuste de los para´metros (frecuencia de actualizacio´n y coeficiente de
penalizacio´n) el algoritmo HoFC se puede configurar para lograr mejores soluciones o
menores tiempos de ejecucio´n.
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4.2. Otros enfoques de optimizacio´n del HoF y su aplica-
cio´n al Planet Wars
En esta segunda parte del cap´ıtulo, se profundiza en el ana´lisis del enfoque optimi-
zado del HoF que como se comprobo´ en la seccio´n anterior contribuye a que aumente
la eficacia del proceso de bu´squeda. En esta seccio´n se continuara´ apostando por man-
tener la transitividad entre las soluciones encontradas pues se comprobo´ anteriormente
que el mecanismo de memoria contribuye a no romper esta relacio´n entre los individuos
de diferentes generaciones y es un punto a favor para combatir los ciclos que se pueden
generar en el modelo. A continuacio´n se explicara´n los enfoques que sera´n probados y
se analizara´n sus resultados usando como plataforma de pruebas otro juego distinto al
anterior, esta vez se trata del Planet Wars (presentado en la Seccio´n 3.5.2).
4.2.1. Esquema general del enfoque HoFCC
El Algoritmo 5 muestra el esquema general del me´todo HoFCC (del ingle´s: Hall of
Fame Competitive Coevolutive algorithm) que es el algoritmo ba´sico con el que se va a
experimentar en esta seccio´n. Este algoritmo se basa en la idea de optimizar el salo´n de
la fama y con e´l se profundiza en el estudio de los indicadores que determinan cua´les
campeones permanecen y cua´les no.
Un cambio relevante del enfoque HoFCC es que se van a integrar individuos que
son completamente externos al proceso de aprendizaje de la poblacio´n, es decir, no
comparten ningu´n v´ınculo gene´tico, pues fueron estrategias creadas manualmente. De
esta forma se fomenta la distincio´n entre el conjunto de entrenamiento y el de evalua-
cio´n de los individuos, lo cual favorece al proceso de optimizacio´n y bu´squeda de bots
competitivos que se autoadapten para vencer a sus enemigos (co)evolucionados.
La base del ciclo coevolutivo del HoFCC es un algoritmo gene´tico de estado esta-
cionario (L´ıneas 11-17). Los operadores gene´ticos que se aplican sera´n definidos en la
104 Mariela Nogueira-Collazo
CAPI´TULO 4. GENERACIO´N DE ESTRATEGIAS DE JUEGOS MEDIANTE
COEVOLUCIO´N
Algoritmo 5: Algoritmo HoFCC(α, λ)
1 nCoev ← 0; A← jugador1; B ← jugador2; φ← umbralIndividuoV ictorioso;
2 HoFA ← ∅; HoFB ← OponenteInicial(); HoC ← BotsExpertos();
3 pop← Evaluar(HoFB); // Se evalu´a la poblacio´n inicial
4 while nCoev < maxCoevFallidas ∧ NOT (timeout) do
5 if nCoev mod λ = 0 then
6 purgeα(HoFA); // Se actualiza el HoF cada λ coevoluciones




// Se escoge un experto aleatoriamente
10 e← ObtenerExperto(HoC);
11 while (i < maxGeneraciones) ∧ ¬encuentraGanador do
12 progenitores←Seleccionar (pop);
13 hijos′ ← Cruzar (progenitores, pX);
14 hijos′′ ← Mutar (hijos′, pM );
15 pop′ ← Reemplazar(pop, hijos′′);
16 pop← pop′;
17 pop← Evaluar(HoFB);
18 if (fitness(mejor(pop)) ≥ φ) ∧ (VencerExperto(mejor(pop), e)) then
//Ganador encontrado!
19 ganadorEncontrado← true;
20 HoFA ← HoFA ∪ {mejor(pop)};




24 i← i+ 1;
25 end if
26 end while
27 if ganadorEncontrado then
28 nCoev ← 0; // Se inicia una nueva bu´squeda
29 else
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seccio´n de experimentos. A continuacio´n se explican algunas de las variables funda-
mentales del algoritmo:
maxCoevFallidas representa el l´ımite de coevoluciones continuas que se pueden
ejecutar sin encontrar una solucio´n de victoriosa.
maxCoevoluciones indica el nu´mero ma´ximo de coevoluciones totales que puede
realizar el algoritmo.
maxEvaluaciones es el l´ımite de las evaluaciones que puede realizar el algoritmo.
numEvaluaciones es el nu´mero de evaluaciones que se han realizado hasta ese
momento.
La condicio´n de parada (L´ınea 4) esta´ asociada a:
timeout = (nCoev > maxCoevolutions)∨(numEvaluaciones > maxEvaluaciones)
En este algoritmo se incorpora un nuevo conjunto a tener en cuenta durante la
evaluacio´n de los individuos, se trata del HoC. Es una memoria de “expertos”, es
decir, bots especializados, que no guardan ninguna relacio´n gene´tica con los miembros
de la poblacio´n evaluada, pues han sido definidos manualmente. Con este HoC se
pretende aumentar la eficacia del proceso evaluativo, diversificando los oponentes que
tiene que vencer un individuo para coronarse campeo´n.
Respecto a la evaluacio´n de los candidatos, para una poblacio´n espec´ıfica p (donde
p ∈ {jugador 1, jugador 2}), el fitness de un individuo es calculado mediante un con-
junto de enfrentamientos que tienen lugar entre e´ste y cada miembro de un subconjunto
del HoF del oponente; y adema´s una batalla contra un bot experto, escogido al azar
del conjunto de expertos nombrado en el Algoritmo 5 como HoC (del ingle´s hall-of-
celebrities). El ca´lculo matema´tico usado para evaluar el rendimiento de un individuo
s plantea que:
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donde k ∈ N es la cardinalidad del subconjunto de oponentes (o sea, del HoF del
oponente), rsj ∈ R devuelve φ puntos si la estrategia s derrota a hj del HoF del oponente
(i.e. caso victorioso), y 0 si hj gana a la estrategia s; nTurnsj ∈ N indica el nu´mero
de turnos consumidos; y βs(e) ∈ N es un bono (que lo hemos denominado como β) de
puntos extras que s obtiene si logra vencer al “bot experto” e.
Basa´ndonos en este esquema general mostrado en el Algoritmo 5 se han disen˜ado
otras tres variantes del HoFCC que pretenden optimizar el desempen˜o de este me´todo
ba´sico y de los que se presentaron en la seccio´n anterior. En lo que sigue de explican
estas propuestas.
4.2.2. Optimizacio´n del HoF basado en la diversidad (HoFCC-Diversity)
En esta, como en todas las propuestas que se hara´n en el cap´ıtulo, el HoF actu´a como
un mecanismo de memoria a largo plazo. Pero esa memoria sera´ optimizada mediante
diversos mecanismos que son en esencia los que van a distinguir las tres variantes que
se explicara´n aqu´ı. Para este primer caso, ese proceso de actualizacio´n del conjunto de
campeones se hara´ eliminando a los miembros que proporcionan menos diversidad al
elenco. Ese valor de diversidad que un individuo aporta es calculado siguiendo el mismo
enfoque explicado en la seccio´n anterior para el me´todo HoFU con las Ecuaciones (4.2
y 4.3).
El nu´mero de individuos que se eliminara´n de la memoria debe ser definido por el
programador como un valor porcentual (α) que representa la porcio´n del HoF que se va
a retirar; en otras palabras, el HoF (con cardinalidad #HoF ) esta´ ordenado de forma
decreciente segu´n el aporte de diversidad de cada miembro y los u´ltimos d#HoF×nα e
individuos de esa conjunto ordenado se eliminan. Este proceso de actualizacio´n del HoF
tambie´n esta´ marcado por un para´metro que llamamos “frecuencia de actualizacio´n”
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(λ), por ejemplo, un valor de λ = 3 indica que el HoF sera´ actualizado cada tres turnos
coevolutivos.
La motivacio´n principal de esta propuesta es la apuesta por mantener diversidad
entre los miembros de la HoF, y al mismo tiempo reducir (o mantener un valor aceptable
para) el taman˜o de la memoria. Con esa idea, se asume que el hecho de eliminar
individuos no afectara´n la calidad de las soluciones finales que encuentre el algoritmo,
pues en el proceso de bu´squeda se fomenta a que permanezcan en la memoria las
estrategias ma´s valiosas que puedan aportar beneficios a las generaciones futuras y que
sean las ma´s integrales en cuanto a calidad y diversidad.
4.2.3. Optimizacio´n del HoF basado en la calidad de las soluciones
(HoFCC-Quality)
En esta versio´n, seguimos un enfoque similar al aplicado en HoFCC-Diversity pero
ahora el HoF se ordena con respecto a una medida de calidad que se define como el
nu´mero de derrotas que un individuo obtuvo en la u´ltima coevolucio´n. En el algoritmo
esta me´trica se controla mediante un variable contador asociada a cada uno de los
miembros del HoF y se encarga de controlar la cantidad de derrotas que obtiene ese
individuo durante la fase evaluativa de la poblacio´n oponente.
Basa´ndonos en nuestra experiencia de juego hemos asumido que esta me´trica re-
presenta la robustez de un individuo, y se ha usado con el objetivo de potenciar que
en el HoF se mantengan so´lo las soluciones ma´s adaptadas y potentes. Para lograr esto
se lleva a cabo el proceso de purga de la memoria de campeones, esta vez centrado en
eliminar las soluciones ma´s de´biles. De las misma manera que en el HoFCC-Diversity,
los para´metros λ y α deben ser configurados para definir la frecuencia y el alcance del
me´todo de purga sobre el conjunto HoF.
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4.2.4. Optimizacio´n del HoF con enfoque multiobjetivo (HoFCC-U)
Siguiendo la l´ınea de optimizar la memoria de campeones, esta variante al igual que
con el HoFU de la seccio´n anterior, propone un enfoque multiobjetivo donde cada solu-
cio´n tiene asociado un valor de diversidad y uno de calidad, basados en los indicadores
que se han explicado en los enfoques anteriores. Partiendo de esto, se realiza la purga
de un porcentaje (α) del conjunto de soluciones dominadas (de acuerdo a indicadores
multiobjetivos). En caso de que el subconjunto de soluciones dominadas este´ vac´ıo,
entonces el HoF se ordena de acuerdo con la medida de calidad y las soluciones con el
valor ma´s bajo sera´n las eliminadas.
Al igual que en los algoritmos anteriores (HofCC-Quality y HofCC-Diversity) la
frecuencia de actualizacio´n del HoF es un para´metro importante que debe ser defi-
nido. Esta propuesta utiliza la funcio´n de aptitud presentada en la Ecuacio´n (4.5))
recordemos que su idea principal es que una derrota contra el oponente X tiene ma´s
importancia si hay otros individuos que s´ı lograron derrotar a X y siguiendo ese prin-
cipio, se define una penalizacio´n N que se aplica a la hora de evaluar a los individuos.
Ve´ase en la Tabla 4.2 el valor que se usa para el coeficiente ω de la Ecuacio´n (4.5).
4.2.5. Experimentos y resultados
Esta seccio´n describe el ana´lisis experimental realizado para las tres variantes de
la HoFCC descritas en la seccio´n anterior. Todos los experimentos fueron ejecutados
usando el juego Planet Wars (ver Seccio´n 3.5.2). Se consideraron cinco mapas, todos
pertenecen a la coleccio´n de mapas que fueron disen˜ados en el marco del Google AI
Challenge 2010 (espec´ıficamente, mapa 1, mapa 10, mapa 20, mapa 30, mapa 50). Para
evaluar el fitness de un individuo, e´ste tendra´ que enfrentarse a sus oponentes en tres
batallas consecutivas en cualquiera de estos mapas. Si el individuo derrota al oponente
en todas las batallas entonces sera´ considerado el ganador del enfrentamiento.
Para inicializar el HoF se emplea una estrategia aleatoria (es decir, creamos una
Mariela Nogueira-Collazo 109
CAPI´TULO 4. GENERACIO´N DE ESTRATEGIAS DE JUEGOS MEDIANTE
COEVOLUCIO´N













matriz de accio´n aleatoria), y el conjunto de los expertos (el HoC) estara´ compuesto
por todos los bots predefinidos que se ofrec´ıan en el concurso Google AI Challenge
2010, estos son: BullyBot, RandomBot, DualBot, ProspectorBot y RageBot; y adema´s
se ha incluido el GeneBot, que fue disen˜ado y posteriormente optimizado a trave´s
de algoritmos evolutivos para participar en la competicio´n, y que logro´ posicionarse
dentro del 20 % (o sea, el top-20 %). Seleccionamos este bot porque es un oponente
muy competente, le aporta diversidad al HoC, su co´digo fuente estaba disponible y ha
sido ampliamente descrito en la literatura cient´ıfica (Ferna´ndez-Ares et al., 2011; Mora
et al., 2012).
A continuacio´n, se explica la configuracio´n de estos experimentos, y posteriormente
se discutira´n los resultados obtenidos.
4.2.6. Configuracio´n de los experimentos
Nueve instancias de cada algoritmo fueron utilizados, tres para cada uno de los
enfoques: HoFCC-Diversity, HoFCC-Quality y HoFCC-U, en ellas se var´ıa los valores
de α ∈ {10 %, 30 %, 50 %}. La notacio´n HoFXα –donde X ∈{Div, Qua, U }– se utiliza
para denotar cada una de estas nueve variantes. En todos los casos, establecemos λ = 3
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y realizamos diez ejecuciones por cada instancia. La tabla 4.2 muestra los valores de
parametrizacio´n del ciclo coevolutivo. La base de este ciclo es un algoritmo gene´tico de
estado estacionario (GA) –note que esto corresponde a las l´ıneas 11-17 en el Algoritmo
5– En e´l se emplea torneo binario para la seleccio´n, cruce uniforme como me´todo de
recombinacio´n gene´tica, una mutacio´n de tipo Bit-flip y un mecanismo de reemplazo
elitista.
El ana´lisis de los resultados expuestos en esta seccio´n ha sido guiado por los indi-
cadores que se explican a continuacio´n:
Mejor fitness: indica el valor ma´s alto de fitness encontrado por el algoritmo.
Fitness medio: es el valor de aptitud promedio alcanzado durante los ciclos coevo-
lutivos.
Nu´mero de evaluaciones: indica el nu´mero total de batallas que fueron ejecutadas
durante el proceso de evaluacio´n.
Nu´mero de victorias: indica el nu´mero total de victorias obtenidas en un combate
de tipo Todos vs. Todos que enfrenta a las mejores soluciones encontradas por
cada una de las versiones del HoFCC.
A continuacio´n se analizan los resultados obtenidos en diez ejecuciones de cada
una las nueve versiones del HoFCC empleando los indicadores antes mencionados. El
ana´lisis estad´ıstico de los datos se hace mediante un test no parame´trico, el Kruskal-
Wallis (Kruskal y Wallis, 1952), con un intervalo de confianza del 95 %. Cuando este
test detecta diferencias estad´ısticamente significativas en las distribuciones se aplica el
test de Dunn−Sidak (Sokal y Rohlf, 1995) para determinar cua´les pares de medianas
son significativamente diferentes y cua´les no.
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4.2.7. Ana´lisis de los resultados
La Figura 4.14 muestra los resultados del fitness de la mejor estrategia encontrada
por cada una de las instancias del algoritmo. La prueba de Kruskal-Wallis muestra que
no hay diferencias significativas entre los valores (ve´ase la primera fila en la tabla 4.3).
Obse´rvese la existencia de tres valores at´ıpicos (con valor de aptitud 0) en los casos
HoFU50, HoFU30 y HoFDiv30; esto indica que en algunas ejecuciones no se encontro´
ninguna estrategia ganadora despue´s de completar el nu´mero ma´ximo de coevoluciones
fallidas.
Se puede ver en la Figura 4.15 el comportamiento del fitness promedio para cada
instancia de algoritmo. Luego de analizar los resultados con el test de Kruskal-Wallis
se confirma que las diferencias entre los valores son estad´ısticamente significativas (ver
segunda fila en la tabla 4.3). Segu´n las conclusiones del me´todo Dunn−Sidak, los va-
lores extremos de la distribucio´n son los ma´s distintivos: HofDiv50 tiene diferencias
significativas con respecto a HoFDiv30, HoFU10, HoFU50 y HoFU30; por su parte, el
HoFU30 las tiene con HoFQua10, HoFQua50, HoFDiv10 y HoFDiv50. Note que los
algoritmos que se enfocan en la diversidad obtienen los mejores resultados.
Observe tambie´n que HoFDiv50 logra una vez ma´s el mejor rendimiento. Por otra
parte, las versiones h´ıbridas del algoritmo no parecen ser muy competitivas, esto podr´ıa
deberse a que es ma´s dif´ıcil obtener un alto valor de aptitud debido a la penalizacio´n
que se aplica a la puntuacio´n obtenida por los individuos de acuerdo con la Ecuacio´n
(4.4). Por tanto, esta disminucio´n del valor objetivo del fitness, no tiene por que´ indicar
que se ha afectado la calidad del individuo (esto se verificara´ posteriormente en otra
prueba).
En el caso del nu´mero de evaluaciones (ver Figura 4.16), hay diferencias significati-
vas (ve´ase tercera fila en la Tabla 4.3) entre HoFDiv30 y HoFQua30. Observamos, sin
embargo, que el nu´mero de evaluaciones es directamente proporcional a la duracio´n del
ciclo coevolutivo. Te´ngase en cuenta de que para estos experimentos fijamos una cuota
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Figura 4.14: Distribucio´n de los mejores valores de fitness logrados por cada
algoritmo. Como es usual, cada caja representa el segundo y el tercer cuartil de la
distribucio´n, la mediana esta´ marcada con una l´ınea vertical y los valores at´ıpicos se
indican con un signo de ‘+’.










Figura 4.15: Distribucio´n del fitness medio obtenido en cada algoritmo.
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Nu´mero de evaluaciones 0,0266
Nu´mero de victorias 0,0093










Figura 4.16: Distribucio´n del nu´mero de evaluaciones empleadas por cada algoritmo.
ma´xima de cinco coevoluciones consecutivas sin e´xito, y cuando se alcanza este l´ımite
el algoritmo se detiene. Se observo´ que los ciclos coevolutivos no eran demasiado largos,
esto podr´ıa ser una consecuencia directa de la especializacio´n durante la bu´squeda lo
que hace ma´s dif´ıcil el logro de mejores soluciones. Al completar los experimentos, se
cuenta con diez campeones (que sera´n los mejores individuos almacenados en el HoF)
por cada instancia de algoritmo (es decir, uno por cada ejecucio´n), el objetivo es hacer
un torneo de tipo Todos vs. Todos que nos permita hacer un ana´lisis de la calidad de
los individuos. De esta forma cada individuo se enfrenta en tres batallas (cada una de
ellas en un escenario distinto) contra los diez campeones de los otros algoritmos.
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Figura 4.17: Distribucio´n del nu´mero de victorias obtenido por cada algoritmo en el
torneo de Todos vs. Todos
La figura 4.17 muestra los resultados de este torneo. Obse´rvese co´mo cada familia
de algoritmos se distingue claramente de los dema´s (esto no pudo percibirse en nuestro
trabajo anterior sobre el juego Robot Wars). Segu´n la prueba de Kruskal-Wallis hay
diferencias significativas entre los valores (ve´ase la cuarta fila en la Tabla 4.3). Las
principales diferencias son entre HoFDiv y HoFU. Todas las instancias del HoFU ob-
tienen los mejores resultados, lo que significa que los algoritmos basados en el enfoque
multiobjetivo son los ma´s eficaces, mientras que las versiones basadas en la me´trica
de diversidad mostraron un desempen˜o ma´s pobre en los combates directos. Cierta-
mente, esto parece contradecir los resultados que se muestran en las Figuras 4.14 y
4.15 (ver discusio´n sobre esto en la subseccio´n siguiente) aunque para nosotros siempre
fue un resultado esperado que confirma que los jugadores virtuales ma´s fuertes y ma´s
consistentes son los generados a partir del uso combinado de las dos me´tricas.
Observamos que en la prueba de Todos vs. Todos, cuyo objetivo fue comprobar la
robustez de los “campeones”, los resultados de los algoritmos no esta´n en sinton´ıa con
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los otros indicadores que se centran en el ana´lisis de los valores de fitness. Esto puede
ser un signo de que el proceso coevolutivo se ve afectado por la aparicio´n de ciclos y
esto hace que una solucio´n con una alta aptitud podr´ıa ser teo´ricamente considerada
como ma´s fuerte y luego en la pra´ctica no lo sera´, de hecho la puntuacio´n de la aptitud
no esta´ directamente relacionada con el concepto de fuerza (o eficiencia en combate).
Los jugadores virtuales ma´s fuertes (segu´n el torneo final) fueron los obtenidos por
la familia de algoritmos que utilizan el enfoque multiobjetivo basado en valores de
diversidad y calidad como me´trica para guiar la bu´squeda mientras que los algoritmos
basados en una sola me´trica (especialmente aquellos que consideraban los valores de
diversidad) no mostraron buenos resultados.
Los valores bajos que mostraron los bots (en las gra´ficas de comportamiento del
fitness) generados de los algoritmos HoFU pueden haber sido causados por la penaliza-
cio´n que se aplica a la puntuacio´n en la funcio´n de aptitud segu´n la Ecuacio´n (4.4). Los
resultados obtenidos en este cap´ıtulo proporcionan evidencia concluyente a favor de las
hipo´tesis establecidas en los cap´ıtulos previos sobre el juego Robot Wars. Y el hecho de
haber incluido ma´s batallas en este u´ltimo experimento durante la fase de evaluacio´n
de los individuos, unido a la aplicacio´n del concepto de CFS a la funcio´n de fitness,
y el aumento de la presio´n en la bu´squeda a trave´s de la inclusio´n de un archivo de
expertos causo´ una reduccio´n en la aparicio´n de ciclos. En los experimentos anteriores
sobre el juego Robot Wars hemos asumido que se manten´ıa la transitividad entre las
soluciones del HoF y por tanto, la u´ltima solucio´n agregada al HoF ser´ıa la ma´s fuerte
y mejor adaptada; y las soluciones se evaluaban so´lo teniendo en cuenta sus resultados
al enfrentar a los miembros del HoF del oponente y esto muy probablemente haya fa-
vorecido la aparicio´n de ciclos pues no hab´ıa ningu´n elemento externo en el conjunto
de evaluacio´n. Basa´ndonos en esto, para este segundo experimento se propuso usar el
HoC, con el objetivo de incluir en el conjunto de evaluacio´n agentes externos que no
tengan relaciones evolutivas con los individuos evaluados lo cual previene la aparicio´n
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de ciclos.
Respecto al porcentaje de actualizacio´n del HoF (es decir, 10 %, 30 %, o 50 %), no
se observaron diferencias significativas entre las variantes de los algoritmos. En este
caso, creemos que se debe al hecho de que el HoF no alcanza un taman˜o significativo
porque en los experimentos se establece un l´ımite de coevoluciones totales, por lo que
el HoF no puede crecer significativamente y esto no permite explorar ampliamente los
matices que podr´ıan generarse dentro de la configuracio´n del proceso de actualizacio´n
del HoF.
4.3. Conclusiones del cap´ıtulo
Encontrar algoritmos que logren reducir el efecto de las patolog´ıas inherentes a
los modelos coevolutivos es una l´ınea de investigacio´n abierta actualmente. En este
cap´ıtulo se exploro´ el uso del me´todo de archivo HoF para conservar a los campeones
encontrados en cada paso coevolutivo y utilizarlos en el proceso de evaluacio´n que
gu´ıa la bu´squeda. El estudio emp´ırico realizado sobre un juego Robot Wars -que ten´ıa
limitaciones intr´ınsecas debido a su simplicidad- demostro´ que el conocido problema de
los ciclos siguio´ apareciendo en el proceso coevolutivo debido a la falsa creencia de una
relacio´n de transitividad entre los campeones de la memoria en el enfoque HoFR. Por
otra parte, el HoFU propuso un mecanismo de actualizacio´n del elenco de campeones
que tiene como objetivo eliminar a los individuos que contribuyen menos al proceso
de optimizacio´n. Una nueva funcio´n de aptitud, inspirada en el Competitive Fitness
Sharing, tambie´n se uso´ en esta versio´n multiobjetivo y demostro´ ser de gran ayuda en
el enfoque de los objetivos de bu´squeda.
En la segunda parte del cap´ıtulo se empleo´ el juego Planet Wars con el a´nimo de
extender el trabajo previo de experimentacio´n. Se introdujeron cambios en el proceso
coevolutivo, variando el me´todo de evaluacio´n para identificar mejor aquellas solucio-
nes que son realmente fuertes. El nuevo enfoque HoFCC mantiene el uso del HoF,
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pero incorpora una memoria adicional (el HoC) que contiene otros bots especializados
(es decir, bots expertos, o lo que es lo mismo, jugadores virtuales “experimentados” u
optimizados, bien automa´ticamente o manualmente) que se utilizan para evaluar a los
individuos de la poblacio´n. El concepto de HoC permitio´ aumentar la presio´n selectiva
en la bu´squeda coevolutiva, pues los bots expertos se supone que han sido especializados
en otros contextos independientes (por ejemplo, mediante otras te´cnicas de optimiza-
cio´n o predefinidos en base a conocimientos de jugadores humanos expertos) al del
individuo evaluado, adema´s no tienen ninguna relacio´n evolutiva con la poblacio´n.
El juego Planet Wars permitio´ una experimentacio´n ma´s profunda y por lo tanto
el logro de resultados ma´s consistentes. Los resultados obtenidos en los experimentos
distinguen claramente el rendimiento de cada familia de algoritmos en la bu´squeda
de soluciones fuertes. En este sentido, nuestra versio´n HoFCC multiobjetivo mostro´
un rendimiento consistente. Esta variante multiobjetivo se guiaba por la calidad del
candidato a la solucio´n (con respecto a HoF y HoC) y la diversidad del Salo´n de la Fama.
Los algoritmos que usaban las me´tricas de calidad y diversidad de forma independiente
mostraron una marcada diferencia pues los que se enfocaban en el indicador de calidad
lograron encontrar individuos ma´s competitivos que las variantes guiadas por la me´trica
de diversidad.
El trabajo futuro consistira´ en analizar el desempen˜o de nuevos modelos coevolu-
tivos y la aplicacio´n de los descritos aqu´ı en otros juegos RTS, incorporando nuevas
me´tricas para el proceso de actualizacio´n de HoF, tratando de disen˜ar nuevos meca-
nismos de evaluacio´n con el objetivo de reducir los efectos de patolog´ıas coevolutivas y
explotando el potencial de los me´todos de archivos al combinarlos con otros enfoques




contenidos y estrategias para
juegos usando Coevolucio´n
If you want something new,
you have to stop doing something old.
Peter F. Drucker
Los disen˜adores de juegos reconocen la IA como una de las principales v´ıas pa-
ra convertir buenos juegos en best-sellers. La aplicacio´n de la IA, y la Inteligencia
Computacional (IC) (como la representante de la IA que estudia las te´cnicas compu-
tacionales inspiradas en la naturaleza para el aprendizaje y la optimizacio´n, tales como
los algoritmos evolutivos, redes neuronales artificiales, la inteligencia de enjambre y
la lo´gica difusa, por poner algunos ejemplos) en juegos es un campo de investigacio´n
que plantea retos importantes para la comunidad cient´ıfica (Lara-Cabrera et al., 2013c;
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Lara-Cabrera et al., 2014; Togelius et al., 2013). No obstante, la aplicacio´n ma´s tradi-
cional de la IA en los juegos se limitaba a la bu´squeda de mecanismos para gobernar
el comportamiento de los jugadores no humanos durante la partida, con el objetivo
de dotar de inteligencia al enemigo y, en consecuencia, aumentar la satisfaccio´n del
jugador humano quien por su parte exige un rival que exhiba un comportamiento inte-
ligente. Sin embargo, el estado actual del quehacer investigador requiere la revisio´n de
la vigencia del te´rmino de IA para juegos y deber´ıa ser enfocado hacia “la mejora de las
a´reas de investigacio´n y desarrollo no tradicionales que van ma´s alla´ del control de los
NPCs (Yannakakis, 2012) como la IA/IC que se aplican a la mayor´ıa de los aspectos
del disen˜o y desarrollo de juegos”(Lucas, 2009).
Como se vio en cap´ıtulos anteriores, la PCG consiste en la aplicacio´n de te´cnicas de
IA para generar automa´ticamente el contenido del juego y representa uno de los temas
ma´s interesantes de la comunidad de la IC aplicada a videojuegos. Ya que el conte-
nido del juego es uno de los factores ma´s importantes para mantener a los jugadores
“enganchados al mundo de los juegos” (Hendrikx et al., 2013).
Por otra parte, como se ha explicado en el Cap´ıtulo 2, la Coevolucio´n apuesta por la
interaccio´n entre varios individuos que pueden ser de una u´nica o de diferentes especies.
Su aplicacio´n en el a´rea de los videojuegos ha sido bien recibida y ha abierto un nuevo
campo de estudio. Varios modelos han tenido e´xito en distintos juegos, pero tambie´n
han aflorado algunos inconvenientes a causa de las patolog´ıas intr´ınsecas de los modelos
coevolutivos que son dif´ıciles de resolver.
Parte del trabajo de esta tesis ha estado enfocado en la creacio´n de nuevos algorit-
mos que permitan mejorar el desempen˜o de los modelos CC. En el cap´ıtulo anterior se
explicaba el ana´lisis realizado sobre el uso de los me´todos de archivos para la generacio´n
de jugadores virtuales en los juegos RobotWars y el Planet Wars. Se comprobaba que
la diversidad y el crecimiento del Hall of Fame (HoF) pueden influir en la calidad de las
soluciones obtenidas, adema´s de que la implicacio´n de nuevos indicadores de calidad en
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la funcio´n de aptitud ayudan a evitar la aparicio´n de ciclos en el proceso de bu´squeda.
Los algoritmos disen˜ados permitieron encontrar individuos que eran capaces de superar
a sus enemigos en diferentes escenarios de juegos, lo cual constituye un granito de arena
para alcanzar el objetivo principal en el desarrollo de videojuegos que es garantizar (y
si es posible incrementar) la satisfaccio´n del jugador humano.
Es bien sabido que la satisfaccio´n del jugador no es fa´cil de medir, ya que depende
de muchas variables como: la personalidad, edad, cultura, habilidades, preferencias,
el ge´nero, etc.. Aunque se sabe que los juegos que resultan demasiado fa´ciles o muy
dif´ıciles para los jugadores no tendra´n e´xito, las decisiones de disen˜o relacionadas con
la dificultad de un juego son complicadas de tomar, pues los jugadores tienen diferen-
tes niveles de destreza que van desde un perfil de principiante hasta a aquellos con
habilidades profesionales. Por lo tanto, co´mo encontramos la forma de equilibrar un
juego para que satisfaga la amplia gama de perfiles de usuarios. Sin duda, para esto,
la capacidad de adaptacio´n del juego al jugador es un tema clave a considerar. Y par-
tiendo de esta idea, la propuesta que vamos a presentar en este cap´ıtulo representa
un paso ma´s alla´ de nuestro trabajo anterior, que adema´s de abordar la bu´squeda de
IA (es decir comportamientos inteligentes para controlar los NPCs) tambie´n incluye
la generacio´n automa´tica de contenidos para juegos y permite un acercamiento a esa
anhelada adaptabilidad de las partidas.
5.1. Modelo propuesto: MuCCCo
El modelo que se definira´ en este cap´ıtulo es un intento de implementar la coevo-
lucio´n interespec´ıfica (salvando las distancia con los procesos coevolutivos que ocurren
en la naturaleza), por lo que se manejara´n (dos) especies que son intr´ınsecamente dife-
rentes (respecto a la naturaleza de sus dominios). Una de ellas agrupa a los individuos
de tipo bot cuya codificacio´n se corresponde con la de una estrategia de juego y el
otro conjunto representa el contenido del juego (que podr´ıa ser mapas o niveles, por
Mariela Nogueira-Collazo 121
CAPI´TULO 5. GENERACIO´N SIMULTA´NEA DE CONTENIDOS Y
ESTRATEGIAS PARA JUEGOS USANDO COEVOLUCIO´N
ejemplo). No´tese que la relacio´n de competitividad entre las poblaciones no tiene nada
que ver con la situacio´n t´ıpica de dos especies competidoras como depredador-presa o
para´sito-hue´sped, en la que el fitness de cada individuo esta´ directamente relacionado
con el de su competidor (Floreano et al., 1998). Por lo tanto, la manera en que se va a
establecer la competicio´n entre el contenido del juego y los bots es un reto importante
en esta propuesta y hace que sea novedosa en el campo de la IA aplicada a videojuegos.
El principal aporte de este modelo consiste en la capacidad de permitir la gene-
racio´n automa´tica de IA para juegos (es decir, estrategias de juego que rigen el com-
portamiento del NPC), y a su vez ayudar a los disen˜adores a crear contenido que se
adapte dina´micamente para alcanzar objetivos espec´ıficos. Imaginemos, por ejemplo,
un mapa/nivel que se adapta para favorecer a los jugadores novatos frente a los ma´s
experimentados, de manera que todos ellos puedan disfrutar de la partida (es decir, que
la experiencia de juego no resulte ni demasiado fa´cil para el jugador experimentado, ni
muy dif´ıcil para los jugadores novatos).
Desde la perspectiva del disen˜ador, nuestro enfoque puede ser visto como un modelo
para la adaptacio´n dina´mica del juego de acuerdo con el perfil de un jugador espec´ıfico
a trave´s de PCG. Hasta lo que nuestro conocimiento alcanza, esta es la primera vez
que un algoritmo de CC se utiliza para manejar la coevolucio´n de contenido del juego,
as´ı como la IA del juego. Hay una sola, condicio´n obligatoria para la viabilidad de este
enfoque, la existencia de una relacio´n competitiva entre las especies que co-evolucionan
es estrictamente necesaria.
Es importante destacar que nuestro sistema coevolutivo ha sido disen˜ado con un
enfoque gene´rico que lo hace aplicable a cualquier ge´nero de juego que promueva la
competicio´n entre los jugadores. En este cap´ıtulo se explica una prueba de concepto
para demostrar la viabilidad de la propuesta usando como instancia a un juego RTS.
Tambie´n, se demuestra a trave´s de una amplia fase experimental, que es posible generar
el contenido que se adapta a los objetivos espec´ıficos, adema´s de estrategias de IA que
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son capaces de vencer a algunos de los mejores bots descritos en la literatura cient´ıfica
para el juego de prueba empleado.
Los resultados mostrados en este cap´ıtulo han sido previamente publicados en (No-
gueira et al., 2016). A continuacio´n, se presenta el modelo general definido para un
Algoritmo CC de Mu´ltiples Contenidos (MuCCCo) y ma´s adelante se describen tam-
bie´n tres variantes de este algoritmo.
5.1.1. Descripcio´n del esquema ba´sico de MuCCCo
La propuesta MuCCCo emplea dos poblaciones para generar automa´ticamente tan-
to las estrategias de un juego como su contenido. Desde el punto de vista del disen˜o, el
proceso de generacio´n de contenido es guiado por restricciones o criterios de efectividad
que esta´n asociados con un objetivo espec´ıfico como puede ser mejorar la diversidad
del contenido (Liapis et al., 2013b), o satisfacer indicadores este´ticos o preferencias
humanas con respecto al balance de la dificultad en la partida (Lara-Cabrera et al.,
2013b), por citar so´lo algunos ejemplos.
En un sistema CC tradicional, la IA evoluciona con el objetivo de encontrar “bue-
nos” jugadores virtuales que superen a los campeones de las poblaciones adversarias.
Nuestra propuesta parte de este enfoque, pero el escenario del juego esta´ influenciado
por los individuos de la poblacio´n que representan el “contenido”. Es decir, que no
so´lo se va a evolucionar con el fin de obtener buenas estrategias de IA sino que parte
del juego en s´ı mismo (en este caso el escenario) se vera´ determinado por la bu´squeda
coevolutiva. La principal particularidad de nuestro modelo es que estos dos dominios
(estrategias y contenido) son de diferentes naturaleza e imponen objetivos distintos en
un proceso de optimizacio´n. Precisamente por esto, en el ciclo coevolutivo se genera
una interrelacio´n entre las poblaciones que no es esta´ndar.
Los dos dominios a evolucionar no son intr´ınsecamente competitivos (por su propia
naturaleza) y la coevolucio´n del contenido del juego no puede ser guiada por una
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confrontacio´n directa contra los campeones de la poblacio´n de bots. Adema´s, incluso
en el caso de un juego multijugador, la generacio´n de contenido requiere tener un
objetivo espec´ıfico que determine cua´ndo un individuo (de la poblacio´n de contenido)
se puede calificar de campeo´n al ser empleado como “escenario de juego” en las batallas
entre los bots. Aqu´ı, en este contexto se pueden coevolucionar mu´ltiples poblaciones que
contengan estrategias de juego (es decir, la IA de los NPCs) y mu´ltiples poblaciones que
representen contenido diverso del juego (Ve´ase la Figura 5.1). Tiene sentido fijar una
estrategia de IA que marque los objetivos (seguramente impuestos por el disen˜ador del
juego) que van a dirigir la evolucio´n de los mapas (digamos del contenido en general).
Considere este bot fijo (FRB, por sus siglas en ingle´s: Fixed Rival Bot), por ejemplo,
como el modelo de un perfil de jugador y que los bots - de las otras poblaciones de IAs del
juego - van a ser entrenados durante la evolucio´n para derrotar a los jugadores con ese
perfil; mientras que el contenido del juego tambie´n evoluciona conducido por objetivos
relacionados con este FRB. Por ejemplo, el contenido del juego podr´ıa adaptarse para
favorecer (o desfavorecer) al FRB si e´ste representa un modelo de jugador principiante
(resp. a un jugador ha´bil). Esto ba´sicamente significa que el escenario del juego se
adapta para satisfacer una decisio´n de disen˜o, es decir, en este caso, impidiendo que
un juego sea demasiado dif´ıcil (o fa´cil) para el principiante. Por supuesto, se pueden
pensar otros objetivos para la evolucio´n del contenido del juego con respecto al FRB(s).
Vea en la Figura 5.1 la explicacio´n visual de co´mo el modelo MuCCCo se pue-
de ajustar a juegos multijugador y a mu´ltiples FRB. Para un juego de n-jugadores,
tenemos n − 1 poblaciones de IA que evolucionan de acuerdo con algunos objetivos
(de nuevo, asociados a decisiones de disen˜o) relacionados con todos y cada uno de los
FRBs. Tambie´n se puede tener m poblaciones, una para cada tipo de contenido, que
establecer´ıan el escenario del juego para las batallas entre los n − 1 jugadores y los
FRBs. La disposicio´n de estas batallas puede variar dependiendo de los objetivos del
disen˜o.
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Figura 5.1: Esquema del modelo coevolutivo multi-contenido para un juego de
n-jugadores
Tenga en cuenta que nuestro objetivo no esta´ dirigido a la coevolucio´n multijugador
aunque la evolucio´n del bot podr´ıa adaptarse fa´cilmente a la evolucio´n multi-bot me-
diante la fijacio´n del contenido del juego y siguiendo el esquema mostrado en (Togelius
et al., 2007a); sino ma´s bien, esta´ enfocado en permitir la adaptacio´n del contenido del
juego de acuerdo con pol´ıticas de disen˜o espec´ıficas.
El modelo propuesto podr´ıa aplicarse a cualquier juego, el FRB ser´ıa la semilla para
dirigir el proceso de especializacio´n, el disen˜ador podr´ıa utilizar solo un FRB o varios
dependiendo de los objetivos que quiera fomentar en el proceso de bu´squeda. Obse´rvese
tambie´n que el perfil de un jugador espec´ıfico puede extraerse utilizando te´cnicas de
modelado esta´ndar o avanzadas (lo cual esta´ ma´s alla´ del objetivo de esta tesis) que
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podr´ıan combinarse perfectamente con la propuesta realizada aqu´ı.
El esquema MuCCCO gestiona dos poblaciones, una que codifica contenido del
juego, y la otra estrategias de IA. Cada poblacio´n utiliza su propio HoF como un
mecanismo de memoria a largo plazo para mantener a los individuos ganadores encon-
trados en cada paso coevolutivo, y cada miembro del HoF se utiliza en el proceso de
evaluacio´n de la poblacio´n contraria.
MuCCCo emplea el esquema ba´sico del HoFCC presentado en el cap´ıtulo anterior
y mantiene los para´metros: α, que indica (en porcentaje) la porcio´n del HoF que se
eliminara´ (durante el proceso de actualizacio´n del HoF) con el objetivo de mantener
so´lo a los campeones ma´s valiosos, y λ, que define la frecuencia de ejecucio´n de esta
actualizacio´n del HoF .
Uno o varios FRB pueden ser considerados durante la evaluacio´n. Para explicarlo
a continuacio´n vamos a considerar un solo FRB y ma´s adelante emplearemos varios
de ellos en los experimentos. El funcionamiento ser´ıa: en el paso coevolutivo rth, cada
candidato en la poblacio´n de bots se enfrenta a un rival fijo FRB en r − 1 batallas
ejecutadas sobre cada mapa de {map1,map2, ...mapr−1}, donde mapi es el campeo´n de
la poblacio´n de mapas que se encontro´ en el paso coevolutivo i-th (1 6 i 6 r− 1). Por
su parte, cada candidato en la poblacio´n de contenido del juego tambie´n se evalu´a en
la iteracio´n coevolutiva rth mediante un conjunto de batallas, en el escenario impuesto
por el candidato (o sea, sobre el mapa que representa el candidato en s´ı mismo), entre
el FRB y cada miembro del HoF de bots: {bot1, bot2, ...botr−1}.
La Figura 5.2 muestra co´mo se configura el escenario de batalla para evaluar cada
poblacio´n en un juego de dos jugadores, ‘palyer 1’ y ’player 2’ denotan cada uno de
los jugadores considerados en una batalla. La funcio´n de aptitud de los bots evalu´a la
capacidad que tiene un individuo para derrotar a los oponentes (o sea, cada FRB)
sobre un conjunto finito de mapas, mientras que la funcio´n de aptitud de los mapas
evalu´a cua´nto la naturaleza de un mapa puede favorecer al oponente fijo cuando e´ste
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(b) Evaluacio´n de los Mapas
Figura 5.2: Configuracio´n del escenario de batallas para ambas poblaciones (el
individuo que esta´ siendo evaluado se resalta con l´ıneas discontinuas)
El Algoritmo 6 muestra el esquema de MuCCCo adaptado (por simplicidad) a un
juego de 2 jugadores. Inicialmente el objetivo es encontrar un individuo ganador en
la poblacio´n de bots (es decir, la poblacio´n seleccionada como activa – L´ınea 1 – que
sera´ la primera que evoluciona). La poblacio´n marcada como activa es la que sera´
evolucionada en el ciclo coevolutivo, y ese rol (de activa o no activa) se ira´ alternando
entre las dos poblaciones (L´ınea 20) hasta el final del proceso.
El HoF de la poblacio´n no activa inicialmente (es decir, los mapas) se inicia-
liza con algunos individuos (generados al azar o manualmente) (L´ınea 2, me´todo
PreLoadMaps())) mientras que el HoF del bot esta´ inicialmente vac´ıo (L´ınea 2).
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LLegado el momento, el HoF de la poblacio´n que esta´ evolucionando se actualiza (con
el fin de que se so´lo se mantengan en e´l los campeones ma´s robustos) de acuerdo con
algunos criterios de idoneidad (L´ıneas 4-6). La inicializacio´n de la poblacio´n activa se
realiza aleatoriamente en la L´ınea 7, y luego se evalu´a la calidad de sus candidatos.
Entonces comienza un proceso evolutivo esta´ndar que trata de encontrar un individuo
victorioso en la poblacio´n activa (L´ıneas 11-24).
Si se encuentra un individuo victorioso (L´ınea 17), se agrega al HoF de la poblacio´n
activa (L´ınea 19) y el proceso se inicia de nuevo pero con los roles de las poblaciones
invertidos (L´ınea 20). En caso contrario, si no se encuentra ningu´n individuo ganador,
se reinicia el proceso de bu´squeda manteniendo los mismos roles en las poblaciones. Si
despue´s de un cierto nu´mero de pasos coevolutivos seguidos no se encuentra ningu´n
individuo ganador en la poblacio´n activa, se considera que la bu´squeda se ha estancado
y la coevolucio´n termina (ve´ase la condicio´n de parada del ciclo en la L´ınea 3). Al final
de todo el proceso obtenemos como resultado dos conjuntos de soluciones ganadoras
(es decir, dos HoF) una por con cada poblacio´n.
Una estrategia de juego se considera ‘ganadora’si es capaz de vencer a los FRBs en
todos los mapas que pertenecen a HoF de la poblacio´n de mapas. Por otro lado, un
mapa es considerado un individuo victorioso si cumple con dos restricciones: la primera
es que el FRB tiene que derrotar (o empatar) al enfrentarse a cada miembro del HoF
de bots en batallas donde dicho mapa (es decir, el mapa evaluado) es el escenario de
juego. La segunda establece que el FRB en su resultado en las batallas contra los bots no
puede superar cierto l´ımite de planetas conquistados; esta segunda restriccio´n se impone
para evitar la generacio´n de mapas corruptos que no ofrezcan ninguna posibilidad de
ganar a los bots, pues en experimentos preliminares se dieron casos de mapas que eran
totalmente favorecidos por el proceso de bu´squeda y ofrec´ıan una ventaja muy marcada
al FRB, en la Figura 5.3 se pueden ver estos casos.
En resumen, tenemos que los bots se evalu´an mediante enfrentamientos directos
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Algoritmo 6: Algoritmo MuCCCo(α, λ)
1 nCoev ← 0; activePop← Bots; nonActivePop←Maps; φ← thresholdvalue;
2 HoFBots ← ∅; HoFMaps ← PreLoadMaps(); frb← FixedRivalBot();
3 while nCoev < MaxFailCoevolutions ∧ ¬timeout do
4 if nCoev mod λ = 0 then //HoF updating every λ Coevolutions
5 purgeα(HoFactivePop); // HoF updating
6 end if
7 popactivePop ←RandomSolutions(); // Active pop randomly
initialized
8 popactivePop ← EvaluatePopfrb(HoFnonActivePop);// Evaluate
candidates in Active population against rival HoF and FRB
9 i← 0;
10 foundWinner ← false;
11 while (i < MaxGen) ∧ ¬foundWinner do
12 parents←Select (popactivePop);
13 children′ ← Recombine (parents, pX);
14 children′′ ← Mutate (children′, pM );
15 popactivePop ← Replace(children′′);
16 popactivePop ← EvaluatePopfrb(HoFnonActivePop);
17 if (fitnessactivePop(best(popactivePop)) ≥ φactivePop) then //winner
found!
18 foundWinner ← true;
19 HoFactivePop ← HoFactivePop ∪ {best(popactivePop)}
20 temp← activePop; activePop← nonActivePop;
nonActivePop← temp;// interchange populations’
activity roles
21 else
22 i← i+ 1;
23 end if
24 end while
25 if (foundWinner = true) then
26 nCoev ← 0; // start new search
27 else
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(a) Mapa 1 (corrupto) (b) Mapa 2 (corrupto)
(c) Mapa 3 (no corrupto) (d) Mapa 4 (no corrupto)
Figura 5.3: Ejemplos de mapas generados con el algoritmo MuCCCo(α, λ) para el
juego Planet Wars: tanto los planetas como las flotas son identificados por un nu´mero
que muestra la cantidad de naves que poseen. Sus colores identifican el jugador al que
pertenecen, el FRB se denota por el color verde.
.
contra el FRB en todos los mapas del HoF correspondiente. Por lo tanto, dada una







rs,FRBm + (C1 − nTurns,FRB(m))
+ C2 ·Qs,FRB(m)
) (5.1)
k = #HoFMaps ∈ N es la cardinalidad del HoF de mapas;
La funcio´n ra,bm ∈ R devuelve φ puntos si la estrategia a derrota a la estrategia b en
el mapa m, φ2 si la batalla termina en empate, y 0 si el FRB gana a la estrategia
s; entonces, por ejemplo, rs,FRBm debe devolver φ puntos si la estrategia s derrota
al FBR sobre el mapa m.
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La funcio´n nTurna,b(m) ∈ N devuelve el nu´mero de turnos que dura la partida,
que jugada en el mapa m, termina con la victoria de a o con un empate, y devuelve
cero en otro caso.
and Qa,b(m) ∈ R es el porcentaje de planetas conquistados (respecto al total de
planetas que hay en el mapa m) por a cuando termina la batalla.
C1 y C2 son dos valores constantes que hemos asignado en nuestros experimentos,
C1 = 500 y C2 = 10, y que se han definido a partir de nuestra experiencia de
juego. Su fin es el de hacer ma´s significativas en la funcio´n del fitness las variables
que representan el nu´mero de turnos y la cantidad de planetas conquistados.
Para la evaluacio´n de los mapas se utiliza la Ecuacio´n (5.2) donde m ∈ PopMaps es el
mapa a evaluar, la funcio´n ra,bm ∈ R se define como se mostro´ antes y l = #HoFBots ∈ N
es la cardinalidad del HoF de bots. En esta nueva ecuacio´n de aptitud se emplea una
modificacio´n de la funcio´n Qa,b(m) usada en la Ecuacio´n (5.1). La razo´n de esto, como
se ha mencionado antes, es penalizar los mapas corruptos, porque en experimentos pre-
liminares, basados en la funcio´n Qa,b(m) nuestro algoritmo genero´ (como campeones)
mapas donde la mayor´ıa de los planetas ten´ıan una posicio´n claramente beneficiosa
con respecto al planeta de origen del FRB. Obse´rvese que el nu´mero de turnos no se
considera en esta funcio´n, inicialmente hab´ıa sido incluido, pero los primeros experi-
mentos mostraron que encontrar individuos que permitieran la victoria del FRB sin
“aplastar” a los bots adversarios era muy dif´ıcil para la poblacio´n de los mapas. Por
lo tanto, tratamos de reducir la presio´n de seleccio´n durante el proceso de bu´squeda
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Donde
Q′a,b(m) =
 0, Qb,a(m) < ρQa,b(m) + Plusb,a(m), Qb,a(m) > ρ
y
Plusb,a(m) = Qb,a(m)− ρ
La funcio´n de fitness de los mapas valora positivamente aquellos mapas en los que
los bots no son ferozmente derrotados por el FRB, lo que ba´sicamente significa que el
bot debe conquistar al menos el ρ% de los planetas en el mapa. Esta restriccio´n evita
la convergencia del algoritmo hacia mapas corruptos. Obse´rvese tambie´n que se da una
bonificacio´n a aquellos mapas en los que el bot perdedor conquista ma´s del ρ% del
mapa. De esta manera se intenta intensificar la bu´squeda de mapas que generen mayor
actividad entre los juegos. Se han probado diferentes valores para ρ ∈ [0 %, 50 %] pero
encontramos que cuando ρ estaba cerca de 0 % todos los planetas tienden a alinearse
muy pro´ximos a la posicio´n inicial del FRB y lejos de la posicio´n inicial del bot oponente.
A su vez, cuando ρ tiende al 50 %, el algoritmo ten´ıa serios problemas para encontrar
campeones de mapas (probablemente porque los mapas no pudieron por s´ı mismos
encontrar el equilibrio del juego). Finalmente, basa´ndonos en nuestra experiencia de
juego y los experimentos preliminares, se establece que ρ = 20 %.
Es esta experimentacio´n se usara´n las variantes del HoFCC que fueron explicadas
en el cap´ıtulo anterior pero adaptadas a este contexto multi-contenido. A continuacio´n
se explica la implementacio´n de cada una para este nuevo dominio.
5.1.2. Variante del modelo MuCCCo que potencia la diversidad de
las soluciones (MuCCCo Div)
Para la poblacio´n de estrategias, la diversidad proporcionada por cada uno de los
miembros del HoF se calcula a trave´s de la distancia genot´ıpica de la siguiente manera.
Manejamos la memoria de campeones como una matriz en la que cada fila representa
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una solucio´n y cada columna un gen (es decir, una accio´n en la estrategia). Tenga en
cuenta que hay 9 columnas segu´n la codificacio´n de las estrategias de IA definida para
el Planet Wars (ver Cap´ıtulo 3, Seccio´n 3.5.2). El valor de entrop´ıa para una columna




(pij log pij) (5.3)
donde pij es la probabilidad de la accio´n i en la columna j, y #HoFBots ∈ N es la






Cuanto mayor sea el valor de H mayor sera´ la diversidad del conjunto. Para de-
terminar la contribucio´n de la diversidad a una solucio´n espec´ıfica, calculamos el valor
de la entrop´ıa con esta solucio´n dentro del conjunto y el valor con ella fuera del con-
junto y finalmente, la diferencia entre estos dos valores representa la Contribucio´n de
diversidad de esa solucio´n. Esta nocio´n de distancia genot´ıpica es similar al me´todo
Novelty Search (Lehman y Stanley, 2011), ya que ambos pretenden mantener la diver-
sidad en un conjunto de soluciones. Sin embargo, nuestra propuesta es diferente porque
la diversidad no es un objetivo en nuestro proceso de bu´squeda so´lo se utiliza como un
indicador a tener en cuenta en la pol´ıtica seguida para mantener un taman˜o manejable
de los HoFs. Y con esta idea, se asume que los individuos eliminados no afectara´n la
calidad del proceso de bu´squeda.
Para el caso de los mapas, el ca´lculo se realiza mediante el ana´lisis de la distancia
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donde k ∈ N es la cardinalidad del HoF de mapas del cual el individuo mj es miembro,





donde eSij es el promedio de la distancia de Euclidean de cada planeta contenido en
el mapa i− th (i.e. el mapa mi del HoF de la poblacio´n de mapas) a cada planeta del
mapa j−th (i.e el mapa mj del HoF); y eSji representa el mismo concepto de distancia
pero esta vez se toma como punto de inicio el planeta j − th para calcular la distancia
de Euclidean.
5.1.3. Variante del modelo MuCCCo que se enfoca en la calidad de
las soluciones (MuCCCo-Quality)
La medida de calidad para el Planet Wars se definio´ sobre la base de nuestra
experiencia de juego, en el caso de los bots, ser´ıa el nu´mero de derrotas que ese miembro
del HoF sufrio´ en el paso coevolutivo anterior. Para los mapas, la calidad se define como
el nu´mero de derrotas que cada FRB sufrio´ cuando tuvo que enfrentarse a enemigos
en este mapa tambie´n en el paso coevolutivo anterior. En lo que sigue, y abusando del
lenguaje, diremos que un mapa sufre una derrota contra una estrategia de juego b (es
decir, un bot) si el FRB es derrotado por b en ese mapa.
5.1.4. Variante del modelo MuCCCo que combina las heur´ısticas de
diversidad y calidad (MuCCCo-U)
Esta variante aplica modificaciones a las funciones de fitness definidas en 5.1 y 5.2.
Estos cambios esta´n inspirados en el enfoque del CFS visto en el cap´ıtulo anterior.
La idea principal es que una victoria contra un oponente b se condidera ma´s relevante
si b ha vencido a un nu´mero significativo de oponentes. Entonces, dado un dominio
d ∈ {Bots,Maps}, un valor de penalizacio´n N para cada individuo i (para 1 6 i 6 n)
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en la poblacio´n Popd es calculado como sigue:







donde vij = 1 si el individuo i-th de la poblacio´n del dominio d derrota
1 al campeo´n





es el nu´mero de individuos en la poblacio´n que logra vencer al oponente j en el HoF
rival. Como consecuencia, Ni ≈ 0 si el candidato i-e´simo derrota a todos los oponentes
del HoF rival y es uno de los pocos candidatos en lograrlo; Ni = 1 si no derrota a
ningu´n oponente; y 0 < Ni < 1 dependiendo de cua´ntas veces gane y de lo usual que
sea vencer a ciertos oponentes. El fitness de un candidato i es entonces calculado como
sigue:
Fi = Pi − ωNi (5.9)
donde Pi es el resultado obtenido en las batallas segu´n las Ecuaciones (5.1) o (5.2)
dependiendo de si se trata de Bots o de Mapas, y ω ∈ N es un coeficiente que se usa
para escalar el valor de Ni con el fin de hacerlo ma´s significativo respecto a Pi.
5.2. Experimentos y resultados
Esta seccio´n describe el ana´lisis experimental realizado en el juego del Planet Wars.
Consideramos dos instancias para cada algoritmo (MuCCCo-Div, MuCCCo-Qua y
MuCCCo-U) que var´ıan segu´n el valor de α ∈ {10 %, 50 %}. La notacio´n MuCCCo-
Variante-α (donde V ariante ∈{Div, Qua, U } se utiliza para denotar cada una de las
1Recuerde que, en el caso que d = Maps, se considera que un mapa m derrota a un bot b si el FRB
es vencido por b en una batalla sobre este mapa m.
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instancias. En todos los casos se establece λ = 3. Se realizaron diez ejecuciones de
cada instancia del algoritmo. La base evolutiva empleada en el ciclo coevolutivo es un
algoritmo gene´tico de estado estacionario que usa el torneo binario para la seleccio´n,
el cruce uniforme, la mutacio´n bit-flip y el reemplazo elitista. Al principio del ciclo
coevolutivo el mapa 10 (de la coleccio´n de mapas disen˜ada para el concurso original de
Google AI Challenge 2010) se establece como el mapa oponente (es decir, este mapa
es agregado al Hof de la poblacio´n de mapas). Tambie´n se eligio´ el ProspectorBot, del
conjunto de bots que fueron originalmente proporcionados como ejemplos de bots en el
concurso como el FRB, porque es una estrategia bastante ofensiva que puede ayudar
a producir bots con un adecuado esp´ıritu de lucha. A continuacio´n, se dan detalles de
la configuracio´n de los experimentos y se analizan los resultados obtenidos.
5.2.1. Configuracio´n de los experimentos
Todos los experimentos fueron ejecutados usando el Planet Wars. La Tabla 5.1
muestra los para´metros utilizados en los experimentos, note que estos para´metros coin-
ciden con los explicados anteriormente en el Cap´ıtulo 3, Seccio´n 4.2.4.
Hemos analizado los resultados obtenidos con el test de Kruskal-Wallis (ver los re-
sultados en la Tabla 5.2). Adema´s, en los casos en que esta prueba detectara diferencias
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significativas en las distribuciones, se empleo´ el me´todo Dunn−Sidak para determinar
cua´les pares de algoritmos eran significativamente diferentes y cua´les no.
Tabla 5.2: Resultados del test de Kruskal-Wallis para los indicadores.
Indicador p−value
Mejor fitness de Bots 9.0524e-007
Mejor fitness de Mapas 4.5878e-006
5.2.2. Ana´lisis de los resultados
Las Figuras 5.4 y 5.5 muestran el fitness del mejor individuo encontrado en cada
ejecucio´n de las instancias del algoritmo en las poblaciones de mapas y bots, respectiva-
mente. Recordemos que las instancias analizadas en esta seccio´n son MuCCCo-Qua-10,
MuCCCo-Qua-50, MuCCCo-Div-10, MuCCCo-Div-50, MuCCCo-U-10 y MuCCCo-U-
50.
La prueba de Kruskal-Wallis confirma que las diferencias entre algunos valores son
estad´ısticamente significativas y segu´n los resultados de la poblacio´n de bots (Figura
5.4), los algoritmos de la familia HoFCC-Qua obtienen los mejores resultados. Le siguen
los que se basan en las me´tricas de diversidad, mientras que las versiones multiobjetivos
(es decir, los HoFCC-U) muestran un comportamiento menos competitivo. Esta u´ltima
afirmacio´n puede deberse a que las versiones ‘U’ tienen ma´s dif´ıcil obtener un alto
valor de aptitud debido a la penalizacio´n que se aplica a la puntuacio´n de acuerdo
con la ecuacio´n (5.9). El resultado de la prueba basada en el me´todo Dunn−Sidak
corrobora que las distribuciones del ‘Div-10’ y ‘U-50’, y las familias ‘Qua’ y ‘U’ son
estad´ısticamente diferentes entre s´ı.
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Figura 5.4: Ana´lisis estad´ıstico del mejor fitness de la poblacio´n de bots encontrado












Qua−10 Qua−50 Div−10 Div−50 U−10 U−50
Figura 5.5: Ana´lisis estad´ıstico del mejor fitness de la poblacio´n de mapas encontrado
por cada versio´n del algoritmo MuCCCo(α, λ).
Respecto al comportamiento del fitness de los mapas mostrado en la Figura 5.5, los
algoritmos ofrecen resultados muy similares a los de los bots. Una vez ma´s, se observa
una clara distincio´n entre las tres familias de algoritmos, el test de Dunn−Sidak nos
confirmo´ que MuCCCo-Qua y MuCCCo-U son estad´ısticamente diferentes entre s´ı.
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Para comparar los algoritmos desde otro punto de vista, la Figura 5.6 muestra la
representacio´n del mejor fitness de los bots, el mejor fitness de los mapas y el nu´me-
ro de evaluaciones de cada ejecucio´n (en los ejes X, Y , y Z respectivamente). Cada
punto (x, y, z) corresponde a una de las 10 ejecuciones realizadas por cada instancia
del algoritmo. Como se puede observar, los algoritmos se agrupan en familias, y cada
familia comprende 20 puntos correspondientes a las 10 ejecuciones del algoritmo para
los valores de α = 10 % y α = 50 %. Esta decisio´n de agrupar los resultados por familias
ha estado motivada pues en experimentos preliminares se pudo comprobar que no hay
diferencias significativas entre los resultados de las distintas instancias de una misma
familia.
Observe en la Figura 5.6 que hay so´lo dos soluciones no dominadas en el frente de
Pareto, una perteneciente a MuCCCo-Qua y la otra a MuCCCo-Div. Al analizarlos
en profundidad, observamos que en ambos casos la dominancia se debe a un valor
bajo en el eje Z (es decir, el nu´mero de evaluaciones) el cual se corresponde a ciclos
coevolutivos muy cortos. En tal caso, este resultado puede ser interpretado como un
signo de estancamiento temprano del proceso de bu´squeda. Sin embargo, considerando
que los valores de fitness alcanzados en estos ciclos cortos corresponden a los mejores
valores, tambie´n podr´ıamos pensar que existe una ra´pida convergencia hacia soluciones
aparentemente robustas. Debemos prestar especial atencio´n a si en ciclos grandes y
cortos los algoritmos encuentren valores de fitness similares pues eso podr´ıa indicarnos
que el proceso de bu´squeda se ve afectado por una pe´rdida de requisitos y por lo tanto
so´lo encuentra soluciones mediocres. Para complementar este ana´lisis, se tendra´ en
cuenta otro indicador de “robustez” para los bots que ayudara´ a llegar a conclusiones
ma´s precisas.
La Tabla 5.3 muestra los resultados de la prueba de robustez para los bots. Aqu´ı,
los diez campeones bots obtenidos en las ejecuciones independientes de las instancias
del algoritmo, se enfrentaron entre s´ı en un torneo Todos vs. Todos, y los resultados
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Figura 5.6: Representacio´n en un frente de Pareto de la distribucio´n de los mejores
fitness de bots (eje x), los mejores fitness de los mapas (eje y), y el nu´mero de
evaluaciones (eje z) logrado por cada algoritmo
fueron agrupados por familias (20 por cada familia, 10 para α = 10 % y otros 10
para α = 50 %). Entonces, se tiene que, cada individuo compite contra los otros 20
campeones de las familias de algoritmos adversos y en cada confrontacio´n, se ejecutan
dos batallas (cada una en un escenario distinto). Los escenarios del juego escogidos son
dos mapas, seleccionados al azar de la coleccio´n original del Planet Wars. La Tabla
5.3 muestra las familias de algoritmos que compiten entre s´ı, el nu´mero de victorias
obtenidas por cada uno de ellos y el porcentaje que representa cada valor con respecto
al nu´mero total de batallas. Tambie´n muestra el nu´mero de empates con su porcentaje
correspondiente. En total se ejecutaron 800 batallas (es decir, 20 individuos × 20
opositores × 2 mapas).
Te´ngase en cuenta tambie´n que hemos diferenciado las batallas segu´n el orden de
los jugadores (es decir, primer jugador como Jugador 1 (J1) y segundo jugador como
Jugador 2 (J2)) esto es relevante porque cuando se ejecuta el juego Planet Wars, la
posicio´n de uno o otro jugador en el mapa puede resultar en una ventaja o desventaja
en la partida. La Tabla 5.3 muestra una ligera variacio´n (entre 1 y 2 por ciento) con
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Tabla 5.3: Resultados del Todos vs. Todos en los mapas ‘30’ y ‘70’ (del conjunto
original de mapas del Planet Wars).
Jugador 1 Jugador 2 Victorias-J1 Victorias-J2 Empates
Qua Div 203(25 %) 211(26 %) 386(49 %)
Qua U 287(36 %) 231(29 %) 282(35 %)
Div Qua 224(28 %) 217(27 %) 359(45 %)
Div U 284(36 %) 193(24 %) 323(40 %)
U Qua 218(27 %) 286(36 %) 296(37 %)
U Div 199(25 %) 299(37 %) 302(38 %)
Tabla 5.4: Resultados del Todos vs. Todos en dos mapas elegidos de forma aleatoria
de los mapas victoriosos generados por nuestros algoritmos
Jugador 1 Jugador 2 Victorias-J1 Victorias-J2 Empates
Qua Div 306 (38 %) 466 (58 %) 28 (4 %)
Qua U 307 (38 %) 458 (57 %) 35 (5 %)
Div Qua 274 (34 %) 516 (65 %) 10 (1 %)
Div U 324 (41 %) 427 (53 %) 49 (6 %)
U Qua 231 (29 %) 544 (68 %) 25 (3 %)
U Div 265 (33 %) 477 (60 %) 58 (7 %)
respecto al nu´mero de victorias y derrotas cuando enfrentamos a los mismos bots en los
mismos mapas y so´lo se intercambian sus posiciones (resp. J1 o J2). En ambos casos
(es decir, para las dos posibles posiciones del jugador) MuCCCo-Div parece tener el
conjunto de soluciones ma´s dif´ıcil de superar y MuCCCo-U es el ma´s vulnerable en las
competiciones.
A continuacio´n se repite la prueba anterior, utilizando los mismos bots que se han
evaluado antes, pero esta vez las batallas tienen lugar en dos mapas que han sido
generados por los algoritmos implementados en este trabajo, y que han sido elegidos al
azar del conjunto de mapas victoriosos encontrados. Por lo tanto, observando la Tabla
5.4 se ve un comportamiento muy similar en los resultados de los bots que se posicionan
como Jugador 2. Obse´rvese que en todos los casos los mapas claramente favorecen al
Jugador 2, y esta vez hay un notable variacio´n en los resultados cuando las posiciones
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de los bots en las batallas se intercambian, el nu´mero de victorias/derrotas var´ıa entre
un 20 y un 30 por ciento (ve´anse las diferencias entre las celdas con el mismo color).
(a) Mapa 30 (b) Mapa 70
(c) Mapa 1 generado (d) Mapa 2 generado
Figura 5.7: Los mapas utilizados en el torneo de Todos vs. Todos, los dos primeros son
mapas balanceados del conjunto de mapas originales del PlanetWars y los otros dos
son mapas generados por los algoritmos aqu´ı presentados.
Cabe destacar que nuestros algoritmos coevolutivos intentan encontrar mapas que
aseguren la victoria del FRB contra los bots del HoF (como se menciono´ en secciones
anteriores), y se ha dispuesto que este FRB siempre ocupe la posicio´n del Jugador 2
en las batallas que se ejecutan durante el proceso de evaluacio´n. Por lo tanto, este
interesante comportamiento sugiere co´mo el proceso de aprendizaje que emerge en
la poblacio´n de mapa converge hacia la creacio´n de estructuras ma´s favorables para el
Jugador 2. A continuacio´n se aplican algunas pruebas a nuestros mapas para analizarlos
con ma´s detalle.
En primer lugar, se muestran los resultados de una evaluacio´n geome´trica de los
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mapas, para ello se utilizan los mismos mapas que se analizaron en la Figura 5.5
(que fueron los mejores individuos obtenidos por cada algoritmo en los experimentos
descritos anteriormente). Pero esta vez en lugar de tener seis algoritmos tenemos so´lo
tres porque esta´n agrupados por familias y se agrega otro conjunto que contiene 20
mapas (que fueron elegidos al azar ) del conjunto de mapas oficiales del Planet Wars.
Algunas de las mediciones utilizadas para esta prueba se basan en el ana´lisis este´tico de
mapas presentado en (Lara-Cabrera et al., 2013a). Estos son indicadores relacionados
con la distribucio´n espacial de los planetas y otras caracter´ısticas como el nu´mero
de naves y la tasa de crecimiento. La primera prueba explora las diferencias entre
los conjuntos de mapas con respecto a la distancia media de los planetas al planeta
inicial del Jugador 2 en cada mapa, esta distancia se calcula mediante la fo´rmula de








Qua Div U Google
Figura 5.8: Ana´lisis estad´ıstico de la distancia promedio de los planetas al planeta
inicial del Jugador 2 para cada uno de los mapas del HoF.
es significativamente menor que el conjunto de mapas de Google. Las distribuciones
de valores de nuestros mapas se comportan de manera similar entre ellas, ninguna se
destaca por encontrar soluciones especialmente radicales, pero la prueba muestra que
hay diferencias significativas entre nuestros mapas y el conjunto de mapas de Google.
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Qua Div U Google
Figura 5.9: Ana´lisis estad´ıstico de la Correlacio´n de Pearson entre el “nu´mero de
naves” y el “ratio de crecimiento”.
Una segunda prueba fue aplicada a los mapas, la cual se centro´ en el “nu´mero de
buques” y la “tasa de crecimiento” y chequeo´ si hab´ıa una relacio´n entre los valores
asignados a estas caracter´ısticas cuando los mapas eran creados por nuestro algoritmo.
Sea si y wi, respectivamente, el nu´mero de naves y la tasa de crecimiento del planeta
i en un mapa (N es el nu´mero de planetas en este mapa). Entonces, se especifica el
promedio y la desviacio´n esta´ndar de esta caracter´ıstica (µs y σs, respectivamente) y
















De acuerdo con la Figura 5.9 en todas las distribuciones analizadas las relaciones
entre las variables son positivas, para los casos de los conjuntos “Div” y “U” muestran
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menos dispersio´n en los valores pero no es una diferencia significativa con respecto a
los otros conjuntos. Para resumir, se encontro´ que existe una relacio´n que puede ser
clasificada como “alta” porque en todos los casos el valor de la mediana es mayor que
0, 5 lo cual es un resultado esperado porque la correlacio´n entre el taman˜o y el nu´mero
de naves en un planeta es razonable.
Finalmente, se muestra el ana´lisis de la diversidad en los conjuntos de mapas uti-
lizando la me´trica de diversidad de mapas definida en la Ecuacio´n (5.5) que calcula la
distancia media entre los planetas de un mapa con respecto a todos los otros mapas
del conjunto. Por lo tanto, se calcula la me´trica de diversidad Di para cada mapa del
conjunto de acuerdo con la Ecuacio´n (5.5), entonces el promedio de la diversidad para
cada conjunto se denomina µD, y se obtiene la desviacio´n esta´ndar σd de estos valores






La Figura 5.10 muestra una clara distincio´n entre el conjunto de mapas de Google
y nuestros mapas, el primero tiene menos dispersio´n en su distribucio´n de valores
y produce diferencias significativas con respecto al conjunto de mapas de nuestros
algoritmos que son ma´s dispersos. Este resultado puede ser un indicador de que nuestros
algoritmos son capaces de mantener un nivel de diversidad adecuado en el HoF, de
hecho, observe co´mo la distribucio´n de la familia “Div” tiene la mayor dispersio´n debido
a que esta variante de algoritmo presta especial atencio´n al control de la diversidad en
el HoF durante el proceso coevolutivo.
A continuacio´n, se muestran tres experimentos adicionales que hemos realizado,
uno para mostrar la capacidad del sistema para desarrollar bots competitivos, otro
para evaluar la adecuacio´n de nuestro me´todo para hacer frente a un conjunto de
FRBs (por ejemplo, para especializar contenido/bots con respecto a varios adversarios
o perfiles de jugadores) y el tercero para demostrar la adaptacio´n de nuestros mapas
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Figura 5.10: Ana´lisis estad´ıstico de la diversidad en el conjunto de mapas.
para favorecer a un FRB cuando se enfrenta a uno de los mejores bot expertos conocidos
para el juego Planet Wars. En el primer caso, se ha seleccionado para hacer de FRB
a un bot muy especializado, el GeneBot que ha sido descrito en la literatura cient´ıfica
(Ferna´ndez-Ares et al., 2011; Mora et al., 2012). La estrategia de juego de este bot se
obtuvo de un proceso de optimizacio´n especializado basado en AEs.
En el segundo experimento se incluyeron tres FRBs: GeneBot, ProspectorBot y
RandomBot (es decir, otro bot del conjunto original de Google para PlanetWars).
Para el ana´lisis de esta´s tres pruebas extras se consideraron todas las variantes de
‘MuCCCo’, y cada experimento se ejecuto´ 10 veces.
La Tabla 5.5 muestra los resultados del torneo Todos vs. Todos entre 15 individuos
victoriosos (tomados de las ejecuciones de nuestros algoritmos) y donde se usaron dos
mapas balanceados (es decir, que no favorecen a un jugador espec´ıfico) del conjunto de
mapas de Google que no estuvieron involucrados en el proceso coevolutivo. El prefijo
‘Many’(resp.‘Unique’) indica que la cardinalidad del conjunto de FRB es 3 (resp. 1).
Tenga en cuenta que la versio´n original de GeneBot tambie´n se incluye en los torneos.
En todos los casos, los individuos obtenidos de las instancias ‘fijas’ son ma´s robustos
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Tabla 5.5: Resultados del torneo de Todos vs. Todos distinguiendo entre los bots
evolucionados con un FRB (GeneBot) y los de tres FRBs.
Player 1 Player2 Victories-P1 Victories-P2 Draws
ManyDiv UniqueDiv 129 321 0
ManyDiv UniqueQua 139 311 0
ManyDiv UniqueU 83 367 0
ManyQua ManyDiv 256 194 0
ManyQua ManyU 210 240 0
ManyQua UniqueDiv 170 280 0
ManyQua UniqueQua 146 304 0
ManyQua UniquedU 102 348 0
ManyU ManyDiv 276 174 0
ManyU ManyQua 240 210 0
ManyU UniqueDiv 182 268 0
ManyU UniqueQua 169 281 0
ManyU UniqueU 111 339 0
ManyDiv GeneBot 5 25 0
ManyQua GeneBot 9 21 0
ManyU GeneBot 15 15 0
FixedDiv GeneBot 15 15 0
FixedQua GeneBot 19 11 0
FixedU GeneBot 25 5 0
ZerlingRush GeneBot 29 1 0
ZerlingRush FixedU 30 0 0
ZerlingRush FixedU 0 30 0
en las batallas y muestran las mejores actuaciones contra sus adversarios. La razo´n
podr´ıa ser que un u´nico FRB conduce hacia una especializacio´n ma´s profunda de las
soluciones durante el proceso de bu´squeda, mientras que el uso de muchos FRB genera
soluciones menos especializadas (a expensas de obtener un perfil ma´s amplio). Observe
tambie´n que los bots evolucionados a trave´s de las versiones ‘Unique’ fueron capaces
de superar al GeneBot (en especial, los de la versio´n ‘Unique U’). Este es un resultado
prometedor, si consideramos que nuestros bots no fueron optimizados en los dos mapas
donde se efectuaron estos enfrentamientos.
En el tercer experimento, se considero´ el bot ZerlingRush (desarrollado por Green-
Tea) que se clasifico´ en la octava posicio´n en el concurso Google AI Challenge 2010
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(donde compitieron ma´s de 4600 propuestas de bots). Ve´anse en las tres u´ltimas filas
de la Tabla 5.5 los resultados que se describen a continuacio´n.
En una primera prueba el ZerlingRush gano´ a todos nuestros bots (incluyendo el
GeneBot original) en el conjunto de mapas proporcionados por Google. Luego, fija-
mos ZerlingRush como el FRB en el algoritmo FixedU , y dejamos que Genebot co-
evolucionara para vencerlo al mismo tiempo que los mapas del juego co-evolucionaron
para desfavorecerlo. Y el resultado fue que el GeneBot co-evolucionado vencio´ al Zer-
lingRush en todos nuestros mapas generados (no corruptos). Esta es una prueba de que
los mapas se adaptan de forma exitosa para satisfacer los objetivos establecidos y a su
vez, las estrategias de IA tambie´n optimizan su desempen˜o.
5.3. Conclusiones del cap´ıtulo
En este cap´ıtulo se ha descrito un modelo evolutivo que permite la coevolucio´n de
estrategias de IA y contenidos de juego a trave´s del enfoque competitivo. Al tratarse de
dos dominios intr´ınsecamente diferentes, resulta complicado establecer una relacio´n de
competicio´n directa tal y como exige un sistema competitivo, es por eso que se decidio´
incorporar un tercer participante al modelo. Se trata de un conjunto de oponentes
externos que son quienes desempen˜an el rol de adversarios en las interacciones entre
las poblaciones. Estos adversarios permitira´n introducir al proceso de optimizacio´n,
objetivos espec´ıficos que pueden estar basados en decisiones de disen˜o del juego que
fomentara´n la adaptacio´n de las partidas en funcio´n de dichas decisiones.
Todos los experimentos del modelo MuCCCo se realizaron con el juego Planet Wars.
Se pudo comprobar que adema´s de generar mapas que favorecen a ciertos perfiles de
jugadores, tambie´n se logro´ optimizar las estrategias de IA para que fueran capaces
de vencer a oponentes expertos, incluso hubo pruebas que demostraron que las IAs
generadas estaban al nivel del mejor bot descrito en la literatura cient´ıfica para este
juego.
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Los experimentos aqu´ı explicados permitieron analizar el comportamiento de las
“carreras armamentistas” generadas por los algoritmos implementados, tanto sus lo-
gros como sus vulnerabilidades. En las poblaciones de bots, hemos visto que el algo-
ritmo MuCCCo-Div fue el ma´s exitoso respecto a los valores de fitness, seguido por
MuCCCo-Qua y, contra todo prono´stico, la versio´n ‘U’ obtuvo los resultados ma´s bajos.
Este mismo comportamiento se obtuvo en el torneo Todos vs. Todos, donde una vez
ma´s, los algoritmos MuCCCo-Div y MuCCCo-Qua continuaron mostrando los mejores
resultados, muy similares entre s´ı. Tambie´n se comprobo´ que los algoritmos basados en
el enfoque multiobjetivo (es decir, MuCCCo-U) tienen un desempen˜o pobre en comba-
tes directos. Creemos que este u´ltimo punto puede verse influenciado por la tendencia
de nuestros algoritmos a realizar iteraciones coevolutivas cortas, en los experimentos
rara vez se superaban las 30 coevoluciones y el taman˜o del HoF nunca alcanzo´ los
10 individuos. Esta situacio´n, unida al pequen˜o taman˜o de las poblaciones, puede ha-
ber limitado el potencial del enfoque CFS para ayudar a centrar la bu´squeda hacia
individuos verdaderamente robustos.
Un aspecto interesante sobre la evolucio´n de los bots es que los algoritmos siempre
se estancaron en un ciclo coevolutivo de la poblacio´n de bots, es decir, en una itera-
cio´n donde los bots deber´ıan haber superado los resultados de la poblacio´n de mapas.
Recordemos que los bots no se enfrentan a los mapas directamente, sino que lo hacen
contra un bot experto sobre los mapas de la poblacio´n oponente. Por tanto, podemos
deducir que llegado a un punto de la carrera armamentista, el bot fijo (con la ayuda
de los mapas generados) se convierte en invencible para la poblacio´n de estrategias y
la bu´squeda se estanca.
Para el caso de la evolucio´n de los mapas, se observo´ en los experimentos que los
mapas generados favorec´ıan al Jugador 2 debido a que esa era la posicio´n (segundo
jugador) que le correspond´ıa al bot experto en las partidas que se realizaban durante la
fase de evaluacio´n del ciclo coevolutivo. En realidad, este era un resultado esperado y
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requiere un control por nuestra parte. Creemos que nuestros mapas especializados han
propiciado partidas ma´s interesantes y escenarios ma´s diversos y adaptados en funcio´n
de objetivos espec´ıficos. Este es precisamente uno de los objetivos que se persiguen con
la Generacio´n Procedural de Contenidos (PCG): proporcionar los medios para poder
adaptar la complejidad de la partida a cada jugador, lo cual es un requisito para lograr




Como se ha explicado en esta memoria, la Coevolucio´n adema´s de las muchas
ventajas que ofrece para explorar espacios de bu´squedas donde se generen relaciones
competitivas, tiene una larga lista de patolog´ıas que afectan la calidad de los resulta-
dos finales. Los remedios para combatir estos males son objeto de investigaciones en la
actualidad. Se han definido algunas pautas a seguir para evadir estos comportamientos
indeseables de los modelos coevolutivos, pero au´n no son suficientes. Porque cada mo-
delo es muy espec´ıfico del entorno y las condiciones donde se aplica, y adema´s, algunas
de las pautas son realmente dif´ıciles de aplicar.
Encontrar algoritmos que pueden reducir el efecto de las patolog´ıas inherentes de
los modelos coevolutivos fue uno de los focos de esta tesis. En los experimentos iniciales
mostrados en esta memoria se exploro´ el uso del Hall of Fame (HoF) como me´todo de
archivo para conservar a los campeones obtenidos en cada paso coevolutivo y utilizarlos
en el proceso de evaluacio´n para guiar la bu´squeda. En todos los experimentos se
comprobo´ que las me´tricas definidas para optimizar el uso del HoF eran eficaces y
lograban mejorar el enfoque del proceso de bu´squeda, sobre todo en el caso de la
me´trica que potenciaba la diversidad. El estudio emp´ırico realizado sobre el juego
Robot Wars demostro´ que el conocido problema de los ciclos siguio´ apareciendo en el
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proceso coevolutivo debido a la inexistencia de una relacio´n de transitividad entre los
campeones de la memoria.
Posteriormente, se empleo´ el juego Planet Wars, para extender el trabajo previo
introduciendo cambios en el proceso coevolutivo. Este juego permitio´ una experimen-
tacio´n ma´s profunda y por tanto el logro de resultados ma´s consistentes, debido fun-
damentalmente a que es un juego RTS ma´s fa´cil de usar en los experimentos pero no
menos complejo. Los esfuerzos en esa segunda etapa estuvieron enfocados en modificar
el mecanismo de evaluacio´n para poder identificar mejor las soluciones que eran real-
mente robustas. El enfoque propuesto mantiene el uso del HoF, pero tambie´n incorpora
una memoria adicional (es decir, otro archivo denominado salo´n de celebridades, HoC)
para contener otros bots especializados que formara´n parte del conjunto de evaluacio´n
de los individuos. Este concepto de HoC permite aumentar la presio´n selectiva en la
bu´squeda coevolutiva y propiciar la diversidad, pues los bots expertos han sido especia-
lizados en otros contextos independientes al suyo, adema´s no tienen ninguna relacio´n
evolutiva con la poblacio´n.
El siguiente paso consistio´ en proponer un modelo que permite la generacio´n au-
toma´tica y simulta´nea de IA y contenidos para juegos. Este mecanismo puede ayudar a
los disen˜adores a crear contenidos que se adapten para alcanzar objetivos espec´ıficos de
juego o para guiar la partida hacia escenarios deseados. Imaginemos, por ejemplo, un
mapa/nivel que se adapta para favorecer a los jugadores novatos frente a los jugadores
ma´s experimentados de manera que todos ellos puedan disfrutar de la partida (es decir,
que la experiencia de juego no resulte ni demasiado fa´cil para el jugador experto ni
muy dif´ıcil para los jugadores experimentados).
Desde la perspectiva del disen˜ador, nuestro enfoque puede ser visto como un modelo
para la adaptacio´n dina´mica del juego de acuerdo con el perfil de un jugador espec´ıfico
a trave´s de la Generacio´n Procedural de Contenidos (PCG). Segu´n nuestro conocimien-
to, esta es la primera vez que un algoritmo de Inteligencia Artificial (en concreto un
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algoritmo Coevolutivo Competitivo) se utiliza para generar de forma simulta´nea con-
tenido del juego y estrategias que gu´ıen, sin intervencio´n de jugadores humanos y de
forma automa´tica, las decisiones a tomar por los jugadores virtuales de un videojuego.
Es importante destacar que ese modelo coevolutivo ha sido disen˜ado con un enfoque
general que lo hace aplicable a cualquier ge´nero de juego que promueva la competicio´n
entre los jugadores. Esta tesis ha mostrado la aplicacio´n de este enfoque as´ı como su
viabilidad, usando como instancia el juego Planet Wars. Experimentalmente, se ha
probado tambie´n que es posible generar contenido que se adapta a los objetivos es-
pec´ıficos de disen˜o del juego. Respecto a las estrategias de juego generadas, se hicieron
varias pruebas para constatar que eran capaces de vencer a algunos de los mejores bots
descritos en la literatura cient´ıfica para el juego empleado.
Como conclusio´n general se confirmo´ que la evaluacio´n de los individuos, uno de los
puntos ma´s vulnerables del proceso coevolutivo, es la base para generar la presio´n com-
petitiva de la carrera armamentista y fijar los umbrales de calidad que deben alcanzar
y superar las poblaciones que compiten. Por tanto, una evaluacio´n poco robusta, limita
la capacidad del modelo de hallar soluciones verdaderamente o´ptimas o casi o´ptimas.
Y es aqu´ı cuando toca preguntarse. ¿Co´mo se hace una evaluacio´n robusta? ¿Co´mo
evitar que las competiciones inherentes al modelo no hagan que la bu´squeda se incline
hacia soluciones que por circunstancias puntuales puedan obtener un buen resultado
contra un oponente, pero que en realidad no tengan una alta calidad? ¿Basta con una
evaluacio´n objetiva de un individuo en un momento puntual de la evolucio´n o hay que
aplicar un criterio tambie´n subjetivo que tenga en cuenta otros factores del entorno?
Esas son algunas de las cuestiones que han motivado la investigacio´n y han sido objeto
de ana´lisis en el transcurso de esta tesis.
Los resultados que se han obtenido pretenden aportar un granito de arena a la
bu´squeda de las respuestas de las preguntas que continu´an vigentes en el quehacer
cient´ıfico de esta a´rea. Esta tesis es un primer paso en nuestra investigacio´n sobre la
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aplicacio´n de la Coevolucio´n en los videojuegos. El estudio general que se ha desarro-
llado es un punto de partida para un trabajo futuro que seguira´ investigando en el
tema de los mecanismos de evaluacio´n y la generacio´n de mu´ltiples contenidos e IAs
para videojuegos. Esto u´ltimo encaminado hacia el objetivo de la generacio´n (mediante
PCG) de juegos completos, que incluyan incluso las reglas del juego. Y relacionado con
esto se hara´ referencia en el Ape´ndice A a un juego que fue desarrollado dentro del
marco de esta tesis para ser utilizado como plataforma de experimentacio´n y facilitar
la investigacio´n de te´cnicas de PCG de ma´s amplio alcance.
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Varias plataformas de prueba han sido implementadas para apoyar el trabajo de
los investigadores en el campo de los videojuegos, la mayor´ıa esta´n enfocadas a la
evaluacio´n de mecanismos de IA para optimizar el comportamientos de los bots. Eryna
(Nogueira et al., 2014b) es una herramienta de apoyo a la investigacio´n, similar a las que
se han citado en el Cap´ıtulo 3, con la distincio´n de que se han integrado en ella mo´dulos
que facilitan la exploracio´n de algoritmos relacionados con las nuevas tendencias de la
IA aplicada a videojuegos.
Eryna ha sido desarrollado en el marco de esta tesis, con la colaboracio´n de la
empresa A Bonfire of Souls1 que se ha encargado de la visualizacio´n gra´fica. Hasta
la fecha, este juego ha servido de marco experimental para el trabajo publicado en
(Ruiz-Moyano et al., 2016), enfocado en la generacio´n y optimizacio´n de las reglas
de Eryna mediante un Algoritmo Gene´tico (AG). En el futuro pro´ximo sera´ usado
como marco experimental en varias de nuestras futuras l´ıneas de trabajo encaminadas
hacia la aplicacio´n de te´cnicas de PCG que permitan acercarnos al objetivo de generar
videojuegos completos.
Eryna pretende facilitar la tarea a los investigadores para que no tengan que lidiar
1http://abonfireofsouls.com/
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con problemas comunes como por ejemplo la ausencia de un mecanismo que guarde
los logs para que sean fa´ciles de procesar durante la fase de ana´lisis de los resultados.
Tambie´n ofrece mo´dulos ya predefinidos que permiten incorporar algoritmos bioins-
pirados para aplicarlos al juego. En lo que sigue se explicara´ la arquitectura de esta
herramienta y se dara´n detalles de su funcionamiento.
Eryna es un juego RTS multijugador donde cada jugador virtual compite por ser
el u´nico ganador. Esta´ inspirado en el juego Planet Wars, podemos considerarlo una
versio´n extendida de ese juego, a la cual se le han incorporado cambios en el entorno del
juego y adema´s Eryna permite partidas multijugador. La meca´nica del juego es la de un
cla´sico juego en un entorno espacial en la que los usuarios conquistan mundos. Pero en
este caso la lo´gica del juego se complica un poco (respecto al Planet Wars) pues habra´
que manejar un conjunto de recursos como sucede t´ıpicamente en los juegos RTS. Cada
jugador contara´ con un grupo de unidades y recursos que debera´ ir repartiendo por
diferentes mundos para as´ı ir aumentando sus conquistas y poder´ıo. El motor lo´gico del
juego desencadena automa´ticamente un grupo de “reglas evolutivas” que se encargan de
controlar la produccio´n/variacio´n de los recursos naturales en el entorno. Las posibles
acciones que puede ejecutar un jugador durante la partida son: enviar unidades entre
mundos; y asignar misiones en un mundo para apoyar determinado objetivo que desee
el jugador (por ejemplo: construir armas, producir alimentos).
La parametrizacio´n es una palabra de orden en este juego, permitira´ al investigador
ajustar varias opciones para crear diferentes niveles de dificultad en las partidas. Las
reglas del juego han sido definidas en funcio´n de varios para´metros que tambie´n podra´n
ser configurados por el usuario para generar partidas muy distintas incluso podr´ıan ser
generadas mediante un mecanismo de PCG. Los mapas se han definido como ficheros
de texto con una nomenclatura simple y fa´cil de generar, para facilitar el empleo de
te´cnicas de PCG.
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Descripcio´n lo´gica del sistema
A continuacio´n se presenta la vista lo´gica de la arquitectura de Eryna, ve´anse
los componentes principales del sistema y su interaccio´n. Se muestran dos diagramas
que han sido distinguidos entre s´ı por las funcionalidades que le brindan al usuario, el
primero de ellos (Figura A.1) agrupa los principales mo´dulos de Eryna como plataforma
interactiva de prueba y optimizacio´n, y el segundo (Figura A.2) muestra la arquitectura
de Eryna como entorno de competicio´n de IA online.
La Figura A.1 ofrece la primera vista del sistema, entre sus componentes se puede
ver una versio´n no gra´fica del juego (en la figura se nombra “Game Engine Local”)
que se usara´ para lanzar partidas mono o multijugador entre los Bots que han sido
implementados por un usuario (investigador) usando para ello un mo´dulo de IA ba´sico
(“IA Engine”) que proporcionara´ la herramienta. Esta versio´n no jugable, es la base
de este mo´dulo, y sera´ usada como plataforma de prueba para evaluar el desempen˜o
de dichos bots y de otros recursos suministrados. Tambie´n se integrara´ un subsistema
de Optimizacio´n Interactiva cuyo objetivo sera´ el de optimizar el funcionamiento de
modelos bioinspirados que sean suministrados por el usuario y que tendra´n como ob-
jetivo la generacio´n de soluciones subjetivamente interesantes para el juego base. Los
modelos afectivos tambie´n tendra´n su espacio, pues habra´ un mo´dulo que se encargara´
de evaluar (basado en alguno de los modelos definidos para esto en la literatura) el
comportamiento emocional que genera en el juego determinado recurso proporcionado
por el usuario.
Por u´ltimo, es importante mencionar que siempre que el investigador emplee la
herramienta como plataforma de prueba y evaluacio´n le sera´n emitidos ficheros de
logs con la informacio´n sobre el funcionamiento de su recurso que le permitira´n hacer
un ana´lisis serio de los resultados a posteriori. El objetivo general de este mo´dulo es
permitir a los investigadores que prueben u optimicen recursos del juego que hayan
sido creados por algoritmos especializados para eso.
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Figura A.1: Eryna: Vista lo´gica de la plataforma interactiva de prueba y optimizacio´n
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Figura A.2: Eryna: Vista lo´gica del entorno de competicio´n online
En la Figura A.2 se muestra la segunda vista, que consta de una aplicacio´n web
donde estara´ accesible toda la informacio´n y los archivos necesarios para el uso de la
herramienta. La web tambie´n dara´ acceso directo al juego RTS, los usuarios podra´n
subir bots al servidor y lanzar una partida donde estos jugadores virtuales compitan
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entre ellos. Tambie´n estara´ disponible un ranking general que contenga la posicio´n de
los bots que son evaluados usando este servicio.
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