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Abstract
In this paper we introduce the notion of local shape to describe the behavior of a real place of an
algebraic curve around its center. We analyze how the local shape is affected by the offsetting process, and
we relate this phenomenon to the curvature of the curve. Furthermore, we characterize the situations when
the offsetting process behaves locally well, so that the local shape is preserved.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Informally speaking, an offset to an irreducible algebraic plane curve C is a curve “parallel”
to C at a fixed distance d (see e.g. Arrondo et al. (1997) for a formal definition). In fact, Leibnitz
already dealt with such geometric objects, calling them parallel curves (see Leibnitz (1692)).
Offsets to curves and surfaces play an important role in many practical applications, as for
instance in the frame of C.A.G.D. (see e.g. Hoschek and Lasser (1993)). However, the main
difficulty when dealing with offsets is that the computations involved are usually very hard, even
when working with quite simple curves. In particular, the equation of an offset is generally much
more complicated than the original one; for instance, the defining polynomial of the offset to the
Folium of Descartes x3 + y3 − 3xy = 0 has degree 14 and 114 terms. So, even in a case where
one is able to obtain this equation, very often, it is almost impossible to work with it. For this
reason, a great deal of work has been done on deriving aspects of the offset just from the original
curve, i.e. without making use of the offset equation. Thus, problems like the determination of the
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Fig. 1. Topology types (i.e. homeomorphic graphs) of the offsets to the parabola y = x2 when the distance d varies. The
parabola is plotted in dotted lines, and the offset in solid lines.
genus of the offset (see Arrondo et al. (1999)), parametrizing offsets (see Arrondo et al. (1997),
Lu¨ (1995), Pottmann (1995), Pottmann and Peternell (1998), Sendra and Sendra (2000b)), or
computing the degree of an offset (see San Segundo and Sendra (2005)), etc. have already been
addressed.
In this paper, we are interested in deriving some local information on the shape of the offset
just from the starting curve. More precisely, though the informal description of an offset as a
parallel curve may lead us to think that the offsetting processes always yield curves with the
topology of the original curve, it is well known (see e.g. Farouki and Neff (1990a,b)) that this is
not necessarily true, since the offsetting process may introduce significant modifications on the
shape. The simplest example that one may provide for this behavior is the parabola y − x2 = 0.
In Fig. 1, if d is the distance used in the offsetting process, one may see that for d ≤ 1/2
the topology of the offsets is good, in the sense that one is able to distinguish two connected
components, each one homeomorphic to the initial curve. However, for d > 1/2 this good
behavior does not happen any longer.
In general, if the implicit equation of the family of offset curves is known, the different
topology types arising in the offset family can be computed by applying the results in Alcazar
et al. (2005); the above example on the parabola has been derived using the results given in
Alcazar et al. (2005). However, these results not only require one to previously compute the
equation of the offset family, but also require one to make resultant computations with it. As a
consequence, in practice, the computations are heavy.
Here, we will focus not on global aspects of the topology of offsets, but on local questions.
In this sense, one may observe (see e.g. Farouki and Neff (1990a)) that the “bad” behavior
appearing in the offset to the parabola for d > 1/2 is in fact based on a local phenomenon,
namely that the offsetting process transforms a smooth point of the parabola into a cusp of the
offset. Clearly, from the point of view of the applications it is desirable that the offsetting process
does not provide these kinds of “local” modifications, so that every arc of the original curve is
transformed into an arc of the offset with the same shape. This is exactly the problem that we
study here. The contributions in this paper may be considered as a first research step for the
study of the global topology of the offset, alternative to that derived from (Alcazar et al., 2005).
In this sense, although at the level of on-going work, we are currently studying which additional
hypotheses on the original curve have to been imposed in order to deduce, from a good “local”
behavior, also a good “global” behavior.
Some local questions on the offset topology have already been addressed in Farouki and Neff
(1990a,b), for the case when the original curve is defined by means of a regular parametrization.
However, the present work, though inspired by the papers mentioned, uses a different approach
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and reaches more general results. More precisely, here we first define formally the notion of
“shape” around a point by means of the concept of local shape (see Definition 4 in Section 3).
Then, we analyze how the local shape is affected by the offsetting process (see Section 5), and
we relate the results to the curvature of the starting curve (see Section 5.1). Finally, as a direct
consequence, we briefly see how these ideas yield the notion of good local behavior and the
concept of safe interval (see Section 5.2); further details on this can be found in Alcazar and
Sendra (2006).
From the computational view of point, the algorithms derived from these results can be
easily performed using symbolic computation platforms such as Maple. Note that the only non-
standard tool is the manipulation of places. Places of implicitly/parametrically given curves
can be computed by the Maple-compatible package CASA (see http://www.risc.uni-linz.ac.at/
software/casa).
Throughout this paper, we assume that C is a real irreducible algebraic plane curve. In some of
our theoretical reasonings we need to work on algebraically closed fields, and hence we consider
the real curve C immersed in C2. In addition, we assume that C is neither a line nor a circle; note
that the results we present are straightforward for lines and circles. Lines are excluded because of
Definition 2, and circles to ensure that the offset does not degenerate (see Section 2.1). Therefore,
C has infinitely many real points and it is defined by an irreducible polynomial f ∈ R[x, y]
(see Sendra and Winkler (1999)). We also assume that the distances considered in the offsetting
processes are real.
2. Preliminary notions and results
In this section we briefly recall some preliminary notions and results on offset curves, as
well as on normal parametrizations and places of curves. Also, we fix the notation to be used
throughout the paper.
2.1. Offset curves
We recall some basic facts and notions on offsets seen from the algebraic geometry perspective
(see Arrondo et al. (1997) for further details). The offset curve of C at distance d, that we
denote as Od(C), is “essentially” the envelope of the system of circles centered at the points of
C with fixed radius d . More formally, Od(C) is defined as follows. Let C0 ⊂ C be the set of all
regular points of C having non-zero isotropic vectors normal to C, and let Ad(C0) ⊂ C2 be the
constructible set of all the intersection points of the circles of radius d ∈ C centered at each point
P ∈ C0 and the line normal to C at P . Then, Od(C) is the Zariski closure in C2 of Ad(C0).
In our case, since C is not a circle, the offset does not degenerate (see Corollary 1 in Sendra
and Sendra (2000a)), i.e. Od(C) is an algebraic curve with at most two components being also
algebraic curves. Moreover, since C is real, C0 is not empty and every component of Od(C) is
a real curve, for real values of d (see Proposition 1 in Sendra and Sendra (2000a)). Indeed, in
this case, it holds that C0 is the set of all regular points of C. Now, let P ∈ C be regular, and let
N (P) be a unitary vector in the direction of the gradient vector ∇( f )(P) = ( fx (P), fy(P)),
and therefore normal to C at P . P generates two points P+d , P−d ∈ Od(C), namely P+d =
P + d · N (P), and P−d = P − d · N (P). We give the name external offset of C to the set
of all the points of Od(C) which are of the form P+d , for some point P ∈ C0. The internal
offset of C is similarly introduced. We denote the external offset by O+d(C), and the internal
offset by O−d(C). Note that, in general, O+d(C) and O−d(C) are not algebraic curves, though
the algebraic closure of its union, which is Od(C), obviously is.
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2.2. Normal parametrizations
In this subsection, we recall the notion of normal parametrizations and we relate it to the
existence of isolated points. For further details we refer the reader to (Sendra, 2002). Therefore,
throughout this subsection we assume that the real irreducible algebraic affine curve C that we
work with is rational.
Let ϕ(t) be a rational parametrization of C over C. Then we say that ϕ(t) is C-normal if
ϕ(C) = C. Moreover, we say that C is C-normal, or that it can be C-normally parametrized,
if there exists a C-normal rational parametrization of C. Similarly, if C is a real curve (which
is, by assumption, our case) and ϕ(t) is real, we say that ϕ(t) is R-normal if ϕ(R) = C ∩ R2.
Analogously, one introduces the notion of the R-normal or R-normally parametrized curve.
The main difference between C-normality and R-normality is that every rational curve over C
is C-normal, but there exist real rational curves that are not R-normal (see Sendra (2002)). The
following result, which essentially follows from the ideas in Sendra (2002), characterizes such
curves.
Proposition 1. A real rational curve is not R-normal iff it has isolated singularities.
2.3. Places of a curve
In this subsection we recall some basic facts on places. For a complete treatment on places see
Walker (1950). For this purpose, let C[[h]] be the domain of formal power series over C in the
variable h; similarly for R[[h]]. Also, if x(h) = arhr + ar+1hr+1 + · · · ∈ C[[h]], where ar 6= 0,
we denote by ord(x(h)) the order of x(h), i.e. ord(x(h)) = r .
A place P(h) of C is an equivalence class of irreducible local parametrizations of C around
a point P ∈ C, which is called the center of the place. In the sequel, by an abuse of notation,
we write P(h) = (x(h), y(h)) to denote that (x(h), y(h)) is a representative of P(h). The order
of P(h) is defined as the minimum of the orders at P(h) of all the lines passing through the
center of the place. In Walker (1950), it is proved that P(h) can be written as (x(h), y(h)) where
x(h), y(h) ∈ C[[h]], and
x(h) = α0 + αr1hr1 + αr2hr2 + · · · , y(h) = β0 + βs1hs1 + βs2hs2 + · · ·
with 0 < r1 < r2 < · · · , 0 < s1 < s2 < · · · , and (x(0), y(0)) being the center of the place.
Hence, ord(P(h)) = min{r1, s1}. Also, we denote r1 by ordx (P(h)) and s1 by ordy(P(h)). Note
that ordx (P(h)) = ord(x(h) − α0) and ordy(P(h)) = ord(y(h) − β0). Moreover, we say that
P(h) is real if there exists a representative of the class where all the coefficients are real. In the
sequel, we always work with real places. It is well known that any point of C is the center of at
least one complex place. Furthermore, any non-isolated real point of C is the center of at least
one real place.
In addition, given a place P(h) = (x(h), y(h)) we denote by x (k)(h) the k-th derivative of
x(h) w.r.t. h, and similarly for y(k)(h). Also, we use the notation P(k)(h) = (x (k)(h), x (k)(h)).
3. Local shape of a place
In order to study how the offsetting process locally affects the shape ofOd(C) w.r.t. the shape
of C, we introduce in this section the notion of local shape of a place. Afterwards, the local
behavior of C around a point P can be described by putting together the information provided
by the local shape of all the places that are centered at the point P . We start with the following
definition.
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Definition 2. Let P(h) be a real place of C. The signature of P(h) is defined as a pair (p, q)
where p is the first non-zero natural number such that P(p)(0) 6= (0, 0), and q > p is the first
natural number such that P(p)(0),P(q)(0) are linearly independent. We denote by sign(P(h))
the signature of P(h).
Remark 1. We observe that:
(1) Since C is not a line, the natural numbers p, q in Definition 2 always exist. Moreover, using
well-known properties of places (see Walker (1950)), one can deduce that the signature of a
place is independent of the representative.
(2) If (p, q) = sign(P(h)) then p = ord(P(h)). Moreover, if p = ordx (P(h)) and
ordx (P(h)) < ordy(P(h)) then q = ordy(P(h)). Similarly, if p = ordy(P(h)) and
ordy(P(h)) < ordx (P(h)) then q = ordx (P(h)).
(3) If sign(P(h)) = (1, q) then P(h) is regular or linear (compare to Section 5.3. in Walker
(1950)). Otherwise we will say that the place is singular. 
The next proposition states the existence of a particular representative of the place that will be
used in our theoretical reasonings.
Proposition 3. Let P be a non-isolated real point of C. Then, in a suitable coordinate system, P
is the center of a real place P(h) = (x(h), y(h)) of C of the form
x(h) = αph p, y(h) = βqhq + βq+1hq+1 + · · ·
where (p, q) = sign(P(h)), αi , βi ∈ R, and αp · βq 6= 0.
Proof. Since P is real and non-isolated, it is the center of a real place of C, say P(h). Applying
if necessary a translation, we can assume that P = (0, 0). Therefore, P(h) can be written as
P(h) = (x¯(h), y¯(h)), where
x¯(h) = α¯n1hn1 + α¯n1+1hn1+1 + · · · , y¯(h) = β¯n2hn2 + β¯n2+1hn2+1 + · · ·
with α¯i , β¯ j ∈ R, and α¯n1 β¯n2 6= 0. Now, since p = ord(P(h)), it is either n1 or n2. We assume
w.l.o.g. that p = n1; otherwise one may interchange the axes. In this situation, one has that
n2 ≥ n1. Let us see that we can also assume w.l.o.g. that n2 > n1. Indeed, if n2 = n1, we apply
the orthogonal linear change of coordinates
X = α¯n1√
α¯2n1 + β¯2n2
x + β¯n2√
α¯2n1 + β¯2n2
y, Y = β¯n2√
α¯2n1 + β¯2n2
x − α¯n1√
α¯2n1 + β¯2n2
y,
so the resulting form of P(h), after this change, is P(h) = (x˜(h), y˜(h)) where
x˜(h) = α˜n1hn1 + α˜n1+1hn1+1 + · · · , y˜(h) = β˜n∗2hn
∗
2 + β˜n∗2+1hn
∗
2+1 + · · ·
with α˜i , β˜ j ∈ R, α˜n1 β˜n∗2 6= 0 and n∗2 > n1. Thus, we may assume that n2 > n1, and therefore
(p, q) = (n1, n2). Finally, applying a change of parameter (see the proof of Theorem 2.2 on
page 95 of Walker (1950)), one gets the result. 
Remark 2. Observe that from the proof of the proposition, one gets that in order to set the place
into the desired form, one only needs to apply translations and orthogonal transformations. This
fact is crucial because offsets behave properly w.r.t. such transformations (see Sendra and Sendra
(2000a)), i.e. the offset of the transformed curve is the transform of the offset. 
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Fig. 2. Local shapes.
Now, on the basis of the notion of signature, we describe the shape of C in the neighborhood
of a given real point P ∈ C. First of all, we note that, since P may be the center of several
different real places of C, each of these places must be analyzed. For this purpose, we proceed as
in differential geometry of planar curves. There, one analyzes the local behavior of a parametric
curve around a point by considering the terms of lowest order in Taylor’s expansion, around the
point, of the parametric equations defining the curve. Thus, in order to analyze the local behavior
of a place P(h) of C around its center P , we can proceed in the same way. In this sense, we
observe that in our case the term of lowest order of x(h) is αph p, while the term of lowest
order of y(h) is βqhq (see Proposition 3). Then, we have four different possibilities depending
on whether p, q are even or odd. We formalize this in the following definition. Finally, the local
behavior of C around a point is described by collecting all the information corresponding to the
places that are centered at the point.
Definition 4. Let P(h) be a real place of signature (p, q), centered at P ∈ C. Then we say that:
(1) P(h) is a thorn (or it has local shape (I)) if both p, q are even.
(2) P(h) is an elbow (or it has local shape (II)) if p is odd, and q is even.
(3) P(h) is a beak (or it has local shape (III)) if p is even, and q is odd.
(4) P(h) is a flex (or it has local shape (IV)) if both p, q are odd.
In Fig. 2 one can see the shape corresponding to each local shape up to rotations. In each case,
the center of the place is the intersection point of the two dotted lines. Furthermore, in all cases
the horizontal dotted line is tangent to C in the direction of P(p)(0). Observe that (I) and (III)
correspond to cusps of C. Moreover, in (I) the curve C is not crossed by the tangent, while in (III)
it is. Also, in (II), one has a local maximum or minimum in a reference system whose Ox-axis
is parallel to P(p)(0). Finally, in (IV) a flex point is reached. We also note that if P(h) is regular,
then p = 1, and therefore the only possibilities for the local shape of P(h) are (II) and (IV).
4. Offsetting real places
In this section we see how the offsetting processes can be generalized to real places; a similar
reasoning can be done for complex places. In this sense, if P(h) is a real place of C, we see
that it gives rise to two real places P+d(h) and P−d(h) of Od(C). If the center of P(h), P , is
a regular point (i.e. if P ∈ C0, recall the notation C0 from Section 2.1), the places P+d(h) and
P−d(h) are centered at the points P+d and P−d , respectively, which are generated in the offset
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by the point P . If P is singular, then one may consider a sequence {Pn}n∈N of regular real points
on the branch defined by P(h) and converging to P , and then the centers of the places P+d(h)
and P−d(h) are the limits of the corresponding sequences of points {P−d,n}n∈N and {P−d,n}n∈N
generated by {Pn}n∈N on the external and internal offset, respectively.
For this purpose, we need to work with units and square roots of formal power series. We
briefly recall these notions. Units in R[[h]] are characterized as those formal power series of
order zero. Moreover, if φ(h) = a0 + a1h + a2h2 + · · · ∈ R[[h]] is a unit, then by performing
elementary calculations one gets that its inverse is
1
φ(h)
= 1
a0
− ar
a20
hr +O(hr+1)
where r = ord(φ(h) − a0). On the other hand, if φ(h) ∈ R[[h]], we say that ψ(h) ∈ R[[h]]
is a square root of φ(h) if it holds that ψ(h)2 = φ(h). As in the case of real numbers, one
may check that if φ(h) is not identically zero, and it has square roots then there exist two square
roots and they differ in sign. We will denote them as ±√φ(h). Indeed, one can prove that φ(h)
has square roots if ord(φ(h)) is even and the coefficient of hord(φ) is positive. More precisely, if
φ(h) = a0 + a1h + a2h2 + · · · ∈ R[[h]] has order zero, then φ(h) has a square root iff a0 > 0.
Furthermore if a0 > 0, by performing elementary calculations, then φ(h) has two square roots,
maybe equal, namely
±√a0 + ar2 · ±√a0 h
r +O(hr+1),
where r = ord(φ(h)− a0). In particular, we observe that the square roots of a zero-order formal
power series φ(h), if they exist, are units of R[[h]], and
± 1√
φ(h)
= 1±√a0 −
ar
±2a3/20
hr +O(hr+1).
More generally, if φ(h) has even order, say 2n, then it can be written as φ(h) = h2nφ∗(h), where
ord(φ∗(h)) = 0. Thus, in this case, φ(h) has a square root iff φ∗(h) has, and applying the above
remarks to φ∗(h) one may write the square roots of φ(h) as ±hn√φ∗(h).
Now, let us see how to offset the real place P(h) = (x(h), y(h)), centered at P ∈ C. We
assume w.l.o.g. that P(h) is expressed as in Proposition 3. This implies that P is the origin.
Let x(h) = αph p and y(h) = βqhq + βq+1hq+1 + · · · . We introduce the power series
φ¯(h) = x (1)(h)2+ y(1)(h)2 (recall from Section 2.3 the notation P(k)(h) = (x (k)(h), x (k)(h)) for
the derivatives of the place P(h)). Note that, since x (1)(h), y(1)(h) ∈ R[[h]], and x (1)(h), y(1)(h)
are not identically zero, then φ¯(h) is not identically zero. Then, we consider
P±d(h) = P(h)± d√
φ¯(h)
(−y(1)(h), x (1)(h)).
Then
±
√
φ¯(h) = ±h p−1√φ(h)
where φ(h) := p2α2p + q2β2q · h2(q−p) +O(h2(q−p)+1); note that p2α2p > 0. Moreover,
1
±√φ(h) =
1
±pαp −
q2β2q
±2p3α3p
· h2(q−p) + · · · ∈ R[[h]]
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Thus, one gets that
P±d(h) =
(
αph p ∓ d
(
qβq
pαp
hq−p + · · ·
)
,
βqhq ± dpαp
(
1
pαp
− q
2β2q
2p3α3p
· h2(q−p) + · · ·
))
.
Note that, since p > 0 and q > p, then P+d(h) and P−d(h) are centered at the points
P+d := (0, d) and P−d := (0,−d), respectively. Moreover, because of the construction,
P+d(h) and P−d(h) are places of Od(C), clearly real. Furthermore, taking into account the
convergence properties of analytic functions, there exists a Euclidean neighborhood E of 0 such
that for all h0 ∈ E , but finitely many exceptions, P0 := P(h0) ∈ C0 and P±d(h0) are the two
points generated by P0 in Od(C). This offsetting construction of places provides the following
relationship between places on C and Od(C).
Theorem 5. Every real place of C generates two real places of Od(C), and every real place of
Od(C) is generated by at least one real place of C.
Proof. We have already proved the first part. Let us prove that every real place Q(h) of Od(C)
comes from at least one real place of C. LetM be the real component ofOd(C) where the branch
defined by Q(h) belongs. We consider Od(M). By Corollary 6 in Sendra and Sendra (2000a),
one has that C is a component of Od(M). Let Q±d(h) be the two real places generated by Q(h)
on Od(M). Then, one of them is a place of C, and it is the one generating Q(h). 
5. Local shape analysis of places on the offset
In this section we analyze how the offsetting process affects the local shape of a real place
P(h) of C (see Theorem 7). Moreover, we study the cases when this local shape is preserved (see
Corollaries 8 and 9); we say that the local shape of P(h) is preserved for d if the local shapes of
P(h), P±d(h) are the same. Furthermore, in Section 5.1 we connect the results to the curvature
of C. Finally, in Section 5.2 we briefly introduce the notions of good local behavior and safe
intervals.
For this purpose, we consider P(h) expressed as P(h) = (αph p, βqhq + · · · ), where
sign(P(h)) = (p, q) (see Proposition 3). Now, we analyze the local shape by studying
sign(P±d(h)). From the subsection before, we observe that ord(P±d(h)) = min{p, q − p} =
ordx (P±d(h)), and that ordx (P±d(h)) < min{q, 2(q − p)} = ordy(P±d(h)). Therefore, by
Remark 1, one has that sign(P±d(h)) = (ordx (P±d(h)), ordy(P±d(h))). Thus, different cases
have to be considered depending on the value of q− 2p. Furthermore, if q− 2p = 0 it must also
be considered whether αp ∓ d · qβqpαp vanishes or not. This last distinction motivates the following
definition.
Definition 6. Let P(h) = (αph p, βqhq + · · · ) be a real place of C and sign(P(h)) = (p, q). We
say that d0 ∈ R is an (offsetting) critical distance for P(h) if
q − 2p = 0 and d0 =
∣∣∣∣∣ α2p2βq
∣∣∣∣∣ .
Furthermore, we say that d0 is an (offsetting) critical distance for C if there exists a real place
P(h) of C such that d0 is critical for P(h).
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Now, we can state the main result of the section.
Theorem 7. Let P(h) = (αph p, βqhq + · · · ) be a real place of C and sign(P(h)) = (p, q). It
holds that:
(1) If q − 2p > 0, ∀ d ∈ R∗ the local shapes of P(h), P+d(h), P−d(h) are the same.
(2) If q−2p = 0, ∀ d ∈ R∗ \{ α2p2βq } the local shapes of P(h) and P+d(h) are the same. Similarly
for d ∈ R∗ \ {−α2p2βq } and P(h), P−d(h).
(3) If q − 2p < 0, ∀ d ∈ R∗ the local shapes of P±d(h) follow this scheme:
p is even p is odd
q is even P±d(h) is a thorn P±d(h) is an elbow
q is odd P±d(h) is an elbow P±d(h) is a thorn
Proof. We prove the theorem for P+d(h). The proof for P−d(h) is similar. Let ( p˜, q˜) =
sign(P+d(h)). Let us prove (1). Since q − 2p > 0, then p < q − p and q < 2(q − p).
Therefore, ordx (P+d(h)) = p, and ordy(P+d(h)) = q. Moreover, since p < q, one has that
p = ord(P+d(h)) = ordx (P+d(h)) < ordy(P+d(h)) and therefore ( p˜, q˜) = (p, q). Now, let us
see (2). Since q = 2p, then q − p = p and q = 2(q − p), and hence
P+d(h) =
(
αp
(
1− 2d βq
α2p
)
h p + · · · , d + βq
(
1− 2d βq
α2p
)
hq + · · ·
)
.
Therefore, since αp 6= 0, βq 6= 0 and d 6= α2p/(2βq), one has that ordx (P+d(h)) = p <
ordy(P+d(h)). Thus, reasoning as in the previous case one also concludes that ( p˜, q˜) = (p, q).
Finally, let us see (3). Since q − 2p < 0, it holds that q − p < p and 2(q − p) < q, so
ordx (P+d(h)) = q − p < 2(q − p) = ordy(P+d(h)). Therefore ( p˜, q˜) = (q − p, 2(q − p)).
From this fact, and taking into account Definition 4, the statement follows directly. 
The next corollary follows from Theorem 7.
Corollary 8. Let P(h) be a real place of C of signature (p, q), and let d ∈ R∗. If one of the
following assertions holds:
(1) q − 2p > 0,
(2) q − 2p = 0 and d is not critical for P(h),
(3) q − 2p < 0 and q is even,
the local shape of P(h) is preserved for d. Furthermore, if q − 2p < 0 and q is odd, the local
shape of P(h) is not preserved for d.
Furthermore, ifP(h) is regular, since q > p = 1, it cannot happen that q−2p < 0. Therefore,
we deduce the following corollary from Theorem 7.
Corollary 9. Let P(h) be a regular real place of C. Then, the local shape of P(h) is preserved
for all d ∈ R∗ except, perhaps, if sign(P(h)) = (1, 2) and d is critical.
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Observe that, from an algorithmic point of view, given a particular place P(h) of C and a non-
critical distance d , one can apply Theorem 7 for checking whether its local shape is preserved
or not. Note that there exist algorithmic methods for computing places of curves (see Walker
(1950) for a theoretical description, and Hemmecke et al. (2001) for software to compute them).
Moreover, in this section we have explicitly described how to lift places from the original curve
to the offset. In the case where we are interested in examining the problem for a critical distance,
more terms of P±d(h) need to be computed.
The preceding ideas and results are illustrated in the following examples.
Example 1. We consider that the curve of equation −x5 + y2 − 2yx3 + x6 = 0. P(h) =
(h2, h5+ h6) is a place of the curve centered at (0, 0). sign(P(h)) = (2, 5). Therefore, P(h) is a
beak. Now since q − 2p = 1 > 0, by Theorem 7, the local shape of P(h) is preserved for every
distance.
Example 2. We consider the ellipse of equation x2 + (y+2)24 = 1, and the place P(h) =
(h,−h2 − 14h4 − 18h6 + · · · ) centered at (0, 0). sign(P(h)) = (1, 2); hence it is an elbow.
Moreover, q − 2p = 0 and the critical distance is 12 . Thus, from Corollary 8, we have that
whenever d 6= 12 , the local shape of P(h) is preserved. For d = 12 , we apply the formulas in
this section to get that P+ 12 (h) = (2h −
3
2h
3 + · · · , 12 − 2h2 + · · · ),P− 12 (h) = (
3
2h
3 + 58h5 +
· · · ,− 12 − 14h4 + · · · ). Hence sign(P+ 12 (h)) = (1, 2), and sign(P− 12 (h)) = (3, 4). Therefore,
the local shape is also preserved for the critical distance.
Example 3. Consider the curve of equation y3− x2 = 0. P(h) = (h2, h3) is a place of the curve
centered at (0, 0). Since sign(P(h)) = (2, 3) then P(h) is a beak. Now, since q− 2p = −1 < 0,
from Theorem 7 it follows that P+d(h),P−d(h) are elbows for every distance. Thus, the local
shape of P(h) is never preserved. Indeed, P+d(h) = (− 32dh + h2 + · · · , d − 98 dh2 + · · · ),
P−d(h) = ( 32dh + h2 + · · · ,−d + 98 dh2 + · · · ). Thus, for d 6= 0, sign(P+d(h)) =
sign(P−d(h)) = (1, 2).
Example 4. Consider the curve of equation x5 − y2 + 2yx2 − x4 = 0. P(h) = (h2, h4 + h5)
is a place of the curve centered at (0, 0). sign(P(h)) = (2, 4); hence q − 2p = 0 and the
critical distance is 12 . Thus, from Theorem 7 we deduce that if d 6= 12 , the local shape ofP(h) is preserved. Now, let us analyze the local shape for the critical distance. We apply the
formulas in this section to get that P+ 12 (h) = (−
5
4h
3 + 2h6 + · · · , 12 − 32h5 + · · · ) and
P− 12 (h) = (2h
2 + 54h3 + · · · ,− 12 + 2h4 + · · · ). Hence, P(h) and P− 12 (h) are thorns, butP+ 12 (h) is a flex.
5.1. Connection to curvature
In this subsection, we relate the results in Theorem 7 and Corollary 8 to the curvature of the
curve C. For this purpose, in the sequel we assume that the curve C is rational and R-normal (see
Section 2.2). Furthermore, in the rest of the section ϕ(t) := (X (t), Y (t)) denotes an R-normal
proper parametrization of C. In particular, this implies that C does not have isolated singularities
(see Proposition 1), and that every real point of C is reachable via ϕ(t) by means of real parameter
values.
The notion of curvature is widely studied in the context of differential geometry (see for
example DoCarmo (1976)). More precisely, if t0 is a regular value of the parameter (regular
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here means that the speed vector ϕ′(t0) is not zero), then the curvature of the curve at the point
ϕ(t0) can be computed by using the following formula:
k(t0) := X
′(t0)Y ′′(t0)− X ′′(t0)Y ′(t0)
(X ′(t0)2 + Y ′(t0)2)3/2 .
Observe that if t0 6= t1 but ϕ(t0) = ϕ(t1) (which happens at a self-intersection of the curve),
k(t0) and k(t1) are not necessarily equal. Thus, intuitively speaking, curvature has to do not
exactly with points of the curve, but with places. Note that if P0 = ϕ(t0) = ϕ(t1) is a self-
intersection of the curve, then there are at least two places of the curve centered at P0, one of
them corresponding to t0 and another one corresponding to t1. Furthermore, it is well known (see
also DoCarmo (1976)) that the curvature is invariant for reparametrizations, except perhaps for
the sign.
Curvature has also been used in Farouki and Neff (1990a) to characterize some aspects of the
local shape of the offset, like the appearance of cusps in the offset. However, in Farouki and Neff
(1990a) the parametrization ϕ(t) is assumed to be regular, i.e. verifying that the speed vector
does not vanish for any real value of the parameter. Here we do not impose that condition on
ϕ(t), so there may be points generated by non-regular real values of the parameter. We will refer
to these points as singular points of the parametrization, and we will refer to the real values of
the parameter that generate them as singular values of the parameter. Observe that since ϕ(t) is
rational, the number of real singular values of the parameter is necessarily finite. Now, for these
values of the parameter, curvature is not defined. Thus, in order to extend the notion of curvature
also to such points, we consider the following definition:
Definition 10. Let P(h) = (x(h), y(h)) be a real place of C. Then, the curvature of C at P(h)
is defined as follows:
kP(h) := lim
h→0
∣∣∣∣ x ′y′′ − x ′′y′(x ′2 + y′2)3/2
∣∣∣∣ .
Taking into account that x(h), y(h) ∈ R[[h]], because the place is affine and real, and after
making calculations with formal power series, one deduces that (x ′y′′− x ′′y′)/(x ′2+ y′2)3/2 can
be expressed as h p ·∑∞i=0 aihi , where p ∈ Z and ai ∈ R; i.e. it is in the quotient field R((h)).
Moreover, using that x(h), y(h) are analytic functions in a certain Euclidean neighborhood of
0 (in which case their derivatives are also analytic there), one may see that
∑∞
i=0 aihi must be
convergent for h sufficiently small. Therefore, kP(h) ∈ R∪{∞}. Furthermore, one may easily see
that Definition 10 is independent of the representative of the place, and that kP(h) stays invariant
for translations and orthogonal transformations, so w.l.o.g. it can be assumed that P(h) has the
form of Proposition 3. Now, the following result relates the value of kP(h) to the signature of
P(h).
Theorem 11. Let P(h) = (αph p, βqhq + · · · ) be a real place of C with signature (p, q). Then,
it holds that
kP(h) =

0 if q − 2p > 0
2|βq |
α2p
if q − 2p = 0
∞ if q − 2p < 0.
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Proof. Substituting the derivatives of X (h) = αph p, Y (h) = βqh2 + · · · into the expression for
kP(h), and after some calculations, one gets that
kP(h) =
∣∣∣∣∣αpβq pq · h p+q−3 · [(q − p)+O(h p+q−2)]±α3p p3 · h3(p−1) · [1+O(h2(q−p))]3/2
∣∣∣∣∣ .
Since, by the definition of signature, p, q, αp, βq and q − p are different from 0, the numerator
of kP(h) has order p + q − 3. Also, the order of the denominator is 3(p − 1). Thus, in order to
evaluate kP(h) one has to compare the orders of its numerator and its denominator, respectively.
In other words, one has to discuss the sign of (p + q − 3) − 3(p − 1), which is equivalent to
discussing the sign of q − 2p. The rest follows easily. 
Now, we will relate the definition of curvature of a place to the classical notion of curvature.
For this purpose, the following definition is also needed:
Definition 12. Let P(h) be a real place of C. We say that t0 ∈ R is the associated parameter
(w.r.t. ϕ(t)) of P(h), if it holds that:
(i) the center of P(h) is ϕ(t0), i.e. P(0) = (X (t0), Y (t0));
(ii) there exists a non-empty Euclidean neighborhood E0 of t0 such that ∀t ∈ E0, there exists
h ∈ R satisfying that ϕ(t) = P(h).
Since C is R-normal, any real place P(h) has an associated parameter. Moreover, because of
condition (ii), the associated parameter of a place is unique. Hence, one may see that
kP(h) = limt→t0 |k(t)|
where t0 is the associated parameter of P(h). Observe in particular that if t0 is regular, then
k(t0) is defined and since ϕ(t) is a rational parametrization, k(t) is continuous at t = t0. Hence,
whenever t0 is regular one has that limt→t0 |k(t)| = |k(t0)| = kP(h). Thus, kP(h) really extends
the notion of classical curvature, since on one hand kP(h) and k(t0) coincide (in absolute value)
when t0 is regular, and on the other hand kP(h) is also defined when t0 is singular (though it may
be formally infinite there; see Theorem 11). This leads to the following notion, which is made
precise in the following definition. Here, we denote by D the set D = {t ∈ R|ϕ(t) is defined},
i.e. the set of real values which are associated with some real place of C.
Definition 13. Let t0 ∈ D, and let P(h) be a real place of C with associated parameter t0. The
extended curvature of C at ϕ(t0) (we denote it by k˜(t0)) is defined as
k˜(t0) := kP(h).
Finally, in the following corollary, which follows from Theorem 11, we relate the results of
Theorem 7 and Corollary 8 to the notion of extended curvature:
Corollary 14. Let P(h) be a real place of C, t0 its associated parameter, and d0 > 0. Then,
if k˜(t0) 6= 1d0 (i.e. d0 is not critical for P(h)) and k˜(t0) 6= ∞, then the local shape of P(h) is
preserved for d0.
5.2. Good local behavior
In this subsection, as a consequence of the previous development, we introduce the notions
of good local behavior and safe interval, and we show some related results which are proven
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in Alcazar and Sendra (2006). Thus, we refer the interested reader to Alcazar and Sendra (2006)
for further reading.
We consider the following definition.
Definition 15. Let d0 ∈ R∗. We say that Od0(C) has a good local behavior if for every real
place P(h) of C the local shapes of P(h) and P±d0(h) are the same. Furthermore, an interval
I ⊂ R is called a safe (offsetting) interval if for all d ∈ I , it holds that Od(C) has good local
behavior.
Thus, if Od0(C) has a good local behavior, this means that the local shape of every real
place of C is preserved by the offsetting process, and therefore that the offset behaves locally
in a nice way. In Alcazar and Sendra (2006) algorithms, based on the study of the function
curvature, for checking whether the offset has good local behavior for a given distance are
provided. Furthermore, also in Alcazar and Sendra (2006) one may find the following result on
the existence of safe intervals of a certain kind (see Theorems 20 and 21 in Alcazar and Sendra
(2006)). Here, we recall that D = {t ∈ R|ϕ(t) exists}.
Theorem 16. The following statements are true:
(i) There exists a safe interval of the type Iα := (0, α), with α > 0, iff k˜(t) is upper bounded in
D. Moreover, if ∀t ∈ D k˜(t) < a, then (0, 1a ) is safe.
(ii)There exists a safe interval of the type Iγ := (γ,∞), with γ > 0, iff there exists b > 0 such
that ∀t ∈ D, b < k˜(t). Moreover, if ∀t ∈ D, k˜(t) > b > 0, the interval ( 1b ,∞) is safe.
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