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A newmethodology is introduced to analyse porosity data in the high burnup structure. Image analysis is
coupled with the adaptive kernel density estimator to obtain a detailed characterisation of the pore size
distribution, without a-priori assumption on the functional form of the distribution. Subsequently, ste-
reological analysis is carried out. The method shows advantages compared to the classical approach
based on the histogram in terms of detail in the description and accuracy within the experimental limits.
Results are compared to the approximation of a log-normal distribution. In the investigated local burnup
range (80e200 GWd/tHM), the agreement of the two approaches is satisfactory. From the obtained total
pore density and mean pore diameter as a function of local burnup, pore coarsening is observed starting
from z100 GWd/tHM, in agreement with a previous investigation.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
One of the main features that characterise the high burnup
structure (HBS) is the creation of large faceted pores and the sub-
sequent steep increase of porosity in the peripheral region of high
burnup Light Water Reactor (LWR) UO2 fuel pellets [1e3]. The
newly formed pores trap most of the ﬁssion gas released from the
reﬁned grain structure [4e6]. The characterisation of the pore
population has a particular importance, since the build-up of
porosity and pore density impacts various classes of fuel properties
with implications for fuel safety. The increase of intergranular
porosity causes a decrease of thermal conductivity, which contrasts.eu (V.V. Rondinella).
B.V. This is an open access article uthe net increase of intrinsic thermal conductivity that follows the
reduction of point defect concentration inside the grains [7,8]. A
decrease in the thermal conductivity could favor the increase of the
fuel temperature and, thus, of the ﬁssion gas release [9]. The
determination of the pore size distribution is also important to
estimate the pressure in the pores [10,11], which can have inﬂuence
on the ﬁssion gas release during power excursions and accidental
conditions [12,13]. Moreover, being the evolution of the pore pop-
ulation related to the gas-driven swelling [14], it inﬂuences the
pellet-cladding mechanical interaction (PCMI) [15].
Porosity and pore size distribution are usually determined using
two-dimensional (2D) quantitative image analysis of Optical Mi-
croscope (OM) and Scanning Electron Microscope (SEM) images,
either on polished or on fresh fracture surfaces. Rest et al. [16,17]
reported the intergranular bubble density per grain-boundarynder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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experimental data on porosity and the bubble size distribution
were used to support the validation of analytical models for
nucleation and growth of ﬁssion gas bubbles. Une et al. [18,19]
compared the areal bubble size distribution of PCMI-free UO2
samples and fuel pellets under PCMI conditions with burnup in the
range 86e90 GWd/tHM. The study was aimed to investigate the
inﬂuence of PCMI restraint on rim porosity formation using both
OM and SEM micrographs of polished cross sections. Recently,
Noirot et al. [20] analysed the evolution of the bubble size distri-
bution on a fuel disc of 103 GWd/tHM after annealing at 1200 C.
Using SEMmicrographs, Romano et al. [21] described the evolution
of the rim bubble 2D diameter in the ultra-high burnup region of
PWR UO2 sample irradiated up to an average burnup of 105 GWd/
tHM. In all cases, the data are in forms of histograms, obtained from
2D image analysis.
Extensive results have been reported by Spino and co-workers
[1,22] on LWR fuel samples in the burnup range 40e100 GWd/
tHM not only in 2D, but also in three-dimensional (3D) conﬁgura-
tions applying stereology.
The stereological analysis provides additional information about
the volume fraction of pores, such as the average size of the pores,
the shape of the 3D pore distribution, and the total pore density. It
does not provide any topological information about the possible
pore interconnection, but it is a fast, non-destructive approach to
determine the main 3D pore population characteristics from 2D
data. The direct determination based on 3D reconstruction tech-
nologies from stepwise sectioning (e.g., by using focus ion beam or
surface polishing) is much more time-consuming and it is
destructive for the sample.
Spino and co-workers used the stereological method developed
by Johnson-Saltykov [23,24] to estimate the 3D pore distribution
and total pore density in LWR fuels at different burnups, under the
assumption that the pores are log-normally distributed. The
Johnson-Saltykov method is a widely used method to determine
the 3D particle distribution from the measured 2D section areas,
based on a logarithmic scale of the measured 2D diameters [23].
Although it is reasonable to assume that the pores in the nuclear
fuel are log-normally distributed [25], no direct proof has been
given so far about the applicability of such hypothesis to the
porosity in the HBS. In fact, in [22] at very high burn-up appearance
of bi-modal and tri-modal distributions due to pore coarsening is
claimed, in contradiction to the assumption of the method, i.e., log-
normality of the pore distribution.
A possible alternative to the use of the Johnson-Saltykov
method, is the Schwartz-Saltykov method [23]. It derives the 3D
pore distribution from the measured 2D diameters histogram,
without particular assumption about the functional form of the size
distribution of the particles [23].
It was shown in [26] that the estimated total pore/particle
density can be biased depending on the number of classes or bins
used to construct the histogram in 2D. Therefore, it was suggested
to increase the number of classes to decrease the bias [26,27].
However, when increasing the number of classes oscillations in the
bin counts appear, especially in widely dispersed particle distri-
butions, as are the pores in the HBS. Upon unfolding the distribu-
tion from 2D to 3D, negative non-physical counts appear [26,27]. In
order to avoid the negative counts, an improved method to
construct 2D non-parametric distributions of particles/pores has
been proposed in [28,29], based on the adaptive kernel estimator
[30,31].
In this context, the present work is aimed to critically assess the
determination of the pore size distribution and pore density in the
HBS obtained with image analysis and stereology. The paper is
structured as follows. In Section 2 we introduce the materials andthe quantitative image analysis employed to collect the 2D data
fromwhich the distributions are obtained. In Section 3, we outline
the methodologies employed for the determination of 2D and 3D
pore size distributions, showing advantages of using smoothing
techniques in comparison to the standard approach based on the
histogram. Moreover, we discuss the validity of a log-normal ﬁtting
of the pore size distribution in the HBS at various values of local
burnup. In Section 4 we analyse the results obtained using (a) log-
normal ﬁtting, and (b) adaptive kernel estimator as a function of
local burnup. The results are also compared to the available liter-
ature data. In the last section we summarize the main ﬁndings.
2. Materials and experimental procedure
2.1. Materials
The analysis was carried out on the peripheral region of cross-
section samples from three commercial PWR rods irradiated at
different burnups (Fig. 1). The fuels had an initial enrichment
3.5e3.95 wt% 235U, a density of 95e96%TD and were irradiated up
to an average burn-up of 67 GWd/tHM, 80 GWd/tHM and 100 GWd/
tHM, respectively. The samples were cut from the high power re-
gion of the rods. The average burnup quoted can thus be regarded
as sample average burnup. For the rods at 67 and 100 GWd/tHM,
the local burnup was calculated using the TRANSURANUS fuel
performance code [32], on the basis of the fuel rods characteristics
and irradiation histories provided in [33,34]. Results of the calcu-
lations are reported in Fig. 2. Concerning the rod with an average
burnup of 80 GWd/tHM, local burnup calculations were already
reported elsewhere [35]. Also two special irradiation discs from the
Nuclear Fuel Industry Research (NFIR) programwere analysed. The
fuel discs were irradiated up to 103 GWd/tHM in the Halden
reactor, had an initial enrichment of 19.77 wt% 235U and a density of
95e96.5%TD [36]. Details about the fuel disc irradiation concept can
be found in [20,36]. The fuel rod was ﬁlled with helium at an
operating pressure of 8 MPa. A summary of the irradiation pa-
rameters of the NFIR discs used in this work is reported in Table 1.
Being the discs quite homogeneous in terms of burnup and irra-
diation temperature, the inﬂuence of possible imprecisions due to
burnup and temperature gradients is minimised. The availability of
such discs for this type of analyses is particularly valuable, because
several sets of data can be obtained in various locations on the disc,
improving the statistics and thus contributing to determine the
uncertainty of the experimental approach.
2.2. Quantitative image analysis
The SEM images were acquired using a shielded JEOL 6400®
scanning electron microscope equipped with a MaxView® software
package from SAMx. When the objects to be measured are very
polydisperse, as the pores in the HBS [1,22], different magniﬁca-
tions can be used on the same area [37]. From each image, features
within the appropriate size range with respect to the magniﬁcation
are measured. Then the data are combined [37]. In this work, the
images were acquired with magniﬁcation 500 with a spatial
resolution of z0.15 mm and with magniﬁcation 1500 with a
spatial resolution of z0.05 mm. Each image was then processed
using the software ImagePro Analyzer 7.0® and Photoshop CS5®.
First, a 3  3 median ﬁlter was used to reduce the background
noise, and then the pores were separated from the background
using an automatic thresholding mask based on the Otsu thresh-
olding algorithm [38]. Concerning the commercial samples, each
image was divided in bands of 50 mm in the fuel radial direction.
The total area analysed for each radial position was between
12,000 mm2 and 34,000 mm2, depending on the sample. The main
Fig. 1. SEM micrographs of the peripheral region of the samples at (a) average burnup
67 GWd/tHM, (b) 80 GWd/tHM, and (c) 100 GWd/tHM. Magniﬁcation: 500.
Fig. 2. Radial burnup proﬁle of the sample with average burnup (a) 67 GWd/tHM. (b)
100 GWd/tHM calculated with the TRANSURANUS fuel performance code.
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surface, particularly for the sample with average burnup 100 GWd/
tHM. For each radial position, the corresponding value of localburnup is obtained from the calculations of radial local burnup
(Fig. 2). For the NFIR discs, which are homogeneous in terms of
burnup and irradiation temperature, the full image area is analysed.
The investigated area ranged between 124,000 mm2 and
144,000 mm2.
There is no single deﬁnition of pore/particle size [39]. The pores
in the HBS are generally considered spherical [1,6,22]. At very high
burnups, the formation of elongated cavities becomes evident (see
for example Fig. 1(c)). The pore ellipse ratio has been measured for
the samples investigated, showing that most of the pores are still
approximately spherical [40]. Therefore, the pore section size-
distribution in 2D is determined by calculating for each pore sec-
tion the equivalent-area diameter, which is the diameter of a 2D
disk with the same projected area as the pore [41].
According to Shannon's sampling theorem, the smallest
measurable detail in the image should be at least twice the spatial
resolution of the image [42]. Since oversampling is recommended,
a general resolution limit has been chosen equal toz0.4 mm for the
images at 500 and z0.13 mm for the others. All the measured
pores smaller than those resolution limits were discarded. Then the
two distributions from the images at different magniﬁcations were
merged [37]. The cut-off diameter has been chosen in an interval
where the two distributions are comparable, as shown in Fig. 3. All
the pores from the distribution obtained at highmagniﬁcationwith
Table 1
Summary of the irradiation parameters of the NFIR fuel discs used in this work.
Average burnup (GWd/tHM) Initial grain sizea (mm) Mean irradiation temperature (C) Restrain pressure (MPa)
103 10 620 8
103 4 620 8
a Value obtained from 2D mean linear intercept.
Fig. 3. Histogram showing the number of measured pores per unit area from high-
magniﬁcation (1500) and low-magniﬁcation (500) images on the 67 GWd/tHM
fuel cross-section at relative radial position r=r0 ¼ 0:95. The local burnup, calculated
with the TRANSURANUS fuel performance code, is 82 GWd/tHM (see Fig. 2(a)). The
measured local porosity is 5%. The dashed vertical line shows the cut-off threshold.
Total surface analysed: 24 000 mm2.
Fig. 4. Scheme of the approach used to determine the 3D pore size distribution based
on the histogram and the Schwartz-Saltykov method.
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was done for the pores in the distribution from the low magniﬁ-
cation image with a diameter below the cut-off threshold. The
combination of the two magniﬁcations allows to detect pores in a
broad range of size, increasing the accuracy of the measurements.
3. Methods
The standard approach used to determine the pore size distri-
bution is the following. From the measured 2D diameters a histo-
gram of N classes is constructed, with Na(j) counts per area in each j
class (mm2 per class), j ¼ 1…N. Once the 2D pore diameter dis-
tribution is set, the unfolding procedure based on the Schwartz-
Saltykov method is applied to derive the 3D pore size distribu-
tion, i.e. Nv(j) counts per volume in each class j (mm3 per class),
from themeasuredNa(j) sections (see Appendix A). A scheme of the
approach is depicted in Fig. 4. From the sum of the counts in each
class also the total pore density (mm3) can be estimated.
It has to be mentioned (see also Appendix A) that the Schwartz-
Saltykov method applies rigorously to a system of polydisperse
spherical particles only, since the coefﬁcients involved in the
unfolding of the 2D distribution (Eq. (A.2)) refer to spherical ge-
ometry. When the system contains non-spherical particles, the
application of the spherical approximation to convert from 2D to
3D distribution invariably introduces errors. However, the spherical
approximations is particularly simple and convenient to implement
[43], whereas numerical routines or hypothesis regarding the 3D
particles shape distribution are necessary to evaluate the unfolding
coefﬁcients for a system of non-spherical particles [43,44]. The
error introduced by applying a spherical approximation to a system
of spheroids is generally small [43,44]. As already anticipated in theprevious section, the samples here investigated contain only a
minor population of elongated pores. Therefore, the spherical
approximation of the Schwartz-Saltykov method is considered
acceptable as a ﬁrst approximation.
In their study, Takahashi and Suito [26] evaluated the accuracy
of the estimated total pore density obtained by the Schwartz-
Saltykov method simulating the results of microscope observa-
tions on a test plane. They showed that the estimated pore density
is affected by two factors: the resolution limit and the number of
classes (or alternatively the bin width, which is inversely propor-
tional to the number of classes N used in the histogram). The res-
olution limit causes oversight of small sections, thus resulting in an
underestimation of the total pore density and an overestimation of
themean pore diameter [45]. The use of few classes to construct the
histogram causes an underestimation of the total pore density. The
magnitude of the underestimation decreases with decreasing bin
width [26]. It is therefore advisable to increase the number of
classes to minimise the negative bias in the estimation. However,
one of the main drawbacks of increasing the number of classes to
construct the histogram is the appearance of oscillations in the
class counts (see Fig. 7(a)). They are related both to the limited
number of observations and to the digital system used in image
acquisition, which is limited by the pixel spatial density and causes
discretization of the data.
When applying the Schwartz-Saltykov method to derive the 3D
distribution, unacceptable oscillations in the distribution appear
and, in some cases, some classes present non-physical negative
counts, as shown in Fig. 7(b). The successive subtractions in (A.2)
result in the negative values of Nv(j) when the Na(j) value is too
small or zero. The negative counts appear in two different cases. On
one hand, the ones in the small size range are determined by the
resolution limit. The pores below the resolution limit of the digital
image acquisition system are not detected, resulting in no counts in
the corresponding classes. When the counts in the bigger classes
are subtracted, negative values of Nv(j) appear. On the other hand,
negative values can appear also in the diameter classes above the
resolution limit. These counts are related to poor statistics, since
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the microscope in reasonable time. Moreover, the negative values
are more likely to appear when the size distribution is widely
dispersed, as in the case of the pores in the HBS.
In order to limit the occurrence of such negative values and keep
a high level of accuracy, we apply a smoothing technique to the
initial data to obtain a smoothed 2D pore size distribution. Subse-
quently the Schwartz-Saltykov method is applied, as depicted in
Fig. 5. Compared to the procedure in Fig. 4, the construction of a
smoothed estimation of the pore size distribution in 2D is required.
If an a-priori functional form for the pore size distribution could be
assumed, the population parameters in 2D could be estimated from
the data, otherwise a non-parametric estimation is necessary [46].
To the authors' knowledge, no comprehensive theory for the cre-
ation and evolution of HBS porosity that could justify an a-priori
parametric distribution has been published so far. Moreover, above
150 GWd/tHM evidence of pore coarsening and multi-modal dis-
tributions has been reported in similar samples [22]. Therefore, in
the present work a non-parametric estimation has been carried out
using the adaptive kernel estimator (see Appendix B) [29,47].
At the same time, we tested whether a log-normal distribution
could be assumed in some burnup ranges, as it is reasonable to
suppose that the pore size is log-normally distributed [25]. For this
purpose, we employed quantile-quantile plots (Fig. 6). At a rela-
tively low level of porosity, the data are fairly comparable to a log-
normal distribution (Fig. 6(a) and (b)). Upon increasing porosity
and local burnup all the data analysed showed deviation from the
log-normal behaviour, being more long-tailed than a log-normal
distribution (Fig. 6(c) and (d)).
In both cases, i.e., either using a non-parametric approach, based
on the adaptive kernel estimator, or using a log-normal ﬁt of the
data, once the probability density function of the pore size has been
calculated, it is converted into a distribution of pores per areaFig. 5. Scheme of the approach used in this work to determine the 3D pore size dis-
tribution based on the smoothing technique and the Schwartz-Saltykov method.(mm2). The distribution is approximated to a histogramwith very
ﬁne bin width (i.e., high number of classes) and the Schwartz-
Saltykov method is applied to unfold the 3D distribution using
the generalised table of coefﬁcients derived in [26] (see Appendix A
for details). The advantage is to start from a smooth histogram so
that the number of classes can be increased avoiding the oscilla-
tions and the negative counts above the resolution limit (see
Fig. 7(b)). Only the negative counts below the resolution limit
cannot be eliminated, as they are related to the experimental
conditions (i.e., oversight of small sections). Increasing the
magniﬁcation to avoid oversight of small pores would not be a
complete solution since, in principle, the true distribution of pore
size could extend to the atomic scale. In any case, the relevance of
such small pores in terms of contribution to total void volume is
limited1 [25]. Therefore, the negative counts appearing below the
resolution limit are simply neglected and set to zero. The resulting
distribution in 3D is much more detailed and the bias in the esti-
mation of the total pore density can be decreased as shown in the
next section.4. Results and discussion
From the 3D distribution, the total pore density can be obtained
by summing up the counts in the various classes. Fig. 8 shows how
the estimated total pore density increases by increasing the num-
ber of classes used (i.e., decreasing the bin width) when starting
from the log-normal ﬁtting of the data, as demonstrated in [26]. The
difference in the estimation can be up to 50%. The true pore density
can be extrapolated at zero bin width [26].
Clearly, the results of the total pore density will be biased by the
resolution limit. However, the current resolution limit (z0.13 mm,
see Section 2.2) is high enough to account for the pores that will
contribute most to the total porosity and gives a satisfactory
description of the pore size distribution in the HBS.
The consistency of the estimation can be checked by comparing
the estimated volume porosity to the measured areal porosity.
Since the Schwartz-Saltykov method supposes that the pores are
randomly dispersed, the estimated volume porosity has to be equal
to the measured areal porosity [1,22,48]. The volume porosity is
calculated as follows,
P3D ¼
p
6
XN
i¼1
NvðiÞdðiÞ3 (1)
where Nv(i) are the counts per volume and d(i) the mean pore
diameter in the i-th class.
A comparison between the estimated total pore density ob-
tained using the histogram (approach in Fig. 4) and the adaptive
kernel estimator (approach in Fig. 5) is shown in Figs. 9(a) and 10(a)
for two representative cases. Only the positive counts in the classes
are accounted for. If negative counts appear even above the reso-
lution limit, those counts are crudely set to zero. The comparison
between the estimated volume porosity and the measured areal
porosity is shown in Figs. 9(b) and 10(b). In Figs. 9(b) and 10(b) the
estimated volume porosity is normalised to the measured areal
porosity. Using the histogram, the total pore density extrapolated to
zero bin width [26] would result in an inconsistent estimation,
because the equality between volume and areal porosity is violated
(Figs. 9(b) and 10(b)). In order to have an estimation congruent to
the results obtained using the adaptive kernel, the number of1 However, the neglected small pores might be relevant for development of
bubble nucleation models in the HBS.
Fig. 6. Quantile-quantile plots of the measured 2D pore diameters at different values of porosity and local burnup.
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dependent choice of the number of classes, which might be not
optimal. Instead, the choice of the smoothing parameter of the
adaptive kernel is automatic and optimized on the data (see
Appendix B). The use of the adaptive kernel estimator has the
advantage to limit the inﬂuence of the operator, while keeping a
high level of detail in the description of the pore size distribution.
The results of the adaptive kernel estimator and the log-normal
ﬁt of the data are reported in Figs. 11e13. The total pore density is
shown in Fig. 11(a) as a function of the local burnup for the two
cases. From the 3D pore size distribution, also the number-
weighted and volume-weighted mean diameter can be calcu-
lated, according to the following formula,
d ¼
PN
i¼1wðiÞdðiÞPN
i¼1wðiÞ
(2)
where d(i) have the same meaning as in Eq. (1) and w(i) are the
weighting factors for each class. For the number-weighted mean
(Fig. 11(b)), the factors w(i) correspond to the pore number density
in each class Nv(i), whereas for the volume-weighted mean
(Fig. 11(c)) they are proportional to the pore volume in each class,
namely dðiÞ3NvðiÞ.At each value of local burnup, the estimations of total pore
density, number-weighted and volume-weighted mean diameter
obtained using a log-normal ﬁt are comparable to the estimations
obtained with the more general adaptive kernel.
Upon checking the consistency of the estimation, the adaptive
kernel method better estimates the porosity at high values of
porosity (Fig. 12). As anticipated in the previous section, at high
values of burnup and porosity, the deviation from the log-normal
behaviour increases (Fig. 6). The log-normal distribution does not
account for the larger pores measured (see for example Fig. 13(c))
which, despite being less abundant, contribute the most to the void
fraction. The resulting volume porosity is therefore underestimated
using the log-normal ﬁt at very high values of porosity.
Bimodality tests were carried out for the data coming from the
highest burnup region, namely at local burnups of 175 GWd/tHM
and 203 GWd/tHM. The bimodality coefﬁcients (BC) were calcu-
lated. BC coefﬁcients exceeding 0.555 are considered an indication
for bimodality [49]. The calculated BC coefﬁcients were 0.52 and
0.58, respectively. Despite the fact that the BC coefﬁcient suggests a
slight bimodality at very high burnup, the visual inspection of the
data (Fig. 13(e)) does not clearly conﬁrm it. Moreover, a heavily
skewed distribution might result in a biased BC coefﬁcient [50].
Therefore, on the basis of such weak indication of bimodality, a log-
normal ﬁtting of data seems still appropriate in most ranges of
Fig. 7. Example of application of the methods. (a) 2D pore size distribution in the
peripheral region of high burnup fuel (local burnup 110 GWd/tHM) determined with
the histogram (256 classes), adaptive kernel estimator, and log-normal ﬁt of the data.
(b) Estimated 3D pore size distribution using the Schwartz-Saltykov method from
distributions in Fig. 7(a). The stars (*) indicate the size classes with negative values that
are generated with the use of the histogram. Using the other two approaches, negative
counts appear only below the resolution limit. Total surface analysed: 24,000 mm2.
Fig. 8. Examples of the inﬂuence of the bin width on the estimated total pore density.
The estimation is done starting from a log-normal ﬁtting of the measured pore di-
ameters in 2D.
Fig. 9. (a) Estimated total pore density as a function of the histogram bin width ob-
tained applying the method in Fig. 4 at a local burnup of 110 GWd/tHM (histogram
reported in Fig. 7(b)). The negative values that appear in some of the histogram classes
are set equal to zero. The estimated total pore density obtained by applying the
adaptive kernel estimator is shown (black solid line). (b) Veriﬁcation of the consistency
of the 3D estimation in Fig. 9(a) by comparing the estimated volume porosity to the
areal porosity. The volume porosity is normalised to the measured areal porosity.
Values above 1 (dotted line) indicate overestimation and below 1 indicate underesti-
mation. The corresponding veriﬁcation for the adaptive kernel is indicated by the black
solid line.
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underestimation using the simpliﬁed log-normal approach is
within the limit of the experimental uncertainties, which, for image
analysis, generally lie between 2 and 3%, due to uncertainties in the
thresholding process [14,51].
The results obtained in this work were compared to the avail-
able literature data for samples with similar burnup [22]. In the
local burnup range 80e140 GWd/tHM, the estimated total pore
density is higher and the number-weighted mean pore radius
smaller in this work. The discrepancy is likely to arise from the
different magniﬁcations used to acquire the data, which results in
different resolution limits. We used twomagniﬁcations (1500 and
500) in order to increase the accuracy in the measurements of
small pores, resulting in higher pore density and smaller mean
diameter. Another source of discrepancy could arise from the
improved methodology employed here, which should decrease the
underestimation of the total pore density related to the use of the
Fig. 10. (a) Estimated total pore density as a function of the histogram bin width ob-
tained applying the method in Fig. 4 at a local burnup of 203 GWd/tHM. The negative
values that appear in some of the histogram classes are set equal to zero. The estimated
total pore density obtained by applying the adaptive kernel estimator is shown (black
solid line). (b) Veriﬁcation of the consistency of the 3D estimation in Fig. 10(a) by
comparing the estimated volume porosity to the areal porosity. The volume porosity is
normalised to the measured areal porosity. Values above 1 (dotted line) indicate
overestimation and below 1 indicate underestimation. The corresponding veriﬁcation
for the adaptive kernel is indicated by the black solid line.
Fig. 11. Estimated (a) total pore density and (b) mean pore diameter as a function of
the local burnup. For the commercial fuels, error bars are added when the analysis
could be performed on different radius of the cross-section. In the case of the special
irradiation discs of the NFIR project, the results represents the average of several sets of
images at various locations with error bars being 95% conﬁdence bands.
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Instead, a similar critical burnup threshold aroundz100 GWd/
tHM is observed as in [22] above which pore coarsening occurs.
This is evident from the drop in the total pore density and the
concomitant increase in the mean pore diameter starting from
z100 GWd/tHM. A mechanism based on Ostwald ripening was
suggested in [22], but also hints of coalescence were reported [22].
The clariﬁcation of the physical basis of such coarsening mecha-
nism goes beyond the scope of this work and will be subject of
future investigations.
5. Conclusions
New pore size distribution data in a broad range of burnup
(80e200 GWd/tHM) have been acquired with increased accuracy
by using a combination of two magniﬁcations.
Furthermore, the 2D pore size distribution in the HBS has been
evaluated using a new non-parametric approach based on theadaptive kernel estimator [29]. The approach, which is completely
general, has some advantages compared to the histogram. It allows
the accurate determination of widely dispersed pore size
Fig. 12. Estimated volume porosity versus the measured areal porosity using the
adaptive kernel estimator and the log-normal ﬁt. For the two NFIR discs the com-
parison is made for each set of images.
F. Cappia et al. / Journal of Nuclear Materials 480 (2016) 138e149146distributions, without a-priori knowledge of the underlying
distribution.
In this particular case, the approach was compared to the hy-
pothesis of log-normality of pore distributions. In most of the range
of porosity and burnup investigated, the agreement between the
two approaches is satisfactory and suggests that a log-normal ﬁt of
the distribution is an adequate approximation to describe both the
mean pore size and the total pore density. At very high values of
burnup and porosity, though, where the pore size distribution be-
comes widely dispersed, the log-normal ﬁtting leads to underes-
timation of the big pores, which contribute most to the void
fraction. Under these circumstances, the adaptive kernel estimator
is a better approach to describe the pore size distribution.
The onset of a critical burnup threshold at z100 GWd/tHM for
pore coarsening was observed also in the present work, corrobo-
rating the ﬁrst observation in [22]. The underlying driving force of
such mechanism is still not clear and will be studied further.
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Appendix A. The Schwartz-Saltykov method
Stereology is the three-dimensional interpretation of two-
dimensional cross sections of materials. It provides practical tech-
niques for extracting quantitative information about a three-
dimensional material from measurements made on two-
dimensional planar sections of the material itself [48]. The
Schwartz-Saltykov method is one of the most used stereological
approach to obtain the size distribution of secondary phases in aunit volume of material starting from a distribution of particle di-
ameters in two dimension. The full derivation is explained else-
where [23]. To avoid confusion, the measured 2D diameters are
called “sections”, whereas the 3D diameters are called “diameters”.
The technique can be applied to any particle or secondary phase
distribution as long as the following hypotheses are valid: the
particles/pores are spherical and randomly distributed. The largest
section measured (dmax) on the test plane corresponds to the true
diameter of the largest particle in the distribution. Under these
assumptions, the measured 2D sections are split into N classes of
width D
D ¼ dmax
N
(A.1)
A section in the class i (i.e. with 2D section in the range d(i)-D
and d(i)) will appear in a 2D plane as a result of the intersection of
particles with diameter either equal to d(i) and intersected on the
diameter plane, or greater than d(i) and intersected above or under
the diameter plane. Therefore, when counting the number of par-
ticles per unit volume in a certain class j from the number of par-
ticles in the unit area, it is necessary to subtract the number of
particles in the bigger classes multiplied by the probability that
they have generated a section in the class j. The general formula for
the number of particles in the unit volume in each class Nv(j) can be
expressed as,
NvðjÞ ¼ 1D ½aðiÞNaðiÞ  aðiþ 1ÞNaðiþ 1Þ … aðNÞNaðNÞ for i
 j
(A.2)
The method requires only one table of coefﬁcients a(i) to unfold
the distribution. The original table of coefﬁcients from Saltykov was
derived for 15 classes [23], but the coefﬁcients can be generalised to
any number of classes [26].
Appendix B. The kernel estimator
The kernel estimator is one of the statistical methods used for
estimating density functions from a set of data when the underly-
ing distribution is unknown [46]. A non-negative kernel function
KðxÞ : ℝ/ℝþ0 is any function which satisﬁes the conditionZþ∞
∞
KðxÞdx ¼ 1 (B.1)
Usually, the kernel K is a symmetric probability density function,
for example the standard normal distribution, which is the one
used in this work. The kernel density estimator with kernel K is
deﬁned by [30].
bf ðxÞ ¼ 1
nh
Xn
i¼1
K

x Xi
h

(B.2)
where h is the smoothing parameter or (ﬁxed) bandwidth, which is
a positive, non-random number and n is the total number of data
Xi…Xn. In our case, the data Xi…Xn (in m) correspond to the pore
area-equivalent diameter measured in each image ﬁeld. Also h has
the unit of m.
The advantage of using the kernel estimator compared to
the histogram, is that the estimation is a continuous function
of the data, not restricted to the bin placements. The kernel
estimator depends only on one parameter, the smoothing
parameter h.
Fig. 13. Comparison of the estimated 2D and 3D pore density using the adaptive kernel estimator (solid line) and the log-normal ﬁt (dashed line).
F. Cappia et al. / Journal of Nuclear Materials 480 (2016) 138e149 147The adaptive kernel estimator is similar to the kernel estimator,
but allows the smoothing parameter to vary across the data point,
using a broader kernel in regions of low density. It is convenient
when dealing with long-tailed distributions [31].
Starting from a pilot estimate of the density bf ðxÞ with ﬁxed
bandwidth, the local bandwidth factors are deﬁned as
li ¼
 bf ðXiÞ
g
!a
(B.3)
where g is [31].log g ¼ n1
X
logbf ðXiÞ (B.4)
and a is the sensitivity parameter, which varies between 0 and 1. A
good choice of alpha is 0.5 [31].
The adaptive kernel estimator is deﬁned as
~f ðxÞ ¼ 1
n
Xn
i¼1
h1l1i K

x Xi
hli

(B.5)
where the symbols have the same meaning as in Eqs. (B.2) and
(B.3).
F. Cappia et al. / Journal of Nuclear Materials 480 (2016) 138e149148To evaluate the pilot estimator with ﬁxed smoothing param-
eter the Smoothed Cross-Validation (SCV) method [52] was
applied. The method is an automatic, data-driven optimisation
technique based on the estimation of the mean integrated square
error (MISE) [53]. The score function evaluation was included in
the algorithm for the calculation of the pore distributions using
the algorithms implemented in the WAFO toolbox [54]. The
values of h in which the optimisation was performed were chosen
based on the data [47].
0:25n0:2s<h<1:25n0:2s (B.6)
where s is the standard deviation of the data and n the number of
data. If convergence was reached below the pixel resolution limit,
which inﬂuence the level of discretization of the data, the
smoothing parameter was assumed equal to the resolution limit
(examples in Fig. B1). It is the parameter h that pilots the
amplitude of the kernels placed at each data point, hence it
should not be smaller than the sampling resolution of the data,
which in this case can be considered the minimum of the pixel
spatial resolution. The approach is justiﬁed by the necessity of
reducing the variance of the estimator. In fact, the MISE can be
expressed as follows [47,53],
MISE
bf  ¼ Z nEbf ðxÞ  f ðxÞo2dxþ Z varbf ðxÞdx (B.7)
where Ebf ðxÞ is the expected value of the kernel estimator bf ðxÞ and
varbf ðxÞ its variance. The term fEbf ðxÞ  f ðxÞg2 is therefore the
squared bias of the estimator. Following some approximations
[47,53] the two terms can be expressed as,
Z n
Ebf ðxÞ  f ðxÞo2dxz1
4
h4k22
Z
f
00 ðxÞ2dx (B.8)
where k2 is
k2 ¼
Z
x2KðxÞdx (B.9)
and f00 is the second derivative of the unknown density. The bias is
therefore proportional to h. Instead, the integrated variance can be
expressed as
Z
varbf ðxÞdxz 1
nh
Z
KðxÞ2dx (B.10)
showing how the variance is inversely proportional to h. If h is
reduced in order to reduce the bias, the integrated variance become
larger. Setting a lower limit to h consistent with the experimental
limitations (i.e., the pixel resolution) is a trade-off in the estimation
process.Fig. B1. Optimization of the smoothing parameter for the sample at local burnup (a)
110 GWd/tHM. (b) 175 GWd/tHM.References
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