Gradient-based approaches to direct policy search in reinforcement learning have received much recent attention as a means to solve problems of partial observability and to avoid some of the problems associated with policy degradation in value-function methods. In this paper we introduce ÈÇÅ È, a simulation-based algorithm for generating a biased estimate of the gradient of the average reward in Partially Observable Markov Decision Processes (ÈÇÅ Ès) controlled by parameterized stochastic policies. A similar algorithm was proposed by Kimura, Yamamura, and Kobayashi (1995) . The algorithm's chief advantages are that it requires storage of only twice the number of policy parameters, uses one free parameter ¬ ¾ ¼ ½µ (which has a natural interpretation in terms of bias-variance trade-off), and requires no knowledge of the underlying state. We prove convergence of ÈÇÅ È, and show how the correct choice of the parameter ¬ is related to the mixing time of the controlled ÈÇÅ È. We briefly describe extensions of ÈÇÅ È to controlled Markov chains, continuous state, observation and control spaces, multiple-agents, higher-order derivatives, and a version for training stochastic policies with internal states. In a companion paper (Baxter, Bartlett, & Weaver, 2001) we show how the gradient estimates generated by ÈÇÅ È can be used in both a traditional stochastic gradient algorithm and a conjugate-gradient procedure to find local optima of the average reward.
Introduction
Dynamic Programming is the method of choice for solving problems of decision making under uncertainty (Bertsekas, 1995) . However, the application of Dynamic Programming becomes problematic in large or infinite state-spaces, in situations where the system dynamics are unknown, or when the state is only partially observed. In such cases one looks for approximate techniques that rely on simulation, rather than an explicit model, and parametric representations of either the valuefunction or the policy, rather than exact representations.
Simulation-based methods that rely on a parametric form of the value function tend to go by the name "Reinforcement Learning," and have been extensively studied in the Machine Learning literature (Bertsekas & Tsitsiklis, 1996; Sutton & Barto, 1998) . This approach has yielded some remarkable empirical successes in a number of different domains, including learning to play checkers (Samuel, 1959) , backgammon (Tesauro, 1992 (Tesauro, , 1994 , and chess (Baxter, Tridgell, & Weaver, 2000) , job-shop scheduling (Zhang & Dietterich, 1995) and dynamic channel allocation (Singh & Bertsekas, 1997) .
Despite this success, most algorithms for training approximate value functions suffer from the same theoretical flaw: the performance of the greedy policy derived from the approximate valuefunction is not guaranteed to improve on each iteration, and in fact can be worse than the old policy c by an amount equal to the maximum approximation error over all states. This can happen even when the parametric class contains a value function whose corresponding greedy policy is optimal. We illustrate this with a concrete and very simple example in Appendix A.
An alternative approach that circumvents this problem-the approach we pursue here-is to consider a class of stochastic policies parameterized by ¾ Ê Ã , compute the gradient with respect to of the average reward, and then improve the policy by adjusting the parameters in the gradient direction. Note that the policy could be directly parameterized, or it could be generated indirectly from a value function. In the latter case the value-function parameters are the parameters of the policy, but instead of being adjusted to minimize error between the approximate and true value function, the parameters are adjusted to directly improve the performance of the policy generated by the value function. These "policy-gradient" algorithms have a long history in Operations Research, Statistics, Control Theory, Discrete Event Systems and Machine Learning. Before describing the contribution of the present paper, it seems appropriate to introduce some background material explaining this approach. Readers already familiar with this material may want to skip directly to section 1.2, where the contributions of the present paper are described.
A Brief History of Policy-Gradient Algorithms
For large-scale problems or problems where the system dynamics are unknown, the performance gradient will not be computable in closed form 1 . Thus the challenging aspect of the policy-gradient approach is to find an algorithm for estimating the gradient via simulation. Naively, the gradient can be calculated numerically by adjusting each parameter in turn and estimating the effect on performance via simulation (the so-called crude Monte-Carlo technique), but that will be prohibitively inefficient for most problems. Somewhat surprisingly, under mild regularity conditions, it turns out that the full gradient can be estimated from a single simulation of the system. The technique is called the score function or likelihood ratio method and appears to have been first proposed in the sixties (Aleksandrov, Sysoyev, & Shemeneva, 1968; Rubinstein, 1969) for computing performance gradients in i.i.d. (independently and identically distributed) processes.
Specifically, suppose Ö´ µ is a performance function that depends on some random variable , and Õ´ Üµ is the probability that Ü, parameterized by ¾ Ê Ã . Under mild regularity conditions, the gradient with respect to of the expected performance, 
of Ö ´ µ. By the law of large numbers, Ö ´ µ Ö ´ µ with probability one. The quantity ÖÕ´ µ Õ´ µ is known as the likelihood ratio or score function in classical statistics. If the performance function Ö´ µ also depends on , then Ö´ µÖÕ´ µ Õ´ µ is replaced by ÖÖ´ µ · Ö´ µÖÕ´ µ Õ´ µ in (2).
UNBIASED ESTIMATES OF THE PERFORMANCE GRADIENT FOR REGENERATIVE PROCESSES
Extensions of the likelihood-ratio method to regenerative processes (including Markov Decision Processes or Å Ès) were given by Glynn (1986 Glynn ( , 1990 , Glynn and L'Ecuyer (1995) and Weiss (1986, 1989) 
where Ô Ø Ø·½´ µ is the transition probability from Ø to Ø·½ given parameters . Equation (4 Ì µÞ Ì for each cycle can be computed using storage of only Ã · ½ parameters (Ã for Þ Ø and ½ parameter to update the performance function Ö). Hence, the entire estimate (3) can be computed with storage of only ¾Ã · ½ real parameters, as follows.
2. A thresholded version of these algorithms for neuron-like elements was described earlier in Barto, Sutton, and Anderson (1983) .
3. The vector ÞÌ is known in reinforcement learning as an eligibility trace. This terminology is used in Barto et al. (1983) . Algorithm 1.1: Policy-Gradient Algorithm for Regenerative Processes. 
of such an algorithm is not as straightforward as normal stochastic gradient algorithms because the updates Ö´ Ø µÞ Ø are not in the gradient direction (in expectation), although the sum of these updates over a regenerative cycle are. Marbach and Tsitsiklis (1998) provide the only convergence proof that we know of, albeit for a slightly different update of the form Ø·½ Ø · Ø Ö´ Ø ×µ ´ Ø µ℄Þ Ø , where ´ Ø µ is a moving estimate of the expected performance, and is also updated on-line (this update was first suggested in the context of ÈÇÅ Ès by Jaakkola et al. (1995) ).
Marbach and Tsitsiklis (1998) also considered the case of -dependent rewards (recall the discussion after (3)), as did Baird and Moore (1999) with their "Î ÈË" algorithm (Value And Policy Search). This last paper contains an interesting insight: through suitable choices of the performance function Ö´ ¼ Ì µ, one can combine policy-gradient search with approximate value function methods. The resulting algorithms can be viewed as actor-critic techniques in the spirit of Barto et al. (1983) ; the policy is the actor and the value function is the critic. The primary motivation is to reduce variance in the policy-gradient estimates. Experimental evidence for this phenomenon has been presented by a number of authors, including Barto et al. (1983) , Kimura and Kobayashi (1998a) , and Baird and Moore (1999) . More recent work on this subject includes that of Sutton et al. (2000) and Konda and Tsitsiklis (2000) . We discuss the use of Î ÈË-style updates further in Section 6.2.
So far we have not addressed the question of how the parameterized state-transition probabilities Ô Ø Ø·½´ µ arise. Of course, they could simply be generated by parameterizing the matrix of transition probabilities directly. Alternatively, in the case of Å Ès or ÈÇÅ Ès, state transitions are typically generated by feeding an observation Ø that depends stochastically on the state Ø into a parameterized stochastic policy, which selects a control Í Ø at random from a set of available controls (approximate value-function based approaches that generate controls stochastically via some form of lookahead also fall into this category). The distribution over successor states Ô Ø Ø·½´Í Ø µ is then a fixed function of the control. If we denote the probability of control Ù Ø given parameters and observation Ý Ø by ÙØ´ Ý Ø µ, then all of the above discussion carries through with ÖÔ Ø Ø·½´ µ Ô Ø Ø·½´ µ replaced by Ö ÍØ´ Ø µ ÍØ´ Ø µ. In that case, Algorithm 1.1 is precisely Williams' Ê ÁAE ÇÊ algorithm. Algorithm 1.1 and the variants above have been extended to cover multiple agents , policies with internal state (Meuleau et al., 1999) , and importance sampling methods . We also refer the reader to the work of Rubinstein and Shapiro (1993) and Rubinstein and Melamed (1998) for in-depth analysis of the application of the likelihood-ratio method to Discrete-Event Systems ( Ë), in particular networks of queues. Also worth mentioning is the large literature on Infinitesimal Perturbation Analysis (IPA), which seeks a similar goal of estimating performance gradients, but operates under more restrictive assumptions than the likelihoodratio approach; see, for example, Ho and Cao (1991) .
BIASED ESTIMATES OF THE PERFORMANCE GRADIENT
All the algorithms described in the previous section rely on an identifiable recurrent state £ , either to update the gradient estimate, or in the case of the on-line algorithm, to zero the eligibility trace Þ. This reliance on a recurrent state can be problematic for two main reasons:
1. The variance of the algorithms is related to the recurrence time between visits to £ , which will typically grow as the state space grows. Furthermore, the time between visits depends on the parameters of the policy, and states that are frequently visited for the initial value of the parameters may become very rare as performance improves.
2. In situations of partial observability it may be difficult to estimate the underlying states, and therefore to determine when the gradient estimate should be updated, or the eligibility trace zeroed.
If the system is available only through simulation, it seems difficult (if not impossible) to obtain unbiased estimates of the gradient direction without access to a recurrent state. Thus, to solve 1 and 2, we must look to biased estimates. Two principle techniques for introducing bias have been proposed, both of which may be viewed as artificial truncations of the eligibility trace Þ. The first method takes as a starting point the formula 5 for the eligibility trace at time Ø:
and simply truncates it at some (fixed, not random) number of terms Ò looking backwards (Glynn, 1990; Rubinstein, 1991 Rubinstein, , 1992 Cao & Wan, 1998) :
The eligibility trace Þ Ø´Ò µ is then updated after each transition Ø Ø·½ by
and in the case of state-based rewards Ö´ Ø µ, the estimated gradient direction after Ì steps is
Unless Ò exceeds the maximum recurrence time (which is infinite in an ergodic Markov chain), Ö Ò ´ µ is a biased estimate of the gradient direction, although as Ò ½, the bias approaches zero. However the variance of Ö Ò ´ µ diverges in the limit of large Ò. This illustrates a natural trade-off in the selection of the parameter Ò: it should be large enough to ensure the bias is acceptable (the expectation of Ö Ò ´ µ should at least be within ¼ AE of the true gradient direction), but not so large that the variance is prohibitive. Experimental results by Cao and Wan (1998) illustrate nicely this bias/variance trade-off.
One potential difficulty with this method is that the likelihood ratios ÖÔ × ×·½´ µ Ô × ×·½´ µ must be remembered for the previous Ò time steps, requiring storage of ÃÒ parameters. Thus, to obtain small bias, the memory may have to grow without bound. An alternative approach that requires a fixed amount of memory is to discount the eligibility trace, rather than truncating it:
5. For ease of exposition, we have kept the expression for Þ in terms of the likelihood ratios ÖÔ × ×·½´ µ Ô × ×·½´ µ which rely on the availability of the underlying state ×. If × is not available, ÖÔ × ×·½´ µ Ô × ×·½´ µ should be replaced with Ö Í×´ ×µ Í×´ ×µ.
where Þ ¼´¬ µ ¼ and ¬ ¾ ¼ ½µ is a discount factor. In this case the estimated gradient direction after Ì steps is simply
This is precisely the estimate we analyze in the present paper. A similar estimate with Ö´ Ø µÞ Ø´¬ µ replaced by´Ö´ Ø µ µÞ Ø´¬ µ where is a reward baseline was proposed by Kimura et al. (1995 Kimura et al. ( , 1997 and for continuous control by Kimura and Kobayashi (1998b) . In fact the use of´Ö´ Ø µ µ in place of Ö´ Ø µ does not affect the expectation of the estimates of the algorithm (although judicious choice of the reward baseline can reduce the variance of the estimates). While the algorithm presented by Kimura et al. (1995) provides estimates of the expectation under the stationary distribution of the gradient of the discounted reward, we will show that these are in fact biased estimates of the gradient of the expected discounted reward. This arises because the stationary distribution itself depends on the parameters. A similar estimate to (11) was also proposed by Marbach and Tsitsiklis (1998) , but this time with Ö´ Ø µÞ Ø´¬ µ replaced by´Ö´ Ø µ ´ µµÞ Ø´¬ µ, where ´ µ is an estimate of the average reward, and with Þ Ø zeroed on visits to an identifiable recurrent state.
As a final note, observe that the eligibility traces Þ Ø´¬ µ and Þ Ø´Ò µ defined by (10) and (8) are simply filtered versions of the sequence ÖÔ Ø Ø·½´ µ Ô Ø Ø·½´ µ, a first-order, infinite impulse response filter in the case of Þ Ø´¬ µ and an Ò-th order, finite impulse response filter in the case of Þ Ø´Ò µ. This raises the question, not addressed in this paper, of whether there is an interesting theory of optimal filtering for policy-gradient estimators.
Our Contribution
We describe ÈÇÅ È, a general algorithm based upon (11) for generating a biased estimate of the performance gradient Ö ´ µ in general ÈÇÅ Ès controlled by parameterized stochastic policies. Here ´ µ denotes the average reward of the policy with parameters ¾ Ê Ã . ÈÇÅ È does not rely on access to an underlying recurrent state. Writing Ö ¬ ´ µ for the expectation of the estimate produced by ÈÇÅ È, we show that Ð Ñ ¬ ½ Ö ¬ ´ µ Ö ´ µ, and more quantitatively that Ö ¬ ´ µ is close to the true gradient provided ½ ´½ ¬µ exceeds the mixing time of the Markov chain induced by the ÈÇÅ È 6 . As with the truncated estimate above, the trade-off preventing the setting of ¬ arbitrarily close to ½ is that the variance of the algorithm's estimates increase as ¬ approaches ½. We prove convergence with probability 1 of ÈÇÅ È for both discrete and continuous observation and control spaces. We present algorithms for both general parameterized Markov chains and ÈÇÅ Ès controlled by parameterized stochastic policies.
There are several extensions to ÈÇÅ È that we have investigated since the first version of this paper was written. We outline these developments briefly in Section 7.
In a companion paper we show how the gradient estimates produced by ÈÇÅ È can be used to perform gradient ascent on the average reward ´ µ ). We describe both traditional stochastic gradient algorithms, and a conjugate-gradient algorithm that utilizes gradient estimates in a novel way to perform line searches. Experimental results are presented illustrat-6. The mixing-time result in this paper applies only to Markov chains with distinct eigenvalues. Better estimates of the bias and variance of ÈÇÅ È may be found in Bartlett and Baxter (2001) , for more general Markov chains than those treated here, and for more refined notions of the mixing time. Roughly speaking, the variance of ÈÇÅ È grows with ½ ´½ ¬µ, while the bias decreases as a function of ½ ´½ ¬µ.
ing both the theoretical results of the present paper on a toy problem, and practical aspects of the algorithms on a number of more realistic problems.
The Reinforcement Learning Problem
We model reinforcement learning as a Markov decision process (Å È) with a finite state space Ë ½ Ò , and a stochastic matrix 7 È Ô ℄ giving the probability of transition from state to state . Each state has an associated reward 8 Ö´ µ. Assumption 1 ensures that the Markov chain forms a single recurrent class for all parameters . Since any finite-state Markov chain always ends up in a recurrent class, and it is the properties of this class that determine the long-term average reward, this assumption is mainly for convenience so that we do not have to include the recurrence class as a quantifier in our theorems. However, when we consider gradient-ascent algorithms Baxter et al. (2001) , this assumption becomes more restrictive since it guarantees that the recurrence class cannot change as the parameters are adjusted.
Ordinarily, a discussion of Å Ès would not be complete without some mention of the actions available in each state and the space of policies available to the learner. In particular, the parameters would usually determine a policy (either directly or indirectly via a value function), which would then determine the transition probabilities È´ µ. However, for our purposes we do not care how the dependence of È on arises, just that it satisfies Assumption 1 (and some differentiability assumptions that we shall meet in the next section). Note also that it is easy to extend this setup to the case where the rewards also depend on the parameters or on the transitions . It is equally straightforward to extend our algorithms and results to these cases. See Section 6.1 for an illustration.
The goal is to find a ¾ Ê Ã maximizing the average reward:
denotes the expectation over all sequences ¼ ½ with transitions generated according to È´ µ. Under Assumption 1, ´ µ is independent of the starting state and is equal to ´ µ
where Ö Ö´½µ Ö´Òµ℄ ¼ (Bertsekas, 1995) .
¼ for all and È Ò ½ Ô ½ for all .
8. All the results in the present paper apply to bounded stochastic rewards, in which case Ö´ µ is the expectation of the reward in state .
Computing the Gradient of the Average Reward
For general Å Ès little will be known about the average reward ´ µ, hence finding its optimum will be problematic. However, in this section we will see that under general assumptions the gradient Ö ´ µ exists, and so local optimization of ´ µ is possible.
To ensure the existence of suitable gradients (and the boundedness of certain random variables), we require that the parameterized class of stochastic matrices satisfies the following additional assumption.
Assumption 3. The derivatives,
The second part of this assumption allows zero-probability transitions Ô ´ µ ¼ only if ÖÔ ´ µ is also zero, in which case we set ¼ ¼ ¼. 
Assuming for the moment that Ö ´ µ exists (this will be justified shortly), then, suppressing dependencies,
since the reward Ö does not depend on . Note that our convention for Ö in this paper is that it takes precedence over all other operations, so Ö ´ µ ´ µ Ö ´ µ℄ ´ µ. 
The system of equations defined by (15) 
For Å Ès with a sufficiently small number of states, (17) could be solved exactly to yield the precise gradient direction. However, in general, if the state space is small enough that an exact solution of (17) is possible, then it will be small enough to derive the optimal policy using policy iteration and table-lookup, and there would be no point in pursuing a gradient based approach in the first place 10 .
Thus, for problems of practical interest, (17) will be intractable and we will need to find some other way of computing the gradient. One approximate technique for doing this is presented in the next section.
9. The argument leading to (16) coupled with the fact that ´ µ is the unique solution to (12) can be used to justify the existence of Ö . Specifically, we can run through the same steps computing the value of ´ · AEµ for small AE and show that the expression (16) for Ö is the unique matrix satisfying ´ · AEµ ´ µ · AEÖ ´ µ · Ç´ AE ¾ µ.
10. Equation (17) may still be useful for ÈÇÅ Ès, since in that case there is no tractable dynamic programming algorithm.
Approximating the Gradient in Parameterized Markov Chains
In this section, we show that the gradient can be split into two components, one of which becomes negligible as a discount factor ¬ approaches ½. For all ¬ ¾ ¼ ½µ, let Â ¬´ µ Â ¬´ ½µ Â ¬´ Òµ℄ denote the vector of expected discounted rewards from each state :
Where the dependence is obvious, we just write Â ¬ .
Proof. Observe that Â ¬ satisfies the Bellman equations: (Bertsekas, 1995) . Hence,
We shall see in the next section that the second term in (19) can be estimated from a single sample path of the Markov chain. In fact, Theorem 1 in (Kimura et al., 1997) shows that the gradient estimates of the algorithm presented in that paper converge to´½ ¬µ ¼ ÖÂ ¬ . By the Bellman equations (20), this is equal to´½ ¬µ¬´ ¼ ÖÈÂ ¬ · ¼ ÖÂ ¬ µ, which implies´½ ¬µ ¼ ÖÂ ¬ ¬ ¼ ÖÈÂ ¬ .
Thus the algorithm of Kimura et al. (1997) also estimates the second term in the expression for Ö ´ µ given by (19). It is important to note that ¼ ÖÂ ¬ Ö ¼ Â ¬ ℄-the two quantities disagree by the first term in (19). This arises because the the stationary distribution itself depends on the parameters. Hence, the algorithm of Kimura et al. (1997) does not estimate the gradient of the expected discounted reward. In fact, the expected discounted reward is simply ½ ´½ ¬µ times the average reward ´ µ (Singh et al., 1994, Fact 7) , so the gradient of the expected discounted reward is proportional to the gradient of the average reward.
The following theorem shows that the first term in (19) becomes negligible as ¬ approaches ½.
Notice that this is not immediate from Proposition 1, since Â ¬ can become arbitrarily large in the limit ¬ ½. 
Proof. Recalling equation (17) and the discussion preceeding it, we have 11
But ÖÈ Ö´È µ Ö´½µ ¼ since È is a stochastic matrix, so (23) can be rewritten as
Now let ¬ ¾ ¼ ½℄ be a discount factor and consider the expression
Clearly Ö Ð Ñ ¬ ½ ´¬µ. 
Thus ´¬µ ¼ ÖÈÂ ¬ Ö ¬ . Theorem 2 shows that Ö ¬ is a good approximation to the gradient as ¬ approaches ½, but it turns out that values of ¬ very close to ½ lead to large variance in the estimates of Ö ¬ that we describe in the next section. However, the following theorem shows that ½ ¬ need not be too small, provided the transition probability matrix È´ µ has distinct eigenvalues, and the Markov chain has a short mixing time. From any initial state, the distribution over states of a Markov chain converges to the stationary distribution, provided the assumption (Assumption 1) about the existence and uniqueness of the stationary distribution is satisfied (see, for example, Lancaster & Tismenetsky, 1985, Theorem 15.8.1, p. 552) . The spectral resolution theorem (Lancaster & Tismenetsky, 1985, Theorem 9.5.1, p. 314) implies that the distribution converges to stationarity at an exponential rate, and the time constant in this convergence rate (the mixing time) depends on the eigenvalues of the transition probability matrix. The existence of a unique stationary distribution implies that the 12. We cannot back ÖÈ out of the sum in the right-hand-side of (24) largest magnitude eigenvalue is ½ and has multiplicity ½, and the corresponding left eigenvector is the stationary distribution. We sort the eigenvalues in decreasing order of magnitude, so that ½ ½ ¾ ¡ ¡ ¡ × for some ¾ × Ò. It turns out that ¾ determines the mixing time of the chain.
The following theorem shows that if ½ ¬ is small compared to ½ ¾ , the gradient approximation described above is accurate. Since we will be using the estimate as a direction in which to update the parameters, the theorem compares the directions of the gradient and its estimate. In this theorem, ¾´ µ denotes the spectral condition number of a nonsingular matrix , which is defined as the product of the spectral norms of the matrices and ½ , 
where ¥ ´ ½ Ò µ. Notice that Ö ¼ ¥Ö is the expectation under the stationary distribution of Ö´ µ ¾ . As well as the mixing time (via ¾ ), the bound in the theorem depends on another parameter of the Markov chain: the spectral condition number of ¥ ½ ¾ Ë. If the Markov chain is reversible (which implies that the eigenvectors Ü ½ Ü Ò are orthogonal), this is equal to the ratio of the maximum to the minimum probability of states under the stationary distribution. However, the eigenvectors do not need to be nearly orthogonal. In fact, the condition that the transition probability matrix have Ò distinct eigenvalues is not necessary; without it, the condition number is replaced by a more complicated expression involving spectral norms of matrices of the form´È
Áµ.
Proof. 
We use spectral norms to bound the second factor in the numerator. It is clear from the definition that the spectral norm of a product of nonsingular matrices satisfies ¾ ¾ ¾ , and that the spectral norm of a diagonal matrix is given by
Combining with Equation (28) proves (27). 
Estimating the Gradient in Parameterized Markov Chains
where the first probability is with respect to the stationary distribution and Â´Ø · ½µ is the process
The fact that ´Â´Ø · ½µ Ø·½ µ Â ¬´ Ø·½ µ for all Ø·½ follows from the boundedness of the magnitudes of the rewards (Assumption 2) and Lebesgue's dominated convergence theorem. We can rewrite Equation (30) as
where ´¡µ denotes the indicator function for state ,
and the expectation is again with respect to the stationary distribution. When Ø is chosen according to the stationary distribution, the process Ø is ergodic. Since the process Ø defined by
is obtained by taking a fixed function of Ø , Ø is also stationary and ergodic (Breiman, 1966, Proposition 6.31 ). Since
¬ is bounded by Assumption 3, from the ergodic theorem we have (almost surely):
Concentrating on the second term in the right-hand-side of (31), observe that: 
Estimating the Gradient in Partially Observable Markov Decision Processes
Algorithm 1 applies to any parameterized class of stochastic matrices È´ µ for which we can compute the gradients ÖÔ ´ µ. In this section we consider the special case of È´ µ that arise from a parameterized class of randomized policies controlling a partially observable Markov decision process (ÈÇÅ È). The 'partially observable' qualification means we assume that these policies have access to an observation process that depends on the state, but in general they may not see the state.
Specifically, assume that there are AE controls Í ½ AE and Å observations ½ Å . Each Ù ¾ Í determines a stochastic matrix È´Ùµ which does not depend on the parameters . For each state ¾ Ë, an observation ¾ is generated independently according to a probability distribution ´ µ over observations in . We denote the probability of observation Ý by Ý´ µ. A randomized policy is simply a function mapping observations Ý ¾ into probability distributions over the controls Í. That is, for each observation Ý, ´Ýµ is a distribution over the controls in Í. Denote the probability under of control Ù given observation Ý by Ù´Ý µ.
To each randomized policy ´¡µ and observation distribution ´¡µ there corresponds a Markov chain in which state transitions are generated by first selecting an observation Ý in state according to the distribution ´ µ, then selecting a control Ù according to the distribution ´Ýµ, and then generating a transition to state according to the probability Ô ´Ùµ. To parameterize these chains we parameterize the policies, so that now becomes a function ´ Ýµ of a set of parameters ¾ Ê Ã as well as the observation Ý. The Markov chain corresponding to has state transition matrix Ô ´ µ℄ given by
Equation (33) Kimura et al. (1997) without the reward baseline. The algorithm ÈÇÅ È assumes that the policy is a function only of the current observation. It is immediate that the same algorithm works for any finite history of observations. In general, an optimal policy needs to be a function of the entire observation history. ÈÇÅ È can be extended to apply to policies with internal state (Aberdeen & Baxter, 2001 
Control dependent rewards
There are many circumstances in which the rewards may themselves depend on the controls Ù. For example, some controls may consume more energy than others and so we may wish to add a penalty term to the reward function in order to conserve energy. The simplest way to deal with this is to define for each state the expected reward Ö´ µ by Ö´ µ ´ µ Í ´ µ Ö´Í µ
where the expectation is over all trajectories ¼ ½ . The performance gradient then becomes
due to the fact that Â ¬ satisfies the Bellman equations (20) with Ö replaced by Ö.
For ÈÇÅ È to take account of the dependence of Ö on the controls, its fifth line should be replaced by
It is straightforward to extend the proofs of Theorems 2, 3 and 5 to this setting.
Parameter dependent rewards
It is possible to modify ÈÇÅ È when the rewards themselves depend directly on . In this case, the fifth line of ÈÇÅ È is replaced with
Again, the convergence and approximation theorems will carry through, provided ÖÖ´ µ is uniformly bounded. Parameter-dependent rewards have been considered by Glynn (1990) , Marbach and Tsitsiklis (1998), and Baird and Moore (1999) . In particular, Baird and Moore (1999) showed how suitable choices of Ö´ µ lead to a combination of value and policy search, or "Î ÈË". For example, if Â´ µ is an approximate value-function, then setting 13
where Ö´ Ø µ is the usual reward and « ¾ ¼ ½µ is a discount factor, gives an update that seeks to minimize the expected Bellman error
This will have the effect of both minimizing the Bellman error in Â´ µ, and driving the system (via the policy) to states with small Bellman error. The motivation behind such an approach can be understood if one considers a Â that has zero Bellman error for all states. In that case a greedy policy derived from Â will be optimal, and regardless of how the actual policy is parameterized, the expectation of Þ Ø Ö´ Ø Ø ½ µ will be zero and so will be the gradient computed by ÈÇÅ È.
This kind of update is known as an actor-critic algorithm (Barto et al., 1983) , with the policy playing the role of the actor, and the value function playing the role of the critic.
13. The use of rewards Ö´ Ø Ø ½µ that depend on the current and previous state does not substantially alter the analysis.
Extensions to infinite state, observation, and control spaces
The convergence proof for Algorithm 2 relied on finite state (Ë), observation ( ) and control (Í) spaces. However, it should be clear that with no modification Algorithm 2 can be applied immediately to ÈÇÅ Ès with countably or uncountably infinite Ë and , and countable Í. All that changes is that Ô ´Ùµ becomes a kernel Ô´Ü Ü ¼ Ùµ and ´ µ becomes a density on observations. In addition, with the appropriate interpretation of Ö , it can be applied to uncountable Í. Specifically, if Í is a subset of Ê AE then ´Ý µ will be a probability density function on Í with Ù´Ý µ the density at Ù. If Í and are subsets of Euclidean space (but Ë is a finite set), Theorem 5 can be extended to show that the estimates produced by this algorithm converge almost surely to Ö ¬ . In fact, we can prove a more general result that implies both this case of densities on subsets of Ê AE as well as the finite case of Theorem 5. We allow Í and to be general spaces satisfying the following topological assumption. (For definitions see, for example, (Dudley, 1989 Similarly, the observation space has a topology, Borel -algebra, and reference measure satisfying the same conditions.
In the case of Theorem 5, where Í and are finite, the associated reference measure is the counting measure. For Í Ê AE and Ê Å , the reference measure is Lebesgue measure. We assume that the distributions ´ µ and ´ Ýµ are absolutely continuous with respect to the reference measures, and the corresponding Radon-Nikodym derivatives (probability masses in the finite case, densities in the Euclidean case) satisfy the following assumption. 
½.
With these assumptions, we can replace in Algorithm 2 with the Radon-Nikodym derivative of with respect to the reference measure on Í. In this case, we have the following convergence result. This generalizes Theorem 5, and also applies to densities on a Euclidean space Í. 
New Results
Since the first version of this paper, we have extended ÈÇÅ È to several new settings, and also proved some new properties of the algorithm. In this section we briefly outline these results.
Multiple Agents
Instead of a single agent generating actions according to ´ Ýµ, suppose we have multiple agents ½ Ò , each with their own parameter set and distinct observation of the environment Ý , and that generate their own actions Ù according to a policy Ù ´ Ý µ. If the agents all receive the same reward signal Ö´ Ø µ (they may be cooperating to solve the same task, for example), ¡ is the estimate produced by ÈÇÅ È applied to agent . This leads to an on-line algorithm in which the agents adjust their parameters independently and without any explicit communication, yet collectively the adjustments are maximizing the global average reward. For similar observations in the context of Ê ÁAE ÇÊ and Î ÈË, see Peshkin et al. (2000) . This algorithm gives a biologically plausible synaptic weight-update rule when applied to networks of spiking neurons in which the neurons are regarded as independent agents (Bartlett & Baxter, 1999) , and has shown some promise in a network routing application (Tao, Baxter, & Weaver, 2001 ).
Policies with internal states
So far we have only considered purely reactive or memoryless policies in which the chosen control is a function of only the current observation. ÈÇÅ È is easily extended to cover the case of policies that depend on finite histories of observations Ø Ø ½ Ø , but in general, for optimal control of ÈÇÅ Ès, the policy must be a function of the entire observation history. Fortunately, the observation history may be summarized in the form of a belief state (the current distribution over states), which is itself updated based only upon the current observation, and knowledge of which is sufficient for optimal behaviour (Smallwood & Sondik, 1973; Sondik, 1978) . An extension of ÈÇÅ È to policies with parameterized internal belief states is described by Aberdeen and Baxter (2001) , similar in spirit to the extension of Î ÈË and Ê ÁAE ÇÊ described by Meuleau et al. (1999) .
Higher-Order Derivatives
ÈÇÅ È can be generalized to compute estimates of second and higher-order derivatives of the average reward (assuming they exist), still from a single sample path of the underlying ÈÇÅ È. where the second term is again an outer product. Computation of higher-order derivatives could be used in second-order gradient methods for optimization of policy parameters.
Bias and Variance Bounds
Theorem 3 provides a bound on the bias of Ö ¬ ´ µ relative to Ö ´ µ that applies when the underlying Markov chain has distinct eigenvalues. We have extended this result to arbitrary Markov chains ). However, the extra generality comes at a price, since the latter bound involves the number of states in the chain, whereas Theorem 3 does not. The same paper also supplies a proof that the variance of ÈÇÅ È scales as ½ ´½ ¬µ ¾ , providing a formal justification for the interpretation of ¬ in terms of bias/variance trade-off.
Conclusion
We have presented a general algorithm (Å ) for computing arbitrarily accurate approximations to the gradient of the average reward in a parameterized Markov chain. When the chain's transition matrix has distinct eigenvalues, the accuracy of the approximation was shown to be controlled by the size of the subdominant eigenvalue ¾ . We showed how the algorithm could be modified to apply to partially observable Markov decision processes controlled by parameterized stochastic policies, with both discrete and continuous control, observation and state spaces ( ÈÇÅ È). For the finite state case, we proved convergence with probability 1 of both algorithms.
We briefly described extensions to multi-agent problems, policies with internal state, estimating higher-order derivatives, generalizations of the bias result to chains with non-distinct eigenvalues, and a new variance result. There are many avenues for further research. Continuous time results should follow as extensions of the results presented here. The Å and ÈÇÅ È algorithms can be applied to countably or uncountably infinite state spaces; convergence results are also needed in these cases.
In the companion paper ), we present experimental results showing rapid convergence of the estimates generated by ÈÇÅ È to the true gradient Ö . We give on-line variants of the algorithms of the present paper, and also variants of gradient ascent that make use of the estimates of Ö ¬ . We present experimental results showing the effectiveness of these algorithms in a variety of problems, including a three-state MDP, a nonlinear physical control problem, and a call-admission problem. (Sutton & Barto, 1998) . It has been shown that for linear functions,
Ì ´½µ converges to a parameter Û £ minimizing the expected squared loss under the stationary distribution (Tsitsikilis & Van-Roy, 1997) :
Substituting the previous expressions for ½ ¾ and Â « under the optimal policy and solving for Û £ , yields Û £ ¿·« ´½ «µ . Hence Û £ ¼ for all values of « ¾ ¼ ½µ, which is the wrong sign. So we have a situation where the optimal policy is implementable as a greedy policy based on an approximate value function in the class (just choose any Û ¼), yet Ì ´½µ observing the optimal policy will converge to a value function whose corresponding greedy policy implements the suboptimal policy. A geometrical illustration of why this occurs is shown in Figure 2 . In this figure, points on the graph represent the values of the states. The scales of the state 1 and state 2 axes are weighted by Ô ´½µ and Ô ´¾µ respectively. In this way, the squared euclidean distance on the graph between two points Â and Â corresponds to the expectation under the stationary distribution of the squared difference between values:
For any value function in the shaded region, the corresponding greedy policy is optimal, since those value functions rank state 2 above state 1. The bold line represents the set of all realizable approximate value functions´Û ´½µ Û ´¾µµ. The solution to (41) is then the approximate value function found by projecting the point corresponding to the true value function ´Â «´½ µ Â «´¾ µ℄ onto this line. This is illustrated in the figure for « ¿ . The projection is suboptimal because weighted mean-squared distance in value-function space does not take account of the policy boundary.
Appendix B. Proof of Theorem 6
The proof needs the following topological lemma. For definitions see, for example, (Dudley, 1989, pp. 24-25) . Now, let be the probability measure on ¢ Í generated by and . We can write (43) 
