This paper proposes a deep learning method -convolutional neural network to analyze human falling-action in video surveillance, so that we can recognize the falling-action of human body accurately in the shortest time. Firstly, vibe algorithm is used to extract the foreground and some methods of image preprocessing are employed to optimize the moving target. Then the moving target is fed into the convolutional neural network which extracts the features of various actions (including sitting, crouching, bending, falling) and classifies these actions. It is proved by experiments that our method is accurate and competitive compared with the current method to falling-action recognition.
Introduction
An undeniable truth is that the aging problem is getting more and more serious in recent years, it bears no delay to solve puzzles like who should take responsibility for the accidental falling of the old or the falling of the elderly living alone at home.
At present, there are three kinds of solutions to the falling action detection. The first one is that we can detect the falling-action by the wearable sensor-based which can extract the physiological signals of the body and get the acceleration of the human body [1] . Then about the second one, some researchers make the judgments by the sound collected by the sensor [2] when the subject in the study falls down. The former is inconvenient and uncomfortable for people to wear the clothes with the sensor and the later can't get a better accuracy with the complexity of audio source and category.
Finally, the falling-action can be detected on the basis of the video surveillance. In order to conquer the drawbacks of the above mentioned systems, camera-based system is used to distinguish the behavior by extracting the silhouette area features, shape features, posture features and so on [3] - [5] . For example, in [3] , Yu et al. proposed a method which detected the falling behavior by the features of silhouette area and used the SVM (support vector machine) [6] to train and classify the action. By these methods, the computation complexity of image is high and the accuracy of classification is still a problem to solve. This paper mainly consists of two parts. In the first part, the vibe is used to extract the foreground and we can get the ratio of the height and width of the target to comprehend the abnormal behavior which is likely to fall, such as sitting, crouching, bending. In the second part, the convolutional neural network is employed to extract the features of image and classify the action. The reason why we choose the convolutional neural network to analyze the falling-action is that it can get richer and more useful information by extracting the local features and we can get better classification result by training larger image sets. This detailed process about our algorithm is shown in Figure 1 . Our algorithms consist of extracting and optimizing moving target, feature extraction, training and classification. Firstly, we detect the accessed real-time video stream by the vibe [7] , extracting the foreground moving target, and then take a series of image processing methods. Secondly, the ratio of the height and width of the minimum circumscribed rectangle of human body is extracted, and we compare it with proper threshold to judge whether someone is likely to fall or non-fall. Lastly, we use convolutional neural network [10] to distinguish the falling and non-falling.
Falling-Action Detection Algorithm

Moving target detection
The vibe is employed to perform background subtraction frame by frame and the basic idea of vibe [8] is that vibe builds a model for each sample and each model contains N pixels. The schematic diagram of the vibe idea is shown in Figure 2 . Taking an example of p5, whether the p5 is foreground or background is up to the similarities between the p5 and the background model. The algorithm is as follows:
(i)Calculate the Euclidean distance D between p5 and each point of each model.
(ii)Compare D with the threshold R. Record the number n of the point if D < R.
(iii)Compare n with the threshold N. If n > N, p5 is the background. Therefore, what affects the accuracy of building model is the threshold area radius R and the sample number N within the threshold range. It is proved by experiments that we can achieve good effects when R = 20 and N = 2. The realization of the vibe algorithm is mainly divided into two parts: initialization and update [9] . The vibe is initialized by single frame and the update strategy calculates the similarity between each sample and sample in background to judge whether the sample is foreground or background.
Classification
The convolutional neural network [10] is a variant structure of multilayer perception machine, which regards the raw image as the network input. Its kennel idea framework is local receptive field, shared weights and pooling. What the meaning of the local receptive field is that the neurons of the neural network only need to perceive the local image, and we can get the global information by gathering the local information. The shared weights means that if image's characters are no difference, we will share the learning feature of images. And the pooling is the operation which converges and counts the features of different area.
We can see from Figure 1 that our convolutional neural network consists of two convolution layers, two pooling layers and a fully connected layer. In the convolutional layer, back-propagation pass is used to update the weights of the neurons, a learnable convolution kernel execute a convolution to the feature maps of the previous layer, then we can get the output feature maps by a activation function. Every output maps may be the combinations of a few input maps:
is the set of input maps, the extra offset b is given to every output map, k is the convolutional kernel.
In the max-pooling layer, there are N input maps and N output maps, but the output maps get smaller than input maps:
is a down sampling function which reduces the output image N times in two dimensions. Each output map has its multiplicative bias β and an additive bias b.
Experiment Evaluation and Analysis
All training datasets and test datasets are from [11] and UR Fall Detection Dataset [12] . The number of training samples is 602 and 392 test images are absolutely different from the training images. As shown in Figure 1 , the input images with the size of 100 * 100 are the input of the first convolution layer, 16 learnable filters of size 5 * 5 * 3 are used to extract feature maps and we can get the resulting maps of size 96 * 96. Then, the feature maps are passed through the max-pooling layer of size 3 * 3 that the height and width are reduced by three 3 times. The theory of the following process is the same as the former.
We analyzed the accuracy of SVM classifier and convolutional neural work classifier. The results are obtained from table 1 that the classification accuracy of the SVM is far worse than the convolutional neural network, the reason why the CNN works better than the SVM is that the CNN extracts local features of the image. The more local features are, the more the image's content and details are. To prove that our method can achieve a better performance, its indicators are shown in table2. There is a brief introduction to the key terms before we learn about the performance of CNNs:
TP(true positive) which is predicted as true is true in fact, and the same goes to FP and FN. Precision, recall and f-score are used to measure the performance of our algorithm. The recognition ability of positive sample and distinction capability of the false are represented by recall and precision. Besides, the f-score is the comprehensive description of precision and recall. Obviously, the three values in 
Summary
In this paper, we propose a method of deep learning -convolutional neural network in the classification of falling-action. The vibe algorithm is used to extract moving target and we can get the optimized foreground image by preprocessing. After these steps the features of the target from the accessed real-time video stream are extracted and classified by the convolutional neural network. Comparing with the support vector machine, we find the convolutional neural network has better performance than the SVM method in the problem of falling-action classification.
