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a b s t r a c t 
The pairwise maximum entropy model (pMEM) has recently gained widespread attention to exploring the non- 
linear characteristics of brain state dynamics observed in resting-state functional magnetic resonance imaging 
(rsfMRI). Despite its unique advantageous features, the practical application of pMEM for individuals is limited 
as it requires a much larger sample than conventional rsfMRI scans. Thus, this study proposes an empirical Bayes 
estimation of individual pMEM using the variational expectation-maximization algorithm (VEM-MEM). The per- 
formance of the VEM-MEM is evaluated for several simulation setups with various sample sizes and network 
sizes. Unlike conventional maximum likelihood estimation procedures, the VEM-MEM can reliably estimate the 
individual model parameters, even with small samples, by effectively incorporating the group information as the 
prior. As a test case, the individual rsfMRI of children with attention deficit hyperactivity disorder (ADHD) is 
analyzed compared to that of typically developed children using the default mode network, executive control 
network, and salient network, obtained from the Healthy Brain Network database. We found that the nonlinear 
dynamic properties uniquely established on the pMEM differ for each group. Furthermore, pMEM parameters are 
more sensitive to group differences and are better associated with the behavior scores of ADHD compared to the 
Pearson correlation-based functional connectivity. The simulation and experimental results suggest that the pro- 
posed method can reliably estimate the individual pMEM and characterize the dynamic properties of individuals 



































The human brain is considered as a nonlinear dynamic system that
ransitions multiple stable states ( Breakspear, 2017 ; Cabral et al., 2014 ;
eco and Jirsa, 2012 ; Deco et al., 2015 ; Freyer et al., 2011 , 2012 ;
elso, 2012 ; Rabinovich and Varona, 2011 ; Tognoli and Kelso, 2014 ).
he nonlinear dynamics of the brain states transitioning among the sta-
le states (local minima, called “attractors ”) have been explored in terms
f the energy landscape of brain states. The energy of a state is defined
s the negative log probability of the occurrence of the state. The en-
rgy landscape contains various states, such as stable states, transition
tates, and saddle states. From a network perspective of the brain, these
tates occur due to the nonlinear interactions among distributed regions
f the brain and not as a result of random. A pairwise maximum en-∗ Corresponding author at: Graduate School of Medical Science, Department of Nuc
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 http://creativecommons.org/licenses/by-nc-nd/4.0/ ) ropy model (pMEM) is generally used to link the nonlinear interac-
ions and the occurrence of each state (i.e., energy). Until now, the en-
rgy landscape analysis based on the pMEM has been studied mainly
or the brain during the resting state ( Ezaki et al., 2020 ; Kang et al.,
017 , 2019 ; Watanabe et al., 2013 , 2014a ). Energy landscape anal-
sis has identified the abnormal state dynamics in the brain diseases
uch as autism spectrum disorder ( Watanabe and Rees, 2017 ), observed
n the resting-state functional magnetic resonance imaging (rsfMRI).
ark and Kang (2021) used the nonlinear dynamic states to represent
he long-term interaction with the environment. In these studies, the
rain states have been defined with binarized activity in the distributed
rain regions ( Ezaki et al., 2018 ; Gu et al., 2018 ; Kang et al., 2017 ;
atanabe et al., 2013 , 2014b , 2014c , 2014d ). 
Despite all the advantages of pMEM for modeling nonlinear interac-
ion of the brain, it requires a large sample to estimate the model pa-lear Medicine, Yonsei University, College of Medicine, 50-1 Yonsei-ro, Sinchon- 
eptember 2021 
ticle under the CC BY-NC-ND license 






















































































































ameters reliably. It is not easy to obtain a long time series from an indi-
idual for the rsfMRI, particularly in the clinical settings (approximately
00 sample points or 5–10 min per person). Furthermore, most of the
stimation procedures for the pMEM, such as the maximum likelihood
stimation (MLE) method, assume that the sample points are indepen-
ently observed. Since the rsfMRI samples are temporally correlated due
o the prolonged hemodynamic response functions ( Kang et al., 2021 ),
he original sample is subsampled to avoid the temporal dependence,
o that the time series gets shorter. Therefore, the pMEM analysis with
sfMRI has been primarily conducted at the group level by concatenat-
ng the time series of the group data. The individual variation cannot
e considered in this group-concatenation approach. To overcome the
mall sample size in characterizing the dynamic properties of each indi-
idual, Kang et al. (2021) developed a Bayesian model parameter esti-
ation scheme for the pMEM using a variational Bayes approach, where
he group concatenated data are used to determine the prior mean. How-
ver, the prior precision should be determined manually due to the ab-
ence of an automatic device for selecting the prior precision empiri-
ally. 
This study proposes a new empirical Bayes approach to estimate
ll the hyperparameters for the prior as well as the individual pMEM
odel parameters in a fully automatic and data-driven manner by uti-
izing the information from the group data. To empirically construct a
rior for the model parameters, we used an empirical Bayes approach
y considering the unknown individual pMEM parameters as a realiza-
ion of a multivariate random variable instead of a set of fixed values.
he randomness of these quantities is expressed as the prior distribu-
ion, usually representing the uncertainty associated with their values.
e regarded the uncertainty as arising from the heterogeneity among
ubjects in the group under a study. To determine the uncertainty as
ell as the group pMEM values, we adopted the variational approxi-
ation method and developed an expectation-maximization (EM)-like
lgorithm for the variational approximation, called the variational EM
lgorithm for pairwise MEM (VEM-MEM). This method learns the prior
n a fully data-driven way so that the ’suitableness’ of the prior is sup-
orted by the prior information provided by subjects’ data in the group.
e expect a group prior works as a device keeping the parameter esti-
ates from erratic values. The resulting posterior can be eligible for the
nference of the individual parameters. Thus, the VEM-MEM algorithm
ields a solution by alternating two-level processes, i.e., the individual-
evel and group-level processes. At the individual level, the individual
MEM parameter estimate is given by correcting the prior (group) mean
ector by the deviation of the empirical mean of the observed individ-
al data from its counterpart under the (group) prior distribution. In this
evel, the individual precision is the sum of the group precision and the
nformation amount added by the observed data from the subject. At
he group level, the prior (group) mean vector is given by the average
f the individual pMEM parameters. The prior precision at the group
evel is incorporated with the average of all individual precisions and
he heterogeneity of the individual pMEM parameters. 
Simulation studies with various setups are conducted to evaluate the
erformance of the developed methodology in comparison with conven-
ional maximum likelihood estimation (MLE). The proposed method can
e practically used for reasonable network size, around 10–20 nodes
ith clinically available rsfMRI samples, to analyze the energy land-
cape of brain states. 
To test the applicability of the proposed method to a group study
ased on the individualized estimation of the pMEM and to show the
sefulness of the energy landscape features in characterizing individu-
ls or groups, we applied the proposed pMEM estimation and energy
andscape analysis to a clinical case. As an exemplary clinical case,
e analyzed the differential state dynamics in typically developed chil-
ren (TDC) and children with attention deficit hyperactivity disorder
ADHD), which is a complex neurobehavioral disorder commonly ob-
erved in childhood, using the rsfMRI data from the Healthy Brain Net-
ork (HBN) database ( Alexander et al., 2017 ). Not only the technical2 mprovement, this study extends the need of individualized pMEM pre-
ented in Kang et al. (2021) to a group study; Kang et al. (2021) showed
he usefulness of pMEM and energy landscape features in characteriz-
ng cognitive properties. Recent neuroimaging studies on ADHD have
uggested the effect of dysfunction in brain connectivity on ADHD (see
aad et al., 2020 for review). Accordingly, brain connectivity has been
nalyzed in relation to ADHD, mainly focusing on the default mode net-
ork (DMN) ( Anderson et al., 2014 ; Barber et al., 2015 ; Brown et al.,
012 ; Fair et al., 2010 ; Qiu et al., 2011 ; Sonuga-Barke and Castel-
anos, 2007 ; Zang et al., 2007 ), the executive control network (ECN)
 Cao et al., 2006 ; Hilger and Fiebach, 2019 ; Konrad et al., 2006 ;
iu et al., 2011 ), and the salience network (SAN) ( Cai et al., 2015 ;
ilger and Fiebach, 2019 ; Sidlauskaite et al., 2016 ) corresponding to
he cognitive deficits in ADHD. We used these subnetworks to evalu-
te the VEM-MEM in characterizing the differential state dynamics in
DHD, reported in the dynamic state transition analysis ( Scofield et al.,
019 ; Shappell et al., 2021 ). 
This study is divided into three parts. Firstly, we present a mathe-
atical basis for the VEM-MEM. Secondly, we evaluate the VEM-MEM
cheme using simulation studies. Thirdly, we apply the VEM-MEM to
he rsfMRI of the ADHD dataset and evaluate the applicability of the
MEM in exploring mental disorders. By simulation and application to
he ADHD dataset, we showed that VEM-MEM could reliably estimate
he pMEM parameters with the conventionally obtained rsfMRI samples.
. Methods 
.1. The pairwise maximum entropy model 
Let us begin with a brief introduction of pMEM, which is an extension
f the formulation in Kang et al. (2021) . For a detailed mathematical
eview of pMEM, refer to Yeh et al. (2010) . 
Suppose the brain state space  is represented by 
 = 
{
𝝈 = ( 𝜎1 , ..., 𝜎𝑑 ) ⊤ ∈ {0 , 1} 𝑑 |𝝈 is a possible state }
here the value of 𝜎𝑖 ( 𝑖 = 1 , 2 , ..., 𝑑) is either 0 (inactive) or 1 (active),
ndicating a local activity at a node (brain region) 𝑖 , and 𝑑 is the to-
al number of nodes (or ROIs). It is well known that maximizing the
ntropy of the state space results in a Boltzmann distribution having a
robability mass function 
 ( 𝝈|𝒉 , 𝑱 ) = exp { − 𝐸 ( 𝝈|𝒉 , 𝑱 ) } ∑




𝝈’ |𝒉 , 𝑱 )}
here 
 ( 𝝈|𝒉 , 𝑱 ) = − 𝑑 ∑
𝑖 =1 
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s the energy and ℎ 𝑖 ’s and 𝐽 𝑖𝑗 ’s are the model parameters, indicating the
xcitability (or sensitivity) at the node i and the interaction between
he nodes i and j . The total number of parameters in this model is then
 = 𝑑 + 𝑑( 𝑑 − 1 )∕2 = 𝑑( 𝑑 + 1 )∕2 . For convenience, we reparametrize the
odel 𝑝 ( 𝝈|𝒉 , 𝑱 ) as follows: 







here ?̃? = ( 𝜎1 , ⋯ , 𝜎𝑑 , 𝜎1 𝜎2 , ⋯ , 𝜎𝑑−1 𝜎𝑑 ) ⊤ ∈ {0 , 1} 𝐷 , 𝜽 =
 ℎ 1 , ⋯ , ℎ 𝑑 , 𝐽 12 , ⋯ , 𝐽 𝑑−1 ,𝑑 ) ⊤ ∈ ℝ 𝐷 and the symbol ⊤ denotes the matrix
ranspose. 
.2. Bayesian formulation and variational EM algorithm 
Suppose we have datasets 
 1 ,  2 , ...,  𝑁 
bserved from 𝑁 independent subjects. Let  be the pooled dataset: 
 = ∪𝑁 
𝑛 =1  𝑛 





















































































t 𝑛  Then, the log-likelihood function of the pooled dataset  is given




𝜽1 , … , 𝜽𝑁 
) ≡ log 𝑝 ( |𝜽1 , … , 𝜽𝑁 ) = 𝑁 ∑
𝑛 =1 
log 𝑝 
















here 𝜽𝑛 is the model parameter for the individual subject 𝑛 = 1 , 2 , ..., 𝑁 .
ote that the resulting maximum likelihood estimates for 𝜽𝑛 ’s are the
ame as those composed of individual MLE’s obtained by maximizing
( 𝜽𝑛 ) separately for each 𝑛 = 1 , 2 , ..., 𝑁 , which means that, under MLE
cheme, there’s no way for the estimation procedure for a specific sub-
ect to learn from the other subjects. 
We consider the subject-specific model parameter vector
𝑛 ∈ R 𝐷 ( 𝑛 = 1 , 2 , ..., 𝑁) as a realization from the prior distribution
( 𝜼, diag ( 𝜶) −1 ) with 𝜼 = ( 𝜂1 , ..., 𝜂𝐷 ) ⊤ ∈ R 𝐷 and 𝜶 = ( 𝛼1 , ..., 𝛼𝐷 ) ⊤ ∈ R 𝐷 + .
ut 
= ( 𝜃𝑛𝑗 ) 𝑁×𝐷 = 
[
𝜽1 , 𝜽2 , ⋯ , 𝜽𝑁 
]⊤
, 
o that 𝜃𝑛𝑗 denotes the 𝑗-th component of the model parameter vector
𝑛 ( 𝑛 = 1 , 2 , ..., 𝑁 ; 𝑗 = 1 , 2 , … , 𝐷). Then the prior for 𝚯 is given by
 ( 𝚯|𝜼, 𝜶) = 𝑁 ∏𝑛 =1 𝑁( 𝜼, diag ( 𝜶) −1 ) , assuming that the subjects are mutu-
lly independent. 
Now we are to obtain the posterior 𝑝 ( 𝚯| , 𝜼, 𝜶) combining the nor-
al prior 𝑝 ( 𝚯|𝜼, 𝜶) with the data likelihood 𝑝 (  |𝚯) = 𝑁 ∏
𝑛 =1 
𝑝 (  𝑛 |𝜽𝑛 ) : 
 ( 𝚯| , 𝜼, 𝜶) = 𝑝 ( 𝚯|𝜼, 𝜶) 𝑝 (  |𝚯) 
𝑝 (  ) 
here 𝑝 (  ) = ∫𝑝 (  |𝚯) 𝑝 ( 𝚯|𝜼, 𝜶) 𝑑 𝚯 is the evidence provided by the ob-
erved data. 
However, it is intractable to derive the posterior analytically, since
he normal distribution is not a conjugate prior for the Boltzmann dis-
ribution and it is impossible to obtain the closed form of 𝑝 (  ) . So, we
onsider a variational approximation for the posterior by the multivari-
te normal distribution as follows: 








here 𝝁𝑛 = ( 𝜇𝑛 1 , ..., 𝜇nD ) ⊤ ∈ R 𝐷 and 𝜷𝑛 = ( 𝛽𝑛 1 , ..., 𝛽nD ) ⊤ ∈ R 𝐷 + are the pos-
erior mean vector and the posterior precision vector for the subject
 = 1 , 2 , .., 𝑁 , respectively. Then, the resulting 𝝁𝑛 will be the MAP esti-
ate for the model parameter 𝜽𝑛 for 𝑛 = 1 , 2 , .., 𝑁 . 
The variational approximation 𝑞( 𝚯) is given by the minimizer of
ullback-Leibler divergence between 𝑞( 𝚯) and 𝑝 ( 𝚯| , 𝜼, 𝜶) 
L ( 𝑞‖𝑝 ) = ∫ 𝑞 ( 𝚯) log 𝑝 ( 𝚯| , 𝜼, 𝜶) 𝑞 ( 𝚯) 𝑑 𝚯
mong a class of candidate distributions (in this study, the class of nor-
al distributions). Note that the log-evidence, log 𝑝 (  ) , is decomposed
s follows: 
og 𝑝 (  ) = 𝐾𝐿 ( 𝑞||𝑝 ) +  ( 𝑞 ) 
here  ( 𝑞) ≡  ( 𝑞|𝜼, 𝜶) = ∫𝑞( 𝚯) log 𝑝 (  , 𝚯|𝜼, 𝜶) 
𝑞( 𝚯) 𝑑 𝚯 is the free-energy. Since
he evidence 𝑝 (  ) is not related with any variational parameters, the
ariational solution which minimizes 𝐾𝐿 ( 𝑞||𝑝 ) coincides with the max-
mizer of  ( 𝑞) . Note that, since the Kullback-Leibler divergence is al-
ays nonnegative, the free-energy constitutes the evidence lower bound
ELBO). 
In this study, we propose a variational EM procedure to obtain the
alues of hyperparameters ( 𝜼, 𝜶) empirically as well as the posterior pa-
ameters ( 𝝁𝑛 , 𝜷𝑛 ) ’s. For this, consider the decomposition of ELBO as fol-
ows: 
 ( 𝑞|𝜼, 𝜶) = ∫ 𝑞 ( 𝚯) log 𝑝 (  , 𝚯|𝜼, 𝜶) 𝑞 ( 𝚯) 𝑑 𝚯= ∫ 𝑞 ( 𝚯) log 𝑝 (  |𝚯) 𝑝 ( 𝚯|𝜼, 𝜶) 𝑞 ( 𝚯) 𝑑Θ =  1 +  2 + 
3 ith  1 = ∫𝑞( 𝚯) log 𝑝 (  |𝚯) 𝑑 𝚯,  2 = ∫𝑞( 𝚯) log 𝑝 ( 𝚯|𝜼, 𝜶) 𝑑 𝚯, and  3 =
 ∫𝑞 ( 𝚯) log 𝑞 ( 𝚯) 𝑑 𝚯. Since the integration in  1 is intractable, we con-
ider a second-order Taylor series expansion near 𝜽𝑛 = 𝜼 for the inte-
rand using the similar technics as in Appendix A1 of Kang et al. (2021) ,
o that we have the approximation  1 ≈ ̃ 1 as follows: 
̃







𝝈𝑛 ( 𝑡 ) − 
𝑁 ∑



























ith 𝐶 𝜼 = Co 𝑣 𝜼( 
∼
𝝈) = ⟨∼𝝈 ∼𝝈⊤⟩𝜼 − ⟨∼𝝈⟩𝜼⟨∼𝝈⟩⊤𝜼 .  2 and  3 are simply given by 
 2 = 
𝑁 
2 






)⊤diag ( 𝜶) (𝝁𝑛 − 𝜼) + 𝜶⊤(1∕ 𝜷𝑛 )} + constant 
nd 





𝟏 ⊤ log 𝜷𝑛 + constant . 
Now we are ready to state our variational EM procedure precisely.
or the E-step, we are to maximize 
̃
 ( 𝑞|𝜼, 𝜶) = ̃ 1 +  2 +  3 
ith respect to 𝑞 holding 𝜼 and 𝜶 fixed. This step gives, for 𝑛 =
 , 2 , … , 𝑁 , 
𝑛 = 𝜼 + 
{
𝑇 𝑛 𝐶 𝜼 + diag ( 𝜶) 
}−1 
𝑇 𝑛 
(⟨∼𝝈𝑛 ⟩emp − ⟨∼𝝈⟩𝜼)
nd 
𝑛 = 𝑇 𝑛 𝑐 𝜼 + 𝜶, 
here 𝑐 𝜼 is the vector composed of the diagonal elements of 𝐶 𝜼. Next, for
he M -step, holding 𝑞 fixed, we are to maximize (not ̃ ) with respect


















+ 1∕ 𝜷𝑛 
}
, 
here ⊙ denotes the Hadamard product operator. 
Hence, the variational EM algorithm for MEM is summarized as fol-
ows: 
1 (Initialize) Set 𝜼 = 𝜼0 , 𝜶 = 𝜶0 . 
2 (E-step: individual-level, update 𝑞) 
𝝁𝑛 = 𝜼 + 
{
𝑇 𝑛 𝐶 𝜼 + diag ( 𝜶) 
}−1 
𝑇 𝑛 
(⟨∼𝝈𝑛 ⟩emp − ⟨∼𝝈⟩𝜼)
and 
𝜷𝑛 = 𝑇 𝑛 𝑐 𝜼 + 𝜶
for 𝑛 = 1 , 2 , ..., 𝑁
3 (M-step: group-level, update 𝜼 and 𝜶) 



















+ 1∕ 𝜷𝑛 
}] −1 
. 
4 If converged, then STOP. Otherwise, go to the step 2. 
Remark It is noticeable that, unlike the maximum likelihood scheme,
he proposed variational EM algorithm enables the estimation proce-
ure for a specific subject model parameter to learn from other datasets.
hile the maximum likelihood method uses only 𝑇 𝑛 time points to es-
imate 𝜽 for each subject 𝑛 = 1 , 2 , ..., 𝑁 separately, the variation EM















































































































a  rocedure allows all 𝑇 = 
𝑁 ∑
𝑛 =1 
𝑇 𝑛 observations contribute to estimate the
ndividual model parameter 𝜽𝑛 for 𝑛 = 1 , 2 , ..., 𝑁 through 𝜼 and 𝜶. 
Remark Practically, it would be rather helpful to assume that the
rior precision 𝛼 is represented by two scalars 𝛼𝒉 > 0 and 𝛼𝐉 > 0 only: 
= 
(




here 𝛼ℎ is the precision for 𝒉 , 𝛼𝐽 is the precision for 𝑱 , and 𝟏 𝐾 is
he vector of length 𝐾 with all components equal to one. Under this
estricted setting, it is straightforward to verify the update rule for the












𝝁𝑛, 1∶ 𝑑 − 𝜼1∶ 𝑑 
)














𝝁𝑛, ( 𝑑+1 ) ∶ 𝐷 − 𝜼( 𝑑+1 ) ∶ 𝐷 
)
+ 1∕ 𝜷𝑛, ( 𝑑+1 ) ∶ 𝐷 
}] −
here the overline denotes the average of all vector components. 
.3. Simulation studies 
To check whether the proposed variational EM algorithm works as
xpected, we conducted simulation studies with the setting 𝑁 = 20 and
 = 10 under a scenario as follows. 
1 (Hyperparameters for the prior) The prior mean vector 𝜂 was made of
𝐷 = 𝑑( 𝑑 + 1 )∕2 pseudo random numbers generated from the normal
distribution having the mean 0 and the standard deviation 0.1. And
the prior precision vector was set to be 5 for h’s and 25 for J’s , that
is, 𝜶 = (5 ⋅ 𝟏 ⊤
𝑑 
, 25 ⋅ 𝟏 ⊤
𝐷− 𝑑 ) 
⊤
. 
2 (Model parameters and dataset for each subject) For each 𝑛 =
1 , 2 , ..., 𝑁 , 𝜽𝑛 was generated from the multivariate normal distribu-
tion 𝑁( 𝜼, diag ( 𝜶)) −1 ) , and then  𝑛 was generated from the corre-
sponding Boltzmann distribution with the model parameter 𝜽𝑛 . 
3 (Parameter estimation) Using the simulated datasets, we applied the
maximum likelihood method and the variational EM algorithm to
estimate the model parameter vector for each subject. Then, the es-
timates were compared with the true model parameters generated
in the step 2. 
4 (Evaluation) The estimation error for each subject is measured by
the Euclidean distance between the estimated parameter vector ?̂?𝑛 
and the true model parameter 𝜽𝑛 defined as follows: 𝐷( ̂𝜽𝑛 , 𝜽𝑛 ) =√ 
( ̂𝜽𝑛 − 𝜽𝑛 ) 
⊤( ̂𝜽𝑛 − 𝜽𝑛 ) for each subject 𝑛 = 1 , 2 , ..., 𝑁 . And then, av-
erage the squared distances over 𝑁 subjects to get the overall dis-









( ̂𝜽𝑛 − 𝜽𝑛 ) ⊤( ̂𝜽𝑛 − 𝜽𝑛 ) . 
5 (Comparison) Compare the overall discrepancy of MLE with that of
VEM-MEM using the performance measures in the step 4. 
This scenario was implemented for the settings with sample sizes
 𝑛 = 25 , 𝑇 𝑛 = 50 and 𝑇 𝑛 = 100 . 
.4. Monte Carlo simulation 
To check whether the findings from the simulation study in the pre-
ious subsection can be generalized, we performed Monte Carlo ex-
eriments with 100 replication with various setups ( 𝑑 = 5 , 10 ; 𝑁 =
0 , 40 , 60 ; 𝑇 𝑛 = 25 , 50 , 100 ) and the empirical distributions of overall
iscrepancies 𝐷 2 were investigated. 
.5. Experimental study 
The dataset used in this study was obtained from Re-
ease 2 and 3 of the Child Mind Institute’s HBN Biobank
 http://fcon_1000.projects.nitrc.org/ ). The subjects were4 linically assessed and underwent MR scanning sessions
ased on the HBN’s Serial Scanning Initiative protocol (see
ttps://fcon_1000.projects.nitrc.org/indi/hbn_ssi/mri_protocol.html ). 
e selected data of the control children and the children who were
iagnosed with either ADHD-Inattentive or ADHD-Combined types
ased on the clinical assessment. The rsfMRI and the T1-weighted
tructural MRI were screened, and the data with excessive motion or
oor data quality were excluded. The resulting dataset included a total
f 298 children (205 males and 93 females) with ages ranging from
 to 20. This included 233 ADHD children (mean age, 10.9 years;
tandard deviation, 3.05 years; 172 males and 61 females) and 65
ontrol children (mean age, 10.37 years; standard deviation, 3.19
ears; 33 males and 32 females). Among diverse subtypes of ADHD, we
nly included the two most prominent subtypes: 134 ADHD-Inattentive
hildren and 99 ADHD-Combined type children. A detailed description
f the MRI parameters can be found in Alexander et al. (2017) . 
A standard preprocessing pipeline was conducted for the fMRI data
sing SPM12 ( http://www.fil.ion.ucl.ac.uk/spm , Wellcome Trust Cen-
re for Neuroimaging, London, UK) ( Friston et al., 1995 ) to analyze the
MEM. All the fMRI data were subjected to slice scan time correction,
ead motion correction, co-registration of T1-weighted images to the
rst EPI, and spatial normalization to convert the rsfMRI into the MNI
emplate space using nonlinear transformation. 
After preprocessing the data, ICA was performed using the Group ICA
f the fMRI Toolbox (GIFT) ( https://trendscenter.org/software/gift/ )
 Calhoun et al., 2001 ). The number of independent components was
stimated as 41 based on the minimum description length (MDL) cri-
eria ( Li et al., 2007 ). Using the group independent components (ICs),
he subject-specific spatial maps and corresponding time courses were
redicted using back-reconstruction. The subject time courses were then
onverted to the z -scores. The components were visually inspected and
anually labeled according to the cluster locations: five core compo-
ents were classified as the DMN, three as SAN components, and three
s ECN components. We constructed an ADHD-related network by com-
ining DMN, SAN, and ECN (a total of 11 components), called ‘ADHDN’.
ince the subnetwork sizes of the SAN and ECN are small, we combined
hose networks into a subnetwork called ‘ECN + SAN’ (a total of 6 com-
onents). 
The component weight time series were zero-thresholded to bina-
ize the component activity states to represent specific brain states. All
he (binarized) component states together comprise a state vector. For
he analysis of the state dynamics of the three individual subnetworks,
he energy landscapes based on the estimated pMEM were constructed
ollowing Kang et al. (2017) . The distance between two state vectors
s defined as the number of elements (bits) that differ from each other.
ssuming a gradual state transition, the energy landscape of the brain
tate is explored by changing each element of the state vector. Based on
his process, the local minima (LM), the occupation times (OCC), and
he basin sizes of local minima are calculated. The local minima (i.e.,
table states) indicate the states with lower energy compared to their
eighbors. The basin of a local minimum refers to all the states with the
radients pointed toward the local minimum. The fraction of the states
hat belong to the basin of a local minimum is the basin size of the lo-
al minimum. The occupation time of each local minimum is calculated
s the sum of the probabilities of the states in its basin region. Fig. 1
llustrates the procedure described above. 
Among the local minima, we focused on those with the first and the
econd-lowest energies (LM1 and LM2). The number of the local min-
ma, the occupation time of the LM1 (OCC1) and the sum of the occupa-
ion times (OCC1 + 2) of the LM1 and LM2 were chosen as the features
f interest in the group comparison. Note that OCC1 and OCC1 + 2 indi-
ate the occurrence portions of the primary state and the primary and
econdary states, respectively. The group difference in these features ob-
erved in the three subnetworks (DMN, ECN + SAN, and ADHDN) were
nvestigated by the one-way analysis of covariance (ANCOVA), with the
ge and the sex being the covariates. We also conducted ANCOVA for
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Fig. 1. An illustration of energy landscape analysis procedure. 
Fig. 2. The trace of ELBO after each variational EM iteration step for simulated datasets ( 𝑁 = 20 , 𝑑 = 10 , 𝑇 𝑛 = 25 , 50 , 100 ). The algorithm converged well in all 
cases. As expected, the longer the time series, the faster the algorithm converged. 
Fig. 3. An evaluation of MEM parameter estimation from the first subject ( 𝑛 = 1 ) among 𝑁 = 20 virtually generated subjects with 𝑑 = 10 ROI system. The result from 
model parameter estimation with MLE (red crosses) and VEM (navy dots) is displayed. The estimates from the two methods are compared with the true parameter 
that generated state sequences, where the 𝑥 -axis is for the true parameters 𝜽1 and the 𝑦 -axis is for the estimates ?̂?1 . The Euclidean distance between the estimate and 
the model parameter for the subject 𝑛 = 1 is also presented at the bottom of the scatterplot. 
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Fig. 4. The result from the Monte Carlo experiment. The overall discrepancy 
of the MLE and the VEM are compared for each iteration. The VEM yielded a 
more minor discrepancy than the MLE, although the discrepancy gap between 
them gets narrower as the length of the time series increases. The disparity of 
the MLE increased as the number of nodes increased while the performance of 






































he pMEM parameters and the functional connectivity (FC, the Pearson
orrelation matrix of the independent components) for the three subnet-
orks. 
To explore the relationship between the energy landscape features
nd the ADHD-related behavior scores, we conducted the sparse canon-
cal correlation analysis (sCCA) ( Chu et al., 2013 ), as was done in
ang et al. (2021 )). For the ADHD-related behavioral scores, we used the
ubscales of the Child Behavior Checklist (CBCL) (CBCL, Achenbach and
escorla, 2001 ) and the strengths and weaknesses of ADHD symptoms
nd normal behaviors (SWAN, Swanson et al., 2001 ), that are typi-
ally used to diagnose ADHD. More specifically, the CBCL score of at-
ention problems (CBCL_AP), the CBCL score of internalizing problems
CBCL_INT), the CBCL score of externalizing problems (CBCL_EXT), the
um of inattentive item scores in SWAN (SWAN_INA), and the sum of hy-
eractive/impulsive item scores in SWAN (SWAN_HYP) were compared.
lso, the age and the sex were included as the behavioral features. 
Three different biological features were associated with the behavior
cores using sCCA: (1) a vector of energy landscape features; (2) pMEM
arameters (an upper triangle of J ); and (3) a vector of an upper triangle
f functional connectivity. The energy landscape features are composed
f features at the individual-level LMs, such as (1) the number of local
inima (nLM), (2) OCC1, 3) OCC1 + 2, (3) the relative energy at the LM1
ompared to the mean energy at all LMs (eLM1), (4) the relative average
nergy at the LM1 and LM2 minus mean energy at all LMs (eLM12), (5)
he maximum energy minus mean energy at all LMs (eLMx1), (6) the
aximum energy barrier from the LM1; and at the group level LMs, such
s (7) the energy at the i -th group LM (eLMg i ), (8) the average energies
t the states within the distance (network size/5) from the i -th group LM
aeLMg i ). LMg indicates the local minima of the group average energy
andscape estimated from the group pMEM of all individuals. For the
MN and ECN + SAN, the number of LMg was 2 while 4 for ADHDN.
or example, the DMN features include eLMg1, eLMg2, aeLMg1, and
eLMg2. To compare pMEM with FC in terms of the explanatory power
or behaviors, we did not include the self-excitability in the analysis. All
ehavioral scores and neurobiological scores were normalized across
ubjects by the z-transformation. 
. Results 
.1. Simulation studies 
Fig. 2 is the plot of ELBO evolving by each variational EM (abbr.
EM) step for the simulated data sets ( 𝑁 = 20 , 𝑑 = 10 ), which shows
hat the algorithm has converged well in all cases ( 𝑇 𝑛 = 25 , 50 , 100 ).
urthermore, it is observed that, as expected, the longer the time se-
ies, the sooner the algorithm converged. Fig. 3 presents the scatterplots
f the estimates versus the true parameters for the first subject ( 𝑛 = 1 )
mong 𝑁 = 20 virtually generated subjects from the simulation study,
here the navy dots are for the VEM estimates and the red crosses are
or the MLE. For all cases with 𝑇 1 = 25 , 50 , 100 , it is clearly seen that the
EM gave better estimates than the MLE, and a much smaller distance of
EM estimates, printed at the bottom of each plot, also supports this ob-
ervation. Most of all, the VEM yielded reasonable estimates regardless
f the length 𝑇 1 of the time series, while the MLE seems to be collapsed
hen the time series is short. This was commonly observed all over the
irtual subjects, although they have been omitted for saving space. 
.2. Monte Carlo simulation 
Fig. 4 summarizes the result from our Monte Carlo simulation study
or checking whether the finding from the above simulation studies can
e generalized. For each simulation setup, the overall discrepancy ( 𝐷 2 )
as computed repeatedly 100 times during the iterative Monte Carlo
xperiments for both the MLE and the VEM. Each point in the figure
epicts the pair of overall discrepancies of the MLE and the VEM corre-
ponding to each Monte Carlo iteration. All the 100 points are laid in the6 ight-bottom side of the straight line 𝑦 = 𝑥 , which shows that the pro-
osed VEM yielded a more minor discrepancy than the MLE, although
he discrepancy gap, as expected, gets narrower as the length of time
eries increases. Also, the disparity of the MLE got worse as the num-
er of nodes increases while that of VEM has been affected little by the
umber of nodes. 
Fig. 5 depicts the distribution of the ratios of overall discrepancies
 = 𝐷 2 MLE ∕ 𝐷 2 VEM ). As can be inferred from Fig. 4 , the ratios are much
arger than 1 in all simulation settings, which indicates the VEM has
efeated the MLE in all cases. And, the ratio tends to get more prominent
s the number of subjects increases. 
Additionally, we compared the proposed VEM procedure with an-
ther Bayesian procedure, BMEM, by Kang et al. (2021) . Fig. 6 summa-
izes the result. Each point ( + ) in the first panel is the pair of overall
iscrepancy ( 𝐷 2 ) observed from 100 virtually generated datasets. All
he 100 points are laid on the right-bottom side of the straight line
 = 𝑥 , which shows the VEM performed better than the BMEM con-
istently for all virtual datasets. The last two panels illustrate the dis-
repancies 𝐷( ̂𝜃𝑛 , 𝜃𝑛 ) for each subject 𝑛 = 1 , 2 , … , 20 from the first two
atasets among the 100 virtual datasets. Each bullet stands for the pair
 𝐷 BMEM ( ̂𝜃𝑛 , 𝜃𝑛 ) , 𝐷 VEM ( ̂𝜃𝑛 , 𝜃𝑛 ) ) of the discrepancies of the BMEM and
he VEM for each subject, where we observed that the VEM gave better
esults for most subjects. 
.3. Experimental study 
Fig. 7 shows independent components (IC) evaluated in the current
tudy. The group differences of occupation times evaluated by ANCOVA
re summarized in Table 1 . 
The ANCOVA revealed the significant group difference of the OCC1
t the DMN ( F = 6.996, p = 0.009). The OCC1 of DMN in the
DHD (0.519 ± 0.007, mean ± s.d.) was lower than that of TDC
0.555 ± 0.012). The ANCOVA analysis shows the significant group
ifferences of the OCC1 + 2 at the DMN ( F = 4.003, p = 0.019) –
horter in ADHD (0.897 ± 0.009) than TDC (0.938 ± 0.015). For
he ECN + SAN, ANCOVA of the OCC1 + 2 showed group differences
 F = 5.474, p = 0.020) – longer in ADHD (0.886 ± 0.011) compared
o TDC (0.837 ± 0.018). No significant group differences were found
or the number of local minima at any subnetworks. 
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Table 1 
Group differences of the energy landscape features and pMEM parameters analyzed by 
ANCOVA with age and sex as covariates. 
Network Features ADHD Mean (std) TDCMean (std) Group effect F (p-value) 
DMN OCC1 0.519 (0.007) 0.555 (0.012) 6.996 (0.009) 
OCC1 + 2 0.897 (0.009) 0.938 (0.015) 5.619 (0.018) 
ECN + SAN OCC1 + 2 0.886 (0.011) 0.837 (0.018) 5.474 (0.020) 
H1 (IC6) -0.642 (0.044) -0.469 (0.075) 3.934 (0.048) 
J(IC7, IC8) -0.164 (0.056) 0.069 (0.096) 4.444 (0.036) 
ADHDN J(IC4, IC11) 0.059 (0.055) -0.178 (0.095) 4.676 (0.031) 
Fig. 5. The distributions of the ratio of overall discrepancies ( = 𝐷 2 MLE ∕ 𝐷 2 VEM ). In all simulation settings, the ratios are much larger than 1, which indicates VEM 
























































u  The ECN + SAN showed significantly lower excitability of IC6 in
DHD (-0.642 ± 0.044) compared to TDC (-0.469 ± 0.075) ( F = 3.934,
 = 0.048). The interaction between IC7 and IC8 at the ECN + SAN
as anti-directional in the ADHD (-0.164 ± 0.056) in contrast to
DC (0.069 ± 0.096), the group difference of which was significant
 F = 4.444, p = 0.036). The ADHDN showed group differences in the
nteraction between a component (IC4) in the DMN and a component
n the SAN (IC11) ( F = 4.676, p = 0.031), showing positive interaction
n the ADHD (0.059 ± 0.055) compared to negative interaction in the
DC (-0.178 ± 0.095). There was no significant group difference in the
unctional connectivity at any subnetworks. 
The results of sCCA for the energy landscape features, the pMEM
arameters, and the FC are summarized in Table 2 , and Fig. 8 shows
wo examples of sCCA results. 
. Discussion 
The energy landscape analysis of the brain states has provided an
mportant perspective in understanding the nature of the resting-state
rain as a dynamic complex system ( Ezaki et al., 2018 ; Gu et al., 2018 ;
ang et al., 2017 ; Watanabe et al., 2013 , 2014b , 2014c , 2014d ). For
xample, the resting-state brain is configured to have the maximal
umber of stable states when compared to other network configura-
ions ( Kang et al., 2017 ). It has a hub-like state transition organization
 Kang et al., 2019 ). The energy landscape analyses have also demon-
trated the role of energy landscape features in characterizing individu-
ls ( Kang et al., 2021 ) and groups such as autism spectrum disorders
 Watanabe and Rees, 2017 ) and schizophrenia ( Cabral et al., 2013 ;
oh et al., 2007 ). However, with a small dataset, pMEM-based energy7 andscape analysis would struggle to estimate its model parameters re-
iably. 
To resolve this problem, Kang et al. (2021) previously proposed a
ayesian parameter estimation of the individual pMEM using the varia-
ional Bayes approximation method (BMEM). Kang et al. (2021) demon-
trated that utilizing the group data information in estimating the indi-
idual model parameters as a prior improves the accuracy of estimation
f the individual parameters. The BMEM assumes a zero-mean normal
rior, although the prior mean vector is slightly modified by the con-
atenated group data by an iterative step. In the BMEM, the prior pre-
ision should be manually controlled; it uses an arbitrarily small posi-
ive number for the prior precision so that the resulting posterior mean
ector does not shrink to the prior mean vector too much. They also
resented another version of the BMEM that assumes a conjugate prior
or the model parameters (see Appendix C of Kang et al. (2021) ). How-
ver, the posterior of the model parameter of an individual reflects the
roup data information excessively, which results in little contribution
f a new individual data in constructing its posterior, particularly for
arge group size. 
This study successfully overcomes the limitations of the BMEM
ethod by adopting the variational EM approach under the empirical
ayes framework. Unlike the BMEM, the VEM-MEM provides hyperpa-
ameter estimates as well as model parameter estimates in a fully empir-
cal manner. The posterior for each subject explains the individualized
MEM sufficiently, even with a small sample size. Additionally, the nor-
al prior distribution determined by the hyperparameter estimates, 𝜂
nd 𝛼, provides probabilistic information about the group under analysis
ecause the hyperparameters are obtained by summarizing the individ-
al model parameter estimates for all the subjects in the group. Hence,
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Table 2 
sCCA results for the ADHD, the TDC and the combined group of the ADHD + TDC at the DMN, the ECN + SAN and the ADHDN. Three different types of biological 
features are evaluated: EL indicates energy landscape features; and pMEM and FC indicate the upper triangles of the pMEM matrix( J ) and the correlation matrix 
R. The seven (most important) elements of the first pair of canonical variables are displayed (sorted according to the weight strength of each element). r is the 
correlation coefficient of the first pair of canonical variables. See text for variable names. 
Group Network Features sCCAfirst pair of canonical variables r 
ADHD 
N = 231 
DMN EL 0.05 CBCL_AP + 0.05 SWAN_INA + 0.04 sex + 0.04 SWAN_HYP + 0.03 CBCL_INT + 0.02 
age + 0.01 CBCL_EXT ∝ 0.30 aeLMg1 + 0.30 eLM12 + 0.19 aeLMg2 + 0.18 eLMg1 + 0.12 
eLM1 + 0.12 nLM + 0.11 mxEB 
0.363 
pMEM 0.04 age + 0.03 SWAN_HYP + 0.03 CBCL_EXT + 0.03 sex + 0.02 CBCL_INT + 0.01 CBCL_AP + 0.01 
SWAN_INA ∝ 0.04 J(1,2) + 0.03 J(2,3) + 0.03 J(4,5) + 0.02 J(1,5) + 0.02 J(3,4) + 0.02 
J(1,3) + 0.02 J(2,5) 
0.332 
FC 0.05 SWAN_HYP + 0.04 age + 0.03 CBCL_INT + 0.02 CBCL_EXT + 0.02 sex + 0.01 
SWAN_INA + 0.00 CBCL_AP ∝ 0.07 R(1,2) + 0.05 R(2,3) + 0.04 R(4,5) + 0.03 R(1,3) + 0.03 
R(3,4) + 0.03 R(2,5) + 0.03 R(1,4) 
0.302 
ECN + SAN EL 0.05 CBCL_INT + 0.04 sex + 0.03 SWAN_INA + 0.03 CBCL_EXT + 0.01 age + 0.00 
CBCL_AP + 0.00 SWAN_HYP ∝ 0.20 eLM12 + 0.15 eLM1 + 0.09 eLMg2 + 0.08 aeLMg3 + 0.05 
OCC1 + 0.04 eLMg3 + 0.04 eLMg1 
0.333 
pMEM 0.04 sex + 0.04 SWAN_INA + 0.04 CBCL_AP + 0.03 CBCL_INT + 0.03 SWAN_HYP + 0.01 
CBCL_EXT + 0.00 age ∝ 0.03 J(2,5) + 0.03 J(4,6) + 0.02 J(1,4) + 0.02 J(1,2) + 0.02 
J(1,5) + 0.02 J(2,6) + 0.02 J(1,6) 
0.373 
FC 0.04 SWAN_INA + 0.04 CBCL_AP + 0.04 CBCL_EXT + 0.04 SWAN_HYP + 0.03 sex + 0.02 
CBCL_INT + 0.01 age ∝ 0.04 R(2,4) + 0.04 R(1,6) + 0.03 R(2,5) + 0.03 R(1,4) + 0.03 
R(4,6) + 0.02 R(1,2) + 0.02 R(3,4) 
0.365 
ADHDN EL 0.06 SWAN_INA + 0.05 CBCL_AP + 0.04 CBCL_EXT + 0.03 SWAN_HYP + 0.03 CBCL_INT + 0.02 
age + 0.02 sex ∝ 2.14 aeLMg4 + 1.84 aeLMg1 + 1.68 eLMg4 + 1.46 eLMg1 + 0.52 
aeLMg2 + 0.44 eLMg2 + 0.38 eLMg3 
0.379 
pMEM 0.05 CBCL_INT + 0.04 sex + 0.03 SWAN_HYP + 0.03 CBCL_AP + 0.01 SWAN_INA + 0.00 
CBCL_EXT + 0.00 age ∝ 0.03 J(7,10) + 0.03 J(1,7) + 0.02 J(2,5) + 0.02 J(10,11) + 0.02 
J(5,10) + 0.02 J(1,3) + 0.02 J(3,10) 
0.621 
FC 0.04 CBCL_INT + 0.04 sex + 0.04 SWAN_HYP + 0.02 CBCL_AP + 0.01 SWAN_INA + 0.00 
age + 0.00 CBCL_EXT ∝ 0.06 R(1,2) + 0.05 R(2,7) + 0.05 R(7,9) + 0.04 R(7,10) + 0.04 
R(1,4) + 0.03 R(2,3) + 0.03 R(4,10) 
0.604 
TDC N = 61 DMN EL 0.12 CBCL_AP + 0.09 CBCL_EXT + 0.06 age + 0.04 CBCL_INT + 0.04 sex + 0.03 
SWAN_HYP + 0.01 SWAN_INA ∝ 0.69 aeLMg1 + 0.54 aeLMg2 + 0.34 eLMg2 + 0.31 
eLMg1 + 0.28 eLM1 + 0.19 mxEB + 0.11 eLM12 
0.7 
pMEM 0.10 CBCL_AP + 0.08 age + 0.08 CBCL_INT + 0.02 sex + 0.01 SWAN_INA + 0.01 SWAN_HYP + 
0.01 CBCL_EXT ∝ 0.09 J(2,4) + 0.08 J(2,5) + 0.06 J(1,4) + 0.05 J(3,4) + 0.05 J(1,3) + 0.04 
J(1,5) + 0.01 J(2,3) 
0.577 
FC 0.14 CBCL_AP + 0.06 age + 0.05 SWAN_INA + 0.05 CBCL_INT + 0.01 sex + 0.01 
CBCL_EXT + 0.00 SWAN_HYP ∝ 0.11 R(2,4) + 0.11 R(1,3) + 0.08 R(2,5) + 0.07 R(4,5) + 0.04 
R(2,3) + 0.04 R(3,5) + 0.02 R(1,5) 
0.651 
ECN + SAN EL 0.10 SWAN_INA + 0.08 age + 0.08 SWAN_HYP + 0.07 sex + 0.06 CBCL_INT + 0.06 
CBCL_EXT + 0.05 CBCL_AP ∝ 0.84 eLM12 + 0.52 eLM1 + 0.33 eLMg1 + 0.30 aeLMg4 + 0.22 
aeLMg2 + 0.17 aeLMg1 + 0.16 eLMg2 
0.624 
pMEM 0.12 age + 0.09 SWAN_HYP + 0.07 SWAN_INA + 0.02 CBCL_EXT + 0.01 CBCL_INT + 0.00 
CBCL_AP + 0.00 sex ∝ 0.07 J(2,3) + 0.06 J(3,5) + 0.05 J(3,4) + 0.05 J(2,5) + 0.05 J(5,6) + 0.05 
J(1,5) + 0.03 J(2,4) 
0.664 
FC 0.10 SWAN_HYP + 0.09 age + 0.06 CBCL_EXT + 0.04 CBCL_AP + 0.03 SWAN_INA + 0.02 
sex + 0.01 CBCL_INT ∝ 0.11 R(3,4) + 0.09 R(2,4) + 0.08 R(1,3) + 0.08 R(1,4) + 0.08 
R(3,5) + 0.08 R(1,5) + 0.06 R(5,6) 
0.612 
ADHDN EL 0.10 CBCL_INT + 0.10 CBCL_AP + 0.03 SWAN_INA + 0.03 age + 0.02 CBCL_EXT + 0.02 
sex + 0.02 SWAN_HYP ∝ 0.68 aeLMg1 + 0.52 eLMg1 + 0.46 aeLMg4 + 0.33 eLMg4 + 0.23 
eLMg2 + 0.22 OCC12 + 0.21 OCC1 
0.672 
pMEM 0.13 SWAN_HYP + 0.05 sex + 0.04 CBCL_INT + 0.03 CBCL_AP + 0.03 age + 0.01 
SWAN_INA + 0.01 CBCL_EXT ∝ 0.16 J(2,11) + 0.15 J(5,8) + 0.15 J(5,11) + 0.15 J(4,8) + 0.13 
J(6,8) + 0.13 J(7,9) + 0.13 J(1,8) 
1.000 ∗ 
FC 0.08 SWAN_HYP + 0.08 CBCL_EXT + 0.07 sex + 0.06 SWAN_INA + 0.05 age + 0.05 
CBCL_INT + 0.02 CBCL_AP ∝ 0.30 R(4,7) + 0.23 R(1,5) + 0.22 R(3,5) + 0.20 R(1,6) + 0.19 
R(7,8) + 0.19 R(3,9) + 0.17 R(7,10) 
1.000 ∗ 
ADHD TDC 
N = 292 
DMN EL 0.05 SWAN_INA + 0.05 SWAN_HYP + 0.04 CBCL_AP + 0.03 sex + 0.03 CBCL_INT + 0.02 
CBCL_EXT + 0.01 age ∝ 0.35 aeLMg1 + 0.23 aeLMg2 + 0.19 eLMg1 + 0.13 eLMg2 + 0.12 
eLM12 + 0.09 nLM + 0.07 OCC12 
0.330 
pMEM 0.05 SWAN_HYP + 0.04 CBCL_EXT + 0.04 age + 0.03 SWAN_INA + 0.01 sex + 0.00 CBCL_INT + 
0.00 CBCL_AP ∝ 0.04 J(3,4) + 0.03 J(1,5) + 0.02 J(4,5) + 0.02 J(1,4) + 0.02 J(1,3) + 0.02 
J(2,5) + 0.01 J(2,3) 
0.276 
FC 0.05 SWAN_HYP + 0.05 CBCL_EXT + 0.03 age + 0.03 SWAN_INA + 0.02 sex + 0.00 
CBCL_AP + 0.00 CBCL_INT ∝ 0.03 R(4,5) + 0.03 R(1,5) + 0.02 R(3,4) + 0.02 R(1,2) + 0.02 
R(2,3) + 0.02 R(1,3) + 0.02 R(2,5) 
0.277 
ECN + SAN EL 0.04 SWAN_INA + 0.02 CBCL_EXT + 0.02 CBCL_INT + 0.01 SWAN_HYP + 0.01 sex + 0.00 
CBCL_AP + 0.00 age ∝ 0.07 eLM1 + 0.07 eLM12 + 0.06 OCC12 + 0.04 eLMg4 + 0.03 
aeLMg4 + 0.03 eLMg2 + 0.02 eLMg1 
0.328 
pMEM 0.05 CBCL_AP + 0.04 CBCL_INT + 0.04 sex + 0.03 SWAN_INA + 0.02 SWAN_HYP + 0.01 
age + 0.01 CBCL_EXT ∝ 0.04 J(4,6) + 0.03 J(1,4) + 0.02 J(1,5) + 0.02 J(2,5) + 0.02 
J(1,2) + 0.02 J(2,3) + 0.02 J(2,4) 
0.323 
FC 0.06 CBCL_EXT + 0.05 SWAN_INA + 0.05 CBCL_AP + 0.04 SWAN_HYP + 0.01 sex + 0.01 
age + 0.00 CBCL_INT ∝ 0.04 R(2,4) + 0.03 R(1,4) + 0.03 R(3,4) + 0.03 R(4,6) + 0.02 
R(1,6) + 0.01 R(2,5) + 0.01 R(5,6) 
0.309 
( continued on next page ) 
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Table 2 ( continued ) 
Group 
Network 
Features sCCAfirst pair of canonical variables r 
ADHDN EL 0.06 SWAN_HYP + 0.03 sex + 0.03 CBCL_EXT + 0.02 SWAN_INA + 0.01 age + 0.01 
CBCL_INT + 0.01 CBCL_AP ∝ 0.74 aeLMg4 + 0.70 aeLMg1 + 0.62 eLMg4 + 0.56 eLMg1 + 0.35 
eLMg3 + 0.34 eLMg2 + 0.30 aeLMg3 
0.340 
pMEM 0.05 CBCL_INT + 0.03 sex + 0.03 SWAN_HYP + 0.03 CBCL_AP + 0.01 age + 0.00 
SWAN_INA + 0.00 CBCL_EXT ∝ 0.02 J(2,7) + 0.02 J(10,11) + 0.02 J(1,7) + 0.02 J(9,11) + 0.02 
J(4,10) + 0.02 J(7,10) + 0.02 J(3,10) 
0.527 
FC 0.03 CBCL_EXT + 0.03 sex + 0.03 CBCL_INT + 0.03 CBCL_AP + 0.02 age + 0.02 
SWAN_HYP + 0.00 SWAN_INA ∝ 0.04 R(7,9) + 0.03 R(2,3) + 0.03 R(1,2) + 0.03 R(9,11) + 0.03 





































































he VEM-MEM enables every individual posterior to utilize the informa-
ion from the other subjects in the group to ensure that it adequately
eflects the essential concept of the empirical Bayes approach. The sim-
lation studies with various setups support the arguments discussed so
ar and verify that the proposed variational EM algorithm converges
dequately within a reasonable number of iterations. 
Kang et al. (2021) presented the importance of the pMEM and the en-
rgy landscape features in characterizing individuals. The subject speci-
city of the pMEM parameters and their energy landscape features is
ighly comparable to that of the functional connectivity of the same
ataset. They also reported that the local minima information of the
ndividuals could be lost when a group model is constructed by the
onventional method which uses the concatenated data across the in-
ividuals. In this study, the proposed VEM-MEM is applied to test the
apability of characterizing the group differences between ADHD and
DC. The occupation time at the LM1 (OCC1) and the occupation time
t both the LM1 and the LM2 (OCC1 + 2) in the DMN of ADHD are shorter
han those of TDC. Meanwhile, the occupation time of the LM1 and LM2
t the ECN + SAN of the ADHD is longer than that of the TDC. The dif-
erences in the excitability at the component of the ECN (IC6) and the
nteraction between the components in the ECN (IC7 and IC8) when
valuated within the ECN + SAN were also found. Thus, the state dy-
amics in both the DMN and the ECN + SAN may characterize ADHD.
happell et al. (2021) reported that children with ADHD spent less in
he states where the DMN is anticorrelated with other task-related re-
ions (e.g., ECN + SAN) but spent more in the states where the DMN is
n positive synchrony with other task-related regions compared to the
DC. Suppose we associate the findings of Shappell et al. (2021) with
he current result. In that case, LM1 at the DMN may be associated with
he anticorrelated state between the DMN and other subnetworks, while
M1 and LM2 at the ECN + SAN may be associated with the highly corre-ig. 6. Comparison of the estimation accuracy between VEM and BMEM. The fir
imulations. Each point ( + ) is the pair of overall discrepancy ( 𝐷 2 BMEM , 𝐷 
2 
VEM ). All th
hows VEM performed better than BMEM for all virtually generated datasets. The last 
bserved from the first two datasets among the 100 virtual datasets. Each bullet stan
bserved that the proposed VEM gave better parameter estimates for most subjects. 
9 ated state between the DMN and other task-related regions. Since this
tudy aimed to show the plausibility of the VEM-MEM in characterizing
roup differences, the ADHD characteristics in the nonlinear dynamics
ill be analyzed in detail in future studies. 
The interaction between the components in the DMN and the SAN
f the ADHDN (IC4 and IC11) showed the anti-directional group dif-
erences between the ADHD and the TDC. Nevertheless, no group dif-
erences of the energy landscape feature were found at the ADHDN. It
onfirms the nonlinear nature of the brain system – adding subnetworks
enerates a different network. No significant group difference of energy
andscape features despite the pMEM difference can be explained by the
onlinear relationship between pMEM and energy landscape features. It
s also possible that the more complex energy landscapes that emerged
rom a more extensive network could be more heterogeneous across the
ndividuals. In line with the relationship between the pMEM and the
nergy landscape features, the pMEM parameters at the DMN, which in-
icate the interactions among the brain regions or the self-excitability,
re not significantly different between the two groups. However, the en-
rgy landscape feature such as the occupation times differed. Although
he energy landscape features are derived from the pMEM parameters,
hey directly reflect the information about the frequent brain states and
heir properties in the dynamics, which cannot be explored from the
nteraction parameters in the pMEM. 
The pMEM shows the behavioral characteristics more sensitively
han the FC features measured by the Pearson correlation matrix.
he ANCOVA failed to find any significant group differences in the
orrelation-based conventional functional connectivity. Furthermore, in
he sCCA, the correlation levels of the behavioral features with the
MEM parameters were generally higher than those with the functional
onnectivity. Although the pMEM and the functional connectivity can-
ot be compared directly since they explain the different aspects of thest panel compares the overall discrepancies observed from 100 Monte Carlo 
e 100 points are laid in the right-bottom side of the straight line 𝑦 = 𝑥 , which 
two panels illustrate the discrepancies 𝐷( ̂𝜽𝑛 , 𝜽𝑛 ) for each subject 𝑛 = 1 , 2 , … , 20 , 
ds for the pair of discrepancies of BMEM and VEM for each subject, where we 
S.-O. Jeong, J. Kang, C. Pae et al. NeuroImage 244 (2021) 118618 
Fig. 7. Core ADHD-related components used in the current study. 
Fig. 8. Examples of sCCA between behavior scores and energy landscape features at the ADHDN in TDC (a-d) and pMEM parameters (J) at the ADHDN in ADHD + TDC 
(e–h). a) canonical variables for behavior scores (U, with gender and age), b) canonical variables for energy landscape feature (V), c) canonical correlations between 
every pairs of canonical variables for behavior scores (each column in a) and energy landscape features (the column in b, corresponding to the column in a) are 
displayed. d) The individual samples of behavior scores and canonical variables for energy landscape features projected onto the first canonical variable for cognition 
score (U 1 ) and the first canonical variable for energy landscape features (V 1 ) showed a correlation of r = 0.62. e) - h) are same as a) - d) except for using pMEM 




























a  nteractions, this differential finding suggests the need for the individ-
alized pMEM as much as the individualized FC. Both simulation and
xperimental studies support the plausibility of the VEM-MEM in char-
cterizing individuals. 
In the current study, we adopted the group-pooling approach. If the
roup were composed of sufficiently many human subjects, the prior
erived from the group data would guide robust estimates by keeping
he individual parameter estimates from taking erratic values. In this
ituation, the choice of the group prior may not matter. We speculate
hat the group-specific prior could be advantageous in estimating model
arameters of an individual in a large group with relatively small inter-
ndividual variations compared to inter-group variations. However, if
he inter-individual variation is high within a group, parameter estima-
ion with group-specific prior may not be significantly different from the10 rior derived by pooling groups. When some groups in the dataset are
elatively small, the group-pooling approach would be a better choice.
urthermore, when we need to compare parameters statistically across
roups, we do not want a bias in the individual parameter estimate vec-
or due to the group distinction. It happens very often that the group
abeling has uncertainty, and the biological grouping is required. In this
ase, the group-pooling approach could be practical again. 
In the present study, we tested pMEM estimation with a network
ize of around ten, which belongs to network size ranges of widely used
ubnetworks. In theory, the current approach could be extended to es-
imate pMEM for a larger network with tens of nodes by adopting a
seudo-likelihood ( Ezaki et al., 2017 ). Practical issues with pMEM for
 larger network are the reliability of the model parameter estimation
nd impracticality to derive energy landscape properties due to the ex-

















































































































onentially growing state dimension. The need to further study on the
ndividualized large-scale energy landscape analysis from our Bayesian
ramework for pMEM estimation of a larger network remains. 
As a concluding remark, we point out that the current study is some-
hat technical and that further research is required using basic and clin-
cal settings that can validate the usefulness of the proposed method and
xpedite our understanding of the brain in terms of nonlinear dynamics.
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