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I prove a basic inequality for Schatten q-norms of quantum states on a finite-dimensional bipartite Hilbert
space H1 ⊗H2: 1 + ||ρ||q ≥ ||Tr1 ρ||q + ||Tr2 ρ||q . This leads to a proof—in the finite dimensional case—
of Raggio’s conjecture (G.A. Raggio, J. Math. Phys. 36, 4785–4791 (1995)) that the q-entropies Sq(ρ) =
(1−Tr[ρq])/(q− 1) are subadditive for q > 1; that is, for any state ρ , Sq(ρ) is not greater than the sum of the
Sq of its reductions, Sq(ρ) ≤ Sq(Tr1 ρ) + Sq(Tr2 ρ).
In this Note I obtain an inequality relating the Schatten
q-norm [2] of a quantum state on a finite-dimensional bi-
partite Hilbert space H1 ⊗ H2, to the q-norms of its reduc-
tions to H1 and H2. These reductions are given by the par-
tial traces ρ1 = Tr2 ρ and ρ2 = Tr1 ρ. Partial traces are
linear operations defined by Tr1 : X ⊗ Y 7→ Tr[X ]Y and
Tr2 : X ⊗ Y 7→ Tr[Y ]X , for general square matrices X and
Y . The Schatten q-norms are non-commutative generalisa-
tions of the familiar ℓq-norms. For the special case of positive
semi-definite matrices (including states), they are defined as
[2]
||A||q := (Tr[A
q])1/q .
I obtain the following Theorem:
Theorem 1 For any bipartite state ρ on a Hilbert spaceH1⊗
H2, the inequality
1 + ||ρ||q ≥ ||Tr1 ρ||q + ||Tr2 ρ||q (1)
holds for q > 1.
Equality holds, for example, for product states ρ = ρ1 ⊗ ρ2
where at least one of the factors ρi is pure (i.e. has rank 1).
A straightforward argument exploiting this Theorem then
leads to a proof of subadditivity of the so-called q-entropies,
for q > 1. These q-entropies are defined as [4]
Sq(ρ) = (1− Tr[ρ
q])/(q − 1). (2)
In the limit q → 1, Sq reduces to the von Neumann entropy
S(ρ) := Tr[ρ log ρ], which already was known to be subaddi-
tive [5].
Theorem 2 For any bipartite state ρ on a Hilbert spaceH1⊗
H2, the inequality
Sq(ρ) ≤ Sq(Tr1 ρ) + Sq(Tr2 ρ) (3)
holds for q > 1.
This second Theorem proves a conjecture by GA Raggio from
[3] for finite-dimensional bipartite quantum states. For classi-
cal finite-dimensional states (i.e. 2-variate finite-dimensional
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probability distributions) this was proven by Raggio in [3].
Still in the classical case, but for continuous distributions, the
conjecture was proven for 1 ≤ q ≤ 2 and refuted for q > 2
by Bercovici and Van Gucht [1]. For q < 1, the q-entropies
are superadditive on product states. For general states they are
neither subadditive nor superadditive [3].
I now present the proofs of the above Theorems. First, let
(x)+ denote the function x 7→ max(0, x). Similarly, for a
Hermitian matrix X , let X+ denote the positive part of X ,
which is obtained by replacing each one of the eigenvalues λi
of X by (λi)+. Then we have the following Lemma for finite-
dimensional non-negative vectors and a subsequent Corollary
generalising it to positive semi-definite matrices.
Lemma 1 Let q > 1. Let x = (x1, x2, . . .) and y =
(y1, y2, . . .) be two non-negative real vectors, normalised ac-
cording to the ℓq norm, i.e. ||x||q = ||y||q = 1. Then the
inequality
∑
i,j
((xi + yj − 1)+)
q ≤ 1 (4)
holds.
Proof. Let x and y be the vectors of the Lemma. Consider the
function
f(a) := ||(y + a− 1)+||q =
(∑
j
((yj + a− 1)+)
q
)1/q
.
This function is convex in a because the ℓq norm for non-
negative real vectors is convex and monotonously increasing
in each of the vector’s entries, and because the function a 7→
(b + a − 1)+ is convex for any real value of b. Furthermore,
its values in a = 0 and a = 1 are 0 and 1 respectively, since
0 ≤ yj ≤ 1 and ||y||q = 1. Therefore, the inequality f(a) ≤
a holds for 0 ≤ a ≤ 1. As each of the xi obeys 0 ≤ xi ≤ 1,
we have ∑
i,j
((xi + yj − 1)+)
q =
∑
i
f(xi)
q
≤
∑
i
xqi = 1,
which is what we needed to prove. 
Note that the above proof is essentially discrete (finite or
countably infinite) and does not work in the continuous case.
2Furthermore, the Lemma itself cannot even be true in the con-
tinuous case because the proof presented below would then
also go trough for continuous distributions, which cannot be
since subadditivity for continuous distributions does not hold
for q > 2 [1]. The essential point where the proof of the
Lemma fails in the continuous case is that for non-negative
functions f on a probability space Ω with probability mea-
sure µ, individual values of f can be larger than its ℓq norm
||f ||q := (
∫
Ω
dµf q)1/q (so that ||f ||q = 1 does not imply
f ≤ 1), unless µ is a counting measure, such as in the finite-
dimensional case considered by Raggio (and here).
The Lemma can be reformulated in terms of positive semi-
definite matrices.
Corollary 1 Let X and Y be positive semi-definite matrices
with ||X ||q = ||Y ||q = 1. Then the inequality
||(X ⊗ 1 + 1 ⊗ Y − 1 )+||q ≤ 1 (5)
holds for q > 1.
Proof. Since X and Y are positive semi-definite, they can
be unitarily diagonalised. Let the obtained diagonal matrices
have diagonal entries xi and yj respectively. These are non-
negative real numbers satisfying the conditions of the Lemma.
Since the Schatten q-norm of a positive matrix is equal to the
ℓq-norm of its eigenvalues, we get
||(X ⊗ 1 + 1 ⊗ Y − 1 )+||q = ||(x⊗ e+ e⊗ y − e)+||q,
where e is shorthand for an all-ones vector (1, . . . , 1) of ap-
propriate dimension. The entries of the vector appearing in
the right-hand side are exactly (xi + yj − 1), so that by the
Lemma the right-hand side is upper bounded by 1. 
Proof of Theorem 1. A simple consequence of the Corol-
lary is that for all X and Y of Schatten q-norm equal to 1,
a positive semi-definite matrix Z of Schatten q-norm 1 exists
that obeys the matrix inequality
Z ≥ X ⊗ 1 + 1 ⊗ Y − 1 .
Indeed, the positive partH+ of any Hermitian matrixH obeys
H+ ≥ H . In particular, thus,
(X ⊗ 1 + 1 ⊗ Y − 1 )+ ≥ X ⊗ 1 + 1 ⊗ Y − 1 .
By the Corollary, the q-norm of this positive part is upper
bounded by 1. It is therefore possible to add a positive ma-
trix to (X ⊗ 1 + 1 ⊗ Y − 1 )+ and obtain a positive matrix Z
with q-norm exactly 1. This follows immediately from Weyl’s
monotonicity principle [2]: forA,B ≥ 0, ||A+B||q ≥ ||A||q .
For these X , Y and Z we then have, for any normalised
state ρ,
Tr[Zρ] + 1 = Tr[(Z + 1 )ρ]
≥ Tr[(X ⊗ 1 + 1 ⊗ Y )ρ]
= Tr[Xρ2 + Y ρ1].
I will now exploit the fact that the Schatten q-norms have a
dual representation [2]. Let q′ be such that 1/q + 1/q′ = 1.
Then for positive semi-definite A, one has
||A||q′ := max
B≥0
{Tr[AB] : ||B||q ≤ 1}.
Let us now choose X and Y in such a way that Tr[Xρ2] =
||ρ2||q′ and Tr[Y ρ1] = ||ρ1||q′ . In words, we choose X and
Y to be the optimal variational arguments (B) in the dual rep-
resentation of ||ρ2||q′ and ||ρ1||q′ , respectively. The matrix Z
corresponding to these X and Y will in general be suboptimal
in the dual representation of ||ρ||q′ , so that Tr[Zρ] ≤ ||ρ||q′
holds. After dropping primes we obtain the inequality (1). 
Proof of Theorem 2. To obtain inequality (3), note that ineq.
(1) can be written as a 1-norm inequality for the positive 2-
vectors u := (1, ||ρ||q) and v := (||ρ1||q, ||ρ2||q), namely
as ||u||1 ≥ ||v||1. Since ρ and its reductions are normalised
states, their q-norms are upper bounded by 1, so that the in-
equality ||u||∞ ≥ ||v||∞ follows trivially. As a consequence,
the vector u weakly majorises v. By Ky Fan’s dominance the-
orem [2], we get |||u||| ≥ |||v||| for any symmetric norm, and
for the ℓq norm in particular. Thus we obtain
1 + ||ρ||qq ≥ ||ρ1||
q
q + ||ρ2||
q
q, (6)
which is equivalent to inequality (3). 
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