Abstract: We present an approach to designing feedback controllers that solve a path following control problem for a large class of mechanical systems. Our approach involves set stabilization via transverse feedback linearization: a coordinate and feedback transformation that yields a normal form convenient for control design making desired path attractive. Our approach also involves refining the normal form by imposing additional structure on the system, such that the dynamics governing the output motion along the path are linear and controllable. This approach amounts to local input-output feedback linearization for a particular choice of "virtual output". We present necessary and sufficient checkable conditions for the particular virtual output to yield a well-defined relative degree. When these conditions hold, it is possible to put the mechanical system in the desired normal form, simplifying path following controller design.
INTRODUCTION
Path following entails having the output of a control system follow a desired path without an a priori time parameterization of the movement along the path itself. This is unlike reference tracking, where, the control objective is to have the output of the control system follow a timeparameterized trajectory. In this paper, we seek to design path following controllers for a large class of mechanical systems that includes, for instance, robotic manipulators where the output is chosen as the position of the endeffector. A key objective is to drive the output of the mechanical system to the desired path, and enforce output invariance of the path. By output invariance we mean that if at some time the output lies on the path with a velocity tangent to the path, then the output will remain on the path for all future time. The secondary, but also important, objective is to achieve the desired motion of the output along the path via feedback. This could entail going to a particular position on the path or following a velocity profile along the path.
Path following controllers are appropriate where the control objective is to faithfully following a prescribed path, or where getting to a path is critical, but enforcing a strict "time-schedule" for the motion along the path is unnecessary. Path following is a natural control objective in applications such as the control of machine tools, rehabilitation machines, human-robot interaction, and haptics.
In some of these applications, output tracking has been used to try to make the output of a system follow a path. For example, "contour following" is used in machining applications where it is very important to follow a prescribed path. For this reason, tracking controllers have been designed with an emphasis on regulating "transverse" or normal output tracking errors, as opposed to the "tangential" errors [Chiu and Tomizuka, 2001] . In robotics, significant research was devoted to generating trajectories which are feasible to follow under the robot's dynamics given the actuator constraints [LaValle, 2006, Section 14.3.6] . Since these approaches ultimately track a time-parameterized path, they do not, strictly speaking, fall under our definition of path following design. For instance, if the output tracking error is large, due to actuator constraints, disturbances, or improper initialization, then the controller may drive the output off the prescribed path.
In order to remove the reliance on time-parameterized reference signals, some researchers parameterize the desired path, then use the parameterization as a reference signal, just as one would in trajectory tracking. The evolution of the reference point is treated as a parameter that is directly controllable using an additional "virtual" control input. This allows the parameterization of the desired motion along the path to be altered. Hauser and Hindman [1995] were influential in establishing this method, which has been applied to mechanical systems [Skjente et al., 2004] . This method does not guarantee output invariance.
To guarantee output invariance, and hence meet our path following control objective, one may turn to set stabilization. Virtual holonomic constraints [Shiriaev et al., 2005] are commonly employed to design path following controllers for this reason, and have application in the control of mechanical systems [Mettin et al., 2009] . Alternatively, passivity may be used to achieve output invariance [El-Hawwary and Maggiore, 2008] . Another approach to path following requires using transverse feedback linearization [Nielsen and Maggiore, 2008] for set stabilization. This approach serves as the basis for our control design.
PROBLEM FORMULATION
The problem of designing path following controllers for nonlinear control systems can naturally be formulated as a set stabilization problem. This is the viewpoint taken in where the set that should be stabilized is called the path following manifold. The approach in uses transverse feedback linearization to stabilize the path following manifold. Other set stabilization techniques can be used but, when feasible, transverse feedback linearization is an attractive approach to designing path following controllers. This is because it guarantees output invariance of the path and it decomposes the design process into two stages. In stage one we design a controller to make the output approach and stay on the path and in stage two we design a controller to achieve the desired motion on the path. The approach outlined in greatly simplifies stage one because, by using a coordinate and feedback transformation, stabilizing the path following manifold amounts to stabilizing the origin of a controllable linear time-invariant system. Unfortunately, for general nonlinear systems, designing a controller to achieve the desired motion along the path using transverse feedback linearization may be difficult [Consolini et al., 2010] or even impossible. This is because, for general nonlinear systems, transverse feedback linearization does not impose any particular structure on the dynamics governing the motion on the path following manifold.
In this paper we restrict our attention to a class of mechanical systems. For these systems it is possible, when there is sufficient actuation, to impose structure on the path following manifold dynamics. This structure facilitates and greatly simplifies controller design. The approach we take is to find a particular "virtual output" that yields a welldefined relative degree on the path following manifold. We provide checkable necessary and sufficient conditions for the proposed virtual output to yield a well-defined relative degree. We perform input-output feedback linearization using this output and show that both stages of the path following design procedure are greatly simplified.
Class of systems
The Euler-Lagrange equations of an N degree-of-freedom (DOF) mechanical system are commonly written as
where q = col (q 1 , . . . , q N ) are generalized configuration coordinates and τ ∈ R N is the vector of generalized forces, or inputs, acting on the system. Under reasonable assumptions we can invert M (q) and rearrange (1) to geẗ
We convert (2) into state space form and distinguish between configuration and velocity states by letting x c := q, x v :=q, and x := (x c , x v ) = col (x c1 , . . . x cN , x v1 , . . . , x vN ) =col (q 1 , . . . , q N ,q 1 , . . .q N ). Define n := 2N and treat the state x as an element of R n . From (1) we have τ ∈ R N but, we do not yet make any assumptions about the degree of actuation of the mechanical system. Hence τ has 0 ≤ m ≤ N independent applied forces. Define
With these definitions the equations of motion (2), in state space form, arė
where f : R n → R n and g : R n → R n×m are assumed to be smooth (C ∞ ). The output of (3) is the variable we are interested in controlling. We restrict the class of output functions to be solely functions of the configuration variables x c = q. We restrict the class of output functions to solely be smooth functions of the configuration variables
Path assumptions
The control objective is to have the output (4) of (3) follow a regular curve in its output space. Let σ : D −→ R p be a smooth parameterization of the desired curve. Since σ is regular, without loss of generality, we can assume that it has a unit speed parameterization, i.e., σ ′ (·) = 1. Under this assumption, the curve σ is parameterized by its arc length [Pressley, 2000] . For closed-curves with finite length L, this means that
When the curve is not closed D = R. We impose geometric restrictions on the class of curves, σ(·), considered. Assumption 1. The path, σ(D ), is an embedded submanifold of R p with dimension 1. Assumption 2. There exists a smooth map s :
such that 0 is a regular value of s and
is a submanifold of R n .
The path following manifold, denoted Γ ⋆ , associated with the curve γ is the maximal controlled invariant subset of Γ. Physically it consists of all those motions of the mechanical system (3) for which the output signal (4) can be made to remain on the curve γ by suitable choice of control signal . Equivalently, Γ ⋆ is the zero dynamics manifold of (3) with output λ(x) := s(h(x)). Let n ⋆ denote the dimension of Γ ⋆ . The existence of Γ ⋆ is assured as long as the path γ is a feasible path for the mechanical system.
Desired normal form
Let x ⋆ ∈ Γ ⋆ be a point on the path following manifold. If the output λ(x) yields a well-defined relative degree at some point on Γ ⋆ then we can perform input-output feedback linearization for non-square systems at that point. In that case there exists a coordinate transformation T :
The notation R mod L means the real numbers modulo L. On this set two different real numbers θ and θ + L are considered to be the same point. Thus R mod L has the geometric structure of a circle.
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and (A, B) a controllable pair.
The utility of the normal form (5) for path following comes from the decomposition of the dynamics into η and ξ subsystems and the control into two groups v and v ⋔ . The ξ subsystem describes the motion off the set Γ ⋆ . We call these the transversal dynamics. If one can ensure no finite escape times, then a linear control, time invariant control law v ⋔ can be used to stabilize T (Γ ⋆ ∩ U ). If the trajectories of the closed-loop system are bounded, then the stabilization of T (Γ ⋆ ∩ U ) implies that of Γ ⋆ ∩ U , and the path is attractive in output space. This also ensures output invariance of the path.
Once on the path following manifold, the system dynamics reduce toη = f 0 (η, 0) + g (η, 0)v . We call these the tangential dynamics. In general designing v to achieve the desired motion along the path may be difficult or impossible; however, for mechanical systems with sufficient actuation it is possible to impose further structure on the tangential dynamics that greatly simplifies the design of v to achieve the desired motion on the path.
To this end we seek a coordinate and feedback transformation that refines the normal form (5). More precisely, consider a mechanical system (3) with output (4) and a path defined in output space that satisfies Assumptions 1 and 2. Let Γ ⋆ be the path following manifold associated with the system and the given path and let n ⋆ be its dimension. Find, if possible, a coordinate transformation defined in a neighbourhood U of
and a feedback transformation u = α(x) + β(x)v such that in (η 1 , η 2 , ξ) coordinates the system dynamics are modeled bẏ
where dim (η 1 ) = n ⋆ − 2, dim (η 2 ) = 2, the pairs (A , B ),
To understand the utility of the normal form (6) consider the following. If one can design the controller v = (v , v ⋔ ) so that the system trajectories are bounded then, by property (a), stabilizing the path following manifold is equivalent to stabilizing the origin of the ξ subsystem. Now suppose that such a control law is in place and that ξ = 0, i.e., the system is on the path following manifold. The tangential dynamics becomė
At any two points on the path following manifold (η 1 ,η 2 ) and (η 1 ,η 2 ) the output (4) of system (3) lies on the desired path γ. However, ifη 2 =η 2 then, by property (b) above, the output is either on different points on the path or moving at different speeds along the path. Hence the η 2 subsystem determines the motion of the output along the desired path. Since (A , B ) is controllable, we can use v 2 to effectively control the motion along the curve. On the other hand, the η 1 subsystem, which is in general nonlinear, represents the dynamics on the path following manifold that do not produce observable motion along the path in the output space. Uncontrollable tangential dynamics will also appear in the η 1 dynamics.
TRANSVERSE FEEDBACK LINEARIZATION
We first give conditions under which system (3) can be put into the less structured, but still useful, normal form (5). Theorem 3.1. Given a simple mechanical control system (3) with output (4), m ≥ p − 1, and a smooth embedded path γ in output space satisfying Assumptions 1 and 2, let
yields a well-defined vector relative degree of {2, . . . , 2} at x ⋆ if and only if
Due to space limitations the proof of this result is omitted. The interested reader is referred to [Hladio, 2010] . Corollary 3.2. Under the hypothesis of Theorem 3.1, if condition (8) holds at some
there exists a neighbourhood U of x ⋆ such that in U , the connected component of the path following manifold containing x ⋆ is given by
where λ(x) = s • h.
Combining the above results we reach our main conclusion. Corollary 3.3. Given a mechanical system (3), and a path γ in the output space satisfying Assumptions 1 and 2, the system is locally transversely feedback linearizable with respect to the path following manifold (9) if there exists a point
The main result is notable as it suggests a systematic approach to applying transverse feedback linearization to locally stabilize the path following manifold and partially solve the path following problem for mechanical systems. Using the constraint function, λ(x) = s(h(x)), by Corollary 3.3, checking whether transverse feedback linearization is possible requires checking whether
has rank p, where κ(x ⋆ ) spans the kernel of ∂s ∂y at y = h(x ⋆ ). We emphasize that Theorem 3.1 is a local result, valid only in a neighbourhood of a point on the path following manifold. Remark 3.1. Conceptually, condition (8) (8) holds depends on the shape of the path. In such a case all of the control effort is used to drive the state toward the path following manifold and so there is no control that can drive the output tangentially along the path.
Example 3.1. For the purpose of illustration, consider the simplest non-trivial 2-DOF mechanical system, a mass M on a frictionless plane, acted on by two orthogonal forces, τ 1 , τ 2 ∈ R. This system is shown in Figure 1 . The state of this system consists of the positions and velocities of the mass in each orthogonal direction so that x = col(x c1 , x c2 , x v1 , x v2 ). The system equations arė
for i ∈ {1, 2}, which belongs to the class of systems (3). The output, y = col(y 1 , y 2 ) = h(x) = col (x c1 , x c2 ), is the position of the mass in the plane.
Suppose the parameterized path in output space is the unit circle σ(θ) = col (cos (θ), sin (θ)). This path satisfies Assumptions 1 and 2, and may be expressed as γ = {y ∈ R 2 : s(y) = y 2 1 + y 2 2 − 1 = 0}. We check condition (8) along the path, and find that ∂h ∂x c g v (x c ) = 1 0 0 1 , which obviously has rank p = 2 and so Corollary 3.3 holds for any path. To write this system's dynamics in the form (5), we use the coordinate transformation T = col(ϕ 1 (x), ϕ 2 (x), λ(x), L f λ(x)), where λ = s • h(x), and the functions ϕ 1 (x) and ϕ 2 (x) are chosen such that T is a diffeomorphism [Isidori, 1995, Proposition 5.1.2] . The general feedback transformation when performing inputoutput feedback linearization for non-square systems may be found in , which for this example is the regular feedback transformation
, where
). Therefore, a local coordinate and feedback transformation may be used to write the system equations (10) in the form (5) for any path satisfying Assumptions 1 and 2, and hence linear control design may be used to partially meet our path following objective. Intuitively, this is due to the fact that the controls induce orthogonal motions in the output space. 
FEEDBACK LINEARIZATION OF TANGENTIAL OUTPUT DYNAMICS
We presented conditions for partially feedback linearizing the dynamics of a mechanical system that are transverse to the path following manifold. Stabilizing the these dynamics will cause the output to approach the desired path. Suppose that in doing this, we have not "used up" all of the available control, i.e., suppose that m > p − 1. We now characterize when a tangential control, v , can be used to easily achieve desired output motions along the path.
Recall that the η, or tangential, dynamics govern motions of the system on the path following manifold. The objective of this section is to leverage the structure of our class of mechanical systems to further decompose the tangential subsystem by identifying that part of the tangential dynamics that governs observable motion along the path. In this section we provide conditions under which it is possible to feedback linearize this portion of the tangential dynamics.
Let σ : D → R p be a curve that satisfies Assumptions 1 and 2. In the case of closed curves we can treat σ as a map
uniquely determines a position on the path. We need a similar representation in the case of non-closed curves σ : R −→ R p . The problem is that non-closed curves that satisfy Assumption 1 do not have finite length so we will need to work with a piece of the curve.
Let x
⋆ ∈ R n be such that h(x ⋆ ) ∈ γ. Let V be a neighbourhood of h(x ⋆ ) such that γ ∩ V contains a single connected component of the path. Since γ is an embedded submanifold, such a V is guaranteed to exist. LetV be the closure of V . Then the portion of the path γ ∩V has finite length L and there exist two real numbers θ 1 < θ 2 such that (θ 1 , θ 2 ) ⊂ R, θ 2 = θ 1 + L and V ∩ γ = σ ((θ 1 , θ 2 ) ).
Using this fact we define a new mapσ : (0, L) →V asσ(θ) = σ(θ + θ 1 ). To ease notation, we will drop the· notation with the understanding that the above construction has taken place. In conclusion, whether γ is closed or not, we can find a map Before stating the main result of this section, we must define a map that associates to each point y in the output space of system (3) sufficiently close to the path γ (or V ∩γ if the curve is not closed) a number in L. To make this idea precise denote the tubular neighbourhood of γ as γ ǫ ⊂ R p . Introduce a projection operator that maps y ∈ γ ǫ to a unique θ ∈ L such that the point σ(θ) ∈ γ is closest to y
Lemma 4.1. For all y ∈ γ the vectors d̟ y and ds y are orthogonal.
The proof of Lemma 4.1 is omitted because it is very similar to the proof in [Consolini et al., 2010] . Lemma 4.1 shows that the matrix [ ds y d̟ y ]
T y=σ(θ) is orthogonal and therefore full rank. We now present the main result of this section. Theorem 4.2. Given a mechanical control system (3) with m > p − 1 and a path γ in output space satisfying Assumptions 1 and 2, let
The systeṁ In Theorem 3.1 we showed that the virtual output s • h(x) yields a well-defined relative degree under the hypothesis (8). In Theorem 4.2 we augment the virtual output with the projection operator
Theorem 4.2 states that if we have enough actuation, at least one tangential control input will appear in the normal form (5), and that by satisfying condition (14), it is possible to choose the output, π(x), such that the tangential dynamics are partially feedback linearizable and the tangential dynamics of the transformed system have the form (6) in a neighbourhood of the point x ⋆ .
Proof Let
Assume that (8) and (14) hold. We will show that the virtual output yields a well-defined vector relative degree of {2, . . . , 2} at x ⋆ . This is true if and only if the p × m decoupling matrix
3 Note that if σ is not closed we require that h(
is full rank at x ⋆ . By Lemma 4.1 the matrix
is non-singular. Therefore the decoupling matrix will be full rank at
) is surjective, we note that by (8)
By Assumption 2, the (p − 1) × p matrix ∂s ∂y is full rank on γ and hence
However, since (14) holds, we conclude that
and we have shown that dh
Suppose that the conditions of Theorem 4.2 or Corollary 4.3 are satisfied. We partially define our coordinate transformation as η 2 = (π(x c ), L f π(x)) and ξ using λ(x) and L f λ(x). After completing the coordinate transformation with n ⋆ − 2 additional functions
, we define a feedback transformation in the manner described in to get the desired normal form (6).
Since the first component of the state vector η 2 corresponds to the arc length of the target path, and since the pair (A , B ) is controllable, we can effectively design v 2 in order to accomplish the design specifications on the path.
PATH FOLLOWING CONTROL DESIGN
We now illustrate how to use the results in the previous section to design path following controllers for mechanical systems. Suppose we have a mechanical system (3) with output (4) and a path that satisfies Assumptions 1 and 2. Furthermore suppose that the conditions of Theorem 4.2 or Corollary 4.3 hold at some point x ⋆ ∈ R n with h(x ⋆ ) ∈ γ. Then path following controllers can be designed as follows.
(1) By Theorem 4.2, system (13) yields a well-defined vector relative degree of {2, . . . , 2} at x ⋆ . Use inputoutput feedback linearization for non-square systems using the virtual outputŷ to obtain a system that is locally feedback equivalent to (6) with the important properties (a) T (U ∩ Γ ⋆ ) = {(η 1 , η 2 , ξ) : ξ = 0} (b)x =x and h(x) = h(x) and h(x), h(x) ∈ γ implies that η 2 (x) = η 2 (x). (2) Design v ⋔ to stabilize the origin of the ξ-subsystem and hence to locally stabilize the path following manifold. (3) Design v 2 to achieve the desired motion on the path.
Recall that η 2 = (η 1 2 , η 2 2 ) and that η 2 determines the position and velocity of the output along the path. Stabilizing a particular point on the path or a velocity profile along the path is relatively easy using linear control design with input v 2 . (4) Ensure that the remaining dynamics governed by the η 1 differential equation do not exhibit finite escape times. In some cases finite-escape times may be avoided by design of v 1 .
The above procedure has been successfully applied to robotic manipulators including an underactuated five-bar manipulator with a flexible end link [Hladio et al., 2011] .
Example 5.1. Recall Example 3.1, where a unit mass M is on a frictionless flat surface with orthogonally positioned actuators, with model (10) and output y = h(x c ) = col(x c1 , x c2 ). There, we saw that ∂h ∂xc g v (x c ) has full rank at every point along the path. Therefore by Corollary 4.3, this system can be put into the normal form (6) for any desired path satisfying Assumptions 1 and 2. In particular the augmented virtual output y = col (λ(x), π(x)) = col (s • h(x), ̟ • h(x)) yields a well-defined vector relative degree. We choose the path σ(θ) = col(cos θ, sin θ), which may be expressed as γ = y ∈ R p : s(y) = y 2 1 + y 2 2 − 1 = 0 . The function ̟(y) describes the arc length of the output projected onto the path. Since the path is a unit circle, we may use the angle of the output with respect to the origin, ̟(y) := arg(y 1 + iy 2 ). Therefore, our augmented virtual output iŝ
According to our procedure, the coordinate transformation is (η, ξ) = T (x) = (π(x c ), L f π(x), λ(x c ), L f λ(x)), and the feedback transformation is
Since m = N = p, the coordinate and feedback transformation yield the fully linear system, with (η, ξ) = (η 1 , η 2 , ξ) = col(η Therefore, input-output feedback linearization with the augmented virtual output (18) allows the mechanical dynamics to be written as two decoupled linear, timeinvariant and controllable subsystems, where one subsystem governs output motions toward the path, and the other subsystem governs motions along the path. This particular example is exceptional as the coordinate and feedback transformation yield a fully linear system. Furthermore, the functions λ(x) and π(x) are valid over the entire path, which is generally not the case.
△
