Abstract-Recent technological advances and deployments are creating a new landscape in the access network and one in which radio-over-fiber technologies have the potential to play a key role. In the past, a separation between those with fiber in the access networks and those with wireless networks, the relatively low data-rate requirements of backhaul and the relatively large cell sites, have all combined to keep fiber deployment low in wireless backhaul. As fiber has penetrated the access network and the latest wireless standards have demanded smaller, higher bandwidth cells, fiber connectivity has become key. Choices remain as to whether fiber should be used just as a high data-rate backhaul path or if a transition to radio over fiber techniques can afford benefits. This paper will explore the network options available, how they can be integrated with existing access networks and how radio over fiber can be deployed to offer increase functionality. It will outline the challenges and opportunities for radio-over-fiber to play a role in supporting emerging distributed antenna (DAS) standards and techniques for enabling dynamic capacity and mobility management in converged optical/wireless networks.
INTRODUCTION
The recent trend in the development of mobile networking is the move to cloud radio access networks (cloud-RAN or C-RAN) [1] . This has been proposed as a solution to the rapidly increasing demands on capacity of future wireless access standards such as LTE-Advance and those being proposed under the banner of 5G. The concept is a formalization of a argument put forward by the radio-over-fiber (RoF) community for many years; small cells with simple Remote Antenna Units (RAUs) or Remote Radio Heads (RRHs) as is the new terminology, with fiber based backhaul and a centralized Baseband Processing Unit (BBU). This simplifies the equipment installed at the antenna site, moving the complexity further back in the network to a centralized point.
The justifications for such systems are well rehearsed. With a larger number of smaller cells, significant cost savings can be made by reducing the size and functionality of the equipment in the field at each site and by reducing long feeder cables between the RF front end and the antenna. The pool of BBUs also provides opportunities to implement reconfigurability and a reduction in operational expenditure (Op-Ex) from centralization and consolidation of equipment. It has also been argued that this type of connectivity is key in supporting advanced co-processing functions such as Heterogeneous Networks (HetNets) [6] and Cooperative Multi-Point (CoMP) [7] which are hotly tipped to be fundamental features of next generation wireless networks. The main difference between the current C-RAN systems, such as Alcatel-Lucent's LightRadio [2] and Nokia-Siemens Networks' Liquid Radio [3] and typical radio-over-fiber implementations, is that the link between the RAU and the centralized pool of BBUs is a digitized version of the RF signal. In such systems the backhaul makes use of baseband digital channels, such as Ethernet, to transport the downconverted and oversampled baseband I and Q streams using one of the two main standards; Common Public Radio Interface (CPRI) [4] or Open Base Station Architecture Initiative (OBSAI) [5] . These create a high reliability connection between the Radio Equipment Control (REC) in the central office and the Radio Equipment (RE) at the base-station specifying performance parameters and electrical interfaces. Figure 1 , shows the key differences between the architectures of a traditional basestation and the distributed antenna variants based on Digital-RoF and Analogue-RoF.
II. REQUIREMENT OF WIRELESS BACKHAUL

A. Capacity requirements
For baseband transport of processed data from a wireless base-station the total capacity requirement is simply the sum of the total user data available at the cell-site once all available channels are considered and including all sectors plus the control and signaling over head. For a UMTS eNodeB this will be of the order of Mbit/s, whereas for LTE it may reach a few hundred Mbit/s This has allowed both point-to-point microwave links, leased lines or fiber to be viable options.
The CPRI specification requires both high-speed and lowlatency backhaul links, leading many to suggest that fiber is the only viable option. In the downlink, the RRH/RAU consists of basic RF processing (amplification, filtering and gain control) followed by down-conversion, digitization and multiplexing of channels (i.e. for MIMO or sectoring). It specifies line rates that are multiples (1,2,4,5,8,10,16) of 614.4 Mbit/s [4] .
Detailed knowledge of the radio channels used is required to accurately calculate the capacity required with 1Gbit/s per Antenna-Carrier (AxC) being quoted as a rule of thumb figure [6] for a current LTE implementation. Let's take the example of a single sector, LTE FDD cell-site with 2 transmit and 2 receive antennas, 20 MHz total bandwidth, 16-bit sampling, 2 times oversampling and 20% overhead. The CPRI defined line bit-rate required would be 4.9152 Gbit/s. This is required with a maximum bit error rate of 10 -12 (ideally without needing forward error correction), sub ms round trip delay and delay jitter in the range of 10's of ns. Further analysis of the capacity requirements have suggested that expansion to 100MHz channels, which is expected in future systems, requires bit-rates in excess of 24 Gbit/s [8] . Some are even suggesting that if all the features of LTE-Advanced are enabled this may push the backhaul traffic requirement up to 100 Gbit/s per site [9] .
In contrast, analogue techniques offer the simplest basestation configuration, despite having limitations due to nonlinear fiber effects and difficulties in implementation management and control functionalities. Although there are multiplexing issues and challenges to integrate MIMO, they provide backhauling of considerably wider bandwidth channels using much lower bandwidth channels. There have been a number of examples of analogue transport of a wide variety of wireless standards, from early examples of W-CDMA (UMTS) [10] and WiMAX [11] to multiple wireless standards, i.e. LTE/WiMAX/UWB [12] .
B. Cooperative Multipoint (CoMP)
A new requirement of future wireless access is the need for high speed inter-base-station communications channels. These are required to provide low latency channels between basestations to enable co-processing operations. One examples is cooperative or coordinated multi-point (CoMP), which is a key component within LTE-Advanced networks. It uses intercell interference to extend single-cell MIMO techniques, such as multi-user (MU-MIMO), to multiple cells to significantly increase spectral efficiency [7] . This is particularly true at the cell-edge. To achieve these gains multi-cell, joint signal processing is required in both directions. In the uplink cooperative decoding is required between two cells, whereas in the downlink coordinated joint transmission is required from two base-stations (BSs). The gains that can be achieved have recently been demonstrated in field trials [13] but also the challenges of implementing such technologies. To achieve such physical layer cooperation, high-speed and delay sensitive communications channels between BSs are required.
III. INTEGRATING BACKHAUL AND OPTICAL ACCESSE NETWORKS
Integration of wireless transport into optical access networks has been considered with a number of projects including the European Union projects such as ACCORDANCE [14] where integrated wired and wireless standards are delivery over an OFDMA-PON, FIVER [12] which considered triple-play LTE, WiMAX, UWB as well as 60GHz, BONE [15] which covered a number of combinations including WiMAX, FUTON [16] demonstrating LTE and CoMP, e-Photon/One [17] trialling UMTS (3G) transport over GPON, as well as projects such as WiSePON [18] and others [19, 20] . Considering analogue transport methods, a number of issues are raised when radio-over-fiber channels are overlaid on baseband PON wavelengths. The most difficult of these is how to address the individual base-stations connected to the PON when the physical architecture is broadcast and select [21] . Solutions involved either wavelength or RF frequency mapping techniques to route wireless channels to specific end points. As only broad wavelength selective elements are available in most cases this requires additional optical infrastructure in the PON which is typically not desirable.
The use of PON for mobile backhaul of baseband data from traditional base-stations has been investigated [17, 22] and trialed for a number of current standards. Although the capacity requirements are well within the capabilities of PON, asymmetric delay characteristics [22] causes issues which, in EPON requires modification of the scheduler to prioritize backhaul traffic. To meet quality of service demands on availability, consideration must also be given to protection strategies [23] .
Due to the data rates required for Digital-RoF, discussed above, it seems unlikely that significant integration with operational E-PON (1 Gbit/s) or G-PON (2.5 Gbit/s) networks will occur as even a fairly small base-station will quickly use up the capacity available. The development of 10 Gbit/s PON systems in the NG-PON [24] and 10G-EPON standards [25] offer increased bandwidth better suited to supporting DigitalRoF. These new standards include the possibility of long-reach operation of up to 60km or 100km which will result in significant timing challenges due to increased delay. It has already been shown that the reach of standard WiFi transport over fiber is limited to less than 10km the inherent delay [26] . Although most cellular standards are more delay tolerant than WiFi, the introduction of techniques such as CoMP place much stricter requirements on delay and delay jitter.
Most recent studies have considered integration with Wavelength Division Multiplexed -Passive Optical Network (WDM-PON) architectures, where multiple wavelengths and wavelength selectivity already exist. WDM-PON is attractive, as it provides a substantial reduction in the amount of fibers used, while providing a number of high-bit-rate channels. For example, ultra-dense (UDWDM-PON) systems have proposed as many as 1000 wavelengths [27] with extensions now boosting each channel rate to 10Gbit/s [28] . Figure 2 shows how different PON architectures could be used to deliver wireless channels of both standard and WDM-PON architectures.
The generic set of options for multi-wavelength networks were demonstrated in [21] where systems where categorized depending on the method and degree of wavelength selectability they afforded. The use of a sub-set of the wavelengths, provides a basic backhaul functionality, however, the availability of a full-duplex, WDM overlays capable of delivering radio-over-fiber services coupled with a centralized pool of baseband processing units provides a degree of reconfigurability not currently available. This has the potential to allow capacity to be dynamically distributed to end points depending on user activity. Although, possible to some extent in digital-RoF systems, the ease of transporting broader bandwidths in analogue-RoF provide greater flexibility and ease of over provision to enable dynamic capacity allocation.
A large amount of the current academic research, however, is investigating the integration of current and emerging PON standards with millimeter wave techniques. These are typically in either the 60GHz un-licensed bands where around 7GHz of bandwidth is available or the bands at 70GHz, 80GHz or 90GHz, often termed the E-band, where 4.75GHz or 5GHz of bandwidth is available. These could be used for the wireless channel to the user, but will, more likely, be used as highbandwidth, short-reach backhaul from pico-cell sites to aggregation points where fiber drops are not cost effective. Data rates were achieved within the European IPHOBAC project of 12.5 Gbit/s wireless transmission over 50 m using a photonic wireless system operating in the 60 GHz band in 2008 [29] . This was followed in 2009 by a world record 27 Gbit/s wireless transmission within in the 60 GHz band using a photonic wireless system and a 16-QAM OFDM modulation format with a spectral efficiency close to 4 bit/s/Hz [30] .
CONCLUSIONS
The concept of simple, remote antenna units, which has been championed by the radio-over-fiber community for many years, is now becoming a reality and a key component of the next generation of wireless networks. However, transport of digitized RF pervades over analogue techniques typically favored by proponents of RoF. Although digital transmission removes linearity issues in the optical devices and simplifies some control and management functions, the data-rates required quickly become excessive. In addition, they do not enable the flexibility and dynamic capacity allocation potential of analogue techniques. With the development of WDM-PON technologies the ability to overlay multiple channels, mixing baseband and RF transmission becomes possible without upgrades to the optical infrastructure. This provides great opportunity for RoF techniques to see wide-spread deployment beyond the niche applications in which they are more typically found, if a compelling and well evidenced case for their additional benefits can be made.
