A proof of Fulkerson's characterization of permutation matrices  by Cruse, Allan B.
A Proof of Fulkerson’s Characterization of Permutation Matrices 
Allan B. Cruse 
Mathematics Department 
University of San Francisco 
San Francisco, California 94117 
Recommended by R. Brualdi 
ABSTRACT 
A method is described for obtaining the facets of certain convex polyhedra from 
the optimal solutions to a related linear programming problem. This approach 
provides a direct proof, via the duality principle, for a result of D. R. Fulkerson, and 
leads to a class of readily constructible examples of the so-called “blocking pairs” of 
polyhedra introduced by Fulkerson in [6]. 
INTRODUCTION 
We consider the (unbounded) convex polyhedron A, consisting of all real 
n X 12 matrices X = (xii) for which the following linear inequalities hold: 
xii > 0 foralli,jE{1,2 ,..., fl} (I4 
forallZ,J~{1,2 ,..., 7z}. (1.2) 
As a consequence of his theory of blocking polyhedra, D. R. Fulkerson shows 
in [6] that the vertices, or extreme points, of this polyhedron are precisely 
the n x n permutation matrices. Our purpose here is to exhibit this result 
directly, as a corollary of the fundamental duality principle of linear pro- 
gramming. Because it provides a motivation for the source of the constraints 
(l.l)-(1.2), there is reason to hope that this sort of linear programming 
approach might aid in discovering the facets for other convex polyhedra 
which are generated by a class of vectors of special combinatorial interest. 
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DOUBLY STOCHASTIC MATRICES 
An n X n matrix of non-negative real numbers is called doubly stochustic 
if the sum of its entries in each row and in each column is equal to 1. The 
simplest examples are the permutation matrices, and it is a celebrated result 
of G. Birkhoff [I] that every doubly stochastic matrix can be obtained as a 
“weighted average” of the permutation matrices. Geometrically this means 
that the set of all doubly stochastic n X 71 matrices, regarded as “points” in 
n2-dimensional Euclidean space, forms a bounded convex polyhedron having 
the permutation matrices as its only vertices. (Various further results and 
problems concerning doubly stochastic matrices are discussed in the interest- 
ing survey paper by L. Mirsky [15].) 
FULKERSON’S THEOREM 
The theorem of Fulkerson considered in this paper deals with a different 
polyhedron which also has the permutation matrices as its vertices. The 
facets of this latter polyhedron are described by certain of the inequalities 
(l.l)-( 1.2) which Fulkerson employed in studying the combinatorial problem 
of determining the maximum number of disjoint permutations contained in a 
matrix of zeros and ones [5]. Here we use standard facts from linear 
programming to show that each matrix X satisfying (l.l)-(1.2) can be written 
as 
x=s+lv, 
where S is a doubly stochastic matrix and N is a matrix with non-negative 
entries. It then follows, by the theorem of Birkhoff already mentioned, that 
X is extremal in A, only if S is a permutation matrix and N is zero in all its 
entries. 
The idea of obtaining Fulkerson’s theorem from this decomposition, via 
an appeal to Birkhoffs result, appears also as the basis for a “constructive” 
argument given in [16], though that argument turns out to be incorrect.’ 
Nevertheless [16] remains a useful reference on the question of which 
constraints among (1. I)-( 1.2) d escribe facets of the polyhedron A,,. 
DUAL LINEAR PROGRAMS 
In the argument which follows we shall employ the so-called duality 
principle of linear programming. Complete discussions of this principle may 
be found in [17] or [18] and elsewhere. The version needed for our purposes 
‘Following my query about an apparent gap in the inductive step, a counterexample was 
found and communicated to me by P. E. O’Neil. 
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relates the following pair of optimization problems built out of the same 
data, namely, a p X q matrix A = (u,J, a p-vector B = (bJ, and a q-vector 
C=(q): 
Maximum problem 
Maximize 5 cixl 
j=l 
Minimum problem 
Minimize 5 b,y, 
i=l 
subject to subject to 
f: uiiyiici (j=l,...,q) 
i=l 
yi GO (i=l,...,p) 
The duality principle asserts that, if the maximum problem is solvable, then 
the minimum problem is solvable also, and the constrained maximum of 
IZ cixi equals the constrained minimum of 2 bi yi? With these remarks in the 
background we proceed to our proof of Fulkerson’s theorem. 
PROOF OF FULKERSON’S THEOREM 
Assume X = (xii) belongs to the convex polyhedron A,, and consider the 
associated linear programming problem: 
Maximize z = 2 5 sii 
i=l f=l 
subject to the constraints 
0 < sii < xii foralli,j=1,2 ,..., n (24 
n 
x sii < 1 forallj=l,2,...,n (2.2) 
i=l 
5 sii < 1 
j=l 
foralli=l,2 ,..., n. (2.3) 
These constraints have at least one feasible solution (e.g., the zero matrix) 
2Furthermore, in case the matrix A happens to be totally unimodular (i.e., every square 
submatrix of A has its determinant equal to 0, + 1, or - l), then in both problems the optimal 
value of the objective function will be attained at an integral lattice point if the given vectors I3 
and C consist of integral entries (see [lo]). 
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because X is non-negative by (1.1); and since the set of feasible solutions is 
evidently closed and bounded, an optimal solution must exist. Indeed, by 
adding the inequalities (2.3) for i = 1,2,. . . , n, we see that maxz < n. Let us 
show that in fact maxz= n. 
Consider the following minimum problem (which is the dual of the 
maximum problem above): 
Minimize y = 2 ui + 2 oi+ 5 i xiiwii 
i=l i=l i=l i=l 
subject to the constraints 
Ui > 0, vi > 0, wii > 0 for i,i=l,...,n (34 
Ui + vj + wii > 1 fori,j=l,2 ,..., n. (3.2) 
By the fundamental duality principle for linear programming, we must have 
min y = maxz. Let us show that min y < n is impossible. 
It is well known that, in any linear programming problem, the optimum 
value of the objective function (if it exists) is attained at an extreme point of 
the convex set of feasible solutions [17, 181. For the convex polyhedron 
defined by (3.1)-(3.2), th e extreme points are particularly easy to describe. 
LEMMA. Each extreme point of the convex set &fined by (3.1)-(3.2) is a 
vector composed entirely of zeros and ones. 
Proof of lemma. It is evident that a vector satisfying (3.1)-(3.2) cannot 
be extremal if it contains any entries larger than 1, since all such entries may 
be either increased or decreased by a small amount without violating any of 
the constraints (3.1)-(3.2). It remains to show that a vector satisfying 
(3.1)-(3.2) cannot be extremal unless it is composed entirely of integers. But 
this fact follows at once from a theorem of Hoffman and Kruskal [lo], since 
the constraints (3.1)-(3.2) have the so-called “unimodular” property (see [9]), 
Alternatively, a direct argument inspired by Hoffman and Kuhn [ll] may be 
given as follows. 
Suppose (ui, vi, wii) is a vector satisfying (3.1)-(3.2) but contains some 
non-integral entries. Then for e # 0 let (u,l, vi’, wz!Je be the vector defined by 
if ui is an integer, 
otherwise, 
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u; = 4 
if uj is an integer, 
ui - e otherwise, 
Wii = wij 
if wii is an integer, 
wii+(Ui-U;)+(ui-u;) otherwise. 
Evidently both (~i,u,C, w,\,, and (I+!,$, w$)-’ will satisfy (3.1)-(3.2) for a 
sufficiently small choice of e > 0, since the sum of three numbers cannot be 
an integer if exactly one of them is non-integral. Now since (ui, 4, wii) can be 
written as 
(Ui,Uj’Wii) = +(u(,u;,w;i)e+ &h;,w;j)-e, 
we see that the vector ( ui, uj, wii) was not extremal, which proves the lemma. 
n 
Now, resuming the main argument, suppose we had min y < n. Then there 
would exist an optimal (0, 1)-vector (ui,uj, wij) satisfying (3.1)-(3.2) with 
y= iglui+ 5 ui+ 5 2 xirwii<n. 
i=l i=l /cl 
(3.3) 
Letting Z denote the set of indices i for which ui = 0, and J the set of indices 1 
for which ui =O, we observe that (3.2) implies wii = 1 whenever i E Z and 
j E J, while optimality implies that wii = 0 whenever i E Z or j @? J. Thus (3.3) 
may be rewritten as 
which is inconsistent with our assumption that X belongs to A, and thus 
satisfies (1.2). This contradiction shows that min y {n, and so we have 
n>maxz=miny>n. 
Having established the existence of an n X n matrix S = (sit) satisfying 
(2-l)-(2.3) with Zl_ ,Z? ,_ rsii = n, it remains only to observe that this S must 
necessarily be doubly stochastic. For if any one of the constraints (2.2) or 
(2.3) held for S as a strict inequality, then addition of all constraints (2.2) or 
(2.3) would yield the inequality Zy, rZ;_ rsii < n, contradicting the choice of 
S. Thus we obtain the desired decomposition of X as 
x=s+Ar, 
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where S is doubly-stochastic and N is the n X YI matrix whose (i, j)th entry is 
the non-negative number xii - sii. n 
We remark that, as a consequence of the Hoffman-Kruskal theorem in 
[lo] and the “unimodular” property of the constraints (2.1)-(2.3), we obtain 
also the following 
COROLLARY. If X is a matrix of integers lying in the polyhedron A,,, 
then X can be written as X= P+ N, where P is a permutation matrix and N 
contains non-negative integral entries. 
Alternatively, this corollary can be given a direct proof by adapting the 
method of Watkins and Merris in [19]. 
A MORE GENERAL 
DECOMPOSITION CRITERION 
The approach taken in the preceeding argument may be followed in a 
more general setting.3 Let R = (ri) be any m-vector, and S = (sj) any n-vector, 
composed of non-negative numbers satisfying the “compatibility” condition: 
r,+r,+ . . . +r,=s,+s,+..- +s,=t, (4.1) 
and let %(R, S) denote the convex set of all real m X n matrices A = (ail) for 
which the following relations hold: 
uii > 0 for i=l ,..., m and i=l,,.., n, (4.2) 
2 aii=si fori=l,2 ,..., n, (4.3) 
i=l 
i aii=ri fori=1,2 ,..., m. 
j=l 
Such classes %(R, S) arise in connection with the transportation problem (see 
[ 181) and have been the subject of recent combinatorial studies by Jurkat and 
Ryser [12] and Klee and Witzgall 1141. In particular, Jurkat and Ryser 
characterize the extremal matrices in the class W(R, S) by giving an inductive 
procedure for their construction. By generalizing our proof of Fulkerson’s 
theorem in an obvious way, we obtain the following decomposition criterion: 
3Also studied, with different techniques, by Fulkerson and Weinberger in [S]. 
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THEOREM. An m X n matrix X = (xii) can be written as X = A + N, where 
A belongs to the class %(R,S) and N is non-negative, if and only if X 
satisfies the inequalities 
xii > 0 for i E { 1,. . . , m} andiE{l,...,n}, 
2 2 Xji_izlri+ jzJsi-t for~~{l,...,m}andJ~{I,...~n}. (5.2) 
iEI iEJ 
Here again unimodularity can be invoked to yield a strictly integral 
version of this same theorem. Note also that this theorem, taken in conjunc- 
tion with the Jurkat-Ryser construction for the extreme points of Z(R,S), 
yields an infinite class of readily constructible examples of the “blocking 
pairs” of polyhedra considered by Fulkerson in [6, 71. 
CONCLUDING REMARKS 
While the unimodularity of the constraint set (3.1)-(3.2) was a fortuitous 
aspect of the particular problem we chose to examine, it is by no means an 
essential feature of the mode of argument we have employed. A full 
knowledge of the optimal solutions in the dual problem constrained by 
(3.1)-(3.2) was all we really needed to insure that the constraint set (l.l)- 
(1.2) included every facet of the (unbounded) polyhedron generated by the 
set of n x n permutation matrices. The unimodular property merely facili- 
tated our characterization of the extremal vectors in the dual problem 
mentioned (and thereby simplified our exposition of this general approach). 
But there remain still other classes of stochastic matrices of keen com- 
binatorial interest, such as the multi-dimensioal matrices studied in [3, 4, 131, 
or the symmetric permutation matrices discussed in [2], for which the 
corresponding constraint sets do not enjoy the unimodular property, and for 
which the extremal solutions to the associated dual problems are therefore 
more difficult to describe. Nevertheless, a list of facets for the unbounded 
polyhedra these matrices generate could, in principle, be obtained in the 
manner indicated here, by fully solving a related dual problem. [The referee 
points out that the two decomposition theorems proved can be readily 
deduced from the symmetric supply-demand theorem of network flow 
theory (L. R. Ford, Jr. and D. R. Fulkerson, Flows in Networks, Princeton U. 
P., 1962, Theorem 2.1).] 
I am indebted to D. R. Fulkerson and to P. E. O’Neil, each of whom read 
an early version of this manuscript and offered helpful suggestions. I also 
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