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Summary. Modern disease mapping uses high resolution environmental and socioeco-
nomic data as covariates, or ‘features’, within a geostatistical framework to improve pre-
dictions of disease risk. Feature selection is an important step in building these models,
helping to reduce overfitting and computational complexity, and to improve model inter-
pretability. Selecting features that have a causal relationship with the response variable
(not just an association) could potentially improve predictions and generalisability, but iden-
tifying these causal features from non-interventional, spatiotemporal data is a challenging
problem. Here we apply a causal inference algorithm—the PC algorithm with spatiotem-
poral prewhitening and nonparametric independence tests—to explore the performance of
causal feature selection for predicting malaria incidence in Madagascar. This case study
reveals a clear advantage for the causal feature selection approach with respect to the out-
of-sample predictive accuracy of forward temporal forecasting, but not for spatiotemporal
interpolation, in comparison with no feature selection and LASSO feature selection.
1. Introduction
Spatial mapping of malaria risk is an important public health tool, facilitating the effi-
cient allocation of limited resources and the precision targeting of interventions (Elliot
et al., 2000; Lawson et al., 1999; Drake et al., 2017). While maps produced to-date have
typically focussed on annual summaries of risk (e.g. Bhatt et al. 2015), there is increasing
interest in making predictions at higher temporal resolutions (Colborn et al., 2018; Had-
dawy et al., 2018; Nguyen et al., 2019). Monthly or weekly risk maps have the potential
to improve the timing of control strategies which rely on knowledge of seasonal trends
in transmission, such as indoor residual spraying and seasonal chemoprevention (Griffin
et al., 2016; Landier et al., 2018), and to aid in real-time prediction of outbreaks for
malaria early warning systems (Girond et al., 2017; Minakawa et al., 2018; Pan et al.,
2018; Tompkins et al., 2018).
Modern disease mapping methods combine disease surveillance data with covariate in-
formation (including satellite image products, weather station-derived inputs and travel
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time surfaces (Weiss et al., 2018)) reflecting both the natural and built environments
to produce smooth, high resolution risk maps within a probabilistic framework (Bhatt
et al., 2013, 2015; Gething et al., 2016; Kang et al., 2018). Due to the wealth of prod-
ucts available as potential covariates some form of feature selection is important to avoid
overfitting and improve predictive performance. Feature selection is particularly chal-
lenging when mapping at higher temporal resolutions, as the possibility of including
each product at a number of time lags can result in a large number of often highly corre-
lated features to choose from. Substantial variations observed in the seasonal pattern of
malaria transmission, even in nearby locations (Singh et al., 2000) or year-to-year in the
same locations (Reiner et al., 2015), suggest a complex system of interactions between
environmental variables, socioeconomic factors and disease risk. As model flexibility is
increased to capture these dynamics, the potential for overfitting to chance associations
between features and response data is expected to grow, motivating interest in effective
feature selection procedures.
Classical feature selection procedures aim to maximise model fit or predictive per-
formance with respect to the observed data—as measured, for example, through cross-
validation-based metrics or information criteria—while penalising the size of the feature
set; typically retaining features with large associations with the response variable or those
that are strong predictors within the model framework (Guyon and Elisseeff, 2003; Liu
and Motoda, 2007). In contrast, causal feature selection methods (Guyon et al., 2007)
aim to select features that have a direct causal relationship to the response variable even
if the association is comparatively weak, excluding features that are only associated with
the response variable due to common causes or through mediating variables.
Causal feature selection has been applied to several real-world datasets across diverse
application areas including photo-voltaic cell engineering, financial time series forecast-
ing, and medical prognosis, with mixed results: improvements in predictive accuracy
over non-causal feature selection approaches in some cases (Hmamouche et al., 2017;
Sun et al., 2015; Zhang et al., 2014), but not others (Cawley, 2008). Many causal in-
ference algorithms depend on conditional and unconditional independence tests (Spirtes
et al., 2000), but the most commonly-used independence tests require strong assumptions
(such as joint normality) which may not hold true when using spatiotemporal environ-
mental and epidemiological data. Here we apply spatiotemporal prewhitening (Flaxman
et al., 2016) and independence tests based on the theory of kernel embeddings (Muan-
det et al., 2017) within the PC algorithm for graph discovery (Spirtes and Meek, 1995;
Spirtes et al., 2000) to perform nonparametric causal feature selection in an explicit
spatiotemporal setting. These features are used in a Bayesian hierarchical model for
predicting malaria incidence in Madagascar, and the results compared to those from the
same model fit without feature selection and with LASSO feature selection (a common
non-causal method; Tibshirani 1996; Park and Casella 2008).
1.1. Malaria risk mapping
Visualisation of raw epidemiological and/or entomological data (e.g. health facility case
numbers or prevalence of malaria from health surveys) is an important first step in
characterising spatiotemporal patterns in malaria risk for a given area, but these data
may suffer biases and incompleteness due to low treatment-seeking rates and incomplete
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record keeping (amongst other factors). Relying on raw data is also problematic in
pre-elimination settings, where the low transmission rates lead to a very noisy sampling
distribution for standard malaria metrics. Modern disease mapping uses a formal statis-
tical framework combining random field models with high resolution covariate data to
achieve spatial smoothing and interpolation of raw data (Ribeiro Jr et al., 2001; Diggle
et al., 2013; Bhatt et al., 2013; Shearer et al., 2016; Gething et al., 2011; Bhatt et al.,
2015). These maps are used for allocation of resources, both on a global and local scale,
and for precision targeting of interventions (World Health Organization, 2019).
1.2. Malaria in Madagascar
Malaria is a major public health problem in Madagascar with an estimated 2.16 million
cases occurring in 2018 (World Health Organization, 2019). After a large reduction be-
tween 2000 and 2010, reported case numbers have been steadily increasing. Although
perhaps partly due to improvements in access to rapid diagnostic capabilities, these data
are nevertheless believed to reflect in some part a genuine increase of malaria transmis-
sion in the country (Howes et al., 2016). This increase in reported confirmed cases is
corroborated by community-based infection prevalence data from community health sur-
veys (Kang et al., 2018). In the medium and high transmission zones of Madagascar
the clinical incidence rate typically follows a seasonal pattern peaking in April-May, al-
though an earlier February peak has been observed in some places. Annual trends are
less consistent in low transmission areas where instead temporal variation displays an
outbreak dynamic (Howes et al., 2016; Randrianasolo et al., 2010), with unusual climatic
events and changes in intervention coverage as key risk factors (Kesteman et al., 2016).
The dominant species of malaria parasite on the island is Plasmodium falciparum, al-
though Plasmodium vivax is also endemic in some areas (Howes et al., 2018; Kesteman
et al., 2014).
1.3. Causal feature selection
It is well known that an association between two variables X and Y in observational data
does not necessarily imply a causal effect (“correlation does not equal causation”) due
to the possible existence of confounding variables (that is, other variables which have a
causal effect on both X and Y ). Part or all of the observed relationship between X and
Y could be due to these common causes. The best method for discovering the causal
effect of a variable X on variable Y is through a randomised control trial (RCT), as the
randomisation removes any causes of X and therefore removes all confounding variables.
However, there are many situations in which RCTs are not possible (for example, when
investigating the causal effect of environmental variables) and instead only observational
data is available. Causal inference methods (e.g. Rubin 2005; Pearl 2009) aim to discover
causal relationships and effects from such ‘opportunistic’ or ‘retrospective’ data.
While understanding causality is not necessary for effective prediction in a purely ob-
servational setting, selecting features based on causal relationships might be desirable for
a number of reasons. Causal feature selection could produce much smaller feature sets
in situations where the response variable is correlated with many features but directly
caused by relatively few (Guyon et al., 2007). Smaller feature sets may reduce overfit-
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ting and allow for the use of more flexible models. The use of causal feature selection
could also improve the interpretability of predictive models, where it is often hoped that
structure of the fitted model is a reflection of the fundamental mechanistic properties of
the system (Guyon et al., 2007). Models built on causal feature sets may also be more
robust to common problems such as concept drift and covariate shift (Scho¨lkopf et al.,
2012) and therefore make more useful predictions further forward in time or in previ-
ously unobserved locations. Finally, nonparametric causal selection can be thought of
as a form of model-free feature selection and therefore may be used in combination with
‘over-parameterised’, machine learning-style models for which classical feature selection
methods may be unsuitable.
2. Methods
2.1. Data
Monthly malaria case data were available from the Madagascar National Malaria Control
Program (NMCP) between January 2013 and December 2016. These data represent
individuals who seek care at a health facility where a diagnosis of malaria is made and
where that case is then recorded and entered into the national surveillance system. Such
data are termed ‘passive’ case detection and rarely capture all malaria incidence in the
community, as some cases do not seek care or do so from informal or private providers.
These data do not differentiate by the species of malaria parasite causing the infection.
Data were available 3342 health facilities in Madagascar, of which 2131 were geolocated
and had catchment population estimates (NMCP, pers comm). Of these, complete case
data was available at 573 health facilities (available for each month from 2013-2016) and
a further 627 health facilities had mostly complete data (missing fewer than 3 months).
Subsets of the health facilities with complete data were used as training data for the
models while the remaining facilities with complete data and those with mostly complete
data were used as testing locations. The locations of these health facilities are shown
in Fig. 1. Models were fit with one year of case data at training locations and monthly
incidence rate predictions were then made for the following two years at both training
and testing locations.
The covariate products gathered to assist with probabilistic interpolation and fore-
casting of the case data are summarised in Table 1. Covariates used were dynamic and
were included at 0, 1, 2, and 3 month time lags to allow covariate selection to identify
the optimal variables and time lags to include in the final model. All of these variables
are commonly used in malaria risk mapping and have putative causal connections to
malaria incidence, however the relative importance of these factors in any given location
and the exact time scales on which they act is not necessarily known.
2.2. Hierarchical Bayesian Model
The malaria case numbers reported by health facilities, i = 1, . . . , N , in months, t =
1, . . . ,M , are modelled here as realizations of Poisson random variables with means,
µit = λit × pi, formed as the product of the local case rate, λit, with the size of the
catchment population of the corresponding health facility, pi. The latter being supplied
as an additional datum by the Madagascar NMCP, which we treat for simplicity as
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Fig. 1. Locations of health facilities in Madagascar for which malaria case data were available
at monthly cadence between 2013 and 2016, with membership of either the training or testing
libraries of this study distinguished by plotting symbol.
if precisely known. Following the conventions of model-based geostatistics the local
incidence rate is modelled as the additive combination of a spatially autocorrelated noise
term, i, drawn from a Gaussian Process (GP) with Mate´rn kernel and some function,
f(·), of the given covariates, Xit, i.e.,
log λit = f(Xit) + i. (1)
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Table 1. List of covariates
Covariate Description Source
CHIRPS Climate Hazards Group Infrared Precipitation with
Station Data
CHIRPS (Funk et al., 2014)
LST day Daytime land surface temperature MODIS derivative (NASA
Earth Observations, 2017)
LST night Night-time land surface temperature MODIS derivative (NASA
Earth Observations, 2017)
TCB Tasselled cap brightness; measure of land reflectance MODIS derivative (NASA
Earth Data, 2017a)
EVI Enhanced vegetation index MODIS derivative (NASA
Earth Data, 2017b)
TSI Pf Temperature suitability index for P. falciparum MAP (Weiss et al., 2014)
TSI Pv Temperature suitability index for P. vivax MAP (Gething et al., 2011)
Two alternative forms of f(·) are considered in this study. The first is a linear combina-
tion of covariates,
f(Xit) = β0 + β
TXit (2)
where β0 ∈ R and β ∈ RK are model parameters (to be assigned suitable priors and
learned in the inference stage). The second form is a sum of univariate GPs in each
covariate,
f(Xit) = β0 +
K∑
l=1
GPl(Xit). (3)
where kernel of each GP, kl(·, ·), takes the squared exponential (or ‘radial basis function’)
form,
kl(x, y) = σ
2 exp
(
−(x− y)
2
2λ2l
)
. (4)
In this case the shared output scale, σ, and individual input scale-lengths, λ1, ..., λK ,
are model parameters. Compared to the linear version, the additive GP version allows
for a more flexible representation of the relationship between each covariate and the
log-incidence rate, though still being of limited complexity in ignoring interactions. A
normal prior was placed on log λl with mean scaling with the number of covariates
such that the prior correlation between points is roughly the same across feature sets of
difference sizes.
In each experiment, for each version of f(·), a year of case data at locations within
the training library was used for feature selection (if any) and to fit the model. Monthly
predictions of incidence rate were then made for the following two years at both training
and testing locations. This procedure was repeated for multiple training sets of different
sizes. The performance of the linear model was compared across causal feature selection,
LASSO selection and no selection, while the GP model was compared across causal
selection and no feature selection.
When studying data gathered through routine health surveillance systems it can of-
ten be difficult to accurately estimate the absolute normalisation of incidence rates due
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to uncertainties regarding treatment seeking propensities and numerous other factors,
even outside of a low resource setting (e.g. Ali et al. 2015). For this reason, we focus
in the subsequent analysis on a correlation-based performance metric designed to probe
the ability of these models to achieve relative risk stratification rather than one probing
absolute incidence rate estimation (e.g. root mean squared error; RMSE). In particular,
when examining the performance of spatiotemporal interpolation we calculate the av-
erage correlation between predicted and observed values over all months and locations
tested, and when assessing forward temporal forecasting we calculate the average of the
correlations between predicted and observed time series at each location tested (which
we term ‘mean local correlation’). For completeness, we also present RMSE diagnostics
in the supporting materials.
Both models were implemented in R (R Core Team, 2018). The linear model was fit
using the Template Model Builder package (Kristensen et al., 2016) and the GP model
was fit using the Reticulate package (Ushey et al., 2019) and Pytorch (Paszke et al.,
2019).
2.3. Causal feature selection
2.3.1. PC Algorithm
Causal inference algorithms aim to infer causal relationships between variables, as repre-
sented by directed acyclic graphs (DAGs), from purely observational data or a mixture of
observational and interventional data. These algorithms are typically either constraint-
based (Spirtes et al. 2000; such as the PC algorithm: Kalisch and Bu¨hlmann 2007;
Spirtes and Meek 1995), score-based (such as the Greedy Equivalence search algorithm:
Chickering 2002), or a combination of the two (Nandy et al., 2018; Tsamardinos et al.,
2006). We implemented the PC algorithm, which uses conditional independence testing,
to infer causal relationships from observational data only.
In the DAG representation of causality an edge, X → Y , implies that the variable,
X, is a cause of variable, Y . Given a DAG describing a system of random variables, the
Markov property states that a variable, X, is independent of any non-descendants given
its parents and therefore any DAG implies a series of conditional independence relations.
For example, the graph in Fig. 2 implies that X and Y are independent given Z, and in
fact this is the only independence relation given by the Markov property in this graph.
Conversely, a distribution is said to be faithful to a DAG if the only independence or
conditional independence relations present in the distribution are those implied by the
Markov property. For example, any distribution in which X ⊥⊥ Y , X ⊥⊥ Z or Y ⊥⊥ Z
would not be faithful to the DAG in Fig. 2.
By the Markov property and assuming faithfulness, the DAG describing a set of ran-
dom variables is constrained by the conditional independence relations between these
variables. Given joint observations of the variables, these constraints can be discov-
ered using conditional independence tests. The PC algorithm starts with a complete
undirected graph, equivalent to no independence relations between variables, and uses
conditional independence tests to recursively remove edges, returning as output an equiv-
alence class of DAGs that are compatible with the observed independence relations. This
algorithm runs in polynomial time when the true DAG is sparse (Kalisch and Bu¨hlmann,
2007) and is consistent given consistent independence tests (Spirtes et al., 2000).
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We applied the PC algorithm in two steps, first estimating the causal structure be-
tween the environmental variables at various time lags and subsequently estimating the
relationships between the environmental variables and malaria incidence. This meant
the observations used when discovering causal structure between environmental variables
were not limited to locations of observed health facilities and therefore this structure
could be learned with more confidence using data points from a greater number of loca-
tions. To perform this first step we implemented a standard order-independent variation
of the PC algorithm (Colombo and Maathuis, 2014). To perform the second step, we
began with the causal structure inferred between environmental variables and added a
node representing malaria incidence (with no time lag) which was connected to all other
nodes. We then applied a modified version of the PC algorithm to this graph in which
only pre-specified edges were tested and potentially removed, in our case the edges to be
tested were any edges with malaria incidence as a vertex. At each step the input graph
did not include edges that would imply causation backwards in time (e.g. rainfall with
a time lag of one month causing temperature with a time lag of two months) or malaria
having a causal effect on the environment (i.e. any directed edge from incidence to an
environmental variable).
Fig. 2. An example of a directed acyclic graph describing the causal relationships between
three random variables.
2.3.2. Nonparametric independence testing
The PC algorithm depends on the existence of appropriate independence and conditional
independence tests, however many common parametric tests make strong assumptions
about the underlying joint distribution of variables. For example, the χ2 test for par-
tial correlations assumes the variables are jointly normal. These assumptions may not
hold in practice as variables in disease mapping are often a mixture of types—discrete
(e.g. case numbers) and continuous (e.g. rainfall, temperature)—and are infrequently
normally distributed (and rarely jointly so). We therefore implemented nonparametric
independence and conditional independence tests based on the theory of kernel mean
embeddings (Muandet et al., 2017), which place fewer assumptions on the underlying
joint distribution of the variables.
Given an appropriate similarity measure (referred to as a ‘kernel function’), k : X ×
X → R, over a sample space, X , any given probability distribution, P , over the same
sample space can be embedded into a reproducing kernel Hilbert space via the mapping
P 7−→
∫
x∈X
k(x, ·) dP (x), (5)
and for a large class of kernel functions this map is injective (Muandet et al., 2017). A
number of independence tests and conditional independence tests have been developed
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using the idea of embedding both the joint and product of marginal distributions of
random variables, X and Y (possibly conditioned on a third variable Z for conditional
independence tests), and estimating the distance between these embeddings (Gretton
et al., 2008, 2005b; Jitkrittum et al., 2017; Zhang et al., 2012). For an injective em-
bedding this distance is zero if and only if X and Y are independent; hence, a null
hypothesis of independence can be rejected at a certain confidence if the estimated dis-
tance is sufficiently large. A permutation bootstrap can be used to approximate the
sampling distribution of this estimated distance measure under the null. The Hilbert
Schmidt Independence Criterion (HSIC) (Gretton et al., 2005a) is one such widely used
measure which maps both distributions to Hilbert Schmidt operators between Hilbert
spaces and estimates the Hilbert Schmidt norm between these operators.
We implemented a similar metric inspired by HSIC, the Finite Set Independence
Criterion (FSIC), introduced by Jitkrittum et al. (2017), which we summarise here.
Suppose we have random variables, X ∈ X ⊂ Rn and Y ∈ Y ⊂ Rm, where X , Y are
open sets, with marginal distributions, Px and Py, respectively and joint distribution,
Pxy. Let k : X × X → R and l : Y × Y → R be positive definite kernel functions. Also
let µx, µy and µxy be the embeddings of the distributions, Px, Py and Pxy, respectively,
i.e.,
µx =
∫
x∈X
k(x, ·) dPx(x) (6)
µy =
∫
y∈Y
l(y, ·) dPy(y) (7)
µxy =
∫
(x,y)∈X×Y
k(x, ·) l(y, ·) dPxy(x, y) (8)
and define µxµy(x, y) := µx(x)µy(y). Now µxµy and µxy can be thought of as smooth
functions and a distance measure between these functions is given by the mean squared
distance between these functions evaluated at J random test locations. This defines the
FSIC measure
FSIC2 =
1
J
J∑
i=1
[µxy(vi, wi)− µx(vi)µy(wi)]2
where {(vi, wi)}Ji=1 are the randomly chosen test locations. Jitkrittum et al. (2017) derive
a plug-in estimator for a normalised version of this criterion which can be computed in
linear time and show under some assumptions that an independence test based on this
normalised criterion is consistent. The assumption that X and Y are open sets restricts
the use of FSIC to continuous variables. When discrete variables are present, more
general measures could be used, such as HSIC, for which there exist approximations
which also run in linear time (Zhang et al., 2018).
To construct conditional independence tests, we applied the Regression with Subse-
quent Independence Test method proposed by Peters et al. (2014). In this method, given
random variables, X, Y and Z, a conditional independence test of X and Y given Z is
performed by first applying a Gaussian process regression of X on Z and Y on Z and
testing the residuals for independence, in our case using the FSIC as described above.
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Flaxman et al. (2016) show that this produces a consistent conditional independence
test.
2.3.3. Spatiotemporal prewhitening
In any spatiotemporal data there is likely to be spatiotemporal autocorrelation which
presents two problems for learning causal relationships. Firstly, spatial or temporal
structure can act as a confounder, inducing spurious associations between variables that
could be misinterpreted as causal relationships (Flaxman et al., 2016). Secondly, ob-
servations cannot be treated as independent and identically distributed, a fundamental
assumption in most, though not all (Zhang et al., 2009), independence tests, including
the FSIC.
We follow the prewhitening procedure suggested by Flaxman et al. (2016) in which a
geostatistical model is used to smooth each variable and remove spatiotemporal correla-
tion from observations, returning approximately independent and identically distributed
residuals which are then used as the inputs to the PC algorithm. We used Gaussian
process regression with a separable Gaussian process defined by a Mate´rn spatial kernel
in Kronecker product with linear exponential and circular exponential (Gneiting, 2013)
kernels for the temporal innovations, the latter being designed to capture both seasonal
and aseasonal trends.
2.3.4. Causal selection procedure
For each possible edge (equivalently for each possible directed causal relationship be-
tween any two variables), the output of the PC algorithm is binary, with this edge either
present or not present, and therefore the algorithm does not provide a measure of cer-
tainty about the presence or absence of a given edge. The algorithm may also be sensitive
to stochasticity in the hypothesis test procedure (due to the bootstrapping to obtain the
null hypothesis distribution) if there exist variables that are not clearly (conditionally)
dependent or independent of each other. This sensitivity will propagate through the
algorithm, as the removal of any edge influences which independence relationships are
tested in the following steps. To increase the stability of the algorithm and provide a
measure of certainty for each edge in the output, we repeatedly sampled 1000 observa-
tions from the available training set and applied the above approach of prewhitening
this data and then applying our two-step version of the PC algorithm. From the causal
graphs produced, a variable was then selected if it was a parent of the malaria incidence
in above a fixed proportion, λ > 0, of output graphs. The tuning parameter λ was cho-
sen through cross-validation within the training dataset. The causal selection procedure
was implemented in R and C++ using the Rcpp package (Eddelbuettel and Balamuta,
2017).
2.4. LASSO selection
Classical LASSO regularisation (Tibshirani, 1996) finds coefficients β = (β1, ..., βK) of a
linear model that minimize squared error while subject to a constraint on the L1-norm
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of this vector
K∑
i=1
|βi| < t, (9)
equivalent to adding a term, λ
∑
i |βi|, to the loss function to be minimised. Here λ
and t are positive tuning parameters controlling the level of regularisation, with a larger
λ or smaller t corresponding to stronger regularisation. The geometry of the L1-norm
makes it more likely that small coefficient values will be shrunk to zero (compared to, for
example, ridge regression which penalises the L2-norm of the coefficient values) which
invites use of the LASSO as a tool for dichotomous variable selection.
In a Bayesian setting the Bayesian LASSO (Park and Casella, 2008) can be used,
which places a Laplace prior with mean zero on each coefficient. The scale parameter
of the Laplace prior corresponds to the tuning parameter λ in the classical LASSO,
controlling the level of shrinkage. To use the LASSO for covariate selection, the model
was fit using the Bayesian LASSO at varying levels of shrinkage and covariates were
selected if the magnitude of their coefficients exceeded a fixed threshold. The optimal
level of shrinkage and threshold value were chosen through cross validation within the
training dataset.
3. Results
3.1. Linear model
The performance of the linear model under causal feature selection, LASSO feature
selection, and no feature selection is shown with respect to overall correlation between
the predicted and observed incidence rates in Fig. 3 and with respect to mean local
correlation in Fig. 4. Each point represents an iteration of the model fit from a specific
time point with a randomly selected training set of the specified size, and the correlations
are in each instance computed only on members of the testing library (i.e., ‘genuine hold-
outs’ from the fitting process). Recall from Section 2.2 that the overall correlation—the
average correlation between predicted and observed values over all months and locations
tested—is an indicator of model performance in the spatiotemporal interpolation of
risk patterns, while the local correlation—the mean of correlations between observed
and predicted time series at each location for the subsequent two years given a year of
data—is an indicator of model performance in temporal forecasting of risk patterns. As
there was no temporal component in the noise term in this model, the temporal structure
was only informed by the covariates.
The overall correlation (spatiotemporal interpolation accuracy) between predicted
and observed incidence rates was generally very similar for all selection methods. Com-
pared to both no feature selection and LASSO feature selection, the correlation was often
slightly higher when causal selection was used, but there were a small set of iterations
for which using all features or LASSO feature sets was significantly better. These tended
to be the iterations of the model fit to the first year of data (from January 2013) with
different training set sizes, for which the causal feature sets were particularly small, con-
taining only Rainfall at all time lags and vegetation at a three month lag. In contrast,
LASSO selection focused on temperature suitability for P. vivax transmission for these
12 R. Arambepola, P. Gething and E. Cameron
iterations, suggesting this variable aided prediction in the linear setting. Results for
the mean local correlation (temporal forecasting) under the linear model more strongly
favour causal feature selection, which performed much better than no feature selection
in an overwhelming majority of instances, and much better than LASSO selection in a
clear majority of instances.
Worth noting is that in the case of overall correlation (spatiotemporal interpolation
accuracy) there was a clear improvement in performance of all models as the number of
locations in the training set increased. This trend appears to be driven by the more ac-
curate predictions for locations in the training set but does not reflect better predictions
in the unobserved locations (testing set) as the relative size of the training set increased.
We can see this in Figs 9 and 10 of the on-line supporting materials, where there is no
clear relationship between training set size and overall correlation when restricted to
only points in either the training set or the testing set (although the very lowest values
were from the smallest training sets).
LASSO and causal selection generally selected very different feature sets (see Fig. 5),
so similar overall correlation values suggest that the features had only a limited ability
to inform the model’s ability to predict spatial structure and most of this structure
likely came from the spatially correlated noise component of the model. The predictive
error of the model under different selection methods is shown in Fig. 11 of the supporting
materials. This was not a metric used during either causal or LASSO selection but shows
similar results to overall correlation, showing a small improvement in performance in the
majority of cases under causal selection, compared to LASSO selection or no selection,
but a small set of iterations for which causal selection performed worse.
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Fig. 3. Comparison of overall correlation between observed and predicted incidence rate from
the linear model using causal selection and no selection (left) and LASSO selection (right).
The frequency of selection of each feature by causal and LASSO selection is shown in
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Fig. 5. Relative frequency of selection of each feature using LASSO selection (left) and causal
selection (right) in the linear model.
Fig. 5. In general the causal feature sets were larger than those selected by LASSO, with
an average size of 10.2 and 5.8 respectively. LASSO selection was also more consistent,
selecting 13 distinct features across all iterations compared to 21 when causal selection
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was used out of a total of 28. Causal selection placed a greater importance on rainfall,
a biologically plausible cause of malaria risk, although it largely did not distinguish be-
tween rainfall at different time lags. LASSO selection only selected rainfall with a one
month time lag but selected this feature less often than causal selection. Causal selection
also placed importance on temperature suitability for P. falciparum transmission, with
greatest importance at a one month lag, while LASSO selection generally selected tem-
perature suitability for P. vivax transmission. Both of these species exist in Madagascar
and it is likely that both selection methods had trouble distinguishing between these
two similar variables. Temperature suitability for P. vivax may have had a more linear
relationship with log-incidence and therefore have been selected by the LASSO, while
temperature suitability for P. falciparum may have been preferred in the non-parametric
causal selection as it is the dominant species in the country.
Fig. 6 shows the values of the coefficients for each feature across different iterations
using no feature selection and (where selected) causal and LASSO selection. Across dif-
ferent iterations there was generally more variation in the size and sign of the coefficients
for each feature when no feature selection was used. With causal and LASSO selection,
there was generally more consistency in the sign of the coefficient for the features se-
lected, although rainfall with two and three month time lags with causal selection was an
exception to this. However, across the three methods there were generally similar coeffi-
cient values where the same features were selected. One exception to this is temperature
suitability of P. falciparum at various time lags, which had a negative coefficient in many
iterations when no selection was used but a positive coefficient with causal selection.
3.2. Gaussian process model
The performance of the GP model using causal selection and no selection is shown in
Fig. 7. As with the linear model, there was little difference in the overall correlation
between causal selection and no selection. However, unlike in the linear model, we
do not observe iterations in which using all features was significantly better than the
causal feature sets. This may be because the causal feature selection procedure, which
was largely non-parametric, selected some covariates that had a non-linear relationship
with incidence and therefore these feature sets performed worse in the linear model but
comparably in the more flexible GP model.
The local correlation shows a similar pattern to the linear model, with causal selection
usually performing better than using all features. Again, this suggests that using smaller
causal feature sets improves the ability of the model to predict temporal patterns in risk.
Fig. 8 shows the frequency of selection of each feature by the causal feature selection
method. These were very similar to when causal feature selection was used in the linear
model as the causal selection procedure is largely model-free, only using the model in the
last step. As with the linear model, RMSE was not a metric that was used in the causal
selection procedure but is shown in Fig. 16 of the supporting materials. In this model,
the error is generally slightly higher when causal selection is used, with the greatest
difference when the training set size is small where the error is high for both causal
selection and no selection.
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4. Conclusion
We have shown that using the PC algorithm with non-parametric independence tests
for causal feature selection is feasible for the kind of feature selection problems encoun-
tered in spatiotemporal disease mapping. The use of spatiotemporal prewhitening and
kernel independence tests with linear complexity allow these methods to be applied to
datasets with varied types of variables, spatiotemporal structure and large numbers of
observations. In settings where the number of potential features is much greater than
we have used here, applying the PC algorithm, which is exponential in complexity in the
worst case, may not be possible. In these cases the general framework presented here
could be used but with prewhitening and nonparametric tests used in combination with
alternative causal discovery algorithms (Tsamardinos et al., 2003; Aliferis et al., 2003).
Within the Bayesian models we tested, causal feature selection showed similar perfor-
mance to LASSO selection and no feature selection in terms of learning spatial patterns
but improved performance for learning and predicting temporal patterns in malaria risk.
The causal selection method we have used here is largely model-independent and could
be made completely model-independent with an alternative method of choosing the tun-
ing parameter λ, for example based on feature set size or background knowledge. This
may be particularly useful for more complex, machine learning-style models where clas-
sical feature selection methods may not be suitable and where model evaluation (for
example, to obtain cross-validation metrics for feature selection) may be expensive.
Although in this case causal feature selection did not uniformly outperform existing
methods, there is also an appeal in having a fundamentally different approach of feature
selection that performs comparably and can be used in combination with existing selec-
tion methods. For example, causal feature selection could be applied to investigate the
robustness of existing methods.
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Fig. 9. Comparison of overall correlation from the linear model using causal selection and no
selection (left) and LASSO selection (right) in locations observed during model fit.
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Fig. 10. Comparison of overall correlation from the linear model using causal selection and no
selection (left) and LASSO selection (right) in locations not observed during model fit.
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Fig. 11. Comparison of predictive error from the linear model using causal selection and no
selection (left) and LASSO selection (right).
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Fig. 12. Comparison of local correlation from the linear model using causal selection and no
selection (left) and LASSO selection (right) in locations observed during model fit.
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Fig. 13. Comparison of local correlation from the linear model using causal selection and no
selection (left) and LASSO selection (right) in locations observed during model fit.
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Fig. 14. Comparison of overall correlation (left) and local correlation (right) from the GP model
using causal selection and no selection in locations observed during model fit.
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Fig. 15. Comparison of overall correlation (left) and local correlation (right) from the GP model
using causal selection and no selection in locations not observed during model fit.
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Fig. 16. Comparison of predictive error from the GP model using causal selection and no
selection.
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Fig. 17. Comparison of catchment populations from data and implied by a 25 km2 catchment
area. No correction has been made for overlapping areas which explains some of the high
implied catchment populations, especially in population-dense regions where health facilities
are closer together.
