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It is well known that in the pulse-compression radar theory, the sidelobe reduction using synthesis of some proper nonlinear FM
(NLFM) laws represents a major research direction. In order to assure the sidelobe suppression, the main objective of this paper is
topresentanadequatesynthesisalgorithmofNLFMsignalsbasedonstationaryphaseprinciple.Theachievedexperimentalresults
confirmasignificantsidelobereduction(i.e.,morethan−40dB)withoutnecessitytoapplysomeweightingtechniques.Inaddition,
the analysis of the synthesized NLFM laws by ambiguity function tool is also discussed.
1. Introduction
According to the literature [1, 2], it is well known that the
signal (pulse-) compression techniques are used inside of all
modern radar systems to increase the range resolution with-
out havingto increasethe peak transmitpower. Whereby the
range resolution is inverse proportional with the frequency
band of the scanning signals, in the last period of time, in
radar system theory, a lot of suitable wideband signals (e.g.,
shortradiopulse,signalswithdiscretefrequencymodulation,
signals with LFM or NLFM, unsinusoidal signals, etc.) were
designed and analyzed as performance level (e.g., using the
well-known ambiguity function tool).
Generally, one of the most important requests imposed
t ot h ew i d e b a n dr a d a rs i g n a l si st oa s s u r et h el o w e s tl e v e l
of the sidelobes assigned to the response of the compres-
sion (matched) filter. According to [3], the presence in the
response of significant sidelobes may cause interference with
the other near echo signals and having unwanted effects in
the detection process and ambiguities in the estimating of
the range targets. Therefore, an important research direction
in the literature refers to the design of improved methods to
synthetize radio pulses with rectangular envelope, but with
suitable modified FM laws (i.e., NLFM signals) so that the
matched filter response becomes one closer by the expected
values [4].
The NLFM signals are other continuous phase modula-
tion waveforms with applicability inside of pulse-
compression radar systems. They have been claimed to
provide a high-range resolution, an improved signal to noise
ratio (SNR), low cost, and good interference mitigation. In
addition,theyhaveaspectrumweightingfunctioninherently
in their modulation function, which offers the advantage
that a pure matched filter gives low sidelobes (thus, the
loss in SNR associated with weighting or with the usual
mismatching techniques is eliminated). According to [5],
the NLFM waveforms also assure the better detection rate
characteristics and is more accurate in range determination
than other consecrated processing methods (e.g., dual
apodization (DA), spatially variant apodization (SVA),
leakage energy minimization (LEM), etc.).
In radar theory, there are many interesting scientific
research workswhich havebeen donetoinvestigatethescan-
ningwaveformsandattempttodesignoptimal(i.e.,aslevelof
the sidelobe suppression) NLFM signals [6–9]. However, all
these processing methods can be generally divided into two
majorresearchdirections,namely:(a)designandsynthesisof
pseudo-NLFMwaveformswhichareinfactsignalswithLFM2 International Journal of Antennas and Propagation
predistortioned on short intervals into temporal domain or
corrected into spectral domain [10–12]; (b) design and syn-
thesis of purely (i.e., as predefined shape of the energy/power
spectral density (E/PSD) function) NLFM waveforms using,
forexample,properiterativemethods[3,11],stationaryphase
principle [13–16], or explicit functions cluster method [17,
18], and so forth. In addition, the most part of the present
processing methods used to assure the sidelobe reduction
belonging to standard computational techniques [6–18], but
someinterestingaspectsconnectedwithartificialintelligence
paradigms are also discussed in the literature [19–21].
Referring now to the synthesis of NLFM laws using the
stationaryphaseconcept,intheradarliterature,severalscien-
tific papers containing some interesting results are illustrated
[1–4, 13–15]. However, as a common design characteristic, all
these synthesis methods have as starting point the choice of
a desired spectrum shape (generally, only ordinary window
functions), and next they gradually perform the specific
calculus of NLFM waveforms, but no complete details about
theirprocessingstages,theinfluenceofsomeexternalfactors
(e.g., Doppler frequency shift), or clear ideas about the
effective way to set some parameters involved in this design
process are indicated.
Besidethemaingoaltoremovethepreviouslymentioned
drawbacks, the synthesis algorithm of NLFM laws described
in this paper offers some significant advantages related to
other approaches, such as its general behavior (i.e., any type
ofPSDfunctioncanbeusedasinput),assuresaconcreteway
to adjust (recalculate) the shape of the synthesized spectrum
related to the desired one, gives a solution to find the
suitable values assigned to some designing parameters (e.g.,
to preserve the target detection/ranging quality as in case of
the similar standard LFM signal), and allows the possibility
to effectively analyse the influence of some noisy factors (e.g.,
a concrete way to study the influence of Doppler frequency
shift or time-delay on the shape assigned to the normalized
complex envelope of the synthesized signal autocorrelation
function).
Thispaperisaimedtopresentapropersidelobereduction
technique based on synthesis of NLFM laws using the
stationaryphaseconcept.Consequently ,inthefirstpartofthe
paper,atheoreticaloverviewofthestationaryphaseprinciple
is indicated. Next, the concrete anatomy of the proposed
NLFM synthesis technique is described. In the last part of
the paper, some interesting experimental results proving the
broached theoretical aspects from beginning are presented.
Finally, the most important conclusions are also discussed.
2. An Overview of the Stationary
Phase Principle
According to [3], beside other well-known processing meth-
ods (e.g., explicit functions cluster method), the stationary
phaseprinciple-basedtechniqueisoneofthemostimportant
synthesis tool of the complex modulated radar signals (e.g.,
NLFM signals) with a predefined shape of PSD function.
In addition, using analytic or numerical computations, this
technique allows obtaining proper frequency modulation
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Figure 1: The criterion of stationary phase (the stationary point is
achievedfor𝑡=𝑡 𝑘 or𝜔𝑘,whenthetangentatfunction𝜃(𝑡)isparallel
to straight line of 𝜔𝑡).
laws of signals which can assure the desired response of the
compression-weighting filter (i.e., in sense of the sidelobe
reduction).
Having as starting point the standard representations of
a certain signal (with a relative narrow bandwidth) through
its complex envelope
⋅
𝑆(𝑡) = 𝐴(𝑡) ⋅ exp[𝑗𝜃(𝑡)] or spectral
density function 𝑆(𝑗𝜔) = |𝑆(𝑗𝜔)| ⋅ exp[𝑗Φ(𝜔)],t h er e l a t i o n s
between these can be expressed using well-known pair of
Fourier transforms; namely,
𝑆(𝑗𝜔) = ∫
+∞
−∞
𝐴(𝑡) ⋅ exp{𝑗[−𝜔𝑡 + 𝜃(𝑡)]}d𝑡
𝐹𝑇𝑠
⇐⇒
⋅
𝑆(𝑡) =
1
2𝜋
∫
+∞
−∞
򵄨 򵄨 򵄨 򵄨𝑆(𝑗𝜔)򵄨 򵄨 򵄨 򵄨 ⋅ exp{𝑗[𝜔𝑡 + Φ(𝜔)]}d𝜔.
(1)
Assimilating the integral defined from functions by real
variablewiththenotionofarea,theperiodicalfunctionsfrom
(1) show that the significant value of these two integrals is
given by the temporal zones (from dynamics of signal wave
form)inwhichtheargumentofperiodicalfunctionsisslowly
changed with the speed of (d/d𝑡)[−𝜔𝑡 + 𝜃(𝑡)] = 0 and
(d/d𝜔)[𝜔𝑡+Φ(𝑡)] = 0.Th epo i n t si nw h i c ht h ec h a n g es pe e d
is canceled are named stationary phase points (Figure 1), and
these are solutions of the following equations:
d
d𝑡
[−𝜔𝑡 + 𝜃(𝑡)] =0⇐ ⇒𝜃
򸀠(𝑡) =𝜔=2 𝜋 𝑓 ,
d
d𝜔
[𝜔𝑡 + Φ(𝜔)] =0
⇐⇒ Φ
򸀠 (𝜔) =− 𝑡⇐ ⇒𝑇 𝑔 (𝜔) =− Φ
򸀠 (𝜔) =𝑡 ,
(2)
where 𝑇𝑔(𝜔) i st h et i m eo fg r o u pd e l a yo ft h es i g n a l .
Generally, the stationary phase points (i.e., temporal or
i n t of r e q u e n c yd o m a i n )c a nb eu s e dt oa p p r o x i m a t et h eP S D
functionofasignal,whenitscomplexenvelope
⋅
𝑆(𝑡)isknown
or, respectively, the power temporal density (PTD) function,International Journal of Antennas and Propagation 3
whenthesignalspectraldensityfunction𝑆(𝑗𝜔)isalsoknown,
based on following approximate computation equations:
򵄨 򵄨 򵄨 򵄨𝑆(𝑗𝜔𝑡)򵄨 򵄨 򵄨 򵄨
2 ≅2 𝜋⋅
𝐴
2 (𝑡)
򵄨 򵄨 򵄨 򵄨𝜃򸀠򸀠 (𝑡)򵄨 򵄨 򵄨 򵄨
,
𝐴
2 (𝑡𝜔)≅
1
2𝜋
⋅
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
⋅
𝑆 (𝑗𝜔)
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
2
򵄨 򵄨 򵄨 򵄨Φ򸀠򸀠 (𝜔)򵄨 򵄨 򵄨 򵄨
,
(3)
where the used notations 𝜔𝑡 and 𝑡𝜔 refer to the fact that
t h efr e q u e n cya n dt i m ea r ec o n n e c t e dt h r o u g ht h es t a t i o n a ry
phase conditions given by (2). In addition, into stationary
p h a s ep o i n t s ,i tc a na l s ob ew r i t t e nt h a t
𝜔(𝑡) =𝑇
−1
𝑔 (𝑡), (4)
whichmeansthatthetemporalvariationofthefrequencylaw
𝜔(𝑡)andgroupdelayfunction𝑇𝑔(𝜔)areinversefunctions[4].
According to [13], for the majority of frequency modu-
lated signals, the quality of the approximations achieved by
stationary phase method increases at the same time with the
increase of the product between time width (T) and band
width (B) assigned to these (radar) signals.
More theoretical details about the stationary phase
method and its applications into synthesis of the complex
radar signals can be found in [3, 4, 13].
3. Synthesis of NLFM Laws Using the
Stationary Phase Principle
The stationary phase technique allows using a predefined
shape of the signal PSD function (thus, a desired response
of the compression filter and implicitly a low level of the
sidelobes assigned to the signal autocorrelation function
will be assured; in addition, by this method, some major
disadvantages assigned to the standard weighted filtering
can be also removed) to achieve the synthesis of the proper
signal(e.g.,NLFM)waveforms.Mostly,thismethodapplyied
supposes the use of some numerical computing algorithms
of Fourier transforms, because the accurate analytical algo-
rithms do not allow resolving of the nonlinear equation [13].
According to [4], if |𝑆(𝑗𝑓)|
2 is the PSD function of the
signal, based on stationary phase method, the time of group
delay can be obtained as follows:
∫
𝑡
0
𝐴(𝜏)d𝜏=∫
𝑓
−∞
򵄨 򵄨 򵄨 򵄨𝑆(𝑗𝜉)򵄨 򵄨 򵄨 򵄨
2d𝜉,
or ∫
𝑡
0
𝐴(𝜏)d𝜏=∫
+∞
𝑓
򵄨 򵄨 򵄨 򵄨𝑆(𝑗𝜉)򵄨 򵄨 򵄨 򵄨
2d𝜉.
(5)
Becausethesolutionsachievedbythesetwoequationsare
complementary(i.e.,thefrequencymodulationlawshavethe
sameform,butwithoppositeslopes),inthenextcalculusone
o ft h e mc a nb eu s e d .
Generally,intoallourfutureNLFMsynthesisapproaches,
some working hypotheses will be supposed. Namely,
( h 1 )t h es i g n a le n v e l o p ei so n er e c t a n g u l a r( i . e . ,ar a d i o
pulse):
𝐴(𝑡) ={
𝐴(= constant),𝑡 ∈ [0,𝑇],
0, otherwise;
(6)
(h2) the bandwidth assigned to spectral density envelope
is one limited:
𝑆(𝑓)≅0, 𝑓∉[−
Δ𝐹
2
,
Δ𝐹
2
]; (7)
(h3) theshapeofthesignalPSDfunctionisonepredefined
(i.e., known):
򵄨 򵄨 򵄨 򵄨𝑆(𝑗𝑓)򵄨 򵄨 򵄨 򵄨
2 =
򵄨 򵄨 򵄨 򵄨 򵄨𝑆𝑝𝑑 (𝑗𝑓)
򵄨 򵄨 򵄨 򵄨 򵄨
2
; (8)
( h 4 )t h ev a l u e sa s s i g n e dt ot h et i m eo fg r o u pd e l a ya tt h e
frequency range ends are known:
𝑇𝑔 (−
Δ𝐹
2
)=0 , 𝑇 𝑔 (
Δ𝐹
2
)=𝑇 . (9)
To assure the synthesis of some proper (i.e., by sidelobe
suppression point of view) signal frequency or phase mod-
ulation laws, the proposed designing algorithm contains the
following important processing stages, namely:
(s1) having as basic target the sidelobe reduction, the
computation and analysis of the idealized shape
a s s i g n e dt ot h en o r m a l i z e de n v e l o p eo ft h es i g n a l
autocorrelation function 𝜌𝑖𝑑(⋅) using the following
equation:
𝜌𝑖𝑑 (𝜏) =
∫
+Δ𝐹/2
−Δ𝐹/2
򵄨 򵄨 򵄨 򵄨 򵄨𝑆𝑝𝑑 (𝑗𝑓)
򵄨 򵄨 򵄨 򵄨 򵄨
2
⋅ exp(𝑗2𝜋𝑓𝜏)d𝑓
∫
+Δ𝐹/2
−Δ𝐹/2
򵄨 򵄨 򵄨 򵄨 򵄨𝑆𝑝𝑑 (𝑗𝑓)
򵄨 򵄨 򵄨 򵄨 򵄨
2
d𝑓
; (10)
(s2) to assure a similar range resolution as in case of LFM
radio pulse, the correction of the frequency deviation
Δ𝐹 by the form
Δ𝐹𝑐 =𝑎⋅Δ 𝐹 , (11)
where 𝑎 i sas u i t a b l ec h o s e nc o n s t a n tm o r et h a no n e
(𝑎>1 );
(s3) using one of the equations from (5)a n dw o r k i n g
hypothesis (h4), the calculus of the dependency
between signal time of group delay and frequency
𝑡=𝑡 ( 𝑓 )
notation
=𝑇 𝑔(𝑓), into stationary phase points;
(s4) using the stationary phase condition Φ
򸀠
𝑠(𝑓) = −2𝜋 ⋅
𝑇𝑔(𝑓) from (2) and by integrating, respectively, the
calculus of the signal phase-frequency dependency—
namely,
Φ𝑠 (𝑓) = −2𝜋 ⋅ ∫
𝑓
−Δ𝐹𝑐/2
𝑇𝑔 (𝜉)d𝜉; (12)4 International Journal of Antennas and Propagation
(s5) using analytical or numerical procedures and (4), the
calculus of the temporal frequency modulation law
𝑓(𝑡), as an inverse function of signal time of group
delay;
( s 6 )fi n a l l y ,t h ec a l c u l u so ft h es i g n a lp h a s em o d u l a t i o n
law 𝜃(𝑡), using the following well-known equation—
namely,
𝜃(𝑡) =2 𝜋⋅∫
𝑡
0
𝑓(𝜉)d𝜉. (13)
The frequency modulation law determined before has a
certain degree of approximation given by stationary phase
method. Consequently, having as starting point a signal with
r e c t a n g u l a re n v e l o p ea n dp h a s em o d u l a t i o nl a wg i v e nb y
(13), the absolute of the estimated spectral density function
assigned to this signal 𝑆𝑒𝑠(𝑗𝜔) c a nb ee a s i l yc a l c u l a t e du s i n g
t h efi r s te q u a t i o nf r o m( 1). Next, if we try to compare this
estimatedfunctionwiththepredefinedonefrom(8)𝑆𝑝𝑑(𝑗𝜔),
thenthesuperpositionbetweenthesetwospectraisachieved
only in the points where the stationary phase condition is
accomplished. However, the more signal base is, the more
such superposition points are, and so forth.
Consequently, in order to assure the desired sidelobe
reduction by a proper shape of signal autocorrelation func-
tion, the calculus steps from previously described algorithm
must be repeated and reanalyzed. Thus, the normalized
complex envelope of the signal autocorrelation function will
be successively recalculated according to following equation:
𝜌(𝜏) =
1
𝑇
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
∫
𝑇−|𝜏|
0
exp{𝑗[𝜃(𝑡) −𝜃(𝑡−𝜏 )]}d𝑡
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
. (14)
Finally, in order to have a complete view of NLFM
signal synthesis process based on stationary phase method,
it is interesting to analyse the influence of the Doppler
frequencyshift𝐹a ndtime-dela yo nthesha peassignedtothe
normalized complex envelope of the signal autocorrelation
function. Consequently, a similar equation with (14)c a nb e
written as follows:
𝜌(𝜏,𝐹) =
1
𝑇
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
∫
𝑇−|𝜏|
0
exp{𝑗[𝜃(𝑡) −𝜃(𝑡−𝜏 ) +2 𝜋 𝐹 𝑡 ]}d𝑡
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
.
(15)
As mentioned earlier, for the most part of the nonlinear
dependencies between signal time of group delay and fre-
quency (as a result of the chosen predefined shape of PSD
functions), it is not possible to find by analytical ways, the
temporal variations of the frequency and phase for a signal
with rectangular envelope. However, these functions can be
achieved by numerical solution of some nonlinear equations
describing the 𝑇𝑔(𝑓) dependency. In addition, by suitable
numerical methods, the temporal samples of NLFM signal
phasearethusobtained.Finally,basedontherecentadvances
in the field of signal hardware processing, these samples can
be next used to generate the proper shape of the signals, for
example,byhelpofthedirectdigitalsynthesisofthecomplex
envelope samples of these [13, 15].
4. Experimental Results
Themainobjectivesofthisexperimentalpartwere to present
in a detailed manner the results achieved by applying the
previouslydescribedsynthesisalgorithmonsomepredefined
P S Df u n c t i o n sa n dt om a k eac o m p a r a t i v es t u d yb e t w e e n
them as performance level (e.g., by view of the sidelobe
r e d u c t i o nc a p a c i t y ,t h ei n fl u e n c eo ft h eD o p p l e rf r e q u e n c y
shift on the shape assigned to the signal autocorrelation
function), respectively.
According to [14], in order to obtain a compressed pulse
inthetimedomainwithalowlevelofthesidelobes,oneofthe
most important requests is to have a signal with a spectrum
decreasing towards the band edges, and with reduced dis-
continuitiesinthefrequencydomain.Consequently,inradar
t h e o r y ,al o to fp r o m i s i n gP S Df u n c t i o n sa r ei n d i c a t e d ,s u c h
as cos
𝑛 and cos
2 on pedestal spectra, Taylor, and truncated
Gaussian and Blackman-Harris windows.
Havingasstartingpointtheexperimentalresultsreported
in [14–16], it seems that very good results have been obtained
in case of Taylor and Blackman-Harris weighting windows
as sidelobe reduction techniques, and therefore these two
types of PSD functions will be next used for synthesis and
comparative analysis of the matched NLFM laws by the
previously described algorithm.
4.1. Synthesis and Analysis of NLFM Signal Using a PSD
Function by Taylor Type. The PSD function can be written
as follows:
򵄨 򵄨 򵄨 򵄨𝑆𝑇(𝑗𝑓)򵄨 򵄨 򵄨 򵄨
2 =𝑆 𝑇 ⋅[ 1+2⋅
𝑛−1
∑
𝑘=1
𝐹𝑘 ⋅ cos(2𝜋𝑘 ⋅
𝑓
Δ𝐹𝑇
)],
𝑓∈[ −
Δ𝐹𝑇
2
,+
Δ𝐹𝑇
2
],
(16)
where the number 𝑛 of the series terms and the values
assigned to the coefficients 𝐹𝑘,𝑘 = 0,𝑛 − 1, are rigorously
determined by the requested level of the first sidelobe 𝗼1,b y
the following equations:
𝐹0 =1 ,
𝐹𝑘|𝑘 ̸ =0=
1
2
⋅
(−1)
𝑘+1
∏
𝑛−1
𝑝=1,𝑝 ̸ =𝑘(1−𝑘2/𝑝2)
⋅
𝑛−1
∏
𝑝=1
[1 −
𝑘
2𝜎
−2
𝐴2+(𝑘−1/2)
2],
(17)
where 𝐴=( 1 / 𝜋 )⋅arcosh(10
|𝗼1(dB)|/20) and 𝜎=𝑛 /
√𝐴2 + (𝑛 − 1/2)
2.
ThefrequencydeviationΔ𝐹𝑇 willhavesuchvaluethatthe
range resolution is not worsened comparing with the case of
LFM radio pulse with frequency deviation Δ𝐹LFM;n a m e l y ,
Δ𝐹𝑇 = 1.66 ⋅ Δ𝐹LFM for 𝑛=6 ,a n dΔ𝐹𝑇 =1 . 8 6⋅Δ 𝐹 LFM for
𝑛=8(Figure 2).International Journal of Antennas and Propagation 5
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Figure 2: Taylor PSD functions.
According to (10), the idealized shape assigned to the
normalized envelope of the signal autocorrelation function
𝜌id𝑇(⋅) will be given by the following equation (Figure 3):
𝜌id𝑇(𝜏) = sinc( 𝜋⋅𝜏⋅Δ 𝐹 𝑇)
+
𝑛−1
∑
𝑘=1
𝐹𝑘 {sinc[𝜋(𝜏 ⋅ Δ𝐹𝑇 +𝑘 ) ]
+sinc[𝜋(𝜏 ⋅ Δ𝐹𝑇 −𝑘 ) ] }.
(18)
Next, the time of group delay of the signal can be
calculated using the following equation:
𝑇𝑔𝑇 (𝑓) = ∫
𝑓
−∞
򵄨 򵄨 򵄨 򵄨𝑆𝑇(𝑗𝑓)򵄨 򵄨 򵄨 򵄨
2d𝑓
=𝑇⋅{
𝑓
Δ𝐹𝑇
+
1
𝜋
⋅
𝑛−1
∑
𝑘=1
[
𝐹𝑘
𝑘
⋅ sin(2𝜋𝑘 ⋅
𝑓
Δ𝐹𝑇
)]+0.5}.
(19)
I tc a nb ee a s i l yo b s e r v e dt h a t𝑇𝑔𝑇(−Δ𝐹𝑇/2) = 0 and
𝑇𝑔𝑇(+Δ𝐹𝑇/2) = 𝑇,r e s p e c t i v e l y( Figure 4).
According to (12), the signal phase-frequency depen-
dency can be written as follows:
Φ𝑠𝑇 (𝑓) = − 2𝜋 ⋅ ∫
𝑓
−Δ𝐹𝑇/2
𝑇𝑔 (𝜉)d𝜉
=2 𝜋⋅Δ 𝐹 𝑇 ⋅[
1
2𝜋2
⋅
𝑛−1
∑
𝑘=1
𝐹𝑘
𝑘2 ⋅ cos(2𝜋𝑘 ⋅
𝑓
Δ𝐹𝑇
)
−0 . 5⋅(
𝑓
Δ𝐹𝑇
)
2
− 0.5 ⋅
𝑓
Δ𝐹𝑇
−0.125 −
1
2𝜋2 ⋅
𝑛−1
∑
𝑘=1
𝐹𝑘
𝑘2 ⋅ (−1)
𝑘].
(20)
The frequency modulation law obtained by solving
through numerical methods of the equations 𝑇𝑔𝑇(𝑓) = 𝑡 is
depicted in Figure 5.
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Figure 3: The normalized envelope of the signal autocorrelation
function using the correction of the frequency deviation.
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Figure 4: Dependency between time of group delay and frequency
f o ras i g n a lh a v i n gaT a y l o rP S Df u n c t i o n .
The phase modulation law obtained by numerical inte-
gration of the frequency modulation law can be calculated
according to following equations:
𝜑𝑇(𝑡) =2 𝜋⋅∫
𝑡
0
𝑓𝑇(𝑡)d𝑡⇐ ⇒𝜑 𝑇𝑘 =2 𝜋⋅
𝑇
𝑁
⋅
𝑘
∑
𝑖=0
𝑓𝑇𝑖,
𝑘=0,1,...,𝑁,
(21)
a n di sa l s od e p i c t e di nFigure 6.6 International Journal of Antennas and Propagation
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PSD function.
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In addition, the real shape assigned to the normalized
envelope of the compression filter response obtained by
numerical calculus and having as starting point (14)i s
illustrated in Figure 7.
Compared with previously mentioned PSD functions
(e.g., cos
𝑛 and cos
2 on pedestal spectra, truncated Gaussian),
the Taylor spectrum window is one more efficient as sidelobe
reductiontechnique.However,inordertoconservetherange
resolution, a significant widening of the frequency range is
necessary (approximately, by 1.86 times).
4.2. Synthesis and Analysis of NLFM Signal Using a PSD
Function byBlackman-Harris Type. ThePSDfunctioncanbe
written as follows:
򵄨 򵄨 򵄨 򵄨𝑆BH (𝑗𝑓)򵄨 򵄨 򵄨 򵄨
2 =𝑆 BH ⋅[ 𝑎 0 +
3
∑
𝑘=1
𝑎𝑘 ⋅ cos(2𝜋𝑘 ⋅
𝑓
Δ𝐹BH
)],
𝑓∈[ −
Δ𝐹BH
2
,+
Δ𝐹BH
2
],
(22)
wheretheinvolvedcoefficientshavethefollowingvalues:𝑎0 =
0.35875, 𝑎1 = 0.48829, 𝑎2 = 0.14128,a n d𝑎3 = 0.01168.
The frequency deviation Δ𝐹BH will have such value that
the range resolution is not worsened compared with the case
of LFM radio pulse with frequency deviation Δ𝐹LFM;n a m e l y ,
Δ𝐹BH = 1.12 ⋅ Δ𝐹LFM (Figure 8).
According to (10), the idealized shape assigned to the
normalized envelope of the signal autocorrelation function
𝜌idBH(⋅) will be given by the following equation (Figure 9):
𝜌BH (𝑡) = sinc( 𝜋⋅𝑡⋅Δ 𝐹 BH)
+ 0.5 ⋅
3
∑
𝑘=1
𝑎𝑘
𝑎0
⋅{sinc[𝜋 ⋅ (𝑡 ⋅ Δ𝐹BH +𝑘 ) ]
+sinc[𝜋 ⋅ (𝑡 ⋅ Δ𝐹BH −𝑘 ) ] }.
(23)
Next, the time of group delay of the signal can be
calculated using the following equation:
𝑇𝑔BH (𝑓) = ∫
𝑓
−∞
򵄨 򵄨 򵄨 򵄨𝑆BH (𝑗𝑓)򵄨 򵄨 򵄨 򵄨
2d𝑓
=𝑇⋅{
𝑓
Δ𝐹BH
+
1
2𝜋
⋅
3
∑
𝑘=1
[
𝑎𝑘
𝑘
⋅ sin(2𝜋𝑘 ⋅
𝑓
Δ𝐹BH
)] + 0.5}.
(24)
It can be easily observed that 𝑇𝑔BH(−Δ𝐹BH/2) = 0 and
𝑇𝑔BH(+Δ𝐹BH/2) = 𝑇,r e s p e c t i v e l y( Figure 10).
According to (12), the signal phase-frequency depen-
dency can be written as follows:
Φ𝑠BH (𝑓) = − 2𝜋 ⋅ ∫
𝑓
−Δ𝐹BH/2
𝑇𝑔 (𝜉)d𝜉
=2 𝜋⋅Δ 𝐹 BH ⋅[
1
(2𝜋)
2
⋅
3
∑
𝑘=1
𝑎𝑘
𝑎0 ⋅𝑘 2 ⋅ cos(2𝜋𝑘 ⋅
𝑓
Δ𝐹BH
)
−0 . 5⋅(
𝑓
Δ𝐹BH
)
2
−0 . 5⋅
𝑓
Δ𝐹BH
−
1
(2𝜋)
2 ⋅
3
∑
𝑘=1
𝑎𝑘
𝑎0 ⋅𝑘 2 ⋅ (−1)
𝑘].
(25)
The frequency modulation law obtained by solving
through numerical methods of the equations 𝑇𝑔BH(𝑓) = 𝑡 is
depicted in Figure 11.
The phase modulation law obtained by numerical inte-
gration of the frequency modulation law can be calculated
according to following equations:
𝜑BH (𝑡) =2 𝜋⋅∫
𝑡
0
𝑓BH (𝑡)d𝑡
⇐⇒ 𝜑 𝑇𝑘 =2 𝜋⋅
𝑇
𝑁
⋅
𝑘
∑
𝑖=0
𝑓BH𝑖, 𝑘=0,1,...,𝑁,
(26)
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Figure 7: The real shape assigned to the normalized envelope of the compression filter response for a signal having a Taylor PSD function.
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function using the correction of the frequency deviation.
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for a signal having a Blackman-Harris PSD function.
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Figure 11: The frequency modulation law for a signal having a
Blackman-Harris PSD function.
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Figure 12: The phase modulation law for a signal having a
Blackman-Harris PSD function.
In addition, the real shape assigned to the normalized
envelope of the compression filter response obtained by
numerical calculus and having as starting point (14)i s
illustrated in Figure 13.
Despite that obtained results are similar with the ones
f r o mt h ec a s eo fT a y l o rw i n d o w ,t h es p e c t r u mb a s e d
on Blackman-Harris distribution requires an insignificant
widening of the frequency range (approximately, by 1.12
times).
Finally, it is interesting to present a synthetic analysis
of the NLFM radio pulse based on ambiguity function tool
use. Also, because the experimental results achieving in the
two previously analyzed cases are quite similar, only the
case of Blackman-Harris spectrum window will be next
discussed.Accordingly,basedonthediscretevaluesindicated
in Figure 12, and computing by a specific numerical method
the integral given by (15), a quarter from the (normalized)8 International Journal of Antennas and Propagation
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Figure 13: The real shape assigned to the normalized envelope of the compression filter response for a signal having a Blackman-Harris PSD
function.
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Figure 14: The ambiguity body for a signal having a Blackman-
Harris PSD function.
ambiguity body for a signal having a PSD function by
Blackman-Harris type is illustrated in Figure 14.
A sc a nb eo b s e r v e di nFigure 14 (left side), in absence
or for small Doppler deviation, the shape knife blade (which
is specific to LFM radio pulse) is preserved but is curved
to the axis of Doppler frequency shift F and has a small
peak around its origin, respectively. In addition, in presence
of Doppler deviation (right side) unfortunately, it can be
observedtha ttheachievedresponseisonedeformed,andthe
level assigned to the sidelobes increases concomitantly with
the increasing of the Doppler frequency shift, respectively.
Consequently, in order to avoid this disadvantage, some
proper technical measures (e.g., in case of a SAR system, it is
necessary to compensate the platform shift influence on the
phase of echo signal, or to assure the condition Δ𝐹 ≫ 𝐹max
by a proper projection technique) must be taken [4, 16].
5. Conclusion
Having as starting point the remark that the level assigned
to the sidelobes is determined by the shape of signal spectral
density function, and based on stationary phase method,
a powerful NLFM synthesis algorithm (i.e., which assures
a sidelobe suppression of the autocorrelation function less
than−40dB,preservesthe(LFM)rangeresolution,andoffers
null losses related to the optimal filtering/weighting) was
theoretically and experimentally described.
Generally, by testing of two promising types of signal
PSD functions (i.e., Taylor and Blackman-Harris weighting
windows), the first conclusion was that the second window
is the most efficient as the sidelobe reduction and widening
of the frequency range requirement, all in order to preserve
the range resolution similar with the one obtained in case of
LFM radio pulse. In addition, the accuracy of the proposed
synthesis method increases concomitantly with the signal
base (e.g., very good results are achieved for products BT
more than 100).
According to modern radar theory, because of the most
recent advances in the field of signal processing hardware
devices (e.g., FPGA technology, high-speed DACs, etc.), the
physical generation of such scanning NLFM radio pulses
c a nb e c o m ea na c c e p t a b l et a s k .F o re x a m p l e ,t h en e w e s t
digital synthesizers can assure synthesis with reduced and
controllable clippings of any signal waveform by complex
envelope components of the signal.
In summary, the synthesis of NLFM laws using the
previously described algorithm has been demonstrated to
be a powerful processing technique as sidelobe suppression.
More importantly, based on the recent progress reached
in the field of signal hardware processing devices, its
implementation is feasible and assures a sidelobe reduc-
tion level greater than one achieved in case of other con-
secrated processing (synthesis) methods of radar NLFM
signals.International Journal of Antennas and Propagation 9
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