ABSTRACT As a typical representative of the recurrent neural network (RNN), Zhang neural network (ZNN) has been proved as a powerful parallel-processing neural solver for time-varying matrix problems. Recent studies have shown that, in the absence of noise, the ZNN model activated by a combined activation function (CAF), which is the linear combination of sign-bi-power (SBP) and linear functions (termed CAF-ZNN), can achieve much better finite-time convergence compared with other ZNN models for timevarying matrix pseudoinversion. This paper investigates for the first time the influence of noises on such a CAF-ZNN model. We not only present the upper bound of steady-state solution error synthesized by the noise-polluted CAF-ZNN model for time-varying matrix pseudoinversion but also derive the finite convergence time for the solution error reaching the upper bound. Both the theoretical analyses and simulation observation reveal that the solution error can be made arbitrarily small by choosing some design parameters of CAF-ZNN. At last, a robotic application is successfully performed to further illustrate the feasibility of the CAF-ZNN model to kinematic control of redundant robot manipulator.
I. INTRODUCTION
The inverse of a rectangular or singular matrix, called generalized inverse, is a generalization of the inverse of a nonsingular square matrix [1] . Mathematically, for a known time-varying matrix A(t) ∈ R m×n with t denoted time, its generalized inverse G(t) ∈ R n×m satisfies one or more of Penrose properties described as the following [1] - [3] :
A(t)G(t)A(t) = A(t), G(t)A(t)G(t) = G(t), (G(t)A(t)) T = G(t)A(t), (A(t)G(t)) T = A(t)G(t).
(
Note that G(t) is not unique in general. However, when G(t) satisfies all of the above Penrose properties,
The associate editor coordinating the review of this manuscript and approving it for publication was Saeid Nahavandi. the uniqueness of G(t) can be guaranteed [2] . In this case, G(t) is usually indicated by A + (t) and termed as Moore-Penrose inverse or pseudo inverse. Specially, if the rank of A(t) ∈ R m×n is equal to the number of rows or columns, i.e, rank(A(t)) = min(m, n), at any time instant t ∈ [0, +∞), A(t) has right pseudo inverse (RPI) or left pseudo inverse (LPI) which can be derived from the above four Penrose properties and expressed respectively as follows [2] , [3] :
In this paper, for simplicity, only the full-rank case is investigated. In other words, we suppose A(t) is of full-rank hereafter. Moreover, A(t) is also assumed to have continuous derivative with respect to time t. It is worthy pointing out that, in view of the apparent similarity between RPI and LPI, we take the RPI solving for example and LPI solving is omitted. A wide variety of applications including image noise reduction [4] , neural training [5] , power forecasting [6] , stochastic flow [7] , concern real-time solution of pseudo inverse. In the light of its important role, in the past decades, the solution of pseudo inverse has received more and more attentions from investigators, and numerous numerical algorithms have been proposed. For instance, Pan et al. [8] developed a hyperpower iteration based on seventh-order factorization for the computation of generalized inverses. In addition, other iterative algorithms such as Newton's iteration and its variants, SVD (singular value decomposition) can be found in [8] , [9] , and references therein. Generally speaking, these serial-computing iterative algorithms have deficiencies of poor computational efficiency because they need to perform matrix multiplications per iteration loop [3] , [10] , [11] . More importantly, when the matrix to be inverted is time-varying, the iterative computation should be completed within every sampling period. Otherwise, large calculation error may appear [12] . In light of these facts, many researchers turn to seek parallel computing methods for the fast computation of matrix pseudoinversion.
As a typical representative of parallel computing methods, recurrent neural networks have been explored in depth recently. For example, to handle challenging time-varying problems, ZNN (Zhang neural network) has been proposed by Zhang et al. [13] and Zhang and Ge [14] since 2002. ZNN is regarded as a systematic work for online solution of a variety of time-varying matrix calculation problems since they can be addressed by ZNN in a unified framework [3] . The construction of ZNN models is based on two points. One is to select a proper matrix-valued error function (or termed Zhang function) δ(t). The other is to develop an evolution law to enforce δ(t) to converge to 0. Take the RPI for example, in view of the upper part of (2), A + (t)A(t)A T (t) − A T (t) = 0 holds true, therefore, δ(t) = X (t)A(t)A T (t) − A T (t) is constructed. Based on the design lawδ(t) = −µ (δ(t)) of ZNN [13] , [14] , the following ZNN model for RPI solving can be obtained:
where µ > 0 is a tunable scalar, (·) ∈ R n×m is composed of n × m linear or nonlinear activation functions, and X (t) denotes neural solution of ZNN. Recent studies on ZNN show that, by adopting nonlinear activation function, the convergence of ZNN models can be sped up. In [3] , a special nonlinear activation function which combines sbp (sign-bipower) function and linear function is presented. It takes the form of
where k 1 , k 2 are positive numbers, and function sbp(·) is defined as
with parameter ρ ∈ (0, 1) and sgn ρ (x) expressed as [3] , [15] - [19] :
Therefore, based on (3), caf(·) function activated ZNN (CAF-ZNN) could be written aṡ
where CAF(·) ∈ R n×m is an activation function array with each entry being caf(·). Compared ZNN models activated by other functions (e.g., linear function, sbp function), CAF-ZNN has much better finite-time convergence which has been well studied and illustrated in [3] published recently. However, the noise resistibility of such a model has not yet been investigated so far. It should be noted that external perturbation always exists. Besides, model realization errors for neural network is ineluctable. All these can be regarded as noises [20] , [21] . Therefore, it is necessary and important to make a detailed analysis and a careful study on this issue. In order to lay a basis for further discussion, additive noise polluted CAF-ZNN model, which is our focus in this work, is provided as below:
where ζ (t) ∈ R n×m denotes a bounded constant or timevarying noise. The remainder of this paper is organized into four sections. The upper bound of steady state solution error and the exponential convergence rate of noise-polluted CAF-ZNN model (6) is theoretically analyzed in Section II. In Section III, a simulation example is conducted to verify the theoretical analyses presented in Section II. Section IV provides a robotic application to further illustrate the feasibility of noise-polluted CAF-ZNN model (6) to kinematic control of redundant robot manipulator. Finally, the conclusion is shown in Section V. Before ending this section, we summarize the main contributions and novelties of this paper and list as follows.
(1) For the first time, the robustness against various kinds of noises of the recently-proposed CAF-ZNN model for solving time-varying matrix pseudo inverse is analyzed in theory. 
II. THEORETICAL ANALYSIS
In the noise-free case, the neural solution of CAF-ZNN has been proven to converge to the theoretical pseudo inverse for a known time-varying matrix A(t) with solution error being zero. In the presence of noise, solution error may arise. In this section, theoretical analysis about solution error is given by means of Lyapunov stability theory. When the CAF-ZNN model is polluted by constant noise, we have the following theoretical result.
Theorem 1: Given time-varying full-rank matrix A(t) ∈ R m×n with m < n, if CAF-ZNN (6) is polluted by bounded constant noise W ∈ R n×m with each entry w ij ≤ w (∀i ∈ 1, 2, ...n, j ∈ 1, 2, ...m), where w > 0 is a constant, then, starting from any initial value X (0), the steady-state solution error of CAF-ZNN model (6) satisfies the following inequality:
where error function
can be used to monitor the solution process. Specifically, when neural solution X (t) is close to theoretical RPI A + (t) = A T (t)(A(t)A T (t)) −1 , δ(t) is close to 0 ∈ R n×m . Hence, we use δ(t) F to measure the solution error. Substituting δ(t) = X (t)A(t)A T (t) − A T (t) into the noise-polluted CAF-ZNN model (6) yields:
which is the matrix-form of the following n × m subsystems:
≥ 0 is considered as Lyapunov function for the ijth subsystem. Taking derivation for φ ij (t), we obtain (with argument t dropped sometimes for presentation convenience , e.g., δ ij (t) is abbreviated to δ ij ):
Because
) 1/ρ ). According to these results, the above equation (8) → 0. 2) For any time instant t at which solution error |δ ij (t)| < (
Even in the worst caseφ ij (t) > 0, which indicates that φ ij (t) = Recalling that δ(t) F = n i=1 m j=1 δ 2 ij (t), one can readily draw the conclusion that lim t→+∞ δ(t) F < √ mn × ( w µk 1 ) 1/ρ , the proof is thus completed. In practical applications, time-varying noise is also unavoidable. The following theorem is offered to illustrate the robustness of CAF-ZNN model under the pollution of timevarying noise.
Theorem 2: Given time-varying full-rank matrix A(t) ∈ R m×n with m < n, if CAF-ZNN (6) is polluted by timevarying noise ζ (t) ∈ R n×m with each entry |ζ ij (t)| ≤ σ (∀i ∈ 1, 2, ...n, j ∈ 1, 2, ...m), where σ > 0 is a constant, then, starting from any initial value X (0), the steady-state solution error of CAF-ZNN model (6) satisfies the following inequality:
where error function δ(t) = X (t)A(t)A T (t) − A T (t) is defined as before. Proof: One can readily prove this theorem by following the proof process of Theorem 1. The proof is thus omitted here.
It is worth pointing out that, it follows from (7) and (9) that the steady-state solution error can be arbitrarily small by increasing µk 1 and/or reducing ρ. In addition, as can be deduced from Theorems 1 and 2, solution error δ(t) F is convergent to the upper bound in an asymptotical manner, which could be unfavorable in practice. Therefore, a litter further investigation is needed for the convergence, which is presented in the following two theorems. 
One can readily get the solution of the above differen-
It can be concluded that the exponential convergence rate is µk 2 . Moreover, let |δ ij (0)| exp(−µk 2 t) = ( Proof: The proof can be derived by following the above procedure. Therefore, it is omitted here.
III. SIMULATION VERIFICATIONS
In this section, a numerical example is conducted to show the robustness of CAF-ZNN model for the RPI solving under different noise condition.
The following time-varying matrix A(t) with dimension 2 × 3 is taken into account:
In this example, we keep k 1 = k 2 = 1 unchanged. Two kinds of noises are introduced for investigation, which are discussed in details as below.
A. CONSTANT NOISE
Constant noise is frequently encountered when realizing neural networks by hardware. In the simulation, we set w ij = 0.5 with w ij denoted the ijth entry of matrix-form constant noise W . In order to clearly illustrate the roles of µ and ρ for the neural model, we keep one of them fixed while change the other. Firstly, ρ = 0.8 is fixed while µ changes from 25 to 50. The initial value of X (t) is X (0) = 0 ∈ R 3×2 , with simulative results shown in Fig. 1 . As can be seen, the steady-state solution error is less than the theoretical upper bound which indicated by red-dash lines, thereby verifying Theorem 1. In addition, the convergence times for the solution error to approach the upper bound are respectively about 0.058s and 0.033s, which are respectively less than the corresponding theoretical convergence time 0.196s and 0.115s, thereby verifying Theorem 3. More importantly, it can be concluded from these simulation results that the convergence time is reduced rapidly when µ increases, showing that µ is closely related to the convergence rate of neural model. Then, µ = 5 is fixed while ρ changes from 1/2 to 1/3 and to 1/4 with simulative results illustrated in Fig. 2 . As shown, the steady-state errors are all within the upper bounds. Besides, the corresponding upper bounds of steady-state error are of order 10 −2 , 10 −3 , 10 −4 , respectively. These results accord with the theory analysis presented in Theorem 1 and substantiate that a smaller ρ can lead to much smaller steadystate solution error.
B. BOUNDED TIME-VARYING NOISE
In this part, the effect of time-varying noise for the CAF-ZNN is studied. Each entry ζ ij (t)(i ∈ 1, 2, 3, j ∈ 1, 2) of matrix-form noise ζ (t) is set as 0.5 sin(t). X (0), the initial value of X (t) of CAF-ZNN model, is random-created within [−1, 1] 3×2 . Two groups of parameters, i.e., µ = 5, ρ = 0.8 and µ = 15, ρ = 0.5, are used in the simulation. It is shown in Fig. 3 that the steady-state errors do not exceed the corresponding upper bounds. Besides, both the upper bound and the convergence time for the solution error to attain the upper bound decline as µ increases and ρ decreases. In a word, these simulation observations agree well with the results presented in Theorems 2 and 4.
IV. ROBOTIC APPLICATION
In recent years, with continual increase in the use of robot, robotics has been a focal point. In this part, we investigate the CAF-ZNN model for robot kinematic control in the presence of constant matrix noise ζ (t) with each element being 10. Simulation is performed via a four-link planar robot manipulator with its kinematic structure shown in [15] . The redundancy resolution is based on the minimum velocity norm (MVN) scheme in the form of pseudo-inverse which can be described as [15] where θ (t) and r d (t) respectively denote the joint vector and the desired path of end-effector to be plotted, and ϕ(θ (t)) stands for the forward-kinematics mapping. In addition,
is the RPI of Jacobian matrix J (t) = ∂ϕ(θ (t))/∂θ(t), and > 0 is a constant. Based on above MVN scheme, the control algorithm aided with noisepolluted CAF-ZNN model can be expressed as
where argument t is abandoned for presentation convenience. The end-effector of the used four-link planar robot manipulator is requested to plot a heart-type curve. In the simulation, parameters are set as follows. The length of each link is 1m, initial joint configuration θ (0) = [π/9, π/12, π/12, π/12] T rad, ρ = 0.5, k 1 = k 2 = = 1, and µ = 10 4 . Simulation results are visualized in Fig. 4 . From Fig. 4 (b) , one can see that the desired curve and the plotted curve overlap with each other. In addition, it is shown in Fig. 4 (c) that the endeffector positioning error is very tiny, i.e, of order 10 −6 m, where e x and e y respectively denote the x and y components of positioning error r d (t) − ϕ(θ (t)) ∈ R 2 . These facts demonstrate that the task has been accomplished well, showing the feasibility and validity of the CAF-ZNN model for robot kinematic control under the noise condition.
V. CONCLUSIONS
This paper has analyzed and investigated the robustness performance of recently-proposed CAF-ZNN model for time-varying matrix pseudo inverse solving in the presence of noises. The relationship between design parameters (e.g., µ and ρ) of CAF-ZNN and the solution error has been derived and analyzed in theory, showing that under the condition of being polluted by bound constant or timevarying noise, the solution error generated by CAF-ZNN model can be made arbitrarily small by choosing some design parameters of CAF-ZNN. In addition, theoretical analyses reveal that the solution error can exponentially reach the upper bound with convergence rate being µk 2 . Numerical experiment verifies these theoretical results, and the successfully-performed robotic application example has illustrated the feasibility and efficacy of CAF-ZNN model to kinematic control of redundant robot manipulator.
