Abstract. For each natural number m ≥ 3, let P m (x) denote the generalized m-gonal number
Introduction
For each integer m ≥ 3, generalized m-gonal numbers are those numbers of the form P m (x) = (m−2)x 2 −(m−4)x 2 with x ∈ Z. In 1638, Fermat first claimed that each natural number can be written as the sum of 3 triangular numbers, 4 squares, 5 pentagonal numbers, and in general m m-gonal numbers (cf. [12, Chapter I]), and this claim was proved completely by Cauchy in 1813. In this direction, many mathematicians have studied the problems of almost universal quadratic polynomials (a quadratic polynomial is said to be almost universal, if it represents all but finitely many positive integers over Z). Guy [7] studied the minimal number r m ∈ N chosen such that every natural number can be written as the sum of r m generalized m-gonal numbers. Guy pointed out that for sufficiently large integer n, one could likely represent n with significantly fewer generalized m-gonal numbers. Shimura [15] investigated the inhomogeneous quadratic polynomials and showed an explicit formula for the number of representations of an integer as the sum of n triangular numbers for each n in the range 2 ≤ n ≤ 8. Kane and Sun [10] obtained a classification of almost universal weighted sums of triangular numbers and more generally weighted mixed ternary sums of triangular and square numbers, this classification was later completed by Chan and Furthermore, Sun even conjectured that every sufficiently large integer can be represented as the form P m (x) + P m+1 (y) + P m+2 (z) with x, y, z ∈ N.
Motivated by the above, in this paper, we concentrate on the sums of the form F a,b,c (x, y, z) := P a (x) + P b (y) + P c (z). Now, we state the main results of this paper. Set l n =2 3−δ (a − 2)(b − 2)(c − 2)n, (2) Suppose that the greatest common divisor of any two of a−2, b−2, c−2 is of the form 2 r with r ∈ N, then F a,b,c (x, y, z) is almost universal if all of the following conditions are satisfied: (i) There exists an odd prime p such that one of a−2, b−2, c−2 is divisible by p and the product of the remaining two numbers is not a quadratic residue modulo p.
(ii) When 2 | abc, then there exists an odd prime q such that one of a − 2, b − 2, c − 2 is divisible of q and the product of 2 and the remaining two numbers is not a quadratic residue modulo q. Remark 1.1. In the proof of Theorem 1.1, we actually offer an explicit method to show that F a,b,c (x, y, z) is almost universal for some particular (a, b, c) ∈ Z 3 .
We will see in Lemma 2.1 that if one of a, b, c is not divisible by 4, then there is no local obstruction to F a,b,c (x, y, z) being almost universal. However, there is a local obstruction to F a,b,c being almost universal if a ≡ b ≡ c ≡ 0 (mod 4).
For each prime p ≡ ±1 (mod 8), 2 is a quadratic residue modulo p, by virtue of Theorem 1.1, we can easily get the following results. Corollary 1.1. Let notations and assumptions be as in (2) of Theorem 1.1, if there is a prime p with p ≡ ±1 (mod 8) satisfying the condition (i) of (2) of Theorem 1.1, then F a,b,c is almost universal. Proposition 1.1. Let notations be as above, if at least one of a, b, c is not divisible by 4 and the greatest common divisor of any two of a−2, b−2, c −2 is of the form 2 r with r ∈ N, then we have the following results.
(1) Suppose that a, b, c are distinct modulo 3, then F a,b,c (x, y, z) is almost universal, if one of the following conditions is satisfied:
(i) 2 ∤ abc, (ii) one of a, b, c is congruent to 2 modulo 4 and the remaining two numbers are odd or are all divisible by 4, (iii) one of a, b, c is divisible by 4 and the remaining two odd integers of a, b, c have same residues modulo 4.
(2) Suppose that one of the above conditions (i), (ii), (iii) is satisfied, if a ≡ b ≡ c ≡ 2 (mod 3), then any sufficiently large integer n with n ≡ a + 1 (mod 3) can be represented by F a,b,c (x, y, z).
Analogous to the above concrete example P 3 (x) + P 4 (y) + P 5 (z), we have the following corollary:
is almost universal if one of the following conditions is satisfied:
(ii) There exists an odd prime q such that one of m − 2, m − 1, m is divisible of q and the product of 2 and the remaining two numbers is not a quadratic residue modulo q.
(2) N m,m+1,m+2 \ S 2 m,m+1,m+2 is a finite set.
For each integer k ≥ 1, the k-th Fermat's number is defined to be (1) For any sufficiently large integer n with n ≡ 2 (mod 3), we can write n as the form
with x, y, z ∈ Z, where k, l, m are pairwisely distinct positive integers.
(2) For any sufficiently large integer n with n ≡ 1 (mod 3), we can write n as the form
with x, y, z ∈ Z, where p, q, r are distinct odd primes.
Let α, β, γ be positive odd integers, and let k, m, l be natural numbers satisfying l ≥ k ≥ m ≥ 2, further we put 2 k α − 2 = 2ε, 2 l β − 2 = 2η and 2 m γ − 2 = 2µ. Then we have the following results.
Corollary 1.4. Let notations be as above, suppose that α, β, γ are pairwisely coprime, then P 2 k α+2 (x) + P 2 l β+2 (y) + P 2 m γ+2 (z) is almost universal, if one of the following conditions is satisfied:
We now give an outline of this paper, in Section 2, we will give a brief overview of the theory of ternary quadratic forms and congruence theta function which we need in our proofs and prove some useful lemmas, finally we shall prove the main results of this paper in Section 3.
Some Lemmas
In this section, we first introduce some necessary objects used in our proofs and then clarify the connections between congruence theta function and representation of natural numbers by F a,b,c (x, y, z).
Shifted Lattice Theory.
In this paper, we adopt the language of quadratic space and lattices as in [11] , given a positive definite quadratic space (V, B, Q), let L be a lattice on V and A be a symmetric matrix, we denote L ∼ = A if A is the gram matrix for L with respect to some basis. In particular, an n × n diagonal matrix with a 1 , ..., a n as the diagonal entries is written as a 1 , ..., a n . For each place p of Q, we define the localization of
For a vector v ∈ V , we have a lattice coset L+v, similar to the definitions of gen(L), spn(L), cls(L) (cf. [11, pp. 132 -133]), we have the following definitions that originally appear in [18] .
The class of L + v is defined as
the spinor genus of L + v is defined as
We now consider the representation of a natural number n by F a,b,c (x, y, z), by completing the square, it is easy to see that n can be represented by F a,b,c (x, y, z) if and only if l n + v m can be represented by the lattice coset L + v, where
with respect to the orthogonal basis {e 1 , e 2 , e 3 } and
We also set
Let notations be as above, we have the following lemma involving local representations.
Lemma 2.1. If one of a, b, c is not divisible by 4, then for each prime p,
Proof. We divide our proof into three cases.
Without loss of generality, we may assume that p | a − 2. We now show that P a (x) can represent all p-adic integers over Z p . Put a − 2 = p k ε and
then (2.4) has a solution in the algebraic closure of Q p ,
, without loss of generality, we may write u = 1 − p k w with w ∈ Z p , then (2.4) has a solution
We claim that when m is odd or m ≡ 2 (mod 4), P m (x) can represent all 2-adic integers over Z 2 , since one of a, b, c is not divisible by 4, then one can easily get the desired result if the claim is true. We now prove the claim, when m is odd, set m − 2 = α, m − 4 = β, where α,
then (2.5) has a solution in the algebraic closure of Q 2 ,
where ε = α/β 2 and µ = α/β. By Local Square Theorem, we may write
is a solution of (2.5).
Assume now m ≡ 2 (mod 4), set m − 2 = 2 k+1 α, and m − 4 = 2β, where α, β ∈ Z × 2 and k ≥ 1. For each n ∈ Z 2 , the equation n = P m (x) has a solution in the algebraic closure of Q 2 as follows.
where ε = α/β 2 and µ = α/β. since k ≥ 1, by Local Square Theorem, we may write 1 + 2
ord p denotes the p-adic order), thus the equation has a solution
In view of the above, we complete the proof.
Remark 2.1. When a ≡ b ≡ c ≡ 4s (mod 8), where s ∈ {0, 1}, one may easily verify that #{P a (x) + P b (y) + P c (z) + 8Z : x, y, z ∈ Z} < 8 (#S denotes the cardinality of a finite set S). When a ≡ b ≡ c ≡ 0 (mod 4) and two of a, b, c have distinct residues modulo 8, then one may easily verify that #{P a (x) + P b (y) + P c (z) + 16Z : x, y, z ∈ Z} < 16. Thus there is a local obstruction to F a,b,c being almost universal.
2.2.
Congruence Theta Functions. In [14] Shimura investigated the modular forms of half-integral weights and explicit transformation formulas for the theta functions. Let n and N be positive integers, let A be an n × n integral positive definite symmetric matrix such that NA −1 is an integral matrix. Further set l be a non-negative integer, and P be a spherical function of order l with respect to A, given a column vector h ∈ Z n with Ah ∈ NZ n , we consider the following theta function ([14, 2.0]), with variable z ∈ H (where H denotes the upper half plane), 6) where the summation runs over all m ∈ Z n such that m ≡ h (mod N), m t denotes the transposed matrix of m and e(z) = e 2πiz . We usually call the theta function of this type congruence theta function. When P = 1, we simply write θ(z, h, A, N) instead of θ(z, h, A, N, P ). By [14, Propostion 2.1], if the diagonal elements of A are even, then θ(z, h, A, N, P ) is a modular form of weight n/2 on Γ 1 (2N) with some multiplier. Congruence theta functions have close connection with the representations of natural numbers by quadratic forms with some additional congruence conditions. To see this, we turn to the representation of natural number n by F a,b,c (x, y, z). Let L and v be as in (2.1) and (2.2) respectively. We define
where z ∈ H, and r L+v (n) := #{x ∈ L : Q(x + v) = n}. On the other hand, put
Then one may easily verify that θ L+v (z) = θ(2Nz, h, A, N), thus θ L+v (z) is a modular form of weight 3/2 on Γ 1 (4N 2 ). In addition, we need the following unary congruence theta functions, let N = 2 δ (a − 2)(b − 2)(c − 2) with δ as in (2.8) and t be a squarefree factor of N, further set A = (N/t) and
where h be chosen modulo N/t and the summation runs over all integers r such that r ≡ h (mod N/t). Then u h,t (z) is a modular form of weight 3/2 on Γ 1 (4N 2 ) with the same multiplier of θ L+v (z).
As in [6] , we may decompose θ L+v (z) into the following three parts
where E(z) is in the space generated by Eisenstein series, U(z) is in the space generated by unary theta functions defined in (2.9), and f (z) is a cusp form which is orthogonal to those unary theta functions. We first study the function E(z), Shimura [15] proved that E(z) is the weighted average of representations by the members of the genus of L + v, and simultaneously the product of local densities, thus if n can be represented by L + v locally, and n has bounded divisibility at each anisotropic prime of V , then its n-th fourier coefficient a E (n) ≫ n 1/2−ε . By virtue of [5] , the n-th fourier coefficient of f (z) grows at most like n 3/7+ε . Hence, if l n + v a,b,c is represented by L + v locally and has bounded divisibility at each anisotropic prime of V , and the (l n + v a,b,c )-th fourier coefficient of U equals zero, it is easy to see that F a,b,c is almost universal. To show that l n + v a,b,c has bounded divisibility at each anisotropic prime of V , we need to introduce some results involving quadratic forms over local fields (cf. [4, Chapter 4] ). For a finite prime p and a non-singular ternary quadratic form g over Q p , we adopt the definition of Hasse symbol c p (g) as in [4, p. 55] (note that there are several different definitions of the Hasse symbol). We also need the following result (cf. [4, Lemma 2.5]). Lemma 2.2. A necessary and sufficient conditions that the non-singular ternary quadratic form g over Q p be isotropic is that
where d(g) denotes the discriminant of g and ( , ) p denotes the Hilbert symbol over Q p .
Let notations be as above, we have the following two lemmas involving bounded divisibility at anisotropic primes. Lemma 2.3. l n +v a,b,c has bounded divisibility at each odd anisotropic prime of V .
Proof. When p ∤ 2(a − 2)(b − 2)(c − 2), as in the Case 1 in the proof of Lemma 2.1, it is easy to see that V p is isotropic.
When p | (a − 2)(b − 2)(c − 2) and p > 2, we set k = ord p (a − 2), l = ord p (b − 2), m = ord p (c − 2), without loss of generality, we assume that k ≥ l ≥ m. We shall divide the remaining proof into following three cases.
In this case, by scaling,
One may easily verify that ord p (l n + v a,b,c ) = l + m. Case 3. k = l > m. In this case, by scaling, we may simply assume that k = l > m = 0, put
Theorem, we have −αβ ∈ Q ×2 p , thus a − 2, b − 2 is isotropic and hence V p is also isotropic.
Bounded divisibility at prime 2 is much more complicated, by Lemma 2.1, we always assume that one of a, b, c is not divisible by 4, we put k = ord 2 (a − 2), l = ord 2 (b − 2), m = ord 2 (c − 2), without loss of generality, we assume that k ≥ l ≥ m, note that under our assumption, when 2 | (a, b, c) , we must have a ≡ 2 (mod 4). We further set a − 2 = 2
, then we have the following results.
Lemma 2.4. Let notations and assumptions be as above, if at least one of a, b, c is not divisible by 4, then we have either V 2 is isotropic or l n + v a,b,c has bounded divisibility at 2.
Proof. By scaling, for convenience, we still write V = a − 2, b − 2, c − 2 throughout this lemma. We first consider the case when 2 ∤ (a, b, c), we shall divide the proof of this part into three cases. Case 1.1. abc ≡ 0 (mod 2). It is clear that l n + v a,b,c ≡ 0 (mod 2) in this case. Assume now that a ≡ 0 (mod 4), if b ≡ c (mod 4), since
On the other hand,
Thus by Lemma 2.2, V 2 is isotropic.
If αη 2 + βε 2 ≡ 0 (mod 8), then it is easy to see that ord 2 (l n + v a,b,c ) =
) + αβµ 2 , this implies that α ≡ β (mod 4), we set α − β ≡ 4s (mod 8), where s ∈ {0, 1}, then we have
On the other hand, since 8 | γ(
)+αβµ 2 , we have γ ≡ 2s−α (mod 4),
By Lemma 2.2, V 2 is isotropic.
Suppose first that α ≡ β (mod 4), then 4 ∤ αη 2 + βε 2 , thus ord 2 (l n + v a,b,c ) = 7. Assume now that α ≡ β (mod 4), then we have
Thus by Lemma 2.2, V 2 is isotropic. When a ≡ 2 (mod 4) and b ≡ 0 (mod 4). We assume first that k > 2, then it is clear that ord 2 (l n + v a,b,c ) = 3. Assume now that k = 2, let the notations be as above, since
with the essentially same method as above, we have if
In sum, we finish the case when 2 ∤ (a, b, c). Now, we consider the case when 2 | (a, b, c), we divide the proof of this part into the following three cases.
Case 2.1. a ≡ b ≡ 2 (mod 4) and c ≡ 0 (mod 4).
in the same way as the above cases, we have V 2 is either isotropic or l n +v a,b,c has bounded divisibility at 2. Case 2.2. a ≡ 2 (mod 4) and b ≡ c ≡ 0 (mod 4). It is easy to see ord )+αβµ 2 , this implies that α ≡ β (mod 4), we set α − β ≡ 4s (mod 8), where s ∈ {0, 1}, then one may easily verify that γ ≡ 2s − α (mod 4), then we have
Thus by Lemma 2.2, V 2 is isotropic. Finally, if l − m = 2, assume first that α ≡ β (mod 4), since
non-zero coefficient must satisfy
Hence, (1) of Theorem 1.1 holds.
(2) Since the greatest common divisor of any two of a−2, b−2, c−2 is of the form 2 r with r ∈ N. Hence, for each odd prime p dividing (a−2)(b−2)(c−2), it is clear that p ∤ l n + v a,b,c , thus the possible u h,t (z) in the decomposition with non-zero coefficient is of the form u h,1 (z) or u h,2 (z). Moreover, if (i) and (ii) are satisfied, one may easily verify that l n +v a,b,c ∈ {r 2 , 2r 2 : r ∈ N}.
In sum, we have the (l n + v a,b,c )-th fourier coefficient of U(z) equals zero for each n ∈ N, that is, F a,b,c (x, y, z) is almost universal. In view of the above, we complete the proof.
Proof of Proposition 1.1. , it is clear that p ∤ l n + v m,m+1,m+2 for each n ∈ N, thus the possible u h,t (z) in the decomposition with non-zero coefficient is of the form u h,1 (z) or u h,2 (z). Note that m, m+ 1, m+ 2 are distinct modulo 3, thus with the same method in the proof of (1) of Proposition 1.1, we see that the possible u h,t (z) in the decomposition with non-zero coefficient must be of the form u h,2 (z). This implies (2) of Corollary 1.2. In view of the above, we complete the proof.
