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Abstract
A system of quasilinear nonuniformly parabolic equations modelling chemotaxis and taking into account
the volume filling effect is studied under no-flux boundary conditions. The proof of the existence of global-
in-time solution is given.
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1. Introduction
This paper deals with a weakly coupled system of nonuniformly parabolic quasilinear equa-
tions modelling chemotaxis and taking into account the volume filling effect [6]. In fact, we study
the existence of global-in-time regular solutions.
In order to formulate our results in a more precise way, let us present in details the system of
equations that we are going to deal with.
Let U be an open, bounded subset of Rn with the boundary of class C2. We say that
(u, v) :U × [0, T ) → R2 is a solution to a system of chemotaxis equations if it satisfies the
following initial boundary value problem:
∂u
∂t
= ∇.[α(u)∇u − uβ(u)∇v]+ f (u), (1)
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∂t
= Dvv − Av + g(u) in U × (0, T ), (2)
∇u.n = 0, ∇v.n = 0 on ∂U × (0, T ), (3)
u(x,0) = u0(x), v(x,0) = v0(x) in U. (4)
By n we denote the outer normal vector.
The problem will be considered under the set of the following hypotheses:
(T) (i) The function g is said to be C2 regular nonnegative and bounded and A and Dv are
positive constants.
(ii) There exists ε > 0 such that β ∈ C2(−ε,∞) is a positive bounded function.
(iii) The function f is C2 regular and satisfies |f (η)|  A1η + A2, f (0) = 0 for every
η ∈ R, A1, A2 are given positive constants.
(iv) There exists ε > 0 such that α ∈ C2(−ε,∞) is a positive bounded function.
Moreover we assume α to satisfy
α(η)
η→∞−−−→ 0. (5)
Condition (5) leads to the lack of uniform parabolicity and therefore problem (1)–(4), (5) can be
called degenerated at infinity.
Because of the boundedness of g the system is weakly coupled.
Notations. The norm in the space Lp(U), 1 p ∞, is denoted by ‖ · ‖p . The same notation
is used for vector valued functions u ∈ Lp(U : Rn). A classical Sobolev space will be denoted
by W 1,p(U) for 1 p ∞. The subset of the space C2(U) consisted of nonnegative functions
will be denoted by C2+(U). Sometimes to shorten the notation we shall denote the vector valued
function (u, v) by u.
The problem is interesting from the applications oriented point of view. Quasilinear systems
arise in the study of the chemotaxis phenomenon. Chemotaxis is a chemosensitive movement of
biological cells which may detect and response to some chemical secreted to environment. Let
us call the density of cells by u and the density of a chemoattractant, the chemical which attracts
cells, by v. We consider the case when chemoattractant is produced by cells.
Substituting α = 1, β = 1 and g(η) = η we arrive at the so-called minimal version of the
classical Keller–Segel model (cf. [10] and we refer the reader to the survey [8] and bibliography
therein) for which a blow-up occurs in dimensions n 2 (see, e.g., [5,9]).
Recently there have been presented several models that were supposed to prevent blow-up
which is interpreted as the overcrowding of cells. Let us summarize two such models that we
will keep in mind during our considerations.
Model I.
In [6] T. Hillen and K. Painter introduced a model that, according to their intentions, was
supposed to exclude the overcrowding. The idea to get rid of this effect was to consider the
volume filling effect which appears at high cell densities. Obviously, the higher is the density of
cells at a position (x, t), the lesser is the chance another particle attains the neighbourhood of
(x, t). Taking into account this observation when building the model, for the details see [6], the
authors arrive at (1)–(4) with
α(u) = q(u) − uq ′(u) (6)
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β(u) = q(u), (7)
where q(u) reads as the probability that the particle attains a position (x, t) if the density of cells
at this position equals u. Let us notice that assumptions q(u) 0 for u < ∞ and q is a decreas-
ing function seem very natural. In [7] there has been studied a first version of the chemotaxis
model taking into account the volume filling effect under the assumption that there is a maximal
density of cells at which chemotaxis vanishes. In [6], where the authors investigated the biology
that stands behind assumptions they put on the model in [7], it was suggested considering the
case when there is no value of u at which chemotaxis is switched off and thus q(u) > 0 and
q(u)
u→∞−−−−→ 0.
In this case we have two possibilities. If
lim
u→∞uq
′(u) > 0
then problem (1)–(4) is uniformly parabolic and can be treated in a classical way. Otherwise α
defined in (6) satisfies (5). So the degenerated at infinity problem seems to appear in a natural
way.
Interesting examples of q that give the degenerated at infinity problems are (1 + u)−λ, λ > 0,
or e−γ u, γ > 0. The latter was mentioned in [6].
Model II.
System (1)–(4) with assumption (5) can be justified by means of fluid dynamics approach
proposed in [11], where the density of the population is denoted by u, the velocity of moving
cells by V . We then have the continuity equation
∂u
∂t
+ ∇.(uV ) = 0. (8)
The Newton equation of forces yields
∂V
∂t
+ V∇v = −∇p + ∇v − η(u)V,
where p stands for the pressure of the substance, η denotes the friction.
Then neglecting inertial forces in the above equation, we arrive at
0 = −∇p + ∇v − η(u)V . (9)
However in [11] η is assumed to be constant. If we suppose that η is an increasing func-
tion, then as noticed in [13], we arrive at (1)–(4), where α(u) = up′(u)
η(u)
and β(u) = 1
η(u)
. Putting
η
u→∞−−−−→ ∞ fast enough, one obtains the degeneration at infinity condition.
The analysis of the existence of global-in-time solution to (1)–(4), (5), (T) is strictly connected
with finding the L∞-bounds to the solution to the following initial boundary value problem
∂u
∂t
= ∇.[α(u)∇u − uβ(u)∇v]+ f (u) in U × (0, T ), (10)
∇u.n = 0 on ∂U × (0, T ), (11)
u(x,0) = u0(x) in U, (12)
where v ∈ L∞(0, T : W 1,∞(U)) is a given function satisfying ∇v.n = 0 on ∂U × (0, T ).
Although we named the variables in problem (10)–(12) using the same characters as in prob-
lem (1)–(4), a solution to (1)–(4) and the pair of functions (u, v), where u is a solution to
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not cause difficulties and from the context a reader will always know which functions we con-
sider.
Notice that in the case of the uniformly parabolic equation (10), one obtains L∞ estimates
if ‖∇v(·, t)‖∞ < ∞, which was proved in [1] by means of Moser–Alikakos method (see also
Lemma 4.1 below).
If we consider nonuniformly parabolic heat equation in a bounded domain
∂u
∂t
= ∇.α(u)∇u,
u(0, x) = u0(x), (13)
under no-flux boundary condition, starting from the nonnegative data, L∞-bound to solution
follows from the maximum principle. Multiplying (13) by (u − k)+, where k > ‖u0‖∞ and
f+ =
{
f if f > 0,
0 otherwise, (14)
then integrating over U , we obtain
sup
0tT
∫
U
(u − k)2+ dx +
T∫
0
∫
U
α(u)
∣∣∇(u − k)+∣∣2 dx dt  0.
The last equation implies that u is bounded by supx∈U u0(x).
So natural seems a question whether in the case of (10)–(12), (5) L∞-bound can be found.
Using maximum principle arguments, one shows that if
v(·, t) is bounded on finite time intervals, (15)
we have the L∞-bound on u. To see this it suffices to act the divergence on the right-hand side
of (10) to obtain
∂u
∂t
− α(u)u = α′(u)|∇u|2 − ∇u(β(u) + uβ ′(u))∇v − uβ(u)v + f (u).
Fixing T > 0, T < Tmax, where Tmax is the existence time of classical solution, freezing u in the
coefficients (on (0, T ) this is uniformly parabolic problem) results in
u = (M + Let)t + U0,
where L, U0 and M are positive constants such that
U0 > sup
x∈U
u0(x), M > A1U0 + A2, L > max{A1M,A1},
being a supersolution to (10).
Very interesting is the case when (15) is not satisfied. As we shall see in Lemma 2.1, from (2)
we can infer only the bound on ∇v, so we do not know a priori anything about the boundedness
of v. What about the boundedness of u then?
The regularity of functions parametrizing the model is demanded by Amann’s theory, that we
are going to use in order to state the local results. To guarantee L∞-bounds, that let us prolong
the solution, weaker assumptions are sufficient. In Section 2 we will specify them.
Saying (u, v) is a solution, we mean that it satisfies equations in a classical sense, so
u,v ∈ C((0, T );C2(U))∩ C1((0, T );C(U))∩ C([0, T );C(U)),
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We are now in a position to present main results of the paper. As far as the author is concerned
the following results are new.
Theorem 1. Assume nonnegative functions u0, v0 belong to W 1,p(U) for p > n, p > 2, and
hypotheses (T) hold. If
β(η)
α(η)
M (16)
for some constant M > 0 and every η ∈ R, then there exists a unique classical nonnegative
global-in-time solution to (1)–(4), (5).
We can apply Theorem 1 to show that Model I prevents the overcrowding in the case of a
weakly coupled system and Model II either, provided one additional assumption.
Corollary 1.1. If α and β are given by (6) and (7), then there exists a unique global-in-time
regular solution to (1)–(4).
Corollary 1.2. Consider Model II. If there exists M > 0 such that 1
up′(u) M , then there exists a
unique global-in-time regular solution to (1)–(4).
Both corollaries we prove checking that systems (1)–(4), (5) generated by both models satisfy
condition (16). In that case Theorem 1 implies both corollaries. Proof of Corollary 1.2 is trivial.
Proof of Corollary 1.1. As we mentioned, it is reasonable to assume that q is a decreasing
function. Thus condition (16) is satisfied with M = 1. Indeed,
q(u)
(
q(u) − uq ′(u))
obviously holds and (16) follows. 
Let us say that function ν satisfies the slow degeneration condition if:
for arbitrarily small  > 0 and for every C > 0 there exists N > 0 such that for every η > N
holds
ν(η + ) > C
n+1√η . (17)
Theorem 2. If α satisfies the slow degeneration condition and β is a bounded function then there
exists a unique classical nonnegative global-in-time solution to (1)–(4), (5) provided that the
hypotheses (T) hold and initial data are as in Theorem 1.
One easily sees that every function tending to 0 as x → ∞ “slower” than 1n√x , for instance,
1
k
√
1 + x for k > n,
or
1
,ln(1 + x)
T. Cies´lak / J. Math. Anal. Appl. 326 (2007) 1410–1426 1415satisfies (17).
The paper is organized as follows: in Section 2 we state local results and show that in the case
of the weakly coupled system we have the L∞ estimate for a gradient of v and that the existence
of global-in-time solution to (1)–(4), (5) is implied by L∞-bound on finite time intervals on the
solution to (10)–(12) in the case when about v we only assume ‖∇v(·, t)‖∞ < ∞ on finite time
intervals.
In Section 3 we give the proof of Theorem 1. Section 4 is devoted to proving Theorem 2.
2. Preliminaries
First we consider local existence of solutions to (1)–(4), (5).
Theorem 2.1. Assume (T) is satisfied and u0 ∈ W 1,p(U : R2), u0  0. Then (1)–(4), (5) has a
unique maximal classical nonnegative solution. Moreover, if
sup
t∈[0,Tmax)∩[0,T ]
∥∥u(·, t)∥∥∞ < ∞
for every T < ∞, where Tmax is the time of solution’s existence and if u is bounded away from
∂G then Tmax = ∞.
Proof. We choose the set
G = {(u, v): u > −ε, v > −ε},
where ε is as in hypothesis (T)(iv).
Now for any (ϕ1, ϕ2) ∈ G, aj,k(ϕ1, ϕ2), 1 j, k  n, is said to be a family of 2 × 2 matrices
such that
ajk(ϕ1, ϕ2) =
[
α(ϕ1) −ϕ1β(ϕ1)
0 Dv
]
for j = k, aj,k ≡ 0 for j = k.
Let us now define the boundary-value operator (A, B) in the following way:
A(ϕ)z = −
n∑
j,k=1
∂j
(
aj,k(ϕ)∂kz
)
,
B(ϕ)z =
n∑
j,k=1
njaj,k(ϕ)∂kz,
where n = (n1, . . . , nn) and z = (z1, z2).
Notice that aj,k for j = k, is an upper triangular matrix and thus the normal ellipticity of the
boundary-value operator (A,B), according to Amann’s terminology, follows from (T)(iv) and the
positivity of Dv , since for all r ∈ {1,2} the matrix ar,rj,k , 1 j, k  n, satisfies then the condition
[2, (0.2)].
We are now in a position to apply Amann’s existence theory for quasilinear parabolic systems.
Thanks to [2, Theorem 1], as the set G and the functions aj,k, f, g are defined to be regular
enough to satisfy the conditions [2, (0.3)–(0.8)], we have the local existence and uniqueness of
the solution.
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satisfied. Moreover, the reaction term in (1) does not depend on the gradients of u,v. Thus, we
apply [2, Theorem 3] and obtain the last part of Theorem 2.1.
In order to see the nonnegativity of the solution starting from nonnegative initial data we
consider the auxiliary problem
ut = ∇ ·
(
α(u)∇u)− ∇ · (u+β(u)∇v), (18)
where u = u+ +u−, u+ and u− are respectively the positive and the negative part of the function.
Multiplying (18) by u− and integrating over U , we obtain
d
2dt
∫
U
(u−)2 dx = −
∫
U
α(u)|∇u−|2 dx. (19)
This results in∫
U
(
u−(x, t)
)2
dx 
∫
U
(
u−(x,0)
)2
dx = 0, t > 0. (20)
This implies that u− = 0 a.e. Thus we see that u, the part of the solution of (1)–(4) in fact
satisfies (18), in particular it is nonnegative. Then from the maximum principle for (2) we obtain
the nonnegativity of v. 
It is a consequence of the nonnegativity of the solution to (1)–(4), (5) and the choices of G
that the solution is bounded away from ∂G. So in order to prove that the solution is global it
suffices to obtain L∞-bound on it.
Proposition 2.1. Assume (T) and either hypothesis (16) or (17) is satisfied and nonnegative
initial data u0 ∈ (W 1,p(U) : R2). Then to prove Theorem 1 or Theorem 2 it suffices to show that
sup
t∈[0,Tmax)∩[0,T ]
∥∥u(·, t)∥∥∞ < ∞
for every T < ∞.
Proof. Theorem 2.1 gives us the existence of a regular unique maximal solution. In order to
prove that the solution is global we only have to estimate L∞ norms of it.
Notice that
Gt + M (21)
is a supersolution to (2), where M  supx∈U v0, G  supη0 g(η). Thus Proposition 2.1 is
proved. 
Lemma 2.1. Consider problem (1)–(4), (5), (T). Assume that nonnegative initial data u0 ∈
(W 1,p(U) : R2). Then
sup
t∈[0,Tmax)∩[0,T ]
∥∥∇v(·, t)∥∥∞ < ∞
for every T < ∞, where Tmax is the maximal interval of solution’s existence.
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solution (for the definition see [12]) to (2).
By [12] the solution is then presented with the use of the constant variation formula where the
linear semigroup is generated by
A = I − Dv
defined on X = Lp(U), with the domain D(A) = {u ∈ W 2,p: ∂u∂ n = 0}, p > n.
Let us choose 1 > α > n2p + 12 , such that (see [4])
Xα ⊂ C1(U), (22)
where the space Xα is defined as in [12]. One sees that r(v) = g(u) − Av + v is a Lipschitz
transformation between Xα and X, α ∈ [ 34 ,1). From now on we assume α > 34 . Then it follows
that ∥∥r(v)∥∥
X
K
(
1 + ∥∥r(v)∥∥
Xα
)
, (23)
K is a positive constant.
We will show that
sup
t∈[0,Tmax)∩[0,T ]
‖v‖Xα < ∞ (24)
for every finite T . Then by (22), the proof is completed.
To obtain the desired estimate (24) we shall use the Volterra type inequality [4, Lemma 1.2.9,
p. 19]. Let P t denotes the semigroup generated by A on X. Then we have
v(t) = P tv0 +
t∫
0
P t−s
(
g
(
u(s)
)− Av(s) + v(s))ds, t < Tmax.
Hence, using (23), we obtain
∥∥v(t)∥∥
Xα
 1
tα
‖v0‖Xα + N
t∫
0
1
(t − s)α ds + K
t∫
0
1
(t − s)α
∥∥v(t)∥∥
Xα
ds, (25)
where N = KG and G was defined in (21).
We see that adding 1 to both sides of (25) we obtain
∥∥v(t)∥∥
Xα
+ 1 1
tα
‖v0‖Xα + N
t∫
0
t + (t − s)α
t (t − s)α ds + K
t∫
0
1
(t − s)α
∥∥v(t)∥∥
Xα
ds
 1
tα
‖v0‖Xα + 2N
t∫
0
1
(t − s)α ds + K
t∫
0
1
(t − s)α
∥∥v(t)∥∥
Xα
ds, (26)
where we used the fact that t+(t−s)
α
t
 2.
Inequality (26) is the Volterra type inequality for the function ‖v(t)‖Xα + 1.
Thus, we obtain
sup tα
∥∥v(t)∥∥
Xα
< ∞t∈(0,Tmax)∩(0,T ]
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v ∈ C([0, T1];W 1,p(U))
yields (24) and Lemma 2.1 is proved. 
We would like to underline that in Section 3, in fact, the L∞-bound to the solution to (10)–(12)
will be shown.
Theorem 2.2. Let u be an L2-weak solution to (10)–(12), (5) under assumptions u0 ∈ L∞(U),
∇v ∈ L∞(U × (0, T )) and (16), then
sup
[0,Tmax)∩[0,T ]
∥∥u(·, t)∥∥∞ < ∞,
for every T < ∞. Tmax is the maximal interval of solution’s existence.
Of course, in particular, this theorem gives us L∞-bound on the first component of the solution
to (1)–(4), (5), (T) and thus Theorem 1 follows in view of Lemma 2.1 and Proposition 2.1.
3. Proof of Theorem 1
According to Proposition 2.1, in order to prove Theorem 1 it suffices to prove Theorem 2.2.
To this end we shall modify, due to the lack of uniform parabolicity, de Giorgi method. In the
beginning let us assume Tmax to be finite.
First of all let us assume for the convenience of computations f ≡ 0.
In the first step let us formulate the following lemma:
Lemma 3.1.
∫
UTmax
u2 dx dt < ∞, where UTmax = U × [0, Tmax).
Proof. Multiplying (10) by u and then integrating it over UTmax , we obtain∫
U
u2 dx +
∫
UTmax
α(u)|∇u|2 dx dt

∫
U
u(0)2 dx +
∫
UTmax
uβ(u)∇v∇udx dt

∫
U
u(0)2 dx +
∫
UTmax
1
2
α(u)|∇u|2 dx dt + C1
∫
UTmax
u2 dx dt.
The last inequality is implied by Young’s inequality. The proof is completed with the use of
Gronwall’s lemma. 
Now let us go back to the proof of Theorem 1. Define
YN =
∫
UTmax
(u − kN)2+ dx dt, kN = k −
k
2N
+ sup
x∈U
u0(x),
k˜N = kN + kN+12 = k −
3k
2N+1
+ sup u0(x),x∈U
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We shall show that
YN+1  PbNY 1+γN for N  1, (27)
where P > 0, b > 1, γ > 0 are constants.
Then for
Y0  P−
1
γ b
− 1
γ 2 , (28)
YN
N→∞−−−−→ 0 and it follows that ‖u‖L∞(U×(0,Tmax)) < ∞.
In the sequel we will denote by C a generic constant which does not depend on k and N , the
step of the iteration. However its value may vary from line to line.
In the beginning, following [3, (7.5)] we write∫
UTmax
u21{u>k˜N } dx dt  C2
2N
∫
UTmax
(u − kN)2+ dx dt, (29)
where 1 is the characteristic function, and [3, (7.2)]∫
Tmax
∣∣A˜N(τ)∣∣dτ C 22N
k2
∫
UTmax
(u − kN)2+ dx dt, (30)
where |A˜N | is a Lebesgue measure of the set
˜AN(t) =
{
x ∈ U : u(x, t) > k˜N
}
.
We start with Holder’s inequality to obtain the following estimate
YN+1 
( ∫
UTmax
(u − kN+1)q+ dx dt
) 2
q
( ∫
T max
∣∣A˜N (τ)∣∣dτ)1− 2q ,
where q = 2 + 4
n
.
Next (30) yields
YN+1 
( ∫
UTmax
(u − kN+1)q+ dx dt
) 2
q
(
22N
k2
YN
)1− 2
q
. (31)
Next following [3, Chapter 5, formula 11.4] we have:∫
UTmax
(u − kN+1)q+ dx dt  C
( ∫
UTmax
∣∣∇(u − kN+1)+∣∣2 dx dt)
×
(
sup
0τTmax
∫
U
(u − kN+1)2+ dx
) 2
n
+ |U |1−q
∫
Tmax
(∫
U
(u − kN+1)+ dx
)q
dτ (32)
and [3, p. 160, third formula from the bottom]
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∫
Tmax
(∫
U
(u − kN+1)+ dx
)q
dτ
 C 2N
k
Tmax
|U | 2n
(
sup
0τTmax
∫
U
(u − k˜N )2+ dx
) n+2
n
. (33)
To shorten the formulae we used sup in the meaning of ess sup in the above. From now on we
will not distinguish between them. We stipulate to take k  Tmax|U |2/n , in view of (33) and (32), from(31) with the use of the fact that
sup
0tTmax
∫
U
(u − kN+1)2+ dx  sup
0tTmax
∫
U
(u − k˜N )2+ dx
we have
YN+1 
(
C
( ∫
UTmax
∣∣∇(u − kN+1)+∣∣2 dx dt)( sup
0tTmax
∫
U
(u − k˜N )2+ dx
) 2
n
+ 2NC
(
sup
0tTmax
∫
U
(u − k˜N )2+ dx
) n+2
n
) 2
q (22N
k2
YN
)1− 2
q
. (34)
On the other hand, on multiplying both sides of (10) by (u − k˜N )+ and integrating we obtain
sup
0tTmax
∫
U
(u − k˜N )2+ dx +
∫
UTmax
α(u)
∣∣∇(u − k˜N )+∣∣2 dx dt

∫
UTmax
uβ(u)∇(u − k˜N )+ dx dt. (35)
Young’s inequality and (16) result in∫
UTmax
uβ(u)∇(u − k˜N )+ dx dt
 1
2
∫
UTmax
α(u)
∣∣∇(u − k˜N )+∣∣2 dx dt + C ∫
UTmax
u21{u>k˜N } dx dt.
In view of (35) and (29) we obtain
sup
0tTmax
∫
U
(u − k˜N )2+ dx +
1
2
∫
UTmax
α(u)
∣∣∇(u− k˜N )+∣∣2 dx dt
 22NC
∫
U
(u − kN)2+ dx dt. (36)
Tmax
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(u−k˜N )+∫
0
1
α(y + k˜N )
dy
and integrate over UT , for any T < Tmax. It follows that
T∫
0
d
dt
∫
U
G(u)dx +
∫
UT
∣∣∇(u− k˜N )+∣∣2 dx dt

∫
UT
uβ(u)
1
α(u)
∇(u − k˜N )+ dx dt
 1
2
∫
UT
∣∣∇(u − k˜N )+∣∣2 dx dt + C ∫
UT
u21{u>k˜N } dx dt, (37)
the second inequality is a simple consequence of Young’s inequality and (16). Function G is
defined as follows
G(u) :=
u∫
0
(z−k˜N )+∫
0
1
α(y + k˜N )
dy dz.
We infer from (29), (37),∫
U
G
(
u(T )
)
dx + 1
2
∫
UT
∣∣∇(u − k˜N )+∣∣2 dx dt  C22N ∫
UT
(u − kN)2+ dx dt. (38)
From (38) we see that for every T < Tmax,∫
UT
∣∣∇(u − k˜N )+∣∣2 dx dt C22N ∫
UTmax
(u − kN)2+ dx dt,
and thus∫
UTmax
∣∣∇(u − k˜N )+∣∣2 dx dt  C22N ∫
UTmax
(u − kN)2+ dx dt (39)
holds.
Now we are in a position to complete the proof of Theorem 1. In (34) we use (39) to estimate∫
UTmax
∣∣∇(u − k˜N )+∣∣2 dx dt
and (36) to bound
sup
0tTmax
∫
U
(u − k˜N )2+ dx.
This way we obtain (27) with b > 1 and P depending on k such that P → 0 as k → ∞. Thus,
thanks to Lemma 3.1 we can choose k great enough to ensure that (28) is satisfied.
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(3) by (α(u)∇u − uβ(u)∇v).n = 0 and for instance 0 boundary condition for v.
4. Proof of Theorem 2
Thanks to Proposition 2.1, to prove Theorem 2, it is enough to show that
sup
[0,Tmax)∩[0,T )
∥∥u(t)∥∥∞ < ∞
for every finite T .
From (1) ‖u(·, t)‖1 < ∞ on finite time intervals.
Assume Tmax < ∞. We shall show that sup[0,Tmax) ‖u(t)‖∞ < ∞.
Because of the lack of uniform parabolicity Moser–Alikakos method cannot be applied di-
rectly to show L∞-bound on the solution to (1)–(4), (5). Therefore we combine this method with
truncation which enables us to find the L∞-bound provided the decrease of α is slow enough.
The proof of Theorem 2 consists of two steps. In the first step we study an auxiliary problem
(1)–(4) with assumption
α(u) a0. (40)
Next in Lemma 4.1, which is of crucial meaning, we show precisely the dependence of L∞
norm of u on an ellipticity constant a0. In Step 2 the suitable truncation of α is introduced and
we conclude matching it with Lemma 4.1.
For reader’s convenience we formulate below Gagliardo–Nirenberg inequality (see [4, 9.3.8]):
∀ ∈ (0,1) ∃C > 0 ∀w ∈ H 1(U),
(1 − )‖w‖2  ‖∇w‖2 + C‖w‖1,
where C = D0− n2 , D0 is a positive constant, H 1 denotes the space W 1,2(U).
Step 1. In order to shorten the formulae let us define
χ := 1 + A1 + A2 and Du := max
{
1, sup
t
∥∥u(·, t)∥∥1}.
Lemma 4.1. Let (u, v) solve (1)–(4), (T), (40), then the following estimate holds:
sup
t∈[0,Tmax)
∥∥u(·, t)∥∥∞  22n+1c′Du, (41)
c′ = max{μ,1,A2|U |,K2}, K = max{1, |U |}‖u0‖∞ and
μ = D0a0
(
2
1 + 2χ
a0
+ (2L)2n
a20
)−( n2 +1)
,
D0 is a constant in Gagliardo–Nirenberg interpolation inequality, L := supt∈[0,Tmax) ‖∇v(·, t)‖∞.
The proof of Lemma 4.1 splits into four steps I–IV. Presenting them we follow the lines of the
proof in [4]. We present it in details, because for our considerations the dependence of c′ on a0
(see Lemma 4.1) is of importance, and to our knowledge this dependence has not been specified
in any paper we could refer to.
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have ∫
U
u∇v∇u2k−1 dx =
∫
U
∇u(2k − 1)∇vu2k−1 dx,
one easily obtains, using ellipticity condition (40) and the easy inequality u2k−2  u2k + 1,
d
dt
∫
U
u2
k
dx −(2k − 1)22−ka0 ∫
U
n∑
i=1
(
∂u2
k−1
∂xi
)2
dx
+ 2(2k − 1)L(∫
U
n∑
i=1
(
∂u2
k−1
∂xi
)2
dx
) 1
2(
n
∫
U
u2
k
dx
) 1
2
+ 2k(A1 + A2)
∫
U
u2
k
dx + 2kA2|U |. (42)
II. From (42), using the Gagliardo–Nirenberg inequality and Young inequality with  = a0
(2k−1)L
one obtains
d
dt
∫
U
u2
k
dx 
(−(2k − 1)22−ka0 + (2k − 1)L)∫
U
n∑
i=1
(
∂u2
k−1
∂xi
)2
dx
+
(
2k(A1 + A2) + (2
k − 1)Ln

)∫
U
u2
k
dx + 2kA2|U |
−a0 1 − 

∫
U
u2
k
dx + C

a0
(∫
U
u2
k−1
dx
)2
+
(
2k(A1 + A2) + ((2
k − 1)L)2n
a0
)∫
U
u2
k
dx + 2kA2|U |. (43)
III. If we knew that it is possible to choose  = k = l4−k , where l is a constant, in such a way
that
−a0 1 − k
k
+ 2k(A1 + A2) + ((2
k − 1)l)2n
a0
−4k, (44)
then (43) and (44) would yield
d
dt
∫
U
u2
k
dx −4k
∫
U
u2
k
dx + D0
(
l4−k
)−( n2 +1)(∫
U
u2
k−1
dx
)2
+ 2kA2|U |
= −4k
∫
u2
k
dx + D0l−( n2 +1)
(
4k
) n
2 +1
(∫
u2
k−1
dx
)2
+ 2kA2|U |. (45)U U
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k 
1
1 + 2kχ
a0
+ ((2k)L)2n
a20
.
Thus we see that it suffices to choose l satisfying
l  4
k
1 + 2kχ
a0
+ 4kL2n
a20
(46)
for every k  1. Obviously k is of the wanted form.
In order to show that there exists a positive l satisfying (46) for k  1 we consider the sequence
{bk}k∈N =
{
4k
1 + 2kχ
a0
+ 4kL2n
a20
}
k∈N
. (47)
We claim {bk} is increasing. It is implied by the following inequality
4k+1
1 + 2k+1χ
a0
+ 4k+1L2n
a20
>
4k
1 + 2kχ
a0
+ 4kL2n
a20
.
In that case it suffices to take
l := l(a0) = b1 = 4
1 + 2χ
a0
+ 4L2n
a20
.
IV. Inequality (45) leads to the thesis of Lemma 4.1 using exactly the same argument as in
[4, Section 9.3].
Step 2. Define the function TrK1 ∈ C2(R+):
(T1) TrK1(x) = x, if x K1.
(T2) There exists ε > 0 such that for x > K1, TrK1(x) satisfies the condition
K1 < TrK1 x K1 + ε.
Now we define T :C2+(U) → C2+(U) in the following way:
T (u)(x) = TrK1
(
u(x)
)
. (48)
Next we consider an auxiliary problem (1)–(4) with α(u) replaced by α(T (u)) and
a0 = a0(K1) = α(K1 + )
in (40). The solution to the auxiliary problem is denoted by uK1 . We shall show that uK1 K1
for (x, t) ∈ U × [0, Tmax).
As (17) holds, there is N great enough that for every C we can choose K1 large enough to
ensure
K1 > N, a0(K1) < 1 and (49)
a0(K1)
C
n+1√ . (50)K1
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C = 1√
2
1
n+1√2
n+1
√
22n+1DuK1 D0
(
1 + 2χ + (2L)2n) n2 +1. (51)
Substituting it into (50) we obtain
22n+1DuK1 D0a0
(a20 + 2χa0 + (2L)2n)
n
2 +1
(2a20)
n
2 +1
K1. (52)
By virtue of the easy equality
a0
(a20 + 2χa0 + (2L)2n)
n
2 +1
(2a20)
n
2 +1
= a0
(
2
1 + 2χ
a0
+ (2L)2n
a20
)−( n2 +1)
we see from (52) and (41) that to show that uK1 K1 we only need to choose K1 great enough.
Indeed, enlarging K1 if necessary we have
a0
(
2
1 + 2χ
a0
+ (2L)2n
a20
)−( n2 +1)
> max
{
1,D,K2
}
,
since the left-hand side of the above inequality converges to ∞ as a0(K1) → 0. But enlarging
K1, thanks to (5) and (T2), we can obtain a0(K1) arbitrarily small.
Thus uK1 is in fact the solution to (1)–(4), (T), (5) and we have L∞ estimate of it. It is finite
on finite time intervals contrary to the assumption Tmax < ∞.
Remark 4.1. From the proof we see that Theorem 2 holds also for (α(u)∇u − uβ(u)∇v).n = 0
and for instance 0 boundary condition for v instead of boundary conditions (3).
Remark 4.2. It turns out that de Giorgi method matched with the truncation method in the same
way as in the proof of Theorem 2 forces more restrictive assumptions on the behaviour of α(η)
when η → ∞ than (17).
Corollary 4.3. Consider Hillen–Painter model. If q is of the form (1+u)−γ , γ < 1
n
, then α given
by (6) satisfies (17).
Proof. We have
q(η + ) − (η + )q ′(η + ) = (1 + η + )−(γ+1)(1 + (η + )(γ + 1)).
We claim that
ηγ (1 + (η + )(γ + 1))
(1 + η + )γ+1 η
1
n
−γ  C
for large enough η and a positive constant C.
Indeed, on the one hand η
1
n
−γ → ∞ as η → ∞, and on the other hand,
ηγ (1 + (η + )(γ + 1))
(1 + η + )γ+1 
(
η
1 + η + 
)γ+1
 1
2
and the proof is completed. 
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