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DERIVATION AND ANALYSIS OF SIMPLIFIED FILTERS FOR
COMPLEX DYNAMICAL SYSTEMS
WONJUNG LEE ∗ AND ANDREW STUART †
Abstract. Filtering is concerned with the sequential estimation of the state, and uncertainties, of
a Markovian system, given noisy observations. It is particularly difficult to achieve accurate filtering
in complex dynamical systems, such as those arising in turbulence, in which effective low-dimensional
representation of the desired probability distribution is challenging. Nonetheless recent advances
have shown considerable success in filtering based on certain carefully chosen simplifications of the
underlying system, which allow closed form filters. This leads to filtering algorithms with significant,
but judiciously chosen, model error. The purpose of this article is to analyze the effectiveness of these
simplified filters, and to suggest modifications of them which lead to improved filtering in certain
time-scale regimes. We employ a Markov switching process for the true signal underlying the data,
rather than working with a fully resolved DNS PDE model. Such Markov switching models haven
been demonstrated to provide an excellent surrogate test-bed for the turbulent bursting phenomena
which make filtering of complex physical models, such as those arising in atmospheric sciences, so
challenging.
Key words. Sequential filtering, Bayesian statistics, Complex dynamical systems, Model error.
AMS subject classifications. 60G35, 93E11, 94A12
1. Introduction
1.1. Overview Filtering is concerned with the sequential updating of Marko-
vian systems, given noisy, partial observations of the system state [29, 30, 37]. Due to
the increasing prevalence of data in all areas of science and engineering, and due to
the inherent complexity of physical models developed for the description of many phe-
nomena arising in science and engineering, the need for accurate and speedy filters
is paramount. However in its full form filtering requires the description of a time-
evolving probability distribution on the system state, conditioned on data, which for
many systems can be hard to represent in a computationally tractable way. This
is a particular challenge for the complex physical models arising in areas such as
atmospheric sciences [26], oceanography [2] and oil reservoir simulation [35]. How-
ever a recent body of work by Majda and coworkers [21, 31, 30, 8, 27, 7, 6, 38, 22]
has demonstrated the possibility of using drastic simplifications of the models for
complex turbulent phenomena in order to construct effective filters which are compu-
tationally tractable in real-time. The underlying philosophy of this work is to replace
the true underlying Markovian model (often deterministic, but chaotic) with a sim-
plified stochastic model which captures the key physical phenomena at the statistical
level yet is amenable to closed form expressions for the purpose of filtering. It is
possible to interpret this work as providing an important step towards the adoption
of physically informed machine learning, going beyond traditional machine learning
methodologies which often attempt to build models from the data alone [4, 34]. The
purpose of our work is to shed further light on this body of work, through analy-
sis, through the derivation of new methods in the same spirit, and through careful
numerical experiments.
In order to carry out this program we do not work with a full complex model
of turbulence for our true signal, but rather work with a simple switching stochastic
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model (SSM), a stochastic differential equation driven by a sign-alternating two-state
Markov process [32, 41]. The system is either forced or dissipated depending on
the sign of the driving signal, and as a consequence admits intermittent bursting
phenomena, similar to what is seen in real turbulent signals [42, 14, 5]. The use
of this model as a simplified model for turbulent bursting, and demonstration of its
effectiveness in this context, may be seen from the papers [16, 17]. This SSM, then, is
viewed as the “true” Markov model whose signals generate the data. Our objective is
to find simplified models, amenable to filtering, which capture the essential features
of the SSM. We now define the filtering problem and outline the simplified models
that we consider.
1.2. The True Model and Model Error Consider an Rd-valued Markov
process x(t) where t≥ 0. The process is hidden and we only have access to yn, n∈
N, which is a (partial) noisy observation of xn≡x(nT ) for some T > 0. For Yn :=
{y1, · · · ,yn} the key objective in probabilistic filtering is the sequential updating of
P(xn|Yn) [28, 23, 1, 12, 30].
To perform filtering, the standard approach adopted in large scale geophysical
applications is to alternate the uncertainty propagation P(xn−1|Yn−1) 7→P(xn|Yn−1),
and the data acquisition P(xn|Yn−1) 7→P(xn|Yn) in a sequential manner. The former
step corresponds to probabilistic solution of the governing equation for x(t), while
the latter step is accomplished by Bayes’ rule P(xn|Yn)∝P(xn|Yn−1)P(yn|xn), which
asserts that the posterior distribution is proportional to the product of the prior
distribution and the likelihood (viewed as function of xn). Examples of Bayesian
filters include the Kalman filter [24, 25], the extended Kalman filter [15], the ensemble
Kalman filter [13], the particle filter [20] and the Gaussian mixture filter [39, 9, 40].
In this paper the true model xn underlying the data will be found from discrete
time sampling of the following switching stochastic model, or SSM for short:
(SSM)
{
du =−γudt+σudBu
γ ∈ {γ+,γ−}
(1.1)
where γ(t) is a Markov process, alternately taking constant values of {γ+> 0,γ−< 0}.
The distribution functions of the random variables
τγ+ =inf{t :γ(t)=γ−|γ(0)=γ+}
τγ− =inf{t :γ(t)=γ+|γ(0)=γ−}
are given by
P(τγ+ <t)=1−e−
λ+
ǫ
t
P(τγ− <t)=1−e−
λ−
ǫ
t
respectively. The positive parameter ǫ determines the transition rates, accounting for
the time-scale separation between input signal γ and output response u. In case of
small ǫ, there is rapid switching between γ+ and γ−. On the other hand, switching is
a rare event when ǫ is large. In the general notation above we have x=(u,γ).
For xn=(un,γn)= (u(nT ),γ(nT )) we assume the noisy observations are of the
form
yn=un+ηn, ηn∼N (0,Rn) (1.2)
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where {ηn}n≥0 is an independent and identically distributed centred Gaussian. The
filtering distribution P(xn|Yn), determined by (1.1) and (1.2), does not allow for a
closed-form representation. In the following, we address the problem through filtering
with model error: that is, instead of a straightforward application to the genuine
system, we replace the process x by a different Markov model which is more amenable
to filtering explicitly than is the SSM. We tune the parameters of the new models to
maximize their statistical resemblances with the SSM. It is important to note that in
this paper, due to the low dimensionality of SSM, the introduction of reduced models
used for filtering presumably does not lead to a significant saving of computational
costs. However the aim is to understand the application of the methodology developed
by Majda and coworkers which is targetted at situations where the true signal is very
expensive to simulate, whilst the models used for filtering are orders of magnitude
cheaper. Furthermore we investigate a new theory-based conceptual framework to
illustrate this body of work, and to develop generalizations of it, working in a simple
setting where the true signal of interest comes from the SSM.
There are four forms of filters with model error considered in this paper (acronyms
explained later). The MSM and DSM are particularly relevant when ǫ is smaller, while
the dMSM and dDSM are designed especially for larger ǫ. The MSM is found from the
SSM by replacing the switching process γ by its mean (constant in time) value, giving
rise to a process u¯ instead of u. The DSM is found by replacing the switching process
γ by the solution of an Ornstein-Uhlenbeck (OU) process, giving rise to a process
û instead of u. The dMSM is found by replacing u by a process with a constant γ
in time, but choosing that constant randomly, according to carefully chosen weights.
This leads to replacement of u by a process u¯′. And finally the dDSM is found by
replacing u by û′ in which γ is given by one of two OU processes for all time, but
choosing the OU process randomly, according to carefully chosen weights. From now
on, it will help to keep in mind that MSM and DSM are approximations of SSM for
smaller ǫ, and dMSM and dDSM are approximations of SSM for larger ǫ.
1.3. Our Contributions Existing and extensive numerical studies naturally
give rise to two fundamental questions about filtering with model error: (i) what are
the precise conditions under which a given filter with model error is the best choice out
of some class of filters; and (ii) how to choose the free parameters so as to maximize the
consequent filtering accuracy. To address these questions we investigate the accuracy
of the filters with model error via careful numerical experiments, and introduce a
systematic approach for parameter determination. Specifically, our contributions in
the present paper are as follows:
• in addition to studying the filters with model error MSM and DSM, intro-
duced in [16, 17], we also introduce our own filters with model error: dMSM
and dDSM;
• we build a Gaussian filter and a Gaussian mixture filter for SSM;
• we show the consistency of the reduced models in the extremely small (large)
ǫ regime by proving limit theorems that connect the filter signal models MSM
(dMSM) and DSM (dDSM) with the true signal model SSM;
• we use asymptotic analysis in the small (large) ǫ regime to obtain analytic
formulae for the adaptive parameters of the simplified models MSM (dMSM)
and DSM (dDSM);
• we employ optimization to solve minimization problem that yields suitable
parameters for the simplifications when the scale-separation is not extreme
but moderate or weak;
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Fig. 2.1. Regularized modeling of the qualitative behaviors of switching process.
• we perform direct numerical simulations to show the accuracy and feasibility
of the methods.
1.4. Organization of the Paper The paper is organized as follows. We
precisely define the models used for filtering in section 2. Our main results are in
section 3, where various tools, tuned to the relevant parameter regime for ǫ, are
deployed to improve filtering accuracy. We perform numerical experiments in section 4
and draw conclusions in section 5. Lengthy calculations concerning the analysis of
models are gathered in the appendices, in order to improve accessibility of the paper.
2. Filtering With Model Error: Simplifications of SSM Here we define
four adaptive approximate models for SSM, based on the analysis of the qualitative
behaviors of the switching process, and use them to build filters. Subsection 2.1 is
concerned with the case when ǫ is small (scale-separation regime) and subsection 2.2
is when ǫ is large (rare-event regime).
2.1. Scale-Separation Regime
2.1.1. Mean Stochastic Model (MSM) In many multi-scale problems, the
governing equation in which the driving signal is significantly faster is replaced by an
equation with non-oscillatory coefficient found as a limit (usually in a weak sense) of
scale-separation [36, 3, 10]. This work suggests that, when ǫ is sufficiently small, the
mean stochastic model (MSM)
(MSM)
{
du¯ =−γ¯u¯dt+σudBu
γ¯ =const
(2.1)
can be a good approximation of SSM. Using MSM for filtering we note that, provided
u¯0 is Gaussian, all distributions P(u¯n−1|Yn−1) 7→P(u¯n|Yn−1) 7→P(u¯n|Yn) are Gaus-
sians and may be updated by the Kalman filter [24].
2.1.2. Diffusive Stochastic Model (DSM) The diffusive stochastic model
(DSM) is given by
(DSM)
{
dû =−γ̂ûdt+σudBu
dγ̂ =− νǫ (γ̂−µ)dt+ σ√ǫdBγ
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Note that γ̂ is in an Ornstein-Uhlenbeck process: solution of the Langevin equation
dγ˜=−1
ǫ
∇U(γ˜)dt+ σ√
ǫ
dBγ (2.2)
with the potential
U(x)=U1(x) :=
ν
2
(x−µ)2. (2.3)
We aim to tune this process to match the response of the system, in the observed
variable u. The reason for interest in this model is that, although exact filtering
is not possible, it is possible to compute an approximate Gaussian filter, based on
exact propagation of the first two moments. Indeed provided (û(0), γ̂(0)) is joint
Gaussian, the mean and covariance of (û(T ), γ̂(T )) are exactly solvable. Denoting
γ̂n≡ γ̂(nT ), the resultant moment mapping can be used for uncertainty propaga-
tion: P(ûn−1, γ̂n−1|Yn−1) 7→P(ûn, γ̂n|Yn−1). Under this Gaussian approximation, the
Kalman filter may be applied to obtain P(ûn, γ̂n|Yn−1) 7→P(ûn, γ̂n|Yn). The resulting
filter is named the stochastic parametrization extended Kalman filter (SPEKF) in
[18] where it was introduced. Finally, a proper marginalization at every step yields
the object of interest: P(ûn|Yn).
2.2. Rare-Event Regime
2.2.1. Dual-mode Mean Stochastic Model (dMSM) When ǫ is large
enough, transitions in γ are rare. To study this case, we build the following dual-
mode mean stochastic model (dMSM):
(dMSM)

du¯′ =−γ¯′u¯′dt+σudBu
γ¯′ =
{
γ+with probability ρ¯+ for t≥ 0
γ−with probability ρ¯−=1− ρ¯+ for t≥ 0
(2.4)
as the reduced modeling of SSM. This can be viewed as an example of the more
general switching linear dynamical system model [19].
If the probability distribution of u¯′(0) is the sum of weighted Gaussian kernels,
then note that
P(u¯′(T ))=P(γ¯′=γ+)P(u¯′(T )|γ¯′=γ+)+P(γ¯′=γ−)P(u¯′(T )|γ¯′=γ−). (2.5)
Under this assumption on u¯′(0), then, we may use the Gaussian mixture filter to ob-
tain the exact filtering solution of dMSM. The procedure P(u¯′n−1|Yn−1) 7→P(u¯′n|Yn−1)
is performed using (2.5), and a parallel application of the Kalman filter to each Gaus-
sian kernel, along with updating of the weights of each kernel, completes the update
P(u¯′n|Yn−1) 7→P(u¯′n|Yn).
In practice, the geometric growth in the number of kernels in the number of pre-
diction steps prevents tractable exact inference as data is accumulated sequentially.
One resolution that we adopt here is through the projection of the filtering solution
onto the space of tractable distributions. Following the idea of assumed density filter-
ing [33], a large mixture of Gaussians is replaced by a smaller mixture of Gaussians
at regular time-intervals, while filtering progresses [11].
2.2.2. Dual-mode Diffusive Stochastic Model (dDSM) As in the DSM
we now try to use a diffusion process to model the switching process γ, in order to
benefit from the possibility of propagating second moments exactly, as is done in
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the DSM. When ǫ is large, however, the process (2.2) with the single-well potential
(2.3) is not suitable for mimicking rare transitions. We instead consider a double-well
potential U2(x) for U(x) (illustrated in the right-panel of Fig. 2.1). In this scenario,
the motion of γ˜ is captured within either of the potential wells for significant time
periods, but random perturbations allow it to effectively jump over the potential
barrier and enter the parallel metastable state.
Based upon the quadratic expansions
U2(x)≃
{
U2(µ+)+
ν+
2 (x−µ+)2 when |x−µ+| is small
U2(µ−)+
ν−
2 (x−µ−)2 when |x−µ−| is small
we build a new model
(dDSM)

dû′ =−γ̂′û′dt+σudBu
dγ̂′ =
{
− ν+ǫ (γ̂′−µ+)dt+ σ+√ǫdBγ with probability ρ̂+
− ν−ǫ (γ̂′−µ−)dt+ σ−√ǫ dBγ with probability ρ̂−=1− ρ̂+
(2.6)
where the uncertainty is separately delivered by two independent sets of SDEs.
Eq. (2.6) is named by the dual-mode diffusive stochastic model (dDSM).
When (û′(0), γ̂′(0)) is a Gaussian mixture, utilizing the exact solvability of the
first two moments of the propagated distributions (as for DSM), the probability of
(û′(T ), γ̂′(T )) can be approximated as Gaussian mixture with the number of kernels
doubled, similarly to dMSM. As for dMSM we may perform a reduction of the number
of mixtures to retain computational tractability. In this way, the approximate Gaus-
sian mixture filter P(û′n−1, γ̂
′
n−1|Yn−1) 7→P(û′n, γ̂′n|Yn−1) 7→P(û′n, γ̂′n|Yn) is established.
3. Model Validations In this section, we proceed (i) to validate the proposed
models, and (ii) to determine the adaptive parameters. We classify the ǫ parame-
ter regime into the six regions; the scale-separation limit {ǫ→0}, the sharp scale-
separation regime {ǫ≪1}, the imprecise scale-separation regime {ǫ< 1}, the mod-
erately rare-event regime {ǫ> 1}, the extremely rare-event regime {ǫ≫1}, the rare-
event limit {ǫ→∞}. Subsection 3.1 is devoted to the study of the case {ǫ→0,ǫ→∞},
and subsection 3.2 to {ǫ≪1,ǫ≫1}, and subsection 3.3 to {ǫ< 1,ǫ> 1}.
3.1. Convergence Results Here we demonstrate the consistency of the sim-
plified models by showing that uT ,ûT→ u¯T (subscript notation will be abused and
uT =u(T )) as ǫ→0 and that uT ,û′T→ u¯′T as ǫ→∞ in senses elucidated in what fol-
lows. All proofs are deferred to the Appendix C.
3.1.1. Scale-Separation Limit The main results here are the following the-
orem and corollary; the constants are defined in the developments following their
statements.
Theorem 3.1. Assume that u0, u¯0 and û0 are identically distributed Gaussian ran-
dom variables, and assume that (u0,γ0) and (û0, γ̂0) are independent pairs of random
variables. If γ¯ and µ are equal to γ¯∞≡ λ−γ++λ+γ−λ−+λ+ , then, for any fixed T > 0, as ǫ→0
the mean and variance of uT and ûT converge to those of u¯T .
Proof. [of Theorem 3.1] This follows from Lemmas 3.1, 3.2, 3.3, using the explicit
calculations which are presented after the corollary below.
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Corollary 3.1. Under the conditions in Theorem 3.1, the mean and variance in the
Gaussian filters for un|Yn (defined in Appendix A.3.1) and ûn|Yn, converge to those
of u¯n|Yn, for fixed n> 0, as ǫ→0.
Proof. [of Corollary 3.1] This follows from the data assimilation formula of the
Kalman filter [1].
Let uǫ solve
duǫ=−γǫuǫdt+σudBu (3.1)
for a random process γǫ. For Γǫt≡
∫ t
0 γ
ǫ(s)ds the integral process of γǫ we have the
variation-of-constants yields
uǫT = e
−ΓǫT uǫ0+σu
∫ T
0
e−(Γ
ǫ
T−Γǫt)dBu(t). (3.2)
Application of the Itoˆ formula shows that the mean and covariance are given by
〈uǫT 〉=
〈
e−Γ
ǫ
T uǫ0
〉
Var(uǫT )=
〈(
e−Γ
ǫ
T uǫ0
)2〉
−
〈
e−Γ
ǫ
T uǫ0
〉2
+σ2u
∫ T
0
〈
e−2(Γ
ǫ
T−Γǫt)
〉
dt.
(3.3)
Here and henceforth, 〈···〉 denotes the statistical average. Eq. (3.3) reveals that the
moment generating function (MGF) of integral process of γǫ are particularly relevant
to the first two moments propagation of uǫ governed by (3.1).
Lemma 3.1. Let u¯t satisfy MSM (2.1). If〈
eα(Γ
ǫ
T−Γǫt)
〉
→ eαγ¯(T−t) for α=−1,−2 and 0≤ t≤T (3.4)
and if 〈(
e−Γ
ǫ
T uǫ0
)m〉
→
〈(
e−γ¯T u¯0
)m〉
for m=1,2 (3.5)
as ǫ→0 then the mean and variance of uǫT converge to those of u¯T . Further if〈(
e−Γ
ǫ
T uǫ0−e−γ¯T u¯0
)2〉
→0 (3.6)
as ǫ→0 then uǫT converges to u¯T in L2(Ω;R). The convergence rates are determined
by those associated with Eqs. (3.4), (3.5) and (3.6).
Let Γt≡
∫ t
0 γ(s)ds and Γ̂t≡
∫ t
0 γ̂(s)ds be the integral processes associated to SSM
and DSM respectively. Because Γ¯t≡
∫ t
0 γ¯(s)ds= γ¯t (γ¯(s)= γ¯ is constant) in the case of
the MSM, we expect uT ,ûT→ u¯T provided both integral processes, Γt and Γ̂t, behave
like the probability distribution δγ¯t in the small ǫ limit. It turns out this is indeed
the case due to averaging. The next two lemmas highlight this behavior.
Lemma 3.2 (SSM). Let γt∼ρ+(t)δγ+ +ρ−(t)δγ− then, for any fixed t> 0, ρ±(t)→
λ∓
λ−+λ+
as ǫ→0. Let γ∞∼ λ−λ−+λ+ δγ+ +
λ+
λ−+λ+
δγ− and γ¯∞≡〈γ∞〉= λ−γ++λ+γ−λ−+λ+ then,
for any fixed T >t> 0, we have
〈
eα(ΓT−Γt)
〉→ eαγ¯∞(T−t) as ǫ→0.
Lemma 3.3 (DSM). Let γ̂∞∼N (µ,σ2/2ν) then, for any fixed t> 0, the mean and
variance of γ̂t converge to those of γ̂∞ as ǫ→0. Furthermore, we have, for any fixed
T >t> 0,
〈
eα(Γ̂T−Γ̂t)
〉
→ eαµ(T−t) as ǫ→0.
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3.1.2. Rare-Event Limit
The main results in this regime are the following theorem and corollary.
Theorem 3.2. Assume that u0, u¯
′
0 and û
′
0 are identically distributed Gaussian ran-
dom variables, and assume that (u0,γ0) and (û
′
0, γ̂
′
0) are independent pairs of ran-
dom variables. Then, for any fixed T > 0, the mean and variance of P(uT |γ0=γ±),
P(û′T |γ̂′0=γ±) converges to those of P(u¯′T |γ¯′=γ±) as ǫ→∞.
Furthermore, let γ0,γ∞, and if γ¯′ and γ̂′0 are identically distributed with γ∞, then
the weight, mean and variance of components in the Gaussian mixture approximation
for uT , û
′
T converge to those of u¯
′
T as ǫ→∞.
Proof. This follows from Lemmas 3.4, 3.5, 3.6 below.
Corollary 3.2. Under the conditions in Theorem 3.2, the weight, mean and vari-
ance of mixture components in the Gaussian mixture filters for un|Yn (defined in
Appendix A.3.2) and û′n|Yn, converge to those of u¯′n|Yn, for fixed n> 0, as ǫ→∞.
Proof. This follows from parallel application of the Kalman filter update to the
mixture components.
Lemma 3.4. Let u¯′t solve dDSM (2.4). If, for each fixed T >t> 0,〈
eα(Γ
ǫ
T−Γǫt)|γǫ0=γ±
〉
→ eαγ±(T−t) for α=−1,−2 and 0≤ t≤T (3.7)
and if 〈(
e−Γ
ǫ
T uǫ0
)m
|γǫ0=γ±
〉
→
〈(
e−γ±T u¯0
)m〉
for m=1,2 (3.8)
as ǫ→∞, then the mean and variance of uǫT |γǫ0=γ± converge to those of u¯T |γ¯′=γ±.
The convergence rates are determined by those associated with Eqs. (3.7), (3.8).
Furthermore, if γǫ0, γ¯
′, then the weight, mean and variance of components in the
Gaussian mixture approximation for uǫT converge to those of u¯T from P(u
ǫ
T )=P(γ
ǫ
0=
γ+)P(u
ǫ
T |γǫ0=γ+)+P(γǫ0=γ−)P(uǫT |γǫ0=γ−).
To ensure the convergences of SSM and dDSM to dMSM, as ǫ grows, both Γt and
Γ̂′t≡
∫ t
0
γ̂′(s)ds need to converge to Γ¯′t≡
∫ t
0
γ¯′(s)ds∼ ρ¯+δγ+t+ ρ¯−δγ−t.
Lemma 3.5 (SSM). For fixed T >t> 0
〈
eα(ΓT−Γt)|γ0=γ±
〉→ eαγ±(T−t) as ǫ→
∞.
Lemma 3.6 (dDSM). For fixed T >t> 0
〈
eα(Γ̂
′
T−Γ̂′t)|γ̂′0=γ±
〉
→ eαγ±(T−t) as ǫ→
∞.
3.2. Asymptotic Matching The convergence results in the preceding sub-
section demonstrate that the filtering performances of the approximate filters, and
the exact filter, would be similar to one another in that γ¯= γ¯∞, µ= γ¯∞ (when ǫ≪1)
and γ¯′,γ∞, ρ̂±∝λ∓, µ±=γ± (when ǫ≫1). The former result relates to the robust-
ness of the DSM filter inherited from the adaptive parameters {µ,σ}, demonstrated
here when ǫ is small, and demonstrated through extensive numerical simulations in
[16, 17].
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However, when ǫ deviates considerably from the two extreme values (ǫ=0 and
ǫ=∞), the choice of associated parameters in the filtering models is indeed one crit-
ical factor for a successful filtering with model error. The current and next subsec-
tions concern the determination of Θ≡{µ,ν,σ} for DSM, and Θ′≡{ρ̂±,µ±,ν±,σ±}
for dDSM. Unlike earlier works in this area where these associated parameters are
chosen from a number of parallel direct numerical simulations comparing the origi-
nal dynamics and its simplifications, our approach will specify the parameters in a
systematic analysis-based manner.
3.2.1. Sharp Scale-Separation Regime In this parameter regime, because
DSM is associated to a nonlinear approximate Kalman filter, we attempt to equate
the first and second order statistics of SSM and DSM,{ 〈uT 〉 = 〈ûT 〉
Var(uT ) =Var(ûT )
(3.9)
for high accuracy. It is worth noticing that, in view of (3.3), if the MGFs agree with
one another, that is if
〈
eαΓT
〉
=
〈
eαΓ̂T
〉
for α=−1,−2 (3.10a)〈
eα(ΓT−Γt)
〉
=
〈
eα(Γ̂T−Γ̂t)
〉
for α=−2 and 0≤ t≤T (3.10b)
and if (u0,γ0) and (û0, γ̂0) are uncorrelated, and if u0, û0, then Eq. (3.9) holds.
Motivated by convergence to the common limit, as demonstrated above, we here
strive to asymptotically satisfy (3.10) when ǫ≪1.
To that end, we derive the approximation
〈
eα(ΓT−Γt)
〉
≃ exp
(
αγ¯∞(T − t)+α2 3
8
(γ−−γ+)2(λ2−+λ2+)
λ−λ+(λ++λ−)
(T − t)ǫ
+α
(
P(γ0=γ+)
(γ+−γ−)
4λ+
+P(γ0=γ−)
(γ−−γ+)
4λ−
)
ǫ+O(ǫ2)
)
ǫ<T− t
(3.11)
in the Appendix A.2.1. We also derive the approximations〈
eαΓ̂T
〉
=exp
(
α
(
µT +〈γ̂0−µ〉 ǫ
ν
)
+α2
σ2
2ν2
T ǫ+O(ǫ2)
)
ǫ<T (3.12a)〈
eα(Γ̂T−Γ̂t)
〉
=exp
(
αµ(T − t)+α2 σ
2
2ν2
(T − t)ǫ+O(ǫ2)
)
ǫ< t (3.12b)
in the Appendix B.3.1. Importantly, the exponents of MGFs are of the second-order
with respect to αT up to O(ǫ), indicating that both ΓT and Γ̂T are statistically closer
to Gaussian in this parameter regime.
From a comparison between (3.11) and (3.12), we realize Eq. (3.10) is asymptot-
ically met provided γ¯∞=µ and
3
8
(γ−−γ+)2(λ2−+λ2+)
λ−λ+(λ++λ−)
=
σ2
2ν2
(3.13)
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and
P(γ0=γ+)
(γ+−γ−)
4λ+
+P(γ0=γ−)
(γ−−γ+)
4λ−
=
〈γ̂0−µ〉
ν
. (3.14)
Eqs. (3.13), (3.14) can be solved to determine a unique set of {ν,σ2} but might
result in ν < 0 which is unphysical. In order to avoid this possibility, we impose the
equivalence between variances of stationary processes γ∞ and γ̂∞
λ+λ−(γ+−γ−)2
(λ−+λ+)2
=
σ2
2ν
(3.15)
instead of Eq. (3.14). From Eqs. (3.13) and (3.15), we obtain
Θnaive≡

µ = γ¯∞
ν = 83
λ2−λ
2
+
(λ−+λ+)(λ2++λ
2
−)
when ǫ≪1
σ2 = 163
λ3−λ
3
+(γ−−γ+)2
(λ−+λ+)3(λ2++λ
2
−)
(3.16)
which we term the naive set of DSM parameters, valid when ǫ≪1.
3.2.2. Extremely Rare-Event Regime Using a similar argument to that
employed in the case of DSM, we set ρ±= ρ̂±=
λ∓
λ−+λ+
and attempt to satisfy{ 〈uT |γ0=γ±〉 = 〈ûT |γ̂′0=γ±〉
Var(uT |γ0=γ±) =Var(ûT |γ̂′0=γ±)
hence 
〈
eαΓT |γ0=γ±
〉
=
〈
eαΓ̂
′
T |γ̂′0=γ±
〉
for α=−1,−2 (3.17a)〈
eα(ΓT−Γt)|γ0=γ±
〉
=
〈
eα(Γ̂
′
T−Γ̂′t)|γ̂′0=γ±
〉
for α=−2 and 0≤ t≤T (3.17b)
for dDSM.
In the case ǫ≫1, we derive〈
eαΓT |γ0=γ±
〉≃ exp(αγ±T − 1
ǫ
λ±T
)
(3.18)
in the Appendix A.2.2 and〈
eαΓ̂
′
T |γ̂′0=γ±
〉
≃ exp
(
α
(
γ±T − 1
2ǫ
(γ±−µ±)ν±T 2
)
+
α2
2
(σ±)2
3ǫ
T 3
)
(3.19)
in the Appendix B.3.2. Note the exponents in (3.18) and (3.19) are of different forms,
indicating both ΓT and Γ̂
′
T are distant from Gaussian in this parameter regime.
Differently from the case of DSM, we here manage to asymptotically satisfy
Eq. (3.17a) alone, yielding
Θ′naive≡

ρ̂±=
λ∓
λ−+λ+
µ±=2T
λ+λ−(γ+−γ−)2
(λ−+λ+)2
+γ± when ǫ≫1
ν±=
3λ±
2T 2
(λ−+λ+)
2
λ+λ−(γ+−γ−)2
(σ±)2=
3λ±
T 2
(3.20)
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which we term the naive set of dDSM parameters, valid when ǫ≫1. Unlike Eq. (3.16),
due to the dependence on T , the set of parameters (3.20) is valid only for fixed-time
prediction. The Gaussian mixture from dDSM with Θ′naive leads to accurate mean
approximations but the accuracy of the variance approximation is not guaranteed in
view of Eq. (3.3) where integration over [0,T ] is involved.
3.3. Minimizing Sum-of-Squares In the parameter regime ǫ∼O(1), due to
the absence of small or large parameters allowing for asymptotic analysis, we invoke
a minimization principle to determine the set of parameters Θ and Θ′.
3.3.1. Imprecise Scale-Separation Regime When ǫ< 1, we aim to find Θ
which minimizes the sum-of-squares
J(ǫ)≡κ∣∣〈uT 〉−〈ûT 〉∣∣2+ ∣∣Var(uT )−Var(ûT )∣∣2 (3.21)
where κ≥ 0 is introduced to ensure appropriate scaling of the two terms in the objec-
tive function. To be more precise, given (û0, γ̂0), Eq. (3.21) is an algebraic relation in
terms of Θ once we impose u0 := û0 and γ0 :=γ∞ (see Appendices A and B). Note that
a minimizer of J(ǫ) comes as close as possible to fulfilling Eq. (3.9). It is worth men-
tioning that, differently from the MFG matching (3.10) for which (û0, γ̂0) should be at
most weakly correlated for the approach to be valid, the minimization methodology
can be used irrespective of their potentially strong correlation.
We identify a (local) minimizer by taking Θnaive as an initial starting point, and
applying an optimizer such as gradient descent. This minimization can be performed
using continuation in ǫ, starting from ǫ≪1 where the initial guess will be accurate.
Because the solution of this minimization is computed at each assimilation time step
we name it dynamic calibration and denote the resulting time-dependent parameters
by Θdynamic. Of course the key issue in sequential filtering that we are addressing
is to maintain an accurate description of the evolving probability distribution with
reasonable computational cost. In this context it is impractical to compute Θdynamic
at every observation time. In practice, one can take a time average of a range of
dynamic calibrations. We refer to this as static calibration and denote the resulting
parameter by Θstatic.
3.3.2. Moderately Rare-Event Regime As for the extremely rare-event
regime, we carry out the same procedure for each stable and unstable Gaussian kernel.
As for the imprecise scale-separation regime we also minimize an expression analogous
to Eq. (3.21) in which the conditioned mean and covariance are used instead. We first
find Θ′dynamic from Θ
′
naive, and next find Θ
′
static from Θ
′
dynamic. Unlike the method
based on matching MGF asymptotics, where the potential inaccuracy of variance
approximations are present, this method simultaneously accounts for accuracy in both
the mean and covariance approximations.
4. Numerical Simulations Having obtained three different versions of adap-
tive parameters (naive set, static calibration, dynamic calibration) for DSM and
dDSM, we here investigate the filtering performances of the suggested models using
numerical simulations.
Very importantly, one distinguished advantage of the framework we are currently
adopting lies in the analytic tractability of the state space model. In Appendix A.1, we
derive the closed form solution (when λ+=λ−) and the series solution (when λ+ 6=λ−)
for MGFs of the SSM integral process. In Appendix A.3, we use them to design the
Gaussian filter (suitable when ǫ is small) and the Gaussian sum filter (suitable when
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ǫ is large) for SSM. Those results from the direct filtering of SSM are then to be used
as the reference solutions in subsequent experiments. We emphasize that the presence
of these reference probability distributions enables very careful examination of filter
accuracy in our numerical experiments, beyond measuring the distance between a
realization of the truth signal and the mean of an approximate filtering solution and
beyond what is seen in most other works concerning the computational evaluations
of filters; this in turn gives further depth to our demonstrations.
In all our experiments, we use the following parameter values to specify the SSM
truth model: σu=0.1549, γ+=2.27, γ−=−0.04, λ+=1 and λ−=2 (these choices
follow those in [16]). Fixing inter-observation time T =1, we study the cases of ǫ=
10−1, 100, 101, 102. Each one is selected as representative of the parameter regimes:
sharp scale-separation, imprecise scale-separation, moderately rare-event, extremely
rare-event, in the order given. Since E(τk)=1/r for τk∼ exp(r), the reciprocal of
ǫ equals the average number of transitions from the stable mode (γ=γ+) to the
unstable mode (γ=γ−) on the unit time interval. As λ− is twice λ+ in this example,
the average time spent in the stable mode is twice that spent in the unstable mode.
We take the initial condition of SSM according to u0,N (0.1,0.0016) and γ0,γ∞,
independently from one the other. For MSM (dMSM), we take u¯0(u¯
′
0),u0. We also
take γ¯= γ¯∞(=1.5) and γ¯′,γ∞. For DSM (dDSM), we take the independent Gaussian
(û0, γ̂0) (or (û
′
0, γ̂
′
0)) where û0,u0 and γ̂0,N (1.2γ¯∞,Var(γ∞)). We set ρ̂±(0)= ρ¯±.
For the observational process in Eq. (1.2), we use Rn=0.25E where E≡σ2u/(2γ¯) (in
this case the variance of u¯n|Yn is independent of n).
4.1. Performances of Simplified Filters
4.1.1. Sharp Scale-Separation Regime We first study the case of ǫ=10−1.
For the implementation of DSM with dynamic calibration, along with Θnaive as a
starting point, a local minimizer Θdynamic of Eq. (3.21) is solved at every observation
time. The choice of κ in J(ǫ) plays a substantial role in this problem. Here and
hereafter, the value of κ is set to zero for simplicity and consistency of presentations;
this allows the prior mean from dynamic and static calibrations to be inaccurate but,
in filtering, the posterior is the main object of interest. The time average of these
parameters for 1≤n≤ 50 is taken as Θstatic.
In addition to DSM filters, we apply Gaussian filters for MSM and SSM. For
the latter, due to distinct λ±, we need to truncate the series solution of the MGF.
Hereafter, the first 30 terms of the series solution will be kept as this ensures accuracy
by virtue of the fact that P(NT > 30)< 10
−5.
In Fig. 4.1, we depict the relative errors of the prior and posterior approximations
in terms of mean and variance. We see that the approximations of DSM with the
parameters tuned by our methods are significantly more accurate than the MSM
approximation. As expected, the overall errors of the mean and variance relative to
those from SSM filtering solution are given in the order : DSM (dynamic calibration)
. DSM (static calibration) < DSM (naive set) < MSM. Admittedly, this result is
merely for a single realization of the observation process. However we show that
the result is indeed robust with respect to the chosen observational data set in the
following manner.
At each observation time step, the posterior distributions of the approximate
models are determined by the instance of observation, which is drawn from a Gaussian.
In Fig. 4.2, we depict the dependence of the corresponding filter accuracy on yn for
n=20 and n=40. It is observed that, for most values of yn, Gaussian filters for DSM
with dynamic and static calibrations significantly outperform MSM, leading to highly
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accurate posterior approximations. In Fig. 4.2, we also depict the statistical average
of the posterior error with respect to yn for each n. There, one can see the ordering
of the accuracies is exactly the same as in the single realization experiment.
4.1.2. Imprecise Scale-Separation Regime Taking ǫ=100, it is not im-
mediately intuitive whether either the Gaussian description or the Gaussian mixture
description is a better approximation of the SSM. It turns out that, in this case, the
Gaussian filter for SSM is more suitable as the reference solution; our investigation
of this issue can be found in subsection 4.2. Accordingly we find dynamic and static
calibrations, and implement Gaussian filters for DSM, MSM and SSM. We depict
Fig. 4.3 and Fig. 4.4, which correspond, respectively, to Fig. 4.1 and Fig. 4.2. The
scenario interpreted from the figures is basically the same as the one arising when
ǫ=10−1, with one exception that the naive DSM is less accurate than the MSM. This
is no surprise, because ǫ is no longer small and Θnaive is no longer expected to be
valid. Therefore, the overall errors are ordered as: DSM (dynamic calibration) .
DSM (static calibration) < MSM < DSM (naive set).
4.1.3. Moderately Rare-Event Regime When ǫ=101, it is shown in subsec-
tion 4.2 that the Gaussian sum filter for SSM, made efficient by merging the mixture
approximation of the posterior into a Gaussian at every observation time, is indeed
better than the Gaussian filter for the reference solution. We apply the same kind of
Gaussian sum filters for dMSM and dDSM. For the dDSM implementations, taking
Θ′naive as a starting point, we solve dynamic calibrations for each of two evolving
Gaussian kernels. We then individually average them to obtain a static calibration.
In Fig. 4.5, we depict the relative error for each of the Gaussian kernel approxi-
mations. Combining these two cases, we plot Fig. 4.6 and Fig. 4.7, which correspond
to Fig. 4.3 and Fig. 4.4 respectively. Importantly, for comparison, we additionally
plot the result from DSM with (µ= γ¯∞,ν=0.1γ¯∞,σ=5σu). These parameters are
the ones used in [16]. They are selected as suitable from direct numerical simulations
in this parameter regime, and are interestingly very close to Θnaive. Here the DSM
appears as a reasonable approximation of SSM but this Gaussian filter is characterized
by significantly less accuracy than the remaining Gaussian sum filters.
Our simulations further indicate, in this case, that the dependency of filter accu-
racy on the observation is much more complicated than the previous Gaussian filtering
examples (Fig. 4.7). The overall errors are of the order : dDSM (dynamic calibration)
. dDSM (static calibration) < dMSM . dDSM (naive set) < DSM (naive set).
4.1.4. Extremely rare-event regime Like the preceding case, we take as
reference the Gaussian sum filter for SSM with projection of posterior into the set
of Gaussian distributions. The overall scenario when ǫ=102 is similar to the case
with ǫ=101, except that dMSM becomes more accurate. We plot Fig. 4.8, Fig. 4.9
and Fig. 4.10 that correspond to Fig. 4.5, Fig. 4.6 and Fig. 4.7 respectively. We see
the overall errors are of the order : dDSM (dynamic calibration) ≃ dMSM < dDSM
(static calibration) < dDSM (naive set). Note dMSM is quite accurate in this case
because ǫ is very large.
4.1.5. Summary To summarize we plot the root mean square errors of mean
and variance between the reference and approximations for all four choices of ǫ in
Fig. 4.11.
4.2. Supplementary Analysis This section discusses our choices, especially
in relation to choice of reference solution, made while performing numerical simula-
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tions in subsection 4.1; it can be skipped without harming the understanding of the
main messages of the paper.
4.2.1. Imprecise Scale-Separation Regime In this case where we take
ǫ=100, to make sure whether either the Gaussian description or the Gaussian sum
description is a better approximation of the SSM, what we do is to compare the simi-
larity/distance between MSM (note the derivation corresponds to ǫ=0) and Gaussian
approximation of SSM, and that between dMSM (that corresponds to ǫ=∞) and
Gaussian sum approximation of SSM.
To that end, we plot the prior distributions from all four cases, when n=10 (and
we do the same in the remaining examples), in the left panel of Fig. 4.12. We see
that the dMSM has a one-sided fat tail, which is due to the contribution by the
Gaussian kernel evolved while γ is in the unstable mode. However this feature is not
apparent in the mixture approximation of SSM (in fact both Gaussian and Gaussian
mixture approximations of SSM are very similar and unimodal). Furthermore, the
L1 distance between MSM and SSM (Gaussian) is significantly smaller than the one
between dMSM and SSM (Gaussian mixture), as shown in the right panel of Fig. 4.12.
The discussion demonstrates that, in this parameter regime, the Gaussian filter for
SSM is more suitable as a reference solution than is the Gaussian sum filter.
4.2.2. Moderately Rare-Event Regime When ǫ=101, we plot the four
relevant prior distributions in the top-left panel of Fig. 4.13 . While MSM and SSM
(Gaussian) are distant from one another, both dMSM and SSM (Gaussian mixture)
are characterized by a one-sided fat tail, in contrast to the case of ǫ=100, and further
are very close to one another. Therefore SSM with the Gaussian sum filter is chosen
as the appropriate reference solution.
We turn our attention to the validity of Gaussian approximation of the Gaus-
sian mixture posterior. The top-right panel of Fig. 4.13 depicts the posterior of SSM
(Gaussian mixture), which consists of two kernels. The distribution is well approx-
imated by a single Gaussian that has the same mean and variance. This is due to
the sharpness of the likelihood we choose (discussed shortly). We may thus approxi-
mate the filtering solution by a Gaussian at every observation time, and we can apply
Gaussian sum filters in a computationally tractable way without harming accuracy.
4.2.3. Extremely Rare-Event Regime With regard to SSM filter, the sce-
nario when ǫ=102 is the same as the case with ǫ=101. In the bottom of Fig. 4.13,
the priors of dMSM and SSM (Gaussian sum) are almost indistinguishable, and the
SSM posterior is accurately approximated by a Gaussian.
We conclude the current section with further study of the Gaussian approximation
of the posterior. Recall we have fixed Rn=0.25E thus far. In this case, it is shown
that the Gaussian approximation of the posterior can be performed without losing
accuracy, but this may not be the case when Rn is bigger. In Fig. 4.14, we plot the
prior and posterior with Rn=0.75E. Due to the flatter likelihood, the posterior with
two kernels significantly deviates from the Gaussian approximation. In this case, the
Gaussian approximation of the posterior cannot guarantee the accuracy of the filtering
solution.
5. Conclusions In this paper we have employed simplified models for the esti-
mation of a partially observed turbulent signal. Our test bed, the switching stochastic
model (SSM), is a stochastic differential equation driven by a sign-alternating two-
state Markov process. The system is either forced or dissipated depending on the sign
of the driving signal, and as a consequence exhibits intermittent turbulent bursting.
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Fig. 4.1. The relative errors of the mean and variance approximations of the prior un|Yn−1
(top) and posterior un|Yn (bottom) distributions when ǫ=10−1. The dashed lines denote the time
averages over 0≤n≤50.
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Fig. 4.2. The relative errors of the approximations of the posterior un|Yn distributions that
depend on the realization of yn=un+ηn (top and bottom-left), and their statistical averages with
respect to the law of yn (bottom-right) when ǫ=10−1. In Gaussian filters, the accuracy of the
posterior variance does not depend on the instance of yn (top-right).
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Fig. 4.3. The relative errors of the mean and variance approximations of the prior un|Yn−1
(top) and posterior un|Yn (bottom) distributions when ǫ=100.
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Fig. 4.4. The relative errors of the approximations of the posterior un|Yn distributions that
depend on the realization of yn=un+ηn, and their statistical averages with respect to the law of yn
when ǫ=100.
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Fig. 4.5. The relative errors of the mean and variance approximations of each Gaussian
kernels of the prior distributions when ǫ=101.
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Fig. 4.6. The relative errors of the mean and variance approximations of the prior un|Yn−1
(top) and posterior un|Yn (bottom) distributions when ǫ=101.
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Fig. 4.7. The relative errors of the approximations of the posterior un|Yn distributions that
depend on the realization of yn=un+ηn, and their statistical averages with respect to the law of
yn when ǫ=100. In Gaussian sum filters, the accuracy of the posterior variance depends on the
instance of yn (top-right and middle-right).
It is a cheap surrogate for turbulent signal generation, allowing rapid prototyping of
a variety of approximate filters – filters with model error. Two approximate mod-
els (MSM, DSM) for SSM have been constructed via simplification of the switching
process underlying the turbulent bursting, leading to a Gaussian description for the
filtering solution. We study the moment generating function (MGF) with respect to
the time integral of the switching process to reveal that these two models precisely
mimic the SSM behavior when the switching frequency is relatively high. In addition
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Fig. 4.8. The relative errors of the mean and variance approximations of each Gaussian
kernels of the prior distributions when ǫ=102.
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Fig. 4.9. The relative errors of the mean and variance approximations of the prior un|Yn−1
(top) and posterior un|Yn (bottom) distributions when ǫ=102.
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Fig. 4.10. The relative errors of the approximations of the posterior un|Yn distributions that
depend on the realization of yn=un+ηn, and their statistical averages with respect to the law of yn
when ǫ=102.
to these two models, based on the same argument, we also build two models (dMSM,
dDSM) whose regime of validity is rare switching for the driving signal. We associate
these two models with Gaussian sum filters.
We first use the ergodicity of the switching processes to proveMSM (dMSM) is the
high (low) switching frequency limit of SSM and DSM (dDSM). Besides verifying the
consistency of the proposed approximate models, the convergence results give rise to
an analytic determination of DSM (dDSM) parameters when the time-scales of driving
input and system output are well separated. We achieve this from the comparison
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Fig. 4.11. The root mean square errors between the references from SSM filters and the
approximations from MSM and DSM filters.
between asymptotics of MGFs in each of two opposing parameter regimes, because
their matching implies the lower order moments of the corresponding DSM (dDSM)
are very close to those of SSM. The result again gives rise to a determination of DSM
(dDSM) parameters when two time-scales are weakly separated. In this case, we
numerically find a minimizer of the sum-of-squares error function between the mean
and variance of SSM and DSM (dDSM) for which the previous analytic solutions
is used as the initial candidate. In our numerical simulations, the filtering results
utilizing DSM (dDSM) with the parameters tuned according to our suggestions show
significant improvements in accuracy in all the parameter regimes that we examined.
Furthermore, when the time-scale separation is weak, the cost of performing the
minimizations can be alleviated by averaging the parameters calculated only for a
number of observation time steps, while maintaining the accuracy of the filtering
solution to a considerable extent.
We have used the tools from three different research areas: limit theorems, asymp-
totic analysis and computational optimization to complete the whole scenario. These
methods are not separate but carefully chained together through a solution cascade
to provide a significant step in the analysis and development of filters utilizing ap-
proximate models suggested from a rigorous analysis of the underlying system. As
the ultimate goal of filtering with model error is to estimate the system state and
associated uncertainties of real-world turbulence, at tractable cost, our future work
will include the development of these algorithms, and their benchmarking, in the case
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Fig. 4.12. The Gaussian and Gaussian mixture approximations of SSM (labeled SSM(G) and
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two Gaussian kernels consisting of dMSM (left).
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Fig. 4.13. The Gaussian and Gaussian mixture approximations of SSM prior (left) and
Gaussian approximations of SSM posterior (right) when ǫ=101 (top) and ǫ=102 (bottom). The
dashed lines are two Gaussian kernels of SSM approximation (top-left) and Gaussian approximation
of Gaussian mixture SSM (right).
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Fig. 4.14. The Gaussian and Gaussian sum approximations of SSM prior (left) and Gaussian
approximations of SSM posterior (right) when ǫ=102 and R=0.75E.
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where the true signal is not generated by SSM, but rather by a real turbulence model.
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Appendix A. Switching Stochastic Model. Here we analyze SSM. Subsec-
tion A.1 is with regard to the computation of MGFs of integral process of driving
signal, and subsection A.2 to their asymptotic behaviors. We develop SSM filters in
subsection A.3. Note ǫ in λ+/ǫ and λ−/ǫ is dropped out for the notational economy.
A.1. Moment generating function (MGF) of integral process Here we
aim to analytically compute 〈
eα(ΓT−Γt)
〉
〈
eα(ΓT−Γt)|γ0=γ±
〉 (A.1)
where Γt=
∫ t
0 γ(s)ds.
We first point out that it suffices provide the formula for〈
eαΓt |γ0=γ+
〉
. (A.2)
Once it is done, that of
〈
eαΓt |γ0=γ−
〉
is immediate from the exchange (λ+,γ+)↔
(λ−,γ−). Because ργ(t)≡ (P(γt=γ+),P(γt=γ−))t solves dργ(t)/dt=Ltργ(t), where
upper t denotes transpose and
L≡
(−λ+ λ+
λ− −λ−
)
,
it satisfies(
P(γt=γ+)
P(γt=γ−)
)
=
1
λ++λ−
(
λ−+λ+e−(λ−+λ+)t λ−−λ−e−(λ−+λ+)t
λ+−λ+e−(λ−+λ+)t λ++λ−e−(λ−+λ+)t
)(
P(γ0=γ+)
P(γ0=γ−)
)
.
(A.3)
Then from substituting (A.3) into〈
eα(ΓT−Γt)
〉
=P(γt=γ+)
〈
eα(ΓT−Γt)|γt=γ+
〉
+P(γt=γ−)
〈
eα(ΓT−Γt)|γt=γ−
〉
=P(γ0=γ+)
〈
eα(ΓT−Γt)|γ0=γ+
〉
+P(γ0=γ−)
〈
eα(ΓT−Γt)|γ0=γ−
〉
(A.4)
it follows that〈
eα(ΓT−Γt)|γ0=γ+
〉
=
1
λ++λ−
((
λ−+λ+e−(λ−+λ+)t
)〈
eα(ΓT−Γt)|γt=γ+
〉
+
(
λ+−λ+e−(λ−+λ+)t
)〈
eα(ΓT−Γt)|γt=γ−
〉)
.
(A.5)
Making use of
〈
eα(ΓT−Γt)|γt=γ+
〉
=
〈
eαΓT−t |γ0=γ+
〉
, Eqs. (A.1) are expressed in
terms of (A.2) through (A.4), (A.5).
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We next attempt to compute Eq. (A.2). In what follows, we will show that (A.2) is
given by (A.8) for identical λ+=λ−, and that (A.2) can be computed with the help of
(A.6), (A.9) for distinct λ+ 6=λ−. When γ(0)=γ+, let γk denote the value of γ(s) after
undergoing k transitions, i.e., γk=γ+ for even k and γk=γ− for odd k. Let τk, τγ+
for even k and τk, τγ− for odd k. Let Tn=
∑n−1
k=0 τk and let Nt=max{n∈N :Tn≤ t}
denote the number of transitions of γ(s) in the interval s∈ (0,t]. From τk=Tk+1−Tk,
we have
Γt=
∫ t
0
γ(s)ds=
Nt−1∑
k=0
γkτk+γNt(t−TNt)=
Nt−1∑
k=0
(γk−γNt)τk+γNtt.
Note τ ∼ exp(r) then E(eατ )= ∫∞
0
eαtre−rtdt=(1− αr )−1 for α<r. Since {τk}n−1k=0 are
mutually independent and τk is distributed by exponential distribution, Eq. (A.2)
allows for a formal expansion
〈
eαΓt |γ0=γ+
〉
=
∞∑
n=0
P(Nt=n|γ0=γ+)
〈
eα(
∑n−1
k=0
(γk−γn)τk+γnt)|γ0=γ+
〉
=
∑
n:even
P(Nt=n|γ0=γ+)eαγ+t
(
1− α(γ−−γ+)
λ−
)−n
2
+
∑
n:odd
P(Nt=n|γ0=γ+)eαγ−t
(
1− α(γ+−γ−)
λ+
)−n+1
2
(A.6)
for λ−γ−−γ+ <α<
λ+
γ+−γ− .
To compute P(Nt=n|γ0=γ+), notice
P(Nt=n)=P(Nt≥n)−P(Nt≥n+1)
=P(Tn≤ t)−P(Tn+1≤ t)
which is, in other words,{
P(Nt=0) =1−
∫ t
0
f1(s)ds
P(Nt=n) =
∫ t
0
fn(s)ds−
∫ t
0
fn+1(s)ds, n≥ 1
(A.7)
where fn denotes the probability density function of Tn. Let f+(t)=λ+e
−λ+t and
f−(t)=λ−e−λ−t, and let ∗ denote the convolution, then
fm+n(t)= (f+)
∗m ∗(f−)∗n(t)
=
λm+λ
n
−
(m−1)!(n−1)!
∫ t
0
sm−1e−λ+s(t−s)n−1e−λ−(t−s)ds
=
λm+λ
n
−
(m−1)!(n−1)!e
−λ−ttm+n−1
∫ 1
0
sm−1(1−s)n−1e−(λ+−λ−)tsds
with |m−n|=1.
A.1.1. λ+=λ− In case of λ+=λ−, both are denoted by λ. Note the beta
function is given by ∫ 1
0
sm−1(1−s)n−1ds= (m−1)!(n−1)!
(m+n−1)!
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and the use of integration by parts yields∫ t
0
fnds=
∫ t
0
λn
sn−1
(n−1)!e
−λsds=
λn
n!
tne−λt+
∫ t
0
fn+1ds.
Therefore, from (A.7), Nt is distributed by Poisson distribution with parameter λt
P(Nt=n)= e
−λt (λt)
n
n!
.
In this case, P(Nt=n|γ0=γ+)=P(Nt=n) and Eq. (A.6) is summed into the closed
form〈
eαΓt |γ0=γ+
〉
= e−λt
(
eαγ+tcosh
(
λt
(
1− α(γ−−γ+)
λ−
)− 1
2
)
+eαγ−t sinh
(
λt
(
1− α(γ+−γ−)
λ+
)− 1
2
)(
1− α(γ+−γ−)
λ+
)− 1
2
)
(A.8)
when λ represents λ+=λ−.
A.1.2. λ+ 6=λ− Consider the case where λ+ and λ− are different. Let
B(m,n;α)≡ ∫ 10 sm−1(1−s)n−1eαsds then integration by parts yields
B(m,n;α)=
1
α
[(m−1)B(m−1,n;α)−(n−1)B(m,n−1;α)] .
Using B(m−1,n;α)= eαB(n,m−1;−α) and∫
tneαtdt=
tneαt
α
− n
α
∫
tn−1eαtdt
we recursively obtain fn and the probability distribution of Nt
P(Nt=0|γ0=γ+) = e−λ+t
P(Nt=1|γ0=γ+) = λ+(e
−λ+t−e−λ−t)
−(λ+−λ−)
P(Nt=2|γ0=γ+) = λ−λ+ exp(−λ−t)−λ−λ+ exp(−λ+t)+tλ−λ+(λ−−λ+)exp(−λ+t)(λ−−λ+)2
· · ·
(A.9)
from (A.7). One can make use of (A.9) to compute a truncation of (A.6). We conclude
the section with the following theorem.
Theorem A.1. The RHS of Eq. (A.6) uniformly converges.
Proof. Let f+n (s)= (λ+)
n sn−1
(n−1)!e
−λ+s and f−n (s)= (λ−)
n sn−1
(n−1)!e
−λ−s. The in-
equalities (
λ+
λ−
)m
f−m+n(t)≤ fm+n(t)≤
(
λ−
λ+
)n
f+m+n(t).
hold from 1≤ e−(λ+−λ−)ts≤ e−(λ+−λ−)t for s∈ [0,1]. Let fm+1+n(t)= (f+)∗(m+1) ∗
(f−)∗n(t) then using∫ t
0
λn
sn−1
(n−1)!e
−λsds≤
∫ t
0
λn
sn−1
(n−1)!ds=
(λt)n
n!
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we obtain∫ t
0
(fm+n(s)−fm+1+n(s))ds≤
∫ t
0
((
λ−
λ+
)n
f+m+n(s)−
(
λ+
λ−
)m+1
f−m+1+n(s)
)
ds
≤
(
λ−
λ+
)n
(λ+t)
m+n
(m+n)!
+
(
λ+
λ−
)m+1
(λ−t)m+1+n
(m+1+n)!
.
Therefore when n is even
P(Nt=n|γ0=γ+)≤
(
λ−
λ+
)n
2 (λ+t)
n
n!
+
(
λ+
λ−
)n
2
+1
(λ−t)n+1
(n+1)!
is satisfied and a similar bound holds when n is odd. The application of Weierstrass
M-test leads to the uniform convergence in view of Eq. (A.8).
A.2. Asymptotics for MGF of integral process We here derive asymptotic
formulae for MGFs (A.1), (A.2) when ǫ≪1 (scale-separation regime) and ǫ≫1 (rare-
event regime).
A.2.1. Scale-separation regime When λ+ and λ− are distinct, and ǫ is small,
we replace λ in Eq. (A.8) by the harmonic mean λ¯≡ 2λ+λ−λ++λ− to derive an approxima-
tion. This is because the density function of Tn is the convolution of f+=λ+e
−λ+t
and f−=λ−e−λ−t, n/2 times respectively, and from(
1− iα
λ−
)−n
2
(
1− iα
λ+
)−n
2
≃
(
1− iα
λ¯
)−n
we see Tn∼ f∗n/2− ∗f∗n/2+ ≃ f where f is the gamma distribution with rate λ¯. Note
P (Nt=n)≃ e−λ¯t(λ¯t)n/n! from P (Nt≥n)=P (Tn≤ t). Therefore we get〈
eαΓt |γ0=γ+
〉≃ e−λ¯t(eαγ+tcosh(λ¯t(1− α(γ−−γ+)
λ−
)− 1
2
)
+eαγ−t sinh
(
λ¯t
(
1− α(γ+−γ−)
λ+
)− 1
2
)(
1− α(γ+−γ−)
λ+
)− 1
2
)
≃ exp
(
αγ¯∞t+α2
3
8
(γ−−γ+)2(λ2−+λ2+)
λ−λ+(λ++λ−)
t+
α(γ+−γ−)
4λ+
)
and the rescaling λ±→λ±/ǫ yields〈
eαΓt |γ0=γ+
〉≃ exp(αγ¯∞t+α2 3
8
(γ−−γ+)2(λ2−+λ2+)
λ−λ+(λ++λ−)
tǫ+
α(γ+−γ−)
4λ+
ǫ+O(ǫ2)
)
where (1+x)k=1+kx+(k(k−1)/2!)x2+ · · · and 12ex+αǫ+ 12ex+βǫ(1+γǫ)≃
ex+((α+β+γ)/2)ǫ is used.
Further we use ceA+αǫ+(1−c)eA+βǫ≃ eA+(cα+(1−c)β)ǫ to obtain〈
eα(ΓT−Γt)
〉
≃ exp
(
αγ¯∞(T − t)+α2 3
8
(γ−−γ+)2(λ2−+λ2+)
λ−λ+(λ++λ−)
(T − t)ǫ
+α
(
P(γ0=γ+)
(γ+−γ−)
4λ+
+P(γ0=γ−)
(γ−−γ+)
4λ−
)
ǫ+O(ǫ2)
)
when ǫ<T− t.
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A.2.2. Rare-event regime When ǫ is large, we leave the first term in
Eq. (A.6) to obtain〈
eαΓT
〉
=P(γ0=γ+)
〈
eαΓT |γ0=γ+
〉
+P(γ0=γ−)
〈
eαΓT |γ0=γ−
〉
≃P(γ0=γ+)exp
(
−λ+
ǫ
t+αγ+t
)
+P(γ0=γ−)exp
(
−λ−
ǫ
t+αγ−t
)
.
(A.10)
A.3. Filters for SSM Here we make use of the calculations given in subsec-
tion A.1 to define Gaussian filter and Gaussian sum filter for SSM.
A.3.1. Gaussian filter We design the filter as the assumed density filter.
Accordingly we assume u0 to be Gaussian, and further assume the independence of
(u0,γ0) hence that of (u0,ΓT ). Then, from Eq. (3.3), it satisfies
〈uT 〉=
〈
e−ΓT
〉〈u0〉
Var(uT )=
〈
e−2ΓT
〉(
Var(u0)+〈u0〉2
)
−〈e−ΓT 〉2 〈u0〉2
+σ2u
∫ T
0
〈
e−2(ΓT−Γt)
〉
dt
(A.11)
for SSM. Either using closed form solution in case of identical λ± or a truncation of
the series solution in case of distinct λ±, one can compute〈
eα(ΓT−Γt)
〉
where α=−1,−2 and t∈ [0,T ], and Eq. (A.11). Together with using Eq. (A.3) for
the prediction of γt, the first two moments mapping for (u0,γ0)→ (uT ,γT ) has been
achieved. To complete the filter, we apply Kalman data assimilation for uT and keep
γT unchanged as this is consistent with Bayes’ rule when (uT ,γT ) is independent [12].
A.3.2. Gaussian sum filter Let u0 be Gaussian mixture and the indepen-
dence of (u0,γ0) be assumed. Using
P(uT )=P(γ0=γ+)P(uT |γ0=γ+)+P(γ0=γ−)P(uT |γ0=γ−)
we approximate uT as Gaussian mixture with doubled Gaussian kernels. Similarly
with Eq. (A.11), the mean and variance of uT |γ0=γ± are determined by〈
eα(ΓT−Γt)|γ0=γ±
〉
where α=−1,−2 and t∈ [0,T ]. Using prior calculations, the conditioned mean and
variance of each kernel are obtained. Then, using Eq. (A.3) for the prediction of γt,
the algorithm of (u0,γ0)→ (uT ,γT ) is established.
To complete the filter, we apply Kalman data assimilation for each Gaussian
kernel of uT with care of weights, while preserving the law of γT . Because the latter
procedure preserves the number of Gaussians, total 2n weighted Gaussian kernels
describe the posterior distribution after n inter-observation time steps provided u0 is
Gaussian.
Appendix B. Diffusive Stochastic Models.
This section is concerned with DSM and dDSM. The moments mapping formulae
of DSM are derived in subsection B.1. We study the computation of MGFs of integral
process in subsection B.2 and their asymptotic behaviors in subsection B.3.
28 Derivation and Analysis of Simplified Filters for Complex Dynamical Systems
B.1. DSM moments mapping We in this subsection provide the moments
mapping of {
du =−γudt+σudBu
dγ =−dγ(γ− γ¯)dt+σγdBγ
when (u0,γ0) is Gaussian. Let Γγ(t)≡
∫ t
0
γ(s)ds then the path-wise solutions read
ut= e
−Γγ(t)u0+σu
∫ t
0
e−(Γγ(t)−Γγ(s))dBu(s)≡At+Bt
γt= γ¯+(γ0− γ¯)e−dγt+σγ
∫ t
0
e−dγ(t−s)dBγ(s).
Define
bγ(t)≡ (1−e−dγt))/dγ
Bγ(t)≡σγ
∫ t
0
ds
∫ s
0
e−dγ(s−s
′)dBγ(s
′)
then Γγ(t)= γ¯(t−bγ(t))+bγ(t)γ0+Bγ(t) and we have
〈ut〉= 〈At〉
〈γt〉= γ¯+(〈γ0〉− γ¯)e−dγt
Var(ut)= 〈u2t 〉−〈ut〉2= 〈A2t 〉+〈B2t 〉−〈At〉2
Var(γt)= e
−2dγtVar(γ0)+
σ2γ
2dγ
(
1−e−2dγt)
Cov(ut,γt)= 〈utγt〉−〈ut〉〈γt〉= γ¯
(
1−e−dγt)〈At〉+e−dγt〈Atγ0〉
+〈AtB˙γ(t)〉−〈At〉〈γt〉
(B.1)
where upper dot denotes derivative.
Using
〈Γγ(t)−Γγ(s)〉=(bγ(t)−bγ(s))〈γ0〉+ γ¯((t−s)−(bγ(t)−bγ(s)))
Var(Γγ(t)−Γγ(s))= (bγ(t)−bγ(s))2Var(γ0)+Var(Bγ(t)−Bγ(s))
〈Bγ(t)〉=0
Var(Bγ(t))=−
σ2γ
2d3γ
(
3−4e−dγt+e−2dγt−2dγt
)
Var(Bγ(t)−Bγ(s))=−
σ2γ
d3γ
(
1+dγ(s− t)+e−dγ(s+t)×
(−1−e2dγs+cosh(dγ(s− t))))〈
e−Bγ(t)B˙γ(t)
〉
=−1
2
∂t (Var(Bγ(t)))
〈
e−Bγ(t)
〉
and using
〈ez〉= e〈z〉+ 12Var(z)
〈ezx〉= e〈z〉+ 12Var(z)(〈x〉+Cov(x,z))
〈ezxy〉= e〈z〉+ 12Var(z)
(
Cov(x,y)+
(〈x〉+Cov(x,z))(〈y〉+Cov(y,z)))
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where (x,y,z) is joint Gaussian, we can compute
〈At〉=
〈
e−Γγ(t)u0
〉
= e−γ¯(t−bγ (t))
〈
e−bγ(t)γ0u0
〉〈
e−Bγ(t)
〉
〈Atγ0〉=
〈
e−ΓT u0γ0
〉
= e−γ¯(t−bγ (t))
〈
e−bγ(t)γ0u0γ0
〉〈
e−Bγ(t)
〉
〈
AtB˙γ(t)
〉
=
〈
e−ΓT u0B˙γ(t)
〉
= e−γ¯(t−bγ (t))
〈
e−bγ(t)γ0u0
〉〈
e−Bγ(t)B˙γ(t)
〉
〈
A2t
〉
=
〈
e−2ΓT u20
〉
= e−2γ¯(t−bγ (t))
〈
e−2bγ(t)γ0u20
〉〈
e−2Bγ(t)
〉
〈B2t 〉=σ2u
∫ t
0
〈
e−2(Γγ(t)−Γγ(s))
〉
ds
=σ2u
∫ t
0
e−2〈Γγ(t)−Γγ(s)〉+2Var(Γγ(t)−Γγ(s))ds
and thereby Eq. (B.1). Here numerical integrator like the trapezoidal rule can be
employed for the computation of 〈B2t 〉. As a consequence, the analytic moment-
mapping (u0,γ0)→ (ut,γt) is obtained.
B.2. Moment generating function of integral process Recall
(DSM)
{
dû =−γ̂ûdt+σudBu
dγ̂ =− νǫ (γ̂−µ)dt+ σ√ǫdBγ
and Γ̂t=
∫ t
0
γ̂(s)ds then, from the preceding subsection, we have
〈Γ̂t〉=µt+〈γ̂0−µ〉bγ(t)
Var(Γ̂t)=Var(γ̂0)bγ(t)
2+Var(Bγ(t))
〈Γ̂t− Γ̂s〉= bγ(t−s)〈γ̂s〉+µ((t−s)−bγ(t−s))
Var(Γ̂t− Γ̂s)= (bγ(t−s))2Var(γ̂s)+Var(Bγ(t−s))
〈γ̂t〉=µ+(〈γ̂0〉−µ)e−νt/ǫ
Var(γ̂t)= e
−2νt/ǫVar(γ̂0)+
σ2
2ν
(
1−e−2νt/ǫ
)
where
bγ(t)= ǫ(1−e−νt/ǫ))/ν
Var(Bγ(t))=−ǫ2 σ
2
2ν3
(
3−4e−νt/ǫ+e−2νt/ǫ−2νt/ǫ
)
.
Let γ̂0 be Gaussian then Γ̂t is Gaussian as well, and the MGFs〈
eαΓ̂t
〉
=exp
(
α〈Γ̂t〉+ α
2
2
Var(Γ̂t)
)
〈
eα(Γ̂t−Γ̂s)
〉
=exp
(
α〈Γ̂t− Γ̂s〉+ α
2
2
Var(Γ̂t− Γ̂s)
) (B.2)
can be computed.
B.3. Asymptotics of MGFs of integral process
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B.3.1. Scale-separation regime For small ǫ, from substituting bγ(t)=
1
d ǫ+
O(ǫ2) and Var(Bγ(t)−Bγ(s))= σ2d2 (t−s)ǫ+O(ǫ2) into (B.2), we obtain〈
eαΓ̂t
〉
=exp
(
α
(
µt+〈γ̂0−µ〉 ǫ
ν
)
+α2
σ2
2ν2
tǫ+O(ǫ2)
)
ǫ< t〈
eα(Γ̂t−Γ̂s)
〉
=exp
(
αµ(t−s)+α2 σ
2
2ν2
(t−s)ǫ+O(ǫ2)
)
ǫ<s.
B.3.2. Rare-event regime When ǫ is large, we use br(t)= t− 12νt2/ǫ+
O(1/ǫ2) and Var(Bγ(t))= σ23 t3/ǫ+O(1/ǫ2) to obtain〈
eαΓ̂t
〉
=exp
(
α
(
µt+〈γ̂0−µ〉
(
t− ν
2
t2
ǫ
))
+
α2
2
(
Var(γ̂0)
(
t2−ν t
3
ǫ
)
+
σ2
3
t3
ǫ
)
+O
(
1
ǫ2
))
for DSM. Therefore, in case of dDSM, we have〈
eαΓ̂
′
t |γ̂′0=γ±
〉
=exp
(
α
(
µ±t+(γ±−µ±)
(
t− ν±
2
t2
ǫ
))
+
α2
2
(σ±)2
3
t3
ǫ
+O
(
1
ǫ2
))
=exp
(
α
(
γ±t− 1
2ǫ
(γ±−µ±)ν±t2
)
+
α2
2
(σ±)2
3ǫ
t3+O
(
1
ǫ2
))
.
(B.3)
Appendix C. Proofs of Theorems.
C.1. Scale-Separation Limit
Proof. [of Lemma 3.1] The convergence of the mean and variance follows from
Eq. (3.3) and the bounded convergence theorem.
To show L2(Ω;R) convergence, from Eq. (3.2) we obtain
uǫT − u¯T =
(
e−Γ
ǫ
T uǫ0−e−γ¯T u¯0
)
+σu
∫ T
0
(
e−(Γ
ǫ
T−Γǫt)−e−γ¯(T−t)
)
dBu(t)
and
|uǫT − u¯T |2≤ 2
∣∣∣e−ΓǫT uǫ0−e−γ¯T u¯0∣∣∣2+2σ2u
∣∣∣∣∣
∫ T
0
(
e−(Γ
ǫ
T−Γǫt)−e−γ¯(T−t)
)
dBu(t)
∣∣∣∣∣
2
.
Use Itoˆ lemma to obtain〈|uǫT − u¯T |2〉≤ 2〈∣∣∣e−ΓǫT uǫ0−e−γ¯T u¯0∣∣∣2〉+2σ2u∫ T
0
〈∣∣∣e−(ΓǫT−Γǫt)−e−γ¯(T−t)∣∣∣2〉dt.
Here note the term〈
e−2(Γ
ǫ
T−Γǫt)
〉
−2
〈
e−(Γ
ǫ
T−Γǫt)
〉
e−γ¯(T−t)+e−2γ¯(T−t) (C.1)
converges to zero as ǫ→0. Then the bounded convergence theorem ensures the inte-
gration of (C.1) also converges to zero as ǫ→0. Therefore the convergence〈|uǫT − u¯T |2〉→0
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as ǫ→0 holds for any γǫ.
Now we state and prove Lemma C.1 and Lemma C.2 which will be used to prove
Lemma 3.2 and Lemma 3.3.
Lemma C.1. Let Y be a Markov chain or a diffusion process associated with gener-
ator 1ǫQ0. We assume Y is an ergodic process with invariant measure ρ∞Y satisfying
Null(Q0)= span{1}, Null(Q∗0)= span{ρ∞Y }. Let X satisfy the ODE
dX
dt
= f(X ,Y)
and let the generator of the combined process (X ,Y) be of the form
Q=
1
ǫ
Q0+Q1.
Let X¯ satisfy the ODE
dX¯
dt
= Q¯1(X¯ )=
∫
f(X¯ , ·)dρ∞Y (·) (C.2)
then, for any t> 0, X (t) converges weakly or in distribution to X¯ (t) as ǫ→0 (recall
Xǫ⇀X is referred to converges weakly provided E(f(Xǫ))→E(f(X)) for any bounded
continuous function f).
Proof. [of Lemma C.1] The first step is to show that the averaged ODE is given
by Eq. (C.2). Let be Φ be a bounded continuous function and let
v(x,y,t)=E(Φ(Xt,Yt)|X0=x,Y0= y).
Then it satisfies the backward equation
∂tv(x,y,t)=Qv(x,y,t)=
(
1
ǫ
Q0+Q1
)
v(x,y,t). (C.3)
We seek solution v= v(x,y,t) in the form of the multi-scale expansion
v= v0+ǫv1+O(ǫ2).
From substituting the expansion and equating coefficients of equal powers of ǫ to zero,
we find
O
(
1
ǫ
)
: Q0v0=0
O(1) : Q0v1=−Q1v0+ dv0
dt
(C.4)
and we see v0 is independent of y due to null(Q0)=1. The operator Q0 is singular
and, for Eq. (C.4) to have a solution, the Fredholm alternative implies the solvability
condition
−Q1v0+ dv0
dt
⊥Null(Q∗0).
32 Derivation and Analysis of Simplified Filters for Complex Dynamical Systems
For arbitrary c(x), we find∫ ∫
c(x)
(
dv0
dt
−Q1v0
)
dxdρ∞(y)=
∫
c(x)
(
dv0
dt
−Q¯1v0
)
dx=0
implying that
dv0
dt
−Q¯1v0=0.
The second step is to show the weak convergence. Substituting
v= v0+ǫv1+r
into Eq. (C.3) yields
dr
dt
=
(
1
ǫ
Q0+Q1
)
r+ǫq
q=Q1v1− dv1
dt
and
r(t)= eQtr(0)+ǫ
∫ t
0
eQ(t−s)q(s)ds
from the variation-of-constants. From v(t)= eQtv(0) we obtain |eQt|∞≤ 1 because Φ
is bounded. We then have
|r(t)|∞≤ ǫ|eQt|∞|r(0)|∞+ǫ
∫ t
0
|eQ(t−s)|∞|q(s)|∞ds
≤ ǫ|v1(0)|∞+ǫ
∫ t
0
|q(s)|∞ds
≤ ǫ
(
|v1(0)|∞+ t sup
0≤s≤t
|q(s)|∞
)
and obtain
|v(t)−v0(t)|∞≤C(T )ǫ
for 0≤ t≤T .
Lemma C.2. Let FXǫ(·)≡P(Xǫ≤·) and FX be the distribution function of Xǫ and
non-random variable X, respectively. If
lim
b→∞
eαb(FXǫ(b)−1)→0 (C.5a)
lim
a→−∞e
αaFXǫ(a)→0 (C.5b)
lim
a→−∞,b→∞
∫ b
a
(FXǫ(x)−FX (x))eαxdx→0 (C.5c)
as ǫ→0 then 〈eαXǫ〉→ eαX follows. The convergence rate is given by the lowest one
in Eq. (C.5).
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Proof. [of Lemma C.2] Use integration by parts to obtain
〈
eαXǫ
〉
= lim
a→−∞,b→∞
∫ b
a
eαxdFXǫ(x)
= lim
a→−∞,b→∞
eαxFXǫ(x)|ba−
∫ b
a
FXǫ(x)αe
αxdx
= lim
b→∞
eαb(FXǫ(b)−1)− lim
a→−∞e
αaFXǫ(a)+e
αX
− lim
a→−∞,b→∞
∫ b
a
(FXǫ(x)−FX (x))αeαxdx.
Proof. [of Lemma 3.2] For a bounded continuous function Φ, let
v(x,yi,t)=E(Φ(Γt,γt)|Γ0=x,γ0= yi)
where y1=γ+ and y2=γ−. It satisfies the backward equation
∂tv(x,yi,t)=
∑
j
Lijv(x,yj ,t)+yi∂xv(x,yi,t)
or
∂tv(x,t)=Qv(x,t)
Q=
1
ǫ
Q0+Q1=
1
ǫ
(−λ+ λ+
λ− −λ−
)
+
(
y1∂x 0
0 y2∂x
)
in vector notation. The generator of γ is then given by
L=
1
ǫ
(−λ+ λ+
λ− −λ−
)
and γ is ergodic process [36].
From Eq. (A.3), the time invariant measure of γ is
ρ∞γ =
1
λ−+λ+
(
λ−
λ+
)
or
ρ∞γ ,
λ−
λ−+λ+
δγ+ +
λ+
λ−+λ+
δγ−
on R. An averaging of
dΓ
dt
=γ
yields
dΓ¯
dt
=
∫
γdρ∞γ =
λ−γ++λ+γ−
λ−+λ+
≡γ∞.
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Let
v0(x,t)=E(φ(Γ¯t)|Γ¯0=x)
where φ(·)=Φ(·,y) then
∂tv0(x,t)=γ∞∂xv0(x,t)= Q¯1v0(x,t)
and Lemma C.1 ensures v(x,yi,t)→v0(x,t) as ǫ→0. In this case the weak convergence
of Γt to γ∞t implies ΓT −Γt⇀γ∞(T − t) from Slutsky’s theorem stating that if Xǫ⇀
X and Yǫ⇀Y as ǫ→0, where Y is non-random, then Xǫ+Yǫ⇀X+Y as ǫ→0.
Let the distribution function of ΓT −Γt be denoted by FΓT−Γt(x)≡P(ΓT −Γt≤x)
then
FΓT−Γt(x)=
{
0 for x<γ−(T − t)
1 for x≥γ+(T − t)
Taking a<γ−(T − t) and b>γ+(T − t), Eqs. (C.5a), (C.5b) are satisfied. Note ΓT −
Γt⇀γ∞(T − t) is equivalent to FΓT−Γt(x)→Fγ∞(T−t)(x) for every x that is continuity
point of Fγ∞(T−t), given by
Fγ∞(T−t)(x)=
{
0 for x<γ∞(T − t)
1 for x≥γ∞(T − t)
from Le´vy-Crame´r continuity theorem. Then Eq. (C.5c) is satisfied from the bounded
convergence theorem and Lemma C.2 ensures the MGF convergence. The convergence
rate of
〈
eα(ΓT−Γt)
〉→ eαγ∞(T−t) is equal to the one in
lim
ǫ→0
∫ γ+(T−t)
γ−(T−t)
(
FΓT−Γt(x)−Fγ∞(T−t)(x)
)
eαxdx=0.
Proof. [of Lemma 3.3] The generator of the system{
dΓ̂ = γ̂dt
dγ̂ =− 1ǫ∇U(γ̂)dt+ 1√ǫβ(γ̂)dBγ
is given by
y∂x+
1
ǫ
(
−∇U(y)∂y+ 1
2
β(y)2∂2y
)
=Q1+
1
ǫ
Q0.
If γ̂ is an ergodic process with invariant measure ρ∞γ̂ then Lemma C.1 ensures Γ̂(t)⇀
Γ̂(t) solving
dΓ̂
dt
=
∫
γ̂dρ∞γ̂ .
In case of DSM, the generator reads
y∂x+
1
ǫ
(
−ν(y−µ)∂y+ σ
2
2
∂2y
)
=Q1+
1
ǫ
Q0
Wonjung Lee and Andrew Stuart 35
and the invariant measure for γ̂ is
ρ∞γ̂ =N
(
µ,
σ2
2ν
)
because it solves Q∗0ρ
∞
γ̂ =0. Therefore we obtain Γ̂t⇀µt and further Γ̂T − Γ̂t⇀µ(T −
t) from Slutsky’s theorem.
Since γ̂ is Gaussian process, we use Chernoff bound FN (0,1)(x)≤ 12e−x
2/2 to meet
Eqs. (C.5a), (C.5b). Note Eq. (C.5c) is satisfied from bounded convergence theorem.
As a consequence, MGF convergence follows and the analyis of convergence rate is
the same with SSM case.
C.2. Rare-Event Limit
Proof. [of Lemma 3.4] It follows from
〈uǫt|γǫ0=γ±〉=
〈
e−Γ
ǫ
tuǫ0|γǫ0=γ±
〉
Var(uǫt|γǫ0=γ±)=
〈(
e−Γ
ǫ
tuǫ0
)2
|γǫ0=γ±
〉
−
〈
e−Γ
ǫ
tuǫ0|γǫ0=γ±
〉2
+σ2u
∫ t
0
〈
e−2(Γ
ǫ
t−Γǫs)|γǫ0=γ±
〉
ds.
Proof. [of Lemma 3.5] We take ǫ→∞ in Eq. (A.6) and use Theorem A.1. In view
of (A.10), this yields the case of t=0. We invoke (A.5) to complete proof.
Proof. [of Lemma 3.6] We take ǫ→∞ to Eq. (B.3) for the case of t=0. Direct
computation of (B.2) leads to the result.
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