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ABSTRACT
The growth of e-commerce has created increasing complexity in logistics service. To remain com-
petitive in the market, logistics and e-commerce companies are exploring newmodes as supplements
to traditional home delivery, one of which is the self-service parcel locker. This paper studies the
use of parcel lockers as an innovative solution to the last-mile delivery problem. We consider a logis-
tics company that plans to introduce the locker service by locating a fixed number of lockers in the
network. The objective is to attract as many customers to use the locker service as possible, namely,
the captured demand rate. Customers’ choices on whether to use the locker service or which locker
to select are predicted by a discrete choice model. In the literature, a popular approach is to use
the multinomial logit model. However, such a model cannot explain zero-probability choices that
appear in practice and tends to overestimate the captured demand rate. To overcome the issue, the
threshold luce model is applied instead. In its definition, when locker x has a significantly lower at-
tractiveness compared to locker y, locker x considers being dominated by locker y. The probability
of selecting x will be zero in the presence of y. We then propose two equivalent formulations for the
locker location problem under threshold luce model and derive a valid inequality based on directed
acyclic graph theory to improve the formulation. Two solution approaches, i.e., outer approximation
and mixed-integer conic quadratic programming approach (MICQP), are developed. Extensive nu-
merical studies reveal that the MICQP approach with improved inequalities outperforms the others.
Finally, we conduct a case study and draw managerial implications.
Keywords Facility Location · Threshold Luce Model · Last-mile Delivery ·Mixed-integer Conic Programming
1 Introduction
E-commerce has been expanding at a remarkable rate as many customers turn to online shopping. The growth of
e-commerce has led to a sharp increase in the delivery of online purchasing parcels. Even though logistics service has
undergone significant improvements towards a more efficient and cost-effective manner, last-mile delivery (LMD) is
still not efficient. According to Statista, a global business data platform, LMD accounts for 41% of the overall supply
chain cost in 2018 1. The traditional approach of LMD is to deliver the parcel to the customer’s doorstep. However,
such an approach comes with various problems. Delivering packages to customers who are not present can cause
delays on delivery routes or even lead to an empty trip. Such failed deliveries result in a waste of time and money for
the company, and a hassle for the customer to reschedule the delivery that may create an unpleasant online shopping
experience. Meanwhile, getting orders to individual addresses often involves one package per door, resulting in extra
vehicle routes and higher fulfillment costs. To address the issues, logistics and e-commerce companies are constantly
innovating in new delivery modes. A viable alternative is the usage of self-service lockers, which are akin to extra
large mailboxes. With lockers, logistics companies can deliver the parcels in batch. The consolidation of shipments
reduces vehicle movements and the number of vehicles required, offering companies better routes and improving cost
1https://www.statista.com/statistics/1043253/share-of-total-supply-chain-costs-by-type-worldwide/
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efficiency. The lockers allow customers to select any locker location as the delivery address without the need for
being present. They can then retrieve the parcels at their convenience. Therefore, the locker service has been gaining
popularity among logistics and e-commerce companies [39] (e.g. Amazon, Walmart, and Singapore Post) and it has
been shown to improve the online shopping experience as well [46].
In this paper, we study the locker location problem of a logistics company that plans to introduce the self-service
locker system. The objective is to attract as many customers to use the locker service as possible (against the outside
option), namely, the captured demand rate. The customer’s choices on whether to use the locker service or which
locker to select are predicted by a discrete choice model (DCM). A popular DCM in facility location problems is the
multinomial logit model (MNL) [25, 34, 37]. One reason for its popularity appears to come from the small number of
parameters, which admits simple estimation procedures and generally avoids over-fittings to historical data. However,
the MNL exhibits the property of Independence of Irrelevant Alternatives (IIA): the ratio between the probabilities
of selecting any two alternatives is constant and independent of the set containing them. Yet, this property does not
hold and the MNL may lead to a poor choice when alternatives cannibalize each other or can serve as substitutes of
others [2, 6]. ByMNL, if an alternative has zero probability to be chosen in a particular alternative set, then it must have
zero attractiveness. This implies the alternative cannot be chosen with positive probability in any other alternative set.
The MNL, therefore, cannot explain zero-probability choices. It will assign all alternatives with positive probabilities
of being chosen. This property is not valid in location problems. For example, it is impossible that customers in a
demand zone visit all open lockers in the network. When the MNL is applied to estimate the total captured demand
rate of lockers (against the outside option), it tends to overestimate the result and may provide misleading suggestions
for decision-makers. As a more sophisticated approach that overcome the limitation, we predict customer choices
by the threshold luce model, recently proposed by [19], which generates the MNL to handle zero-probability choices
using the concept of dominance. It considers that when choice x is dominated by choice y, the probability of selecting
x will be zero in the presence of y.
This paper contributes to the literature in the following aspects. Firstly, we consider a locker location problem under
the threshold luce model (LLPTL). To the best of our knowledge, this paper is the first to consider the limited choice
behavior of customers in the locker location problem. Our second contribution is to propose two equivalent mixed-
integer formulations to represent the LLPTL and prove the NP-hardness. Compared to the first formulation, the second
one contains significantly fewer constraints but its continuous relaxation is weaker. Valid inequalities are then derived
based on directed acylic graph theory to improve the second formulation. Our third contribution is the exact solution
approach. Inspired by the recent improvements in the mixed-integer conic quadratic programming (MICQP) and the
software’s capabilities in solving MICQPs (e.g. Cplex and Gurobi), we present a method to exactly reformulate the
problems into their equivalent MICQPs. This method is straightforward to implement and our extensive numerical
studies show that it outperforms the benchmark methods, namely, the outer approximation algorithm and a mixed-
integer nonlinear software in terms of computational time. We also conduct a case study based on the locker system
in Singapore.
The outline for the paper is as follows. We conduct a concise review in Section 2. We discuss the drawbacks of the
MNL and introduce the threshold luce model in Section 3. Section 4 covers the description of the locker location
problem and model formulation. We present solution approaches in Section 5 and conduct numerical studies and a
case study in Section 6. Finally, we conclude the paper in Section 7.
2 Literature review
The usage of parcel lockers has drawn intensive research attention. There are two main research streams. In the first
stream, the economic and environmental aspects have been extensively investigated. [28] studied the delivery of the
suburban area of Helsinki and compared the costs of two strategies, namely, the traditional home delivery and the batch
delivery to reception boxes. A 42% cost reduction was observed when the deliveries are made to boxes. Similarly,
[40] conducted a case study in Finland and showed that the operational cost of the traditional home delivery is much
more expensive than that of delivery to reception boxes and parcel lockers. [31] and [44] argued that the greenhouse
gas emissions the LMD can be reduced with the self-collection service. More recently, [30] investigated the locker
systems in five South East Queensland cities, Australia and discussed implications for urban and transport planning.
They found that the Australia locker service partially meets the objectives of developing a sustainable city.
The second stream examines the customers’ adoption and experience to this emerging technology. In particular, re-
searchers have examined the factors that influence customers’ intention to embrace the new service and investigated
how to improve customers’ experience. For instance, [52] showed that implementing customer segmentation can bet-
ter suit the customers’ needs and the satisfaction of traditional home delivery is not a major factor that influences
customers’ willingness to adopt self-collection services. Using survey data in Singapore, [53] argued that it is impor-
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tant is to integrate self-collection services into customers’ lifestyles, values and needs to improve the adoption rate. A
similar study by [54] empirically tested the influence of psychological factors as well as demographic information on
online behavioral intention to adopt the locker service. An extended UTAUT model was developed and fitted the data
from 525 questionnaires. The results demonstrated that performance expectancy, effort expectancy, social influence
and facilitating conditions are positive factors, while the perceived risk is a negative determinant. [47] explored the ex-
perience of customer–parcel locker interaction in Sweden and investigated customers’ perceptions and value regarding
parcel lockers, providing stakeholders with a foundation upon which to improve customers’ parcel locker experiences.
Although research works on parcel lockers are increasing in numbers, the locker location research has received little
attention. In a few existing works, it is typically assumed that the customer made deterministic choices. For example,
[51] considered the location of lockers in a competitive environmentwhere customerswill visit the nearest facility. [15]
assumed that customers will maximize a deterministic utility and formulated an optimization problem to maximize
the total profit of the operator. In practice, when making choices, customers’ behaviors are typically probabilistic
rather than deterministic [38, 41]. This argument has been supported by empirical and experimental evidence [24] and
applied to various facility location problemswhere the customer’s choices are considered [17, 25, 29, 34]. Therefore, it
is meaningful to consider the probabilistic choice in the locker location problem. In this paper, a state-of-the-art DCM,
the threshold luce model [19], is applied and a novel locker location problem is proposed based on the DCM. We note
that the MNL-based locker location models were recently studied by [36] and [32]. Nevertheless, our problem is more
general and complicated because the threshold luce model generalizes the MNL with the concept of dominance and
allows for more realistic modeling assumptions and yet imposes additional modeling complexity.
3 Threshold luce model
The multinomial logit model (MNL) (also known as the luce model) has been widely used to predict individual choices
in various disciplines, such as stochastic traffic assignment [43], choice-based network revenue management [10],
assortment planning [42] and competitive facility location problem [25, 34]. Despite its popularity, the MNL still
has multiple limitations: 1) its property of IIA does not hold when alternatives cannibalize each other or are perfect
substitutes [2, 6]; 2) it fails to explain the zero-probability choice that is prevalent in practice; and 3) its property of
regularity states the probability of choosing an alternative does not increase if the choice set is enlarged. Even though
such a property appears natural, it could be violated by individuals [45].
The threshold luce model, proposed by [19] overcomes the above limitations of MNL using the concept of dominance.
In its definition, an alternative y dominates the other alternative x, denoted by y ≫ x, if the probability of selecting
x is zero in the presence of y. It assumes that the customers will only consider the nondominated alternatives that
have sufficiently higher attractiveness than the denominated ones. The threshold luce model is essentially a special
case of the general luce model (GLM) [1, 19]. Let J denote the set of all alternatives and uj > 0 be the attractiveness
of alternative j ∈ J . In [21], the non-select option, with index 0 and u0 > 0, is introduced to capture the scenario
where customers may not select any alternative. According to the GLM, given a set of alternativesA ⊆ J , a stochastic
choice function p returns a probability distribution over c(A), where c(A) is the set of all nondominated alternatives
in A. Formally,
Definition 1. [19] A stochastic choice function p is called a general luce function if there exists a pair (u, c) of
attractiveness function u ∪ {0} : J → R+ and a set function c : 2J\∅ → 2J\∅ such that c(A) ⊆ A for any subset A
of J , and the probability of selecting j from set A is given by
pj(A) =
{ uj∑
j∈c(A) uj+u0
if j ∈ c(A)
0 if j /∈ c(A)
∀A ⊆ J. (1)
The function c provides a way to capture the support of the stochastic choice function p. It prevents the dominated
alternatives from being selected. As highlighted in [19], if c(A) = A, then p coincides with the MNL.
In the GLM, the function c does not necessarily depend on the utility u. However, it is reasonable to assume that the
dominance may be tied to utility or attractiveness in some applications. Therefore, in the threshold luce model, [19]
considers an alternative j dominates k if uj is sufficiently larger than uk, leading to the following definition.
Definition 2. A stochastic choice function p is called a threshold luce function if there exists a nonnegative number γ
such that
c(A) = {j ∈ A | (1 + γ)uj ≥ uk, ∀k ∈ A} (2)
Here, the function c is defined by u and a nonnegative threshold parameter γ. The number γ captures the threshold
beyond which alternatives become dominated, if uj > (1 + γ)uk. A ratio of more than 1 + γ means that the less
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Table 1: Notations.
Sets
I : set of customer zones. |I| = m.
J : set of candidate locker facilities. |J | = n.
δij : set of lockers that are dominated by locker j for customer zone i, ∀i ∈ I, j ∈ J .
Parameters
vij : utility when a customer in zone i select option j, ∀j ∈ J ∪ {0}.
uij : attractiveness of option j for customer zone i, ∀j ∈ J ∪ {0}.
di : proportion of the total demand that arises from customer zone i, ∀i ∈ I .
P : number of open lockers allowed.
γ : parameter in threshold luce model.
Variables
xj : 1, if locker j is open; 0, otherwise, ∀i ∈ I .
yij : 1, if locker j is in the nondominated set for customer zone i; 0, otherwise, ∀i ∈ I, j ∈ J .
R : captured demand rate (the objective). R ∈ [0, 1].
preferred alternative is dominated by the more preferred alternative and the probability of a dominated alternative
being selected will be zero. For the axiomatic characterizations of the model, see [19].
4 Locker location problem
In this section, we present the problem description andmodel formulation. Table 1 gives the main notations. Additional
notations will be introduced when necessary.
4.1 Problem description
Consider a logistics company that plans to introduce the self-service locker system. The demands are aggregated at
certain zones, denoted by set I , and there are candidate lockers at predetermined sites (denoted by set J). Now, the
company intends to open exactly P lockers so that the number of customers using the locker service is maximized.
We assume that when customers determine whether to use the locker service and which locker to visit, the choice
behavior is probabilistic instead of deterministic. This assumption is reasonable because customers are taking the
initiative in e-commence. They may prefer an option that is not necessarily with the highest utility according to
their (unknown) preferences. Empirical and experimental results have supported that individual choice behaviors are
typically probabilistic [24]. To consider the zero-probability choices, we apply the threshold luce model to predict the
choice probability.
Suppose the set of open lockers is denoted by S and S ⊆ J . The utility of a customer at zone i who uses locker j is
vij , ∀i ∈ I, j ∈ S. It can be related to the distance between customer zone i and the locker j and/or the connivence of
the locker location. We then define the attractiveness uij as
uij = e
vij , ∀i ∈ I, j ∈ S (3)
which is strictly larger than 0. According to the threshold luce model, the probability of a customer at zone i selecting
locker j is
pij =
{ uij∑
j∈ci(S)
uij+ui0
if j ∈ ci(S)
0 if j /∈ ci(S)
, ∀i ∈ I, j ∈ S (4)
where ui0 is the attractiveness of the outside option 0 and ci(S) is
ci(S) = {j ∈ S | ∄k ∈ S : (1 + γ)uij < uik} (5)
or equivalently,
ci(S) = {j ∈ S | (1 + γ)uij ≥ uik, ∀k ∈ S} (6)
The interpretation of the choice probability is that when customers are offered a set of locker facilities S, they first
discard all dominated lockers (those lockers with sufficiently lower attractiveness) in S and then select one from the
nondominated ones, c(S), following the standard MNL with an additional outside option. Given pij , the expected
demand captured by the set of open lockers (i.e., the captured demand rate) is
R(S) =
∑
i∈I
∑
j∈S
pijdi (7)
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The problem is to find the subset S of J with exactly P elements to maximize R(S), i.e.,
max
S⊆J
{R(S) : |S| = P} (8)
We refer to this problem as the locker location problem under the threshold luce model (LLPTL), where we aim to
open P lockers such that the number of customers who patronize the lockers is maximized.
Remark 1 There are different interpretations of the model regarding different values of γ. When γ = 0, customers
will only consider the locker with the highest attractiveness and the outside option, meaning that customers are making
binary choices. When γ = ∞, all open lockers have a positive probability of being selected. The model reduces to a
location problem with the standard MNL, which resembles the maximum capture facility location problem by [34] or
the competitive facility location by [37].
Remark 2 By the threshold luce model, adding a highly attractive locker may remove some dominated lockers (from
the choice set) whose utilities would lead to a higher captured demand rate. This phenomenon reflects the paradox of
choice or choice overload effect [13]. Meanwhile, the probability of choosing a locker or the non-selected option may
increase if additional lockers are open, which cannot be explained by the MNL. These results indicate the threshold
luce model admits the violations of IIA and regularity in our problem. Appendix A shows an example that illustrates
such a scenario.
4.2 Explicit model representation
The model presents in (8) is not explicit because the set ci(S) is only known implicitly. Here, we show that (8) can
be recast into two equivalent mixed-integer convex programs (MIPs). Note that set S can be uniquely represented by
a binary variable x ∈ {0, 1}n such that j ∈ S if and only if locker j is open, i.e., xj = 1. We further define a binary
variable y ∈ {0, 1}mn, such that yij = 1, if locker j is in the nondenominated set ci(S), i.e., j ∈ ci(S); and yij = 0,
if locker j is dominated or not open, i.e., j /∈ ci(S). With yij , we can write R(S) as
R(x, y) =
∑
i∈I
di
∑
j∈J uijyij∑
j∈J uijyij + ui0
(9)
where x and y should satisfy
yij ≤ xj , ∀i ∈ I, ∀j ∈ J (10)
In addition, if locker k is dominated by locker j for customer zone i (denoted by ji ≫ ki), then, as long as the locker
j is open, we should have yik = 0. This is equivalent to impose the following constraints:
yij + yik ≤ 1, ∀ji ≫ ki, ∀i ∈ I (11)
where ji ≫ ki if uij > (1+γ)uik, ∀i ∈ I, j, k ∈ J . By (11), at most one of yij and yik can take the value of 1. Notice
that the objective function is an increasing function over y, and therefore, yik will be 0 in the optimal solution due
to uij ≥ uik. We refer to this constraint as the“disaggregated dominance constraint" (DDC) because the dominance
relation is imposed in pairs. A similar constraint applied to the assortment optimization can be found in [21]. With the
DDC, we have the following MIP:
[MIP-d] max
x,y
∑
i∈I
di
∑
j∈J uijyij∑
j∈J uijyij + ui0
st.
∑
j∈J
xj = P
yij ≤ xj , ∀i ∈ I, j ∈ J
yij + yik ≤ 1, ∀ji ≻ ki, ∀i ∈ I
xj ∈ {0, 1}, ∀j ∈ J
yij ∈ {0, 1}, ∀i ∈ I, j ∈ J
(12)
The following results show the hardness of the problem.
Lemma 1. MIP-d is NP-hard.
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Proof. To show the NP-hardness, we show that MIP-d is NP-hard even when there is only 1 customer zone. Suppose
there is only 1 customer zone, i.e., |I| = 1, then d = 1 and we can drop the subscript i in MIP-d. Since we will open P
facilities, then by yj ≤ xj , we have
∑
j∈J yj ≤ P . Meanwhile, the objective function
∑
j∈J ujyj∑
j∈J ujyj+u0
is an increasing
function since uj ≥ 0, ∀j ∈ J . To maximum the function is equivalent to maximize
∑
j∈J ujyj . Therefore, MIP-d
with |I| = 1 can be represented by the following model:
max
y
∑
j∈J
ujyj
st.
∑
j∈J
yj ≤ P
yj + yk ≤ 1, ∀j ≻ k
yj ∈ {0, 1}, ∀j ∈ J
(13)
which can be visualized as the maximum weighted independent set problem of size at most P for a bipartite graph
(MWISP), i.e., MWISP for a graph G = (V = V1 ∪ V2, E), where V1 ∩ V2 = ∅, every edge (j, k) ∈ E satisfies
j ∈ V1 and k ∈ V2, uj is the weight of vertex j and P is the budget. It has been proven that MWISP is NP-hard [27].
Therefore, MIP-d is also a NP-hard problem.
Corollary 1. Given the location of lockers (fixing x), estimating the captured demand rate (determining y) is still a
NP-hard problem.
Proof. This immediately follows from the proof in Lemma 1: When |I| = 1 and x is fixed, estimating the captured
demand rate is equivalent to the problem in (13).
Besides the NP-hardness, there is a problem: In the extreme case, the number of constraints in the DDC can go up to
O(mn2) because the locker with the highest attractiveness can dominate at most n − 1 lockers; the locker with the
second-highest attractiveness can dominate at most n − 2 locker; and so on so force. The number of constraints can
be extremely large in some scenarios and it could be computationally expensive to explore nodes during the branch-
and-cut procedure. Therefore, we present an alternative representation of the dominance with O(mn) constraints. Let
δij the set of lockers that are dominated by j for customer zone i, i.e.,
δij = {k ∈ J | uij > (1 + γ)uik, ∀i ∈ I} (14)
Then, when yij = 1, we should have
∑
k∈δij
yik = 0, i.e.,
∑
k∈δij
yik ≤ |δij | · (1− yij), ∀i ∈ I, j ∈ J (15)
The intuition is: When locker j is in the nondominated set for customer zone i, those lockers that are dominated by
locker j will not be in the nondominated set. We refer to this constraint as the “aggregated dominance constraint"
(ADC). With it, we have the following MIP:
[MIP-a] max
x,y
∑
i∈I
di
∑
j∈J uijyij∑
j∈J uijyij + ui0
st.
∑
j∈J
xj = P
yij ≤ xj , ∀i ∈ I, j ∈ J∑
k∈δij
yik ≤ |δij | · (1− yij), ∀i ∈ I, j ∈ J
xj ∈ {0, 1}, ∀j ∈ J
yij ∈ {0, 1}, ∀i ∈ I, j ∈ J
(16)
The following lemma establishes the relationship between DDC and ADC.
Lemma 2. DDC is stronger than ADC.
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Proof. Write (11) as
yik ≤ 1− yij , ∀ji ≫ ki, ∀i ∈ I (17)
Take the summation on both sides with respect to k such that ji ≫ ki, and we have:∑
k:ji≫ki
yik ≤
∑
k:ji≫ki
(1− yij), ∀i ∈ I, j ∈ J (18)
The set {k : ji ≫ ki} is identical to δij according to the definition in (14). The above equation then becomes (15).
This indicates the polyhedron defined by the continuous relaxation of (11) is a subset of that by (15). Therefore, DDC
is stronger [12].
It implies that the continuous relaxation of MIP-d provides a better bound than that of MIP-a. Therefore, when solving
MIP-a with branch-and-cut, it will typically require more (branching) nodes to find the optimal solution or to verify
the optimality.
4.3 Improved formulation for MIP-a
We seek methods to improve the MIP-a formulation and expedites the computation. The dominance relation is a
partial order that is irreflexive, transitive and antisymmetric. For customer zone i, the dominane relation can then
be represented as a Directed Acyclic Graph (DAG), in which vertices represent the lockers and there is a directed
edge (x, y) if and only if x ≫ y. Formally, let Gi(J,Ei) be the DAG associated with customer zone i, where J
is the vertex set (i.e., the set of candidate lockers) and Ei is the edge set. An edge (ji, ki) exists if and only if
uij > (1 + γ)uik, ∀i ∈ I, j, k ∈ J . For example, suppose that, for a customer zone, there are 6 open lockers whose
attractiveness is ranked from the largest to the smallest. The DAG, as in Figure 1, represents the following dominance
relations: 1≫ {2, 3, 4, 5, 6}; 2≫ {4, 5, 6}; 3≫ {5, 6}; 4≫ 6; 5≫ 6.
Figure 1: Directed acyclic graph with 6 vertices.
A path in a DAG is a sequence of vertices that are connected by directed edges. In our problem, a path represents a
sequence of dominance relations. For instance, a path 1 → 5 → 6 in Figure 1 with the vertices sequence {1, 5, 6}
indicates that 1 ≫ 5 ≫ 6. With the path relation, if locker 1 is open, then locker 5 and locker 6 will be in the
dominated set and only locker 1 can have a positive probability of being selected. Similarly, if locker 1 is not open and
locker 5 is open, then locker 6 will be in the dominated set and only locker 5 can have a positive probability of being
selected. Therefore, at most one of the lockers in the vertex sequence {1, 5, 6} can have a positive probability. This
interpretation implies that the dominance constraint can be imposed in terms of paths. Formally,
Lemma 3. Suppose there exists a path ri in Gi that transverses vertex sequence Jri , where Jri ⊆ J , then∑
j∈Jri
yij ≤ 1 (19)
is a valid inequality for MIP-a.
Proof. Suppose the vertex sequence is {k1, k2, k3, ..., kt} with t = |Jri |, then k
1 ≫ k2 ≫ k3 ≫ ... ≫ kt. Assume
locker k1 is open, then
∑
j∈Jri\{k
1} yij = 0 since k
1 dominates all lockers in the set Jri\{k
1}. Now, assume locker
k1 is not open and k2 is open, then
∑
j∈Jri\{k
2} yij = 0 since xk1 = 0 and k
2 dominates all lockers in the set
Jri\{k
1, k2}. Similarly, assume locker k1 and k2 are not open and k3 is open, then
∑
j∈Jri\{k
3} yij = 0 since
xk1 = xk2 = 0 and k
3 dominates all lockers in the set Jri\{k
1, k2, k3}. Continue this procedure. We can conclude
that
∑
j∈Jri
yij ≤ 1.
We refer to (19) as the path-based inequality. It indicates customers in zone i will visit at most one locker in Jri . The
following lemma establishes the linkage between such an inequality and the pair-wise inequality in (11).
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Corollary 2. A path-based inequality in (19) simutanenously implies t(t− 1)/2 pair-wise dominance relations, where
t = |Jri |.
Proof. This immediately follows from the observation that the first vertex dominates t − 1 downstream vertices; the
second vertex dominates t− 2 downstream vertices; and so on.
Definition 3. A path r transversing vertex set Jri in Gi is called a maximal path if there does not exist a distinct path
rˆ transversing vertex set Jrˆi such that Jri ⊂ Jrˆi .
Informally, a path is maximal if we cannot further add any connected edge from the DAG to it. The dominance relation
embedded inGi can be fully represented by the set of all maximal paths because such a set will contain the information
about all edges in Gi and the correct pairwise relation. In principle, we can find out all maximal paths and impose
the corresponding constraints. However, there is an issue: The number of edges in all Gi is equal to the number of
constraints in the DDC, and there could be an exponential number of maximal paths. Exhaustive enumeration of them
will incur significant computational time.
To reduce the effort, we use one maximal path of each Gi. Specifically, we are interested in the path with the largest
number of vertices, namely, the longest path. It can be derived using a linear-time algorithm starting from the topo-
logical sorting, which sorts a DAG into a linear ordering of its vertices such that for every directed edge (x, y) from
vertex x to vertex y, x comes before y in the ordering (e.g., in Figure 1 where every edge points to the right side). We
then process all vertices one by one in topological order: For each vertex x, if x has no predecessor, the length of the
longest path to x is zero; otherwise, compute the length of the longest path to x by its predecessors and add one to
the maximum length recorded for those predecessor. The longest path can then be obtained by starting at the vertex x
with the largest recorded value, then repeatedly tracing backwards to its predecessor with the largest recorded value,
and reversing the sequence of vertices. Such an algorithm has been successfully implemented by various advanced
computer graph and network packages. In this paper, we leverage the Python package, NetworkX [26], to design the
graph algorithm.
Let J¯i be the set of vertices in the longest path forGi, then we impose the following path-based constraint for customer
zone i ∑
j∈J¯i
yij ≤ 1, ∀i ∈ I (20)
Besides adding the above constraint, a trick to further improve MIP-a formulation is to make use of the fact that the
number of open lockers is restricted by P . Therefore, constraint (15) can be replaced by∑
k∈δij
yik ≤ min{|δij |, P} · (1− yij), ∀i ∈ I, j ∈ J (21)
which is tighter and useful when |δij | > P . With (20) and (21), we have the following improved MIP
[MIP-s] max
x,y
∑
i∈I
di
∑
j∈J uijyij∑
j∈J uijyij + ui0
st.
∑
j∈J
xj = P
yij ≤ xj , ∀i ∈ I, j ∈ J∑
k∈δij
yik ≤ min{|δij |, P} · (1− yij), ∀i ∈ I, j ∈ J
∑
j∈J¯i
yij ≤ 1, ∀i ∈ I
xj ∈ {0, 1}, ∀j ∈ J
yij ∈ {0, 1}, ∀i ∈ I, j ∈ J
(22)
5 Solution Approach
In this section, we present two exact approaches. We first define the set Ξa, Ξd and Ξs as the feasible region of MIP-a,
MIP-d and MIP-s. We then use Ξ to refer to Ξa, Ξd and Ξs. It is easy to see that the MIP model is equivalent to the
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following minimization problem
[MIP’] min
x,y
r =
∑
i∈I
di∑
j∈J piijyij + 1
st. (x, y) ∈ Ξ
(23)
where piij = uij/ui0. The objective function is a multi-ratio linear fractional function (MLFP). To solve a MLFP, the
most widely used approach is to exactly reformulate the model into a MILP [8]. This is done by first transforming the
model into a mixed-integer bilinear programming and then linearizing the bilinear terms. The approach is straightfor-
ward to implement. However, it needs to introduce a large number of variables and constraints and uses the “Big-M"
linearization technique. Therefore, it is typically computationally prohibitive even for medium size problems [32].
In effect, (23) belongs to a special class of multi-ratio linear fractional 0-1 program, whose continuous relaxation is a
convex optimization problem. To support this argument, we define function hi(y), ∀i ∈ I , such that
hi(y) =
1∑
j∈J piijyij + 1
(24)
This function is convex because it is the composition of a convex function, 1/(z + 1), with an affine mapping,∑
j∈J piijyij [9]. Therefore, MIP’ can be solved by computational toolboxes that allow for the mixed-integer con-
vex optimization, one of which is CVXPY [16]. The advantages of CVXPY is that it can automatically canonicalize
disciplined convex programs (DCP) [23] to cone programs by expanding every nonlinear function into its graph imple-
mentation [22]. Using CVXPY, we can call Gurobi, an advanced solver, to solve the problem. However, even with the
convexity of the objective function, MIP’ is still a hard problem due to the integrality constraint and the nonlinearity.
In light of this, we present exact solution approaches that typically perform better than directly using CVXPY.
5.1 Outer approximation algorithm
The convexity of (24) allows for applying the outer approximation algorithm (OA) [18], which proceeds by solving
a sequence of sparse MILPs with an increasing number of constraints that refine the feasible region. The key idea is
to create a piecewise linear function hˆi(y) that underestimates hi(y), i.e., hˆi(y) ≤ hi(y), ∀y. If inequality is tight at
every integer point in the feasible set, then we can obtain an optimal solution to MIP’ by solving the (relaxed) MILP.
The OA guarantees the convergence to global optimality in a finite number of iterations and it is efficient for some
large-scale MLFPs (e.g. see [20, 34, 37]).
To develop the algorithm, we first express (23) as the epigraph form of hi(y), i.e.,
min
x,y
∑
i∈I
diβi
st. βi ≥ hi(y), ∀i ∈ I
(x, y) ∈ Ξ
(25)
Given any point yk, since ri(y) is a convex function, we can construct its lower bound by the first-order linear ap-
proximation on yk. The linear function will not eliminate any feasible region of (25). The following constraint is thus
valid:
βi ≥
∑
j∈J
∂hki
∂yij
(yij − y
k
ij) + hi(y
k), ∀i ∈ I (26)
where ∂h
k
i
∂yij
is the partial derivative of hi with respect to yij , evaluated at yk. We can then model (25) using the
following MILP formulation with |I| additional variables and an exponential number of constraints:
min
x,y
∑
i∈I
diβi
st. βi ≥
∑
j∈J
∂hwi
∂yij
(yij − y
w
ij) + hi(y
w), ∀i ∈ I, w = 0, 1, ..., k
(x, y) ∈ Ξ
(27)
Define set T as the set of recorded points (x, y). Each point (expect the initial one) is obtained by solving the MILP
during each iteration. It defines a valid cut that is further added to (27). As the algorithm proceeds, more points
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are generated and (27) provides better approximation for (25). If at an iteration we find a solution (x∗, y∗) such that
(x∗, y∗) ∈ T , then (x∗, y∗) is the optimal solution to MIP’ and the algorithm can be terminated [18]. A simplified
version of the OA is presented in Algorithm 1. We use Gurobi 9.0 to build the algorithm. With the software, the solver
will automatically start from the previous produced solution when new valid inequalities are added. This resembles a
warm-start and reduces the total computational time.
Algorithm 1: Outer Approximation Algorithm
Step 0: Initialize x0 and y0; k = 0; T = ∅.
Step 1: T := T ∪ (xk, yk). Evaluate hi(yk) and compute the partial derivative:
∂hki
∂yij
:=
−piij
(
∑
j∈J piijy
k
ij + 1)
2
, ∀i ∈ I, j ∈ J
Step 2: Solve the current MILP with the new valid inequality defined by yk:
min
x,y
∑
i∈I
diβi
st. βi ≥
∑
j∈J
∂hwi
∂yij
(yij − y
w
ij) + hi(y
w), ∀i ∈ I, w = 0, 1, ..., k
(x, y) ∈ Ξ
to obtain the tentative solution (xk+1, yk+1).
Step 3: If (xk+1, yk+1) ∈ T , stop and output (xk+1, yk+1). Else, k := k + 1 and go to Step 1.
Lemma 4. Algorithm 1 stops at the optimal solution of MIP’ in a finite number of iterations.
For the proof, we refer the reader to [18] and [37].
5.2 Mixed-integer conic quadratic program
Compared to the OA, a more straightforward approach is to leverage the hidden conic structure of the MIP’. In effect,
MIP’ can be easily reformulated as a mixed-integer conic quadratic program (MICQP) and then efficiently solved by
second-order conic solvers (e.g. CPLEX, Gurobi, Mosek). Conic optimization refers to optimizing a linear function
over conic inequalities [7]. A conic quadratic inequality is an convex inequality of the form
||Ax+ b||2 ≤ c
Tx+ d (28)
where || · ||2 is the Euclidean norm. A, b, c and d are parameter matrices or vectors with proper sizes and all parameters
are rational. A linear inequality can be expressed as a special case of a conic quadratic inequality by lettingA = b = 0.
Similarly, a convex quadratic inequality can be expressed as a special case by letting d = 0. Another special case is
the rotated cone inequality. A rotated cone on x, y, z ≥ 0 takes the form of
x2 ≤ yz (29)
which is equivalent to a conic quadratic inequality:
∥∥∥∥
[
2x
y − z
]∥∥∥∥
2
≤ y + z (30)
We make use of the rotated cone in our problem. Let zi =
∑
j∈J piijyij + 1. The objective function of MIP’ can be
expressed as
r =
∑
i∈I
di/zi (31)
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Define βi such that βi ≥ 1/zi. Then, we have the rotated cone inequality: βizi ≥ 1, ∀i ∈ I . MIP’ is equivalent to the
following MICQP:
[MICQP] min
x,y
∑
i∈I
diβi
st. βizi ≥ 1, ∀i ∈ I
zi =
∑
j∈J
piijyij + 1, ∀i ∈ I
0 ≤ βi ≤ 1, ∀i ∈ I
zi ≥ 1, ∀i ∈ I
(x, y) ∈ Ξ
(32)
where the objective is linear and the constraints are either conic quadratic or linear. It can be verified that βizi = 1 in
the optimal solution. We can then enforce that βi is not larger than 1 since zi ≥ 1.
Lemma 5. MICQP is equivalent to MIP’.
Proof. Let (x1, y1) be the optimal solution to MIP’ and (x2, y2, z∗, β∗) be the optimal solution to MICQP. Denote the
objective of MIP’ and MICQP as r1(·) and r2(·). We show that r1(x1, y1) = r2(x2, y2, z∗, β∗).
Given the optimal solution (x1, y1) to MIP’, a feasible solution to MICQP can be constructed as (x1, y1, z¯, β¯), where
z¯i =
∑
j∈J piijy
1
ij + 1 and β¯i = 1/z¯i, ∀i ∈ I . Therefore, we have
r1(x
1, y1) = r2(x
1, y1, z¯, β¯) ≥ r2(x
2, y2, z∗, β∗) (33)
The equality follows from the construction of (x1, y1, z¯, β¯) and the inequality comes from the optimality of
(x2, y2, z∗, β∗) to MICQP.
On the other hand, given the optimal solution (x2, y2, z∗, β∗) to MICQP, we have z∗i =
∑
j∈J piijy
2
ij +1, ∀i ∈ I , then
r2(x
2, y2, z∗, β∗) = r1(x
2, y2). Therefore, we have
r2(x
2, y2, z∗, β∗) = r1(x
2, y2) ≥ r1(x
1, y1) (34)
The inequality is due to the optimality of (x1, y1) to MIP’.
Combining (33) and (34), we can conclude that r1(x1, y1) = r2(x2, y2, z∗, β∗).
In principle, this MICQP formulation can be further strengthened by upper-bounding variable zi. Since zi =∑
j∈J piijyij + 1 and
∑
j∈J xj = P , a valid upper bound of zi is
zubi =
P∑
j=1
pii[j] + 1, ∀i ∈ I (35)
where pii[j] is the jth largest value of the vector pii·. We can further impose
zi ≤ z
ub
i , ∀i ∈ I (36)
Recently, conic optimization has received intensive attention and we have witnessed significant research contributions
to (mixed) integer conic optimization [11, 4, 5, 49, 35]. Accordingly, the efficiency of the commercial solvers for
MICQP has been undergoing rapid improvement. For example, Gurobi claims a 2.8-time improvement from version
6.0 to 6.5 2. MICQP models have been employed to address various problems, such as portfolio optimization [48],
location-inventory problem [3], assortment optimization [42], bus route clustering problem [50] and competitive facil-
ity location [33]. We further show that this approach can address the facility location problem with the threshold luce
model. As in (32), the MICQP approach is straightforward to implement. It requires O(m) additional variables and
contains onlym conic quadratic constraints.
2https://www.gurobi.com/pdfs/WebSeminar-Gurobi-6.5.pdf
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6 Numerical Study
6.1 Performance of solution methods
To investigate the computational performance of solution approaches, we use artificially generated data. We assume
the number of demand zones is m, namely, |I| = m, and the number of candidate facilities is ⌊m/2⌋, where ⌊x⌋ is
the round down operation to the nearest integer. For the distance matrix L, the locations of the demand zones and
the candidate facilities are generated from a 2-dimensional uniform distribution [0, U ]2 with U > 0. The distance is
measured by the Euclidean distance. In this subsection, three data sets will be used, namely, the 100-customer data
(m = 100), the 300-customer data (m = 300) and the 400-customer data (m = 400). U in these three data sets are
20, 40 and 50, respectively. For the attractiveness, it is computed by
uij = e
−αLij , ∀i ∈ I, j ∈ J (37)
where vij = αLij represents the utility. With a large α value, customers will almost always patronize the nearest
facility if they use the locker service. For the outside option 0, we assume that the attractiveness is
ui0 = e
−αli , ∀i ∈ I (38)
where li is generated from a uniform distribution [1, 5]. Finally, the demand d is generated from a uniform distribution
[0, 100] and normalized by the sum of demand.
The data (L, l and d) described above are generated with random seeds. The computational experiments are done using
Python on a 16 GB memory iOS computer with a 2.6 GHz Intel Core i7 processor. We use Gurobi 9 under default
settings as the MIP solver.
6.1.1 Medium-scale instances
We compare the performance of CVXPY, OA and MICQP using the 100-customer data set. Here, we use the form
A-B to indicate that the model is MIP-A and solved with B. For example, CVXPY-a indicates that the model is MIP-a
and solved with CVXPY. Similarly, OA-d indicates the model is MIP-d and solved with OA, ect. We set the maximal
computational time to 2 hours. Table 2 presents the computational time (t) and the relative gap (rgap) over various
parameter values. The relative gap is computed as rgap = 100× (zbb− zopt)/|zopt|, where zopt is the value of the
optimal integer solution and zbb is the best lower bound at termination. If an instance is solved to global optimality,
then zbb equals zopt (within the default optimality gap 0.01).
As in Table 2, CVXPY requires significantly longer computational times than other approaches. By OA and MICQP,
all instances of 100-customer zones can be solved in 1 hour. However, CXVPY may fail to solve some instances
to global optimality in 2 hours. In particular, under α = 1.2, the average relative gap of CVXPY-d is 6.92% with
a worst-case 20.10%. This result indicates that CVXPY works poorly even for medium-scale instances. The most
efficient approach turns out to be MICQP, namely, MICQP-a solves the instances on average faster than OA-a; and
MICQP-d solves the instances on average faster than OA-d. When OA is applied, it generally takes 6 to 11 iterations
to converge, meaning that we need to solve the same number of MILPs. It may get stuck at some iterations because
the number of constraints increases after each iteration is done.
We then compare the performance of different MIP formulations. In OA and MICQP, the DDC performs slightly
better than the ADC despite that it contains substantially more constraints. This is because the negative impact of
large constraint size is overwhelmed by the positive impact of tighter continuous relaxation. Finally, the path-based
valid inequality indeed reduces the computational effort: MICQP-s requires considerably less computational load than
MICQP-a and even works better than MICQP-d in general.
The above experiments suggest that MICQP outperforms CVXPY and OA in terms of computational time. In effect,
as in Section 5.2, it is straightforward to reformulate the model into a MICQP. Therefore, we recommend MICQP as
the approach to solve LLPTL. Meanwhile, the DDC formulation outperforms the ADC in the 100-customer instances.
However, the margin is not prominent.
6.1.2 Large-scale instances
To further investigate the performance of different MICQP formulations, we test MICQP-a, MICQP-d and MICQP-s
on two larger-scale networks, namely, the 300-customer network and the 400-customer network. We set the maximal
computational time to 2 hours, α = 1 and γ = 1.
Table 2 shows the results. When the problem scale is large, MICQP-d with the DDC performers poorly. In the 300-
customer instances, it fails to solve 3 instances in 2 hours. The solver runs on average 2.5 times longer than MICQP-a
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Table 2: Instances with 100 customer zones. t is the computational time in seconds; and rgap is the relative gap in
percentage. Time to generate the path-based inequalities is less than 0.3 seconds in all instances.
α γ P CVXPY-a CVXPY-d OA-a OA-d MICQP-a MICQP-d MICQP-s
t rgap t rgap t rgap t rgap t rgap t rgap t rgap
0.8 1 1 1009 0 509 0 23 0 27 0 14 0 10 0 3 0
5 172 0 457 0 108 0 191 0 30 0 72 0 27 0
10 1860 0 1424 0 1362 0 989 0 276 0 142 0 155 0
15 7200 1.48 2993 0 3543 0 3334 0 733 0 365 0 466 0
20 4013 0 1013 0 1827 0 1721 0 297 0 87 0 175 0
30 266 0 574 0 129 0 62 0 74 0 445 0 59 0
5 1 1629 0 1406 0 15 0 27 0 22 0 16 0 4 0
5 129 0 631 0 119 0 189 0 30 0 51 0 34 0
10 621 0 1167 0 404 0 591 0 165 0 131 0 87 0
15 1245 0 1487 0 1658 0 786 0 187 0 261 0 125 0
20 718 0 1050 0 510 0 360 0 209 0 137 0 111 0
30 185 0 711 0 110 0 86 0 122 0 92 0 95 0
Avg 1583 0.12 1118 0 817 0 697 0 175 0 151 0 112 0
1 1 1 385 0 324 0 17 0 27 0 17 0 14 0 5 0
5 150 0 7200 14.02 97 0 102 0 34 0 36 0 38 0
10 833 0 580 0 479 0 166 0 168 0 76 0 77 0
15 1480 0 659 0 649 0 207 0 115 0 47 0 81 0
20 763 0 395 0 218 0 116 0 48 0 21 0 34 0
30 112 0 320 0 40 0 19 0 20 0 12 0 11 0
5 1 1039 0 1965 0 19 0 29 0 16 0 16 0 6 0
5 55 0 7200 5.82 60 0 124 0 53 0 68 0 25 0
10 695 0 7200 9.17 197 0 375 0 156 0 91 0 102 0
15 985 0 2033 0 617 0 512 0 156 0 229 0 125 0
20 388 0 366 0 130 0 188 0 130 0 50 0 123 0
30 39 0 138 0 26 0 26 0 26 0 25 0 24 0
Avg 578 0 2365 2.42 213 0 158 0 79 0 57 0 54 0
1.2 1 1 444 0 357 0 16 0 23 0 16 0 16 0 4 0
5 96 0 7200 19.36 84 0 94 0 28 0 30 0 19 0
10 370 0 7200 12.63 127 0 143 0 120 0 30 0 69 0
15 458 0 7200 7.25 222 0 129 0 68 0 47 0 46 0
20 150 0 7200 2.85 29 0 23 0 14 0 14 0 18 0
30 39 0 453 0 19 0 14 0 11 0 3 0 8 0
5 1 691 0 397 0 15 0 22 0 22 0 14 0 8 0
5 63 0 7200 20.10 50 0 81 0 27 0 59 0 26 0
10 393 0 7200 13.43 195 0 307 0 136 0 180 0 91 0
15 607 0 7200 7.41 123 0 175 0 103 0 119 0 100 0
20 173 0 306 0 95 0 112 0 54 0 39 0 20 0
30 52 0 148 6.82 22 0 23 0 18 0 16 0 23 0
Avg 295 0 4339 6.92 83 0 96 0 52 0 47 0 36 0
Table 3: Instances with 300 and 400 customer zones. Time limit is 2 hours. R is the capture rate; t is the total
computational time in seconds (including the time to generate the path-based inequalities); rgap is the relative gap in
percentage.
m P MICQP-a MICQP-d MICQP-s
R t rgap R t rgap R t rgap
300 5 18.79 406 0 18.79 2842 0 18.79 183 0
10 33.06 1164 0 32.92 7200 5.70 33.06 669 0
20 49.86 7200 0.14 49.86 7200 4.20 49.86 2274 0
30 58.81 3022 0 58.69 7200 1.53 58.81 2568 0
40 64.7 1458 0 64.7 7109 0 64.7 644 0
60 71.31 211 0 71.31 678 0 71.31 300 0
Avg 49.42 2243 0.02 49.38 5372 1.91 49.42 1106 0
400 5 16.26 541 0 16.26 4494 0 16.26 258 0
10 26.63 1256 0 26.54 7200 25.64 26.63 1245 0
20 40.79 7200 0.19 40.39 7200 18.09 40.79 3733 0
30 50.40 6172 0 50.22 7200 8.73 50.40 2697 0
40 57.01 4874 0 56.89 7200 3.18 57.01 1560 0
60 65.50 2237 0 65.46 7200 1.08 65.50 1089 0
Avg 42.77 3713 0.03 42.63 6749 9.45 42.77 1763 0
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and terminates with a larger relative gap. In particular, when the number of customer zones is 400, except the instance
with P = 5, MICQP-d fails to solve all instances and terminates with an average gap of 9.45%. The worst-case gap is
25.54%.
The poor performance of MICQP-d stems from its constraint size. For those unsolved instances, the number of
branch-and-cut nodes explored by Gurobi is. This implies that it can be computationally prohibitive to solve the
node relaxation due to the large number of constraints in the DDC. On the contrary, MICQP-a contains only O(mn)
constraints and allows Gurobi to explore nodes with more acceptable efforts. Therefore,MICQP-a performs better than
MICQP-d for large-scale instances. Only 2 instances in Table 2 fail to reach the optimal solution and the remaining
gaps at termination are less than 0.2%.
Finally, we observed MICQP-s outperforms MICQP-a. All tested instances can be solved in 2 hours by MICQP-s. It
is worth noting that it takes on average 5.4 seconds and 25.1 seconds for the NetworkX algorithm to find the longest
paths of the 300-customer and 400-customer instances. The effort to generate the path-based inequalities is then
largely acceptable. Therefore, we recommend the use of MICQP-s for the LLPTL.
6.1.3 MICQP-s: sensitivity analysis
Using the 100-customer data set, we investigate the impacts of P , α and γ on the computational time of MICQP-s. We
start with the impact of P . We fix γ = 1 and vary P . The results are plotted in Figure 2(a). Overall, the computational
time shows an increasing trend when P is small, and after achieving the maximal value, it then decreases with P in
general. This result comes with the intuition: Due to the constraint
∑
j∈J xj = P , the number of feasible solutions
first increases with P to a certain maximal value and then decreases. In extreme cases where P = 0 and P = n, the
feasible combination of x is unique.
We then investigate the impact of γ. We fix P = 5 and vary γ. Before plotting the numerical results, we first
discuss two extreme cases: When γ = 0, customers will only consider the nearest locker and the outside option.
The decision making is straightforward (binary) and the computational time is thus expected to be minimal; when
γ = ∞, the threshold luce model reduces to a standard MNL. There exists no domination relation, and thus, no
dominance constraint. The model is supposed to be efficiently solved as well. We can argue that the impact of γ on the
computational time will be similar to that of P . The argument is confirmed by the curves under α = 0.2 and α = 0.5
in Figure 2(b). It should be noted that the curve under α = 1 does not follow the same trend: It keeps increasing in
general. Intuitively, under a large value of α, γ should be large enough to change the dominance relation to an extent
where the computational time can be effectively influenced. However, we only plot the results until γ = 8 and the
decreasing curve is not displayed in the figure.
Finally, we then investigate the impact of α. We fix P = 5 and vary α. Similar to the impacts of P and γ, the
computational time first increases with α and then decreases (see Figure 2(c)). When α = 0, the attractiveness of all
open lockers will be the same. The model is trivial because customers will select any locker with an equal probability.
When α is large, customers will almost always select the option with the highest utility (one of the open lockers or
the outside option), meaning that they are making nearly deterministic choices. The model resembles the classical
coverage problem [14], which is inherently much easier to solve.
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Figure 2: Computational time of MICQP-s (in seconds) under different parameter values.
6.2 Case study
To illustrate the usefulness of our model, we conduct a case study based on the demand zones and potential locker
locations in Singapore.
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6.2.1 Data and assumptions
We assume the demand comes from the residential area, which was formed based on the clusters demarcated by
Singapore’s Urban Redevelopment Authority. The size of each cluster and the number of residents are retrieved from
a publication by the Singapore Department of Statistics 3. We identify 272 residential clusters (m = 272). The
demand is assumed proportional to the number of residents. 139 shopping centers are chosen as potential locker
locations (n = 139). Using Google maps, the addresses of these shopping centers are retrieved. The distance matrix
L, measured in kilometers with 3 decimals, is derived using Google’s API URL to calculate the shortest walking
distances between customer zones and lockers.
The utility is defined as vij = −αLij , ∀i ∈ I, j ∈ J . We assume it only depends on the distance. In practice, those
factors may also be important. [36] conducted the study that calibrates the utility. They combined two sources of deliv-
ery datasets, which contains the traditional home delivery records (including customer address, delivery time, delivery
status) and the delivery to lockers records (including customer address, locker location, delivery time, customer pickup
time, delivery status). Regression models were then developed to fit the data and derived the utility function. Unfor-
tunately, this paper does not have access to the delivery data and thus, we follow [25] and link the utility to the only
distance. Nevertheless, we should note that our locker location models are ready to generalize to more complicated
utility functions.
The attractiveness is computed by (37). For the outside option 0, its attractiveness is assumed linked to distance as
well. According to Singapore Post Limited, the average distance between POPStations (locker facilities) is set at 2.5
km 4. This relies on the assumption that 1.25 km is a critical distance, beyond which customers’ willingness to use the
locker service will be low and they may opt for other delivery options. In this paper, we use 1.25 km as the base case
to define the attractiveness of the outside option, namely,
ui0 = e
−1.25α, ∀i ∈ I (39)
6.2.2 Managerial implications
In the first experiment, we discuss the impacts of γ on the captured demand rate R. The 4 values of γ considered are
0, 1, 5 and∞. We vary P from 1 to 139 and run MICQP-s under 3 values of α. The results are plotted in Figure 3.
Increasing γ will increase R. This is intuitive since, for a customer zone, the number of dominated lockers decreases
with γ. With a larger γ value, customers are more receptive to the locker service and are willing to use more lockers
as their delivery options. In Figure 3(a), when γ = ∞, customers’ choices follow the standard MNL and R is 73.7%
for P = 139, which is 20.42%, 10.59% and 3.96% higher than the captured demand rate when γ values are 0, 1 and
5, respectively. This indicates, under α = 1, when we apply the standard MNL to estimate R and make the location
decisions based on the estimation, we may overestimate the result by a large margin.
As α increases, the degree of overestimation declines (see Figure 3(b) and Figure 3(c)). This is because customers
will almost always select the highest attractive option with a large value of α. Particularly when α = 4, the difference
in R between γ = ∞ and γ = 0 for P = 139 is 2.62%, which is substantially smaller than 20.42%. However, this
is still a significant number: given the large volume of e-commerce delivery nowadays, 2.62% of the total demand
can imply a prominent revenue difference. Therefore, we come to the first implication: It is important to consider
the limited choice behavior of the customer and carefully examine the zero-probability option that appears in practice.
Otherwise, the decision-makers can come to an over-optimistic estimation of demand and make suboptimal location
decisions. When the decision-makers determine the investment in providing the service (e.g. the value of P ), using
the MNL may end up over-investing the capital, leading to a reduced profit.
In Figure 3, for all scenarios, R hardly increases as P increases from 80 onwards. A practically good choice of P can
then be set to 80. Given P = 80, the second experiment aims to explore the impacts of α and the attractiveness of the
outside option on R. We redefine the attractiveness of the outside option as
ui0 = e
−1.25ξ·α, ∀i ∈ I (40)
where ξ is a nonnegative parameter that controls the magnitude of ui0. With a smaller value of ξ, the outside option
becomes more attractive. The case where ξ = 1 corresponds to the base case defined in (39). We vary α from 0 to 4
with step size 0.1 and run MICQP-s under 3 values of ξ. For simplicity, we fix γ = 5. Figure 4 gives the results. We
observe that increasing ξ will increaseR. This is because the outside option becomes less attractive and customers are
more receptive to the locker service.
3https://www.singstat.gov.sg/-/media/files/publications/population/population2016.pdf
4https://www.singpost.com/business/knowledge-centre/articles/parcel-lockers%3A-unlocking-new-ways-serving-customers
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Figure 3: R versus P under different γ and α values.
From Figure 4, R is large under small values of α. In particular, R is maximized when α = 0, reaching 98.77% for
all values of ξ. Intuitively, a zero α value implies customers’ behaviors are totally “random": They will randomly
select any available option with an equal probability, i.e, when α = 0, let S be the set of open lockers, then pij =
1/(P + 1), ∀i ∈ I, j ∈ S; and R = P/(P + 1). Therefore, when P is large, R will be close to 1.
The interesting results are the different trends of R versus the increasing α under different ξ values. When ξ is 0.5, R
decreases with α. This is because, with an increased α, customers’ are showing more preference to the option with
the highest utility. Given ξ = 0.5, the utility of using the outside option will be large. It corresponds to using a locker
with a distance of 0.625 km. When α increases, more customers will choose the outside option instead of the locker
service, leading to a reduced R. On the contrary, when ξ is 2, R first decreases with α to a minimal value and then
increases. The decreasing trend can be explained by previous results on α = 0: When α increases from 0, customers
will not select options with homogeneous probability anymore. Options with low utilities will be less preferred and
thus,R decreases as the choice distribution starts to deviate from the uniform distribution. However, when α increases
to a high value, customers will show high preferences to using the locker service because the utility of the outside
option is relatively low. It corresponds to using a locker with a distance of 2.5 km. These results highlight that under
different values of α and the attractiveness of the outside option, the estimated captured demand rate can be quite
different. Therefore, it is important to carefully calibrate the parameters in the choice model (perhaps, through well-
designed and structured questionnaires or statistical estimation from real big data) so that the decision-makers can
better leverage the model to boost the demand.
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Figure 4: R versus α under different ξ values (P = 80 and γ = 5).
7 Conclusion
This paper studied the location problem of a locker system, taking customers’ choice behaviors and zero-probability
choice scenarios into considerations. We considered a logistics company that plans to place a fixed number of lockers
with the objective to maximize the captured demand rate. Customer’s choices were predicted by a threshold luce
model. Two equivalent formulations were proposed and valid inequalities were derived based on directed acyclic
graph theory and added to the formulation to improve the computational performance. To solve the models, outer
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approximation algorithm and mixed-integer conic quadratic programming approach (MICQP) were used. Extensive
numerical studies showed that MICQP approach with strengthened inequalities outperforms other formulations and
approaches in general. The impacts of parameters on the computational time were also discussed. Finally, we con-
ducted a case study. The results highlighted the necessity of considering the limited choice behavior of the customer
and the importance of calibrating the customer choice in the locker location problem.
There are limitations. We did not consider locker opening costs and operating costs (which may depend on the
variable demand). In the future, the costs and the revenue from the locker service should be investigated. Meanwhile,
we did not consider the locker capacity. In practice, capacity can be an important factor influencing customer choices.
For example, if a locker has no remaining capacity, customers may select a nearby locker or opt for other delivery
modes. However, with limited capacity, the threshold luce model will fail because the probability distribution over the
nondominated lockers will not follow the multinominal logit model anymore. It is indeed challenging to incorporate
capacity constraints into the locker location problem with probabilistic choice behaviors. Such a problem is worthy
of investigating for providing a better predication to the real-world scenario. For improving the computational speed,
we proposed the use of path-based inequalities to strengthen the model. However, we only derive the longest path and
add one constraint for each customer zone. The representation of dominance relations as the directed acyclic graph
should be further investigated. In particular, it is meaningful to explore how to leverage graph theory to derive strong
inequalities and develop more efficient solution approaches for large-scale problems. Finally, we believe that an in-
depth investigation on the factors that affect customer’s choices (i.e., factors that define the utility) will be useful when
making location decisions considering the discrete choice behaviors of customers. A verified and validated utility
function is necessary for real-world deployments of parcel lockers.
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A
We present an example where adding a highly attractive locker to a network can lead to a lower capture rate by the
threshold luce model and the probability of choosing an alternative can increase if the choice set is enlarged. As a
direct comparison, we also consider the standard MNL.
Consider two customer zones with demand d1 = d2 = 0.5, and two lockers with attractiveness u11 = u12 = u21 =
u22 = 2. Assume the attractiveness of the outside option is u10 = u20 = 4 and γ = 0.5. Then C1({1, 2}) = {1, 2}
and C2({1, 2}) = {1, 2}. In this case, the threshold luce model is equivalent to the MNL and the choice probability
is p11 = p12 = p21 = p22 = 0.25 and p10 = p20 = 0.5. Let Rs and Rt denote the captured demand rates under the
MNL and the threshold luce model, then
Rs = Rt = 0.5 (41)
Now, suppose a highly attractive locker, locker 3, is open with attractiveness u13 = u23 = 3.1. By the MNL,
p11 = p12 = p21 = p22 = 0.18, p13 = p23 = 0.279 and p10 = p20 = 0.361. Then,
R∗s = 0.639 > Rs (42)
i.e., the captured demand rate increases. Meanwhile, p10 and p20 decrease (regularity).
By the threshold luce model, for customer zone 1, locker 3 dominates locker 1 and locker 2 because 3.1 > (1+γ)× 2.
Therefore, C1({1, 2, 3}) = 3, meaning that p11 = p12 = 0, p13 = 0.437 and p10 = 0.563. Similarly, C2({1, 2, 3}) =
3, p21 = p22 = 0, p23 = 0.437 and p20 = 0.563. Then,
R∗t = 0.437 < Rt (43)
i.e., the capture rate decreases and p10 and p20 increase, which is completely different from the results by the MNL.
Compared the values of R∗s and R
∗
t , we find that the captured demand rate estimated by the MNL is prominently
higher.
With this example, one may argue that the cardinality constraint |S| = P in (8) should be replaced by |S| ≤ P .
However, we prefer to use the equality constraint in this paper. On one hand, when we want to obtain the optimal
capture demand using the model, we can tune the value of P , i.e, solving the model with different values of P. This
should eventually yield the same optimal solution as using |S| ≤ P . On the other hand, the locker system is a new
service that the company plans to introduce. It is reasonable to open lockers as many as possible with respect to the
budget limit. Even though it might sacrifice the objective in some scenarios, a larger number of lockers will help to
increase the exposure to customers and make lockers more well-known.
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