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Abstract. In this paper, we consider a Borel measurable function on the space of m×n matrices f :M m×n →Rtaking the value +∞, such that its rank-one-convex envelope Rf is finite and satisfies for some fixed p>1: Then, under some technical restrictions on f , we show that the relaxed functionalĪ for the weak topology of W 1,p (Ω;R m ) has the integral representation:
where for a given function g, Qg denotes its quasiconvex envelope.
Résumé. On +∞, such that its rank-one-convex envelope Rf is everywhere finite. We introduce the functional
This functional is singular in the following sense: since f takes the value +∞ and its rank-one-convex envelope Rf is everywhere finite, it follows that f cannot be rank-one-convex. Thus, using a result due to Tartar [30] , we conclude that I is not sequentially weakly lower semi-continuous on W 1,p (Ω; R m ). It is usual in the calculus of variations to introduce the relaxed functional associated with I. In the case when f is everywhere finite and satisfies the bound from below and growth assumption
Acerbi and Fusco [3] showed that the relaxed functionalĪ of I admits the integral representation
Let us emphasize that this formula is only applicable in the finite case, see Ball and Murat [5] for a counterexample with functions that take the value +∞. More precisely, in the general case i.e., when f takes the value +∞, it is known that Qf may give rise to a functional that is not weakly lower semi-continuous, see the above counter-example. Our main result is that if f takes the value +∞ but Rf is everywhere finite and satisfies (1.1), then the relaxed functional admits the integral representation:
under a few additional technical restrictions. In the proof, the main difficulty is to show that
We essentially use the results of Ball and Murat [5] , Fonseca [16] and a characterization of the rank-one-convex envelope Rf due to Kohn and Strang [19, 20] to prove formula (1.2). In Section 4, we will be concerned with the one-dimensional case. We thus recover the result of Acerbi et al. [1] , and we give a generalization dealing with functions f : R m −→ R, such that the convex envelope f * * satisfies for some 1 < q ≤ p, the following assumption:
where c, c , c 0 > 0 are fixed. In Section 5, we give some applications to nonlinear elasticity that have to do with the stored-energy density for membranes (n = 2, m = 3) and strings (n = 1, m = 3).
Let us recall that the main impetus for all of those models was provided by the paper of Acerbi et al. [1] . These authors deal with strings, i.e., one-dimensional models, and use the tools of Γ-convergence theory to derive their result from genuine three-dimensional elasticity.
For two-dimensional models, Le Dret and Raoult [21, 22] used Γ-convergence techniques to obtain a nonlinear membrane model from a three dimensional hyperelastic body, whose stored energy function W : M 3×3 −→ R is everywhere finite. They showed that the stored energy function of the membrane is of the form QW 0 , where
Here, we will be primarily concerned with the two-dimensional case, and we give a generalization to the case: W : M 3×3 −→ R satisfying the natural assumption: W (F ) = +∞ if and only if det F ≤ 0. We show that using our relaxation result, the stored energy function of the membrane that we obtain is equal to Q[RW 0 ]. Here the auxiliary function W 0 : M 3×2 −→ R is such that W 0 (F ) = +∞ if and only if rank(F ) < 2. We close this paper by showing how the study developed in Section 4 allow us to consider the case of strings for a large class of hyperelastic materials, namely those of Ogden [28] .
Preliminaries
Throughout this section g : M m×n −→ R is a Borel measurable, bounded below function.
Definition 2.1. The function g is said to be quasiconvex if for all
for every bounded open set D ⊂ R n with meas(∂D) = 0, and for all φ ∈ W 1,∞ 0
For a ∈ R m and b ∈ R n , we denote by a ⊗ b the rank-one-matrix (a i b j ) 1≤i≤m,1≤j≤n .
Definition 2.2.
The function g is said to be rank-one-convex if for all
It is well known that rank-one-convexity follows from quasiconvexity for finite functions, see Dacorogna [11] [12] [13] and Morrey [25, 26] . Ball and Murat [5] remarked that this is still true for continuous bounded below functions attaining the value +∞. In addition, let us define for a function g, the effective domain to be Remark. As a consequence of this theorem, it follows that a quasiconvex function is continuous on the interior of its effective domain. Thus, using Corollary 3.2. in Dacorogna and Marcellini [14] , and Proposition 2 in Ball and James [6] , one can show that the interior of the effective domain of a quasiconvex function is lamination convex. Let us recall that a set K is lamination convex if for every A, B ∈ K such that rank A − B ≤ 1, then
We now define the quasiconvex (resp. rank-one-convex) envelope, and we denote by Qg (resp. Rg), the largest quasiconvex (resp. rank-one-convex) function less than or equal to g. The quasiconvex envelope Qg of a continuous function g : M m×n −→ R admits a representation obtained by Dacorogna [12, 13] . More precisely: 
We do not know whether an analog of Theorem 2.4 holds for Borel measurable functions attaining the value +∞. Let us define
where
Following Ball and Murat [5] , it is easy to show that:
Lemma 2.5. We have:
In the case when g : 
Remark. Since the proofs of Lemmas 2.5 and 2.6 require the Vitali covering theorem, we are no longer sure that they are valid if in formula (2.4), we replace W 
Let us define on D, the function
Clearly, the function v thus constructed is Vitali piecewise affine on D.
We introduce for each bounded domain D, the subspace
= φ is Vitali piecewise affine on D and φ = 0 on ∂D · Now, let g be a given function, we define
for each open bounded subset D with meas (∂D) = 0. As in the above lemmas, we claim that [16] shows that the conclusion wil remain valid if quasiconvexity is replaced by condition (2.8).
Remark. We see at once that Z V g is larger than Dacorogna's function Zg. However, since Z V g is less then g, its effective domain may be greater than the one of g. Therefore, the set where Z V g is rank-one-convex is larger than the one of Zg. Now, we recall an algorithm due to Kohn and Strang [19, 20] for computing the rank-one-convex envelope of a function.
Proposition 2.9. Let g be a Borel measurable function and bounded below. Define the sequence (R
Finally, we give a characterization of Q[Rf ] for a function f whose rank-one-convex envelope is everywhere finite.
Let g : M m×n −→ R be Borel measurable and bounded below, Ω ⊂ R n be an open bounded domain with regular bound.
We consider for some fixed p > 1, the functional 
Relaxation
Let f : M m×n → R be Borel measurable, bounded below with the following hypotheses:
(H 3 ) The rank-one-convex envelope Rf is everywhere finite and satisfies for some fixed p > 1 the following growth assumption: 
Remarks. (i) Here the quasiconvex envelope that is computed is not that of f but that of the rank-one-convex envelope of f . Indeed, the quasiconvex envelope may give rise to a non lower semi-continuous functional. Moreover, when f is everywhere finite, we can easily see that Q[Rf ] = Qf , and we thus recover Acerbi and Fusco's relaxation theorem [2] .
(ii) A prototype example, which derives from nonlinear elasticity, is the case of strings n = 1, m = 3 and membranes n = 2, m = 3, where f takes the value +∞ only on the set of matrices F ∈ M m×n such that rank(F ) < n.
(iii) The upper semicontinuity hypothesis (H 2 ) of the sequence of functions (R i f ) i∈N * can be satisfied, even if f fails to be upper semi-continuous on M m×n . Indeed, only the upper semicontinuity of the restriction of f to its effective domain D e (f ), together with some geometric considerations on the connected compenents of this set, can be sufficient to obtain upper semicontinuity of the sequence of the Kohn and Strang algorithm. 
Proof. Let (A j ) j∈J be a given family. We define for each j ∈ J, the open subset
Since O f is dense on M m×n , we infer that O j is dense for each j ∈ J. Let us now consider the intersection ∩ j∈J O j . Thus, using a standard topological argument, we conclude that it is also dense on M m×n . And, in particular 0 is one of its limit points. This yields that for all η > 0, their exists F ∈ ∩ j∈J O j , such that F < η. From the definition of (O j ) j∈J , we obtain that A j + F ∈ O f for all j ∈ J.
Let us now give the proof of Theorem 3.1.
Proof. First of all, let us consider the functional
It is easy to see that this functional is sequentially weakly lower semi-continuous on W 1,p (Ω; R m ) and below I. Therefore,
Due to this inequality, the proof of (3.3) will be complete once we have shown the reverse inequalitȳ
The proof follows in five steps.
Step 1. We claim that Claim 3.3. For every Vitali piecewise affine function u such that ∇u(x) ∈ O f a.e. in Ω, we havē
for all integers i.
Proof of the claim. The proof is by induction on i.
First, let us recall that for i = 0, R 0 f = f and there is nothing to show. Now, let us assume that for some i ≥ 0, formula (3.6) holds for each Vitali piecewise affine function u, such that ∇u(x) ∈ O f a.e. x ∈ Ω. Thus, we have to prove that it is still valid for i + 1.
Let u be as above, we denote by (A j ) j∈J the values of the gradient of u, and (O k ) k∈K the partition of Ω corresponding to u. We will also suppose that R i+1 f (A j ) < ∞, otherwise (3.6) is trivial. Let ε > 0 be fixed, 
For each j ∈ J, we extend φ j by periodicity to R n and define the sequence (φ j (r)) r≥1 by
Now, for each fixed k ∈ K, we recall that u is affine on O k , so there exists j ∈ J such that ∇u(x) = A j for almost all x ∈ O k . By applying the Vitali covering theorem, we obtain that there exists a countable disjoint family a
Let s be fixed, we consider on a
Let us now introduce on Ω the sequence (φ(r)) r∈N * , as the following:
Let us denote by φ = φ(1), we remark that this constructed sequence of Vitali piecewise affine functions satisfies for all r ∈ N * the following:
Now, we use Lemma 3.2 to conclude that, for each η > 0 there exists a matrix F η ∈ B(0, η) such that:
Let us denote by L η the linear map L η (x) := F η x, and consider for each fixed r ∈ N * , the Vitali piecewise affine function ψ η (r) := u + φ(r) + L η . The induction argument yields:
Since the right hand side is constant in r, and equal to Ω R i f (∇u(x) + ∇φ(x) + F η ) dx, we obtain that:
By passing to the limit when r → +∞, we conclude that:
for all η > 0. Now, to pass to the limit when η → 0, we recall that for each fixed η > 0, ψ η := u + φ + L η is Vitali piecewise affine satisfying ∇ψ η ∈ O f a.e. x ∈ Ω. This implies that the right hand side of last inequality is a convex combination whose members are the values of R i f on matrices belonging to O f . Thus, using hypothesis (H 2 ) on R i f , we conclude that:
This combined with (3.8), impliesĪ
Now, let us recall that ∇u(x) ∈ O f for almost all x ∈ Ω, and in particular
for almost all x ∈ Ω. We thus conclude that
Now, due to the arbitrariness of ε, it follows that
for each Vitali piecewise affine function u ∈ W 1,∞ (Ω; R m ), such that ∇u(x) belongs to O f for a.e. x ∈ Ω, which completes the proof of the claim.
Step 2. Let u be as above, we assert that:
Indeed, let u be such a function, we recall that Card{∇u(x), x ∈ Ω} is finite. Now, taking account of this fact and the finiteness of the rank-one-convex envelope Rf , we deduce with the use of the Kohn and Strang algorithm, that the decreasing sequence (R i f (∇u(.))) i∈N is everywhere finite from some i 0 . Therefore, formula (3.9) follows by applying the Lebesgue monotone convergence theorem to (3.6).
Step 3. Let us now show thatĪ
for each Vitali piecewise affine function u.
Let u be such a function. First, from Lemma 3.2 we infer that there exists a sequence of Vitali piecewise affine functions (u s ) s∈N with
Second, by the previous step, we haveĪ
To conclude, since Rf is everywhere finite and rank-one-convex, it follows with the use of a standard argument of convex analysis, that it is continuous, and thus
Step 4. We claim that formula (3.10) holds for all u ∈ W 1,p (Ω; R m ). Indeed, the growth assumption on the rank-one-convex envelope Rf
implies that the right hand side of (3.10) is continuous on W 1,p (Ω; R m ) endowed with its strong topology. To conclude, we thus only have to use the density of the class of Vitali piecewise affine functions in W 1,p (Ω; R m ) together with the dominated convergence theorem.
Step 5. The proof of formula (3.5) is an immediate consequence of Acerbi and Fusco's relaxation theorem applied together with the dominated convergence theorem, to the functional
Remarks. Let us make a few more comments about the hypotheses of the theorem. (i) Since for the range i = 1, the proof of formula (3.6) is the same as of the preceeding, without the use of hypothesis (H 2 ), so in hypothesis (H 1 ) one can take O f as the following: 
The one-dimensional case
Let us take n = 1 and p > 1, and consider a Borel measurable function f : R m → R, such that its convex envelope is everywhere finite and satisfies for some c, c 0 > 0 the bound from below and growth assumption:
Here, since n = 1, we do not need to impose the restrictive conditions (H 1 ) and (H 2 ), to apply our relaxation result, and we thus generalize Acerbi et al.'s result. Now, we give a more general result. Let us consider a Borel measurable function f : R m −→ R, such that its convex envelope f * * satisfies for some fixed 1 < q ≤ p, the following growth and coercivity hypotheses:
where c, c , c 0 > 0 are a given constants. As in Marcellini [24] and Fonseca [17] , we introduce:
Let us state the main result of this section:
Theorem 4.1. Let f be as above, then the relaxed functional admits the integral representation:
Remarks. (i) Here the relaxation is given with respect to the exponent of coerciveness, which is coherent with the corresponding minimization problem.
(ii) The result obtained here is a special case of a more general one etablished by Fonseca and Malý in [18 ] . Before proving the theorem, we first consider the functional: 
As an immediate consequence of the last proposition, we obtain that 
Elastic membranes
As in [21, 22] and [7, 8] , we define for F ∈ M 3×2 the auxiliary function: To obtain the growth assumption on RW 0 , let us suppose that W satisfies the additional hypothesis for some fixed p > 1:
This implies that W 0 satisfies:
Now, after some elementary computation, we obtain that:
for some fixed C > 0. This yields, that RW 0 satisfies:
Let us now consider the functional:
Using our relaxation result, we obtain that:
which is the nonlinear membrane internal energy. The auxiliary function W 0 should satisfy a similar assumptions with the same exponents. Thus, the exponents of growth and coerciveness for W 0 that we obtain are different in general. However, our Theorem 4.1 works for such functions.
Elastic strings
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