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At the ATLAS experiment at CERN’s Large Hadron Collider, bunches of protons
will cross paths at a rate of 40 MHz, resulting in 14 TeV head-on collisions. During
these interactions, calorimeters, spectrometers and tracking detectors will look for
evidence that can confirm or disprove theories about the smallest constituents of
matter and the forces that hold them together. In order for these sub-detectors to
sample the signals from exotic particles correctly, they rely on a constant phase
between a clock signal and the bunch crossings in the experiment.
On each side of the detector, 175 m away from the interaction point, electro-
static button pick-up detectors are installed along the accelerator ring to monitor
the beam. A model describing how these detectors function as beam information
transducers is constructed and analyzed in order to understand the signal.
The focus of this thesis is the design, implementation and testing of a system
that uses this signal to monitor the phase between the clock signal and the arrival
time of the bunches in the center of the detector. In addition, the system extracts
information about the proton beam structure as well as the individual bunches.
Given the interaction rate and the complexity of the processes the experiment
wants to study, vast amounts of data will be generated by ATLAS. To filter out
well-understood phenomena, a trigger system selects only the most interesting
events to be saved for further oﬄine analysis. A proposal for how the signals from
the button pick-ups can be used as input to the trigger system is therefore also
presented.
Nyckelord
Keywords CERN, ATLAS, particle beam monitoring, experimental physics

Abstract
At the ATLAS experiment at CERN’s Large Hadron Collider, bunches of protons
will cross paths at a rate of 40 MHz, resulting in 14 TeV head-on collisions. During
these interactions, calorimeters, spectrometers and tracking detectors will look for
evidence that can confirm or disprove theories about the smallest constituents of
matter and the forces that hold them together. In order for these sub-detectors to
sample the signals from exotic particles correctly, they rely on a constant phase
between a clock signal and the bunch crossings in the experiment.
On each side of the detector, 175 m away from the interaction point, electro-
static button pick-up detectors are installed along the accelerator ring to monitor
the beam. A model describing how these detectors function as beam information
transducers is constructed and analyzed in order to understand the signal.
The focus of this thesis is the design, implementation and testing of a system
that uses this signal to monitor the phase between the clock signal and the arrival
time of the bunches in the center of the detector. In addition, the system extracts
information about the proton beam structure as well as the individual bunches.
Given the interaction rate and the complexity of the processes the experiment
wants to study, vast amounts of data will be generated by ATLAS. To filter out
well-understood phenomena, a trigger system selects only the most interesting
events to be saved for further oﬄine analysis. A proposal for how the signals from
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Nomenclature
B The magnetic flux density
F The force vector
v The velocity of a particle on vector form
ρ(t, z) The linear charge distribution that describes a bunch
σz The bunch length
c0 The speed of light in vacuum
cang(z) The angular coverage of the pick-up
Cpb The measured pipe-button electrode capacitance
e The fundamental charge of a proton
Hc(ω) The transfer function of the transmission line
Hosc(ω) The transfer function that describes the limited bandwidth of an
oscilloscope
Ib(ω) The Fourier transform of the button current ib(t)
ib(t) The current flowing to a button electrode
N The bunch intensity, the number of protons/bunch
Qimg(ω) The Fourier transform of the image charge Qimg(t)
Qimg(t) The image charge collected on a button electrode as a function
of time
rb The radius of the button electrode
Rc The impedance of the transmission line
rpipe The radius of the beam pipe
t0 The time of arrival for a bunch
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U(ω) The Fourier transform of the voltage u(t)
u(t) The voltage signal from the button electrode or BPTX station
v The particle speed
z(t) The impulse response of the button electrode system
Zb(ω) The impedance seen by the button current as a function of ω
ALICE A Large Ion Collider Experiment
ATLAS A Toroidal LHC Apparatus
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BC2 Bunch Clock 2
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LHCb Large Hadron Collider beauty
LTP Local Trigger Processor
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RF Radio Frequency
RF2TTC The module that converts and tweaks optical RF signals to TTC
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SPS Super Proton Synchrotron
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The European Organization for Nuclear Research (CERN1) is the largest particle
physics research facility in the world and is located outside Geneva, Switzerland.
Since it was founded in 1954 the organization has provided particle physicists
with an advanced laboratory environment where they can do experiments to test
theories about the structure of matter and the forces that holds it together.
Many of the elementary particles do not exist under normal circumstances so in
order to study the smallest constituents of matter, high-energy particle accelerators
are needed. The accelerators at CERN form a chain where each link gradually
raises the energy of the particles before they are injected into the next accelerator.
Currently the last link in this chain is being built, the Large Hadron Collider
(LHC). As protons travel around the 27 km long underground circular tunnel that
accomodates the LHC, they will be accelerated to a kinetic energy of 7 TeV. This
energy corresponds to a particle speed of
v = 0.999999991 · c0
where c0 is the speed of light in vacuum.
In order to keep the particles in orbit, the accelerator is lined with supercon-
ducting magnets that bend their path. Using different parts of the field that these
magnets create, two particle beams traveling in opposite directions can circulate
the accelerator at the same time. At four points along the accelerator ring, the
beams are led into 14 TeV head-on collisions. Some of these collisions will cause
the particles to “dissolve” into energy, recreating what scientists believe are con-
ditions similar to those of the early universe right after the Big Bang. This energy
is then predicted to condense into more exotic elementary particles, some with a
very short lifetime. At every interaction point, experiments are built to look for
1The French name of the provisional council, Conseil Européen pour la Recherche Nucléaire,
gave rise to the acronym CERN. When the real organization was formed, the name CERN was
kept for practical reasons
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8 Introduction
Figure 1.1. The 27 km long Large Hadron Collider and the locations of the four major
experiments - ATLAS, ALICE, CMS and LHCb.
different subatomic particles and physical phenomena. The LHC and its experi-
ments aim to shed light over fundamental questions like “What is dark matter?”,
“Why is there not more antimatter?” and “Why do particles have mass?”.
The advanced experimental research carried out at CERN generates enormous
amounts of data that need to be analyzed. The analysis requires a lot of computing
power and storage capabilities. In order to support the research, the organization
has therefore always been at the forefront of computing and networking technology.
To analyze the data from the LHC experiments, new GRID computing technology
will distribute the work load to computer centers around the world, one of them
being the National Supercomputer Centre in Linköping, Sweden. Among the
breakthroughs in computer science at CERN, the birth of the World Wide Web
is one of the most notable. Tim Berners-Lee developed it when he created a
hypertext-based way of sharing information within the scientific community.
1.1.1 The ATLAS experiment at CERN
In a large cavernous hall around Interaction Point 1 at the LHC, a detector complex
forms the biggest experiment of the LHC, A Toroidal LHC Apparatus or ATLAS.
A huge barrel toroid magnet will bend the paths of the charged particles sprayed
out from the collisions that occur when the two high-energy proton beams are
crossed. The bent tracks registered by the detectors help explain what particles
were generated and what kinetic energies they had.
The most widely accepted theoretical model that describes fundamental par-
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ticles and how they interact is called the Standard Model. With the help of the
ATLAS experiment, scientists will hopefully be able to see proof of the Higgs bo-
son, the only elementary particle predicted by the Standard Model whose existence
has not yet been confirmed experimentally. If the Higgs boson is proven not to
exist, theorists will have a new task at hand in developing Higgsless models.
Figure 1.2. The first parts of the ATLAS experiment, the superconducting barrel toroid
magnets. For a size reference, notice the man standing in the middle.
1.2 Problem description
The spatial distribution of the particles in the accelerator is not uniform, rather,
they are grouped together in bunches. The bunches, in turn, are structured ac-
cording to the bunch pattern. These bunches, each consisting of over a billion
protons2, cross paths in the detector at at a rate of 40 MHz. Due to the periodic-
ity of the collisions, a clock signal drives the data taking in the sub-detectors. The
way the data is recorded is sensitive to the phase between this clock and the bunch
crossings. Due to this, the phase of the clock will have to be adjusted carefully for
optimal sampling of the signals. Information about where the bunches are inside
the beam pipes would allow for calibration of the timing of the sub-detectors.
The aforementioned clock signal travels to Interaction Point 1 through kilome-
ters of optical fiber that is not temperature compensated. If weather conditions
2The intensity of the beam varies between operating modes, but the nominal intensity is
1.15 · 1011 protons per bunch.
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change rapidly, the phase of the clock that the experiment receives will shift. If
this goes by unnoticed, the detectors would sample their signals at the wrong times
and important results could be missed. If it was possible to monitor the actual
bunches coming in towards the detector, and the clock, simultaneously, this phase
difference could be noticed and compensated for.
When a bunch is accelerated through the accelerator chain and injected into
the LHC, there is a risk that a fraction of the particles get separated from the rest
and form a so-called ghost bunch or satellite bunch. This could cause peripheral
collisions that will disturb the measurements of the collisions in the center of
ATLAS. This discrepancy can also be detected by monitoring the actual beam
structure.
This thesis will discuss the design, implementation and testing of a system that
will monitor the phase of the clock signal and the structure of the beams. The
system also measures the length and intensity of each particle bunch and provides
a reference signal for sub-detector calibration.
1.3 Limitations
This thesis will focus on the Beam Pick-up Timing Experiment (BPTX) system at
ATLAS. The core will be the design and implementation of the analysis software,
definition of hardware requirements, and tests. This report will not give details on
how the beam monitoring system is integrated into other ATLAS software frame-
works. Tools that were developed for debugging and load testing such as programs
for simulating signals etc, will not be discussed in detail either. Also, since the
LHC has not yet been taken into operation when this document is produced, no
results can be presented for the system in the full context for which it was de-
signed. However, all components of the system have undergone rigorous testing
with simulated data and laboratory tests.
1.4 Outline for this thesis
The ATLAS experiment is a huge collaboration between roughly 2000 scientists
and engineers at 165 institutions in 35 countries throughout the world. Given the
size and complexity of the ATLAS collaboration, a lot of background information
is needed to introduce the reader to the context of the system described in this
thesis.
Because of this, Chapter 2 starts off by going through some of the concepts of
accelerator physics used in the modern accelerators. It then moves on to discuss
the LHC in particular and its beam production chain that defines the beam struc-
ture. A more in-depth description of the ATLAS experiment explains the trigger
system used to thin out the recorded data and the timing problems that can
occur. Here the reader is also presented with more details surrounding the clock
signal distribution and how it can be tuned to meet the needs of the sub-detectors.
Sections describing the beam position monitor pick-ups and their possible use for
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beam monitoring and trigger input then lead the reader into the proposed solution
to the problems described in Section 1.2.
In Chapter 3, the purpose of the beam monitoring system is reviewed in greater
detail and the requirements are formulated. This is followed by a proposal for the
principle and choice of technology for the design of the monitoring system.
Chapter 4 contains theoretical calculations to help predict what the signals
from the detectors will look like. First, a model of a bunch of protons is presented.
The detector design is then described and a mathematical model of a beam pick-up
is formed after making a few assumptions. Finally, an expression is derived for the
signal the monitoring system will receive when a bunch of arbitrary length and
intensity passes by a pick-up. Different beam scenarios with various intensities
and energies are considered and the effect of the transmission line and the data
acquisition are taken into account.
After attaining knowledge about the signal, an overview of how it can be shaped
and manipulated for use as input to the ATLAS trigger system is described in
Chapter 5. The modular design of the analysis software of the beam monitoring
system is then described in Chapter 6. Alternative algorithms are discussed for
some of the modules and the data structures used are described.
The most important results from testing the system and its components are
presented in Chapter 7. Measurements from one of the preaccelerators, the Super
Proton Synchrotron (SPS) , are analyzed and discussed. Furthermore, simulated
full-turn LHC data is treated by the system and the performance is evaluated.
The stability of the data acquisition is also tested and evaluated by capturing a
generated bunch signal with an oscilloscope repetitively.
Chapter 8 summarizes the conclusions drawn from the results and Chapter 9





To understand some of the properties of the beams it is necessary to have a general
understanding of how they are accelerated. This section will give an overview of
the principles used by accelerators to increase the kinetic energy of their particle
beams.
2.1.1 Radio frequency cavities and accelerators
In cathode ray tubes, commonly used in some television sets and computer mon-
itors, electrons are accelerated by a potential difference before their paths are
bent by magnetic fields to draw pictures on the screen. The energy of a particle
accelerated in this way is simply the product of the charge of the particle and
the accelerating voltage. In situations where the accelerated particles have funda-
mental charge, e, the energy is conveniently given in the unit electronvolt, or eV.
For example, an electron (with charge −e) accelerated by a potential difference
of 1 kV, will increase its energy by 1 keV. Accelerators that make use of a single
static potential difference are called electrostatic accelerators.
The principle of an accelerating potential gap was expanded further with the
drift tube linear accelerator illustrated in Figure 2.1.
RF oscillator
Injection point




It uses a time-varying electrical field and several hollow cylindrical electrodes
placed after each other on a straight line. A sinusoidal radio frequency (RF)
voltage gives rise to the field between the cylinders which, in turn, accelerate the
particles. The time-dependent sinusoidal field will be accelerating half the time
and decelerating the other half. However, when a particle is inside a metallic
cylinder, the cylinder shields the particle from the electrical field and it does not
matter what phase the field has. The trick is to make sure that the particle enters
the gap between two drift tubes when the field is accelerating. Its energy will
then be raised and it will enter the shelter of the next drift tube before the field
becomes decelerating. Since the velocity of the particle will increase with each gap
it passes, the lengths of the drift tubes will gradually become longer and longer to
fulfill the phase requirements.
If a continuous stream of particles are injected, only the ones that arrive at the
gap when the field is positive will be accelerated. Particles traveling across the gap
at different field magnitudes will increase their energy by different amounts. Due
to their different speeds, the particles will then reach the next gap at different times
and result in an inhomogeneous beam energy. By injecting bunches of particles
timed to cross the gap during the slope of the sinus, the beam could actually focus
itself longitudinally. Particle B in Figure 2.2 is in the middle of the bunch and will
be accelerated. Particle A has fallen a bit behind in the bunch and therefore arrives
a little later at the gap. Because of this, it experiences a stronger field and will
receive an extra boost to help it catch up. On the contrary, Particle C who arrived
earlier than most of the particles in the bunch, receives a smaller acceleration
because the field was weaker when it passed the gap. Particles swinging around






Figure 2.2. Particles on the flanks of a bunch distribution automatically receive a
correcting field if the bunches are injected to “ride” on the slope of the sinusoidal field.
In this way, the RF system defines buckets where the bunches can sit in the
accelerator. Injecting the particles in bunches therefore ensures a homogenous
beam energy and allows for a structured beam.
In high energy accelerators, relativistic effects become prevalent as the speed
of the particles approach the speed of light. This means that an increase in kinetic
energy will not result in a corresponding increase in speed. In fact, particles with
higher energy will be bent less by the magnets, resulting in a larger orbit. This
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effect is known as dispersion and causes the particles with higher energy to fall
behind. In this situation, the self-focusing will only work if the bunch is accelerated
by the negative slope of the sinusoidal field. At a certain beam energy, the effects
of dispersion and synchrotron oscillations will be the same. In order to maintain
phase stability, a transition where the phase of the RF switches quickly is therefore
needed.
2.1.2 Storage rings
In order to increase the energy in the linear accelerator described above, higher
amplitude RF signals or more drift tubes have to be added. By forming a circular
accelerator, the beam could be accelerated over and over again by the same gaps.
Since the particles are charged, the beam can be bent into a circular path by
magnetic fields according to Eq. 2.1.
F = ev ×B (2.1)
Imagine a long drift tube bent into a circle with one acceleration gap. Each time
the beam passes by the gap, the next revolution is going to take less time. Since
the phase of the field will be different, this will cause the bunches to spread out
and eventually particles will be decelerated. By carefully increasing the frequency
of the RF signal as the beam speeds up, the phase could be kept the same for
each gap crossing. By letting the beam circulate, the kinetic energy would keep
increasing to higher levels. Instead, the maximum possible energy is limited by the
magnetic fields that are needed for constraining the beam to move in the circular
path. This sort of accelerator is called a synchrotron. They are often called storage
rings since they can store their accelerated beams in circulation for long periods
of time. Nowadays the accelerating gaps are replaced by resonant cavities, but the
principle is the same.
More details about how accelerators work are found in [13].
2.2 Large Hadron Collider
The LHC is a synchrotron accelerator, capable of accelerating two beams. By
using different parts of the bending magnets field, one beam in each direction can
be bent around the underground tunnel. It uses an RF frequency of about 400
MHz. This frequency will increase as the beam energies are ramped up to their
maximum value, but only marginally since the beam speed is already close to the
speed of light as it is injected from the SPS. The transition energy where the phase
jump is needed to maintain phase stability is crossed in another accelerator, the
PS (both the SPS and the PS are described in Section 2.2.1). Only every tenth RF
bucket will be used for bunches, resulting in a bunch crossing frequency of around
40 MHz where the two beams are led to collide.
The LHC will primarily be used for accelerating proton beams, and three of the
major experiments (ATLAS, CMS and LHCb) are designed to study proton-proton
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collisions. ALICE, however, is designed to study the processes that occur when
heavier atomic nuclei collide. The LHC will therefore also be used for accelerating
Pb82+ ions. Since this thesis deals with issues related to the ATLAS experiment,
from here on the reader can assume that “beam” is referring to a proton beam.
2.2.1 Beam production chain
As mentioned earlier, the particles pass through a chain of accelerators before
they are injected into the LHC. Figure 2.3 shows the most important links in
the chains for both proton and ion beam production. There are several filling
schemes defined for the LHC, each designed for different modes of operation. For
an in-depth description of the filling schemes, the reader is referred to [8].
Proton beam
The protons start their journey to the LHC in the linear accelerator Linac2. This
accelerator yields protons with an energy of 50 MeV which are then injected to
the first circular accelerator of the chain, the Proton Synchrotron Booster (PSB).
The Proton Synchrotron (PS) will then raise the energy from 1.4 GeV to 25 GeV.
From the PS the bunched beam will be injected to the Super Proton Synchrotron
(SPS) where the energy of the particles increase by a factor of almost 20 up to 450
GeV. This is also the injection energy of the LHC which will be world’s highest
energy particle accelerator with its 7 TeV per beam. More information about the
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Fig e 2.3. The beam producti n chain at CERN.
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Since the accelerators in the chain grow bigger and bigger, the storage rings
can be filled up by several fillings of the previous link. For example, when building
up the “25 ns Physics Beam” the PS will have 72 bunches per fill. To fill up the
SPS, there is an alternating pattern with two, three or four PS fills per SPS fill.
The LHC is then filled up by 12 of these variable length SPS fills. See Figure 2.4







PS fill: 72 filled, 12 empty bunches
SPS fill: 2, 3 or 4 PS fills
LHC fill: 12 SPS fills
Figure 2.4. A schematic drawing of how the “25 ns Physics Beam” of the LHC is
composed.
The way the beam is composed defines the bunch pattern. The bunch pattern
of the beams then determine when there will be collisions at the experiments.
The LHC will have 3564 possible locations where bunches can sit for each beam,
resulting in 3564 bunch crossings. In the “25 ns Physics Beam” described in Figure
2.4, 2808 of these bunch locations will be filled. The structure of this beam can
be described in terms of PS fills
234 334 334 334
or in greater detail in terms of empty (e) and filled (b) bunch locations
[2(72b+ 8e) + 30e] + [3(72b+ 8e) + 30e] + [4(72b+ 8e) + 31e]+
3{2[3(72b+ 8e) + 30e] + [4(72b+ 8e) + 31e]}+ 80e =
= 2808b+ 756e = 3564
If something goes wrong during the filling of the LHC, there may be bunches in
the wrong RF buckets. These could cause collisions to occur in other places than
the in the centers of the detectors and could cause problems for the experiments.
If the quality and focusing of the beam is insufficient, the beam in the LHC
is dumped and refilled. The beam dumping is achieved by letting kicker magnets
bend the beam out of the storage ring. The kicker magnets require at least a 3 µs
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window to ramp up the magnet currents. Because of this, all filling schemes have
to have a long gap or abort gap to let the kicker magnets reach their full field
strength. To fill up the LHC again takes about 4 minutes per beam.
Heavy ion beam
The ion beams take a different path than the proton beams. The Pb82+ ions start
in Linac3 before they are injected into the Low Energy Ion Ring (LEIR). LEIR
will shorten the long pulses from the previous link to increase the brilliance of the
ion bunches. This accomplished partly by a process called electron cooling. The
energies for this beam will of course be different from the proton beam, and the
reader is referred to [3] where the chain is described in detail.
2.3 ATLAS
Weighing in at 7000 tons, the 44 m long, 22 m wide ATLAS experiment will be
the largest experiment at the LHC. Built to be a general purpose detector, it will
make sure no new particles and phenomena are missed in the 14 TeV collisions
it is exposed to. Theory predicts that the Higgs boson will have a mass that is
reachable with the energetic interactions provided by the LHC. This particle is
the only one in the Standard Model that has not been proven experimentally, and
is the carrier particle of the force needed to explain mass. Figure 2.5 provides an
overview of the experiment and its different sub-detectors.
Figure 2.5. A cross-section of the ATLAS experiment with some physical data.
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Theories of supersymmetry postulate that every fermion we can detect has a
partner particle, a massive shadow boson. Likewise, all bosons would have fermion
partners that we do not see. No experimental proof of supersymmetric particles
have been found yet, so finding one would put water on the wheel for these theories.
If it exists, the ATLAS detector will find the Higgs boson and it has great
potential to discover several supersymmetry particles as well. In addition to this,
ATLAS will look for evidence and explanations of the mysterious dark matter
suggested by gravitational effects observed in the universe.
2.3.1 Trigger system
When the beams cross at Interaction Point 1, bunches will collide at a frequency
of 40 MHz. Since each of the bunches consist of billions of protons, around 25
proton-proton collisions are expected per bunch crossing. Hence, the initial in-
teraction rate is around 1 GHz. A clear majority of these collisions will result in
well-understood physical processes and the data from these interactions are not
interesting to analyze further. In the rare events that ATLAS wants to study, the
head-on collision will cause a spray of up to a hundred quasi-stable particles inside
the detector. The paths and energies of these particles are recorded by the inner
tracker detector, calorimeters and the muon spectrometer. Considering that there
will be millions of collisions per second, each generating a large number of parti-
cles that are tracked and measured at several points in the detectors, it is easy to
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2 General description of the level-1 trigger system
2.1 ATLAS trigger and data-acquisition syst m overvi w
The ATLAS t igger and data-acquisition system is ased on three levels of online event selection
[2-1]. Each trigger level refines the decisions made at the previous level a d, he necessary,
appli s additional selection criteria. Starting from an initial bunch-crossing rate of 40 MHz
(interaction rate ~109 Hz at a luminosity of 1034 cm–2s–1), the rate of selected events must be
reduced to ~100 Hz for permanent storage. While this requires an overall rejection factor of 107
against ‘minimum-bias’ processes, excellent efficiency must be retained for the rare new
physics, such as Higgs boson decays, that is sought in ATLAS.
Figure 2-1 shows a simplified functional view of the Trigger/DAQ system. In the following, a
brief description is given of some of the key aspects of the event-selection process.
The level-1 (LVL1) trigger described in this TDR makes an initial selection based on reduced-
granularity information from a subset of detectors. High transverse-momentum (high-pT)
muons are identified using only the so-called Trigger chambers, resistive-plate chambers (RPCs)
in the barrel, and thin-gap chambers (TGCs) in the endcaps [2-2]. The calorimeter selections are
based on reduced-granularity information from all the ATLAS calorimeters (electromagnetic
and hadronic; barrel, endcap and forward) [2-3], [2-4]. Objects searched for by the calorimeter
trigger are high-pT electrons and photons, jets, and taus decaying into hadrons, as well as large
missing and total transverse energy. In the case of the electron/photon and hadron/tau
triggers, isolation can be required. Information is available for a number of sets of pT thresholds
(generally 6–8 sets of thresholds per object type).


























Figure 2.6. An overview of the trigger system for ATLAS [10].
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understand that ATLAS will generate enormous amounts of data. Even though
this need for data storage and computing power has forced CERN to develop new
technology for distributed computing, there is no way all of it can be saved and
analyzed in its entirety.
As described in [10], the trigger system performs the tough task of combining
and thinning out the data recorded by the sub-detectors at ATLAS. The three
levels of the trigger system each reduce the throughput of accepted events. For a
schematic overview of the trigger system, see Figure 2.6.
First level trigger
The Level-1 Trigger takes the first decision whether or not to save the detector data
for each bunch crossing individually. Because of the size of the pipeline memories
that store the data, this decision has to be taken in a very short time. Including the
time it takes for the signals to travel through the cables from the detectors in the
ATLAS cavern to the counting room, the Level-1 Trigger has to make a decision
in 2 µs. In order to do this, it only works with a subset of the data recorded by the
calorimeters and muon detectors. A schematic illustration of the parts that make
up the Level-1 Trigger is available in Figure 2.7. One can say that the Level-1


























The role of the trigger and data-acquisition system is to select bunch crossings containing
interesting interactions and to record the corresponding data on permanent storage. This
is an extremely challenging task at LHC because of the following:
• The short bunch-crossing period (25 ns) — this is much shorter than the time required
to make the first-level trigger decision. Indeed it is shorter than the time it takes
particles travelling at the speed of light to traverse the detector.
• The fact that each bunch crossing contains ~ 25 interactions. The pile-up events add to
the volume of data to be read out and complicate the task of recognising signatures of
interesting interactions.
• The very high trigger selectivity – the interaction rate of ~  Hz (bunch-crossing rate
40 MHz) has to be reduced to ~100 Hz to be recorded on permanent storage.
• The need to select with high efficiency the events associated with rare physics
processes. For example, only about one interaction in ~ would give rise to a Higgs







The first-level (LVL1) trigger works on a
subset of information from the cal rimeter
and muon det ctors. It r quires about 2!"s to
reach its decision, including the propagation
delays on cables between the detector and
the underground counting room where the
trigger logic is housed. All of the information
from the detector must be stored in pipelin
memories until the LVL1 decision is available.
The LVL1 trigger reduces the rate to
~100 kHz.
The LVL1 trigger searches for candidate
high-  muons, electrons/photons,
hadrons and jets, and large . Events
(i.e. bunch crossings) are selected on the
basis of combinations of these signatures.
The LVL1 trigger has to select
unambiguously the bunch crossing
containing the interaction of interest.
Even using reduced-granularity information,
the data rate into the LVL1 trigger system is
massive. For example, the LVL1 calorimeter
trigger has to analyse more than 3000 Gbits
of input data per second.
Level-2 Trigger
For events selected by the LVL1 trigger, the information from the detector must be
retained for further analysis. The data for such events are transferred to readout buffers
where they remain until the LVL2 decision is available. The data can be accessed selectively
by the LVL2 trigger which uses regions of interest defined by the LVL1 trigger as indicated
in the figure. The LVL1 system identifies the locations in the detector of candidate muons,
electrons/photons, jets and hadrons, including candidates of low  not actually used in
making the LVL1 accept/reject decision. The use of the region-of-interest mechanism
reduces the volume of data to be moved to and analysed in the LVL2 system by more than
a factor of ten, with consequent cost savings in the processing and data-transmission
systems.
The LVL2 trigger refines the selection of candidate objects compared to LVL1, using
full-granularity information from all detectors, including the inner tracker which is not used
at LVL1. In this way, the rate can be reduced to ~1 kHz. Many events are analysed
concurrently by the LVL2 trigger system using processor farms, and an average latency of







Extensive R&D has been carried out to find solutions to the most challenging problems in
the level-1 trigger. These include:
• Identification without ambiguity of the bunch crossing that caused the trigger.
• Implementation of trigger algorithms in Application Specific Integrated Circuits using
parallel and pipelined processing.
• Transmission of data into the processor system using very high speed serial links.
• Transmission of data within the processor system at high speed.
Two examples of demonstrator-prototype modules for the LVL1 calorimeter trigger are
shown below. These are used in a modular demonstrator system that has been operated
in beam tests with the liquid-argon and Tile calorimeters.
Level-2 Trigger and DAQ
Studies are being carried out to investigate different options for the architecture of the
level-2 trigger and to evaluate candidate technologies. Demonstrator prototype systems
for the LVL2 trigger are under construction. These are complemented by computer











Trigger ADC module that digitizes signals
from the calorimeters at 40 MHz rate.
Demonstrator prototype
readout buffer module that
can accept events at the
required ~100 kHz rate
from LVL1 and serve them
to the LVL2 trigger.
Demonstrator prototype
module for the LVL2 trigger
supervisor. The
PMC-format board is used
to route trigger requests at
~100 kHz rate.
Trigger and Data Acquisition
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DETECTORATLAS relies on a three-level trigger system
to select events to be recorded on permanent
storage. A functional view of the Trigger nd
DAQ system is shown in the figure.
Figure 2.7. Schematic of the Level-1 Trigger.
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of the “picture” taken by the sub-detectors. With this reduced-granularity data,
so-called Regions of Interest (RoI) are defined for potentially interesting events.
They describe locations in ATLAS where candidate muons, electrons, photons etc.
were registered, see Figure 2.8.
Areas selected by
First Level Trigger
Regions of Interest (RoI)
Figure 2.8. Cross-section of ATLAS and an illustration of the concept of the Regions
of Interest (RoI).
On average, out of 10 000 events, only one will pass through to the Level-2
Trigger. Therefore, it only has to deal with an interaction rate of about 100 kHz.
The Level-1 Trigger is implemented in custom electronics and firmware.
Second level trigger
The Level-2 Trigger refines the event selection further by studying the full-resolution
data defined by the RoIs. It also uses information recorded by the inner tracking
detector. This level is implemented in software and runs on a computer cluster.
Level-2 comes to a decision in about 10 ms and will reject about 99% of the events
accepted by the previous level trigger.
Event Filter
The third level of the trigger system is known as the Event Filter. Here all the
data belonging to an interesting event is gathered in the Event Filter Trigger
Processor. This information is used for event building before algorithms from the
oﬄine analysis thin out the accepted events by another factor of ten. In total,
the trigger system has a rejection factor of 107, resulting in an output rate of 100
events per second to be stored for oﬄine analysis.
The Level-2 Trigger and the Event Filter are often referred to as the High Level
Trigger (HLT).
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2.3.2 Timing at ATLAS
As mentioned in Section 2.3.1, The Level-1 Trigger system is responsible for decid-
ing whether or not to save the data from the sub-detectors for each bunch crossing.
During the time the Central Trigger Processor (CTP) needs to take its decision,
the recorded data is stored in the pipeline memories of the sub-detectors. If the
data is to be saved, the read-out is done using only the time as a reference. To
complicate things further, the sub-detectors have different response times. Given
the incredibly high bunch crossing frequency of the LHC, the particles produced in
a collision will not even escape the outer detectors before the next collision occurs,
even if they move with a speed close to that of light. In order to ensure that all the
data that is read out from the different systems are from the same bunch crossing,
carefully timed-in sub-detectors are essential. The Level-1 Trigger then tags the
recorded data with identifiers so that it can be read out asynchronously by the
HLT [4].
2.3.3 Clock signal distribution chain
Three clock signals and two orbit signals are made available to the experiments
by the LHC machine. The frequency of the clock signals are all around 40 MHz
and the frequency of the orbit signals are around 11 kHz.
Signal Description
BC1 Bunch Clock 1 is a clock signal whose frequency is related to the
bunch frequency of beam 1. Since this clock signal is derived from
the RF cavities that accelerate the beam, its frequency ranges
from the bunch frequency when the beam is injected at 450 GeV
(40.078880 MHz) until 7 TeV is reached (40.078970 MHz) [5].
BC2 Bunch Clock 2 is exactly like BC1 except that it follows beam 2.
BCref Bunch Clock reference is a constant frequency clock signal that al-
ways runs a fixed frequency, corresponding to the bunch frequency
at highest energy (40.079 MHz for protons at 7 TeV). This means
that when the beams are at full energy all the clock signals should
have constant phases to each other.
Orb1 Orbit 1 is a 5 ns pulse that is sent out once per LHC revolution.
It can be seen as a turn indicator, a reference that helps the ex-
periments to keep track of individual bunches from turn to turn.
The frequency of this signal is 11.25 kHz for 7 TeV protons.
Orb2 Orbit 2 is exactly like Orb1 except that it indicates the revolutions
of beam 2.
Table 2.1. The five timing signals made available to the experiments by the accelerator.
The signals are sent by the RF transmitters at SR4 (almost opposite ATLAS on







Figure 2.9. The timing signals are transmitted to the experiments through fibers.
can affect properties of the fiber which may result in a seasonal phase change for
the carried signals by a couple of nanoseconds and up to 200 ps in diurnal drift
[6]. Also, other problems could arise in the clock distribution chain causing similar
phase shifts that would hamper a finely timed-in ATLAS experiment.
The RF2TTC module
The primary job of the RF2TTC module is to convert and clean up the optical RF
signals received from the RF center and convert them into nice, clean and stable
TTC1 signals to be used by the entire experiment. Nevertheless, this module has
been equipped with many features that modify and tune the output signals. Since
this module supports the VME2 standard, all these features are remote controllable
from the network.
First of all, the output BCmain can be configured to send out any of the
incoming clock signals (BC1, BC2 and BCref) or an internally generated clock
signal. In the same way, it can act as a multiplexer between inputs Orb1, Orb2
and an internal orbit signal and ouput Orbmain.
In addition, all the signals can be delayed in order to time in the ATLAS sub-
detectors. If the phase of the clock signal that drives the experiment drifts during
an ATLAS run, the delay feature of the RF2TTC module can compensate for this
and allow the sub-detectors to sample at the right time anyway.
1Trigger, Timing and Control
2The VERSAmodule Eurocard standard defines a data bus that is popular in rack-mounted
electronics modules.
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2.4 Beam Pick-up Timing Experiment
There are 1166 beam position monitors (BPMs) installed around the LHC in order
to measure the position of the beam in the beam pipe. These BPMs are made
up of four electrostatic button electrodes that are installed symmetrically around
the pipe. When a bunch passes by, these simple detectors pick up part of the
electromagnetic field of the charged particles. The beam position can then be
calculated by comparing the amplitude of the signals coming out of the button
electrodes opposite each other.
The two BPMs closest to the interaction points around the LHC are reserved
for timing measurements by the experiments and are called the Beam Pick-up
Timing Experiment (BPTX) detectors. For ATLAS, the two BPTX pick-ups
are located 175 m away on each side of the interaction point. They provide an
opportunity to study the timing and the structure of the incoming beams as well
as the characteristics of individual bunches.
2.4.1 Beam monitoring
The bunches of charged particles will cause a moving image charge to form on
the pick-up and travel across its surface as they pass by. The moving charge will
cause a signal to travel through long cables to the ATLAS underground counting
room. To allow for a flexible analysis, the signals are then digitized and a computer
program will extract the desired information from the recorded waveforms.
A more detailed description of the overall design of the monitoring system is
given in Chapter 3. The analysis software is described in Chapter 6.
2.4.2 BPTX signal as trigger input
The second way that ATLAS wants to make use of the BPTX signals is to use
them as a direct trigger input. The signals from the BPTX pick-ups could be
used as a filled bunch crossing indicator to the ATLAS trigger system and let the
experiment know if there actually were two bunches crossing when it was taking
data. The practical details of how this is achieved is described in Chapter 5.
2.4.3 BPTX usage at other CERN experiments
CMS
After seeing the development of the BPTX read-out system at ATLAS, the Com-
pact Muon Solenoid experiment (CMS) experiment became interested in devel-
oping a similar system. A flexible software based system that avoids hardware
development is attractive to both experiments. The requirements are not exactly
the same for both experiments and differences in software architecture also forces
the two projects to diverge when it comes to integration work. However, it is likely
that a great deal of the analysis software will be shared by the experiments.
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LHCb
For the Large Hadron Collider beauty experiment (LHCb), designed to shed some
light over the differences between normal matter and anti-matter by studying
violations of fundamental symmetries in nature, a hardware based system will
be used to read out and analyze the BPTX signals. Choosing to implement the
monitoring system as a custom electronics board, the LHC went for a solution
that offers real-time monitoring the bunches. The LHCb experiment wants to
store real-time measurements for each bunch as the phase and intensity will be
written into the event data stream. Design details for this system is available in
[6].
Figure 2.10. A prototype of the Beam Phase and Intensity Monitoring board used by
the LHCb experiment.
ALICE
A Large Ion Collider Experiment, or ALICE, will study the extremely high energy
densities and possibly the quark-gluon plasma that is expected when heavy ions
are collided by the LHC. It is currently very likely that ALICE will use the solution





3.1 The need for a beam monitoring system
When timing in the sub-detectors at ATLAS, it is absolutely necessary to be able
to detect when the actual bunches come into the experiment so that the optimum
phase can be found to sample the data. Once they are timed in, the phase of the
clock signals may drift due to temperature changes or other unforeseen reasons
(see Section 2.3.3) which could result in poorly calibrated data recording for the
experiment. The primary purpose of the beam monitoring system is to provide a
timing reference and to monitor drifts in the timing signals so that other systems
can compensate for them.
The secondary purpose is to provide monitoring of the structure of the two
particle beams. The signals from the BPTX detectors contain information about
the filling patterns of the beams as well as the lengths and intensities of the
individual bunches. Satellite bunches of significant size could also be revealed by
inspecting the BPTX signals.
3.2 Requirements on a beam monitoring system
The beam monitoring system shall be designed to perform the tasks and fulfill the
requirements stated in Table 3.1.
3.3 Idea and choice of technology
Since the LHC is currently under construction and the possible problems that
could occur during operation are unknown, ATLAS has chosen a flexible solution
that can be adapted as the needs become more apparent. An overview of how
ATLAS will make use of the BPTX detectors is available in Figure 3.1.
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28 Beam monitoring system design
No. Category Description
1 Phases Measure the phase between each bunch and the cor-
responding clock/orbit with a precision better than
100 ps (once a minute).
2 Bunch pattern Check that the filling scheme is correct and that each
bunch is in the right RF bucket (once a minute).
3 Satellite bunches Check for satellite bunches in neighboring RF buck-
ets (once a minute).
4 Intensities Measure the intensity of each bunch (once a minute).
5 Clock quality Measure the quality of the clocks:
• Individually - frequency, period, duty cycle and
jitter
• Between clock signals - phase
(Once a minute)
6 Orbit quality Measure the quality of the orbits:
• Individually - frequency, period, duty cycle and
jitter
• With other signals - phases to corresponding
clock and BPTX signals
(Once a minute)
7 Data storage All measurement data should be time-stamped with
a precision of 1 second, published with a delay less
than a minute, and stored in a way that it is retriev-
able.
8 Configuration The monitoring system should configure itself auto-
matically; in particular the sensitivity of the inputs
should be set to match the strength of the BPTX
and clock signals automatically.
Table 3.1. Requirements on the beam monitoring system.





















Figure 3.1. The context diagram for the beam monitoring system provides an overview
of how the BPTX signals will be used by ATLAS.
Starting at the BPTX pick-ups, the voltage registered by all four button elec-
trodes at each station is summed up. The added signals travel through about 200
m cable into USA15 and end up in an electronics rack where they are copied for two
different uses. Discriminators prepare the signals for CTP input use (see Chap-
ter 5) while the raw signal is input to the beam monitoring system. The other
inputs, a clock and an orbit signal, are first converted from optical signals and
possibly modified in the RF2TTC module before they reach the beam monitoring
system. Other than pure signals, the beam monitoring system will receive infor-
mation about the LHC machine mode, its beam intensities and energies etc. This
information can be translated to estimated signal amplitudes and filling schemes
to use as reference during analysis. The monitoring information returned by the
analysis will be stored permanently in ATLAS conditions database. Some data
could be useful for other parts of the experiment on a much shorter time scale and
can therefore be read out through the ATLAS Information Service (IS) or possibly
Data Interchange Protocol (DIP) used by the LHC.
The beam monitoring system will consist of two main blocks, data acquisition
hardware and analysis software. For superior debugging and flexibility reasons,
the data acquisition module will be realized with a commercial digital sampling
oscilloscope. Using the analog-to-digital conversion and network communication
features of the oscilloscope, the data can then easily be read out by a computer.
Consequently, the analysis software can be written in any popular programming
language, enabling a user-friendly interface and good possibilities for integration
with other systems. If needed, it also allows for quick modifications and adjust-
ments of the the analysis algorithms.
Before developing the analysis software, the signals from the BPTX detectors
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need to be studied and modeled. Once they are well understood, the algorithms
for analyzing them can be designed. Chapter 4 will investigate the signal and
Chapter 6 will discuss the design of the software in detail.
Chapter 4
Signal from the beam
pick-up detectors
To be able to extract all the desired information about the beams, careful calcula-
tions are required to foresee the characteristics of the BPTX signals expected when
the LHC is up and running. The maximum signal amplitude is also necessary to
know in order to select the hardware of the data acquisition. Therefore, starting
with the design of a button pick-up, a model of the signal it will produce when a
particle bunch passes by is derived. This is followed by a section describing how
the 200 m long cable will affect the signal measured by the oscilloscope. The signal
is then calculated explicitly for different beam scenarios in Section 4.4.
4.1 Button pick-up design
All around the accelerator, Beam Position Monitor (BPM) stations are installed
to monitor the transverse position of the beam inside the beam pipe. Each station
consists of four button pick-ups, symmetrically mounted around the beam pipe.
For small off-center position deviations the signal from a pick-up varies linearly
with the beam distance. By comparing the ratio of the amplitudes of opposite
buttons, the position of the beam in the pipe can be determined.
The BPTX stations are constructed in a similar way and mounted in the
straight sections 175 m away from the interaction point. To first order, the sum
of the signals from all four buttons is independent of the transverse position of
the beam. Therefore, the signals from all four pick-ups are added together in the
BPTX stations, making sure the signal level stays the same even in case of small
deviations.
The pick-ups in the BPTX stations are of a type called electrostatic button
electrode (see Figure 4.1). Since the particles being accelerated by the LHC are
charged, they give rise to an electromagnetic field. The working principle of the
pick-ups is simple: to pick up part of the electromagnetic field around the pass-
ing particle bunches. The positively charged bunches will cause the free-moving
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electrons of the metallic beam pipe to form a mirror charge on its surface. This
mirror charge will follow the bunches around the accelerator giving rise to an image
current, with equal magnitude but opposite sign compared to the bunch current.
The image current will also travel over the circular electrode surface of the button
pick-up and give rise to a signal.
Since the energy of the captured signal is negligible compared to the energy of
the beams, they are not influenced by the monitoring.
Ceramic seal
CuBe contact Type N connector
Beam pipe
Figure 4.1. A cross-section schematic of a button electrode.
A more in-depth presentation of the working principle (including a short dis-
cussion on relativistic effects on the field) is given in [12].
4.2 Mathematical modeling
Before the bunches, the pick-ups and the resulting signals are modeled, let us start
by defining the coordinate system so that we can describe the system mathemati-
cally. We will use a Cartesian coordinate system with its origin at the measurement
point, aligned to the path of the particles. Let the z-axis be along the beam di-
rection, tangential to the beam pipe. If the x-axis is then set to point away from
the center of the earth, the y-axis will be set along the radial direction of the ac-
celerator (either inwards or outwards, depending on the beam direction) in order
to maintain a right-handed coordinate system.
4.2.1 Modeling of a bunch
An LHC bunch will contain 1.15 · 1011 protons at nominal intensity. In the trans-
verse plane, the beam will have a sub-millimeter footprint as it travels around the
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Figure 4.2. A photograph of one of two ATLAS BPTX stations in the accelerator tunnel
(December 2006). The yellow caps are covering the beam pipe fixtures.
accelerator. Close to the interaction points, beam focusing will bring the radius
of the footprint down to about 16 µm. Even though the sinusoidal accelerating
field groups the beam into bunches longitudinally, the protons are spread out and
the linear charge distribution for a bunch along the z-axis can be approximated
by a Gaussian function. The standard deviation of this normal distribution, σz,
can be used as a measure of the bunch length. According to [4], the expected
bunch length measured in time for this beam scenario at 7 TeV will be 250 ps
when measured in the reference frame of the laboratory (but it will be longer at
injection energy). Multiplying with the speed of the particles gives us a physical
length of about 75 mm. This means that about 68% of the particles in a bunch
are found within 75 mm from the center of the bunch1.
With the mentioned parameters an expression for the linear charge density of
a bunch centered at z = 0 can be formed. Since the area under the curve must be
equal to the total charge of the bunch, the number of protons, N , and the charge









Since the bunches move around the detector with a speed v ≈ c0, substituting
z with z − vt, Eq. 4.1 is modified to describe the charge collected on the inside of









1The length given here is the length measured in the reference frame of the laboratory.
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Figure 4.3. The linear charge density of a bunch at is approximately a Gaussian distri-
bution. This figure describes a bunch at t = 0.
4.2.2 Modeling of beam pick-up signals
Let us first define the variables needed for the modeling.
ρ(t, z) The linear charge density along the beam pipe as a
function of t and z.
cang(z) The angular coverage of the pick-up (see below).
rb The radius of the button electrode.
rpipe The radius of the beam pipe.
Rc The impedance of the coaxial cable.
Cpb The measured pipe-button electrode capacitance.
Let z = 0 in the middle of the pick-up and define t = 0 as the time when the
center of the bunch passes z = 0. Let us also assume that the beam acts as an
ideal current source when moving the image charge on the surface of the beam
pipe. This results in a charge distribution of equal magnitude but opposite sign
to form on the pipe. As this charge density will be spread out evenly on the inside
of the beam pipe, the charge collected on a button at a certain z-value depends
on its angular coverage of the beam pipe circumference. To determine the angular
coverage as a function of z, imagine the beam pipe around the button cut open
and flattened out in the x-z plane. For each point on the button circumference,
x2 + z2 = r2b ⇔ x = ±
√
r2b − z2 (4.3)
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holds true. The ratio of the circumference of the beam pipe covered by the pick-up






At time t, the charge collected on the button can be calculated by integrating




When writing out the integrand of Eq. 4.5 explicitly, the integral can be
identified as the convolution of ρ(t, z) and cang(z). This allows us to perform a
simple multiplication in frequency space by using the Fourier transform of the two
functions.
Qimg(ω) = F{cang(vt0)} · F{ρ(vt0)} (4.6)
By differentiating the charge on the pick-up with respect to time, the current





= F−1{iω ·Q(ω)} (4.7)
Unfortunately, calculating the right hand side of Eq. 4.7 explicitly is found
to be very troublesome. Since no analytical expression for the inverse Fourier
transform of the product can be found, a different approach is chosen. Since only
ρ(t, z) is time-dependent in the integrand of Eq. 4.5, the derivative operator that

















2σ2 v(z − vt)
√
r2b − z2 dz (4.9)
By evaluating this integral, a time-discrete representation of the button current
can be calculated and plotted (see Figure 4.4).
Now that we have the button current, the only thing needed to calculate the
voltage signal is the impedance. In this case it is the pipe-button electrode ca-
pacitance, Cpb, in parallel with the impedance of the coaxial cable, Rc, that leads
to the description in terms of frequency in Eq. 4.10. The real and the imaginary
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Figure 4.4. The button current caused by a passing bunch at 7 TeV (N = 1.15 · 1011,
σz = 0.075).






















Figure 4.5. The real and imaginary parts of the impedance experienced by the button
current as a function of frequency.
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Figure 4.6. The impulse response of the button pick-up.
To find the voltage signal that would be read out directly from the button,
two possibilities exist. By taking the inverse transform of the impedance in Eq.
4.10, the impulse response of the system can be found. Let us denote the impulse
response z(t) and calculate it explicitly for the BPTX detectors using Rc = 50 Ω
and Cpb = 16 pF [4].




The input signal to this system is the button current, ib(t), and the output
signal is the button voltage, u(t). To attain the output signal, the impulse re-
sponse is sampled with the same sampling frequency as the current and a discrete
convolution of the two signals is calculated. The impulse response is plotted in
Figure 4.6 and the resulting button voltage in Figure 4.7.
By looking closer at u(t) one can conclude that the signal is closely related to
the derivative of the charge distribution, but distorted by the frequency depen-
dency of the parasitic capacitance between the beam pipe and the button.
The second approach is to determine a frequency representation of the button
current, Ib(ω), and multiply with the impedance in frequency space to obtain U(ω).
Since ib(t) is sampled, the discrete Fourier transform will be used and result in a
discrete frequency representation. By sampling Z(ω) at the same frequencies and
multiplying the corresponding current and impedance points, the spectrum of the
voltage is found (see Figure 4.8).
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Figure 4.7. The calculated voltage signal for a nominal LHC bunch at the button
pick-up.
U(ω) = Zb(ω) · Ib(ω) (4.12)














Figure 4.8. The calculated frequency spectrum of the voltage signal at the button
pick-up. In terms of hertz, the peak is around 300 MHz.
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By performing an inverse transform on Eq. 4.12, u(t) is determined. This
calculation results in the exact same signal as when doing the convolution (see
Figure 4.7). The maximum amplitude is about 22 V, the rise time is around 0.5 ns
and the length is 5 ns. Let us consider the fact that all four buttons are added in
a BPTX station and let this scaled spectrum and signal be denoted by U1(ω) and
u1(t), respectively. Figure 4.9 shows a plot of the signal from a BPTX station, the
sum of the signal from all four buttons.
u1(t) = F−1{U1(ω)} (4.13)
















Figure 4.9. The voltage signal from a BPTX station with the signals from all four
button electrodes added.
4.2.3 Transmission line effects
The effects of the 200 m cables installed between the ATLAS BPTX stations and
the rack in the ATLAS underground counting room USA15 are not negligible.
The data sheet for the CMA50 cables from Nexans provides attenuation factors
for a few frequency values (see Appendix B for more details about this and how
the cable lengths were measured).
To build a more general model of how the attenuation depends on frequency,
a continuous function was fitted to the points in the data sheet. The exponential
function in Eq. 4.14 fits the data points very well and is plotted in Figure 4.10.
Hc(ω) = 0.647e−3.17·10
−10ω (4.14)
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Points from data sheet
Figure 4.10. The cable attenuation as a function of frequency.




















Figure 4.11. The frequency spectrum of the BPTX signal caused by a typical LHC
bunch before and after the transmission line.
4.2 Mathematical modeling 41
The signal after the transmission line is now readily determined by multiplying
each frequency in U1(ω) with its corresponding cable attenuation. Figure 4.11
shows the frequency spectrum of the signal before, U1(ω), and after the cable is
taken into account, U2(ω). A shift in location for the bulk of the signal is to be
expected along with a very large over-all attenuation.
4.2.4 Oscilloscope bandwidth effects
The last effect to be taken into consideration in these calculations is that of the
limited bandwidth of the oscilloscope. The bandwidth of an oscilloscope is defined
as the frequency for which a recorded signal is attenuated by 3 dB. The frequencies
below this cut-off is recorded in a better manner while frequencies above this value
are heavily attenuated. Therefore, the effects of the limited bandwidth of the scope
can be modeled by a low-pass filter. By letting ωbw symbolize the oscilloscope
bandwidth in rad/s and using a standard filter model [7] we can write up the
transfer function of the filter, Hosc(ω), in Eq. 4.15.
Hosc(ω) =
1






















Figure 4.12. The attenuation caused by a 500 MHz oscilloscope modeled as a low-pass
filter.
By multiplying U2(ω) with the attenuation in Figure 4.12, the effects of the
oscilloscope bandwidth are taken into account. The resulting frequency spectrum,
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Figure 4.13. The voltage frequency spectrum after the transmission line, U2(ω), and
after both transmission line and oscilloscope bandwidth effects were taken into account,
U3(ω).
U3(ω), represents the signal expected for a typical LHC bunch after the transmis-
sion line and the limited bandwidth of the oscilloscope have been considered. The
effects on the spectrum of the signal is shown in Figure 4.13.
After calculating the inverse transform of U1(ω), U2(ω) and U3(ω), the effects of
the different parts of the system on the actual voltage can be studied. Figure 4.14
shows the signal at the button, u1(t), after the cable, u2(t), and after both cable
and oscilloscope, u3(t). All the signal plots so far in this chapter were generated
assuming a typical LHC bunch with N = 1.15 · 1011 and σz = 0.075 m at 7 TeV.
4.3 Bunch parameter dependency
Now that a complete model for the BPTX signal has been formed,
u(t) = F−1{Ib(ω) · Zb(ω) ·Hc(ω) ·Hosc(ω)}, (4.16)
it is possible to study how the signal shape and amplitude varies with the bunch
intensity and length. Since the number of protons, N , only appears as a scale
factor in the expression for the button current, Ib(ω), this dependency is trivial
(See Eq. 4.9). It is harder to predict how the signal shape and amplitude will
be affected by different bunch lengths. A longer bunch length will spread out the
signal, but it is not obvious how the shape changes. Figure 4.15 shows what the
signal looks like for three different values of the bunch length, σz.
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After 200 m cable
After cable and 500 MHz scope
Figure 4.14. The signal voltage at the button, after the transmission line and after
both transmission line and oscilloscope bandwidth effects are taken into account.
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Figure 4.15. The BPTX signal for three different bunch lengths. The beam intensity
is 1.15 · 1011 protons/bunch for all three curves.
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Since the data acquisition hardware can be damaged by high voltage peaks, it
is useful to see exactly how the signal scales. To gain understanding about how
the bunch length affects the maximum amplitude of the peak in the bipolar pulse,
Figure 4.16 was generated. The voltage at the button is not directly proportional
to the bunch length, but varies in a more complex way. However, since a signal
caused by a longer bunch has a smaller spread in frequency space, it is attenuated
less by the cable. This causes the relation to be almost linear in the interval we
are interested in.



















Figure 4.16. The maximum amplitude of the BPTX signal varies linearly with the
bunch length in the interval we are interested in (σz = 1.15 · 1011 protons/bunch).
4.4 Beam scenarios
The LHC will operate in different modes for different purposes. The “25 ns Physics
Beam” described in Section 2.2.1 is the most important one for physics analysis
Scenario Intensity Range at 7 TeV [V]
Pilot beam 0.5 · 1010 -0.39 . . . 0.72
First year 0.4 · 1011 -3.11 . . . 5.74
Nominal 1.15 · 1011 -8.95 . . . 16.5
Ultimate 1.67 · 1011 -13.0 . . . 24.0
Pb82+ 0.57 · 1010 -0.44 . . . 0.82
Table 4.1. Signal amplitudes for different beam scenarios. Note that the intensity is
given as the number of protons per bunch, even for the Pb82+ beam.
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but other beam scenarios are planned for tests and calibration runs during the
start-up phase. Using the expression for the expected signal in Eq. 4.16, the
voltage range of the BPTX signal can be calculated for a variety of intensities.

Chapter 5
BPTX signals as trigger
input
5.1 Purpose
As mentioned in Section 2.4.2, the BPTX signals could be used to form filled
bunch indicators for the ATLAS trigger system. By combining these indicators, a
filled bunch crossing indicator is envisioned as well. Using this as input signals to
the trigger system, the experiment knows exactly when a possible proton-proton
collision could have taken place.
The sub-detectors at ATLAS will detect particles that may be the result of a
collision inside the detector, but they may also be caused by other processes. For
example, when protons and other nuclei from outer space enter our atmosphere,
they produce pions and kaons as they collide with the gas molecules. These parti-
cles decay into muons that rain down on the surface of the earth in so-called cosmic
rays. These muons will be registered by ATLAS. Another scenario is that a pro-
ton from the beam escapes the magnetic field and hits the wall of the beam pipe,
causing particles to be registered by the detectors. These kinds of phenomena are
called machine-induced background.
To discriminate these events at an early stage, the BPTX signals could be used.
They contain information about where the actual bunches are in the accelerator.
Given the combined timing information carried in both beams, the trigger system
could know when two bunches actually crossed paths inside the detector. This idea
would allow the experiment to ignore unwanted background noise of low-energy
processes.
In addition, through the trigger input signals described here, the CTP can see
the filling pattern, gaining a reference point for determining the timing offset for
its bunch numbering mechanism.
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5.2 Implementation
The filled bunch indicator will be fed into the Central Trigger Processor (CTP)
described in [9] via the CTP_IN module. The inputs of the CTP_IN can take
in logical timing signals defined by the Nuclear Instrumentation Module (NIM)
standard and has a time resolution of 25 ns.
5.2.1 Hardware
NIM is an electrical and mechanical standard for rack-mounted electronics compo-
nents commonly used in experimental particle and nuclear physics. For the signal,
the logic is defined by current ranges but it can be translated into voltages on 50
Ω; Logic 0: 0 to 100 mV, Logic 1: -600 to -1600 mV.
Discriminator
A discriminator is a simple analog-to-digital converter that can be used to trans-
form a continuous analog signal into a logical pulse train. There are different
methods to do this, and the time precision varies quite a lot.
When selecting time-pickoff method, two effects need to be considered [11].
To illustrate the first one, consider the time of arrival of a signal being measured
by a threshold-crossing. A pulse with a low amplitude will yield a later threshold-




Figure 5.1. When using the crossing of a threshold Ut as a time-pickoff method, the
extracted time will vary depending on pulse amplitude due to an effect called walk.
The other effect to consider when it comes to timing is jitter. Most signals
contain some noise that leads to uncertainties when determining for example
threshold-crossings. Figure 5.2 illustrates a noisy signal and the relation between
noise and time jitter.
By projecting the vertical variations on the time axis we can estimate the time




Figure 5.2. The relation between the noise in a signal and the time pickoff uncertainty
it gives rise to.






For example, in leading edge triggering, the crossing of a threshold value is
used to trigger the output pulse. In our case, since we are expecting signals with
different amplitudes, it means that we would see a walk in the signal. This is
because a smaller pulse would cross the threshold later than a big pulse, even
if they arrive exactly at the same time. Constant fraction discrimination is a
more advanced time-pickoff method that generates the logic signal when a certain
fraction of the input pulse is reached. This method is virtually walk-free and is
very good to use in situations where the timing information is crucial.
Coincidence
A coincidence module takes in two logical signals and outputs, for any given time,
the logical AND between them. The length of the outgoing pulse can often be
adjusted.
5.2.2 Signal shaping
The idea is to do the following (Figure 5.3 provides an overview of the procedure)
1. Transform the bipolar pulses of the BPTX signal into NIM pulses with a
discriminator module.
2. Possibly compensate for differences in cable lengths with delay modules.
3. Lead the discrete signals into a coincidence module.
4. Shape the pulses from the coincidence module and the discriminators to 25
ns long NIM pulses.
5. Use the output of the shaper module as a filled bunch crossing indicator to
the CTP.
























Figure 5.3. An overview of how the filled bunch and filled bunch crossing indicators
are produced from the BPTX signals.
Since the CTP divides time into 25 ns blocks, a precision of a few nanoseconds
is sufficient and therefore a leading edge discriminator should be good enough.
The BPTX signal can be thought of as a positive pulse followed by a negative.
Since NIM signals are very common, most commercially available discriminators
expect negative signals. A discriminator that reacts to negative signals will ignore
the positive pulse and trigger on the negative which, since it is steeper, gives better
time resolution. Consequently, the threshold should be set to the smallest value
possible without risking to trigger on the noise.
Chapter 6
Design of the analysis
software
The design of the software that analyzes the BPTX signals is highly modular.
Modularity ensures that e.g. analysis algorithms, user interface and signal acqui-
sition and data storage solutions can be exchanged easily if needed. These modules
form a tool kit that can be used for small stand-alone analysis programs and during
both implementation and testing, almost like its own specialized high-level layer.
For the same reasons it is necessary to use generic and flexible data structures.
6.1 Design overview
For implementing the monitoring program, LabVIEW by National Instruments
was chosen as the programming language. LabVIEW is strong in signal process-
ing and measurement automation and is therefore suitable for this application.
Built-in features for remote controlling of data acquisition hardware via standard
protocols is another strong argument. The simple way of building user interfaces
and presenting data in LabVIEW was also desirable.
An overview of the modules that make up the program and what data they
exchange is illustrated in Figure 6.1. The waveform processors are the modules
that do the first part of the analysis. By carefully traversing the signal waveforms
sample by sample, these modules pick out the interesting information and save it
in a so-called waveform descriptor (see Section 6.3). The Phase & BCID associ-
ator combines the waveform descriptors from BPTX, orbit and clock signals in
order to associate a phase and a Bunch Crossing Identifier (BCID) to each bunch.
COOL is the database where ATLAS stores time stamped data and will be used
as permanent storage solution for this beam monitoring system as well when the
LHC is taken into operation.
The modules and the structure of the data types that they exchange are de-
scribed in greater detail in Section 6.3.
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Figure 6.1. An overview flow diagram of how the modules of the LabVIEW program
communicate with each other.
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6.2 Required features
Based on the requirements on the entire beam monitoring system, the following
list of requirements can be formulated for the software.
No. Requirement Description
1 Phase measurements The phase of each bunch to the clock shall be cal-
culated. The average phase of all the bunches shall
also be calculated and tracked over time.
2 BCID Each bunch shall be assigned a BCID to determine
its location in the bunch train.
3 Bunch pattern The software shall be able to verify that the filling
scheme of the LHC agrees with the expected one.
4 Satellite bunches Ghost bunches that are distinguishable from the
noise in the signal shall be identified.
5 Intensity The intensity of each individual bunch shall be mea-
sured each iteration.
6 Length The length of each individual bunch shall be mea-
sured each iteration.
7 Display The program shall present relevant data in a way
that provides both overview and details.
8 Clock quality Regular monitoring of the clock frequency and jitter
shall be performed.
9 Orbit quality Regular monitoring of the orbit frequency and phase
with respect to the clocks shall be performed.
10 Data storage Condensed information from the measurements shall
be saved with a time stamp. A balance between data
volume and detail is desirable. Different levels of
detail in the saved data could be triggered by the
analysis results.
11 Stability The analysis algorithms must be designed in such a
way that they can process extreme input data with-
out freezing or crashing the monitoring system.
Table 6.1. The requirements on the software for the monitoring system.
6.3 Data structures
6.3.1 Waveform
The waveform is the binary representation of all the sample points that make up
the actual signal recorded by the oscilloscope. Table 6.2 contains the definition of
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the waveform data structure.
Name Data type Description
Y 1× n array of doubles The actual sample values.
t0 Time stamp The time of the waveform start in relation to
the trigger point.
dt Double The time in nanoseconds between each sample
point.
Table 6.2. The contents of the waveform data structure.
6.3.2 Waveform descriptor
After the waveform processors have analyzed the signal waveforms, they compress
the information of interest into a waveform descriptor. This more condensed and
light-weight data format is the internal representation of the signals and contains
a number of parameters for each discovered feature in the waveform. To be able
to use the same data structure for all signal types, a very generic and flexible data
structure was designed, see Table 6.3. This data structure is implemented as a
LabVIEW cluster.
When a BPTX signal is analyzed by the bunch signal processor, the parameters
that describe the bunches are extracted. Using this data structure, the bunch phase
and BCID calculated by the Phase & BCID associator can easily be added to the
descriptor by expanding the data structure.
Name Data type Description
Signal type String Indicates what type of signal
the descriptor describes, e.g.
“BPTX1” or“ Orb1”.
Time stamp Time stamp The number of seconds between
January 1st, 1904, 12.00 AM
(Universal Time) and when the
waveform was acquired.
Property names 1× n array of strings The names of the properties in
Property data, e.g. “length”,
“intensity”, “positive edge” etc.
Property data m× n array of doubles The values of the n parameters
for each of the m identified fea-
tures.
Table 6.3. The definition of the data structure waveform descriptor.
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When this data structure is used to save information deduced from a BPTX
signal it is called a Bunch Train Descriptor (BTD). When used to store information
from a clock or orbit signal it is called a Square Pulse Train Descriptor (SPTD).
6.4 Data acquisition modules
The main requirements on the data acquisition is that it must be stable and
efficient. The main task is to fetch the captured BPTX, clock and orbit wave-
forms from the oscilloscope. Even though LabVIEW has good built-in support
for communicating with data acquisition hardware like oscilloscopes, integrating
oscilloscope-specific drivers was the challenge when implementing this module.
Extensive testing will then follow to make sure that there are no connection insta-
bilities.
As soon as the make and model for the oscilloscope is determined, the data
acquisition module can be adapted to read out data from the built-in software.
For example, the oscilloscope could monitor the clock signal frequencies online
and display these measurements in a histogram. If possible, the data acquisition
module can read out the updated histogram and warn the user if something is
wrong.
6.5 Waveform processors
The signals captured by the oscilloscope need to be analyzed to extract parameters
that describe the bunches and the clock-ticks. Several methods and algorithms for
getting a hold of these parameters can be designed and need to be evaluated.
6.5.1 Bunch signal processors
Given the signal model in the previous chapter, we now have an understanding of
how the characteristics of the bunches affect the pulses in the BPTX signal. Using
this knowledge, we can design algorithms for doing the inverse, extracting infor-
mation about the bunches through inspecting the pulses in the BPTX signal. As
discussed in Chapter 4, the bunches themselves can be described by the three pa-
rameters in Table 6.4. This section will discuss how to measure these parameters.
The measured quantities will be denoted by tˆ0, Nˆ and σˆt.
Bunch parameter Description
Time of arrival, t0 Describes when the bunch passed the BPTX pick-up.
Intensity, N The number of particles in the bunch.
Length, σt A measure of the longitudinal spread of the bunch.
Table 6.4. The parameters that describe a bunch in the accelerator.
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Through combining the time of arrival with the clock and orbit signals, the
bunches can be assigned phases and BCID numbers, respectively.
The BPTX signals are more complicated to analyze than the clock and orbit
signals. The most intuitive method to get a hold of the bunch parameters would be
to cut a window around the bipolar pulse and make a fit with the model function.
However, fits require a lot of calculations and could easily slow down the system.
With that in mind we can define our own measures of the bunch properties listed
in Table 6.4 led by the model. For some of the parameters several techniques will
be discussed and evaluated at a later stage.
The main dilemma is the trade-off between processing speed, finding good
measures of the parameters and accuracy. The implementation that has the best
balance will be the preferred choice.
Extracting time of arrival, tˆ0
To define a point in time where the bunch is located in the captured bunch train,
there are several alternatives.
Using a threshold value and picking out the time where the bunch signal crosses
the threshold is a simple alternative. For this solution, problems will arise when
the pulses do not have the same amplitude as the signal walk will be large.
The location of the peak, indicated in Figure 6.2a, will also vary slightly de-
pending on intensity and length, making it unsuitable to use for timing purposes.
The method of finding the zero-crossing of the signal (see Figure 6.2b) was
found to be a good alternative since this point will not move much for bunches
of different lengths and intensities. Also, this part of the signal is the steepest
which increases our resolution even more. The easiest way of getting an estimate
of this value would be to form a straight line between the smallest positive and
negative sample values between the peak and the valley, and then see where this
line crosses zero.
a) Peak location b) Zero-crossing
Figure 6.2. Two alternatives for extracting the bunch arrival time from the waveform.
Alternative a) is the location of the peak and b) is the zero-crossing. Due to the steeper
slope and weak N and σt dependence, alternative b) is to prefer.
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Extracting bunch intensity, Nˆ
The intuitive measure of the bunch intensity would be to simply use the amplitude
of the signal, marked in Figure 6.3a. However, as the energy of the beam is
increasing, the bunches will contract longitudinally, causing the amplitude of the
pulse to increase. Therefore it is clear that the bunch length also plays a part in
determining the amplitude of the pulse.
Since the bipolar pulses are closely related to the derivative of the charge
distribution, determining the area they circumscribe by numerical integration is
an alternative. Using this measure of the bunch intensity could get rid of the
length dependency since a shorter but higher pulse could yield the same area.
For optimal resolution, especially when using low sampling rates, both peak and
valley should be integrated and summed up. The hard part when integrating
numerically in this case would be to determine the end limit for the integration
of the valley. The best choice would be to integrate the area under the peak only,
skipping the valley with its long tail (see Figure 6.3b). In this case the lower limit
for the integration could be a threshold-crossing and upper limit the zero-crossing.
Another advantage of using the area only under the peak is that it is less sensitive
to satellite bunches1.
a) Amplitude b) Area under peak
Figure 6.3. Two proposed measures of bunch intensity. The pulse amplitude depends
on σt and is therefore not suitable as a measure of the number of protons in the bunch.
A better alternative is to integrate the the peak numerically and use this as a measure
of the intensity of the bunch.
Extracting bunch length, σˆt
The distance in time between the peak and the valley of the bunch signal, indicated
in Figure 6.4, can be used as a measure of the bunch length. A rough estimate of
the locations of the peak and valley can be found by simply selecting the sample
points with the higest and lowest value, respectively. Unfortunately, it is more
likely that the real maximum of the pulse occured between two sample points.
Fitting a simple quadratic curve to the sample points around the sampled extreme
1Satellite bunches are most likely to appear in the neighboring RF buckets, i.e. at least 2.5
ns away. Since the tail of the bunch signal is longer than that, a small satellite bunch in the
trailing bucket could result in a bad intensity measurement.
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point could reconstruct the signal shape. Calculating where this second grade
polynomial has its maximum would then give a better estimate of the location of
the peak/valley. This will also result in a more continuous distribution of measured
bunch lengths since not only the discrete points in time where a sample was taken
are possible.
Figure 6.4. The length of a bunch is defined as the standard deviation of the charge
distribution. Since the bunch pulse is tightly coupled to the derivative of this distribution,
the distance between the peak and the valley is an excellent measure of the bunch length.
6.6 Phase and BCID associator
After the signal waveforms have been analyzed by its respective processor, the
BCID and phase associator will combine the condensed information in the BTDs
and SPTDs. By combining the timing information of the bunches stored in the
BTDs with the location of the clock edges from the SPTD of the clock signal, the
bunches can be assigned a phase. The orbit signal is then used as a time reference
to let us know where the bunches are in the bunch train. The bunch crossings are
numbered sequentially starting with the first bunch crossing after the orbit pulse.
This number is called Bunch Crossing Identifier (BCID).
If the orbit signal is not available, a reference bunch pattern can be utilized for
determining the BCIDs of the identified bunches. By comparing the sequence of
filled and empty bunch crossings in the analyzed bunch signal to the one specified
by the reference bunch pattern, the percentage of matches is determined. By
rotating the pattern and doing these comparisons, a maximum number of matches
will be found. The number of needed rotations to achieve the maximum matching
percentage is then the BCID offset.
There could be problems with this algorithm when the arrival time of the
bunches are exactly in between two clock-pulses. The associator will then have
trouble choosing what BCID it should assign to the bunch.
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6.7 Storage
The data from the monitoring system shall be stored to enable further online and
oﬄine analysis like trend monitoring, comparisons etc. Generic modules for saving
and reading waveforms with metadata is needed. In order to save this data in an
efficient way, a binary file format is preferred. For the BTDs and the SPTDs, the
amount of data is a lot smaller and a more accessible text based format could be
an option.
The files containing the waveforms and the descriptors should be saved where
they are easily accessed. Considering the nature of the data together with the fact
that the monitoring is decoupled from recording physics data in the ATLAS exper-
iment, the most appropriate place to save the data is in the conditions database
COOL. To make use of this, a small separate program that writes the monitoring
data to the conditions database is envisioned.
6.8 Display and presentation
A lot of information2 will come out of the beam monitoring system and it must be
presented in an intelligent way. The basic idea here is to provide the user with an
overview and some tools for looking closer at potentially interesting information.
6.8.1 Outlier finder
An outlier finder provides the user with a list of suspicious bunches by selecting
those who deviate considerably from the average bunches. The selection criteria is
entered by the user as the number of standard deviations that are to be considered
normal for a parameter. Multiple parameters can be used with different cut-off
values. The program then looks through the bunch train descriptor and present
the bunches that did not make the cut.
6.8.2 Plots
It is important to have generic tools and modules for visualizing data. By using
this approach, several instances can be used on different sets of data in order to
allow comparisons. Modules for producing three kinds of plots constitute the base
of this package.
Waveform displays
Viewing the actual waveforms is important, especially when inspecting odd bunches.
A detailed view of the entire LHC bunch train at the same time is impossible since
it is too long to be displayed on a normal computer screen. Given this, a way to
zoom in on the interesting parts of the waveforms by selecting a bunch in a table
(e.g. a table of outlier bunches) was developed.
2The system can store up to 30 megabytes per analysis iteration, depending on the level of
detail in the saved data.
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Histograms
A module for creating custom histograms of values in an array allows for quick pre-
sentation of the distribution for any parameter. The number of bins and standard
deviations to include in the histogram is configurable.
Parameter vs. BCID plots
Plotting the values of a parameter against the BCIDs of the corresponding bunches
provides the user with a view where it is easy to see the beam structure and how
the parameter varies from bunch to bunch.
Miscellaneous
In addition to these plots, parameter averages and their time evolutions will be
visualized as well.
6.9 Configuration
Making these measurements with optimal resolution requires the vertical scale of
the oscilloscope to be set in accordance with the expected signal amplitude. As
the LHC has many different modes of operation with various beam intensities, the
amplitude of the BPTX signals will vary. A separate program that retrieves infor-
mation about the beam from the machine and sets up the oscilloscope accordingly,
is envisioned. This program will retrieve information from DIP about the LHC
machine mode in order to predict signal amplitudes etc.
Also, the beam monitoring software will need user-configurable settings in or-
der to analyze the signals correctly. These settings will be set through the user
interface and saved in a human-readable text format to simplify debugging.
Chapter 7
Results and discussion
7.1 Large Hadron Collider
In order to verify the design of the beam monitoring system from Chapter 3, one
would like to test the system at the LHC. However, the Large Hadron Collider
is not planned to be put into operation before the end of 2007, so it falls outside
the time frame of this thesis. In spite of this, the signal model and the different
parts of the system have been tested rigorously in various ways. The subsequent
sections in this chapter will report results from these tests.
7.2 SPS measurements
In September 2006, it was possible to measure a signal similar to the BPTX signal
from a beam position monitor station at the SPS accelerator. Since the type of
pick-up and cable installed at the SPS and the LHC are similar, the measurements
here would allow us to verify the signal shape predicted by the model in Chapter
4. Measurements were made with two different oscilloscopes to compare their
performance and help in determining the needed oscilloscope specifications.
During these beam tests, the SPS accelerator was filled and emptied repeatedly,
much in the same way as when it will fill the LHC. Figure 7.1 shows the beam
intensity (green curve with long plateau) and the magnet current (yellow curve
with long ramp) over time for an SPS cycle. After the accelerator is filled, the
magnets are slowly ramped up to maximum field strength. This period is often
referred to as the flat top. As soon as full energy is reached, the extraction is
done. During these measurements a method called resonant extraction was used.
This means transverse resonances are excited, causing part of the bunch to fall
into the deflection area of the septum magnets that eject the beam. In this way
the beam is scraped off gradually. When filling the LHC fast extraction will be
used, meaning that the entire bunch train will be bent into the SPS-LHC transfer
line in one turn.
Two major differences between the SPS and the LHC should be kept in mind
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Figure 7.1. A picture from the status screen at the SPS during the test beam in
September 2006. The curve with the long plateau represents the beam intensity and the
curve with the long ramp shows the magnet current over time.
when looking at these results. First, the top energy of the SPS accelerator is 450
GeV. After being injected into the LHC, the particles will be accelerated up to
7 TeV. When the energy is increased, the bunches will contract longitudinally,
causing the bipolar pulses to be even shorter than what can be seen at the SPS.
Second, since the SPS has a much shorter bunch pattern than the LHC (see Section
2.2.1), these measurements were not used to test the robustness of the software
or its ability to handle the workload of a full LHC bunch train. In fact, during
this test beam the SPS was only filled with 48 bunches, each with 6 · 1010 protons
(about half of the nominal intensity for the LHC) and a length of 0.15 m, spaced
with 25 ns. The length of the cable was 150 m.
7.2.1 Experimental set-up
The measurements were done with the setup in Figure 7.2. The clock that was
available was received over the Beam Synchronous Timing1 (BST) system and
reportedly it had a higher jitter than what is expected from the LHC.
These measurements provided an excellent opportunity for determining the
specifications needed for the oscilloscope in the final system configuration. The
two oscilloscopes used here differ in both bandwidth and sampling rate, see Table
7.1.
This setup allowed
• Capturing the shape of the signal that a passing bunch gives rise to
1The Beam Synchronous Timing system is used to send out information timing signals and
information about the beam from the accelerator to the experiments.














Figure 7.2. The experimental set-up at the SPS measurements. The two oscilloscopes
were connected to one button electrode each. The BST system supplied a clock and an
orbit signal.
• Capturing the 48 bunches together with the clock and the orbit
• Looking for ghost bunches
• Comparison of the capabilities to capture the bunch signal waveform of the
two oscilloscopes (by using the common trigger)
• Monitoring of how the bunches behave during acceleration and extraction
• Studies of bunch-by-bunch variations
• Determining the jitter of the BST clock
Manufacturer Model Bandwidth Sampling rate (max)
Tektronix TDS3054B 500 MHz 5 GHz
LeCroy WavePro 7100 1 GHz 20 GHz
Table 7.1. The specifications of the oscilloscopes used at the SPS measurements.
7.2.2 Signal shape
The measurements were successful and the most important result was that the
recorded bunch signals had the expected shape from the calculations. Figure 7.3
shows an SPS bunch recorded with the LeCroy oscilloscope at 20 GHz.
Figure 7.4 compares the model signal for the given parameters after 150 m
cable and a 1 GHz oscilloscope with the actual data points from the bunch in 7.3.
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BPTX1
Figure 7.3. The bipolar pulse caused by a bunch at the SPS accelerator. This waveform
was recorded with a sampling frequency of 20 GHz.




















Figure 7.4. The signal predicted by the model compared to the measured signal. The
parameters used for this simulation were N = 6 · 1010, σz = 0.15 m and a cable length of
150 m.
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The plot shows that the overall shape and characteristics agree very well with
the predictions from the theoretical calculations in Chapter 4. By varying the
input parameters to the model on the 10% level, an almost perfect fit is achieved.
7.2.3 Satellite bunches
Inspection of the captured waveforms suggested that there were satellite bunches
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BPTX1
Figure 7.5. The small peaks and valleys in this waveform suggest that there are protons
in the wrong RF buckets. These “lost” particles form satellite bunches and would be
considered a defect in the 25 ns filling scheme.
7.2.4 Performance of the oscilloscopes
Oscilloscope bandwidth
Using the common trigger, both oscilloscopes could record the exact same bunches,
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BPTX1 (1 GHz)
BPTX1 (500 MHz)
Figure 7.6. The exact same bunch captured with the two different oscilloscopes at the
same time. The delay is likely to be caused by a slight difference in cable length.
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to 5 GHz on both oscilloscopes the effect of the bandwidth could be isolated, see
Figure 7.6. The signal shape is very similar but since the frequency spectrum of the
signal reaches well into the GHz territory (see Chapter 4), the signal recorded by
the Tektronix oscilloscope is somewhat more attenuated and broader as expected.
Oscilloscope sampling rate
In order to see the effect of the sampling rate, the LeCroy oscilloscope was used
at 5 GHz, 10 GHz and 20 GHz. Since we could not capture the same bunch at
different rates at the same time, the shapes and amplitudes of the signals in Figure
7.7 should not be compared in detail since they are from different SPS fills. It is
here clear that a sampling rate of 5 GHz is enough to capture the general shape of
the signal. However, 10 GHz gives a much smoother picture and allows for better



















Figure 7.7. The bunch signal captured at three different sampling frequencies - 5, 10
and 20 GHz.
Oscilloscope requirements
Guided by the results from the SPS measurements, the oscilloscope must have a
bandwidth of at least 500 MHz. A real-time sampling rate of at least 5 GHz is
also needed in order to capture the fast pulses of the BPTX signal at the LHC
correctly.
7.2.5 Acceleration effects
By using the persistency mode of the oscilloscope it was possible to observe how the
bunches behave during the entire fill cycle. In this mode, each captured waveform
is drawn on the screen without erasing the previous one. By triggering on the
orbit signal, the same bunch could be recorded each acquisition. As the beams
are accelerated, the magnet current in Figure 7.1 is ramped up to keep it in orbit.
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Figure 7.8 also shows that the bunches contract, making the peak and the valley
of the bunch signal close in on each other. The contraction is due to Einstein’s
theory of special relativity and can be predicted by Eq. 7.1,
Figure 7.8. Screen dump from a LeCroy WP7100 digital sampling oscilloscope with







where σ′z is the length measured in the reference frame of the bunch itself. By
solving Eq. 7.1 for σ′z and evaluating the expression, the proper length of a bunch
can be calculated. Using typical LHC parameters (σz = 0.075 m and a particle
speed corresponding to 7 TeV) this gives us that the length of a bunch, when
measured in its own reference frame, is 560 m. This is a good indication of the
kind of conditions the LHC can create.
As seen in Figure 7.8, the phase between the bunches and the clock changes
during the acceleration. This is because the clock that was available at the time of
the measurements was of BCref type meaning that it did not follow the bunches
like BC1/BC2.
Another persistency plot was taken during the extraction period. Figure 7.9
shows how the resonant extraction makes the bunches jump.
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Figure 7.9. During resonant extraction, magnets are used to make parts of the bunches
move into the field of the septum magnets in order to scrape off a little at a time.
7.2.6 Bunch-by-bunch variations
Even though the number of bunches in the SPS is very low, they can still give an
indication of how the bunch parameters vary within the fill. Since the bunches in
the LHC pass by the SPS on their way there, this could actually give a good indi-
cation of how the spread will be in the final storage ring. This applies specifically
to the intensity parameter since it is coupled directly to the number of particles
in the bunch. The distribution of measured bunch lengths is not as interesting
since the beam will be focused and accelerated considerably in the LHC. The
same applies to the phases also since the quality of the available BST clock used
as a reference is a lot lower than the clock signal received from the LHC via the
RF2TTC module.
In order to study the bunch-by-bunch intensity variations of the SPS, the
signal was processed by bunch-signal-processor-0.5.vi (See Section 6.5) and
the resulting bunch train descriptor was readily analyzed. Figure 7.10 illustrates
the distribution of the bunch intensity measure and we see variations on the 10%
level. Note that the intensity values are not the actual number of protons per
bunch, rather the area under the peak of its corresponding bipolar pulse. The
unit for this measure of the intensity is therefore nano-volt-seconds (nVs). Figure
7.11 shows how the parameter varies from one bunch to the other in the bunch
train.
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Figure 7.11. The measured intensity of each bunch plotted against its BCID number,
showing how the parameter value varies in the sequence of the actual bunches.
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7.3 Software analysis
In this chapter, the performance of different parts of the program is discussed.
Focus is given to the different versions of the waveform processors.
7.3.1 Waveform processors
Bunch signal processors
Three separate waveform processors were implemented using different algorithms
to extract the bunch parameters. They were evaluated and their speed, efficiency
and accuracy were compared.
• For the simplest version, an algorithm was developed to find the peaks and
valleys of the waveforms. A peak (valley) was identified as the point with
the largest (smallest) sampled voltage after crossing a threshold. Using these
points, the bunch intensity measure was defined as the peak value and the
bunch length was the difference in time between the peak and the valley. For
bunch arrival time, the zero-crossing was estimated by averaging the time of
the peak and the time of the valley. This method was fast and robust but
suffered from poor accuracy in length and time of arrival. Since it uses the
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Figure 7.12. If the signal is not reconstructed around the peak and the valley, the length
measurement has low resolution and is limited by the sampling rate. This histogram
displays the length of a simulated signal of a full LHC bunch train sampled at 5 GHz.
• The second version employed built-in functions of LabVIEW for finding
peaks and valleys in an attempt to improve the accuracy. This function
makes a quadratic least square fit to the sample points around the peak. By
reconstructing the signal and determining the maximum/minimum of this
quadratic polynomial, the location of the peak/valley could be determined
without the granularity caused by the sampling. However, this built-in func-
tion failed to recognize some peaks and valleys. Since it is a “primitive” of
LabVIEW, meaning the source code was not available for debugging, there
was not much more to do than abandon the idea of using it. On top of this,
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using the amplitude as a measure of intensity is not ideal as it actually scales
with bunch length as well.
• In a third and more sophisticated version of the bunch signal processor, a
different approach was taken. By cutting out a window of a few nanoseconds
where the threshold was exceeded, more extensive analysis could be made
on a subset of the sampling points in the waveform. This window was then
scanned for its peak and valley to determine the bunch length. As a measure
of intensity, the area under the peak was used which, as we will se later, gets
rid of the bunch length dependency. By fitting a straight line between the
smallest positive and negative samples between the peak and the valley, the
time of arrival could be read out with good accuracy. After some iterations
with testing and debugging, this was also the most stable version of the
bunch signal processor.
Some tests have also been done with a processor that does a complete fit of
the sampled data to a model function. This gave accurate results but took a
considerable amount of time to complete the analysis.
When comparing the performance of these alternative analysis algorithms, the
third processor described in this section has the best balance between accuracy
and efficiency. Since it is also the most stable one it will be used in the rest of the
tests in this chapter.
7.3.2 Square pulse signal processor
This module performs the fairly simple task of finding all the edges of the clock and
orbit signals. In the current implementation, the module performs a polynomial fit
in a 1 ns window around the first sample point over the threshold (see Figure 7.13).
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Figure 7.13. A third order polynomial fit made around a negative edge in order to
determine the threshold crossing accurately.
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crossing time since it is a continuous function. The module works exactly as
intended and no major problems were encountered while developing it.
7.3.3 BCID and phase associator
Associating phases is a straight-forward procedure. By defining windows around
each clock-tick and determining the distance in time between arrival time of each
bunch and the clock edge that is closest, the phases are calculated.
As mentioned in the design chapter, assigning BCIDs to the identified bunches
can be done in two ways. By using the orbit pulse as a reference, the clock-
ticks can be numbered and then the bunches are assigned the BCID of the clock-
tick it lies closest to in time. The other alternative is to use a reference bunch
pattern describing the current fill to sort out the relative locations for the identified
bunches.
All of the above is working fine in most scenarios but a problem occurs if the
phase between the clock and bunch signals is large (around half a clock period,
i.e. 12 ns). In this situation, the bunches will get large phases with alternating
signs assigned to them. A timing problem like this could be catastrophical to
ATLAS since it may result in data from different bunch crossings being read out
from different subsystems. However, this problem is easily fixed by introducing
a phase shift in the clock signal in the software or by adjusting real phase of the
clock signal output of the RF2TTC module (see Section 2.3.3).
7.3.4 Data acquisition
The data acquisition modules relies heavily on the drivers for the oscilloscope.
The software has been tested with a number of different oscilloscopes with varying
performance. In the cases where the drivers are working well, acquisition of four
100 µs waveforms via ethernet takes around 1.5 s and has been done around
100 000 times in a row without failing or losing connection with the oscilloscope.
In short, the implementation of the data acquisition modules is very stable and
the performance is limited by the drivers of the oscilloscope being used.
7.3.5 Display and presentation
The development of the display modules was fairly simple since LabVIEW has good
support for visualizing data. In fact, most of the plots and all the histograms in
this report are exported from these display functions.
The outlier finder module was also successfully implemented as suggested in
Section 6.8.
The waveform display in LabVIEW is flexible enough to fulfill the requirements
so there was no need to modify it. Figures 7.6 and 7.7 are example plots from the
graphical user interface in LabVIEW.
The distribution of a measured value of a parameter is readily displayed in
histograms like in Figure 7.14. In this plot, the intensities of the bunches in a full
LHC fill in a simulated signal is displayed.












200 5 10 15
Figure 7.14. An example histogram plot showing the distribution of intensities mea-
sured in a simulated signal of a full LHC bunch train.
The same distribution is displayed in a Parameter vs. BCID plot in Figure
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Figure 7.15. Measured intensity of the bunches in a simulated LHC BPTX signal
plotted against their BCID. By displaying measurements in this way the user gets a feel
for both the distribution of the parameter and the beam structure.
7.4 Simulated LHC data as input
Since the LHC is not yet completed when writing this report, it was not possible
to test the system with real data taken from the actual accelerator. In order to
make sure that the system can handle the signals that will be measured once the
LHC is finished, a computer program that simulates all the signals including some
realistic error scenarios was written.
The BPTX signal was simulated by superimposing bipolar pulses spaced ac-
cording to a custom filling pattern. The pulses themselves were generated point
by point by evaluating a theoretical expression. To make the signal realistic, the
input parameters were taken from a normal distribution causing variations in the
shape and amplitude of the signal. Clock and orbit signals were generated in a
74 Results and discussion
similar manner and exhibited the noise, offset and jitter expected in the real LHC
signals.
7.4.1 Purpose
Using simulated input data enables testing the robustness of the analysis software
since more extreme signals than what will be measured in reality can be used.
Generating signals with different sampling rates can also verify that the algorithms
work regardless of the number of sample points they use.
Another interesting possibility that arises from using generated signals is com-
paring the input parameters to the signal generator to the measured values ex-
tracted by the bunch signal processor. This allows us to verify that the measures
of length and intensity defined in Section 6.5.1 are really correlated to the physical
input parameters of the signal model derived in Chapter 4.
7.4.2 Stability for extreme input signals
The input parameters to the simulated signal are chosen randomly by the com-
puter from a normal distribution defined by the user. By setting the standard
deviation of this distribution to a higher value, the resulting input signal will have
larger variations. Tests with various settings have been performed with comfort-
ing results. Simulations of a full LHC bunch train using the parameters in Table
7.2 yields a very extreme BPTX signal. Because of the large variations in bunch
lengths, some of the peaks are a very large. For example, a bunch generated with
an intensity of 1.21 · 1011 protons and a length of only 4.06 mm results in a pulse
with a peak value of 560 V. Even so, the analysis software could process the signal
without crashing or freezing and actually return reasonable results. Over all, the
analysis software seems stable for (reasonably) extreme input signals.
Input parameter (unit) Mean Standard deviation
Bunch spacing (ns) 24.95 0.2
Intensity (protons/bunch) 1.15·1011 0.2·1011
Length (m) 0.075 0.015
Table 7.2. Example input parameters to the signal generator used for testing the
stability of the analysis algorithms.
7.4.3 Stability for different sampling rates
To determine if the algorithms are compatible with variable sampling rates, a
set of BPTX, clock and orbit signals were generated at 5, 10 and 20 GHz. The
clock, orbit and bunch signal processors passed the tests without any remarks at
all. Since the parts after the signal processors are “sampling rate agnostic”, these
tests are enough.
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7.4.4 Correlation between input and output parameters
Since no real fit is performed, the parameters that come out of the bunch train
processor is not the exact same physical quantity as we want to measure. However,
if they show a strong correlation with the real variables, they will serve just as
good for monitoring purposes. By using simulations where the input parameters
of the input signal is known, the relation between the physical quantities and the
measured parameters can be determined. Signals without noise were generated
at a high sampling rate to simplify the interpretation and isolate the effects of
the used algorithms. A presentation of the measured dependencies between the
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Figure 7.16. Scatter plot showing the correlation between measured bunch intensity
and the input parameters. This signal was generated using N = 1.15 · 1011 ± 0.2 · 1011,
σz = 0.075± 0.015.
Intensity dependencies
When analyzing a signal where both the intensity and length input parameters
varied, the correlation between input intensity, N , and measured intensity, Nˆ , is
strong. In addition, a weak cross-dependence was suggested between input length
and measured intensity since the points in the plot to the right are somewhat
distorted (see the right plot in Figure 7.16). To investigate this further, a signal
with variations only in the length input parameter was generated. The scatter
plot for this signal in Figure 7.17 makes the relation clear, the longer the bunch,
the lower is the intensity that the bunch signal processor measures, hence,
Nˆ = Nˆ(N, σz) (7.2)
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Figure 7.17. Without variations in the intensity input parameter, the relation between
input length and measured intensity becomes very clear. Input parameters to this signal
were N = 1.15 · 1011 ± 0, σz = 0.075± 0.015.
Length dependencies


























Input N (protons/bunch) 

























Input bunch length (m) 
0,150 0,05 0,1
Figure 7.18. Measured length plotted against the input parameters. Input parameters
to this signal were N = 1.15 · 1011 ± 0.2 · 1011, σz = 0.075± 0.015.
As expected, the input length is strongly correlated to the measured length,
and there is no cross-dependence. The lines in the scatter plots show that only
discrete length values are possible to measure with the current implementation of
the bunch signal processor.
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Arrival time dependencies
In order to study how the bunch length and intensity affect the measured arrival
time, the input arrival time was subtracted from the measured arrival time and
the resulting time offset,
∆t = tˆ0 − t0, (7.3)
was plotted against the other two bunch parameters in Figure 7.19. The scatter
plot on the left shows that the input number of protons per bunch does not affect
the measured time of arrival since the data points approximately form a two-
dimensional normal distribution. The plot on the right, showing ∆t plotted against
the input bunch length, shows clearly that the t0 offset is dependent on the bunch
length, ∆t = ∆t(σz). The longer the bunch, the bigger is the difference in Eq. 7.3.
If the lengths of the bunches in an fill will vary with ± 30%, this cross-dependence
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Figure 7.19. The plot on the left shows that the zero-crossing is not intensity dependent.
The plot on the right shows that the offset of the measured arrival time, tˆ0 will be
larger for particle bunches with a wider spread. Input parameters to this signal were
N = 1.15 · 1011 ± 0.2 · 1011, σz = 0.075± 0.015.
The cross-dependencies encountered in this analysis can be explained by the
frequency dependency of the impedance that the button current experiences (see
Chapter 4) and the dispersion caused by the cable attenuation and scope band-
width. These effects move the locations of the peak and valley of the pulse which
otherwise would be placed at the points of inflection of the charge distribution.
Luckily, only one of the input variables cause the cross-dependencies. In ad-
dition, the scatter plots in Figure 7.17 and on the right in Figure 7.19 show ap-
proximately linear relations. By investigating these relations closer, the cross-
dependencies can be compensated for in the software. Since the bunch length can
be measured without being influenced by the other parameters considerably, we
can determine the relation between σz and σˆz by applying a straight line fit with
the least square method on the data from the signal used in Figure 7.17. The fit
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was implemented in LabVIEW and allowed the coefficients and the quality of the
fit to be determined. The fit resulted in a straight line that describes the relation
between the input and measured bunch lengths,
σˆz = 7.654σz + 0.1194, (7.4)
has a mean square error of 0.001736.
By performing the same procedure on the scatter plots showing the cross-
dependencies, the unwanted parameter couplings can be determined quantita-
tively. For constant input intensity, N , we get the relation
Nˆ(σz) = −54.89σz + 15.19 (7.5)
between the measured length and the input bunch length. The mean square error
for the fit was 0.02987. For the ∆t-σz dependency,
∆t(σz) = 2.496σz + 0.1199, (7.6)
describes the relation. The fit was performed on the data in the right plot of
Figure 7.19 and the mean square error was 1.950 · 10−5.
By solving Eq. 7.4 for σz and substituting in Eq. 7.5 and 7.6, the bunch length
dependencies can be expressed using only the measured length, σˆz.
Nˆ(σˆz) = −7.171σˆz + 15.17 (7.7)
∆t(σˆz) = 0.3261σˆz + 0.1043 (7.8)
Using the relations derived above, the measured bunch length is used to adjust the
measured intensities and arrival times in the bunch signal processor of the analysis
software.
7.5 Hardware tests
The stability and speed of the connection between computer and oscilloscope was
tested by using an oscilloscope to acquire real waveforms and transferring them
to the computer for analysis. Also, by letting the system run over night doing
acquisition and analysis repeatedly for several days, the software stability was
verified. Long repetitive runs like this can be used to reveal memory leaks and
implementation bugs. In these tests, no such problems were found.
7.5.1 Experimental set-up
In an ATLAS electronics lab, an ATLAS Local Trigger Processor (LTP) was set
up to mimic the LHC by generating a 25 ns pulse train in correspondance with
the “25 ns Physics Beam” described in Section 2.2.1. A 40 MHz clock was dis-
criminated to create a “spiky” clock. The pulses in this spiky clock were 3-4 ns
long. By using the pulse train from the LTP and the spiky clock as an input to
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a coincidence module, short pulses in the pattern of the LHC were achieved. The
pulse train was then differentiated with the help of a capacitor mounted on the
oscilloscope input in order to get the bipolar shape of the BPTX signal. These
pulses were a lot longer than those of the BPTX during LHC operation (3-4 ns
from peak to valley, compared to less than 1 ns for real LHC bunches). An orbit
and clock was also available from the LTP, allowing for a full analysis with phase
calculations and BCID associations as well.
Three different oscilloscopes were used for the hardware tests
• Tektronix DPO7104 (with option “2SR”)
• Tektronix DPO4104
• LeCroy WP7100A
All oscilloscopes fulfill the requirements stated in Section 7.2. In addition, two
different computers, one running Windows XP and one running Linux, were used
to read out the data and run the analysis software.
7.5.2 Performance evaluation
The performance of the analysis software is of great importance as it decides how
often the system can inspect the beam structure. In these tests, several hundreds
of thousand iterations were run in total, and neither the analysis software nor the
scope-computer connection failed a single time during those runs. This clearly
shows that the software is stable. The fact that it works flawlessly on several
operating systems also proves that the code is portable.
In terms of read-out and analysis time, the different hardware configurations
varied considerably. The fastest set-up was using the Tektronix DPO7104 and
running the analysis software installed on the oscilloscope itself (the oscilloscope
is actually a 3.4 GHz Pentium 4 running Windows XP). The average time needed
to carry out one iteration of data acquisition, signal processing followed by phase
and BCID association was 2.4 s. Out of this, more than half of the time was




In the work described in this thesis, a system that can monitor the clock phase
and beam structure, as well as measure individual bunch intensities and lengths,
was designed, implemented and tested. In short, a commercial oscilloscope is used
to digitize the fast signals from the BPTX detectors which are then sent to an
analysis program developed in LabVIEW. A description of how the signals from
the BPTX detectors can be used as input to the ATLAS trigger system was also
presented.
To understand what determines the shape and size of the BPTX signals, a
mathematical model was created. Approximative cable effects are included to get
the correct characteristics of the signal at the read-out point. This model was then
used to calculate the signal explicitly for a few different beam scenarios.
During the implementation of the software in the monitoring system, several
ways of extracting information from the BPTX signals were considered. A method
for assigning a phase and a BCID to each identified bunch is also described. In
order to present to the user the large number of parameters that the system will
measure, visualizing modules were designed to provide both overview and detail.
Measurements done at the SPS accelerator indicated that the signal model
is accurate in predicting the signal shape and amplitude. The set-up here also
allowed the hardware requirements to be established. The analysis algorithms
were evaluated by comparing their accuracy, performance and stability. The final
choice was then included in the full analysis chain which was tested in several long
runs in a hardware set-up to verify the stability of the software and the connection
between oscilloscope and computer. By using simulated signals, the correlation
between input parameters and the measured parameters could be checked. A
cross-dependence between the bunch length and the measured bunch intensity
was discovered, but it can be compensated for in the analysis.
In conclusion, the system complies with all the requirements except the ones
that involve integration with external ATLAS systems (for long-term storage etc.).
When the LHC is taken into operation, the beam monitoring system will simplify






An idea to create a web application that publishes recent data from the monitoring
system has been formed. This could enable ATLAS collaborators to monitor the
beams live from home or even overseas. LabVIEW supports interaction through
Java applets which could then present the results on the web. Given the security
restrictions that the technical network in the ATLAS cavern is subject to, it is un-
likely to host a web server connected to the internet. To solve this, the information
could be rerouted to a web server on another network, e.g. via IS.
9.2 Benchmarking of the bunch intensity and length
measurements
The accelerator itself will monitor the intensity and length of all the individual
bunches. This information will be made accessible and could be used to bench-
mark the methods used in the beam monitoring system. The Fast Beam Current
Transformer described in [2] is an example of a system that measures bunch by
bunch intensities with a good precision.
9.3 Refined satellite bunch finder
By mapping the measured parameters to the input parameters, the waveforms of
the identified bunches can be reconstructed and subtracted from areas where a
satellite bunch is suspected. After doing this, another algorithm, or perhaps the




9.4 Data exchange with other systems
9.4.1 Information Service/Data Interchange Protocol
The Information Service (IS) is used by various ATLAS systems to share small
amounts of information in a simple way. This is the standard interface to the
Data Aquisition (DAQ) and RunControl of ATLAS. An interest to make the mea-
surement data from the monitoring system available to others ignited ideas on
integrating it with IS. The Data Interchange Protocol (DIP) has similar function-
ality and is the standard preferred by the LHC machine. The people working on
the LHC recently requested the information from the BPTX monitoring systems
of the experiments to be published via DIP approximately once a minute.
The RF2TTC module can adjust the phase of the clock that drives all the
sub-detectors at ATLAS. If the beam monitoring system described in this thesis
would publish the average phase of the clock in IS, a computer program could
retrieve the numbers and adjust the phase in the RF2TTC module to compensate
for the drift. However, it is not yet clear if this could be handled automatically or
if it is better to let a human being interpret the results and correct these things.
9.4.2 Conditions database
The results from the beam monitoring system will be saved in COOL, a database
that ATLAS uses for time-stamped information. This database is used by various
parts of ATLAS and software interfaces for populating and querying the database
are already developed. A separate program that watches over certain folders on
the computer that runs the analysis software is the simplest solution. With a
certain interval this program could read out the data saved in files on the hard
drive and send it off to the conditions database COOL.
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In Chapter 4, the procedure to calculate the expected BPTX signal from the LHC
was presented. The Matlab program developed to do the numerical calculations
and produce the plots is presented on the following pages. Starting with the
expression for the bunch current, the final signal is reached after multiplying it with
the impedance and adding the effects of the transmission line and the oscilloscope
bandwidth. To see how each part of the system affects the signal, both the signal
and its frequency spectrum is plotted after a new component is taken into account.
The program needs two parameters when it is called, the bunch intensity (the
number of protons per bunch) and bunch length (the standard deviation of the
linear charge distribution as measured in the laboratory reference frame). In the
beginning of the m-file there are several other parameters that can be configured
easily. By adjusting the number of buttons added, the cable lengths and oscil-
loscope bandwidth, this script could verify the model against the measurements
made at the SPS accelerator (See Section 7.2).
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C:\COHMs\CERN\Repository\Thesis\bptxsignal.m 1 of 6
%-------------------------------------------------------------------
% ATLAS BPTX signal calculation
% by Christian Ohm, PH/ATR (christian.ohm@cern.ch)
%-------------------------------------------------------------------
 






% Length of signal in samples
% Length of transmission cable in m
% Scope bandwidth in MHz
 
% The number of button electrodes that are added before the cable
 










axis([-2e-9 2e-9 min(ib)*1.5 max(ib)*1.5])




% Calculate the discrete frequency spectrum for the current
% Next power of 2 for L
 
% Create the corresponding frequency vector
% (rad/s)
 
% Plot the frequency spectrum for the current against frequency
% plot(w,abs(Ib).^2,'k-','LineWidth',1.0)




% Plot the shifted frequency spectrum for the current
plot(wshifted,fftshift(abs(Ib).^2),'k-','LineWidth',1.0)
grid on
axis([-1.5e10 1.5e10 -10 max(abs(Ib).^2*1.2)])
title('Shifted amplitude spectrum of i(t)','FontSize',15)
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% Calculate the impedance that the button current "sees"
% Cable impedance
% Button-beam pipe capacitance
% Total impedance
 
% Plot the impedance as a function of frequency
plot(wshifted,real(Z),'b-',wshifted,imag(Z),'r--','LineWidth',1.0)
grid on
axis([-3e10 3e10 -30 60])
legend('Re(Z)','Im(Z)')




% Calculate and plot the frequency spectrum of the voltage
% The voltage signal in frequency space
% Multiply by number of buttons
plot(wshifted,abs(Ub1).^2,'k-','LineWidth',1.0)    % Plot amplitude spectrum
grid on
axis([-1.5e10 1.5e10 -0.5e4 max(abs(Ub1).^2*1.2)])




% Calculate the voltage in time space by taking the inverse Fourier
% transform of the frequency representation
% The voltage signal in time space
 
% Plot the voltage as a function of time
plot(t,ub1,'k-','LineWidth',1.0)
grid on
axis([-3e-9 5e-9 min(ub1)*1.2 max(ub1)*1.2])






% Alternative calculation, impulse response of impedance is calculated 






axis([-3e-9 3e-9 -1.5 1.5])
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axis([0 0.5e-8 -1e10 8e10])






axis([-3e-9 5e-9 min(vb)*1.2 max(vb)*1.2])






% Transmission line effects
%-------------------------------------------------------------------------
 
% The attenuation given in the data sheet of the CMA50 cable per 100 m
 
% Adjust the attenuation for the given cable length
 
% Convert from dB to fraction
 
% Convert from hertz to rad/s
 
% Split up nominal and maximum attenuations
 





% Extract the parameters from the
 
% For adding the effect of the transmission line to the signal
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C:\COHMs\CERN\Repository\Thesis\bptxsignal.m 4 of 6
 
% Multiply the voltage spectrum Ub1 with the transfer function
% The voltage signal in frequency space
plot(wshifted,abs(Ub2).^2,'k-','LineWidth',1.0)   % Plot amplitude spectrum
grid on
axis([-1.5e10 1.5e10 0 max(abs(Ub2).^2*1.2)])





% Calculate the voltage in time space by taking the inverse Fourier
% transform of the frequency representation
% The voltage signal in time space
 
% Plot the voltage as a function of time
plot(t,ub2,'k-','LineWidth',1.0)
grid on
axis([-3e-9 5e-9 min(ub2)*1.2 max(ub2)*1.2])
plottitle = ['Voltage from ' int2str(nbuttons) ' button pick-up(s) after ', int2str









legend('Fitted curve','Points from data sheet')
grid on
axis([0 1e10 0 1])






% Oscilloscope bandwidth effects
%-------------------------------------------------------------------------
 
% Get cut-off frequency of the oscilloscope in rad/s instead of MHz
 
% The transfer function of the "oscilloscope low-pass filter"
% Hscope = 1./(1+i.*w./bandwidth)
 
% For adding oscilloscope effect to the signal, sample at wshifted
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%TODO: multiply with voltage spectrum after cable
% The voltage signal in frequency space
plot(wshifted,abs(Ub3).^2,'k-','LineWidth',1.0)   % Plot amplitude spectrum
grid on
axis([-1.5e10 1.5e10 -0.5e4 max(abs(Ub3).^2*1.2)])
plottitle = ['Amplitude spectrum of u_3(t) after ', int2str(cablelength), ' m cable and 





% Calculate the voltage in time space by taking the inverse Fourier
% transform of the frequency representation
% The voltage signal in time space
 
% Plot the voltage as a function of time
plot(t,ub3,'k-','LineWidth',1.0)
grid on
axis([-3e-9 5e-9 min(ub3)*1.2 max(ub3)*1.2])
plottitle = ['Voltage from ' int2str(nbuttons) ' button pick-up(s) after ', int2str










axis([0 1e10 0 1])






% Plot the voltages u1, u2, u3 as a function of time
plot(t,ub1,'r-.',t,ub2,'b:',t,ub3,'k-','LineWidth',1.0)
cablestring = ['After ' int2str(cablelength) ' m cable'
scopestring = ['After cable and ' int2str(scopebandwidth) ' MHz scope'
legend('Before cable',cablestring,scopestring)
grid on
axis([-3e-9 5e-9 min(ub1)*1.2 max(ub1)*1.2])
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%-------------------------------------------------------------------------
% Functions used to calculate the current
%-------------------------------------------------------------------------
 
% Button current at a certain intensity N, longitudinal bunch length sigmaz 
% and time t
function I = buttoncurrentpoint(N, sigmaz, t)
 
% Integrate (limits to only integrate where the button covers the pipe)
 
function integrand = integrand(z, N, sigmaz, t)
 
% electron charge
% radius of the beam pipe where the 
                                % pick-up is installed
% 963 mm² surface area







The data sheet of the CMA50 cables from Nexans gives the attenuation per 100
m for the frequencies in Table B.1.





Table B.1. Attenuation per 100 m cable at different frequencies.
B.2 Cable length measurements
Using a Time Domain Reflectometer (TDR), the length of the cables installed
between the ATLAS BPTX stations and the rack in the ATLAS underground
counting room USA15, were measured. The principle of the TDR instrument is
simply to send a pulse through the cable and measure the time it takes before the
Cable Delay (ns) Length (m)
A1 906 ± 1 220.0 ± 0.2
A2 909 ± 1 220.7 ± 0.2
C1 937 ± 1 227.5 ± 0.2
C2 937 ± 1 227.5 ± 0.2
Table B.2. Measured cable lengths from the TDR instrument.
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pulse from the reflection at the end of the cable returns. In addition to measuring
length, this method can be used to look for cable defects.
There are four cables installed, two per BPTX station. Only one will be used
and the other one is a spare. The cables are labeled by which side of the ATLAS
experiment they come from. The side that faces east, towards Geneva, is called
the A side and the other side, facing the Jura mountains, is called the C side.
Consequently, the cables are named A1, A2, C1 and C2.
After the delay of the pulse reflection was measured, the cable length was
calculated using the signal speed given in the data sheet, v = 0.81c0. The time
delay and the calculated cable lengths are presented in Table B.2.
Appendix C
LabVIEW files
The analysis software is built up of numerous components. A module in LabVIEW
is called a Virtual Instrument (VI) and in this chapter, a few of the high-level VIs
developed for this project are listed and their function is explained.
bunch-signal-processor-0.vi The simplest version of the bunch signal processor
described in Section 6.5.
bunch-signal-processor-0.5.vi Amore sophisticated version of the bunch signal
processor that uses the area under the peak as the bunch intensity measure.
bunch-signal-processor-1.vi This bunch signal processor performs fits of sec-
ond degree polynomial functions around each peak and vally of the bipolar
bunch signals. This makes it more accurate in measuring bunch length but
suffers from stability and reliability problems.
bunch-signal-processor-2.vi This VI makes an attempt at using a full fit of
the recorded signal to a model function in order to determine the bunch
parameters. The time needed for this type of analysis is several orders of
magnitude larger than the more simpler versions. This specific VI can only
handle BPTX signals recorded with a sampling rate of 5 GHz.
full-chain-test.vi As the name indicates, this VI tests the entire analysis chain
with bunch processing, phase and BCID association, visualization of results
and data storage. The VI can be configured to use saved signal waveforms
or generate new ones.
generate-clock-signal.vi This VI generates a simulated clock signal with cus-
tom frequency, voltage levels, duty cycle, phase, slope, jitter, sampling rate,
length and noise.
generate-orbit-signal.vi This VI generates a simulated orbit signal with custom




long-test-run-with-scope-XXX.vi A VI designed to test the stability of the
hardware communication and the analysis algorithms. The “XXX” in the
filename indicate that this VI exists in many flavors, each one adapted for a
different oscilloscope.
oscilloscope-acquisition-XXX.vi An oscilloscope-specific VI that tells the os-
cilloscope to record data and transfer it to the computer.
oscilloscope-setup-XXX.vi This VI configures the oscilloscope for data acqui-
sition. Vertical range and offset, coupling, record length, sampling rate,
trigger level etc can all be configured through this module.
outlier-finder.vi This VI acts as a filter for the identified bunches. Using selec-
tion criteria for the bunch parameters, the bunches that differ a lot from the
mean is picked out for a closer inspection.
phase-and-bcid-associator.vi This module combines the condensed bunch train
information in a BTD with the clock-ticks and orbit pulses stored in SPTDs
to assign a phase and a BCID to each bunch.
pulse-signal-processor.vi Analyzes the clock and orbit signals and saved the
locations of all the identified edges it finds.
