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ABSTRACT
This work i s  concerned w ith th e ap p lica tio n  o f  optim al co n tro l 
methods to  a p i lo t  sca le  d i s t i l la t io n  column. A dynamic model o f  the  
column i s  derived from p h ysica l equations and th e model r e s u lt s  are 
v e r if ie d  by comparison with those obtained in  p r a c tic e . A reduced 
order model o f  th e column was a lso  obtained by c a lcu la tin g  model 
frequency responses.
Optimal con tro l systems to  regu la te  the column are designed  
using Kalman’s form ulation o f  Bellmans dynamic programming p r in c ip le .
A quadratic co st function  and a lin e a r ise d  plant model are used to  
obtain  a s ta te  feedback and feedforward con tro l system . Methods o f  
reducing the number o f  measurements required fo r  optim al co n tro l are 
in v estig a ted , inclu d ing the use o f  an observer system and th e  elim ina­
t io n  o f  con tro l c o e f f ic ie n ts  using  a penalty  function .
The optim al con tro l was te s te d  using computer sim ulation  and on­
l in e  to  th e  d is t i l la t io n  column under d ir e c t  d ig i ta l  computer co n tro l. 
The r e s u lt s  were compared m th  th ose obtained using  d iscre te -tim e  tw o- 
term con tro l system s. An approximate method o f  ach ieving tim e optim al 
con tro l was a lso  in v estig a ted .
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CHAPTER 1
THE COMPUTER CONTROL OF DISTILLATION COLUMNS 
1) Introduction
The work described here covers th e fo llow in g  f ie ld s
i )  D is t i l la t io n  Column Control
D is t i l la t io n  columns have received  a great deal o f  a tten tio n  in  th e  
la s t  20 years. Much o f  th e  e f fo r t  has been devoted to  developing improved 
dynamic models, based on the p h y sica l equations o f  th e p ro cess , which have 
been used to  p red ict column behaviour over a wide range o f  operating  
con d ition s. The use o f  th ese  models in  con tro l system design has been 
lim ited  as a model in  matrix form i s  obtained rather than in  tr a n sfe r  
function  form.
Column feedback control has in  general been r e s tr ic te d  t o  s in g le ­
variab le  two or th ree term con tro l o f  p ressu res, temperatures and flo w s. 
In tera ctio n  between con tro l loops has been reported but in d u s tr ia l users  
have avoided t h is  problem by lea v in g  " d if f ic u lt ” ( in te ra c tin g ) lo o p s under 
manual co n tro l.
The most s ig n if ic a n t  recent development has been the widespread 
use o f  feedforward co n tro l. Disturbances are sensed before en ter in g  th e  
column and con tro l v a r ia b les  are manipulated, according to  a mathematical
- 1 4 -
model o f  th e  p la n t, to  compensate for  th e ir  e f f e c t .  This type o f  pre­
d ic t iv e  con tro l has obvious advantages when long process tim e delays occur, 
and su ccessfu l a p p lica tio n s have been reported .
i i )  Computer Control
In th e  la s t  decade considerable progress has been made in  th e  use 
o f  d ig i ta l  computers to  con tro l chem ical p la n t. This has stim ulated  in te r ­
e s t  in  sampled-data contro l theory and much work has been done on th e  
design o f  d ig i t a l  con tro l system s.
Computer con tro l systems have not been respon sib le  fo r  any great 
improvement in  process^ con tro l fo r  th e fo llow in g  reasons: -
a) No s ig n if ic a n t  improvements in  con tro l have been achieved , in  
most in s ta lla t io n s  d ig i t a l  con tro l systems are designed t o  reproduce 
th e  functions o f  analogue con tro l system s.
b) The e f fo r t  required to  prepare computer con tro l programmes i s  
la r g e , systems programme development tim e ranges from f i f t y  to  one 
hundred man-years and a p p lica tion s programming fo r  a s p e c if ic  p la n t  
can take a fu rther twenty man-years. 3 .
c) In most ap p lica tion s th e  computer i s  used to  monitor p lan t  
measurements and prepare data lo g s .
- 1 5 -
i i i )  Optimal Control Theory
In the la s t  decade a great deal o f  e ffo r t  has been devoted to  
optim al con tro l theory. A con tro l system i s  designed to  optim ise a per­
formance c r ite r io n  to  achieve con tro l y ie ld in g  minimum co st in  some sen se. 
While many mathematical r e s u lt s  and optim ising  techniques have been 
developed l i t t l e  o f  t h is  work has been applied  in  p r a c tic e . This i s  due 
to  severa l fa c to r s :-
a) The optim al con tro l design ca lcu la tio n s  are complex and th e  
r e s u lt s  are not u su a lly  obtained in  c lo se d \form, and an open loop  
con tro l stra teg y  r e s u lt s .
b) I t  has proved extrem ely d i f f i c u l t  to  formulate a r e a l i s t i c  perfor­
mance c r ite r io n  fo r  most p r a c tic a l con tro l problems.
c) Plant models used in  the chemical industry are based on simple 
t e s t s ,  e .g .  step  function in p u ts , whereas optim al co n tro l problems 
are u su a lly  formulated in  terms o f  m atrices. The optim al so lu tio n  
often  requires more measurements than are gen era lly  a v a ila b le .
Optimal control theory has been o f  use in  in d ica tin g  what th e  b e st  
contro l so lu tio n  i s  l ik e ly  to  be and in  suggesting  suboptimal so lu tio n s  
which can y ie ld  improved co n tro l.
- 1 6 -
2) O utline o f  th is  Work
V’ The in creasin g  ”gap” between con tro l theory and p r a c tic e , and th e  
lack  o f  success in  using  th e  f u l l  power o f  the d ig i ta l  computer in  process  
contro l are serious, problems. In t h is  work an attempt has been made t o  
c lo se  th e  ”gap” by designing optim al d ig i t a l  con tro l systems fo r  a p i lo t  
sca le  d i s t i l la t io n  column and comparing the r e s u lt s  obtained w ith  current 
in d u str ia l p r a c tic e . D is t i l la t io n  column con tro l presents two main 
problem s:-
i )  To change the columns s ta te  in  minimum tim e, the start-u p  and 
shut-down problem.
i i )  To regu late  th e column at steady s ta te  in  the presence o f  
’ d isturbances.
When applying optimal con tro l theory t o  a p r a c t ic a l p lan t approxi­
mations must be made to  s im p lify  th e problem. This i s  p a r tic u la r ly  tra®  
in  th e  s ta r t up case where:-
i )  The column behaviour i s  non -lin ear
i i )  To obtain th e  complete optim al so lu tio n  a. two p oin t boundary value  
problem must be so lved .
An approximate method o f  obtain ing tim e optimal con tro l suggested by 
G rethlein and L a p id u s\ described in  Chapter 2 , was te s te d  on sim ple 
second order system s. I t  was found to  be unsu itab le and fu rther e f fo r t  
was devoted to  th e problem o f  column reg u la tio n .
- 1 7 -
In Chapter 3 a p lant model based on th e p h ysica l equations o f  the  
process i s  described. The model i s  in  m atrix form and i s  w e ll su ited  to  
use in  optimal c o n tro ller  design . In Chapter k the so lu tio n  o f  th e  model 
equations using a d ig i t a l  computer i s  d iscu ssed , and in  Chapter 5 the  
model i s  compared w ith observed r e su lts  to  check i t s  v a l id i ty .  A method 
o f  reducing the model order i s  a lso  presented.
In Chapter 6 methods o f  designing m u lti-var iab le  feedforward and 
feedback con tro l systems using optim al con tro l theory are presented . Two 
methods o f  reducing th e number o f  measurements required by th ese  con tro l 
systems are a lso  d iscu ssed . In Chapter 7* the contro l systems designed  
for  th e  N.P.L. column are te s te d  by d ig i t a l  computer sim u lation . F in a lly ,  
in  Chapter 8 th ese  con tro l methods are app lied  o n -lin e  to  the N.P.L. 
column under d ig i ta l  computer co n tro l. The r e su lts  obtained are compared 
w ith those obtained using d iscre te -tim e  two-term con tro l system s.
The r e s u lt s  show th a t th e  optim al control system does not o f fe r  
any s ig n if ic a n t  improvement in  column con tro l in  th is  c a se . S ince contrary  
claim s have been made in  th e published l it e r a tu r e  on th e  theory o f  optim al 
co n tro l, the present work should provide a  more r e a l i s t i c  assessm ent o f  
the p o ten tia l advantages o f  t h is  type o f  co n tro l.
3) O riginal Contributions
These are considered to  b e : -
- 1 8 -
a) A c r i t i c a l  assessment o f  the con tro l scheme o f  G rethlein and 
Lapidus.
b) The use o f  heat lo s s e s  in  th e column model in stea d  o f  th e  p la te  
e f f ic ie n c y  fa c to r .
c) The use o f  a frequency response programme t o  reduce th e  order o f  
a column model.
d) The p r a c tic a l a p p lic a tio n .o f  m ultivariab le  c o n tr o lle r s  designed  
using the optimal lin e a r  regu lator method.
e) The use o f  ah observer in  a p r a c tic a l control s itu a t io n  t o  
estim ate p lant measurements.
f )  A p r a c tic a l comparison between an optim al lin e a r  co n tro l system  
and d iscreteH im e two-term co n tro l.
- 1 9 -
CHAPTER 2
THE CONTROL SCHEME OF GRETHLEIN AND LAPIDUS1
1) Introduction
The optimal o n -o ff  con tro l o f  d i s t i l la t io n  columns, o ffe r s  the  
fo llow in g  advantages: -
i )  Column s ta r t  up can be optim ised by making large  s ta te  changes 
in  minimum tim e.
i i )  Regulation can be improved by correctin g  d ev ia tion s from a 
desired  s ta te  in  minimum tim e.
i i i )  Batch d is t i l la t io n  can be optim ised by d i s t i l l i n g  a batch in  
th e  sh o rtest p o ss ib le  tim e.
However, tim e optim al con tro l i s  d i f f i c u l t  t o  apply as a tw o-point 
boundary value problem has to  be so lved  to  ca lcu la te  th e  correct sw itch ing  
tim es. This requires a great deal o f  computer tim e and i s  not su ita b le  
fo r  o n -lin e  con tro l a p p lica tio n s .
Sub-optimal o n -o ff  con tro l s tr a te g ie s  which require lim ite d  o n - lin e
c a lc u la tio n , but g ive  only a sm all degradation in  performance can be
2 , # 
used. Rees suggested th a t a scheme devised  by G rethlein and Lapidus, to
obtain approximate tim e optimal co n tro l, was su ita b le  fo r  th e N.P.L.
column. The scheme was assessed  by computer sim ulation when c o n tr o llin g
a simple second order system. The r e s u lt s  obtained were compared w ith
theory and were published as an N.P.L, rep ort, which i s  included in  t h i s
- 2 0 -
volums as Appendix 1. The r e s u lt s  o f  th a t in v e s tig a tio n  are summarised 
b r ie f ly  here.
2) Control S trategy
The con tro l scheme was based on a sampled data approach, and the  
assumption th a t time optim al con tro l i s  o n -o ff  fo r  most p h ysica l system s. 
At each sempling in ter v a l a p lant model was used to  p red ict th e  systems 
s ta te  i f  three p o ss ib le  input values were app lied , th e tv o  l im it  va lu es  
and come interm ediate value • These pred icted  va lu es were used t o  evaluate  
a quadratic c o st  function  o f  the system s t a t e ,  fo r  the next sampling 
in ter v a l and th e value o f  co n tro l which minimised i t  was app lied  to  the  
system . I f  the interm ediate value was used, a second order curve was
6cr-c*-5> JTT-£--»'l^-'rrUA-7v'V c* i
f i t t e d  t o  th e  th ree va lu es and the con tro l which minimisedr t h is  curve was 
applied  to  th e  system.
3) T kegoetical B esu its
The tim e optim al con tro l o f  a sim ple second order system was c a l -  
cu lated  using Pontryagins maximum p r in c ip le  , and i t  m s  shown th a t an on- 
o f f  co n tro l r e su lted . The optim al co n tro l v ith  a s ta te  error quadratic  
performance c r ite r io n , s im ila r  t o  th a t used by G retklein and lap id u s was 
a lso  ca lcu la ted . The optim al co n tro l was o n -o ff , but w ith sin gu lar  
in te r v a ls , where th e  Hamiltonian fu nction  i s  not an e x p l ic i t  fu n ction  o f  
th e control* The sin gu lar co n tro l gave lin e a r  phase plane tr a je c t o r ie s .
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4) Sim ulated R esults
The simple second order system was sim ulated on a d ig i t a l  computer 
under th e  con tro l o f  the G rethlein and Lapidus scheme. The r e s u lt s  
obtained showed th a t : -
i )  System performance depended on th e  values assigned to  perfor­
mance c r ite r io n  w eighting c o e f f ic ie n t s .
i i )  With the correct w eighting c o e f f ic ie n t  values approximate tim e  
optimal con tro l could r e su lt  hut th e con tro l a lso  depended on the  
i n i t i a l  error va lu e .
i i i )  The interm ediate con tro l a lso  gave lin e a r  phase plane tr a je c ­
t o r ie s  hut th ese  were not re la ted  to  th e optimal singu lar tr a je c to r ie s .
iv )  The performance c r ite r io n  fo r  th e  whole tr a je c to ry  was not 
minimised using a one sampling in ter v a l p red ic tio n .
5) Conclusions
The r e s u lt s  obtained show th a t approximately time optim al con tro l 
can r e s u lt  using th e G rethlein and Lapidus strategy* However th e con tro l 
schemes performance depends e n t ir e ly  on th e values assigned to  performance 
c r ite r io n  w eighting c o e f f ic ie n ts  and th e  magnitude o f  th e  error. A 
th e o r e t ic a l a n a ly sis  shows th a t th e assumption o f  ”o n -o ffM co n tro l i s  not 
always j u s t i f ie d .
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I t  was concluded th a t th e  method i s  too s e n s it iv e  to  th ese  e f f e c t s  
to  he used in  p r a c tic e . As th e column i s  h igh ly  non -lin ear i t  m s  f e l t  
th a t any approximate method o f  tim e optim al con tro l fo r  large  s ta te  
changes w i l l  he d i f f ic u l t  to  implement in  p r a c tic e . In th e  next chapter 
th e  problems o f  column m odelling are d iscu ssed  in  more d e t a i l .
v
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CHAPTER 3
A DYKAMIC MODEL OF A DISTILLATION COLUM
1) Introduction
In t h is  chapter equations describ ing  the dynamic behaviour o f  a 
p la te  d i s t i l la t io n  column are presented . The equations are derived from 
the p la te  m aterial and enthalpy balances to  g ive  a se t  o f  non -lin ear d i f ­
fe r e n t ia l  equations describ ing th e column composition dynamics. The 
v a lid ity  o f  the s im p lify in g  assumptions involved are d iscu ssed , and 
a tten tio n  i s  given to  th e problems encountered in  m odelling th e s ix  p la te  
column a t N.P.L. F in a lly  the equations are presented in  l in e a r is e d  form 
su ita b le  fo r  the design o f  lin e a r  con tro l system s.
2) General Considerations
The b asic  d if fe r e n t ia l  equations describ ing d i s t i l la t io n  column 
dynamics were f i r s t  presented by Marshall and Pigford^ in  19^7. They 
c o n s is t  o f  the l ig h t  component, m aterial and enthalpy d if f e r e n t ia l  
balances for  each p la te  and are b r ie f ly  presented here for  a binary  
system.
F ig . (3.1)  shows the conditions at three adjacent p la te s  j + 1 ,j  
and j-1  in  a binary d is t i l la t io n  column. On p la te  j q u a n tit ie s  o f  l iq u id
- 2 4 -
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H. o f  com position x . ,  and vapour h . o f  com position y . ,  are held  up.
1 1 1  1
Liquid o f  com position z . i s  fed  onto p la te  3 w ith a flow  ra te  P . .  A
0 1
vapour stream o f  com position y .  w ith a flow  rate  V. and a l iq u id  stream
<3 0
o f  com position x . w ith a flow  ra te  L. lea v e  p la te  j ;  w hile vapour o f  
<3 0
composition y ^  and liq u id  o f  com position x ^  with flow  ra te s  o f
and L . _1 arrive  a t p la te  j from the p la te s  /below and above r e sp e c tiv e ly . 
1 *
Then fo r  p la te  j the fo llow in g  balance equations can be w ritten
a) Total m aterial balance
<3H. ah.
'•rr^Wr'-rr1  * L. « -  L. + V. 4 -  V. + F .,  (1)dt dt j - 1 3 3+1 3 3
b) Light component m aterial balance
+ V / = Lj-1Xj-1 - Vo + Vj+lVl - Vo + Vr (2)
dt
c) Enthalpy balance
d ( H. I . + h . J . )  « L. - I .  - -  L . I . + V . . . J . . -  V.J.  + Q. + ’F . I . * . ( 3 )
  3 3 3 3 . 1.-1 1-1 3 3 3+1 3+1 3 3 3 3 3
dt
Where I .  i s  the enthalpy o f  saturated liq u id  w ith com position x . ,
3 3
Jj i s  th e enthalpy o f  saturated  vapour with com position y ^
I f  i s  the enthalpy o f  liq u id  w ith com position z . ,  which may not be 
b o ilin g ,
and i s  the heat tra n sfer  to  p la te  j .
The composition o f  vapour lea v in g  p la te  j ,  under id e a l con d ition s  
w il l  be in  equilibrium  w ith th a t o f  the b o ilin g  liq u id  and i s  defin ed  by 
the vapour-liqu id equilibrium  re la t io n sh ip  for th e m ixture,
- 2 6 -
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In p r a c tic e , equilibrium  may not be a tta in ed  and th e vapour compo-
exten t o f  t h is  dev iation  i s  defined by th e p la te  e f f ic ie n c y  fa c to r ,
The balance equations (1) to  (3) are exact and have formed th e  
b a s is  o f  a l l  p h ysica l models proposed fo r  d i s t i l la t io n  columns. However 
they  do not defin e  a so lu tio n  to  th e  problem u n less further equations  
based on su ita b le  sim p lify in g  assumptions are sp e c if ie d . Common 
assumptions are as fo llow s
a) Binary m ixture.
b) The liq u id  and vapour in  each column stage are p e r fe c t ly  mixed.
c) The column c o n s is ts  o f  id e a l p la te s , E. « 1. This u su a lly
3
composition dynamics due to  vapour holdup and vapour flow  dynamics 
are n eg lected .
f )  Column operation i s  ad iab atic .
g) The components have sim ilar  la te n t h ea ts . This to g eth er  w ith
assumption ( f )  means th at the enthalpy balance i s  ignored and
V. « V .„  and L. « L. except at the feed  p la te .J j-1. .1 J-1 - *
s it io n  y.. w i l l  d if fe r  from th e equilibrium  vapour com position y j .  The
(5)
includes the reb o iler
d) The column operates at constant pressure.
e) Vapour holdup h . i s  n e g lig ib le .  This assumption means th a t
d
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The liq u id  holdup H. i s  independent o f  time and l iq u id  flow  
dynamics are n eg lected .
Only sm all changes in  operating conditions are o f  in te r e s t  and 
th e equations can be l in e a r is e d .
E. i s  independent o f  t i « .  ;
The column i s  in  o v e ra ll steady s ta te  balance.
A ll or some o f  th ese  assumptions have been used to  derive dynamic 
models o f  d i s t i l la t io n  columns. In general the choice o f  assumptions 
depends in  part on the way in  which the equations are t o  be so lved . These 
methods can be divided in to  two main ty p es , described in  th e next two 
se c t io n s .
3) Analogue computer so lu tio n s
The use o f  an analogue computer normally means th a t th e d i s t i l l a ­
t io n  column equations must be l in e a r is e d . A n on -lin ear model would 
require at le a s t  one m u ltip lier  and one function generator fo r  each p la te .  
This l im its  the order o f  a n on -lin ear problem and makes s e t t in g  up 
d i f f i c u l t .
■ 5 - . -
The model developed by Lamb, P igford and Pippin i s  ty p ic a l  o f
t h is  group. They use a l l  the assumptions except (c ) and (h) to  d erive  a 
l in e a r ise d  model describ ing  liq u id  flow  and com position dynamics, th e  
change in  liq u id  flow  rate  transm itted  from one p la te  to  the next i s  des­
cribed by a f i r s t  order la g . G erster e t  a l .^  compared t h is  model w ith  
p r a c tic a l r e su lts  and reported good agreement for  sm all changes in  
operating con d ition s.
h)
i )
5)
k)
- 2 8 -
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Rijnsdorp proposed a l in e a r is e d  model using assumptions ( a ) ,  ( b ) 9 
( c ) ,  ( e ) ,  ( f ) ,  ( g ) ,  ( i ) ,  ( j )  and (k) and so lved  th e equations on an 
analogue computer in  which a large number o f  p assive  networks were used.
The model included pressure9 liq u id  flow  and com position dynamics and 
included the e f f e c t  o f  vapour flow  ra te  changes on th e liq u id  flow  dynamics. 
Following a change in  vapour flow  ra te  th e p la te  liq u id  holdup was found 
to  decrease causing a temporary increase in  liq u id  flow  ra te  to  th e p la te  
below. This e f f e c t  could cause a column to  exh ib it an in verse response  
under cer ta in  circum stances and by adjusting a c o e f f ic ie n t  Rijnsdorp was 
able to  reproduce th is  e f f e c t  w ith h is  model.
k) D ig ita l  computer so lu tio n s
Numerical so lu tio n s  can be obtained by so lv in g  th e  equations u sin g  
a d ig i t a l  computer. This approach i s  not confined to  lin e a r is e d  models 
but the problem a r ise s  o f  fin d in g  a s ta b le  and accurate numerical in teg ra ­
tio n  method.
8'Rosenbrock used assumptions (a ) ,  (b ) 9 ( c ) 9 (d ) ,  ( e ) 9 .(f)* (g)» ( h ) , 
( j )  and (k) to  develop a non -lin ear dynamic model based on the mass 
balance equations. He paid p a rticu la r  a tten tio n  to  th e numerical d i f f i ­
c u lt ie s  encountered in  so lv in g  the equations on a d ig i ta l  computer and
g
suggested means o f overcoming them. The model was extended to  include  
multicomponent mixtures and was compared with p r a c tic a l r e s u lt s  from an 
e ig h t p la te  three-component column.
- 2 9 -
Huckaba, May and Franke^ used assumptions ( a ) ,  (b ) ,  ( c ) ,  (d ) ,
( e ) 9 ( f ) ,  (h ) ,  ( j )  and (k) to  derive a model describ ing composition  
dynamics, by assuming lin e a r  enthalpy-concentration re la tio n sh ip s  th ey  
elim inated  some dependent v a r ia b les  from the equations so th at separate  
enthalpy balance equations were not required. The model r e s u lt s  were 
compared w ith th ose obtained in  p ra c tice  from a 12 p la te  binary column.
P ieser  and Grover^ presented a model using assumptions (b ) ,  ( c ) ,  
( e ) ,  ( f )  and (k) fo r  a multicomponent column. The model included l iq u id  
flow  dynamics and th e  e f f e c t  o f  pressure drop across p la te s . The model 
was used to  study "flooding” e f f e c t s  in  a column which wfere causing  
contro l d i f f i c u l t i e s .  The numerical methods used were not s ta te d , and 
Rijnsdorp*s lin e a r is e d  approach would probably have been eq u ally  rev ea lin g .
12W illiams used a model sim ilar  to  th a t derived by Rosenbrock to
describe the composition dynamics o f  th e H.P.L. column. He a lso  included
the e f fe c t  o f  vapour condensing in  th e column by assuming th a t a t each
p la te  th e  vapour flow  ra te  i s  reduced by a fa c to r  (1-k) and th e  l iq u id
flow  ra te  i s  correspondingly increased . The factor  k was chosen to  match
the model top product flow  ra te  to  values obtained in  p r a c tic e . The
model was compared w ith p r a c tic a l step  responses and was found to  agree
w e ll except that th e top product com position was u su a lly  3% low , W illiam s
suggested th a t th is  was due to  feed  flow  rate  errors. The equations were
13solved  using M ichaelson, Mah and Sargent’s method which w i l l  be d is ­
cussed in  Chapter k.
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Sunderland sim ulated W illiams non-linear model using th e FIFI
15d ig i t a l  sim ulation programme . He stud ied  the e f f e c t  o f  introducing  
hydrodynamics in  the model a s : -
i )  A pure time delay in  th e  propagation o f  l iq u id  flow  changes from 
p la te  to  p la te .
i i )  A pure time delay in  the propagation o f  com position changes 
from p la te  to  p la te .
The dynamic e f f e c t  described by ( i )  caused th e model to  ex h ib it a non­
minimum phase response, w hile  ( i i )  caused a general slow ing in  th e model 
step  response. Sunderland concluded that delays o f  type ( i i )  were more 
l ik e ly  to  occur in  the N.P.L. column, but the e f f e c t s  were o f  l i t t l e  
s ig n ifica n ce  in  t h is  ca se .
5) The p i lo t  sca le  d i s t i l la t io n  column
The p i lo t  sca le  d i s t i l la t io n  column at N.P.L. separates a mixture 
o f  water and e th y l a lco h o l, whose p h ysica l data i s  given in  Appendix 2 . 
The vapour-liqu id equilibrium  curve e x h ib its  a pronounced nknee” in  th e  
region about 20% molar liq u id  com position. Above 75$ molar l iq u id  com­
p o s itio n  the mixture enters an azeotrop ic region where the vapour compo­
s it io n  i s  the same as that o f  the b o ilin g  liq u id  and further separation  
by d is t i l la t io n  i s  not p o ss ib le .
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The column, which is constructed of glass, has six bubble-cap 
plates and is well-lagged* Feed is supplied to the column at the fourth 
plate from the top by a constant volume delivery pump. Thermistor probes 
measure plate liquid temperature and the column is open to the atmosphere. 
The reboiler is heated by electric elements and the liquid level in it is 
held constant.
The condenser consists of a vertical spiral tube through which 
cold water flows at a constant rate. Liquid hold-up in the condenser is 
negligible as condensate falls directly into a pivoted funnel which deter­
mines the reflux ratio. The funnel is moved by a solenoid and has two 
positions; in one position condensate flows out of the column as product 
and in the other it is returned to the top plate as reflux. The relative 
times in each position within a 32 sec. cycle determines the reflux ratio* 
The top product passes through a composition meter which measures its di­
electric constant.
Sixteen variables can be scanned every 32 secs, and their values 
recorded on paper tape in binary coded decimal. The column ceased opera­
tion in 1969 when the experimental work described here was completed.
6) A Model of the N.B.L. Column
All distillation column models are based on the basic balance 
equations (1), (2) and (3). The assumptions used in a particular model 
depends on the method of solution and the particular physical effects
- . 3 2 -
exhibited by the column of interest.
The N.P.L. column model was required in a linearised form for 
control system design, but a non-linear model was developed becauser-
i) The FIFI digital simulation language was available,
ii) The non-linear model allowed comparison between model and plant 
step responses.
iii) The non-linear model could be used to determine the range of 
validity of the linearised model.
Practical results obtained from the column indicated that vapour 
flow and composition dynamics and liquid flow dynamics were negligible 
and the column operated at constant (atmospheric) pressure, so assumptions 
(a), (d), (e) and (h) were used. The N.P.L. column is small so perfect 
mixing assumption (b) and unity plate efficiency assumptions (d) and (j) 
were used. Steady state heat balances showed a loss of about 30% and to 
include this effect in the equations it was assumed that heat loss occurs 
at each plate but column operation between plates is adiabatic. The 
enthalpy-eomposition relationships for water and ethyl alcohol were 
assumed to be linear and the column was assumed to be in overall balance, 
assumption (k).
The assumptions, apart from the inclusion of heat losses, are
10similar to those used by Huckaba, May and Franke and their approach is 
used to obtain the model equations. The assumptions are used to simplify 
the general plate equations (1), (2) and (3) derived for the column
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p la te s  shown in  F ig . (3 .1 )  and are as fo llow s
i )  T otal m aterial "balance
( 6 )
i i )  Light component "balance
(7)
i i i )  Enthalpy "balance
( 8 )
The equations are fo r  any p la te  j ,  but in  each column sec tio n  
shown in  F ig . (3*2) they d if fe r  in  d e ta il  and the r e s tr ic t io n s  and end 
conditions are l i s t e d  in  Table 3 .1 .  A ll flow s are in  gm-moles/min and 
com positions are the molar proportion o f  e th y l a lco h o l.
These b asic  equations are now s im p lified  fu rther by e lim in a tin g  
some o f  th e dependent v a r ia b les . F ir s t  we consider th e condenser which 
has no liq u id  holdup and hence no dynamic e f f e c t .  However i t  im p lies  
certa in  algebraic re la tio n sh ip s  and the balance equations in clu d in g  end 
conditions a r e :-
M aterial balance, 'V^  8 Lq + D (9)
Light component balance , = y  ^ (10.)
Enthalpy balance, = (LQ + D) (IQ -  C (T ^  -  TQ))+  Qq . (11)
Now as the enthalpy-compos i t  ion re la tio n sh ip s  are assumed to  be l in e a r ,  
then at p la te  j ,  for  saturated liq u id ,
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I, « ax. + c, (12)
J J
and for saturated vapour, J. » by. + d (13)
J J
Substituting equations (9)» (12) and (13) into equation (11) gives,
'  ~  ' - / V . ' v;. Q0 ;
L0 * D = y^b-a) + (d-c) + Cp0 -  T0)- (1U)
fined so that Lq = RD,
into equation (1U) to give,
As the reflux ratio R is de  whieh is substituted
V  (15)
D ° (R+1) [B(y, + o) + CpQ - TQ)]-
Where a = —%■ and B ” b-a. To obtain an expression for Q_ the overall
column enthalpy balance is used,
N +1
F(V V TB2-Ts» + V+ Y ^  + ”*+1 + D(Io-°po 1,61
j=1
Substituting equation (12) and the column overall material balance,
F * W + D, (17)
and the overall light component balance,
Fs = W ^ +1 + Dx0, (18)
in equation (16) gives,
N +1 '
V“ Qs \  £  V  p^s (*Bz - V  + DCP0 (TB0 - V* (19)
How substituting for Qq in equation (15) gives,
; n +1 -
Q + V Or • ~ F c (T_ - T )s J pz Bz z
D = — — — ^=1---- — ----- —  . (20)
B (R+1) (y, + o) + R CpQ (Tjjq - Tq )
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In the enriching sec tio n  a to t a l  m aterial balance about the whole
o f  th e column above each p la te  i s  taken, then for  a p la te  m
V ^ « L + D. (21)m+1 m
S u b stitu tin g  fo r  Vapour flow  ra te  terms in  equation (7) g iv e s ,
&x
U t t i , ( y  - x ) + L  . (x  * -  y  ) + D(y -  y  ) .  (22)m dt mw m+1 m m-1 m-1 m w m*1 ^m
S im ilar ly  in  equation (8 ) ,  
dl
H — ■ « L (J -  I  ) + L , (I  , -  J ) + D(J . - ~ J ) *“ Or • (23)m dt m m+1 nr m-1 ' m-1 m ' m+1 m ami '
D iffer en tia tin g  th e liq u id  enthalpy-com position equation (12) g iv es  
d l 81 dx
| f -  « | f ”* which w ith equations (12) and (13) i s
m
su b stitu ted  in to  equation (23) and using equation (22) g iv e s ,
L™-1 + «) + D(y„ ■ y~* i) +
L = —  s  ------2---- _S±J-------3 E _  (2l,)
(ym+1 + ")
As Lq *= RD th is  i s  used to  work down th e  column from th e condenser using
equation (2k)  to  obtain L„, Ln e t c . ,  thusI d  _m
= D (B+1) (y, ♦ «) . B C ^  (Tbq - J 0) _ + ^
m (ym+1 + a) 8(ym+1 + a) (25)
Hhen equations (20) and ( 2 5 ) are used to  rep lace th e l iq u id  and 
d i s t i l l a t e  flow  ra tes  in  equation (22) an equation r e s u lt s  which describ es  
the p la te  composition dynamics in  terms o f  independent v a r ia b les  (p la te  
holdups and column inp uts) and com positions.
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Similar equations can be derived for the other parts of the 
column and with the vapour-liquid equilibrium relationship, equation (h), 
they give a set of non-linear differential equations which describe the 
column dynamics.
7) Linearising the Equations
The equations were linearised by expanding them in a Taylor series
ahd neglecting terms of greater than first order for small perturbations.
The set of equations may be written as,
X » f(X,U), (26)
where X is a vector of plate compositions and U is a vector of forcing
functions. If X U are steady state values then f(X ,U ) “ 0. Writing 8) s . a s
X = X + x, U b U + u, where x and u are perturbations from steady state s s
values, then,
x f(X + x,U + u) 85 — ^.+-r^ + higher order terms, s ■ s 3 x 3 u °
Thus the linearised equations are
x a Ax f Bu say, (27)
3 f . 3 f.
where a.. ® r~, b.♦ « r— , evaluated at (X ,U ).l j  V X« Xj O Ut O D
J J
The expressions for the coefficients were determined by partial 
differentiation of the non-linear equations for each column section.
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8) Conclusions
A dynamic model of the N.P.L. column has been derived. It is 
based on the usual balance equations but an original feature of the model 
is the inclusion of heat loss terms. The model can be used on any binary 
distillation column and is not restricted to columns with negligible 
condenser holdup. The extension to multi-component columns is not 
straight-forward as the elimination of the enthalpy balances becomes more 
complicated. In the next chapter methods of solving the equations are 
discussed.
TABLE 3*1 Column Section Details
1) End Conditions
L 4 » V * F * F s 0-1 o if+1 N+2 m n
X . e  V e  = z = z « 0-1 rfN+2 m n
I  '« e  J >  ' *■ I g * I* * 0-1 o N+2 m n
■ H » 0O
2) Peed and Product Streams
Bottom product, Fh+1 = -W, ^  = x„+1.
Distillate . FQ -D. Z{. = V  X* * IQ - Cp (T^ - .Jfe).
Feed , Ff = F, sf - z, If - I, - CpB - *,).
Where = specific heat of liquid of composition x^ .
T^q « boiling point temperature of distillate,
T0 ■* temperature of distillate.
Tgz “ boiling point temperature of feed,
Tg « temperature of feed*
3) Heat supplied to column
Sn “ "^Lm* \  “ ^Ln, V = ~ ^ Lf 
where ** heat lost f*om plate j.
e Qg ~ , where Qg is heat supplied to the reboiler,
^LO C heat removed by the condenser,
k) Suffixes
0 « condenser
m = enriching section
n *= stripping section
N+1 « reboiler 
f « feed plate
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CHAPTER k 
THE SOLUTION OF THE EQUATIONS
1) Introduction
In this chapter methods of solving the non-linear differential 
equations describing the N.P.L, column, using a digital computer, are 
considered.
First the general problems encountered in solving such equations 
are discussed. Three computer programmes were written to solve the N.P.L. 
column equations:-
i) A programme to calculate steady states rapidly and evaluate the 
coefficients of the linearised equations,
ii) The FIFI digital simulation programme was used to calculate 
transient responses of the non-linear equations,
iii) A programme designed to calculate transient responses of the 
linearised equations.
2) General Considerations
To solve differential equations using a digital computer a numerical 
integration algorithm is required. A large number of algorithms are
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available but the one chosen for a particular application must be: -
i) Numerically stable,
ii) Accurate.
iii) Reasonably fast in operation.
Many authors have discussed the solution of distillation column 
equations using a digital computer and several have reported problems due 
to numerical instability. This is due to two factors:-
a) The large difference between reboiler and plate holdup gives the 
linearised equations a large range of time constants.
b) A distillation column is a very stable physical system and if an
exact solution is perturbed the effect is rapidly damped out.
When a numerical approximation to the solution is made, small
errors in the value of plate composition x., can cause large errors
dx. ^
in the calculated values of *rr^ , and hence can lead to instability.dt
Consider the first order differential equation, x « g[x,t], (1)
: 8which represents one plate in a distillation column. Rosenbrock investi­
gated the solution of such an equation using Euler * s method, where the 
value of x, at time t^  + fit, is approximated by,
x(t,j + 6t) * +  6t gfxCt^, t^ ] . (2)
He showed how instability, due to (b)xabove, could occur and that prohib­
itively small time steps were required to obtain a stable solution. As 
an alternative he suggested an implicit method,
x(t^ + 6t) «* x(t^) + fit £(1 - 0) gfxCt^, tj] + OgfxCt.j + 6t), t^ + $t]^  (3)
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16where 0 < 0 <1. Rosenbrock and Storey investigated the accuracy and 
stability of this method and showed that:-
i) When 6 « 0 the formula is Eulers method which has been discussed,
they also showed that the more accurate Runge-Kutta method
offered very little advantage from a stability point of view,
ii) When 6 « I the method is the trapezoidal rule and the truncation
error is 0(6t ), where fit is the magnitude of the time step.
The stability is improved, because solutions are locally approx­
imated by rational functions (Pade approximation) instead of 
approximating by polynomials (Taylor expansion),
iii) When 6 .« 1 the truncation error is 0(6t ), but the polynomial 
in fit which approximates to the exponential function tends to 
zero as fit -»■ *°j9 so that the stability in a linear problem is 
high. This algorithm was used to calculate steady state values 
of the N.P.L. column equations by taking large time steps.
In general, when an implicit method is used to solve a set of 
differential equations a set of algebraic equations must be solved at 
each time step. By linearising the equations and using the column end 
conditions the resulting set of simultaneous equations can be solved by 
substitution. Details of the computer programme are given in the next 
section.
Several authors have used predictor-corrector methods to solve 
distillation equations, Aa explicit formula is used to predict a value 
of x(t + fit) and a second implicit formula, the corrector, is used
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i t e r a t iv e ly  w ith previous values to  improve an approximation to  x ( t  + St ) .  
These methods have severa l d isadvantages:-
a) The ite r a t iv e  process may not converge u n less St i s  sm all.
b) The corrector o ften  uses severa l past values and requires another 
in teg ra tio n  method to  provide s ta r tin g  va lu es .
c) The use o f  sev era l past values makes th e  order o f  th e  d ifferen ce  
equation higher than th at o f  the d if fe r e n t ia l  equation and para­
s i t i c  so lu tio n s are generated in  add ition  to  th e required  
so lu tio n . These p a r a s it ic  so lu tio n s are o ften  unstable*
The FIPI d ig i t a l  sim ulation programme uses a p red ictor-corrector  algorithm
. 15 1Uwhich has been stud ied  by F IF ^ s author Sumner and by Sunderland who
used i t  to  so lve  the N.P.L. column equations. I t  i s  a second order method, 
the pred ictor equation being x ( t  + fit) = 2x(t )  - x ( t - f i t ) ,  (U)
and th e corrector being 3x(t + fit) 55 2 5 tx (t + fi§ + l+x(t) -  x ( t  -  f it).  (5)
I t  can be shown th at th is  formula has very good s t a b i l i t y  c h a r a c te r is t ic s  
when so lv in g  lin e a r  equations, a lso  the corrector i s  o f  a f a ir ly  low order. 
The programme has automatic convergence and truncation  error checking  
which ad ju sts the step  len gth . When using FIFI to  so lve  n on -lin ear  
equations i t  seems u n lik e ly  th at in s t a b i l i t y  would pass undetected and i t  
was th erefore  used to  so lve  the column equations to  obtain  tra n s ien t  
responses.
13Mah, Michaelson and Sargent suggested a method which avoids the  
problem o f  rep lacing d if fe r e n t ia l  equations w ith d ifferen ce  equations. 
Instead  they l in e a r is e  the non -lin ear equations 3(26) and obtain  equation
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3(2?) and assume th a t the m atrices A and B are constant over a tim e step . 
The so lu tio n  o f  equation 3(27) i s  v e i l  known to  he,
 ^ f t
x ( t )  « x(0) + / e ^  Bu(0) d0 (6)
0
where u(0) i s  assumed constant over the tim e step . For a d i s t i l la t io n  
column the A m atrix can he shown to  have r e a l e igen -va lu es which can he 
ca lcu la ted  and used to  evaluate the m atrix e ^ * ^ . The A and B m atrices 
are updated a t th e  end o f  each tim e step  and th e  method i s  com pletely  
sta b le  over each s tep . To obtain  accurate r e s u lt s  the tim e in ter v a l must
be short enough to  ensure th a t the approximation i s  good over th e  whole
f. . .
step . In t h is  work a sim ilar  method 1ms used to  c a lcu la te  th e response
* (At )o f  the l in e a r is e d  equations. The s ta te  tr a n s it io n  m atrix e , where t
i s  the sampling in te r v a l, was computed by summing i t s  d efin in g  s e r ie s
in stead  o f  using equation (6 ) .
3) The Steady S ta te  Programme
When th e steady s ta te  o n ly , i s  o f  in te r e s t  then large  tim e step s
can be taken to  speed up the approach to  the steady s ta te  va lu es .
Rosenbrocks im p lic it  method w ith 8 * 1  was used because o f  i t s  high  
s t a b i l i t y .
W riting dg[x(t, j) ,  t ^  « g [ x ( t 1 + d t ) ,  t 1 + dt] -  g fx f t . j ) ,  t j ] ,  and 
dx * x(t.j + dt) -  x(t^)  in  equation (3) g iv e s ,
6x * dt g [ x ( t j ) ,  t j ]  + 0 dt dg [xCt.j), t j ] . '  (7)
Now fo r  one p la te  j  in  a d i s t i l la t io n  column,
Now assuming th a t th e  l iq u id  and vapour flow  ra tes  are constant over a 
tim e step  and su b stitu tin g  equation (8) in  equation (7) g iv e s ,
-  W j . , ■> ( e i j  % . +  e v - f  U . ) )  sx.  -  0V.+1f  ( x . +1) «xj+1 (9)
= Sj [ x C t ^ ,  t ^ ] ,  
d f ( x . )
where y . = f ( x . )  and f f (x . )  * Equation (9) has th e  form,0 0 J OX.J
S . dx. A + T. 6x. + U. dx. .* * G., (10)
3 J-1 3 3 3 0+1 3
where S . ,  T. ,  U. and G. are c o e f f ic ie n t s .  For a d i s t i l la t io n  column
3 3 . 3 3
Sq “ s  0 which allow s the equation to  be solved  by su b stitu tio n .
A computer programme was w ritten  using th is  method o f  so lu tio n , 
w ith 0 = 1 ,  to  ca lcu la te  column steady s ta te  values and the lin e a r is e d  
A and B matrix c o e f f ic ie n t s .  The so lu tio n  was s ta r ted  from arb itrary  
i n i t i a l  conditions and the tim e step  dt was doubled every r s te p s . Both 
r and dt were chosen by t r i a l  and error and the equations were in tegra ted
li+1 . .
u n t il  ^  (dx,.)? <  10
j=o .
b) The Transient Response Programme
The FI FI d ig i ta l  sim ulation programme developed by th e UKAEA was 
a va ila b le  on the N.P.L. KDF9 computer and was used to  c a lcu la te  th e  column 
tra n sien t response. To use FIFI cer ta in  subroutines have to  be written:-*
i) SPEC; This contains the system differential equations, which 
have been described in Chapter 3.
ii) SEQU; this routine reads in the data and sequences the calcu­
lation, the numerical integration routine being initiated by 
calling the FI FI subroutine CALC, In addition the following 
were written for the distillation programme,
iii) HEAT; calculates the enthalpy of feed and distillate at tem­
peratures below boiling point as a function of composition and 
temperature,
iv) HOLDUP; converts volumetric holdups into molar terms as a 
function of composition.
The vapour-liquid equilibrium relationship was specified as a 
look-up table with linear interpolation between points, which means that 
the equations are linearised before each time step.
5) Solution of the Linearised Equations
The general solution of equation (3.27) was stated in equation (6), 
over a time interval x with initial values set at time k x, the 
solution is,
x (k + 1 x) « P x(kxX + S u(kx). (11)
* At  #It can be shown that the state transition matrix P = e and the forcing
matrix S » ( e  - I) A B, where u(kx) is constant over the time interval
and I is the identity matrix. Equation (11) can he used to calculate 
transient responses from initial values by matrix multiplication.
Matrices P and S were evaluated, using a method suggested by
•' 17Liou , to a prescribed accuracy, Expressing the transition matrix P 
as an infinite series gives,
' 60 , '■ '
At  X""' A^ Tk
■ e  ■ ”  Z_/‘ m  9
k=o
where A?-> I, the identity matrix. Now let
( 12)
eAT « M + R, (13)
CO
I k  A A  ^ ^
where, M = ) is an approximation to e T and R = ) ■ -y-,
k=a k=K+1
is the remainder. If each element of M is required to an accuracy of d
significant digits then,
•d
!rio| « 10” O 1*)
where r.. and m,. are elements of R and M. The norm of matrix A is i j
defined as,
I | a | |  = )  | a „ | ,  (15)
and it can be shewn that ^J=T
||Ak|| « ||A||\ k » 1, 2, -- . (16)
Hence each element of Ak < ||a ||k and it follows that,
Taking the ratio of the first to the second tens in the series (17) to
be e *= and vhen k > K + 2, then e# Substituting e in
equation (17) gives,
iK+1 K4*1| I . I IXVT | I rs
I <- •' ■■r»7,    ( l X g + C + w «.\
ijl « (K *.1)5 V1 ■ * ■ E + ' •
1Ia 1IK+ * tK+1 f1fl)
^ (K+1)S (1-e) * * *
Equation (18) gives the maximum value of any element in the 
remainder matrix and the state transition matrix can then be calculated 
by the following procedure:~
i) A value of K is chosen arbitrarily.
ii) The approximation matrix M is then evaluated,
iii) Then e is determined.
iv) Then the upper bound of r^ is calculated from equation (18).
,
v) The value of each element of M is compared with r ^  x 10 , if 
this test is not satisfied !C is increased and the process is 
continued.
The forcing matrix S is calculated at the same time by evaluating 
the following series which avoids the need for matrix inversion,
a t  „  . - 1  „  J  t  . - 1
k! )8 - (ew  - I )  A ■' B «(^  )  S^ r ~ ) k  ' B (19)
k=1
/ V  A* Tk \This simplifies to give S » t l ) this series converges
k=o
faster than that of e^T and the value of K which satisfied e^T will also 
satisfy equation (19)*
The discrete system equations were used to calculate step response 
from the steady state values by matrix multiplication. A computer pro­
gramme in KDF9 Algol, using the matrix package, was written to calculate 
the discrete equations and the transient response. The programme also 
includes an option to simulate the response of digital control systems of 
the state feedback type. FI FI could also have been used to solve the 
linearised equations but as the state transition matrix was required to 
design digital controllers it was computationally more efficient to use 
the discrete equations.
6) A Comparison of the Programmes
The model and practical results are compared and discussed fully in 
the next Chapter. A brief discussion of the use of each computer programme 
is given here.
The steady state and FI FI programmes were tested by calculating a 
steady state with test data. A linear vapour-liquid equilibrium relation­
ship was used and the column was at total reflux. The equations were also 
solved by hand and the three sets of results compared well, showing that 
the programmes were working correctly.
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When used on non-linear data the steady state programme took about 
12 sec. to calculate a steady state and integrated the equations over 
1700 mins of simulated time. The step length was initially set to 1.0 min 
and was doubled every 2 steps. Tests with smaller initial step lengths 
and doubling less frequently gave similar results with longer computing 
times. No attempt was made to make the results become unstable.
To calculate a transient response lasting 320 mine PUT took about 
3 mins and no sign of instability was detected. The results obtained from 
FIFT and the steady state programme with similar data differed by up to 
0*5% on top product composition. This is probably due to the larger trun­
cation error in the steady state programme and, using PUT, after 320 mins 
the equations were still approaching their steady state values.
The programme to solve the linearised equations was tested solving 
a first order equation. It took about 30 sec. to calculate the column 
transition matrix and a further 20 sec. to calculate each 320 min transient 
response. To satisfy an error bound of four significant figures 80 terms 
of the expansion of e^T had to be summed. Williams^ summed the defining 
series to solve his non-linear equations and updated the matrix values 
after each time step. He summed about 15 terms and did not test the 
accuracy of his results.
7) Conclusions
In this Chapter methods of solving the equations have been dis­
cussed. Three methods of solving the equations were studied in detail,
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though one was only used to solve the linearised equations* No problems 
of numerical instability were encountered in solving the N.P.L. column 
equations • The writing of additional computer programmes to solve the 
linearised equations and to obtain steady states was justified by savings 
in computer time.
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CHAPTER 5 
MODEL PERFORMANCE
1) Introduction
In this Chapter results obtained from the mathematical model 
derived in Chapter 3 are compared with those obtained from the N.P.L. 
column. The model is compared with the plant in three waysj-
i) At steady state. An original study of the effect of heat losses 
is made and methods of matching the model to the plant results 
are discussed.
ii) Step responses. Model step responses are compared with observed 
results to assess the validity of the model,
iii) In the frequency domain. The linearised column equations are
Fourier transformed using a computer programme to yield frequency 
responses.
A comparison of step responses from the non-linear and linearised 
equations is also made.
2) Steady State Results
The practical results were obtained by running the column to steady
5 3 -
state and recording all the instrument readings. All external flow rates, 
temperatures and compositions were measured to check heat and mass 
balances, The steady state heat balance usually showed a heat loss of 
about 25#. Samples of plate liquid were not taken as this upset the steady 
state,
18Many of the results quoted here were taken by Weeks who gives a 
full description of experimental technique.
At steady state, if constant latent heat of vaporisation with com­
position is assumed, then the vapour flow rate from plate j becomes,
where K is a constant (gm-moles/min/watt). From the condenser mass
( 1 )
balance equation I3(9) and the definition of reflux ratio R, the distillate 
flow rate D in gm-moles/min iB,
(2 )
The reflux ratio on the N,P.L. column is set up as a binary 
number which defines the mark-space ratio of the tipping funnel reflux
device such that,
R + 1 ■ 1^. (3)
%
also for the water-ethanol mixture K = 1. k33 x 10 gm-moles/min/watt
S u b stitu tin g  th e  va lues in to  equation (2) g iv e s ,
D = 5.6 x 10 Qg Bg. (I*)
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From a large series of column steady state runs at different heat
18input and reflux values Weeks obtained the following expression for dis­
tillate flow rate,
D = 5.6 X 10- (0.76V Qg - 167) (Bk + 7.83) - 8.35 X 10~3. (5)
Comparison of equations W  and (5) indicate that:-
a) Not all the heat supplied to the reboiler was used to create 
vapour, some heat was lost through the column walls. The total 
heat loss being,
* 0.236 Qg + 16? watts (6)
b) The reflux ratio device was subject to a constant error equivalent 
to binary T*83 and the distillate flow rate was greater than that 
predicted by equation (U) i.e. a nominal reflux of Ts 1 is in fact 
5.UU:1. This can be accounted for as a constant error in the 
mark-spaee ratio of the reflux device.
c) The assumption of constant latent heat of vapourisation is only , 
an approximation, and the results do not account for the effect 
of cold feed to the column. These however, are minor effects and 
the primary causes of the discrepancy are due to a) and b) above.
To test the effect of these factors on the model a steady state was 
calculated with and without reflux correction, the total heat loss value 
was chosen to obtain the same value of top product composition. The 
results are given in Table 5*1 and are compared with the observed results.
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The calculated results give similar external flow rates and com­
position profiles though there is some discrepancy between measured and 
calculated profiles. The internal flow rates, which cannot be measured, 
are quite different, as are the total heat losses required, in the corrected 
case i*95 W. and in the uncorrected case 270 W. These compare with a mea­
sured heat loss of 1*37 W and a heat loss predicted from equation (6) of 
1*99 W after taking feed cooling into account. The model with corrected 
data requires a heat loss close to the observed one and is probably a better 
approximation to the column!
The value of total heat loss also affects the model results. Fig. 
(5*1) shows composition profileB calculated with different total heat loss 
values for the steady state described in Table (5.1)* When the total heat 
loss is increased, the column compositions also increase but the distillate 
flow rate decreases. The top product composition value obtained in run D 
agrees with the measured value but the plate composition values agree with 
those of run E which has a higher top product composition value. This 
is due to errors in the thermistor calibrations and in converting the tem­
perature readings to compositions. The distillate flow rate is approx­
imately correct for both these runs.
In Fig. (5*1) the observed profile shows that below plate three 
the liquid composition is very low; this is due to the steep slope of the 
vapour-liquid equilibrium curve in this region, the column has too many 
plates for separating the water-ethanol mixture. To avoid forcing the 
column top product composition into the azeotropic region, which would damp 
out dynamic change the column bottoms have to be run in a condition of
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almost total separation
The heat loss distribution up the column was found to have only a 
small effect on the column composition profile. A distribution in which 
60% of the heat loss was attributed to the reboiler, with each plate losing 
an equal amount of the remainder was used, as this was believed to be a 
reasonable approximation to the practical situation.
The results of several steady states are given in Table (5*2) and
are compared with the model results. The distillate flow rate values
often differ because the model equations assume that the overall steady 
state balance equations 3(16) to 3(18) are satisfied. In practice steady 
state balances are often in error, due to measurement errors and the com­
paratively short time period used to determine flows.
The total heat loss value for the model was chosen to match the
model top product composition to the observed value. This is justified 
because the model describes composition dynamics and the top product 
value is checked by a density measurement • The model heat loss differed 
from the value obtained from equation (6) by 3% of the total heat input, 
which was within the margin of experimental error.
At steady state the column was subject to continual small changes 
in operating conditions, which appear at the column outputs as noise and 
low frequency drift. The drift is mainly due to ambient temperature 
changes and changes of ± 50 Watts in the reboiler heater power due to
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mains voltage fluctuations and resistance changes in the heater elements. 
Reflux and heat loss corrections according to equation (6) did assist in 
obtaining a model which agreed with observed results. These corrections 
were therefore included in the model equations and used in all subsequent 
work concerned with column dynamics.
3) Step Responses
The column was run to steady state and instrument readings were 
recorded as described in section 2. A step change was made in an input 
variable and the instrument readings were recorded on paper tape until 
steady state was again reached. If the measured top product composition 
differs from the composition meter readings, the meters calibration was 
adjusted.
The FIFI programme generated step responses by integrating the 
equations from initial conditions, calculated by the steady state pro­
gramme, to the final steady state. The programme required the following 
data: - '■ _ '
i) Initial plate composition values,
ii) The values of input variables corresponding to the final
steady state.
iii) The heat Iobs value, calculated from equation (6).
iv) Volumetric holdups which were estimated at 70cc on each plate
and 5800ce in the reboiler.
The top product composition response to step changes in reflux# 
heat and feed conditions are shown in Figs (5-2)to (5*13). Table (5*3) 
gives the data for the step responses# comparing the observed and model 
results shows thats-
i) The model and column both have predominantly first order res­
ponses to step changes and there is a reasonable agreement 
between the results,
ii) Several observed results show evidence of* time delays. For
feed changes these represent delays in the feed pipe before the 
change enters the column. Delays of about 3 mins in the columns 
response to heat and reflux changes (Figs 5*5 and 5*7) are 
due to liquid holdup in the composition meter. The top plate 
temperature response did not reveal any corresponding delay, in 
fact any delay due to column hydraulic effects was less than 
the minimum 32 sec. sampling period and was probably about 
10 sec. , the value estimated by Sunderland,
iii) The model and observed initial and final steady states differ 
by up to \% in composition in some cases. This is due to the 
use of the general heat loss correction value determined from 
equation (6) rather than choosing a particular value of heat 
loss for each steady state,
iv) The column responses show the effects of non-linearity, the 
magnitude and speed of response depends on the direction of 
the step change and the initial composition value. The model 
gives generally similar results indicating that the only non-
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l in e a r ity  present in  th e column i s  th e vapour-liqu id  equilibrium  
re la t io n sh ip .
v) The models responses are s l ig h t ly  slower than th ose  obtained  
from the column. This i s  due to  the p la te  holdup value o f  
TOcc used* t h is  value was obtained experim entally but m s  subject 
to  large  errors.
*0 Comparison o f  Linear and N on-linear Models
S e v e r a l  step  responses about a steady s ta te  (Table 5*3 run 9 ) were 
computed to  fin d  the range over which the l in e a r is e d  and non -lin ear models 
agreed. Top p la te  com position changes about a steady value o f  39# are  
shorn fo r  r e f lu x  (F ig . heat input (F ig . 5 .1 5 ) 9 and feed  com position
(F ig . 5-16) changes o f  ± 3#9 ± 10# and fo r  feed  com position ± 20#.
The r e s u lt s  show th a t th e two model responses are very s im ila r  fo r  
top  product composition changes o f  l e s s  than 8#. The n on -lin ear  model i s  
a q u a s i- lin e a r isa tio n  as i t  uses a ta b le  look-up rep resen tation  o f  th e  
vapour-liqu id equilibrium  curve w ith lin e a r  in ter p o la tio n .
For negative going step s th e n on -lin ear model has a s l ig h t ly  fa s te r  
response but the com position value sa turates a t about -23# d ev ia tio n  from 
th e  i n i t i a l  va lu e . Some inform ation about th e e f f e c t  o f  n o n -lin ea r ity  
can be obtained from the p la te  l ig h t  component and o v e ra ll balance 
equations 3(1) and 3 (2 ) .  Rewriting the equations in  terms o f  perturbations
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(lover  case le t t e r s )  about steady s ta te  values (upper case  le t t e r s )  
g ives
(L3ti + V i l - (V t V >  (V 1 t T j-1) - (Vj + v.) = o, (T)
dx.
and Hi at1- <Ls * i ♦1J+i> (xj+i + xj+i) {XJ ^
+ (V j., + v . _ r) ( y ._ ,  + y ._ , )  -  (v. - v . )  (Y. + y . );  (8)
Assuming equal latent heats gives 1. = L.+1 = L and - V. =
V and from equation (7) ! •  ®-I.'* - ■« 1 and =» v .  « v .  Then equation
0 0 • J "• I]
(8) becomes, n eg lec tin g  second order terms and steady s ta te  v a lu e s , 
dx.
H,i dt" = t a j+ i -  ^ + 1 - V  + Vyo - i  " Vyi
♦ v ( Y  - Y ) .  (9)
S e tt in g  y^ . = K. x . where and Laplace transform ing w ith
1
zero i n i t i a l  cond itions g iv e s , a fte r  rearrangement,
/  Hi S X L (X- 1 -  X-) 1 ( s )
/  xj  <b) “ F + W 7  Xj+1 (s )  + ■ ^ T + w c 7 ~ ■
\  tJ J  J J
VK. , Y. . -  Y.
+ r f i i :  xj - i  .■( s )  .♦ i r z i k -f v  ( s )  • (10)
Equation (10) d escribes th e com position dynamics o f  a p la te  to  
com position, liq u id  flow  ra te  (re flu x ) and vapour flow  ra te  (h eat input) 
changes* The p la te  tim e constant and steady s ta te  ga in s , except fo r  th a t  
o f  x j_i*  are in v erse ly  proportional to  th e  vapour-liqu id  equilibrium
- 7 1 -
curve slope K .. The vapour-liqu id  equilibrium  curve and i t s  slop e are 
J
shown in  Fig.  (5 .17 ) -  At low composition the slope i s  steep  ( 9 . 0 ) ,  so 
w ith decreasing com position th e N.P.L. column p la te s  should have shorter  
time constants and lower g a in s . The o v era ll column dynamics are described  
by N equations o f  the s ty le  o f  equation (10) ,  m odified a t  the feed  p la te ,  
r eb o ile r  and condenser, which are d i f f ic u l t  to  reduce. However the e f f e c t  
o f  changes on one p la te  should in d ica te  the l ik e ly  e f f e c t s  o f  non- 
l in e a r ity  on the o v e ra ll dynamics.
For large  p o s it iv e  disturbances the non-linear model has a slower
tim e response and i t s  gain i s  reduced as th e azeotrop ic region  i s
approached. Equation (10) shows that when K. « 1 th e gain and tim e
constant o f  a p la te  depend on the liq u id  and vapour flow  r a te s  and the
composition on a l l  p la te s  in  the azeotropic region tend to  th e  same
value when y . = x . .  However composition changes on th e p la te s  below  
0 <3
which are not working a t the azeotrope are transm itted  to  th e  top  o f  th e  
column.
5) Abdel Frequency Responses
A computer programme was used to  c a lcu la te  model frequency
responses from the lin e a r ise d  model equations, th e programme was 
19w ritten  by Milsom o f  UKAEA for  th e  KDF9 computer using  the EGDON 
(Fortran) language. This programme was run on th e N.P.L. KDF9 a fte r  
some i n i t i a l  debugging.
- 7 2 -
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Frequency responses are ca lcu la ted  from th e general s e t  o f  lin e a r  
d if fe r e n t ia l  equations,
Gx + Ax + Cx ( t  -  T^) = Bu + Eu, (11)
where x i s  th e s ta te  v ecto r , u i s  a vector  o f  forc in g  fu n ctio n s. The
values o f  tim e delay T  ^ and th e  m atrices G, A, B, C and E are supplied  as 
data. The Fourier Transform o f  equation (11) i s  w ritten  a s ,
Jj[A + C cos w Tj) + j(wG -  C s in  w x(jw) « (B + JcoE) u(jm). (12) 
Equation (12) i s  evaluated fo r  sev era l values o f  angular frequency w, by 
equating r e a l and imaginary p arts a t each value and by performing some 
simple matrix operations the complex m atrices are inverted  u sin g  r e a l  
arith m etic . The r e s u lt  being the r e a l and imaginary parts o f  x a t each 
frequency, th e frequency response in  ca rtes ia n  coord inates. A short ex tra
sec tio n  o f  programme was w ritten  to  c a lc u la te  th e  r e s u lt s  in  lo g  gain (dB)
and phase form. The amount o f  core storage used by the programme depends 
on the square o f  th e  equations order and th e programme i s  lim ite d  to  c a l­
cu la tin g  30 frequencies for  up to  65 s ta te  v a r ia b le s . I t  would not be pos­
s ib le  to  c a lcu la te  th e frequency response o f  large  d i s t i l la t io n  columns u 
u sing th is  method.
A tra n sfer  function  block diagram o f  a p la te , as described by 
equation (10) i s  shown in  F ig . (5*22).  The p la te  com position response  
depends on th a t o f  th e  surrounding p la te s ,  any change in  com position i s  t  
transm itted  t o  th e  p la te s  above and below and th ese  are returned to  the  
o r ig in a l p la te s  as changes in  x . +, and Each co ln m  p la te , in  t h is
model, adding a further f i r s t  order la g .
-74-
The frequency response programme was used to  analyse th e  lin e a r is e d  
d if fe r e n t ia l  equation obtained from Table (5*3) run 9« Frequency responses 
o f  the top  p la te  com position to  r e f lu x , heat and feed  changes are shown in  
F igs (5*18) ffc o l ( 5 . 2 9 ) .
A ll th e responses show a dominant tim e constant o f  about kO m inutes, 
though th ere i s  some evidence o f  higher order reponse w ith a l l  a d d ition a l 
tim e constants being le s s  than 2 m inutes. The dominant tim e constant i s  
due to  in tera c tio n  between p la te s  and compares with v a lu es , ca lcu la ted  from 
equation (10) ,  o f  about 1 minute fo r  a s in g le  p la te  and 82 minutes fo r  th e  
r e b o ile r . The input changes considered act on the model in  d if fe r e n t  ways: -
i )  The model ignores f lu id  flow  dynamics and a r e f lu x  change ( l )  
causes an immediate com position change on a l l  p la te s .  The top  
p la te  response however i s  o f  f i r s t  order,
i i )  Heat changes (v) a lso  cause an immediate com position change on 
a l l  p la te s , but th is  change i s  counteracted by a corresponding  
increase in  liq u id  flow  ra te  due to  r e f lu x . This e f f e c t  i s  
shown in  th e frequency response, which i s  o f  th ird  order, where 
a higher order response would otherw ise be expected ,
i i i )  The feed  com position response shows th e e f f e c t  o f  the composi­
t io n  response on the feed  p la te  propagating up and down the  
column. The response i s  o f  fourth order as th ere are four  
p la te s  from th e feed  point to  the top  o f  th e  column,
iv )  Feed flow  only changes the flow s in  th e str ip p in g  s e c t io n ,  
where i t s  e f f e c t  i s  h ig h ly  attenuated due to  th e  low gain  in
- 7 5 -
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t h is  reg ion . The frequency response i s  very s im ilar  to  th a t  
obtained for  feed  com position.
In p r a c tic e , inform ation obtained a t high frequency i s  not v a lid  
as the r e flu x  cy c le  has a frequency o f  about 1.9 cycles/m in  and w i l l  
cause f a ls e  readings in  t h is  region .
The dominant f i r s t  order tim e constant and gain va lu es obtained  
from the frequency response programme were compared w ith those estim ated  
from column step  responses. The tra n sfer  function  was assumed to  be
(13)X(s) s  Ge~TdSU(s) T s + 1 c
and the parameters are estim ated from step  responses as shown in  F ig . (5*23) 
where G i s  the system gain , T  ^ i s  the delay tim e, T^  = t Q -  T  ^ i s  th e  
time constant, X(s) i s  the Laplace transform o f  th e top  p la te  com position, 
and U(s) i s  the Laplace transform o f  the inp ut.
The comparative r e s u lt s  fo r  gain and tim e constant values are given  
in  Table 5 .^ . In a l l  the p r a c tic a l r e s u lt s  for  top p la te  temperature th e  
values o f  pure time delay were very sm all and were n eg lected . The p r a c tic a l  
and model tim e constant values agree w e ll ,  th e model r e s u lt s  could y ie ld  . 
further short time constant values but th e p r a c tic a l r e s u lt s  were c lo se  to  
f i r s t  order and i t  was not p o ss ib le  to  ex tra ct more than one v a lu e . Th|e 
model gain values were la rg er  than those obtained in  p r a c tic e . This i s  
due to  heat lo s s  errors and n o n -lin e a r it ie s  in  the d i s t i l la t io n  column, 
the gain and tim e constant values d if fe r in g  depending on the d ir e c t io n  and 
magnitude o f  the s tep . The p r a c tic a l r e s u lt s  given here are th e  average
-76-
F i G 7 S , Z Z : T R A N S F E R  F U N C T I O N  B L O C K  D I A G R A M
O F  A C O  L U  M  N  P L  A T E
■P f i )
p l a t e s  a b o v e
L * VKj
V K :
P L A T E  iS B E L O W .
s c .  ( s ' )
FI G>, <S„ 2 3 .  R E S P O N S E  . T O-  A I Q N I T  S T E P .
fVl AGMlT u de
P O i N T  O F  ' 
MAXIMUM /
«S L O PS. • /
t O
TRANSFER FUMCTIQM -  G e.
-  fccs
) & *  *
- 7 9 -
o f  sev era l step s made in  the operating reg ion , th e  range o f  tim e constant 
valu es being from 33 to  51 mins before averaging*
6) Conclusions
In t h is  chapter model r e s u lt s  have been compared w ith  th ose
obtained ftorn the column. The r e s u lt s  in d ica te  th at th e  steady s ta te  and
step  response r e s u lt s  agree w e ll when observed fa c to rs  l ik e  heat lo s s  and
balance errors are taken in to  account. In p ra ctice  such e f f e c t s  are bound
to  occur and experim entally observed re la t io n sh ip s  have to  be used to  make 
the model a reasonable rep resen tation  o f  the process.
The in c lu sio n  o f  heat lo s s  terms in  th e  model proved most u se fu l  
e sp e c ia lly  when equation (6) was included in  the model. The use o f  a 
p la te  e f f ic ie n c y  fa cto r  was not necessary when heat lo s s e s  were taken in to  
account. P la te  e f f ic ie n c y  i s  u su a lly  measured at one steady s ta te  and an 
e f f ic ie n c y  again st com position re la tio n sh ip  i s  obtained. I t  i s  u n lik e ly  
th a t such a re la tio n sh ip  i s  v a lid  over a l l  column operating co n d itio n s , 
the heat lo s s  equation (6) was determined from a large  number o f  steady ^  
s ta te s .
The lin e a r is e d  model gave a good agreement w ith th e n on -lin ear  
model fo r  sm all changes in  com position. The a n a ly s is  o f  th e  l in e a r is e d  
model in  th e frequency domain i s  a u se fu l technique, which could be 
applied to  medium s ized  d i s t i l la t io n  columns. The gains and tim e con­
sta n ts  obtained from th e frequency responses did show d ifferen ces  from
-80-
r e s u lt s  pred icted  from coluim step  responses. These errors are due to  
column n o n -lin e a r it ie s  and errors in  th e heat lo s s  re la tio n sh ip .
The model developed here i s  sim ilar  t o  th ose described in  
Chapter 3* Such d e ta iled  models based on th e  p la te  balances including  
p la te  h yd rau lics9 i f  necessary , g ive an adequate rep resen tation  o f  th e  
column tra n sien t response. However further work i s  needed to  fin d  sim pler 
methods o f  p red ic tin g  d i s t i l la t io n  column tra n sien t responses. The use o f  
a frequency response programme described here i s  a u se fu l s ta r t  but more 
work i s  required so th at the d e ta iled  equations .need not be formulated 
i n i t i a l l y .  The other d i f f ic u l t y  w ith reduced order tra n sfer  fu nctions o f  
greater than f i r s t  order, i s  th a t s ta te  va r ia b les  are introduced which may 
not be measurable in  p r a c tic e .
■ ' - 8 1 -
TABLE 5.1
Comparison o f  Corrected and Uncorrected Steady S ta tes
Operating C onditions.
Holdups P la te  TOcc. R eboiler 5S00cc.
Feed Flow Rate 3.06 moles/min.
Feed composition 5*0% moles o f  ethanol 
Feed temperature 77°C.
D is t i l la t e  temperature 79*8°C.
Heat supplied 1650W.
R eflux r a t io , nom inally 7s 1
P ra c tic a l
R esu lts
Corrected
Data
Uncorrected
Data
Top product flow 0.2UU 0.2^9 0.2l*8 moles/m in.
Bottom " " 2.82 2.81 2.81
Top product cornpn. 68.5# 68.  m 68.9# moles o f  ethanol
P la te  1 60. 0% 51.5% 50.b% fi »t if
P la te  2 1*3.0# 3b. 1% 36.3% tt it u
P la te  3 11.5# 1.5% 1.9% it tj it
Heat lo s s Ji37W. U95W. 270W.
Mass balance error -2.0% 0 0
Heat lo s s 26.5% 30.0% 16 .k% % o f  heat input
R eflux r a t io J: 1 Nom. 5 .M :1 7:1
L i q u i d ^ - ‘l.Sh 1.73 M oles/min.
Flow L- —2 1.32 1.70
it tt
Rates - 1.29 1.67 it it
h - 1.1*8 1*.81
it tt
L5
- U.bO k.0O5 tt tt
H
- 1+.1*8 i*,8oi* tt tt
- 8 2 -
TABLE 5.2
SEVERAL STEADY STATES
Run
No.
Feed
Comp
%
Feed
Flow
Rate
Reflux  
Ratio  
(Nom.)
Heat C alculated Mass 
Input Heat B al. 
W. Loss Error
Top Product 
Conrpn. 
Meas. c a lc .
Flow ra te  
Meas. c a lc .
1 6.25 2.26 7 : 1 1650 557 2.1 61.2 60.9 0 .2 2 6 0.230
2 6.25 1.96 7:1 1650 557 0 55.3 5 5 .3 0.221 0.221
3 6.25 2.56 7:1 1650 557 2 .5 68.0 68.7 0.229 0.232
1* 7 .0 1.88 7:1 1U60 511 3.8 61*. 0 63.9 0.197 0 .2 0 6
5 7 .0 1.88 5.9M li*6o 511 5 .3 58.7 5 8 .6 0.218 0.221*
6 7 .0 1.88 8.2:1 11*35 506 6 .0 6 9 .6 69.6 0 .1 7 8 0 .1 8 8
7 7 .0 1.88 7:1 1600 535 > . 5 59.5 58.8 0.211 0.221*
8 7 .0 1.88 7:1 1290 1*71 6 .0 70.1* 69.9 0.176 0 .1 8 8
9 7.15 2.02 7:1 1730 575 2.1 59.5 59.5 0.236 0.21*2
10 7.15 2.02 5.7:1 1730 575 “7 .0 56.0 55.1* 0.275 O.2 6 I
11 7.15 2.02 8.85:1 1730 575 9 .0 65.5 6 5 .6 0.200 0.220
12 7.15 1.1*5 7:1 1810 591* 1.8 59.0 55.9 0.251* 0.257
-83-
TABLE 5.3
STEP RESPONSE GRAPHS
I n i t ia l  Values
Feed Feed Feed
Figure
No.
Heat
W.
Reflux
Ratio
Comp.
Mis
Flow
Ml/m
Temp.
C.
Variable changed
5 .2 11*50 8.2:1 0.07 1.88 68 R eflux to  7:1
5 .3 1730 7.0:1 0.072 2.02 68 R eflux to  5*7:1
5.1* 1730 7.0:1 O.O72 2.02 68 R eflux to  8 . 8 5 :1
5.5 1730 8.85:1 0.072 2.02 68 R eflux to  7:1
5 .6 1600 7.0:1 0.07 1.88 68 Heat to  11*30W
5 .7 11*30 7.0:1 0.07 1.88 68 Heat to  1290W
5.8 11*50 7.0:1 0.07 1.88 68 Heat to  1600W
5.9 1650 7.0:1 0.056 3.06 77 Heat to  11*50W
5.10 1650 7.0:1 0.063 2 .2 6 75 Feed flow  to  1 .9 6
5.11 1650 7.0:1 0.063 1 .9 6 75 Feed flow  to  2.26
5.12 1650 7.0:1 0.063 2.26 75 Feed flow  t o  2 .5 6
5.13 11*1*0 7.0:1 0.051* 2.20 77 Feed comp, to  0.082
- 6 4 “
TABLE 5.1*
COMPARISON OF MODEL AND PRACTICAL FIRST ORDER TIME 
CONSTANTS AND STEADY STATE GAIN
Column operating region Table 5 .2  Run 1
Model R esu lts Column R esu lts
Input ~ 
Variable Steady S ta te  
Gain
Time
Constant
Steady S ta te  
Gain
Time
Constant
Heat +6,53 1*3.1 +1*.65 1*3.8
R eflux - 8 .1 1*0 .8 -6 .2 5 1*2 . 1*
Feed Flov -3 .5 39.8 -6 .7 1*1 .6
U nits. Gain top p la te  temp, change °C/Binary keyboard V o lt. 
Time constant. Minutes
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CHAPTER 6
THE CONTROL OF DISTILLATION COLUMNS -  THEORY
1) Introduction
In th is  chapter th e  theory o f  d i s t i l la t io n  column con tro l i s  pre­
sented and th e  e f f e c t s  o f  con tro l loop in tera c tio n  and feed  disturbances 
on th e  q u a lity  o f  con tro l are d iscu ssed .
The design o f  conventional two-term d ig i t a l  con tro l systems i s  out­
lin e d  and an a ltern a tiv e  con tro l stra teg y  based on optim al con tro l theory  
i s  presented . I t  i s  shown th at th e optim al con tro l method allow s th e  
design o f  feedforward and feedback con tro l system s, by the same c a lc u la tio n ,  
in  an in tegrated  fash ion . This i s  an o r ig in a l a p p lica tion  o f  e x is t in g  
theory. Methods o f  reducing th e number o f  a va ilab le  measurements required  
are considered and the relevant theory i s  presented . Again t h is  work i s  
o r ig in a l in  the context o f  d i s t i l la t io n  column a p p lica tio n s .
2) General Considerations
A d i s t i l la t io n  column con tro l system has to  maintain d esired  product 
composition values in  th e presence o f  d isturbances. In general on ly  sm all 
changes about a p a rticu la r  steady s ta te  are o f  in te r e s t  and a lin e a r  model 
i s  adequate fo r  con tro l system design . A ty p ic a l feedback co n tro l scheme
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i s  shown in  F ig . ( 6 .1 ) ,  p la te  temperatures near the top and bottom o f  the  
column are co n tro lled  by m anipulation o f  r e f lu x  r a t io  and r eb o ile r  heat 
input r e sp e c tiv e ly .
This con tro l configu ration  has not always given s a t is fa c to r y  
con tro l o f  product conqx>sitions fo r  th e fo llow in g  reasons: -
a) Poor Correction o f  Feed Disturbances
There i s  o ften  a considerable tim e la g  before th e  r e s u lt s  o f  feed  
disturbances are sensed as errors a t the measurement p o in ts  and u n t i l  
t h i s  happens a feedback c o n tro ller  cannot take co rrectiv e  a c tio n . By 
t h is  tim e a large  disturbance w i l l  be present in  the column and o f f -  
s p e c if ic a t io n  product w i l l  be produced.
20B o llin ger  and Lamb suggested the use o f  feedforward con tro l to  
overcome t h is  problem. Feed disturbances are sensed in  th e  feed  pipe  
before entering the column and immediate con tro l ac tio n  i s  taken t o  cancel 
th e e f f e c t  o f  the disturbance on th e  con tro lled  v a r ia b le s . A feedforward  
con tro l system requires a p lan t model which w i l l  p red ict responses to  
changes in  uncontrolled  and manipulated v a r ia b le s . They sim ulated th e  
c o n tr o lle rs  on an analogue computer model o f  a f iv e  p la te  column, and re ­
ported an improvement in  co n tro l.
A pplications on in d u str ia l columns have been described b y :-
21
i )  McCullen and Shinskey who used a " s ta t ic ” c o n tr o lle r  designed  
using p lant steady s ta te  gains which s tillr ;g a v e  a considerab le  
improvement in  performance.
-87-
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22i i )  Lupfer and Parsons who used a dynamic model obtained by- 
f i t t i n g  tra n sfer  fu nctions to  column step  responses.
Feedback con tro l i s  always required in  add ition  to  feedforward c o n tro l, 
to  compensate fo r  inaccuracies in  the p lant model and unmeasured 
disturbances.
b) In tera ctio n
Changes in  heat input and r e f lu x  r a t io  cause com position changes 
at both ends o f  th e column. This causes in tera c tio n  between th e  two con­
t r o l  loops shown in  F ig . (6 .1 )  and can cause severe co n tro l problems.
23Rosenbrock has stud ied  th ese  e f f e c t s  and concluded th a t ,  in  th e  
absence o f  in ter a c tio n , column con tro l w i l l  be sa t is fa c to r y  i f  secondary 
tim e la g s  are sm all. However when in ter a c tio n  does occur con tro l w i l l  
depend on th e primary m ass-transfer e f f e c t s  in  the column. He suggested  
a method o f  achieving n on -in teractin g  con tro l by using th e  sum and d i f f e r ­
ence o f  th e measurements shown in  F ig . (6 .1 )  as co n tro lled  v a r ia b le s .
Analogue computer sim ulation showed th a t t h is  approach did improve column
2kcontro l to  a cer ta in  degree. Rijnsdorp a lso  considered th e problem  
and overcame in tera c tio n  by co n tro llin g  heat input to  keep th e r a t io  o f  
re flu x  flow  ra te  to  top vapour flow  rate  con stan t. Top product composi­
t io n  con tro l then changed t h is  r a t io . The approach overcomes in te r a c tio n  
by avoiding i t  rather than by using con tro l theory to  improve m atters.
In general th e design o f  in ter a c tin g  con tro l systems remains a 
major problem. The contro l system can be designed to  make th e  loop s non-
-89-
in ter a c tin g , but t h is  i s  a rather arb itrary  approach to  contro l and con­
tr o l le d  variab le  co n stra in ts  are not taken in to  account. In many indus­
t r i a l  ap p lica tion s the problem i s  avoided by leav in g  some v a r ia b les  under 
manual co n tro l.
Control s tu d ies  on th e  N.P.L. column have been conducted by 
. 12W illiams , he compared severa l methods o f  designing d ig i t a l  co n tr o lle r s  
to  con tro l top product com position by m anipulating r e f lu x  r a t io .  He con­
cluded th a t th e  b est r e s u lt s  were given by con tro l systems designed to  
minimise the sum o f  squared errors obtained by evaluating  resid u es in  th e  
z-p lan e. He compared th ese  co n tro llers  w ith  th ree term c o n tr o lle r s  and 
optim al lin e a r  regu la tors.
3) D ig ita l Control System Design Methods
i )  Feedforward Control
To design a d ig i t a l  feedforward c o n tr o lle r  fo r  the column in  
F ig . (6 .1 )  th e l in e a r is e d  mathematical model i s  expressed in  terms o f  z 
tra n sfer  fu n ctio n s. The response o f  th e upper measurement p o in t x^ , to  
input changes in  zwtransform form i s ,
^ ( z )  = GT1 (z ).R (z ) + GT2 .Q(z) + GT3 .F (z) + G^ZCz)* (1)
S im ilar ly  th e  response o f  th e lower measurement poin t x^ i s ,
X g ( z )  =  Gb 1 ( z ) R ( z ) +  GB 2 ( z ) Q ( z ) + Gb 3 ( z ) F ( z ) +  Gb J ( z ) Z ( z ) .  ( 2 )
Where R (z), Q (z), F(z) and Z(z) are th e  z-transform s o f  th e r e f lu x , heat
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in p u t, feed  flow  ra te  and feed  com position r e sp e c tiv e ly . G^ to  G ^ and 
Gg^  to  Ggj^  are the appropriate open loop  z -tra n sfer  fu n ction s.
ITow for the p erfect feedforward co n tro l the change in  the measured 
v a r ia b les  due to  feed  changes w i l l  be zero. So s e t t in g  x^ *= x^ , = 0 in  
equations ( 1 ) and (2 ) g iv es  two simultaneous equations which can be so lved  
fo r  R(z) and Q(z) to  g iv e ,
(G-.A6_.  “ F (z) t  (G_—Gmi — 6_ . 6-1 ) Z(z) /_ \v B2 T3 T2 B3 - B2 TU- T2 BU v , (3)
H<1> "  w , - w  1
, ' " W » B  -  “l l V  «*>  ♦ (0B 1%  -  W * >  H I
These equations fu l ly  define the feedforward co n tro l, when on ly  a 
Ms t a t ic ” con tro l i s  required the tra n sfer  functions are rep laced by steady  
s ta te  gain term s. The feedforward co n tro llers  w i l l  be s ta b le  u n less  th e  
plant e x h ib its  non-minimum phase response, in  which case th e  c o n tr o lle r  
has a pole outsid e the u n it c ir c le  in  th e z-plane and i s  u n stab le .
i i )  Feedback Control System Design
Continuous co n tro llers  used fo r  process co n tro l are u su a lly  two or  
th ree  term pneumatic or e lec tr o n ic  d ev ices . In most a p p lica tio n s th e  
c o n tro ller  design i s  done em p irica lly  and then tuned o n -s ite  to  g iv e  good 
co n tro l. Computer contro l stu d ies  have shown th at s a t is fa c to r y  d ig i t a l  
con tro l can be obtained by using d ifferen ce  approximations to  th ese  sim ple 
contro l fu n ction s.
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25The design method described here i s  one used by Higham to  contro l
f i r s t  order processes w ith time delay . Wheiit i s  app lied  to  a process  
•without tim e delay a d iscre te -tim e  proportional p lus in te g r a l c o n tr o lle r  
i s  obtained.
The con tro l loop configu ration  i s  shown in  P ig . ( 6 .2 ) .  The process  
tra n sfer  function  G(s) i s  preceded by a sample:1 and hold element which 
represents the computer in te r fa c e . The p lant output X(z) i s  compared w ith  
the s e t  po in t SP(z) to  form an error E(z) which i s  fed  in to  th e  d ig i t a l  
c o n tro ller  D (z).
The c lo sed  loop z -tra n sfer  fu nction  K(z) i s  given by,
where G i s  th e steady s ta te  gain , x i s  the sampling in te r v a l. Nt i s  the  
delay (N i s  an in te g e r ) , and Tc i s  the process tim e constan t. Combining
(5)
Then D(z) can be expressed as
(6 )
Now th e p lant tra n sfer  fu nction  i s  assumed to  b e ,
(T)
G(s) m th  a zero-order hold and z-transform ing g ives
(8)
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By specifying the required closed loop response the control 
equation D(z) can he calculated using equation (6). A suitable form of 
closed loop transfer function is
A *  + 0
K M  -  ~ Z—   y> (9)
1-  (1 -  Q)z
so that following a step change in set point, after the delay, the 
system follows an exponential curve of time constant T^ where
w«|* / j  I  ^ ^
q c 1 - e c. Substituting this equation into equation (6) gives,
D(z) * ——  ------ — —G*z) (1-(1-Q)z-1 - Qz"(H+1*)
1 (0/L - z~1 Q./Ii( 1-L)V
°  ( 1 - ( 1 ^ ) Z _1 -  Q z - ^ )  • ( 1 0 )
The parameter Q can be tuned "on line" to obtain the best speed of 
response and to compensate for model inaccuracies. For equation (9) to 
be stable Q _< 1, and when Q « L the closed loop response is the same as 
the open loop response.
When the plant has no delay (N « 0) equation (10) becomes,
D(z) =2=-(1 (11)
,1-z"1.
which is  the discrete-time form of a proportional integral controller with 
a gain of Q/GL and a reset time of t/L.
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' k) The Design o f  Integrated  Control Systems
The design method described in section 3 are typical of the best 
industrial practice and do not take interaction or control variable con­
straints into account* It is desirable to investigate methods of designing 
control systems in an integrated manner, treating the column as a multi- 
variable system and designing feedforward and feedback controllers with 
the same calculation.
In recent years methods of design have been suggested which seek
3  2 6
to  optim ise p lan t performance w ith resp ect to  a performance c r ite r io n  * 
These methods design control systems in  an in tegrated  fa sh io n , and w hile  
recogn isin g  th e ex isten ce  o f  in ter a c tio n , do not attempt to  achieve non­
in tera c tin g  co n tro l.
The optimal control system which results depends on the performance 
criterion and plant model equations and may be difficult to apply success­
fully. To obtain a linear control system the optimisation problem has to 
' be subject to the following restrictions:-
The p lan t model i s  l in e a r .
An in teg r a l o f  error squared performance c r ite r io n  i s  used .
When con tro l variab le  co n stra in ts  are not included in  th e  p erfor­
mance c r ite r io n  the lin e a r  con tro l system has an in f in i t e  ga in . This 
poses problems in  implementation as con tro l variab le  co n stra in ts  can cause 
poor con tro l or in s t a b i l i t y .
i )
ii)
-6b-
To overcome this problem constraints must be included in the
optimisation calculation. Two methods of doing this have been suggested:-
2Ti) Kalman and Bertram used a sub-optimal method when the control variable 
u is specified as |u|, <_ a constant. Then for a system described by 
equation 3(27) the sub-optimal control is on-off. The control is chosen 
to minimise the performance criterion and make the time derivative of the 
system Lyapunov function as negative as possible.
28Broailov and Handley applied this type of control to a column 
enriching section, controlling top plate temperature using r e f l u x  flow 
manipulation. Their application was successful but the method suffers 
from the following disadvantages:-
a) To manipulate both heat and reflux ratio using on-off control 
could aggrevate the secondary hydrodynamic effects in the column 
and could cause instability
b) For large state changes where constraint control would be an 
advantage a linearised plant model may not be adequate.
c) Some evidence of cycling about steady state could be observed 
in Brosilow and Handley’s results.
29
ii) The other approach suggested by Kalman and Soepke is to include a 
quadratic penalty on the control variables in the performance criterion.
The result is a linear state feedback controller which has a limited gain. 
This controller is often termed the optimal linear regulator.
30
This method has received much attention, and text-books by Tou ,
' -96-
31 32
Noton and Athens and Falb are available. However few attempts to 
apply these methods in practice have been made, though some simulation 
studies in aerospace and power boiler applications have been reported.
12
Williams is the only person to have applied these methods to 
distillation columns. He designed a single loop controller for the N.P.L. 
column, he did not consider the implications of choosing suitable weight­
ing coefficients in the performance criterion and much remains to be done 
in applying this technique.
5) Optimal Linear Regulator Theory
To design digital controllers the system differential equation must 
be expressed in discrete time form,
x(k+l) « Px(k) + Su(k). (12)
Where, if equation 3(27) represents the continuous system, x(k) is the 
state vector at time kT, u(k) is the forcing function vector at time kt, 
t is the sampling interval, P = eAT and S « (sAt -  I )  A~^B as described 
in section if.5.
The performance criterion is expressed as a series summation over 
r stages,
r -1
\  [x*(k) Dx(k) + u*(k) X Hu(k)]*r. (13)
where ' indicates trSspo^tion and D is a symmetric (pxp) matrix, H is
a diagno2iL(sxs) matrix and X i s  a p o s it iv e  sca la r .
The co st function  0y i s  d efin ed , for  an r  stage p ro cess , a s ,
6r (x (0 ))  » U(0 )^ -1 -U(P-.1) 2 j  + u *(k ) X Hu(k) ] T. (1*0
k=0 *
Equation (1*0 i s  a function  o f  th e i n i t i a l  s ta te  x (0) on ly , as when a l l  
th e  values o f  u(k) have been chosen, each value o f  x(k) can be ca lcu la ted  
from th e values o f  x (k -1 ) using  equation (1 2 ) . Equation (1U) can be re­
w ritten  a s ,
er (x (0 ))  a ^  [ x f (0) Dx(0) + u* (0) X H u(0)]t 
r -1
^ u ( l t ° - — ,u ( r - l )  X - k^  ^ 3D2c(k) -»► u * (3s:) X Hu<k>] r . (15)
ks=1
The second term on the r .h . s .  o f  equation (15) i s  a m inim isation s ta r tin g  
a t x(1) over r -1  stages so rew ritin g ,
0^ (x(O )) = [x* (0) Dx(0) + u '(0 ) X Hu(0)] t + ©r _ 1 (x( 1 ) ) .  (16)
Now assuming th at 0 can be expressed as a quadratic form in  x (0 ) ,r
e„(x(0)) - x’(0) 8,1(0), (17)r  r
Where Gy i s  a symmetric (pxp)) m atrix. S u b stitu tin g  equations (17) and 
( 12) in to  equation ( 16) g iv e s ,
x '(0 )  Grx(0) « [x*(0 ) Dx(0) + u*(0) X Hu(0)] t
+ [Fx(0) ♦ S ii(0 )] , G t [Px(0) + Su(0 )] . (18)
Equation (18) i s  minimised by d if fe r e n t ia t in g  w .r .t .  th e fo rc in g  fu n ctions  
and then c o lle c t in g  the s  equations g iv e s ,
u*(0 ) X H 8  - j> x (0 ) + S u tO )]^  tS . (19)
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Transposing and so lv in g  fo r  u (0 ) ,
u(0) « - ( » > ♦  S'G 1S )- 1S'G ,P x (0 ) , (20)
= -Crx (0 ) ,  (21)
where i s  an ( sxp) m atrix. S u b stitu tin g  equation (21) in to  equation  
( 18) g iv e s ,
G « (D '♦ C* A HC ) + (P -  SC )*G ' (P -  S C j .  (22)r ■ r r r r—i r
This equation i s  symmetric i f  G  ^ i s  symmetric which proves th e  assump­
t io n  o f  a quadratic form fo r  (T . Equations (21) and (23) provide a r e la ­
tio n sh ip  t o  ca lcu la te  C and G from valu es o f  G When r “ 1 andr  r r -1
assuming a fr e e  end p oin t problem, x (r )  u n sp ec ified , then u (0 ) must m ini­
mise [ x*(0) Dx(0) + u*(0) A Hu(0)] t ,  g iv in g  u(0) *» 0 . Then
C1 « 0  and Gt « D t. ( 2 3 )
These values s ta r t  an ite r a t iv e  process using  equations (21) and (23)
from r  « 1 to  R where Rt i s  the in ter v a l o f  in te r e s t .
The r e su lt in g  optimal ? con tro l described by equation (21) i s  l in e a r
and a l l  the s ta te  v a r iab les  are fed  back. The R values o f  th e  C m atrixr
are tim e varying over the R s ta g e s . However when Rt i s  greater  than th e  
process s e t t l in g  tim e, tends to  a constant value which i s  th e  optim al 
con tro l a t tim e k t = 0  to  regu la te  th e  p lant fo r  an u n sp ec ified  period .
When disturbances are included in  th e  s ta te  vector  as ex tra  s ta te  
v a r ia b le s , th e  m inim isation c a lcu la tio n  lead s a d d itio n a lly  t o  th e  design  
o f  th e  b est feedforward co n tro l.
6 ) Reducing the Number o f  Measurements
The control equation (21) requires measurements o f  a l l  th e  system  
s ta te  v a r ia b les . In p ra c tice  t h is  may not he p o ss ib le  as s ta te  va r ia b les
In binary d i s t i l la t io n  columns, using  th e  model derived in  Chapter 
3» one measurement on each p la te  i s  required . With multi-component mix­
tu res  th e  s itu a t io n  i s  even worse, fo r  m components, m-1  measurements are 
required on each p la te . For large  columns t h is  i s  obviously  not 
p ra ctica b le .
Several methods o f  reducing the number o f  measurements required by 
th e  co n tr o lle r  were stud ied  and th e ir  theory i s  ou tlin ed  here.
i )  Introducing a P enalty  Function in  th e Performance C riterion
This method was suggested by Hoskins fo r  use w ith  continuous 
systems and th e  theory presented here i s  adapted fo r  a p p lica tio n  to  d is ­
c re te  tim e system s.
An a d d ition a l con stra in t p [x (k ), u (k ), k ] t  e  0 i s  included in
where a i s  a Lagrange m u ltip lier , This equation can then be expressed in
may be in a c c e s s ib le , or u se le s s  due t o  n o ise
r
th e  performance c r ite r io n  equation 113) which i s  rew ritten  a s ,
r
(210
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th e  form  o f  equation ( 16) and th e  assumption o f  a quadratic form., equation  
(17) i s  a lso  made* So equation (18) i s  rew ritten  a s ,
x'(0)G rx(0) Dx(0) + u '(0 )  X Hu(0) + p '{0)«j) t
+ (Px(0) + Su(0))*G^ ,(P x (0 ) + S u (0 )) , (25)r -1
Minimising by d if fe r e n t ia t in g  v . r . t .  th e  s forc in g  functions g iv e s ,
T X Hu(0 ) + S 'G ^ S u fO ) » -  |  [ p ’ (0 )o] -  S'G^PxCO) (2 6 )
Nov choosing
Ep*{0)o] - f o x ( O ) ,  (2T)
where Q i s  an sxp m atrix, end su b stitu tin g  in  equation ( 2 6 ) ,  g iv e s
(X H + S'G .S)u(O) ■ -(Q + S'G_ -P)x(O ). (28)r - i  . r - i
S ta te  variab le  measurements can be reduced i f  Q i s  chosen to  s e t  c o e f f ic ­
ie n ts  o f  th e  con tro l matrix to  zero . This i s  done by w ritin g  Q “  
where I ,  i s  a diagonal matrix w ith diagonal elem ents zero i f  th e  s ta te  
variab le  i s  to  be present in  th e con tro l and -1  i f  th e  s ta te  v a r ia b le  i s  
to  be elim in ated . Re-arranging equation (28) g iv es  the con tro l m atrix
w ith n u ll  c o e f f ic ie n t s ,  C_ a s ,Er
= (r  X H + S 'G ^ S ) -1  [ S 'G ^ P d  + I , ) ] .  (29)
S u b stitu tin g  equation (29) in to  equation (25) g iv es  th e  fo llo w in g
expression  fo r  G , r
Gr = (D + C |; X H<^ r )x ♦ (P -  s  V  V ^ p  -  s  cEr) .  (30)
Equations (29) and (30) d efin e  an iif te r a tiv e  r e la t io n sh ip  s im ila r  to  th e
- 1 y  . ■ ■ . . . . : - '
one obtained in  sec tio n  5« By considering a one stage process th e  s ta r t in g
valu es fo r  t h i s  re la tio n sh ip  are obtained and are th e same as th ose
obtained in  sec tio n  5 *
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i i )  Introducing Dynamics in to  the Control
■ ■ .  • . rI f  th e process model was fed  w ith the input v a lu es , then th e  models 
s ta te  vector  could he used t o  ca lcu la te  th e con tro l. This procedure i s  
su scep tib le  to  model inaccuracies and th e p lan t outputs are not co n tro lled  
d ir e c t ly . However th e  model equations can be rearranged to  obtain  a
dynamic system whose inputs are p lant inputs and a v a ila b le  p lan t outputs
f ' /
{measurements), t h is  systems output being an estim ate o f  th e  p la n ts  s ta te
v ecto r . In gen era l, i n i t i a l  cond ition  errors and disturbance e f f e c t s  w i l l
on ly  d ie  away a t the speed o f  th e  p lan t model and th e estim ate m i l  not
be su ita b le  for  co n tro l.
■ 3l*Luenberger has shown how a su ita b le  dynamic system , which i s  not 
d ir e c t ly  based on a p lant model, can provide an estim ate o f  a p la n ts  s ta te  
v ecto r . Such system s, c a lle d  observers, are driven by a v a ila b le  p lan t  
inputs and outputs. Consider th e d isc re te  system, equation (12) o f  order
P» /
x(k+ l) « Px(k) + Su(k) (31)
with a lim ite d  number o f  output measurements
y(k) «s Mx(k) , ( 3 2 )
where y(k) i s  a vector  o f  order 1 < p and M i s  an 1 x  p m atrix. The 
equation o f  a second dynamic system driven by y(k ) and u(k) i s ,
z(k+1) « Bz(k) + Dy(k+1) + Gu(k), (33)
where z(k) i s  the systems s ta te  vector  o f  order p and B (p xp), D (pad.) 
and G (pxs) are m atrices.
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I f  z(k) i s  to  provide an estim ate o f  x(k) then th ey  must be 
re la ted  by a constant lin e a r  transform ation T. Assuming th a t such a 
transform ation e x is t s  then ,
z(k) » Tx(k). (3*0
S u b stitu tin g  equations (3 1 ) , (32) and (3*0 in  equation (33) g iv e s ,
Tx(k+1) = BTx(k) + DMPx(k) + CM3u(k) + Gu(k). (35)
Then m u ltip ly ing equation (3 1) by T g iv e s ,
Tx(k+1) .** TPx(k) + TSu(k). (36)
Equating the r .h . s .  o f  equations (35) and (36) g iv e s ,
BTx(k) * DMPx(k) + DMSu(k) + Gu(k) « TPx(k) + TSu(k). (37)
S e tt in g  G « TS -  DMS fo r  convenience g iv e s ,
TP -  BT b BMP. (38)
Equation (38) i s  w e ll known and has a unique so lu tio n  T i f  P and B have
no common eigen  v a lu es . The system equations (31) g ive  va lu es fo r  P and 
M, and B and D are chosen to  g ive  an observer w ith su ita b le  dynamics.
Subtracting equation (36) from equation (33) w ith equations (31) 
and (32) su b stitu ted  fo r  y (k + l) g iv e s ,
z(k+ l) -  T x (k ft) b Bz(k) + (DMP-T )x(k) + (G+DMS-TS)u(k). (39)
As G °  TS -  DMS and su b stitu tin g  equation (38) g iv e s ,
z(k+ l) -  Tx(k+1) b b  [z (k j -  Tx(k)] . (Uo)
This i s  a f i r s t  order d ifferen ce  equation in  z-Tx and so lv e s  to  g iv e ,
z(k) « Tx(k) '♦ (z (0 ) -  T x (0 )) . (U1)
Where z(0 ) and x(Q) are i n i t i a l  va lu es a t tim e k t « 0 . Equation (U1)
shows th a t z(k) w i l l  be l in e a r ly  re la ted  to  x(k) and w i l l  g ive  an exact 
estim ate o f  x(k) fo r  a l l  values o f  2c > 0  i f  the i n i t i a l  con d ition s are 
properly s e t .
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To obtain  the estim ated s ta te  vector  from z(k) then T must be non­
singu lar and in  t h is  work was chosen to  be th e  id e n t ity  m atrix. Then
equation ( 3 8 ) becomes
P -  B = BMP (k2)
The m atrices P and M are defined  by th e  system o f  in t e r e s t ,  i f  a value for
B i s  sp e c if ie d  equation (1*2) g iv es  a value fo r  B. No straightforw ard  
method e x is t s  fo r  choosing B and B in  a p a r ticu la r  a p p lica tio n . However 
a method which approaches th e same problem in  a d if fe r e n t  manner can be 
used to  design th e observer.
i i i )  Kalman F ilte r in g
30 31Tuo and Hot on have applied theory o r ig in a lly  developed by
35 .Kalman to  design an observer which g iv es  th e  b est estim ate o f  a lin e a r
systems s ta te  v e c to r , when the measurements are corrupted by Gaussian
n o ise . The system equation (12) i s  m odified to  include n o ise  d istu rb ances,
x(k+l) « Px(k) + Su(k) + E^d(k) (1*3)
where d(k) i s  a vector  o f  p  random disturbances and E^  i s  an (pep) matrix#
The a v a ila b le  measurement vector y(k) i s  a lso  corrupted by n o ise  and
equation ( 32) becomes,
y(k) « Mx(k) + w(k) • ( 1*1*)
where w(k) i s  a vector o f  1 random disturbances*
The optim al con tro l law derived in  sec tio n  (5) was obtained fo r  a
30 ,determ instic Bystem. Tou has shown th a t , when Gaussian d isturbances
are p resent, a s im ila r  con tro l law i s  obtained when th e  expected value o f
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'the performance c r ite r io n  i s  m inim ised,. "Equation (21) g iv e s  th e optimum 
eon tro l v d n e  w h e n x (k )' i s  not a v a ila b le  for  measurement then some
su b -o p tim l con tro l uCfef) w i l l  be rea lised *  This con tro l w i l l ' in crease  th e '
c o s t  over  th e  optimum by a factor.■ As where '
A »  0k(u#x) >  ek( u ° ,x ) ,  (**5)
and 0^ i s  th e  c o st  fo r  a k stage  process* S u b stitu tin g  fa r  6^ from 
equation ( 18} and s im p lify in g  g iv e s , ■
A =[u{0) -  u°(0)] ' [ t H  + B,CV._1S] [ u ( 0 )  -  u ° (0 )]  . (W )
Assuming th a t u(k) i s  a l in e a r  com bination.o f  present and. past •... 
measurements then
n ",
u(k) « ^  A p K r), (Vf)
r =1 -
where A i s  ac (p x l) m atrix and u(k) i s  in  the vector  space Y(k) made up r
o f  vectors y (1 )  t o  y(k)* R esolving u°(k) in  to m s  o f  Y(k) g iv e s  u°{k) * 
i f  (k) ♦ u ° (k ) , where u°(k) i s  in  th e  space and u°(k) i s  orthogonal t o  it*
By su b stitu tin g  in to  equation (k&) i t  can be shown th a t th e  value o f  u(k) 
which minimises A i s ,
u{h) « u°(k) «* ~C x (k ) , ( t 8 )
Where x(k) i s  th e  component o f  x(k) in  Y{k) and i s  the b e s t  l in e a r  estim ate  
o f  x(k ) in  a le a s t  squares sense* The problem o f  determ ining th e  b e s t  
sub-optim al con tro l i s  then reduced to  th e problem o f  determ ining x(k)*
K hlm n^  has presented th e complete so lu tio n  t o  t h i s  problem and 
th e  r e s u lt s  are f u l ly  described in  h is  work. Using the theory o f  l in e a r  
vector  spaces and th e prop erties o f  orthogonal vectors he obtained a
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dynamic system , which determines the value o f  x(k) from the measured 
v a lu es . The equation for  th e estim ator i s ,
x(k+1) = [I -  Ao (k) M] [P -  SCl £(k) + Ao (k) y (k fj) ' (1*9)
AQ(k) i s  an (p x l) m atrix determined to  minimise th e estim ate error
covariance m atrix,
K(k) « Ex [x (k /k - l)  x* (k/KL-1)] ,
where Ex i s  expected value and x (k /k -1 ) i s  th e component o f  x(k ) orthogonal
t o  Y (k-1). The m inim isation i s  achi
described by th e  fo llow ing  equations,
A (k) » K(k)M» (MK(k)M* + Wj*"1, (50)o 0
and .
K(k+1) = P  [ I  -  A^kjM] K(k) [I -  A^k)!*! 'P' + PAQ(k) W Ag’ W P '
+ (51)
Where WQ ■*» Ex [w (k )w '(k )i] and = Ex [d (k )d '(k )J ]  .
' 35These r e la t io n s  were f i r s t  obtained by Kalman who a lso  showed th a t
' . /  ' ' " th e  estim ation  probiem i s  th e dual o f  th e  con tro l problem: th ere  i s  a
correspondence between equations ( 50 ) and ( 5 1 ) ,  and equations ( 2 0 ) and ( 2 2 )
which i s  l i s t e d  in  Table 6 .1 .  The s t a t i s t i c a l  steady s ta te  so lu tio n
Lim A g(k), where A^(k) tends to  a constant v a lu e , was used in  t h i s  work.
S u b stitu tin g  u(k) « -C x(k) in  equation (1*9) g iv e s ,
x(k+1) = (I  -  AqM) P x(k) + (I  -  AQH) Su(k) + Aoy(k)-l) (52)
This i s  an observer equation w ith  T = I ,  G = (I  -  AqM)S, D * Aq 
and B = (I  -  AqM)P which s a t i s f i e s  equation (1+2.). Hence th e  optim al
eved by an in te^ a tiv e  procedure
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estim ator has a l l  th e prop erties o f  an observer fo r  a determ inistic  system  
w ith i t s  pole lo c a tio n s  and gain chosen according to  the n o ise  s t a t i s t i c s .  
A diagram o f  th e  c lo sed  loop system i s  shown in  F ig . (6 .3 )  .
When T « I  th e  observer s ta te  vecto r  z(k) equals x(k) the estim ated  
s ta te  v ecto r . The con tro l based on x(k ) can be expressed as u(k) « -Cz(k) 
and the c lo sed  loop system  equations are,
x(k+1)
z(k+1)
P -  SC
A  MP. (I-A  M)P -  SC o o
x(k) (53)
z(k)
Then for  an eigen  value y ,
Px(k) -  SCz(k) ** y x(k) (5*+)
and -
A MP x(k) + [ft -  A M)P -  SC] z(k) » y z(k) (55)o o
Subtracting equation (55) from equation (5*0 g iv e s ,
(I  -  AQM)P[x(k) -  z (k j ** y x(k) -  z(k)] . (56)
This equation i s  s a t i s f ie d  i f  y i s  an eigen  value o f  [I -  AqM]P or when
x(k) = z (k ) . When x(k) ® z(k) then equation (5^ *-) becomes,
(P -  SC) x(k) « y x(k) (57)
which i s  s a t i s f ie d  i f  y i s  an eigen -valu e o f  P-SC. Equations .(56) and
(57) show th a t th e c lo sed  loop system eigen -va lu es are th ose o f  (P-SC) and
(I-AqM)P. The presence o f  an observer does not change th e  c lo sed  loop
p o les o f  the system , but i t  adds to  i t s  own p o les  which fo r  th e observer
designed here are th e  eigen—values o f  (I  — AqM)P.
The observer p o les  could be assigned  qu ite  a r b itr a r ily  but th e  
observer was designed as a Kalman estim ator fo r  two reason s:-
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a) The design method took account o f  n o ise  disturbances present in  
p r a c tic e .
b) As the ca lcu la tio n  o f  the m atrix i s  a dual o f  th e optimum 
c o n tro ller  c a lc u la tio n , :8he same computer programme can be used, 
w ith minor changes, to  perform both s e t s  o f  c a lc u la tio n s .
The observer w ith th e  con tro l law included, equation (1*9)» d efin es  
the ca lcu la tio n s  needed to  determine x (k ) . However t h is  i s  not in  a s u i t ­
able form fo r  implementing as a con tro l law on a d ig i t a l  computer. So 
z-transform ing equation (U9) g iv e s ,
zX(z) -  zx(0) -  ( I  -  AqM) (P -  SC) X(z) + zAqY(z) -  z A ^ O ) , ( 58 )
where X(z) and Y(z) are th e  z-transform s o f  x(k) and y (k ) and x (0 ) and y (0 )  
are th ere i n i t i a l  v a lu es . P u ttin g  (1 -  A^ M) (P -  SC) = R and rearranging  
g iv e s ,
( z l  -  R) £ (z ) « zAqY ( z )  + z (x (0 ) -  A^r(O)). (59)
How assuming th a t th e observer i n i t i a l  con d ition s are properly s e t  and 
x(0) *= A ^ ( 0 ) , then equation (59) becomes,
X ( z )  w ( z l  -  R)  ^ z A q Y ( z ) .  ( 6 0 )
The z-transform  o f  the con tro l equation i s  U(z) «-C&(z) and so  the  
con tro l equation becomes,
U(z) = -C ( z l  -  R)-1 zA-X(z). (61)
As y(k ) represents d ev ia tion s from a d esired  measurement va lu e and 
as ( z l  -  R)  ^ i s  a ra tio n a l function  in  z equation (61) i s  th e equation o f  
a sampled data c o n tro ller  u sin g  past values o f  u(k) and y (k ) . The assump­
t io n  o f  in it ia l-e o n d it io n  eq u a lity  w i l l  u su a lly  be j u s t i f i e d  as co n tro l
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a
w il l  commence from a se t-p o in t o f  zero and y (0 ) = 0 and x(0) i s  s e t  as 
zero in  th e computer.
T) Conclusions
In t h is  chapter the th e o r e t ic a l b a s is  o f  c er ta in  con tro l system  
design methods has been presented . Some o f  th ese  methods have not been 
used in  d is t i l la t io n  column con tro l before , and few ap p lica tio n s in  other  
f ie ld s  have been reported . The use o f  th e lin e a r  optim al regu lator  theory  
to  design c o n tr o lle r s  in  an in tegrated  fash ion  i s  b e liev ed  to  be a new 
departure in  d i s t i l la t io n  column con tro l; both feedforward and feedback  
co n tro llers  are designed using the same c a lcu la tio n . I t  i s  hoped th a t  
in tegrated  design may g ive  b e tter  con tro l when in tera c tio n  occurs.
As w e ll as t h is  new method, conventional design techniques have been
presented for  purposes o f  comparison. The sampled data two-term c o n tr o lle r
r e l i e s  on ca n ce llin g  a pole in  th e  z-plane and o n -lin e  tuning o f  c o n tr o lle r
gain to  achieve good performance. This method has been used w ith
*33
considerable success and i s  ty p ic a l o f  the b est in d u str ia l p r a c tic e .
F in a lly  two methods o f  reducing th e  number o f  measurements required  
by th e in tegrated  co n tro ller  have been stu d ied . The f i r s t  method i s  rather  
a r t i f i c i a l  as a mathematical device i s  used to  s e t  co n tr o lle r  c o e f f ic ie n t s  
to  zero . The use o f  observers has a lso  been studied  and the p rop erties  o f  
th ese  dynamic systems have been presented . The problem o f  observer pole
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a llo c a tio n  has been overcome by making th e observer a Kalman estim ator . 
Again th e ap p lica tio n  o f  both th ese  methods to  d i s t i l la t io n  columns i s  
b e liev ed  to  be o r ig in a l.
In th e  next chapter th e a p p lica tion  o f  th ese  methods to  design ing  
c o n tr o lle rs  for  th e  N.P.L. d i s t i l la t io n  column w i l l  be described.
TABLE 6.1
DUAL RELATIONS FOR CONTROL AND ESTIMATION
Control Estim ation
P
S
Dt
c Vpf
G K
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CHAPTER 7
THE CONTROL OF DISTILLATION COLUMNS -  DESIGN AND SIMULATION
1) Introduction
In th is  chapter th e  con tro l problems encountered on th e N.P.L. 
column are d iscussed  and a two loop con tro l configu ration  i s  suggested .
The con tro l theory presented in  Chapter 6 i s  used to  design  con tro l 
systems fo r  t h is  column.
The design o f  d iscre te -tim e  two-term co n tro llers  i s  straightforw ard, 
but th e  a p p lica tion  o f  optim al con tro l theory i s  com plicated by th e  
fo llow in g  problems
a) The la rg e  number o f  measurements required by t h is  type o f  
con tro l system.
b) The lack  o f  in teg ra l a c tion  which causes steady s ta te  erro rs.
c) The e f f e c t  o f  performance c r ite r io n  w eighting on th e f in a l  
control performance.
Techniques are presented which overcome th ese  problems and a  
system atic design procedure i s  developed. This work i s  an o r ig in a l a p p li­
ca tion  o f  e x is t in g  theory.
The con tro l schemes are a ssessed  by sim ulating th e ir  performance on
a d ig i ta l  computer model o f  th e column. The r e s u lt s  obtained in  p ra c tice  
are described in  Chapter 8.
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g) Control of the N.P.L. Column
Control s tu d ies  on the N.P.L. column were lim ited  to  some exten t by 
the p h ysica l behaviour o f  th e process and th e instrum entation a v a ila b le .
No measurement o f  feed  flow  or com position was a v a ila b le  o n -lin e  so feed­
forward con tro l could on ly  be te s te d  in  computer sim u lation s.
As already sta te d  in  Chapter 5 th e column ga in , a t  loir com positions, 
i s  very sm all and a t  high composition th e azeotrope tends to  damp out 
dynamic change. To obtain  top product com position changes o f  a reasonable  
magnitude (top  product com position o f  60%) > th e bottom o f  th e  column vas 
run in  a cond ition  o f  to t a l  sep aration . Therefore the f u l l  e f f e c t s  o f  in te r  
a ction  on con tro l could not be te s te d  and an a lte r n a tiv e  con tro l s tra teg y  
was used in  which heat and r e f lu x  r a t io  were used to  con tro l th e  top  p la te  
com position.
The column i s  s t i l l  a u se fu l t e s t  bed fo r  comparative co n tro l 
stu d ies  because
i )  I t  i s  n on -lin ear ,
i i )  Hydrodynamic delays occur to  a lim ited  e x ten t,
i i i )  I t  i s  subject to  d r if t  and n o ise  d isturbances.
The sampling in terv a l was f ix e d  by hardware to  be a m u ltip le  o f  
32 secs  and a value o f  96 s e c s , was chosen. This value was a lso  used by 
W illia m s^ .
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3) The Design o f  Conventional Control Systems
i )  Feedforward Control
A ”s t a t ic ” feedforward con tro l was designed for comparison w ith th e  
feedforward con tro l designed "by th e  optimum con tro l c a lc u la tio n . The 
steady s ta te  gains were ca lcu la ted  from the tra n sfer  fu nctions given  in  
Table (5*^).  These values were su b stitu ted  in  equation (6 .3 )  and the  
fo llow in g  control equations were obtained,
i i )  Feedback Control
The f i r s t  order tra n sfer  fu nctions obtained from th e frequency  
response programme were z-transformed u sin g  a sampling in te r v a l o f  1 .6  mins 
to  g ive  th e fo llow in g  top p la te  com position responses
S u b stitu tin g  th ese  tra n sfer  ftmations in to  equation (6 .11)  g iv es  the  
fo llow in g  c o n tro ller  tra n sfer  functions for  th e  two lo o p s ,
R(z) » - 0 . 8 7 6  F(z) + 58.2 Z(z) .  
Q(z) « -8 ,650  F ( z ) 4 9 5 ,8 0 0  Z(z)
( 1 )
( 2 )
a)
Heat Input w
(3)
a)
Heat Input .)
,
,
( 5 )
(6)
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i
where the time constant o f  the c lo sed  loop response i s  T /log  ( 1-Q) and i se ,
adjusted by Mon-line"  tuning o f  th e c o n tro ller  gain Q.
The con tro l equations were sim ulated on the l in e a r is e d  model.
F ig . (7»1) shows th e top p la te  com position response to  a step  change in  
s e t  p o in t, when r e f lu x  on ly  i s  manipulated. The fo llow in g  e f f e c t s  were 
observed: -
i )  As pred icted  when Q=L th e c lo sed  loop response i s  the same as 
th e  open loop response, 
i i )  As Q i s  increased  th e  column fo llow s an exponential response  
whose tim e constant iB governed by the value o f  Q.
i i i )  When th e c lo sed  loop response should be "deadbeat” , the
system s e t t l in g  in  one sampling in te r v a l. The sim ulated r e s ­
ponse overshoots by 13$ due to  mismeasurement o f  th e process  
parameters and because the f i r s t  order model i s  an approximation 
to  a seventh order system . Control d i f f i c u l t i e s  o f  t h i s  type  
are overcome by reducing Q, making the con tro l l e s s  " tig h t” .
A general c r it ic ism  o f  ca n ce lla tio n  compensation design  methods i s  
th a t im perfect ca n ce lla tio n  can a llow  undesirable l ig h t ly  damped terms in  
the closefifloop response. In t h is  p a r ticu la r  a p p lica tion  t h is  does not 
present a ser iou s problem becau se:-
i )  When t ~ 1.6 mins and T = ^0 then (t-L) *= 0 .9 6 ,  i f  T » 20 then ( 1-L)c c
® 0.951 &nd i f  T ~ 6 0 , (1-L) = O.9 6 8 . So errors o f  50$ in  estim atin gc c
only  cause errors o f  1$ in  (1- 1L) ♦
i i )  I f ,  th e  model has a pole in  the z-p lane a t (1-L1) and th e p rocess has
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a pole at (1-L) then using equations 6(8) and 6(11) the open loop tra n sfer  
function  i s ,
x. q z~1 (1 -  (1. -  l b  z~1)
L1 (1 -  (1 -  L) z“1) (1 -  z ' 1)
Depending on the r e la t iv e  magnitudes o f  L’ and L th ree d if fe r e n t ro o t-  
locu s p lo t s ,  shown in  Fig.  (T»2), are obtained: -
a) L = L1 g iv in g  p er fect ca n ce lla tio n  w ith  the remaining c lo sed  loop  
pole on the rea l a x is  in s id e  the U n it c i r c l e .
b) L > L* and two r ea l c lo sed  loop p oles r e su lt  w ith in  the u n it  
c i r c l e .
c) L < L1 g ives complex c lo sed  loop poles for cer ta in  values o f  Q.
As the d ifferen ce  between L and L* should be sm all, both th ese  
p oles should be in s id e  the un it c ir c le  and c lo se  to  the r e a l a x i s .
These arguments only apply when the system tra n sfer  fu nction  i s  o f  f i r s t  
order, ad d ition a l p o les and zeros present in  the column tra n sfer  fu nction  
can s t i l l  cause con tro l problems.
When both heat and re flu x  are used to  con tro l top p la te  com position  
the two loops are not independent. A block diagram o f  the system i s  shown
in  F ig . (7 .3)  and th e c lo sed  loop z -tra n sfer  fu nction  i s ,
G (z) D1(z) + Gp(z) Dp(z)
K( z )  = 1 + G ^ z )  D ^ z )  + G2 ( z ) D2 ( z )  ■’ ( 7 )
where G1(z) and G0(z) are the proc ess  z -tra n sfer  functions in clu d ing  
1
sample and hold elements and D^(z) and Dg(z) are the resp ec tiv e  con tro l 
equation tra n sfer  fu n ctio n s .
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I f  th e  con tro l systesun arc designed u sin g  Hightm*a method a s -s in g le  
loop s-an d -th e  process tra n sfer  fu nctions are o f  f i r s t  order, then using  
02/2313010 defin ed  in  Chapter 6 ,
0 , X.- 3-1 Q, [1 -  (1 -  X.,) a"1]
a,(r.) T).(s)  -----1— 1------------------- -1—---------------- V —
1 -  (1 -  L,} Z St t ,  Cl -  z  Y
q ,  a-1
n r .......... _  
1 -  a
and-; s im ila r ly *
I f  °  **' Q-' then equation ( 11) becomes,
1
r-i*1 -  (1 -  2Q) z
which io  a n e x p o n en tia lr e sp o n se  (Q  ^ 0 .5 )  w ith  a tim e constant o f
(9)
Q 3
C?0(s )  D^Cs) *  -  (10)
** -  1 >  a ■
S u b stitu tin g  equations (9) cuid (10) in to  equation (8 ) g iv e s ,
(q, ♦ Qo) z~ 1
K(s)  ------— . (11)
1 - (1 - [q, -*o,]) a
K(a) "    ^  (12)
t / lo g g (  1-2Q). Equation (12) shows th a t in  terms o f  response two loop control 
o f fe r s  no advantage over s in g le —'loop con tro l and t h is  agrees with th e  
sim ulated r e s u lt s  shown in  F ig . (T.fc) fo r  Q « 0.019# 0.038# O*1 0 .2 .
However a  d is t in c t  advantage o f  two loop con tro l i s  th a t fa s t  responses 
fo r  a s in g le  loop# i . e .  £J ** 0.5* which cause ex cessiv e  con tro l v a r iab le  
excursions can bo achieved using two loops w ith  acceptable le v e l s  o f  
con tro l a c tio n .
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H) The Design o f  Optimal Linear Control Systems
The con tro l system described by equation (6.21) i s  shown app lied  to  
a d i s t i l la t io n  column in  F ig . (7*5)• The "set point" i s  th e  d esired  
column composition p r o f i le  and heat and r e f lu x  are manipulated according  
to  equation (6.22)  to  correct fo r  d ev ia tion s from th is  desired  s ta te .  
Feedforward con tro l i s  a lso  shown and feed  disturbances were included in  
th e  column equations as s tep  changes. I f  random disturbances occur, th ey  
can be included i f  a su ita b le  n o ise  model i s  s p e c if ie d .
A computer programme was w ritten  in  KDF9 A lgol using  th e m atrix  
lib ra ry  procedures to  perform th e i t e r a t iv e  m inim isation c a lc u la t io n s ,  
equations (6 .20) and ( 6 .2 2 ) .  The continuous system equations ca lcu la ted  
using th e steady s ta te  programme and th e performance c r ite r io n  w eighting  
m atrices were given as data. The programme converted th e  system equations 
to  d iscre te  time form, as described in  sec tio n  k,  5 , and then performed th e  
m inim isation over a p reset number o f  s ta g e s . AH the m atrices were 
printed  out to  check th a t th e so lu tio n  had reached a constant value and th e  
f in a l  Gr matrix was prin ted  to  check for  symmetry. The programme was te s te d  
on examples quoted in  textbooks and reproduced th e r e su lts  s a t i s f a c t o r i ly .
F ig . (7*5) a ls o , i l lu s t r a t e s  th e  e f f e c t  o f  th e  performance c r ite r io n  
w eighting m atrices on th e co n tro l. The con tro l system C m atrix and hence 
the co n tr o lle r  performance depend on th e  value assigned to  th ese  m atrices  
which can be sp e c if ie d  q u ite  a r b itr a r ily . This i s  a ser iou s lo g ic a l  flaw  
in  th e design method, but i f  a systemmatic method o f  choosing th ese  co­
e f f ic ie n t s  can be e sta b lish e d , t h is  i s  not a serious drawback to  an
-120-
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engineer concerned w ith a p p lica tio n s . The procedure used in  t h is  work i s  
as fo llo w s;-
i )  The A matrix p en a lise s  o f f s e t s  from the d esired  com position  
p r o f i le .  As only  product com positions are o f  in t e r e s t ,  th e  top  
p la te  x<j and r eh o iler  Xj com positions were eq u a lly  weighted w ith
u n ity  va lu e . As the r eh o ile r  com position i s  much sm aller than
2 * 2  —10 th a t o f  the top  p la te  th e  r a t io  o f  x,j ix^ was about 1:10
and the reb o iler  w eighting had l i t t l e  e f f e c t  on co n tro l,
i i )  The B matrix w eights the r e la t iv e  amounts o f  co rrectin g  a ction  
provided by th e heat and r e f lu x . The B matrix c o e f f ic ie n t s  were 
chosen in  th e  r a t io  o f  th e  in verse  squares o f  th e steady s ta te  
gains o f  top  p la te  com position to  each con tro l v a r ia b le . This 
meant th a t each con tro l variab le  had th e same correctin g  actio n  
on top  p la te  com position changes,
i i i )  The value o f  X i s  used to  weight th e r e la t iv e  e f f e c t s  o f  th e  A 
and B m atrices in  the performance c r ite r io n . I t  was chosen by 
sim ulating the system performance w ith sev era l c o n tr o lle r s  de­
signed using d if fe r e n t values o f  X and choosing the co n tro l which 
gave th e b est performance from an engineering po in t o f  view .
The column equations were l in e a r is e d  about a com position p r o f i le  
which was used as th e con tro l "set p o in t” . F ig . (7 .6 )  shows th e  co n tro l 
matrix (C) c o e f f ic ie n ts  for  th e most u se fu l range o f  X p lo tte d  a g a in st  
column p la te  number, th e r e su lts  show t h a t : -
a) As X decreases th e control gain in crea ses.
- 1 2 8 -
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b) The r eb o iler  feedback c o e f f ic ie n t  i s  much larger  than any o f  th e
o th ers♦
c) The co n tro ller  c o e f f ic ie n ts  ex h ib it a peak in  the region  o f
p la te  3.
This shows th at th e  c o e f f ic ie n t  values depend on the r e la t iv e  magnitude o f  
changes on each p la te  as w e ll as th e performance c r ite r io n  w eighting .
The feedforward c o e f f ic ie n ts  ca lcu la ted  in  sec tio n  (7 .3 )  are la rg er  
than those shown in  F ig . (7 .6 )  as con tro l var iab le  changes are not p en a lised  
in  th e conventional design method.
Figs (7*7) and (7*8) show th e con tro l system resp on se .to  s e t  poin t 
changes and feed  changes r e sp e c tiv e ly , when sim ulated on th e lin e a r is e d  
model. The responses are fa s te r  w ith sm all values o f  X as la rg er  co n tro l 
variab le  changes are perm itted. The response to  feed  changes show t h a t : -
i )  The system always ex h ib its  a steady s ta te  o f f s e t  fo llo w in g  a sttep  
change in  feed . This i s  c h a r a c te r is tic  o f  systems c o n tro lled  in  
th is  fash ion , th e p lan t does not contain  any form o f  in teg ra tio n  
in  i t s  open-loop response and th e  optimum c o n tr o lle r  has no 
in teg r a l a c tio n . When a feed  change occurs, th ere i s  a s h i f t  in  
the column composition p r o f ile  which i s  sensed by th e c o n tr o lle r  
and used to  generate a correctin g  s ig n a l, i f  the o f f s e t  i s  
brought to  zero the correctin g  s ig n a l w i l l  a lso  go to  zero , hence 
t h is  type o f  con tro l must a llow  some steady s ta te  o f f s e t .  In 
p ra ctice  t h is  w i l l  not be seriou s i f  th e co n tr o lle r  can reduce 
th e o f f s e t  to  a reasonably sm all v a lu e , and sim ulations in d ic a te  
th a t for  th e sm aller values o f  X t h is  w i l l  be so .
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i i )  When X i s  large th e system response to  disturbances i s  exponen­
t i a l ,  but as X decreases the system e x h ib its  a pronounced spike
in  the opposite d irec tio n  to  th e disturbance. This i s  charac­
t e r i s t i c  o f  " s ta t ic ” feedforward co n tro l, because th e  change 
in  con tro l var iab les  cause overcompensation i n i t i a l l y .
The response o f  a feedback only c o n tr o lle r  i s  shown in  F ig . (7*8) and th e  
steady s ta te  o f f s e t  i s  much greater than when feedforward i s  a lso  
included.
The con tro l system performancd was a lso  sim ulated on th e  non­
lin e a r  model to  t e s t s -
i )  The e f fe c t  o f  con tro l variab le  l im it s ,
i i )  The e f fe c t  o f  n o n -lin ea r ity  on control system s t a b i l i t y .
_ C
The con tro l system obtained when X = 2 .8  x 10 gave a good response
w ith acceptable control variab le  changes. Two other con tro l systems w ith
■ —3 —U ■ • ' ■ •lower ga in s , X e 2 .8  x 10 and 2 .8  x  10 were a lso  stu d ied , in  case th e
high gain control system was u n sta b le .in  p ra c tice .
Sunderland m odified th e  FI FI programme so th a t i t  could sim ulate  
d ig i t a l  con tro l system s. Two extra subroutines were w r itten , EVY in  
which a sum o f  squared errors was ca lcu la ted  and STEP in  which th e  co n tro l 
equations were sp e c if ie d . The r e s u lt s  obtained fo r  s e t  p oin t changes o f  
± lU$ in  top  p la te  composition and a feed  com position change o f  1 . 25$ 
are shown in  Figs (7*9)» (7*10) and (7*11)*
The graphs show top  p la te  com position responses which are very
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s im ila r  t o  those obtained from th e  l in e a r is e d  model. The r e s u lt s  showed 
t h a t : -
i )  The r eb o ile r  com position was about 0 .1$ ,  and was not 
e ffe c te d  by con tro l a c tio n ,
i i )  The response w ith in creasin g  com position, P ig . (7*9) sxeCo 
slower than th ose  w ith decreasing com position, F ig . (7*10).
i i i )  The s e t  poin t change, P ig . (7*10) w ith decreasing com position  
ex h ib it some overshoot due to  r e f lu x  sa tu ration  and column 
n o n -lin ea r ity .
iv )  The steady s ta te  o f f s e t  fo llow in g  a feed  change i s  la rg er  on 
the n on -lin ear model, but i s  not ex cessiv e  w ith th e  higher  
gain c o n tr o lle r s , 
v) The spike caused by the s t a t ic  feedforward c o n tr o lle r  i s  not 
present because PI FI has to  in teg ra te  the equations fo r  one 
sampling in terv a l before con tro l i s  applied* When contro l 
i s  app lied  both feedforward and feedback elem ents contribu te  
to  th e  correction  and the spike does not occur.
5) Control w ith In tegra l A ction
Steady s ta te  o f f s e t s  fo llow in g  changes in  the feed  can be e lim in ated  
when con tro l w ith in teg r a l action  i s  used. An ad d ition a l s ta te  variab le  
which i s  th e in te g r a l o f  th e  top p la te  composition was added to  the model 
and to  include i t  in  the con tro l equation i t  was assign ed  w eighting va lu es  
o f  1 .0  and 0.1 in  the performance c r ite r io n . The optim al co n tro l ca lcu la ­
t io n  was then repeated fo r  the same values o f  X.
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The sim ulated r e su lts  for  t h is  con tro l system t o  se t  point and feed  
changes are shown in  F igs (7 .1 2 ) ,  (7*13) and (7*1^). The response to  a 
s e t  poin t change now overshoots, because th e in tegra tor  a c ts  as a memory 
o f  th e  la rg e  i n i t i a l  o f f s e t  which i s  brought to  zero by overshooting. 
Following a feed  change th e steady s ta te  o f f s e t  i s  brought to  zero , th e  
speed o f  response depending on th e performance c r ite r io n  w eighting. 
Including an extra  s ta te  variab le  has l i t t l e  e f f e c t  on the other con tro l 
equation c o e f f ic ie n t  va lu es.
6) The Performance o f  th e Reduced Optimal C ontroller
The computer programme w ritten  to  c a lcu la te  th e  c o n tr o lle r  C 
matrix included a f a c i l i t y  to  allow  i t  to  a lso  ca lcu la te  th e  i t e r a t iv e  
re la tio n sh ip  given by equations 6(29) and 6(30) .  The r e su lt in g  con tro l 
system has a C m atrix w ith se le c te d  elem ents se t  to  zero.
In d is t i l la t io n  column ap p lica tio n s a large  number o f  s ta te  v a r ia b les  
have t o  be elim in ated . Two con tro l systems were designed fo r  th e  N.P.L. 
column, one with only top and bottom p la te  com positions feedback and th e  
other w ith the feed p la te  com position feedback as w e ll ,  when X =
2 .8  x 1<f5.
These co n tro lle rs  were sim ulated on the lin e a r is e d  model, and were 
compared w ith th e f u l l  optim al c o n tr o lle r . F ig . (7*15) shows th e  top  
p la te  response to  a se t  poin t o f f s e t .  The reduced c o n tr o lle r s  g iv e  poorer
- 1 3 1 -
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responses than th e  f u l l  c o n tr o lle r  hut they are s t i l l  s a t is fa c to r y .
F ig , (7 .16)  compares the c o n tr o lle r s  response to  a feed  change o f  0.5$
B.M. w ith feedforward and feedback co n tro l. The steady s ta te  o f f s e t  w ith  
the e lim inated  c o n tr o lle r s  i s  greater than th a t o f  th e  f u l l  c o n tr o lle r  by 
a fa c to r  o f  more than tw enty.
While th e  reduced c o n tr o lle r s  gave reasonable r e s u lt s ,  i t  was 
decided th at an ex cessiv e  number o f  s ta te  var iab les had to  be elim in ated . 
Although Hoskins theory i s  sound the changes in  the C m atrix were such 
th a t s im ila r  r e su lts  could be obtained by ignoring s e le c te d  c o e f f ic ie n t s  
in  th e f u l l  con tro l C m atrix.
7) Control w ith Observers
To design a Kalman estim ator as described in  sec tio n  6 .6  the  
n oise  s t a t i s t i c s  o f  th e  column have to  be sp e c if ie d . This presented  
cer ta in  d i f f i c u l t i e s  b ecause:-
i )  The N.P.Ii. column was being r e b u ilt  a t Warren Spring Laboratory 
and was not a v a ila b le  to  obtain  th e  necessary operating  
records.
i i )  The n o ise  was composed o f  a lim ite d  range o f  frequencies and 
would have to  be represented by Gaussian n o ise  passed through  
su ita b le  f i r s t  order f i l t e r s .
To avoid th ese  d i f f i c u l t i e s  the n o ise  was assumed to  be "white".
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This i s  a gross assumption, but th e theory o f  observers shows th at the  
observer dynamics, i f  s ta b le , are not c r i t i c a l .  The n o ise  le v e ls  present 
s t i l l  have to  be ca lcu la ted , and severa l short steady s ta te  operating  
records obtained at H.P.L. were used fo r  th is  purpose. The mean and var­
iance o f  the records were ca lcu la ted  using a computer programme. The 
r.m.e ,  value o f  n o ise  le v e l  was found to  vary on a l l  p la te s  between 3.0$  
and 5% o f  th e  mean value depending on th e record. The observer was 
designed with a n o ise  le v e l  corresponding to  an r .m .s .  value o f  U% on a l l  
p la tes  to  ca lcu la te  the process n o ise  covariance. (E.j i s  taken to  be the  
un it m atrix). The separation o f  process n o ise  from measurement n o ise  i s  
more d i f f i c u l t  and the r a t io  o f  th e  two decides th e  estim ator c a lcu la tio n
value o f  "X" (Table 6 .1 )  and hence th e magnitude o f  A . The measuremento
n o ise  covariance was ca lcu la ted  assuming an r .m .s .  measurement n o ise  o f  
1% o f  th e  mean value o f  top p la te  com position.
The n o ise  bandwidth was estim ated from th e short operating records 
to  t e s t  the assumption o f  "white” n o ise . The number o f  mean value
35crossin gs were counted and using the approximate formula given by Goff
th e  lowpass n o ise  bandwidth f„  85 8/2* x 0 .8 .  Where 8 i s  the average num-«
her o f  mean value c ro ss in g s /u n it tim e. This g ives a lowpass n o ise  band-
—2width (counted over 100 mean value crossin gs) o f  8 .0  x 10 cy cles /w in
*“3compared with the column bandwidth o f  U x 10 cy c le s  /rain. While the  
"white” n o ise  Kalman estim ator w i l l  not be optimum for  s ig n a ls  corrupted  
by lowpass n o ise , the bandwidths are such th at sa t is fa c to r y  r e s u lt s  should  
be obtained.
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The feedforward contro l was not included in  the estim ator design  
as no o n -lin e  measurements o f  feed  cond itions were a v a ila b le  and feed­
forward con tro l could not be implemented w ith th e  e x is t in g  con tro l 
programme.
The programme used to  ca lcu la te  th e  con tro l matrix C, was m odified
so th a t i t  could c a lc u la te  th e observer m atrix. The data input sec tio n
was rew ritten  so th at th e m atrices in  th e i t e r a t iv e  m inim isation were 
assigned according to  Table 6 .1 .  The i n i t i a l  covariance m atrix K(0) was 
assumed to  be zero and ite r a t io n s  were continued u n t il  the value o f  th e  
Aq matrix in  the s t a t i s t i c a l  steady s ta te  was obtained.
To obtain  contro l equations which could be implemented using the  
Hermes control programme equation 6(6) must be evaluated ,
U(z) = -C ( z l  -  R)-1 zAqY(z) (13)
37 ' 'Zadeh and Desoer have shown th a t,
( z l  -  R) 1 = B ( z ) /d ( z ) ,  ( I 1*)
where d(z) = d e t ( z l  -  R) « zm + d .z311  ^ 4—— ---+ d 4z  ^ + d , (15)I m—I m
and B(z) = a d j (z l  -  E) = B0zK_1 + B ,z” ‘ 2 + -  -  -  + B ^ z  + . (1.6)
Bq to  are ( i  x m )  m atrices. The fo llo w in g -ite r a t iv e  r e la t io n sh ip
can be used to  evaluate th e c o e f f ic ie n t s ,
Bk “  Bk - iE + V  “ a ^  “  i r  t ra c e  (Bk - iE )* (17)
where K « 1, -  ■— , m and BQ » I  and dQ « 1.
A computer programme was w ritten  t o  c a lcu la te  th e  values o f  and 
The n u ll m atrix,
The B m atrices were p re-m u ltip lied  by G and post m u ltip lied  by zAq to  y ie ld  
the control equation (13)•
When in teg r a l con tro l i s  introduced th e  measured value Y(z) was i n -
th e  in tegrated  feedback m atrix C^. The f i r s t  term was evaluated  using the  
computer programme and th e  second term was added to  i t .
The Ao matrix value ca lcu la ted  was used to  compute th e  fo llow in g  
three s e t s  o f  observer and co n tro l equations for  the th ree X values
a) Estimated s ta te  feedback co n tro l.
b) Estimated s ta te  feedback con tro l w ith  in te g r a l a c tio n  ca lcu la ted  
w ith 0 .1 w eighting.
c) Estimated s ta te  feedback con tro l w ith in te g r a l a c tio n  c a lcu la ted
R + d Im (18)
was evaluated and used to  determine th e  magnitude o f  rounding errors
tegrated  using the rectangular approximation by extending equation (13) ,
th u s,
o (z)  * -0 ,1*1  -  R)"1 zAqY ( z ) -  Cg (z l  -  I ) -1 ztY ( z ) .  (19)
The con tro l m atrix C i s  p a r tit io n ed  in to  th e  s ta te  feedback m atrix C, and
w ith a w eighting o f  1.0
The control equations obtained showed th a t:-
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i )  C o e ffic ien ts  o f  terms o f  order greater than z were small
r e la t iv e  to  the z°  c o e f f ic ie n t  and were n eg lected . This shows 
th a t a lower order column model could have been used.
i i )  The elem ents o f  th e B m atrix were 6 (10 ) as was th e  co -m 7
—•7
e f f ic ie n t  o f  z , Hence rounding errors were as large  as th e  
sm allest c o e f f ic ie n t  and th e  method o f  matrix in version  i s  not 
p a r tic u la r ly  accurate.
The optim al co n tro l equations w ith  s ta te  estim ation  were te s te d  by 
computer sim ulation w ith th e  non -lin ear model. The con tro l systems w ith­
out in teg r a l a c tion  were subject to  la rg er  steady s ta te  o f f s e t s  than th ose  
o f  the equivalent sim ulated s ta te  feedback system. The magnitude o f  the  
o f f s e t  depended on th e  value o f  X and was between 1$ and 2% in  com position  
fo r  a \h% s e t  poin t change.
When the f in a l  value theorem fo r  z-transform s i s  app lied  t o  the  
c losed  loop tra n sfer  fu n ction , equation ( 7 ) ,  for  a u n it step  s e t  po in t 
change then ,
D,(z) G,(z) + D,(z) G„(z) ■
X<z> = z+1 (z  “ 1} 1 + D,(z) G,(z) + B2 ( z )  Qg(a) (z -  1) (20)
This was evaluated w ith the ca lcu la ted  contro l z -tr a n sfe r  fu n ction s and
th e approximate f i r s t  order column z -tr a n sfe r  fu n ctio n s, equations (3)
and (*0, t o  g ive a value for  th e steady s ta te  o f f s e t .  The va lu es obtained
showed th a t the increased  o f f s e t s  were due to  th e  con tro l equations and
are th erefore  introduced in  th e evaluation  o f  th e observer and con tro l
polynom ials. Fadeeva’s algorithm  used to  in vert ( z l  -  R) i s  w e ll known
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fo r  i t s  lack  o f  numerical accuracy but no a lte r n a tiv e  method i s  a v a ila b le . 
When in teg r a l action  i s  included th e con tro l equations have a p o le  a t  
z = 1 and the o f f s e t s  are forced to  zero in  sp ite  o f  observer erro rs.
These r e s u lt s  show th a t observer systems are extrem ely s e n s it iv e  
t o  errors, t h i s  i s  due to  th e fo llow in g  reasons
a) The observers d esirab le  prop erties o f  s ta te  estim ation  and 
adding i t s  own p o les t o  th ose  o f  th e c lo sed  loop system are 
on ly  obtained when equation 6(38) i s  s a t i s f ie d .  Any error such 
as a d ifferen ce  between a p lant and i t s  model which i s  very  
l ik e ly  to  occur in  p r a c tic e , e sp e c ia lly  in  process a p p lic a tio n s , 
w il l  cause s ta te  vector estim ate errors and change th e  system  
c lo sed  loop p o le  con figu ration .
b) A second re la tio n sh ip  a lso  has to  be s a t i s f ie d ,  th e  observer  
i s  driven by Gu(k) to  account fo r  system in p u ts, where G * TS -  
DMS, any errors in  T or S w i l l  again cause s ta te  estim ate errors.
The sim ulated responses obtained when in teg r a l a c tio n  i s  included  
are shown in  F ig . (7*17) fo r  s e t  poin t changes and F ig . (7*18) fo r  feed  
com position changes. The steady s ta te  o f f s e t  has been elim in ated  and th e  
r e su lts  are s im ilar  to  those in  Figs (7*12) ,  (7 .13)  and (7*1*0 w ith com­
p le te  s ta te  feedback but th e  speed o f  response i s  slow er. The observer  
errors are th e same with and without in teg r a l action  and th e degradation  
o f  performance mentioned i s  due to  th ese  observer errors. In teg ra tio n  
improves con tro l compared w ith estim ated s ta te  feedback con tro l b ecause:-  
a) Long term o f f s e t s  due to  observer errors and proportional co n tro l  
are reduced to  zero .
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b) The in teg ra l i s  generated d ir e c t ly  from th e measured value and 
i s  added to  the estim ated s ta te  feedback according to  equation  
(1 9 ) . Hence th e  in te g r a l term i s  not subject to  any observation  
error.
The Kalman estim ator design  method w ith T ® I  estim ates th e  e n tir e  
s ta te  vector inclu d ing  the values a v a ila b le  as measurements. Hence any 
errors introduced by the observer are added to  the values a v a ila b le  as 
measurements. Luenberger has a lso  developed reduced order observers where 
a v a ila b le  measurements are used d ir e c t ly  and on ly  unmeasured v a r ia b les  are 
estim ated , which should reduce th e  e f f e c t  o f  observer errors.
The la rg e  steady s ta te  o f f s e t s  obtained when no in te g r a l ac tio n  
was included were unacceptable fo r  p r a c tic a l a p p lica tio n  and no attempt 
was made t o  implement th ese  con tro l systems on the N.P.L. column.
8) Conclusions
In t h is  chapter con tro l systems fo r  th e  N.P.L, d i s t i l l a t io n  
column have been designed and te s te d  by computer sim ulation . The r e s u lt s  
obtained show th a t th e lin e a r is e d  column equations represent on ly  mass 
tra n sfer  e f f e c t s  and in  theory th e column can be co n tro lled  w ith any 
desired  speed o f  response. The d isc re te  tim e two-term con tro l system  
gave good r e s u lt s ,  was easy to  design and could be tuned o n -lin e  to  
obtain th e  b est performance.
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The ap p lica tion  o f  optim al lin e a r  con tro l to  d i s t i l la t io n  columns 
i s  o r ig in a l, th e r e s u lt s  obtained show th a t : -
i )  A great deal o f  computation i s  required to  obtain  an optim al 
con tro l system which o ffe r s  only marginal improvements in  per­
formance compared w ith two-term co n tro l,
i i )  The optim al con tro l system performance depends on th e  values  
o f  the performance c r ite r io n  coeffic ien ts^ : which are u su a lly  
chosen by t r i a l  and error . In t h i s  work t h is  problem was 
reduced to  choosing a value fo r  one c o e f f ic ie n ts  which deter­
mined the con tro l system gain ,
i i i )  The optim al system obtained does not have in te g r a l a ction
although i t  i s  c lea r  th a t t h is  i s  required when a range o f  
operating conditions have to  be achieved. I t  was found th a t  
steady s ta te  o f f s e t s  could be reduced to  acceptable le v e l s  with  
high gain con tro l system s, and could be elim inated  by in tr o ­
ducing in teg ra tio n  as an a d d ition a l system s ta te  v a r ia b le ,
iv )  The optimal con tro l system requires measurements o f  a l l  the  
column s ta te  v a r ia b les .
Two methods o f  reducing th e  number o f  measurements required were 
stu d ied , a method o f  s ta te  variab le  e lim in ation  which s e t s  any d esired  
co n tro l c o e f f ic ie n t  to  zero and th e  use o f  observers to  estim ate th e  
system s ta te  vecto r .
The observer introduces dynamics in to  th e con tro l and i s  an 
o r ig in a l a p p lica tion  o f  e x is t in g  th eory. In t h is  work th e observer was
-144-
designed to  minimise th e estim ate error in  the presence o f  n o ise  using  
Kalman fs method. I t  was shown th a t t h is  system has the same prop erties  
as an observer and when the n o ise  s t a t i s t i c s  are known only  approximately 
a s ta te  vector estim ate w i l l  s t i l l  be obtained. The observer was found 
to  be very s e n s it iv e  to  model errors and dynamic changes due to  non- 
l in e a r ity ,  which caused o f f s e t s  in  the estim ated s ta te  v ecto r . When the  
observer was used w ith in teg ra l con tro l good con tro l was obtained because 
long term o f f s e t s  caused by errors were reduced to  zero.
I t  i s  important to  note th a t the optimal con tro l ca lcu la tio n  
revea ls  no inform ation on the b est con tro l stru ctu re. In order to  obtain  
good con tro l the problem must be formulated so th a t d esira b le  con tro l 
fu n ction s, e .g .  In te g r a l a c tio n , w i l l  r e s u lt .  In the next chapter the  
optimal in teg r a l con tro l systems w i l l  be compared w ith two-term con tro l 
systems on the N.P.L. column under d ir e c t d ig i t a l  co n tro l.
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CHAPTER 8
THE CONTROL OF DISTILLATION COLUMNS -  PRACTICAL RESULTS
1) Introduction
In t h is  chapter th e c o n tr o lle r s  designed in  Chapters 6 and 7 are 
applied  to  th e N.P.L. column under computer co n tro l. This work was the  
f i r s t  in  which the column was co n tro lled  by more than one loop .
The performance o f  the d ig i t a l  two-term con tro l i s  compared w ith  
the optimum con tro l w ith in teg ra l a c tio n  and an observer fo r  s e t  poin t 
changes and feed  changes. No p r a c tic a l a p p lica tio n s o f  optim al lin e a r  
regu lators have been reported and t h is  work i s  o r ig in a l.
Although only a lim ited  number o f  r e s u lt s  are presented , th ey  
represent a considerable amount o f  e f fo r t  spent in  m aintaining th e column 
instrum entation and in  observing th e con tro l experim ents.
2) The Computer Control System
The N.P.L. column was connected to  th e  Ferranti Hermes d ig i t a l  
computer to  perform computer con tro l experim ents, a schematic diagram o f  
th e  system i s  shown in  F ig . (8 .1 ) .
Every 96  seconds a c ry s ta l co n tro lled  c lock  in i t ia t e s  a scan o f  16
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v a r ia b les , as analogue v o lta g es  in  the range -20V to  +20V, a t a one 
second sampling r a te . These •variables include column in p u ts, p la te  tem­
peratures, com position meter read ings, control s e t  point value and a 
master channel which sp e c if ie d  which con tro l loops are in  u se . These
vo ltages are d ig i t is e d  by a d ig i ta l  voltm eter and are sent in  p a r a lle l  to  
a binary coded decimal (B .C .D .) encoder and are converted in to  6 d ig i t  
B.C.D. numbers. These 8 b it  d ig i t s  are sent to  Hermes s e r ia l ly  and are  
"hesitated" in to  the computer core s to r e . H esita tion  i s  a process where 
a computer cy c le  (6y sec) i s  "stolen" by the in ter fa ce  and used to  p lace  
a number in  a chosen store  lo c a tio n . In t h is  case one o f  th e top  96 
lo c a tio n s  o f  the s to r e . Each B.C.D. d ig i t  i s  counted and when 96  (16 x  6) 
d ig i t s  have been received  the counter in terru p ts the computer and fo rces  
i t  to  obey th e control programme.
The con tro l programme was w ritten  by K. Wilkinson o f  N.P.L. fo r  
use in  computer con tro l experim ents. On entry the B.C.D. numbers are  
converted in to  binary number form and column lo g s  are updated. Up to  
s ix  con tro l equations o f  the fo llow in g  form are evaluated ,
n n
u *= > a .e .  + \  b .u . ,o /  , 1 1 /  1 i*
i=0 i=l
where u^ are the past values o f  inp ut, e^ are past error v a lu es , n i s  th e  
number o f  past terms ( le s s  than 12) and a .., b^ are c o e f f ic ie n t s .  The 
c o e f f ic ie n ts  are sp e c if ie d  on a sm all data tape which can be changed a t  
any tim e during an experiment. The ca lcu la ted  output values are sen t to  
th e  column as three 8 -b it  binary numbers, from th e Hermes 2^ b i t  d ig i t a l  
output, and are stored  in  buffer s to res  and used to  s e t  the new va lu es o f
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control variable.
When th e control programme i s  completed the computer returns to  
a programme which d isp lays a lo g  o f  th e  values la s t  read in  or a graph o f  
100 past values o f  any logged v a r ia b le . T his programme i s  suspended when 
an in terrupt occurs a t th e end o f  th e next input scan.
3) Experimental Technique
The column model used fo r  con tro l system design was obtained a t  th e  
operating con d ition s given in  Table 5 .2 , run 1. The column was s e t  to  
reproduce th ese  con d itio n s, w ith a top  product com position o f  61$ BM and 
a top  p la te  com position o f  37•5% BM, fo r  the con tro l experim ents. The 
con tro l equations were sca led  in  terms o f  column hardware; d e ta i ls  o f  th e  
sca lin g  fa c to rs  used are given in  Appendix ( 2 )  . Top p la te  tem perature, 
read as a therm istor vo ltage  was used as th e  co n tro lled  v a r ia b le . D r ift  
in  the therm istor referen ce v o ltage  was la rg e  enough to  cause erroneous 
readings during a contro l response. To overcome th is  problem th e  fo llow in g  
re la t io n sh ip  was deduced.,
^  * 3 .8  V1 + h.29 VR + 2 .925 , 
where i s  th e  p la te  temperature (°C) d ev iation  from 80°C, i s  the top  
p la te  therm istor v o lta g e , and VR i s  the therm istor referen ce v o lta g e . The 
c o e f f ic ie n t  values were determined from measurements taken a t econstant 
reference v o lta g e  va lu es .
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In Hermes th is  correction  was app lied  before the con tro l equation  
was ca lcu la ted  and the s e t  point was s p e c if ie d  as a temperature. The 
temperature le v e ls  and equivalent com positions used fo r  con tro l are given  
in  Table (8 .1 ) .
To perform a con tro l experiment th e column was f i r s t  run to  steady  
s ta te ,  then th e  computer was connected w ith th e master channel s e t  to  
data logg in g  o n ly . The s e t  po in t vo ltage  was se t  to  th e  same value as 
th e top  p la te  temperature reading and th e  column values were logged fo r  
at le a s t  n scans (where n i s  th e  number o f  con tro l equation term s). When 
th e master channel was se t  to  con tro l (n egative) a "bumpless" tra n sfer  was 
achieved, and con tro l experiments could b eg in . I f  th e con tro l equations 
were changed in  mid-experiment a period o f  logg in g  was again required  
before in i t ia t in g  co n tro l.
k) Two Term Control
The values o f  Q which gave good r e s u lt s  when sim ulated were used, 
so th a t the two design methods could be compared. When Q = 0 .2  unstable  
responses were obtained, fo r  both s in g le  and two-loo^ co n tr o l, w ith  
decreasing com position (in creasin g  temperature) s e t  poin t changes. The 
in s t a b i l i t y  i s  caused by the vapour-liqu id  equilibrium  curve non- 
l in e a r ity ,  which i s  shown in  F ig . (5*18). I n s ta b il i ty  commences as the  
vapour-liquid equilibrium  curve "knee" i s  approached, the column tim e 
constants shorten and the gain decreases. The response overshoots in to  
th e  low gain region  and takes a long time to  recover.
- lo Q -
When Q■« 0*1 "both heat and re flu x  responses to  se t  point changes 
are s ta b le , and are shown in  F igs (8 .2 )and (8 .3 )*  The responses are 
exponential and are the same as the sim ulated r e s u lt s .  The con tro l 
s e t t l e s  w ith a steady s ta te  o f f s e t  which i s  due to  coarse con tro l 
va r ia b le  quantisation  l e v e l s .
The steady s ta te  temperature change fo llow ing  a one b i t  input 
change i s  0.1*61°C fo r  r e f lu x  and 0.366°C for  h eat. The worst case error  
due to  quantisation  o f  the output should be h a lf  th ese  values and th e  
steady s ta te  o f f s e t s  observe agree w ith  t h i s .  While th e  input v a r iab le  
range i s  8 b i t  (1 part in  256) a range o f  15 covered th e  co n tro l region  
o f  in te r e s t .  The heat con tro l gain was adjusted to  g ive  th e  f in e s t  
p o ss ib le  qu antisation  but the re flu x  co n tro l was p reset and could not be 
a ltered .
Two loop control w ith Q a 0.1. gave unstable r e s u lt s ,  but a f te r  
tuning o n - lin e  s ta b le  r e su lts  were obtained w ith Q = 0 .0 9 . These are 
shown in  F ig . (8.1*), a fa s te r  exponential response i s  obtained and quanti­
sa tion  errors are reduced. The column shows a quicker response w ith  
in creasin g  temperature than w ith decreasing temperature, which i s  fu rther  
evidence o f  th e  columns n o n -lin ea r ity .
The e f f e c t  o f  column tim e constant changes, due to  n o n -lin ea r ity  
on con tro l performance was d iscussed  in  Chapter 7» gain errors however 
were not considered . The e f f e c t  o f  gain  errors on th e  con tro l can be 
seen from th e c lo sed  loop tra n sfer  fu nction  (equation 6 (5 ))  evaluated  w ith  
d iffe re n t p lant and model ga in s,
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1 -  z"1 (1 -  Q G*/G)
Where G’ i s  th e actu a l gain o f  the p lant and G i s  th e estim ated gain used
in  co n tr o lle r  design . So th e sampled tim e constant becomes Q* « QG*/G and
in  t h is  case G* < G and hence Q* < Q and the e f f e c t  o f  the gain error i s
to  slow th e  c lo sed  loop  response observed. I f  G* >: G th e  c lo sed  loop
response would be fa s te r  than e j e c t e d  and in s t a b i l i t y  could r e s u lt  in  the
worst ca se s .
5) Optimal Control
The optim al con tro l system w ith in teg r a l ac tio n  and an observer  
were te s te d  o n -lin e  to  th e  H.P.L. column. The con tro l equations and th e  
corresponding values o f  A and in teg r a l w eighting are given in  Table 8 .2 .
a) Control w ith 1.0 In tegra l Weighting
Control systems 1 and 2 in  Table 8 ,2  gave unstable responses to  
se t  poin t changes w ith decreasing com position (in creasin g  tem perature). 
The observed r e s u lt s  ind icated  th a t in s t a b i l i t y  commenced as th e  vapour- 
liq u id  equilibrium  curve "knee” was approached and la rg e  overshoots in to  
the low gain region  r e su lted .
Control system 3 which has a lower gain was sta b le  and i t s  
response to  a s e t  point change i s  shown in  F ig . (8 .5 )*  The r e s u lt s  are  
s im ilar  t o  those obtained by computer sim ulation and have th e same speed  
o f  response and overshoot.
b) Control with 0.1 Integral Weighting
Control systems k to  6 in  Table 8 .2  were s ta b le  and severa l 
responses to  se t  po in t changes are given in  F igs (8 .6 ) to  (8 .1 2 ) which show 
th a ts -
i )  The responses are s im ila r  to  the sim ulation r e s u lt s .
i l )  C ontroller 6 i s  much slower than c o n tr o lle r s  1* and 5 which
have s im ilar  response speeds, 
i i i )  The responses to  decreasing temperature (in crea sin g  com position) 
se t  point changes are very slow due to  the azeotrop ic region  
being approached.
iv )  The n o n -lin ea r ity  o f  th e  process i s  c le a r ly  shown in  F ig (8 .1 0 )
and (8 .1 1 ) , th e  column behaviour d if fe r s  fo r  each s e t  p o in t
change in  a d iffe re n t d ir e c tio n .
Only one regu la tion  experiment was conducted and th e r e s u lt s  are 
shown in  F ig . (8 .1 3 ) , the response o f  co n tro lle rs   ^ and 5 to  13$ changes 
in  feed  flow  r a te . The two c o n tr o lle r s  g ive s im ila r  respon ses, w ith  
small f in a l  o f f s e t s  due to  con tro l s ig n a l q u an tisa tion . The disturbance  
tak es between 30 and ho sampling in ter v a ls  to  d ie  away, and th e  maximum 
d eviation  from the s e t  point i s  ±0.^°C equivalent to  a top  p la te  composi­
t io n  o f f s e t  o f  ±1 .2$ . Without con tro l the feed  changes would cause a 
steady s ta te  o f f s e t  o f  1.7°C or about ±5M  in  top  product com position .
A ll the optimal con tro l responses have steady s ta te  o f f s e t s  due 
to  con tro l variab le  qu antisation , however no ad d ition a l o f f s e t s  fo llo w in g  
feed  changes were observed. Any observer errors caused by errors in  th e
  -1&&-
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plant model were compensated fo r  by the in teg r a l term. When con tro l 
commences y(k) « 0 and x(k) are s e t  to  zero in  th e computer so th at 
observer i n i t i a l  condition  errors are elim inated .
6) D iscussion  o f  R esu lts
Unstable responses caused by n o n -lin ea r ity  i s  th e major co n tro l 
problem encountered on the N.P.L. column. The e f f e c t  o f  th e vapour-liqu id  
equilibrium  curve shape on column dynamics i s  described in  Chapter 5$ as 
th e slope o f  the curve in creases p la te  tim e constants become shorter and 
th e  gain decreases.
Table 8 .3  g iv es  the p la te  com positions and vapour-liqu id  equilibrium  
curve s lo p e , obtained from the steady s ta te  programme, fo r  th e th ree  
con tro l con d ition s given in  Table 8 .1 . The fo llow in g  changes can be 
observed: -
i )  At 61$ top product com position the top two p la te s  are working 
outsid e  th e high slope reg ion ,
i i )  As com position in creases th e  slop e o f  p la te s  2 and 3 decrease  
by a fa c to r  o f  1* causing a much slower response,
i i i )  With decreasing composition th e slope a t p la te  2 doubles but 
th a t a t p la te  1 increases by only  6%, but the com position i s  
2 %  BM ju s t  above th e "knee” and i f  the con tro l overshoots the  
slope in creases rap id ly .
When th e high stope region  i s  entered , con tro l becomes in e ffec tiv era n d  
large  o f f s e t s  are corrected  for  very s low ly , due to  th e low g a in . Both
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l in e a r  design methods showed in s t a b i l i t y  w ith con tro l systems designed fo r  
fa s t  responses, due to  n o n -lin ea r ity . However the two-term con tro l 
c o e f f ic ie n ts  could e a s i ly  be adjusted to  obtain  good, s ta b le  r e s u lt s .
Secondary dynamic e f f e c t s  a lso  occur which contribute to  in s t a b i l i t y  
in  th a t th ey  increase column phase la g  or change the column dynamics.
These in c lu d e:-
i )  R eferring to  equation 5 (1 0 ) , the p la te  gains and time constants  
depend on liq u id  and vapour flow  ra te s  as w e ll as th e  vapour- 
l iq u id  equilibrium  curve shape. The con tro l a c tion  changes 
th ese  flow s and th erefore  for  la rg e  changes a lte r s  th e column 
dynamics.
i i )  For changes which decrease com position, con tro l causes
increased vapour flow  and reduced l iq u id  flow . This w i l l  
decrease th e  l iq u id  holdup on th e  p la te s  and in  severe cases  
could cause ”flood in g” on the lower p la te s ,
i i i )  Hydrodynamic d e lays, though o f  on ly  a few seconds duration,
do occur and w i l l  in crease th e columns phase la g  and contribu te  
to  in s t a b i l i t y .
Comparing th e r e s u lt s  obtained from th e two con tro l system  design  
methods shows t h a t i -
i )  Control systems which gave rapid responses became unstable due 
to  column n o n -lin ea r ity , in  both cases t h is  problem was over­
come by using control systems w ith lower ga in s.
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i i )  Both methods gave good r e s u lt s ,  w ith the timed two-term  
c o n tro ller  g iv in g  the b est performance. This i s  not a 
comparison o f  s im ila r  c a se s , which should both be based on th e  
plant model, but the optim al con tro l system could not be tuned  
o n - lin e .
i i i )  O n-line tuning o f  two-term con tro l systems i s  a means o f
e lim in atin g  errors caused by model in accu racies. The optim al 
con tro l system could not be tuned and th erefore  a more accurate  
plant model i s  required,
iv )  No problems were encountered w ith  in ter a c tio n  using  th e two" 
loop s in g le  output con tro l con figu ration ,
v) O ffsets  caused by coarse con tro l var iab le  qu an tisation  e f fe c te d  
both control systems eq u a lly ,
v i)  The r e s u lt s  in d ica te  th a t a tuned two-term con tro l system could  
not be improved on, though an optim al con tro l system w ith  a 
s im ila r  performance could probably be designed by a ca re fu l  
choice o f  th e  performance c r ite r io n . In  t h is  case th e a d d itio n a l 
e f fo r t  required to  design th e optimal system was not ju s t i f ie d *
T) General Conclusions
This work has concentrated on applying optim al con tro l th eory  to  
a d is t i l la t io n  column and comparing the r e s u lt s  obtained w ith th ose  o f  
sim pler con tro l methods. Several po in ts  have emerged in  th e course o f  
th e  work:-
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i )  The n on -lin ear model developed gave a good rep resen tation  o f  
th e column dynamics.
i i )  A lin e a r is e d  version  o f  the model was su ita b le  fo r  lin e a r  
optim al regu lator design ,
i i i )  This model could be reduced using a frequency response programme 
to  g ive  an approximate f i r s t  order model which was su c c e ss fu lly  
used to  design two-term con tro llers*
iv )  The optim al co n tr o lle r  performance was not s ig n if ic a n t ly  b e tter  
than th a t o f  th e two term c o n tro ller  when sim ulated or when
i t  was app lied  in  p r a c tic e .
v) An optim al co n tr o lle r  w i l l  u su a lly  require some form o f  s ta te  
vector estim ation  to  reduce the number o f  a v a ila b le  measurements 
required.
v i)  Column n o n -lin ea r ity  was a major con tro l problem in  t h i s  ca se ,
v i i )  An observer system can be included in  a s ta te  feedback con­
t r o l le r  but i t  i s  very s e n s it iv e  to  errors in  th e  p lan t model.
The lack  o f  improved contro l w ith th e optimal method i s  due to  
severa l reasons which have not been sta ted  c le a r ly  in  th e l i t e r a t u r e : -
i )  The performance o f  the optim al co n tro ller  depends on th e  
value assigned  to  the performance c r ite r io n  w eighting  
c o e f f ic ie n t s .
i i )  Steady s ta te  o f f s e t s  occur fo llow ing  feed  changes,
i i i )  The design method depends on an accurate p lant model.
iv )  The co n tro llers  require a la rg e  number o f  measurements.
v) A large  amount o f  computing i s  required.
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v i )  Simple con tro l systems can "be adjusted o n -lin e  to  compensate 
for  model erro rs, t h is  cannot be done with optim al con tro l
system s.
v i i )  In most p r a c tic a l ap p lica tio n s in teg r a l action  must be 
included.
v i i i )  Errors in  s ta te  estim ation  can degrade th e performance o f  the  
optim al con tro l system.
In most a p p lica tion s the extra  e f fo r t  required to  design optim al 
l in e a r  co n tro l systems i s  not j u s t i f ie d  in  terms o f  improved performance.
Further work in  th e  column m odelling f i e ld  should be devoted to  
obta in in g  l e s s  d e ta iled  models from th e large  s e ts  o f  equations used here. 
Some progress can be made by reducing f u l l  lin e a r is e d  models using a 
frequency response programme and lumping column sec tio n s  to g eth er .
Further stu d ies  o f  optim al lin e a r  regu lators on in tera c tin g  systems 
should be made, preferab ly  using reduced order models. The main problem 
being to  obtain  reduced models which have s ta te  v a r iab les  a v a ilab le  for  
measurement. More a tten tio n  should a lso  be given to  observer systems to  
e s ta b lis h  methods o f  designing th e b est observer in  a given d eterm in istic  
s itu a t io n . Design methods which reduce the observers s e n s i t iv i t y  to  
p lan t model errors are required in  view o f  the r e su lts  which were obtained  
here.
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TABLE 8.1  
SET POINTS FOR COMPUTER CONTROL
Set P oint
Top P la te  
logged  
value
Top P la te  
Temperature
Top P la te  
Composition 
% BM
Top Product 
Composition 
% BM
1 0 .5 T9.5 57.0 67.0
2 2 .4 81.4 39.2 6 0 .8
3 4 .3 83.3 24.9 54.9
PLATE COMPOSITIONS
TABLE 8 .3  
i  AND SLOPES AT THE CONTROL SET POINTS
P late  No. P la te  Composition% BM
Equilibrium Curve Slope
Set Point 1 1 57.0 0.475
2 35.8 0.400
3 7 .9 2.520
4 1.8 8.950
Set Point 2 1 39.0 0.400
2 8 .9 1.725
3 1.8 8.950
4 1.1 8.950
Set Point 3 1 24 .9 0.425
2 4 .2 3.450
3 1 .3 8.950
4 0 .9 i.9 5 0
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CONTROL EQUATIONS WITH OBSERVERS
Control equations are sca led  fo r  column hardware and are in  th e  form
u (s)
e ( s )
i )  1 .0/i n t e g r a l  . .w e ig h t in g
No Control Equation 
-1 .1 6  4 1 .27s"1 -  0.206z"2  4 0.025z"3 . Heat loop
1 2 .8  x 10*5 1 .0  -  1 . 1z~ 1 4  0.137z~2 -  0.O4lz~ 3 
-2 .0 4  4- 2 .1 6 s* 1 - 0 .2 9 6 a "2  4* 0.036s*3 . Reflux loop
1 .0  -  1. 1z~ 1 4  0.137s"2 -  0 .0 4 lz" 3
2 2*8  x  10 ^
-0 .7 6 8  t  0 .82a* 1 -  0.107z*2 4- 0.002a*3. Heat loop  
1 .0  -  1.477z* 1 4* 0 .504s* 2 -  0 .057z“ 3 
-0 .895  4* 0.949a* 1 -  0 .12z"2 4* 0.002s*3 . R eflux loop
1 .0  -  1.447a* 1 + o .504z*2 -  0 . 057z"3
-0 .3 0  4 0.318Z* 1 -  0 .04 lz" 2 4 0 .001s"3 Heat loop
3 2 .8  x 10~3 1 .0  -  1. 677a* 1 4  o .756z* 2  -  0 . 0807z* 3
-0 .2 8 2  4  0 .299z“ 1 -  0.038a*2 4  0 .001z"3 . R eflux loop
1 .0  -  1.677z* 1 4- 0 . 656s*2  -  0.0807z* 3
i i )  0*1 In tegra l
w eighting
-0 .5 8 4  4  0 .627z* 1 -  0 .087z*2 4  0 .002z*3.Heat loop
4 2 .8  x  10*5 1 .0  -  1.137a"1 4 0.168a"2  -  0 .031s* 3 
-1 .0 2  4  1 .07a*1 -  0.124a*2 4  0.003z"3 . R eflux loop
■ r  T -1 ' ' Up -q  
1.0 -  1.137z 4  0 . 168a * -  0 .031s 3
. -0 .384  4  0 .4 1z*1 -  0.054a"2 4  0.001a"3. Heat loop
5 2 .8  x 10^ 1.0 -  1.532a"1 *4 0 .599s*2  -  0.068z"3
-0 .4 4 7  4  0.474a" 1 -  0 .058a"2  4  0 .001z"3 . R eflux loop
1.0 -  1.532a" 1 4  0 .599z"2 -  0 .068z"3
-0 .1 5  4 0 .159z"1 -  0 .02z"2 4  O.OOlz"3 . Heat loop
6 2 .8  x  10” 3 1 .0  -  1.784z" 1 4  0.879z"2 -  0 ,097z* 3
-0 .141 4  0 .150z“ 1 -  0 .0189a"2  4 O.OOlz"3  R eflux loop
1 .0  -  1.784a" 1 4  0 . 879s "2  -  0 i097s"3
-1 6 7 -
RE FEKENCES
1) G reth lein , H and Lapidus, L. "Time Optimal Control o f  N on-linear  
Systems w ith  C onstraints". A .I.C h.E. Journal, 1963.
2) Rees, N. Unpublished communication, 19 6 6 .
3) Pontryagin, L ., B o lty a n sk ii, V ., Gamkrelidge, R. and Mishchenko, E. 
"The Mathematical Theory o f  Optimal Processes" . In tersc ien ce  
P u b lish ers, 1962.
4) M arshall, ¥ . and P ig ford , R. "The A pplication  o f  D if fe r e n t ia l  
Equations to  Chemical Engineering". U. o f  Delaware, 1947.
5) Lamb, D ., P igford , R. and Rippin, D. "Dynamic C h a racter istics  and 
Analogue Sim ulation o f  D is t i l la t io n  Columns." Chemical Engineering  
Progress Symposium, S er ies  No. 36, 19.61*'.
6 ) Genter, J . ,  Baber, M.» Edwards, L ., Harper, W. and W itte, M. 
"Experimental Transient Response o f  a P i lo t  Scale D is t i l la t io n  
Column". Chemical Engineering Progress Symposium, S e r ie s  No. 3 6 ,
1961.
7) Rijnsdorp, J . "Computers in  D is t i l la t io n  Dynamics Research". 
Birmingham U n iversity , Chemical Engineer, 19 6 1 •
8 ) Rosenbrock, H. "C alculation o f  th e  Transient Behaviour o f  D i s t i l l a ­
t io n  Columns". B r it ish  Chemical Engineering, 1958.
9) Rosenbrock, H ., Tavendale, A ., S torey, R. and C h a llis , P. "Transient 
Behaviour o f  Multi-component D is t i l la t io n  Columns". IFAC Congress, 
Moscow, i 9 6 0 .
-1 6 8 -
10) Huckaba, C ., May, F. and Franke, F. "An A nalysis o f  Transient 
Conditions in  Continuous D is t i l la t io n  Operation". Chemical 
Engineering Progress Symposium, S er ies  No. 46, 1963.
11) P e ise r , A. and Grover, R. "Dynamic Sim ulation o f  a D is t i l la t io n  
Column". Chemical Engineering P rogress, 1962 .
12) W illiam s, B. "The Computer Control o f  a D is t i l la t io n  Column".
Ph.D. T h esis , London U n iversity , 1968 .
13) M ichaelson, M., Mah, L. and Sargent, R. "Dynamic Behaviour o f  
Multi-component M ulti-stage Systems". Chemical Engineering S c ien ce ,
1962.
14) Sunderland, M. M. P h il T h esis , U n iversity  o f  Surrey, 1968 .
15) Sumner, H. "FIFE 3 A Dynamic Sim ulation Programme". UKAEA 
Report 433, 1965.
16) Rosenbrock, H* and S torey , R. "Computational Methods fo r  Chemical 
Engineers". Pergamon P ress , 1966 .
17) Liou, M. "A Novel Method o f  Evaluating Transient Responses".
Proc. IEEE, 1966 ,
18) Weeks, R. Ph.D. Thesis in  preparation. U n iversity  o f  Surrey.
19) Milsom, P. "A Fortran Programme for  Determining Frequency Responses 
o f  Linear Systems". UKAEA Report 492, 1966.
20) B o llin g er , R. and Lamb, D. ?M ulti-variable Systems A nalysis and 
Feedforward Control Synthesis" . In d u str ia l and Engineering  
Chemistry, 1962.
-169-
21) Me C ullen, M. and Shinsky, T. "Feedforward Control o f  a F ractionating  
Column”# Control Engineering, 1961*#
22) Lupher, L. and Parsons, R* "A P red ic tiv e  Control System for  
D is t i l la t io n  Columns” # Chemical Engineering Progress, 1962.
23) Rosenbrock, H. "The Control o f  D is t i l la t io n  Columns” . Transactions 
o f  th e  I n s t itu t io n  o f  Chemical Engineers, 1962.
2U) Rijnsdorp, J . " Interaction  in  Two Variable Control Systems fo r  
D is t i l la t io n  Columns, Parts I  and II" # Automation, 1965#
25) Higham, J . "Single Term Control o f  F ir s t  and Second Order Processes  
w ith Dead Time". Control, 1968.
26) Bellman, R# "Dynamic Programming". Princeton U n iversity  P ress ,
1957•
27) Kalman, R. and Bertram, J . "gontrol System A nalysis and Design
Via the Second Method o f  Lyapunov". Transactions o f  th e  ASME, i 9 6 0 .
r'
28) B rosilow , C. and Handley, K. "Optimal Control o f  a D is t i l la t io n  
Column". A .I.Ch.E. Journal, 1968 .
29) Kalman, R. and Koephe, R. "Optimal Synthesis o f  Linear Sampling 
Control Systems usin g  G eneralised Performance Indexes". Transactions 
o f  th e  ASME, 1958.
30) Tou, J .T . "Optimum Design o f  D ig ita l Control Systems". Academic 
P ress , New York, 1963.
31) Noton, A. "An Introduction to  V ariational Methods in  Control 
Engineering". Pergamon P ress, 1965*
- 1 7 0 -
32) Athans, P. and Falb, L. "Optimal Control". McGraw H i l l ,  Hew York,
1966 .
33) Hoskins, M. "Optimal Control with Reduced S ta te  Feedback". 
Proceedings IEE, 196?*.
3*0 Luenberger, D. "Observers for  M ultivariable Systems". IEEE 
Transactions on M ilitary  E lec tro n ics , 196**.
35) Kalman, R. "A Hew Approach to  Linear F ilte r in g  and P red iction
Problems". Transactions o f  th e ASME, i 9 6 0 .
3 6 ) G off, K. "Dynamics in  D irect D ig ita l Control" Parts 1 and 2,
Instrument S o c ie ty  o f  America Journal, 1966 .
37) Zadeh, L. and Besoer, P. "Linear Systems Theory". McGraw-Hill, Hew 
York, 1963 .
H.P.L. Report
1 7 1 -
APPENDIX 1
A C r it ic a l Study o f  a Proposed Method o f  Optimal Control
-172-
C r itic a l Study of a Proposed Method 
of Optimal Control
P .J . King
(Guest worker from U niversity  of Surrey)
Introduction
con tro l 
tim e-optim al
desired  s ta te  
i s  an
instantaneous fu nction  of system input and output, and th a t tim e-optim al con tro l 
w il l  be "bang-bang". A mathematical model of the system i s  used to p red ict  
values of a performance c r ite r io n , fo r  various con tro l values over each sampling 
in te r v a l. The control value which minimises the c r ite r io n  i s  applied to the  
system.
I t  has been proposed to apply the scheme to  the control o f  a d i s t i l la t io n  
( 2 )columnv . As a prelim inary step  i t  has been app lied  to  second order lin e a r  
system s, sim ulated on a d ig i ta l  computer. The r e s u lt s  o f  th is  work show th a t  
approximate time optimal control can r e s u lt .  However the control scheme*s 
performance depends on the r e la t iv e  w eighting o f the terms in  the performance 
c r ite r io n  and the magnitude of the error. I t  i s  concluded th a t the scheme i s  
too s e n s it iv e  to  th ese  e f fe c t s  to  give an adequate approximation to  tim e-optim al 
co n tro l.
A th eo re tica l a n a ly s is  o f a second order lin e a r  system shows th a t the 
assumption o f "bang-bang" optimal con tro l i s  not always ju s t i f ie d .
Control Scheme
I f  a process i s  being maintained a t a d esired  s ta te  ( e .g .  product 
com position) deviations from th is  sta te  must be corrected  as soon as p o s s ib le .  
Also i t  i s  econom ically sound to  achieve desired  changes in  s ta te  ( e .g .  process 
start-u p ) in  the sh ortest p o ss ib le  tim e. I f  the cost o f con tro l ( e .g .  heating  
or coo lin g ) i s  sm all the optim al control problem becomes one o f m inim ising  
response tim e.
The f u l l  so lu tio n  to the tim e-optim al control problem fo r  a process requ ires  
a great deal o f computation and i s  unsuitable fo r  d ir e c t  computer co n tro l. The 
computer con tro l scheme of G rethlein and Lapidus(w makes cer ta in  assumptions 
which are sta ted  to  give approximately time optimal control w ith simple and 
rapid computation. An o u tlin e  o f th e ir  assumptions and of the proposed control 
scheme i s  as fo llo w s .
This report i s  the r e s u lt  o f an in v e s t ig a tio n  in to  a computer
(1 )sohem6/ proposed by G rethlein  and Lapidus to  give approximately 
control of constrained system s.
The scheme i s  based on the assumptions th at deviations from a 
must be corrected  as quickly as p o ss ib le , th a t the optimal con tro l
-175-
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Input vector  
X
Control
Computer
Output vector  
Y
Linear or 
non-linear  
process
In the diagram X i s  the process input vector w ith  phase components x , , 
. xm; i t  d escrib es the desired  s ta te  of the system . The main process
The con tro lhas an output vector Y w ith phase components y* , y2 , n
u i s  chosen to optim ise the system response5 
input w i l l  he hounded.
in  most p r a c tic a l systems th is
The process i s  described by the se t  o f  equations
dY
dt
= 3?(Y, u, t ) .
To optim ise the system by choice of con tro l u a performance c r ite r io n  
must be chosen. A general one fo r  th is  p a rticu lar  ap p lica tion  i s
CO
<2 = J 1 & I )  •
I t  has heen shown hy F u lle r '^  th a t the con tro l u ( t )  which minimises Q 
i s  given by
th a t i s  an instantaneous fu nction  o f the process input and output. In p ractice  
t h is  fu n ction  may be d i f f i c u l t  to determ ine.
I f  the con tro l i s  bounded then fo r  a lin e a r  process true time optimal 
control i s  achieved when the control input i s  "bang-bang”. The control 
magnitude then l i e s  on i t s  boundaries and sw itches at computable in s ta n ts . For
n on -lin ear systems i t  i s  not in  general p o ss ib le  to  make such a statement^ ,
each process has to be considered s p e c if ic a l ly .  However when "bang-bang" 
con tro l does g ive an optim al response in  a non-linear process i t  can be 
con tro lled  by th is  scheme.
In order to  avoid the determ ination of the fu n ction
( 1 )
Uj G-rethlein and
Lapidus^ J p red ic t forwards over one sampling in ter v a l and use a d isc re te  
mathematical process model. At each sampling in s ta n t the process response to  the 
maximum and minimum con tro l values and to  an interm ediate value are computed.
Then by evaluating  the performance function  fo r  the predicted  responses, the
-174^-
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control input which m inim ises the performance function  over the next sampling 
in ter v a l i s  chosen as the optimum.
The sampled data represen tation  of the system equation, w ith  sampling 
in terv a l T, a t  time kT i s
Y(k+T.T) = $[Y(kT), u(kT), t]
Choose a quadratic performance c r ite r io n  so th at
q& Y) = a ^ y i-X i)2 + a2 (y2-x 2) 2 + . . .  + am(ym“xm) 2 ' •
The performance fu n ction  in teg r a l then becomes a summation
N
Q(N) = V q(kT) x T
k=1
where NT i s  greater than th e s e t t l in g  time o f the p rocess.
Then a t time kT, using the process model equat io n s and the measured 
values of Y(kT) from the p rocess, the values o f Y(k+1.T) are ca lcu la ted  fo r  
three values o f co n tro l, the minimum un, the maximum u3 and an interm ediate  
value u2•
With each predicted value of Y(k+1 .T) a value fo r  the kth term in  the 
performance c r ite r io n  summation can he ca lcu la ted . The sm a llest o f the three  
predicted  values i s  then chosen. I f  th is  value corresponds to  e ith e r  the  
maximum or minimum control value, th is  value i s  applied  to  the system. I f  
however the interm ediate control g ives the sm allest co st value a second order 
curve i s  f i t t e d  to  the three va lu es, and the control input which corresponds 
to the minimum o f the second order curve i s  applied to the system. At the end 
o f the sampling in ter v a l the procedure i s  repeated to  s e le c t  the next con tro l 
va lu e•
( 1 )G rethlein and Lapidus s ta te  th at th is  con tro l scheme g iv es  an 
approximation to time optimal control over most of the system tr a n s ie n t , the  
interm ediate control only coming in to  action  near the steady s ta te  value a t  the  
end of the tra n s ie n t.
The procedure can e a s i ly  he extended to systems ¥;ith uncontrolled  
disturbances.
T heoretical A nalysis o f a Second Order System
As C otter has pointed out, for  some non -lin ear systems the tim e-optim al
( 5 )contro l i s  not "bang-bang" but of a "singular" form •
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"Singular” control occurs when a system and index o f performance are such 
th a t a f te r  applying Pontryagin ’ s Maximum P r in c ip le ' * the Hamiltonian fu nction  
H has the form
H = l ( t )  + u .P (t)
where L (t) i s  the c o lle c t io n  of terms which are not e x p lic i t  fu nctions of u
p ( t )  i s  the c o lle c te d  c o e f f ic ie n ts  o f u
u i s  the control variab le
Then the control input which maximises H and g ives optimal con tro l i s  
u * (t) = M sgn P (t) .
Now i f  P (t) becomes id e n t ic a lly  zero over some f in i t e  time in te r v a l, H 
ceases to  be an e x p l ic i t  function  of u . Then the usual procedure o f choosing  
u* the optimum value of u which maximises H, breaks down# The nature of 
the con tro l i s  then referred  to  as "singular" and i s  f u l ly  d iscussed  by 
Johnson and G ibson^' •
As the computer control scheme proposed uses a quadratic-error in teg ra l 
performance c r ite r io n  the second order system is  analysed fo r  both th is  and the 
true minimum s e t t l in g  time form.
a) Minimal Time Solution
Consider the second order d if fe r e n t ia l  equation
|u | 1
Let the desired  system s ta te  coordinates be y 1 = y2 = 0. 
Choose as an a u x ilia r y  s ta te  variable
T
dt .
Then the system s ta te  equations are
y i = 7z
y 2 = u -  ay2 ’ ~ by^
76 -  1
d y  dy
 + a — + by = u
d t2 dt
•T
and the performance index = I d t .
Let y i  = y , y2 = y .
|u | S M.
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Using Pontryagin’s Maximum P r in c ip le ^  the Hamiltonian fu nction ' H i s  
given b y :-
H = Pi y2 + Pz(u -  ay2 -  b y i) + p0
where P i , p2 and p0 are Lagrange m u ltip lier  fu n ction s. 
p1 and p2 cannot be id e n t ic a lly  zero .
d p 0 d H
Now  = ----- ----  0
d t  d y 0
so p0 i s  a constant and i t  can be shown th a t p0 = -1 •
Also
dp1 dH
dt dyi
dp2 dH
and   =    = -Pi +ap2 .
dt dy2
Now the optimal con tro l input i s  th at which maximises H a t a l l  tim es. 
dH
But — = p2 which cannot be id e n t ic a lly  zero,
du
Hence H has no extremum value and i s  lim ited  by the value of u.
So the control input must be u = sgn p2 •
I f  p2 and p2 both go to  zero together a singu lar so lu tio n  may e x is t .
However, i f  p2 = 0 then Pi = 0
and i f  p2 = 0  then ap2 = Pi •
This means th at p^  would have to  go to zero w ith p2 which i t  cannot do.
Hence a singular so lu tio n  does not e x is t  and the tim e-optim al con tro l i s  
"bang-bang” •
b) Solu tion  v/ith a quadratic performance index
Taking the same system equations, but w ith the performance ind ex,
T
7 °  -  J  ( s i y i 2+g2y z2)d t where T i s  a fr ee  term inal tim e, th e s ta te  
o
-A%7-
e q u a t i o n s  b e c o m e
y o  =  g i y < 2 +  g 2 y 2 2  
•
y i  =  y 2
y 2 =  u  -  a y 2 -  b y 1
F o r m i n g  t h e  H a m i l t o n i a n  f u n c t i o n s  a s  b e f o r e  a n d  t a k i n g  p 0 =  - 1  a s  
b e f o r e  g i v e s
H  =  — g i y i 2  -  g 2 y 2 2  +  P i y 2  +  p 2 u  -  a p 2 y 2  -  b p 2 y 1
and
d H
P i   -------------
d y i
d H
P2 = --------
3 y 2
N o w  f o r  t h e  c o n t r o l  i n p u t  t o  m a x i m i s e  t h e  H a m i l t o n i a n  a t  a l l  t i m e s  
d H
—  =  p 2  s o  u  =  s g n  p 2 ,  a s  b e f o r e ,
d u
I h e n  p 2 =  0  ,  p 2  = 2 g 2 y 2 -  P i  s o  w h e n  2 g 2 y 2  = P i  a  s i n g u l a r
s o l u t i o n  c a n  e x i s t .
N o w  r e a r r a n g i n g  t h e  H a m i l t o n i a n  g i v e s
H =  p 2 u  +  [ -  g -  g 2 y 2 2  +  p n y 2  -  a p 2 y 2 -  b p 2 y j
T h e n  t h e  m a x i m i s e d  H a m i l t o n i a n  H *  w i t h  t h e  o p t i m a l  c o n t r o l  i n p u t  u *  h a s  
t h e  f o r m
H *  =  I  +  u * F  =  0 ,  b e c a u s e
t h e  p r o b l e m  i s  e x p l i c i t l y  i n d e p e n d e n t  o f  t i m e  a n d  h a s  a  f r e e  t e r m i n a l  t i m e *
( J o h n s o n  a n d  G i b s o n ^ ) ) .
T o  t e s t  f o r  a  s i n g u l a r  s o l u t i o n
1 = 1 = 0 ,  F = F = 0
= + 2gty , + bp2 ,
= + 2g2y2 -  pi + ap2
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s o  t h a t
I  =  -  g i y i 2  -  g 2 y 2 2  +  P i y 2  -  a p 2 y 2  -  b p z y i = o
a n d
i = -  2 g i y i  -  2 g 2 y 2 +  P i y 2 +  P i y 2  -  a p 2 y 2 -  a p 2 y 2  -  b p 2 y i  -  b p 2 y i  =  0
a n d
F  =  p 2 = 0
F  =  p 2  =  0
s o  t h a t  -  g i y i 2  -  g 2 y 2 2 +  P i y 2 == 0  ( a )
a n d  -  2 g 1 y 1 y 1 -  2 g 2 y 2 y 2  +  p i y 2  +  P i y 2  =  0  ( b )
N o w  p ,  =  2 g  2 y 2  a n d  p ,  =  2 g 2 y 2
s o  s o l v i n g  ( A )  a n d  ( B )
g 2 y 2 2  -  g i y i 2  =  o  ( a )
T h i s  g i v e s  t h e  e q u a t i o n  o f  t h e  s i n g u l a r  t r a j e c t o r y  a s
y2 +J i -y,)(y2 ~My') = 0 ‘
S o l v i n g  ( B )  t o  o b t a i n  t h e  v a l u e  o f  c o n t r o l  u  a l o n g  t h i s  t r a j e c t o r y
g i y i y i  =  g 2 y 2 y 2  1
s o  f r o m  t h e  s y s t e m  s t a t e  e q u a t i o n s
g i y i y 2  =  g 2 y 2  ( u  -  a y 2  -  b y , )  
s o  w h e n  y 2  /  0  t h e  c o n t r o l  u  a l o n g  t h e  s i n g u l a r  t r a j e c t o r y  i s
S1 I Iu  =  —  y i  +  b y i  +  a y 2 ,  | u j  <  1 ,  .
g 2
T h e  o p t i m a l  c o n t r o l  i s  " b a n g - b a n g "  e x c e p t  a l o n g  t h e  s i n g u l a r  t r a j e c t o r y .
T h e  c o n t r o l  i n p u t  a l o n g  t h i s  t r a j e c t o r y  d e c r e a s e s  a s  y ^  a n d .  y 2  d e c r e a s e  a n d
t h e  s e t t l i n g  t i m e  i s  g r e a t e r  t h a n  t h e  m i n i m u m  s e t t l i n g  t i m e ^
(8)
T h e  t r a j e c t o r i e s  f o r  a  d o u b l e  i n t e g r a t o r  s y s t e m  a r e  s h o w n  i n  f i g u r e  1 
I n  t h i s  c a s e  a  =  b  =  0  a n d  t h e  e q u a t i o n  o f  t h e  s i n g u l a r  t r a j e c t o r y  i s
a n d  t h e  c o n t r o l  o n  t h i s  t r a j e c t o r y  i s
S 1
u  =  —  y ,
S z
| u |  «  1
T h e  m i n i m a l  t i m e  e x a m p l e  c a n  b e  e x t e n d e d  t o  a n y  l i n e a r  s y s t e m  w i t h  r e a l  
r o o t s  a n d  t h e  o p t i m a l  c o n t r o l  i s  " b a n g - b a n g " .  T h e  q u a d r a t i c  p e r f o r m a n c e  c r i t e r i o n  
e x a m p l e  c a n  a l s o  b e  e x t e n d e d  t o  a n y  l i n e a r  s y s t e m  w i t h  r e a l  r o o t s  a n d  p r o v i d e d  
t h a t  t h e  p e r f o r m a n c e  c r i t e r i o n  c o n t a i n s  m o r e  t h a n  o n e  s t a t e  v a r i a b l e  
( i . e . , g .  a n d  g 2  0 )  s i n g u l a r  t r a j e c t o r i e s  o r  s u r f a c e s  w i l l  e x i s t .  I t  h a s  b e e n  
showm-?) t h a t  i n  m o s t  c a s e s ,  i n c l u d i n g  t h a t  o f  t h e  l i n e a r  s y s t e m ,  t h e  s i n g u l a r  
t r a j e c t o r y  i s  p a r t  o f  t h e  c o m p l e t e  o p t i m a l  t r a j e c t o r y .
T h e  a s s u m p t i o n  t h a t  f o r  a  l i n e a r  s y s t e m  t i m e  o p t i m a l  c o n t r o l  i s  " b a n g - b a n g "  
i s  c o r r e c t . *  W h e n  t i m e  i s  r e p l a c e d  b y  a  q u a d r a t i c  e r r o r  c r i t e r i o n  i t  h a s  b e e n  
s h o w n  t h a t  t h e  c o n t r o l  i s  n o  l o n g e r  w h o l e l y  " b a n g - b a n g "  b u t  e x h i b i t s  s i n g u l a r  
i n t e r v a l s .  S o  t h e  a r t i f i c e  o f  r e p l a c i n g  t h e  c r i t e r i o n  o f  t i m e  b y  a n  e r r o r  
p e n a l t y  c r i t e r i o n  a n d  a s s u m i n g  t h a t  t h e  p e r f o r m a n c e  w i l l  a p p r o x i m a t e  t o  m i n i m a l  
t i m e  i s  n o t  j u s t i f i e d .
A p p l i c a t i o n  o f  t h e  c o n t r o l  s c h e m e  t o  s e c o n d  o r d e r  s y s t e m s
T o  t e s t  t h e  p r o p o s e d  c o n t r o l  s c h e m e  i t  w a s  a p p l i e d  t o  t w o  l i n e a r  s e o o n d  
o r d e r  s y s t e m s  w i t h  i n p u t  s a t u r a t i o n  u s i n g  a  d i g i t a l  c o m p u t e r  s i m u l a t i o n  s h o w n  
b e l o w *
^ C o n t r o l  r —  -  i y  =  y  =  O u t p u t
x ^ =  r e q u i r e d  
p o s i t i o n
x
x ^  =  r e q u i r e d  v e l o c i t y
C o m p u t e r
I n p u t  u S e c o n d
O r d e r
S y s t e m
P o s i t i o n  
y ^  =  O u t p u t  V e l o c i t y
T h e  d i f f e r e n t i a l  e q u a t i o n s  o f  t h e  s y s t e m s  s t u d i e d  w e r e  
a.2y
  =  u ,  | u |  <  1   S y s t e m  A
d t 2
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a n d
cl2y dy
 +  —  =  u  ,  | u |  <  1 . ....................................... S y s t e m  B
d t 2  d t
T h e  t i m e - o p t i m a l  t r a j e c t o r i e s  f o r  b o t h  t h e s e  s y s t e m s  a r e  w e l l  k n o w n ,  t o  a i d  
c o m p a r i s o n  w i t h  t h e  c o m p u t e d  r e s u l t s .  T h e  d i s c r e t e  f o r m s  w e r e  u s e d  w i t h  a  h i g h  
s a m p l i n g  r a t e  s o  t h a t  t h e  r e s u l t s  a p p r o x i m a t e d  c l o s e l y  t h o s e  o f  a  c o n t i n u o u s '  
s y s t e m .
T h e  p e r f o r m a n c e  c r i t e r i a  c h o s e n  f o r  b o t h  s y s t e m s  w a s ,  i n  s a m p l e d  f o r m  
N
[ y i ( k T )  -  X i  ( k T ) } 2  +  g 2 [ y 2 ( k T )  -  x 2 ( k T ) ] 2 J  x  T  
k=1
g 2  =  a  w e i g h t i n g  c o e f f i c i e n t  ( g i  =  1 )
T h e  c o n t r o l  s c h e m e  a l r e a d y  o u t l i n e d  w a s  a p p l i e d  t o  b o t h  s y s t e m s  w i t h  
i n i t i a l  c o n d i t i o n  e r r o r s  i n  o u t p u t  p o s i t i o n  a n d  X i  =  x 2  =  0 .  T h e  t h r e e  v a l u e s  
o f  c o n t r o l  i n p u t  u s e d  i n  c a l c u l a t i o n  w e r e
u  m a x i m u m  =  + 1
u  i n t e r m e d i a t e  =  0
u  m i n i m u m  =  - 1
T h e  p h a s e  p l a n e  d i a g r a m s  p l o t t e d  i n  f i g u r e s  2  a n d  3  f o r  b o t h  s y s t e m s  s h o w  
t h a t  t h e  r e l a t i v e  w e i g h t i n g  o f  t h e  t e r m s  i n  t h e  p e r f o r m a n c e  c r i t e r i a  d e t e r m i n e s ,  
t o  a  l a r g e  e x t e n t ,  t h e  n a t u r e  o f  t h e  s y s t e m  r e s p o n s e .
S t a r t i n g  f r o m  a n  i n i t i a l  p o s i t i o n  e r r o r  o f  - 1 . 0 ,  t h e  s y s t e m s  s t a r t  o n  a  
p o s i t i v e  v a l u e  o f  c o n t r o l  i n p u t ,  w h i c h  i s  t h e  p o s i t i v e  l i m i t  i f  g 2  i s  s m a l l  
e n o u g h  ( g 1 =  1 ) .  S o m e  t i m e  a f t e r  m o t i o n  h a s  c o m m e n c e d  t h e  s y s t e m  s w i t c h e s  f r o m  
t h e  p o s i t i v e  l i m i t  i n p u t  e i t h e r  t o  t h e  n e g a t i v e  c o n t r o l  i n p u t  l i m i t  o r  t h e  
i n t e r m e d i a t e  m o d e  d e p e n d i n g  o n  t h e  v a l u e  o f  g 2 .  I f  t h e  s y s t e m  s w i t c h e s  t o  t h e
n e g a t i v e  l i m i t ,  t h e n  a t  a  p o i n t  n e a r  t h e  z e r o  e r r o r  i t  s ¥ ; i t c h e s  i n t o  t h e  
i n t e r m e d i a t e  c o n t r o l  m o d e .
F o r  a n y  p a r t i c u l a r  v a l u e  o f  g 2  ( g j  =  1 )  t h e  i n t e r m e d i a t e  c o n t r o l  m o d e  
t r a j e c t o r y  i s  a  s t r a i g h t  l i n e  o n  t h e  p h a s e  p l a n e  p a s s i n g  t h r o u g h  t h e  z e r o  e r r o r  
p o s i t i o n .  W h e n  t h e  " b a n g - b a n g ” t r a j e c t o r y  c r o s s e s  t h i s  l i n e  t h e  s y s t e m  
s w i t c h e s  i n t o  i n t e r m e d i a t e  m o d e  a n d  d o w n  t h e  l i n e  t r a j e c t o r y  w i t h  t h e  v a l u e  o f  
c o n t r o l  i n p u t  d e c r e a s i n g  a s  t h e  e r r o r  g e t s  s m a l l e r .  W h e n  t h e  v a l u e  o f  c o n t r o l  
i n p u t  r e q u i r e d  t o  f o l l o w  t h e  i n t e r m e d i a t e  t r a j e c t o r y  i s  g r e a t e r  t h a n  t h e  l i m i t  
v a l u e  t h e  s y s t e m  b e h a v e s  i n  a  " b a n g - b a n g "  f a s h i o n .  T h e  i n t e r m e d i a t e  m o d e  o f  
c o n t r o l  w a s  s u p p r e s s e d  i n  s o m e  t e s t s  b y  a l l o w i n g  t h e  c o n t r o l  i n p u t  t o  t a k e  
m a x i m u m  a n d  m i n i m u m  v a l u e s  o n l y .  T h e n  t h e  s y s t e m  e n t e r s  a  " s l i d i n g "  m o d e  
s w i t c h i n g  r a p i d l y  f r o m  o n e  c o n t r o l  l i m i t  t o  t h e  o t h e r  s o  t h a t  i t  j i t t e r s  d o w n  
t h e  i n t e r m e d i a t e  m o d e  l i n e .
I t  w a s  f o u n d  t h a t  f o r  o n e  p a r t i c u l a r  v a l u e  o f  g 2 ,  0 . 0 0 5  f o r  s y s t e m  A  a n d
0 . 0 0 3  f o r  s y s t e m  B ,  t h e  s w i t c h i n g  f r o m  p o s i t i v e  t o  n e g a t i v e  c o n t r o l  i n p u t  l i m i t s  
o c c u r s  a t  t h e  c o r r e c t  p o i n t  f o r  t h e o r e t i c a l  t i m e  o p t i m a l  c o n t r o l .  S w i t c h i n g  t o
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t h e  i n t e r m e d i a t e  m o d e  o c c u r s  v e r y  n e a r  t h e  o r i g i n  a n d  a  g o o d  a p p r o x i m a t i o n  t o  
t i m e  o p t i m a l  c o n t r o l  i s  a c h i e v e d .
I f  t h e  v a l u e s  o f  g  a r e  l e s s  t h a n  t h e s e  " o p t i m u m 1' v a l u e s  t h e  c o n t r o l l e r  
s w i t c h e s  t o o  l a t e  a n d  t h e  s y s t e m s  o v e r s h o o t ,  c a u s i n g  a n  i n c r e a s e  i n  s e t t l i n g  
t i m e .
I f  g 2  =  0  t h e  s y s t e m  b e h a v e s  a s  t h o u g h  u  =  s g n  ( e )  w h e r e  e  i s  s y s t e m  
p o s i t i o n  e r r o r .  T h e n  t h e  u n d a m p e d  s y s t e m  A  d o e s  n o t  c o n v e r g e  t o  t h e  z e r o  e r r o r  
p o i n t ,  s y s t e m  B  w i t h  d a m p i n g  c o n v e r g e s  s l o w l y .  T h e  t r a j e c t o r i e s  f o l l o w e d  i n  
t h e s e  c a s e s  a r e  n o t  t h e  s a m e  a s  t h e  o p t i m a l  o n e s  g i v e n  b y  F u l l e r W  u s i n g  t h e  
s a n e  p e r f o r m a n c e  c r i t e r i o n .  T h i s  s h o w s  t h a t  p i e c e - w i s e  m i n i m i s a t i o n  o f  i n t e g r a l s  
d o e s  n o t  a p p r o x i m a t e  t o  a c t u a l  i n t e g r a l  m i n i m i s a t i o n .
W h e n  g 2  i s  t o o  l a r g e ,  t h e  s y s t e m  e n t e r s  t h e  i n t e r m e d i a t e  c o n t r o l  m o d e  t o o  
e a r l y  a n d  t h e  e f f e c t  i s  t h a t  o f  p u t t i n g  a  v e l o c i t y  c o n s t r a i n t  o n  t h e  s y s t e m .
T h e  t i m e s  f o r  t h e  t w o  s y s t e m s  t o  r e a c h  a  r e g i o n  n e a r  t h e  z e r o  e r r o r  p o i n t  
o n  t h e  p h a s e  p l a n e  w e r e  p l o t t e d  a g a i n s t  g 2  ( g r a p h  A ) »  T h e r e  i s  a  w e l l  d e f i n e d  
m i n i m u m  i n  b o t h  g r a p h s  a t  t h e  t i m e - o p t i m a l  g 2  v a l u e .
T h e  t i m e  o p t i m a l  v a l u e  o f  g 2  w a s  d e t e r m i n e d  w i t h  a n  i n i t i a l  p o s i t i o n  
e r r o r  o f  - 1 . O . -  I f  t h e  m a g n i t u d e  o f  t h i s  i n i t i a l  e r r o r  i s  c h a n g e d  a n d  g 2  i s  
k e p t  t h e  s a m e ,  t h e  s y s t e m  s w i t c h e d  f r o m  p o s i t i v e  c o n t r o l  l i m i t  t o  n e g a t i v e  l i m i t  
a t  p o i n t s  r a t h e r  b e f o r e  o r  a f t e r  t h e  t h e o r e t i c a l  o p t i m a l  s w i t c h i n g  p o i n t  
d e p e n d i n g  o n  w h e t h e r  t h e  i n i t i a l  e r r o r  i s  l e s s  t h a n  o r  g r e a t e r  t h a n  - 1 . 0 .  A n  
e x a m p l e  o f  t h i s  i s  s h o w n  i n  f i g u r e  5  f o r  s y s t e m  B  f o r  i n i t i a l  p o s i t i o n  e r r o r s  o f  
- 1 . 0  a n d  - 0 , 5 .  T h e  e f f e c t  i s  s m a l l  o n  t h e  t w o '  s y s t e m s  t e s t e d  a s  s y s t e m  A  h a s  
s y m m e t r i c a l  t r a j e c t o r i e s  a n d  s y s t e m  B  e x h i b i t s  v e l o c i t y  s a t u r a t i o n  w h i c h  l i m i t s  
t h e  s i z e  o f  t h i s  e f f e c t .  H o w e v e r  i n  s o m e  s y s t e m s  w i t h  h i g h l y  " c u r v e d "  
s w i t c h i n g  t r a j e c t o r i e s  t h i s  e f f e c t  c o u l d  b e  m u c h  m o r e  p r o n o u n c e d .
D i s c u s s i o n
F r o m  f i g u r e s  1 ,  2  a n d  3  i t  i s  c l e a r  t h a t  s i n g u l a r  t r a j e c t o r i e s  a n d  
i n t e r m e d i a t e  m o d e  t r a j e c t o r i e s  a r e  b o t h  l i n e a r .  C o m p a r i s o n  o f  t h e  s l o p e s  o f  t h e  
t w o  t y p e s  o f  t r a j e c t o r y  a n d  c o m p a r i s o n  o f  t h e  c o n t r o l  v a l u e s  a l o n g  t h e m  i n  
t e r m s  o f  p h a s e  s p a c e  c o o r d i n a t e s  h a s  r e v e a l e d  n o  s i m p l e  c o r r e s p o n d e n c e  b e t w e e n  
t h e m  ( T a b l e s  1 a n d  2 ) .
T h e  s h a p e  o f  t h e  i n t e r m e d i a t e  m o d e  t r a j e c t o r i e s  i s  e v i d e n t l y  i n h e r e n t  i n  
t h e  c o n t r o l  s c h e m e .  I t  d e p e n d s  o n  t h e  r e l a t i v e  p e r f o r m a n c e  c r i t e r i o n  w e i g h t i n g s ,  
t h e  p o s i t i o n s  o f  t h e  s y s t e m  i n  t h e  p h a s e  s p a c e ,  t h e  n a t u r e  o f  t h e  s y s t e m  a n d  i t s  
m a t h e m a t i c a l  m o d e l .
V a r i a t i o n  i n  s w i t c h i n g  p o i n t  w i t h  i n i t i a l  e r r o r  m a g n i t u d e  i s  i n h e r e n t  i n  
t h e  c o n t r o l  s c h e m e .  T h e  s w i t c h i n g  p o i n t  o c c u r s  w h e n  t h e  p r e d i c t e d  v a l u e s  o f  
p o s i t i o n  a n d  v e l o c i t y  a n d  t h e  w e i g h t i n g  o f  t h e  p e r f o r m a n c e  c r i t e r i a  a r e  a l l  s u c h  
t h a t  a  s u d d e n  s h i f t  o f  t h e  c r i t e r i o n  m i n i m u m  o c c u r s .  T h e  p o s i t i o n  i n  t h e  p h a s e  
s p a c e  a n d  t h e  p r e d i c t e d  v a l u e s  d e c i d e  w h e n  t h i s  o c c u r s ,  a n d  t h e  w e i g h t i n g  
c o e f f i c i e n t s  c a n  b e  a d j u s t e d  t o  m a k e  t h i s  s h i f t  o c c u r  a t  a  p o i n t  n e a r  t h e  t r u e  
t i m e  o p t i m a l .  S t a r t i n g  f r o m  a  p a r t i c u l a r  i n i t i a l  c o n d i t i o n  t h e  w e i g h t i n g  
c o e f f i c i e n t s  c a n  b e  s u i t a b l y  c h o s e n ,  h o w e v e r  i f  t h e  i n i t i a l  e r r o r  v a l u e  d i f f e r s  
f r o m  t h e  o n e  s e l e c t e d  t h e  s y s t e m  t r a v e l s  a l o n g  a  d i f f e r e n t  t r a j e c t o r y  i n  t h e
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p h a s e  s p a c e  a n d  a  d i f f e r e n t  r e l a t i v e  w e i g h t i n g  w o u l d  h e  r e q u i r e d  t o  a c h i e v e  
t i m e - o p t i m a l  s w i t c h i n g .
T h e  a s s u m p t i o n s  m a d e  b y  G - r e t h l e i n  a n d  L a p i d u s  a r e  c o r r e c t ,  i n  s o  f a r  a s  
t i m e  o p t i m a l  c o n t r o l  o f  a  l i n e a r  s y s t e m  i s  " b a n g - b a n g "  a n d  t h e  o p t i m a l  c o n t r o l  
i n p u t  i s  a n  i n s t a n t a n e o u s  f u n c t i o n  o f  p r o c e s s  i n p u t  a n d  o u t p u t .  I t  h a s  b e e n  
s h o w n  h e r e  h o w e v e r  t h a t  w h e n  t h e  p e r f o r m a n c e  c r i t e r i o n  i s  a  q u a d r a t i c  e r r o r  
i n t e g r a l ,  t h e  o p t i m a l  t r a j e c t o r i e s  a r e  n o t  n o r m a l l y  " b a n g - b a n g "  a s  a s s u m e d  f o r  a  
l i n e a r  s y s t e m .  A l s o  t h e  r e s u l t s  s h o w  t h a t  w h e n  g 2  =  0  a n d  c o n t r o l  i s  " b a n g -  
b a n g "  t h e  p i e c e - w i s e  m i n i m i s a t i o n  o f  t h e  c r i t e r i o n  d o e s  n o t  a p p r o x i m a t e  t o  t h e  
t r a j e c t o r y  g i v e n  b y  F u l l e r ^ '  w h i c h  m i n i m i s e s  t h e  t i m e  i n t e g r a l  o f  p o s i t i o n ,  
e r r o r  s q u a r e d .
T h e  d i f f i c u l t i e s  i m t h  t h e  m e t h o d  a r e  d u e  t o  t h e  a s s u m p t i o n  t h a t  b y  u s i n g  
" b a n g - b a n g "  c o n t r o l  a n d  a t t e m p t i n g , e r r o n e o u s l y ,  t o  m i n i m i s e  a  f u n c t i o n  w h i c h  
p e n a l i s e s  s y s t e m  s t a t e  e r r o r s ,  a n  a p p r o x i m a t i o n  t o  t i m e  o p t i m a l  c o n t r o l  r e s u l t s .  
C e r t a i n l y ,  u s i n g  a  r e l a y  c o n t r o l  i n p u t  m o v e s  t h e  s y s t e m  a b o u t  t h e  p h a s e  s p a c e  
a s  r a p i d l y  a s  p o s s i b l e ,  b u t  u n l e s s  a  m e t h o d  o f  p r e d i c t i n g  t h e  c o r r e c t  s w i t c h i n g  
i n s t a n t s  i s  u s e d ,  m i n i m u m  r e s p o n s e  t i m e  c o n t r o l  w i l l  n o t  r e s u l t .
T o  a p p l y  t h e  s c h e m e  t o  h i g h  o r d e r  s y s t e m s  a  s e a r c h  p r o c e d u r e  t o  f i n d  t h e  
m i n i m u m  s e t t l i n g  t i m e  w e i g h t i n g  c o e f f i c i e n t s  i s  n e c e s s a r y .  I n  m o s t  p r a c t i c a l  
p r o b l e m s  t h i s  I s  n o t  a  s u i t a b l e  f o r m  o f  c o n t r o l .
I t  i s  u n l i k e l y  t h a t  a  l i n e a r  s y s t e m  w i t h  c o m p l e x  p o l e s  a n d  h e n c e  a  
c o m p l i c a t e d  t i m e - o p t i m a l  s w i t c h i n g  c u r v e  c o u l d  b e  c o n t r o l l e d  b y  t h i s  s c h e m e .  
E x t e n s i o n  o f  t h e  c o n t r o l l e r  t o  s y s t e m s  w i t h  m o r e  t h a n  o n e  c o n t r o l  i n p u t  i s  a l s o  
n o t  p r a c t i c a b l e  a s  t h e  n u m b e r  o f  p r e d i c t i o n s  f o r  s u c h  a  s y s t e m  i s  3 r  w h e r e  r  
i s  t h e  n u m b e r  o f  i n p u t s  a n d  t h e  c u r v e  f i t t i n g  a n d  m i n i m i s i n g  f o r  i n t e r m e d i a t e  
c o n t r o l  i n p u t s  b e c o m e s  v e r y  c o m p l e x .
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1 #  G - r e t h l e i n ,  H *  a n d  L a p i d u s ,  L .
" T i m e  O p t i m a l  C o n t r o l  o f  N o n - L i n e a r  S y s t e m s  w i t h  C o n s t r a i n t s " .
A . I . C h . E .  J o u r n a l .  1 9 6 3  %  p . 2 3 0 .
2 .  R e e s ,  N .
" A n  a p p r o x i m a t e l y  t i m e  o p t i m a l  c o n t r o l  s c h e m e  f o r  a  d i s t i l l a t i o n  t o w e r " .  
N . P . L .  N o t e  1 9 6 6 .
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J o u r n a l  o f  E l e c t r o n i c s  a n d  C o n t r o l  1 9 6 0  j 3 ,  p . 3 8 1  a n d  p . 4 6 5 •
4 .  C o t t e r ,  J . E .
" E v a l u a t i o n  o f  O p t i m a l  C o n t r o l  S t r a t e g i e s " .
A . I . C h . E .  J o u r n a l  1 9 6 4  1 0 ,  p . 585 .
5 .  J o h n s o n ,  C . D .  a n d  G - i b s o n ,  J . E .
. " S i n g u l a r  s o l u t i o n s  i n  P r o b l e m s  o f  O p t i m a l  C o n t r o l " .
I . E . E . E ,  T r a n s  o n  A u t o .  C o n t r o l ,  7 ,  J a n u a r y  1 9 6 3 *  P * - 4 »
6 .  F i l l e r ,  A . T .
" R e l a y  C o n t r o l  S y s t e m s  O p t i m i s e d  f o r  V a r i o u s  P e r f o r m a n c e  C r i t e r i a " .
P r o c  1 s t  I n t e r n a t i o n a l  C o n g .  A u t o .  C o n t r o l ,  p . 5 1 0 .  ( 1 9 6 2  B u t t e r w o r t h s ) •
7 .  P o n t r y a g i n ,  L . ,  B o l t y a n s k i i ,  V . ,  G a m k r e l i d g e ,  R .  a n d  M i s h c h e n k o ,  E .
" T h e  M a t h e m a t i c a l  T h e o r y  o f  O p t i m a l  P r o c e s s e s " .
( i n t e r s c i e n c e  P u b l i s h e r s  1 9 6 2 ) .
8 .  W o n h a m  a n d  J o n s o n
" O p t i m a l  B a n g - B a n g  C o n t r o l  w i t h  Q u a d r a t i c  P e r f o r m a n c e  I n d i c e s " .
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P a g e  1 0 7 ,  M a r c h  1964 .
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C o m p a r i s o n  o f  . t h e  e q u a t i o n s  o f  . s i n g u l a r  
a n d  i n t e r m e d i a t e  t r a j e c t o r i e s  f o r  b o t h  s y s t e m s
T a b l e  1
d 2 y
S y s t e m  A  ,    =  u  ,  | u |  <  1
d t 2
g i  f i T
A l o n g  t h e  s i n g u l a r  t r a j e c t o r y  u  =  —  y 4 ,  y 2  =  ±  I —  •  y i
g 2  N  g 2
g i  = 1
g2
S i n g u l a r  T r a j e c t o r y I n t e r m e d i a t e  T r a j e c t o r y
T r a j e c t o r y
e q u a t i o n
C o n t r o l  
I n p u t  | u | < |
T r a j e c t o r y
e q u a t i o n
C o n t r o l  
I n p u t  | u | < |
0 * 1  ;
0 . 0 1
0 * 0 0 7
y 2 =  ± 3 . l 6 y 1 
y 2  =  ± 10y i  
y 2 = ± 1 1 . 9 5 y i
u  =  1 0 y l  
u  =  1 0 0 y 1 
u  =  1 4 3 y i
y 2 =  0 . 1 y 4 
= y i  
y z  = i . 4 5 y i
u  =  0 . 1 y 1 
u  =  y 4 
u  =  2 y 1
T a b l e  2
S y s t e m  B  ,
d 2 y ay
d t 2 d t
gi
A l o n g  t h e  s i n g u l a r  t r a j e c t o r y  u  =  —  y 4 +  y 2 ,  y 2
g 2
g i  =  1
ga
S i n g u l a r  T r a j e c t o r y I n t e r m e d i a t e  T r a j e c t o r y
T r a j e c t o r y
e q u a t i o n
C o n t r o l  
I n p u t  |u  J ^|
T r a j e c t o r y
e q u a t i o n
C o n t r o l  
I n * p u t  |u(^j
0 . 1
0 . 0 2
0.007
0.005
y 2  =  ± 3 * l 6 y i
yz = ± 7 . i y i
y 2  =  ± 1 2 y 4
y 2  =  ± 14 . 1y 4 
---------------- 1_____ ______
u  =  1 0 y 1 + y 2  
u  =  5 0 y i + y 2
u  =  I 4 3 y ' i + y z
u  =  2 0 0 y^+yz
. .
y 2  =  0 . 1 y 1 
y 2 =  0 . 5 y 1 
yz = i . 4 5 y i  
yz = 2  y 1
u  =  0 . 0 0 9 y i * r y 2  
u  =  0 . 25#  
u  =  2 . 0 7 y i + y 2 
u  =  3 . 2 y i + y 2
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FIG.5. T R A J E C T O R I E S  F O R  V A R I O U S  INITIAL E R R O R S  A P P L I E D
T O  S Y S T E M " B "  i f l  = u -  -IL
dt* dt
0 - 0 0 3 , “the optimal value” Portion of
trajectory 
with initial 
error of -1*0
Desired coordinates 0-7
0*5
Trajectory for 
initial error
Positive 
Input + 1
Negative
0 3  o
0*2
0-40 - 6 0*5 0-3 
Position y,
0*2
-1 9 0 -
APPENDIX 2 
P h ysica l Data
a) P h ysical Data
A ll p h ysica l data was obtained from "The Chemical Engineers 
Handbook" by Perry and the re la tio n sh ip s  used in  th e computer programmes 
are as fo llo w s: -
i )  Vapour-liquid equilibrium  r e la t io n sh ip .
See F ig . 5(10) approximated by 50 values w ith lin e a r  in terp o la tio n , 
i i )  Enthalpy -  composition data
This was approximated by two stra ig h t l in e s ,  for saturated vapour, 
enthalpy = 200 x + 11580 cals/gm -m ole 
and for  saturated liq u id ,
enthalpy = 520 x + 1750 cals/gm-mole 
x i s  th e  molar fra c tio n  o f e th y l a lco h o l,
i i i )  B o ilin g  point data
This was approximated by th ree  s tra ig h t l in e s  depending on the  
molar com position.
0 < x 0.1 T = 100 -  156 x °C
0.1 < x  0.5** T = 73 .5  -  12.5 x °C
0.5^ < x 1 .0 T = 81 .0  -  3 .0  x °C
T°C i s  the b o il in g  point temperature,
iv )  S p ec ific  heat
This was approximated by two stra ig h t l in e s  depending on the
-1 9 1 -
molar com position.
0 < x 0.1+ s .h .  .« 19*7 + 1+0 x cals/gm /°C ,
0.1+ < x 1 .0  s .h .  = 33.2  + 1.1+ x  eals/gm /°C ,
where s .h .  i s  the s p e c if ic  h eat,
v) D ensity
At b o il in g  p o in t,
(0 .967  -  0.211* x) , „ v , 
p @ 7 7 1 " ’ gm-moles/cc
where p i s  the d en sity ,
b) Column Data
i )  R eflux re la tio n sh ip
256Reflux r a t io  R = ‘r -v ^ y s -r  -  1, B + 7*o3
where B i s  th e binary keyboard number.
i i )  Heat re la tio n sh ip
Heat input « 730 + 36 B w atts 
where B i s  the binary keyboard number.
i i i )  Keyboard vo ltage
Output vo ltage  to  Hermes =
iv )  Thermistor re la tio n sh ip
0.05 B v o lt s
P la te  6 temperature -  -3.8Vg + 1+.29VR + 82.93 °C
5 = -3.8V 5 + 1+.29Vr + 76.25 °C
1+ * - 3 .8 ^  + 1+.29Vr + 68.7  °C
3 = -3.8V 3 + !+.29VR + 63.1+ °C
