2 input variables. A classification problem arises when an object of interest needs to be assigned into one of several predefined classes based on a number of observed attributes related to that object. Note that many problems in economic geography and regional science can be treated as classification problems. Examples include the classification of tourists into market segments, the assignment of dwellings to housing submarkets, and the classification of parcells to land use categories, among many others.
We can not do justice to the entire spectrum of neural network models. Instead, attention is focused on a particular class of neural networks that have shown to be of greatest practical value, namely the class of feeedforward neural networks. We use statistical arguments to gain important insights into the problems and properties of this modelling approach that are important for successful applications. Due to space limitations, no attempt has been made to illustrate the discussion with empirical examples.
The attractiveness of feedforward neural networks is due to two characteristics.
First, they are devices for non-parametric statistical inference. No particular structure or parametric form is assumed a priori. This is particularly useful in the cases of regression and classification problems where solutions require knowledge that is difficult to specify a priori, but for which there are sufficient observations. Second, feedforward neural networks provide a very flexible framework to approximate arbitrary non-linear mappings from a set of input variables to a set of output variables, where the form of mapping is governed by a number of adjustable parameters, called weights. In the case of regression problems, it is the regression function that we wish to approximate. The network outputs are the explanatory variables, the weights the regression parameters, and the network output is the dependent variable. From the 2 Feedforward network functions Feedforward neural networks consist of nodes (also known as processing units or simply units) that are organized in layers. Figure 1 6); normally all units in one layer are connected to all in the next layer, as shown. The input, hidden and output variables are represented by nodes, and the weight parameters by links between the nodes. The bias parameters are denoted by links coming from additional input and hidden variables 0
x and 0 z . The arrows represent the direction of information flow through the network during the forward propagation.
The network architecture shown in Fig. 1 is the most commonly used in practice. The term network architecture refers to the topological arrangement of nodes. Note that there is some confusion in the literature concerning the terminology for counting the number of layers in such networks. The network in Fig. 1 may be described as a 3-layer network which counts the number of layers of units, and treats the inputs as units, or as single-hidden-layer network which counts the number of layers of hidden units. We recommend a terminology in which Fig. 1 is called a two-layer network since it is the number of layers of adaptive weights that is important for determining the network properties.
Any network diagram can be converted into a corresponding mapping function, provided that the diagram is feedforward as in Fig. 1 
The approximation capabilities of feedforward neural network models have been widely studied (see, for example, Cybenko 1989 , Hornik et al. 1989 ) and found to be very general. Such feedforward neural network models, with more or less general types of activation functions  and  , are said to be universal approximators. They can uniformly approximate any continuous function on a compact input domain to arbitrary accuracy, by increasing the size of the hidden layer (that is H). Because of this approximation property one hidden layer is sufficient for regression and classification problems, and thus we restrict our attention to singlehidden-layer networks. Note, however, that it may be more parsimonous to use fewer hidden units in two or more hidden layers.
This result holds for a wide range of non-linear hidden layer activation functions as long as they are continuous and differentiable. But they are generally chosen to be sigmoidal functions (the term sigmoidal means S-shaped) such as the logistic sigmoid
where outputs lie in the range (0, 1). The function satisfies the following symmetry property: ( ) 1 ( ). The choice of the output unit activation function ()  is determined by the nature of the data and the assumed distribution of target variables (Bishop 2006, pp. 227-228) .
For regression problems, it has been conventional to take ()  to be a sigmoidal function of its net input. But in situations in which the assumption of normally distributed noise in the observations holds the identity function is more appropriate so that kk ya  .
For binary classification problemsthat is, for problems in which the goal is to provide a binary classification of each input vector for each of several classes (called multiple classification problems), each output unit activation function is transformed using a logistic sigmoid function so that
while for standard multiclass classification problems (that is, K > 2 classes) in which each input is assigned to one of K mutually exclusive classes (categories) gives rise to the softmax activation function (see Bridle 1989) this form is particularly appealing, as it suggests that neural network models can be viewed as extensions ofrather than as alternatives tofamiliar statistical models such as linear regression models, discriminant analysis and cluster analysis. The hidden unit activations can then be considered as latent variables whose inclusion enriches the linear model.
Network training and the error function
Up to now, we have considered neural networks as a general class of parametric non- The error functions we consider can be motivated from the principle of maximum likelihood (see Bishop 1995, pp. 195-197 
since we have assumed that each data point ( , ) nn xt is drawn independently from the same distribution (perhaps not altogether a realistic assumption in the case of spatial data), and thus we can multiply the probabilities. It is generally more convenient to minimize the negative logarithm of the likelihood rather than maximizing the likelihood since the negative logarithm is a monotonic function, and these are equivalent
where E is called an error function, also known as loss function. The second term on the right hand side of Eq. (12) does not depend on the network parameters, and hence represents an additive constant that can be dropped from the error function so that
Note that the error function takes the form of a sum over patterns of an error term for each pattern ( , ) nn xt separately. This follows from the assumed independence of the data points under the given distribution. Different choices of error function arise from different assumptions about the form of the conditional distribution ( , ) p t x . For regression problems, the targets t consist of continuous (real-valued) quantities whose values we are attempting to predict, while for classification problems they represent labels defining class membership or, more generally, estimates of the probabilities of class membership.
The error function for regression problems
We start by discussing regression problems, and assume that the K target variables are independent conditional on x and w with shared noise precision ,  then the conditional distribution is given by a Gaussian
13 where  is the precision (inverse variance) of the Gaussian noise and I is the K-by-K identity matrix. For the conditional distribution given by Eq. (14) it is sufficient to take the output unit activation ()  to be the identity, because such a neural network model can approximate any continuous function from x to y.
Given a data set of N independent, identically distributed observations
on M input and K output variables, we obtain the error function (see Bishop 2006, p. 233) 
which can be used to determine the parameters w and .  Let us consider first the determination of w and note that for the purpose of error minimization, the second and third terms on the right hand side of Eq. (15) are independent from w and hence can be discarded. Similarly, the overall factor  in the first term can be omitted. Thus, we obtain the familiar expression for the sum-of-squares error function given by
The value of w that minimizes () Ew will be denoted by ML w because it corresponds to the maximum likelihood solution. In practice, however, the non-linearity of the network model function ( , ) n y x w causes the error () Ew to be non-convex so that local minima of the error function corresponding to the local maxima of the likelihood may be found.
Having found ML w , the optimal value for  can be found by minimization of E given by Eq. (15) with respect to .  The noise precision is then given by   
where K is the number of target variables. Equation (17) says that the optimal value of  is proportional to the residual value of the sum-of-squares error function at its minimum (see Bishop 2006, p. 234) .
Note that there is a natural pairing of the error function, given by the negative loglikelihood and the output unit activation function ()  . In the regression case (under the Gaussian assumption of error), we can view the network model as having an output activation function  that is the identity, so that . 
This property will be used when discussing the technique of error backpropagation in one of the subsequent sections.
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The error functions for classification problems For regression problems, the target variable t is simply the vector of real numbers whose values we wish to predict. In the case of classification, there are various ways to use target values to represent class labels. The most convenient way in the case of two-class problems is the binary representation in which there is a single target variable
We can interpret the value of t as the probability that the class is 1 C , with the probability taking only the extreme values of zero and one.
For 2 K  classes, it is convenient to use a 1-of-K coding scheme in which t is a vector of length K such that if the class is j C , then all elements k t of t are zero except , j t which takes the value one. For example, if we have 6 K  classes, then a pattern from class 3 would be given the target vector (0, 0, 1, 0, 0, 0) t  
. Again, we can interpret the value of k t as the probability that the class is k C .
Let us consider first, the case of binary classification. We consider a network model with a single output whose output activation function is a logistic sigmoid function of the type given by Eq. (7) so that 0 ( , ) 1, y x w  and we can interpret 
If we have a training set of independent observations, then the error function, given by the negative log-likelihood, is the cross-entropy error function of the form
Note that there is no analogue of the noise precision  because the target values are assumed to be correctly labeled (Bishop 2006, p. 235 
Taking the negative logarithm of the corresponding likelihood function then yields the following error function
It is important to note that the derivative of this error function with respect to the activation for a particular output unit k takes the simple form given by Eq. (18) 
Once again, the derivative of this error function with respect to the activation for a particular output unit k takes the familiar form given by Eq. (8). It is worth noting that in the case of 2 K  we can use a network model with a single logistic sigmoid output, alternatively to a network model with two softmax output activations.
In summary, there is a natural pairing of the choice of the output unit activation function and the choice of the error function, according to the type of problem that has to be solved. For regression problems we take linear outputs along with a sum-ofsquares error function, for (multiple independent) binary classification problems we use logistic sigmoid outputs with the cross-entropy error function, and for multiclass classification problems softmax outputs with the multiple-class cross-entropy error function. For classification problems involving only two classes, we can use a single logistic sigmoid output unit, or alternatively we can take a network model with two softmax outputs (Bishop 2006, p. 236) .
Parameter optimization and local minimization procedures
Learning feedforward neural network weights is like solving an unconstrained, continuous, non-linear optimization problem. The task is to find a weight vector w which minimizes the chosen error function ( ). Ew The problem is, generally, multimodal with multiple local minima.
Since ()
Ew is a smooth continuous function of w, its smallest value will occur at a point w in the parameter space W such that the gradient  of the error function () Ew vanishes, so that
The minimum for which the value of the error function is smallest is called the global minimum, while other minima are called local minima. There may be other points that satisfy (24) such as local maxima and saddle points.
Because there is no hope of finding an analytical solution to Eq. (24) one has to resort to numerical iterative procedures. The problem of optimizing a continuous nonlinear function is a widely studied problem in the literature, and there exist many iterative procedures to solve this problem. Examples include gradient descent, Newton and quasi-Newton, and conjugate gradient procedures.
These iterative procedures involve a search through parameter space consisting of a succession of steps of the form (i) The gradient descent procedure is characterized by defining the direction as
(ii) For the Newton's procedure the search direction is determined by the formula
is the Q-by-Q Hessian matrix of the error function at ( ), w  in which case second derivatives of the error form the elements of the matrix.
(iii) Since the computation of the inverse Hessian matrix may be highly complicated, one may attempt to approximate it by some Q-by-Q symmetric definite matrix
In this way we obtain the quasi-Newton or variable metric procedure in which the search direction is determined as
(iv) There are different versions of the conjugate gradient procedure. In the Polak-Ribière variant, the search direction is computed as
for 1, 2, ...,   and (0)
where ()  is a scalar parameter that ensures the sequence of vectors () d  satisfying a mutual conjugacy condition (see Press et al. 1992, pp. 420-422, Fischer and Staufer 1999) .
The step length ()  in Eq. (25) The quasi-Newton and conjugate gradient procedures are intrinsically off-line parameter adjustment techniques, and evidently more sophisticated local optimization procedures. The quasi-Newton requires the evaluation and storage in memory of a totally dense matrix () H  at each iteration step. Thus, for large Q the storage requirements are extremely large. The conjugate gradient methods require much less storage than the quasi-Newton procedure. But they require an exact determination of the learning rate ()  and the parameter ()  in each learning step .  In addition, they need approximately twice as many gradient evaluations as the quasi-Newton procedure (Cichocki and Unbehauen 1994, p. 91) .
Batch versus on-line optimization
It is important to note that error functions based on maximum likelihood for a set of N independent observations comprise a sum of terms, one for each data point, so that
where () n Ew is called the local and () Ew the global error function. There are two basic approaches to find the minimum of the global error function () Ew. The first approach is called batch optimization. In this approach the total error function is minimized in such a way that the parameter changes are accumulated over all training examples before the 23 parameters are actually changed. Minimization procedures that use the whole data set at once are called batch procedures.
Local minimization procedures used for batch optimization might work well, but have difficulties when the error surface is flat (that is, gradients close to zero), when gradients can be in a very large range, or when the surface is very rugged. When gradients can vary greatly, the search may progress too slowly when the gradient is small, and may overshoot when the gradient is large. When the error surface is rugged, a local search from a random starting point usually converges to a local minimum and a worse situation than the global minimum (Shang and Wah 1996, p. 46) .
The second approach to find the minimum of the global error function is the on-line
[also known as pattern-based] optimization. On-line optimization makes an update to the parameter vector based on one data point at a time. This update is repeated by cycling through the training data set either in sequence or by selecting points at random with replacement.
On-line compared to batch based optimization has several advantages. One advantage is that on-line procedures introduce some randomness (noise) that often may help in escaping from local minima, since a stationary point with respect to the error function for the entire data set will generally not be a stationary point for each data point individually. Second, on-line optimization is usually more convenient than batch optimization when the number of the training examples is very large, since batch optimization requires auxiliary memory to accommodate the local updates. Third, online procedures are usually faster and more effective than standard batch procedures, especially for large-scale classification problems. This may be explained by the fact that many training examples may posses redundant information in the sense that many contributions to the gradient are very similar, and waiting to compute all these contributions before updating the parameters is simply wasteful. On the other hand, if high precision is required, batch optimization may be the approach of choice (Cichocki and Unbehauen 1994, pp. 135-136) .
When the surface modelled by the error function is extremely rugged and has many local minima, then a local search from a random starting point leads to converge to a local minimum close to the initial point. In order to find a sufficiently good minimum, it may be necessary to run a minimization procedure multiple times, each time using a different randomly chosen starting point (0) w , and comparing the resulting performance on an independent validation data set.
Alternatively, stochastic global search procedures might be used. Examples of such procedures include Alopex (see, for example, Fischer 2002 , Fischer et al. 2003 , genetic algorithms (see, for example, Fischer and Leung 1998) , and simulated annealing. These procedures guarantee convergence to a global solution with a higher probability, but at the expense of slower convergence.
Finally, it is worth noting that local minimization procedures in batch or on-line mode need not only a starting point, but also a stopping rule. The stopping rule does not need a form of central control. Many ad hoc stopping rules had been proposed. One which appears to be popular is to have a validation data set, and stop training when the error function on the validation data set starts to rise. But one can never know if the minimum error on the validation set has yet been attained (Ripley 1996, pp. 154-155) .
The technique of error backpropagation
This section describes an efficient technique for evaluating the gradient of an error function () Ew for a feedforward neural network model that is required for network training. This techniquesometimes simply termed backpropuses a local message passing scheme in which information is sent alternately forward and backward through the network. Its modern form stems from Rumelhart et al. (1986) illustrated for on-line gradient descent optimization applied to the sum-of-squares error function. It is important to recognize, however, that the technique can also be applied to error functions other than just sum-of-squares and to a wide variety of optimization schemes for weight adjustment other than gradient descent, in on-line or batch mode.
We describe the backpropagation technique for a general neural network of type (6) that has two parameter layers, arbitrary differentiable activation functions ()  and ()  with a corresponding local error function . n E The resulting backpropagation formulae will then be illustrated using a network structure that has logistic sigmoid hidden and linear output units associated with the simple sum-squared error function.
For each pattern n in the training data set, we shall assume that we have supplied the corresponding input vector This process is called forward propagation, because it can be seen as a forward flow of information provided by n x through the network. For the rest of this section we consider one training example and drop the subscript n in order to keep the notation uncluttered.
Recall from Eq. (33) that the error functions which we consider (those defined by maximum likelihood for a set of iid data) can be written as a sum of an error for each pattern n separately so that
We consider the problem of evaluating () n Ew  for one of the local error functions.
This may be used then for on-line optimization, or the results can be accumulated over the whole training data set in the case of batch optimization.
We evaluate the gradient of n E with respect to a hidden-to-output parameter (2 
We now introduce a useful notation
where the s  are often referred to as errors. Using Eq.
(3), we can write
Substituting Eqs. (36) and (37) into Eq. (35), we then get
This equation tells us that the required partial derivative with respect to (2) kh w is obtained simply by the multiplication of two terms: the value of  for unit k at the output end and the value of z at the input end h of the connection concerned, where 1 z  in the case of a bias node.
We note that from the definition (36)  , and thus the partial derivatives of the error function. Note that for the presentation of each training example the input pattern is fixed throughout the message passing scheme, encompassing the forward pass followed by the backward pass.
The backpropagation technique can be summarized in the following four steps
Step 1: Apply an input vector n x to the network and forward propagate through the network, using Eqs. (1) and (3) depending on the problem to be studied.
Step 3: Backpropagate the deltas, using Eq. (43) to get h  for each hidden unit h in the network model.
Step 4: Use Eqs. (38) and (42) to evaluate the required derivatives.
For batch procedures the gradient of the global error function E can be obtained by
repeating
Step 1 to
Step 4 for each pattern in the training set, and then summing over all patterns.
To illustrate the technique of error backpropagation let us consider a two-layer network of the form illustrated in Fig. 1, together with a sum-of-squares error function.
The output units have linear activation functions while the hidden units logistic sigmoid activation functions  given by Eq. (7). A useful property of this function is that its derivative can be expressed in a particularly simple form as (
For the sum-of-squares error function E the error for pattern n is given by
where k y is the response of output unit k, and k t is the corresponding target, for a particular input pattern n x . For each pattern in the training set in turn, we first perform a forward propagation using 
and then propagate these to obtain the deltas for the hidden units using
where the sum runs over all output units. The derivatives with respect to the first layer and second layer weights are then given by
Note that Eq. (51) has the same form as Eq. (50), but with a different definition of the deltas.
Using fixed step on-line gradient descent optimization, for example, where  is constant and fixed in the training process, the weights in the first and second layers are updated using
In the case of batch gradient descent optimization, the weights would be updated according to
It is worth noting that the technique of error backpropagation can also be applied to the calculation of second order derivatives of the error function required for example for the application of Newton's procedure (see Bishop 2006, pp. 249-250; Ripley 1996, pp. 151-153) .
The fact that the error function derivatives can be computed by backpropagating errors is clearly attractive. The update rules (52) and (53) (Hertz et al. 1991, p. 119) .
Optimizing complexity in the model selection process
So far we have considered feedforward neural network models of type (6) with a priori given numbers of input, hidden and output units. While the number of input and output units is essentially problem dependent, the number H of hidden units is a free parameter that can be adjusted to provide the best predictive performance. Hence one might expect that in a maximum likelihood setting there will be an optimal value of H that gives the best predictive performance corresponding to the optimum between overfitting and underfitting (Bishop 2006, p. 256) .
A network model that is too simple (i.e., H too small), or too inflexible, will have a large bias and smooth out some of the underlying structure in the data (corresponding to a high bias), while one that has too much flexibility (i.e., H is too large) in relation to the particular data set will overfit the data and have a large variance. In either case, the performance of the network on new data will be poor. This highlights the need to optimize the complexity in the model selection process, in order to achieve the best predictive performance (Bishop 1995 , p. 332, Fischer 2000 .
Choosing the number of hidden units is a difficult issue, since the generalization error is not a simple function of H and this is due to the presence of local minima in the error function. One approach to selecting H is to train a sequence of neural network models with an increasing number of hidden units and then to select that one which yields the best predictive performance on a testing data set.
There are, however, more principled ways to control the complexity of a neural network model. One approach is that of regularization (Poggio and Giroso 1990; Bishop 1995, pp. 338-353) . The idea behind this approach is to define a criterion to select an approximate solution from a set of admissible solutions. The basic feature of regularization is a compromise between the fidelity to data and fidelity to some prior information about the solution. In other words, the regularization approach imposes a weak smoothness constraint on the possible solution (Cichocki and Unbehauen 1994, pp. 248-250) .
According to this approach one starts with a relatively large value for H and then controls complexity by adding a regularization (also called penalty or complexity) term to the error function in order to discourage the parameters from reaching large values.
The regularized error function (that is, the functional to be minimized) E is the weighted sum of two terms (Tibshirani 1996) . The regularizer given by Eq. (58) has the property thatif  is sufficiently largesome of the parameters are driven to zero in on-line optimization, leading to a sparse model. As  is increased, so an increasing number of parameters are driven to zero.
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One of the limitations of this regularizer, however, is its inconsistency with certain scaling characteristics of network mappings (see Bishop 1995, pp. 340-342 Regularization allows complex neural network models to be trained on data sets of limited size without severe overfitting, by limiting the effective network complexity.
The problem of determining the appropriate number of hidden units is, hence, shifted to one of determining a suitable value for the regularization coefficients during training.
The principal alternative to regularization as an approach to optimizing the effective complexity of a neural network model is early stopping (also known as stopped training). As we have seen in the previous sections, network training corresponds to an iterative reduction of the error function defined with respect to a given training data set. For many of the local minimization procedures used for network training (such as, for example, gradient descent), the error is a non-increasing function of the iteration steps. But the error measured with respect to independent data (generally known as validation data set) often shows a decrease first, followed by an increase as the network model starts to overfit.
Network training can hence be stopped at the point of smallest error with respect to the validation data, in order to get a network that shows good predictive performance. If the validation data set, however, is small, it may be necessary to keep aside another data set (known as the test data set), on which the performance of the network model is finally evaluated. For an application of this approach in the context of spatial interaction modelling see Fischer and Gopal (1994) .
This approach of stopping training before a minimum of the training error has been reached is another way of controlling the effective complexity of a network. It contrasts with regularization because the determination of the number of hidden units does not require convergence of the training process. The training process is used here to perform a directed search of the parameter space for a neural network model that does not overfit the data and, thus, shows superior generalization performance.
Various theoretical and empirical results have provided strong evidence for the efficiency of early stopping (see, for example, Weigend et al. 1991; Baldi and Chauvin 1991; Finnoff 1991) . Although many questions remain, a picture is starting to emerge as to the mechanisms responsible for the effectiveness of this approach. In particular, it has been shown that stopped training has the same sort of regularization effect (that is reducing model variance at the cost of bias) that regularization terms provide.
Generalization performance
Feedforward neural networks can be seen as flexible non-linear models for regression and classification, that are especially useful in data-rich, but theory poor application contexts. Failures in applications can generally be attributed to inadequate network training (indicated by the presence of overfitting or underfitting), and inadequate complexity of the network (in other words, inappropriate size of the hidden layer).
The real test of how a neural network model performs in a specific context essentially relates to its ability to give good predictions for new data. The simplest way to assess generalization performance of a neural network model is to use a test set independent of the training set (and validation set if used for early stopping), and to evaluate the model's error by means of the chosen error function. As the training and test sets are independent samples, an unbiased estimate of the prediction error can be obtained. But this approach becomes practical only if the data sets are very large or new data can be generated cheaply.
One way to overcome the problem of data scarcity is by cross-validation. Crossvalidation is a sample re-use procedure for assessing generalization performance. It makes maximally efficient use of the available data. The idea is to divide the available data set N U intogenerally equally sizedparts, and then use one part to test the performance of the neural network model trained on the remaining parts. The resulting estimator is again unbiased.
With small samples of datathat is, when structural uncertainty is greatestcrossvalidation may not be feasible, because there are too few data values with which to perform estimation and testing in a stable way. Bootstrapping the neural network 39 modelling processthat is creating bootstrap copies of the available data to generate copies of training and testing setsmay be used instead as a general framework for evaluating generalization performance. For introductory text books on the bootstrapping approach see Efron (1982) , Efron and Tibshirani (1993) , and Hastie et al. (2001) , and for application in the context of spatial interaction modelling Fischer (2002), Fischer and Reismann (2002a, b) .
Closing remarks
There is no doubt in mind that there are many regression and classification problems in the social sciences in general and in economic geography in particular, in which nonlinear models such as neural network models can outperform classical (that is, linear) models, and as automated data collection increases such problems will continue to proliferate.
It has been commonplace to view neural networks as kinds of black boxes, and this leads to inappropriate applications which may fail not because such models cannot work but because the issues of model specification, estimation and generalization performance are not well understood. Failures in applications can usually be attributed to inadequate learning and/or inadequate complexity of the network model. Parameter estimation and a suitably chosen number of hidden units are, thus, of crucial importance for the success of real world applications. The chapter view network learning as an optimization problem, describes various learning procedures, provides insights into Figure 1 
