On the potential functions for a link diagram by Yoon, Seokbeom
On the potential functions for a link diagram
Seokbeom Yoon
Department of Mathematical Sciences, Seoul National University
Abstract
For an oriented diagram of a link L in the 3-sphere, Cho and Murakami defined the
potential function whose critical point, slightly different from the usual sense, corresponds
to a boundary parabolic PSL(2,C)-representation of pi1(S3 \ L). They also showed that
the volume and Chern-Simons invariant of such a representation can be computed from
the potential function with its partial derivatives. In this paper, we extend the potential
function to a PSL(2,C)-representation that is not necessarily boundary parabolic. Under
a mild assumption, it leads us to a combinatorial formula for computing the volume and
Chern-Simons invariant of a PSL(2,C)-representation of a closed 3-manifold.
Keywords: Potential function, Volume, Chern-Simons invariant, Dehn-filling.
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1. Introduction
Let L be a link in the 3-sphere with a fixed diagram. Motivated from the paper of
Yokota [11] regarding the volume conjecture, Cho and Murakami [4, 3] defined the po-
tential function W (w1, · · · , wn) satisfying the following properties: (i) a non-degenerate
point w = (w1, · · · , wn) ∈ (C×)n = (C \ {0})n satisfying
exp
(
wj
∂W
∂wj
)
= 1 for all 1 ≤ j ≤ n (1)
corresponds to a boundary parabolic representation ρw : pi1(S
3 \ L) → PSL(2,C) (we
shall clarify the meaning of a non-degenerate point in Section 2); (ii) the volume and
Chern-Simons invariant of ρw are given by
√−1(Vol(ρw) +
√−1CS(ρw)) ≡W0(w) mod pi2Z
where the function W0(w1, · · · , wn) is defined by
W0 := W (w1, · · · , wn)−
n∑
j=1
(
wj
∂W
∂wj
)
logwj .
Also, Cho [2] proved that (iii) any boundary representation ρ : pi1(S
3 \ L) → PSL(2,C)
which does not send a meridian of each component of L to the identity matrix is detected
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by W , i.e. there exists a non-degenerate point w ∈ (C×)n satisfying the equation (1)
such that the corresponding representation ρw agrees with ρ up to conjugation.
Main aim of this paper is to extend the potential function to a representation that is
not necessarily boundary parabolic. Precisely, we define a generalized potential function
W(w,m) = W(w1, · · · , wn,m1, · · · ,mh),
where h is the number of the components of L, and show that it satisfies analogous
properties, Theorems 1.1, 1.2 and 1.3, to the potential function W .
1.1. Main theorems
We here give an overview of our main theorems. We enumerate the components of
L by 1 ≤ i ≤ h and let µi and λi be a meridian and the canonical longitude of each
component, respectively.
Theorem 1.1. A non-degenerate point (w,m) ∈ (C×)n+h satisfying
exp
(
wj
∂W
∂wj
)
= 1 for all 1 ≤ j ≤ n (2)
corresponds to a representation ρw,m : pi1(S
3 \L)→ PSL(2,C) such that the eigenvalues
of ρw,m(µi) are mi and m
−1
i (up to sign) for all 1 ≤ i ≤ h.
Theorem 1.2. Let ρ : pi1(S
3 \L)→ PSL(2,C) be a representation such that ρ(µi) 6= ±I
for all 1 ≤ i ≤ h. If ρ admits a SL(2,C)-lifting, then there exists a non-degenerate point
(w,m) satisfying the equation (2) such that the corresponding representation ρw,m agrees
with ρ up to conjugation.
We remark that such a non-degenerate point (w,m) can be explicitly constructed
from a given representation ρ. See Examples 4.3 and 4.4. We also stress that the assump-
tion on SL(2,C)-lifting does not restrict too many cases. For instance, if tr(ρ(µi)) 6= 0 for
all 1 ≤ i ≤ h, then ρ admits a lifting. In particular, any boundary parabolic representa-
tion has a lifting. Also, if L is a knot, then any representation ρ : pi1(S
3 \L)→ PSL(2,C)
admits a lifting.
Let M = S3 \ ν(L) be the link exterior where ν(L) denotes a tubular neighborhood
of L. For κ = (κ1, · · · , κh) ∈ (Q ∪ {∞})h we denote by Mκ the manifold obtained by
Dehn filling along the slope κi on each boundary torus of M . Here κi = ∞ means that
we do not fill the corresponding boundary torus.
Let ρ : pi1(Mκ)→ PSL(2,C) be a representation. If Mκ has non-empty boundary, i.e.
κi =∞ for some i, we shall assume that ρ is boundary parabolic so that the volume and
Chern-Simons invariant of ρ are well-defined. We refer [6] for details. Regarding ρ as a
representation from pi1(M) by compositing the inclusion pi1(M)→ pi1(Mκ), we have{
tr(ρ(µi)) = ±2, tr(ρ(λi)) = ±2 for κi =∞
ρ(µrii λ
si
i ) = ±I for risi = κi 6=∞
(3)
where ri and si are coprime integers.
If we assume that ρ : pi1(M)→ PSL(2,C) admits a SL(2,C)-lifting and ρ(µi) 6= ±I for
all 1 ≤ i ≤ h, then by Theorems 1.1 and 1.2 there exists a non-degenerate point (w,m)
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such that ρw,m = ρ up to conjugation where mi is an eigenvalue of ρ(µi). It follows from
the equation (3) that for κi 6= ∞ we have mrii lsii = ±1 and thus rilogmi + silog li ≡ 0
in modulo pi
√−1 where li is an eigenvalue ρ(λi). From coprimeness of the pair (ri, si),
there are integers ui and vi satisfying
rilogmi + silog li + pi
√−1(riui + sivi) = 0.
Theorem 1.3. The volume and Chern-Simons invariant of ρ : pi1(Mκ)→ PSL(2,C) are
given by √−1(Vol(ρ) +√−1CS(ρ)) ≡W0(w,m) mod pi2Z
where the function W0(w1, · · · , wn,m1, · · · ,mh) is defined by
W0 := W(w1, · · · , wn,m1, · · · ,mh)−
n∑
j=1
(
wj
∂W
∂wj
)
logwj
−
∑
κi 6=∞
[(
mi
∂W
∂mi
)
(logmi + uipi
√−1)− ri
si
(logmi + uipi
√−1)2
]
.
1.2. Organization of the paper
The paper is organized as follows. In Section 2, we give a definition of a generalized
potential function and prove Theorem 1.1. We present main computation of the proof
in Section 2.1. In Section 3, we recall the notion of a deformed Ptolemy assignment [12],
which is a main ingredient of this paper. We then prove Theorems 1.2 and 1.3 in Sections
3.1 and 4, respectively. We also present some examples that show how our theorems work
in practical computation at the end of the paper.
1.3. Acknowledgment
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2. Potential functions
Let L be a link in S3 with h components. Throughout the paper, we fix an oriented
diagram, denoted also by L, of L. We assume that every component of L has at least
one over-passing crossing and at least one under-passing crossing. This can be achieved
by applying Reidemeister moves, if necessary. We denote the number of the regions of L
by n.
We assign a complex variable wj (1 ≤ j ≤ n) to each region of L and let w =
(w1, · · · , wn). We also assign a complex variable mi (1 ≤ i ≤ h) to each component of
L and let m = (m1, · · · ,mh). For notational simplicity, we enumerate a region and a
component of L by the index of the variables assigned to them. For a crossing, say c, of
L we define
Wc(w,m) := Li2
(
wm
mβwj
)
+ Li2
(
wk
mαwj
)
− Li2
(
wl
mβwk
)
− Li2
(
wl
mαwm
)
3
+ Li2
(
wjwl
wmwk
)
− pi
2
6
+ log
(
wm
mβwj
)
log
(
wk
mαwj
)
for Figure 1(a) and
Wc(w,m) := −Li2
(
mβwm
wj
)
− Li2
(
mαwk
wj
)
+ Li2
(
mβwl
wk
)
+ Li2
(
mαwl
wm
)
− Li2
(
wjwl
wmwk
)
+
pi2
6
− log
(
mβwm
wj
)
log
(
mαwk
wj
)
for Figure 1(b). Recall that the dilogarithm function is given by Li2(z) = −
∫ z
0
log (1−t)
t dt.
See, for instance, [13]. We then define the generalized potential function
W(w,m) :=
∑
crossing c
Wc(w,m)
where the sum is over all crossings of L. Here and throughout the paper, we fix a branch
of the logarithm; for actual computation we will use the principal branch having the
imaginary part in the interval (−pi, pi].
wm
wj
wk
wl
(a) Positive crossing
wm
wj
wk
wl
(b) Negative crossing
mα mβ mα mβ
Figure 1: Variables around a crossing
Remark 2.1. The generalized potential function W reduces to the potential function
W in [3, 2] when m1 = · · · = mh = 1.
Definition 2.2. (i) A point (w,m) ∈ (C \ {0})n+h = (C×)n+h is called a solution if
exp
(
wj
∂W
∂wj
)
= 1 for all 1 ≤ j ≤ n. (4)
(ii) A point (w,m) is said to be non-degenerated if the following five values are not 1 at
each crossing of L:
wm
mβwj
,
wk
mαwj
,
wl
mβwk
,
wl
mαwm
,
wjwl
wmwk
for Figure 1(a)
mβwm
wj
,
mαwk
wj
,
mβwl
wk
,
mαwl
wm
,
wjwl
wkwm
for Figure 1(b).
(5)
Theorem 2.3 (Theorem 1.1). A non-degenerate solution (w,m) corresponds to a rep-
resentation ρw,m : pi1(S
3 \L)→ PSL(2,C) such that the eigenvalues of ρw,m(µi) are mi
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and m−1i up to sign for all 1 ≤ i ≤ h. Here µi denotes a meridian of the i-th component
of L.
2.1. Proof of Theorem 2.3
Recall that we fixed a diagram of L such that every component has at least one over-
passing crossing and at least one under-passing crossing. Hence the space S3\(L∪{p, q})
decomposes into ideal octahedra (one per crossing) where p 6= q ∈ S3 are two points not
in L. We denote by O this octahedral decomposition. It was introduced in [9] and can
be found in several articles, such as [11, 10, 2, 7]. Following [2], we subdivide each ideal
octahedron into five ideal tetrahedra as in Figures 3 and 4 and denote by T the resulting
ideal triangulation of S3 \ (L ∪ {p, q}).
Recall that an ideal tetrahedron with mutually distinct vertices z0, z1, z2, z3 ∈ ∂H3 =
C ∪ {∞} is determined up to isometry by the cross-ratio
z = [z0 : z1 : z2 : z3] =
(z0 − z3)(z1 − z2)
(z0 − z2)(z1 − z3) ∈ C \ {0, 1},
where the cross-ratio at each edge is given by one of z, z′ = 11−z , and z
′′ = 1 − 1z as in
Figure 2.
z0
z1
z2
z3
z′
z
z′
z
z′′
z′′
Figure 2: Cross-ratios at the edges
For a given non-degenerate solution (w,m) = (w1, · · · , wn,m1, · · · ,mh), we assign
the cross-ratio to each ideal tetrahedron of T as in Figures 3 and 4. The equation (5)
guarantees that these tetrahedra are non-degenerated. The product of the cross-ratios
around each of edges that are created to divide the octahedra into tetrahedra is 1 :
wm
mβwj
mβwk
wl
wjwl
wmwk
= 1 =
wk
mαwj
mαwm
wl
wjwl
wmwk
for Figure 1(a)
mαwl
wm
wj
mαwk
wkwm
wjwl
= 1 =
wj
mβwm
mβwl
wk
wkwm
wjwl
for Figure 1(b).
Therefore, at each crossing, five tetrahedra are well-glued to form an octahedron.
We now check that cross-ratios given as in Figures 3 and 4 satisfy the gluing equations
for the octahedral decomposition O, i.e. the product of the cross-ratios around each edge
of O is 1. We thus shall obtain a representation
ρw,m : pi1(S
3 \ (L ∪ {p, q})) = pi1(S3 \ L)→ PSL(2,C)
5
wm
mβwj
mβwk
wl
wk
mαwj
mαwm
wl
wjwl
wmwk
Figure 3: Cross-ratios for Figure 1(a)
mβwl
wkwj
mβwm
mαwl
wm
wj
mαwk
wmwk
wjwl
Figure 4: Cross-ratios for Figure 1(b)
up to conjugation as a holonomy representation. Note that a similar computation can
be found in [2] and [7]
Recall that L has n regions, so n− 2 crossings. It thus has n− 2 over-arcs and n− 2
under-arcs. Here an over (resp., under)-arc is a maximal part of L that does not under
(resp., over)-pass a crossing. See Figure 5. Recall also that the octahedral decomposition
O has 3n−4 edges; (i) n regional edges corresponding to the regions; (ii) n−2 over-edges
corresponding to the over-arcs; (iii) n − 2 under-edges corresponding to the under-arcs.
We refer [7, §3] for details.
Suppose an over-arc of L over-passes m crossings as in Figure 5(a). Then around the
corresponding over-edge, there are 4m+ 2 cross-ratios; each of the over-passed crossings
contributes 4 cross-ratios, and two crossings coming from the ends of the over-arc respec-
tively contributes one cross-ratio (cf. Figure 10 in [7]). The product of these cross-ratios
6
· · ·
wj1
wj2
wj3
wj4
wj2m+1
wj2m+2
· · ·
wj1
wj2
wj3
wj4
wj2m+1
wj2m+2
(a) Over-arc (b) Under-arc
mimi
Figure 5: Over- and under-arcs
is (
wj1
miwj2
)
·
(
miwj1
wj2
wj4
miwj3
)−1
· · ·
(
miwj2m−1
wj2m
wj2m+2
miwj2m+1
)−1
·
(
miwj2m+2
wj2m+1
)
= 1
for Figure 5(a). Similarly, the product of cross-ratios around an under-edge is 1 :(
wj2
miwj1
)
·
(
miwj2
wj1
wj3
miwj4
)−1
· · ·
(
miwj2m
wj2m−1
wj2m+1
miwj2m+2
)−1
·
(
miwj2m+1
wj2m+2
)
= 1
for Figure 5(b).
Suppose a region of L has m crossings (or corners). The corresponding regional
edge is represented by a horizontal edge of the octahedron at each of these crossings.
Therefore, there are 3m cross-ratios around the regional edge. See Figures 3 and 4 that
three cross-ratios are attached to each horizontal edge. Let τc,j be the product of cross-
ratios coming from a crossing c and attached to the regional edge corresponding to the
j-th region. Then it is clear that the product of the cross-ratios around the regional edge
corresponding to the j-th region is given by∏
crossing c
τc,j (6)
where the product is over all crossings appeared in the j-th region. On the other hand,
τ -values can be directly computed as follows from the cross-ratios given in Figures 3
and 4 :
τc,l =
( 1mβwl − wk)( 1mαwl − wm)
wkwm − wjwl , τc,k =
wjwl − wkwm
( 1mαwk − wj)(mβwk − wl)
τc,m =
wjwl − wkwm
( 1mβwm − wj)(mαwm − wl)
, τc,j =
(mαwj − wk)(mβwj − wm)
wkwm − wjwl
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for Figure 1(a) and
τc,l =
wkwm − wjwl
(mβwl − wk)(mαwl − wm) , τc,k =
(mαwk − wj)( 1mβwk − wl)
wjwl − wkwm
τc,m =
(mβwm − wj)( 1mαwm − wl)
wjwl − wkwm , τc,j =
wkwm − wjwl
( 1mαwj − wk)( 1mβwj − wm)
for Figure 1(b). Furthermore, a straightforward computation shows that
τc,j = exp
(
wj
∂Wc
∂wj
)
holds for any crossing c and any region. It thus follows from the equation (2) that the τ -
product in the equation (6) is 1, i.e. the product of the cross-ratios around each regional
edges is 1.
Remark 2.4. Rewriting the equation (4) as the equation (6), one can checked that the
equation (4) is invariant under change mi 7→ 1mi for all 1 ≤ i ≤ h.
We finally claim that the eigenvalues of ρw,m(µi) are mi and m
−1
i . Since we assume
that each component of L has at least one over-passing crossing and at least one under-
passing crossing, it contains a local diagram as in Figure 6 (left). Then a meridian µi
(up to base point) passes through two ideal tetrahedra coming from the ends as in Figure
6 (middle). Therefore, the scaling factor of the holonomy action for µi is given by the
product of two cross-ratios (
wj
miwk
)−1
miwj
wk
= m2i .
It follows that the eigenvalues of ρw,m(µi) ∈ PSL(2,C) are mi and m−1i up to sign.
wj
wk
mi
wj
miwk
miwj
wk
→ →
µi µi
Figure 6: A meridian
3. Deformed Ptolemy assignments
Let us briefly recall the notion of a deformed Ptolemy assignment [12], which is the
key ingredient for proving Theorems 1.2 and 1.3.
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We let T be an ideal triangulation of S3 \ (L ∪ {p, q}) given in Section 2. Replacing
each ideal tetrahedron of T by a truncated tetrahedron, we obtain a compact 3-manifold,
say N , whose interior is homeomorphic to S3 \ (L∪{p, q}). Here a truncated tetrahedron
is a polyhedron obtained from a tetrahedron by chopping off a small neighborhood of
each vertex; see Figure 7. Note that the boundary ∂N is triangulated and is consisted
of h tori with two spheres. We denote by N i and ∂N i the set of the oriented i-cells
(unoriented when i = 0) of N and ∂N , respectively. We call an 1-cell of ∂N a short edge
and call an 1-cell of N not in ∂N a long edge.
An assignment σ : ∂N1 → C× is called a cocycle if (i) σ(e)σ(−e) = 1 for all e ∈ ∂N1;
(ii) σ(e1)σ(e2)σ(e3) = 1 whenever e1, e2, and e3 bound, respecting an orientation, a 2-
cell in ∂N . Here −e denote the same 1-cell e with its opposite orientation. A cocycle
σ : ∂N1 → C× induces a homomorphism pi1(Σ)→ C× on each component Σ of ∂N . For
notational simplicity we denote all of such homomorphisms by σ.
We denote by T1 the set of the oriented 1-cells of T and identify each edge of T with
a long-edge of N in a natural way (as in Figure 7).
Definition 3.1 ([12]). For a given cocycle σ : ∂N1 → C×, an assignment c : T1 → C×
is called a σ-deformed Ptolemy assignment if c(−e) = −c(e) for all e ∈ T1 and
c(l3)c(l6) =
σ(s23)
σ(s35)
σ(s26)
σ(s65)
c(l2)c(l5) +
σ(s13)
σ(s34)
σ(s16)
σ(s64)
c(l1)c(l4)
for each ideal tetrahedron ∆ of T. Here li’s denote 1-cells of ∆ and sij denotes the 1-cell
in ∂N ∩∆ running from li to lj as in Figure 7.
l1
l2
l5
l4
l5
l6
s23
s34s42
0
1
2
3
l3
l1
l6
l2
l4
l3
Figure 7: A truncated tetrahedron
It is proved in [12] that a σ-deformed Ptolemy assignment c corresponds to an as-
signment φ : N1 → SL(2,C) satisfying cocycle condition. It thus corresponds to a
representation ρc : pi1(N)→ SL(2,C) up to conjugation. The cocycle φ can be explicitly
given as follows:
φ(lj) =
(
0 −c(lj)−1
c(lj) 0
)
, φ(sij) = ±
σ(sij) −σ(ski)σ(sjk) c(lk)c(li)c(lj)
0 σ(sij)
−1

where the index k is chosen so that lk and sij lie on the same 2-cell. Also, c determines
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the cross-ratio of each ideal tetrahedron of T. See Proposition 2.14 in [12]. For instance,
the cross-ratio at l3 in Figure 7 is given by
σ(s12)σ(s45)
σ(s24)σ(s51)
c(l1)c(l4)
c(l2)c(l5)
∈ C \ {0, 1}.
We remark that these cross-ratios are non-degenerate (i.e. not 0, 1,∞) and they satisfy
the gluing equations for T such that the holonomy representation coincides with ρc. We
refer [12] for details.
The following proposition shows how a σ-deformed Ptolemy assignment is related to
the w and m in Section 2. Recall that T has n regional edges, each of which corresponds
to a region of L. We orient these edges so that their initial points are the same (see
Figures 8 and 10), and denote them by ej (1 ≤ j ≤ n) according to the index of regions.
Note that these edges appear as horizontal edges of an octahedron as in Figure 8 (cf.
Figure 1).
Proposition 3.2. Let σ : ∂N1 → C× be a cocycle that is trivial on the sphere compo-
nents. Then for any σ-deformed Ptolemy assignment c : T1 → C×,
(w,m) =
(
c(e1), · · · , c(en), σ(µ1), · · · , σ(µh)
)
is a non-degenerate solution such that ρw,m coincides with ρc, viewed as a PSL(2,C)-
representation, up to conjugation.
Proof. At each crossing of L, we denote edges of T as in Figure 8. We orient these edges
so that they coherent with the vertex-ordering given as in Figure 8. Recall that h2 and
h4 are identified in T and so are h2 and h4. We denote by s
ij (resp., sij) the short-edge
running from hi to hj (resp., hi to hj). For instance, s
42 and s42 are short-edges winding
the over-arc and under-arc, respectively.
em ek
ej
el
0
0
+2
−1 +1
−2
(a) Positive crossing
h1 h2
h3h4
h1h2
h3 h4
h5
h5
em ek
ej
el
0
0
−2
+1 −1
+2
(a) Negative crossing
h4 h1
h2h3
h4h1
h2 h3
h5
h5
mα
mβ
mβ
mα
Figure 8: Octahedron at a crossing.
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Applying Proposition 2.14 of [12], the cross-ratio at h1 in Figure 8(a) is given by
c(h2)c(em)
σ(s42)c(h4)c(ej)
=
c(em)
σ(s42)c(ej)
=
c(em)
σ(µβ)c(ej)
.
By the cross-ratio at h1, we mean the cross-ratio at l3 with respect to the tetrahedron
chosen as in Figure 3. We use terms the cross-ratios at h3, h5, h1, h3, in a same manner.
Similar computation gives us that the cross-ratios at h1, h3, h5, h1, h3 for Figure 8(a) are
respectively given by
c(em)
σ(µβ)c(ej)
,
σ(µβ)c(ek)
c(el)
,
c(ej)c(el)
c(em)c(ek)
,
c(ek)
σ(µα)c(ej)
,
σ(µα)c(em)
c(el)
and the cross-ratios at h1, h3, h5, h1, h3 for Figure 8(b) are respectively given by
c(ej)
σ(µα)c(ek)
,
σ(µα)c(el)
c(em)
,
c(em)c(ek)
c(ej)c(el)
,
c(ej)
σ(µβ)c(em)
,
σ(µβ)c(el)
c(ek)
.
The proposition directly follows from comparing the above cross-ratios with the cross-
ratios given in Figure 3 and 4. We remark again that the above cross-ratios are non-
degenerate and satisfy the gluing equations for T.
For a representation ρ : pi1(N) → SL(2,C), we say that a cocycle σ : ∂N1 → C× is
associated to ρ if
ρ|Σ(γ) =
(
σ(γ) ∗
0 σ(γ)−1
)
up to conjugation for all γ ∈ pi1(Σ) and for any component Σ of ∂N . Here ρ|Σ : pi1(Σ)→
SL(2,C) means the restriction. Since every component Σ of ∂N is either a sphere or a
torus, the restriction ρ|Σ is reducible. Therefore, for any representation ρ there exists a
cocycle σ associated to ρ.
Theorem 3.3. Let ρ : pi1(N) → SL(2,C) be a representation such that ρ(µi) 6= ±I
for all 1 ≤ i ≤ h. Then for any cocycle σ : ∂N1 → C× associated to ρ, there exists a
σ-deformed Ptolemy assignment c such that ρc = ρ up to conjugation.
A proof of Theorem 3.3 is essentially also given in [5, §4] (see also [2]). The proof
given in [5] assume that ρ is a (lifting of) boundary parabolic representation, but this is
not actually required in the proof. For completeness of the paper, we present a detailed
proof of Theorem 3.3 in Section 3.1.
Corollary 3.4 (Theorem 1.2). Let ρ : pi1(N)→ PSL(2,C) be a representation satisfying
ρ(µi) 6= ±I for all 1 ≤ i ≤ h. If the representation ρ admits a SL(2,C)-lifting, then there
exists a non-degenerate solution (w,m) such that ρw,m = ρ up to conjugation.
Proof. For each sphere component Σ of ∂N , the restriction ρ|Σ : pi1(Σ) → SL(2,C) is
clearly trivial. Thus one can choose an associated cocycle σ such that it is trivial on the
sphere components. Then the proof directly follows from Proposition 3.2 and Theorem
3.3.
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3.1. Proof of Theorem 3.3
For simplicity we may assume that a given cocycle σ : ∂N1 → C× is trivial on the
sphere components. Let N˜ be the universal cover of N . We lift σ to ∂N˜ , and denote the
resulting cocycle also by σ : ∂N˜1 → C×.
Definition 3.5. ([12]) A decoration D : N˜0 → C2 \ {(0, 0)t} is an assignment satisfying
• (ρ-equivariance) D(γ · v) = ρ(γ)D(v) for all γ ∈ pi1(N) and v ∈ N˜0;
• D(v2) = σ(s)D(v1) for all s ∈ ∂N˜1 where v1 and v2 are the initial and terminal
vertices of s, respectively.
We remark that a decoration exists, since a given cocycle σ is associated to ρ. For a
decoration D we define c : T1 → C by
c(e) = det(D(v1),D(v2))
for e ∈ T1 where v1 and v2 are the initial and terminal vertices of any lifting of e, viewed
as a long edge of N , respectively. Note that c(e) does not depend on the choice of a
lifting of e, since D is ρ-equivariant. Also, note that c(−e) = −c(e) for all e ∈ T1.
Proposition 3.6. If c(e) 6= 0 for all e ∈ T1, then c : T1 → C× is a σ-deforemd Ptolemy
assignment.
Proof. Let us choose a lifting of an ideal triangulation ∆ of T. We denote the edges of
its truncation as in Definition 3.1; li denotes a long-edge and sij denotes the short edge
running from li to lj . We also denote the initial and terminal vertices of li by vi and v
i,
respectively as in Figure 9.
l5
s23
l1
l6
l2
l4
l3
v2 v4
v1
v5
Figure 9: A truncated tetrahedron.
Applying the Plucker relation to D(v1),D(v5),D(v4),D(v
2), we obtain
det(D(v1),D(v4)) det(D(v5),D(v
2))
= det(D(v1),D(v5)) det(D(v4),D(v
2)) + det(D(v1),D(v
2)) det(D(v5),D(v4)).
By construction of c, it is equivalent to
σ(s61)σ(s64)c(l6)σ(s32)σ(s35)c(l3) = σ(s15)c(l1)σ(s42)c(l4) + σ(s21)c(l2)σ(s54)c(l5)
⇔ c(l3)c(l6) = σ(s23)σ(s35)
σ(s26)
σ(s65)
c(l2)c(l5) +
σ(s13)
σ(s34)
σ(s16)
σ(s64)
c(l1)c(l4).
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Therefore, c : T1 → C× is a σ-deformed Ptolemy assignment.
Therefore, it is enough to claim that there exists a decoration D such that the induced
assignment c : T1 → C satisfies c(e) 6= 0 for all e ∈ T1.
We first consider the regional edges e1, · · · , en of T. We choose a lifting, e˜j , of each
ej so that their terminal point agree as in Figure 10. Let v
0
k and v
1
k be the initial and
terminal points of e˜j , viewed as an edge of N˜ , respectively. Since σ : ∂N
1 → C× is trivial
on the sphere components, we have D(v1j ) = D(v
1
k). Moreover, from ρ-equivariance of
D, we have
D(v0j ) = ρ(g)D(v
0
k) (7)
for some g ∈ pi1(N). From elementary covering theory one can check that if ej ∪ ek
wraps an arc of K, then the loop g should be the Wirtinger generator corresponding to
the arc; see Figure 10. For simplicity we let W = D(v1j )(= D(v
1
k)) and Vj = D(v
0
j ) for
1 ≤ j ≤ m. Note that c(ej) 6= 0 if and only if det(W,Vj) 6= 0.
We then consider the edges of T that intersect ν(L). Let us consider an ideal triangle
(with edges denoted by x, y, ek) in S
3 \ (L ∪ {p, q}) together with its lifting (with edges
denoted by x˜, y˜, e˜k) as in Figure 10. Let vx and vy be the initial vertices of x˜ and y˜,
again viewed as edges of N˜ , respectively. Then for the Wirtinger generator g, we have
ρ(g)D(vx) = D(g · vx) = σ(g)±1D(vx).
Therefore, D(vx) is an eigenvector of ρ(g). It follows that c(x) = det(W,D(vx)) 6= 0 if
and only if W is not an eigenvector of ρ(g). Similarly, c(y) 6= 0 if and only if Vk is not
an eigenvector of ρ(g).
p
q
L
R
ν(p)
ν(q)
ej
ek
e˜k
e˜j
v0k
v1k
v1j
v0j
x
x˜
y˜y
vx
vy
g
g · vx
Figure 10: Local configuration of a lifting.
We finally consider an edge of T that joins q to itself. Let us consider an ideal
triangle (with edges denoted by ej , ek, z) in S
3 \ (L ∪ {p, q}) together with its lifting
(with edges denoted by e˜j , e˜k, z˜) as in Figure 11. It follows that c(z) 6= 0 if and only
if det(Vj , Vk) = det(ρ(g)Vk, Vk) 6= 0 (recall the equation (7)). It is equivalent to the
condition that Vk is not an eigenvector of ρ(g). Similarly, for an edge z of T that joins
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p to itself, we conclude that c(z) 6= 0 if and only if W is not an eigenvector of ρ(g).
p
q
L
ν(p)
ν(q)
ej
ek
e˜j
v0k
v1kv
1
j
v0j
z˜
e˜k
z
g
Figure 11: Local configuration of a lifting.
Let us sum up the required conditions. To be precise, we enumerate the Wirtinger
generators by g1, · · · , gl. A desired decoration should satisfy (i) det(W,Vj) 6= 0; (ii) W
is not an eigenvector of ρ(gi); (iii) Vj is not an eigenvector of ρ(gi) for all 1 ≤ j ≤ m and
1 ≤ i ≤ l. Since we can choose W and one of Vj ’s freely, such a decoration exists. See,
for instance, Lemma 2.1 in [2], Examples 4.3 or 4.4.
4. Volume and Chern-Simons invariant
We devote this section to prove Theorem 1.3. For convenience of the reader, let us
recall the theorem.
We fix a meridian µi and let λi be the canonical longitude of each component of a
link L. For κ = (κ1, · · · , κh) ∈ (Q ∪ {∞})h we denote by Mκ the manifold obtained by
Dehn filling along the slope κi on each boundary torus M = S
3 \ ν(L), where κi = ∞
means that we do not fill the corresponding boundary torus.
Let ρ : pi1(Mκ) → PSL(2,C) be a representation. If Mκ has non-empty boundary,
we assume that ρ is boundary parabolic so that the volume and Chern-Simons invariant
of ρ are well-defined. Regarding ρ as a representation from pi1(M) by compositing the
inclusion pi1(M)→ pi1(Mκ), we have{
tr(ρ(µi)) = ±2, tr(ρ(λi)) = ±2 for κi =∞
ρ(µrii λ
si
i ) = ±I for κi = risi 6=∞
(8)
where ri and si are coprime integers. If we assume that ρ : pi1(M) → PSL(2,C) admits
a SL(2,C)-lifting and ρ(µi) 6= ±I for all 1 ≤ i ≤ h, then there exists a point (w,m) such
that ρw,m = ρ up to conjugation where mi is an eigenvalue of ρ(µi). Recall Corollary 3.4
and Theorem 2.3. It follows from the equation (8) that for κi 6=∞ we have mrii lsii = ±1
and thus rilogmi + silog li ≡ 0 in modulo pi
√−1 where li is an eigenvalue ρ(λi). From
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coprimeness of (ri, si), there exists integers ui and vi satisfying
rilogmi + silog li + pi
√−1(riui + sivi) = 0. (9)
Theorem 4.1 (Theorem 1.3). The volume and Chern-Simons invariant of ρ : pi1(Mκ)→
PSL(2,C) are given by
√−1(Vol(ρ) +√−1CS(ρ)) ≡W0(w,m) mod pi2Z
where the function W0(w1, · · · , wn,m1, · · · ,mh) is defined by
W0 := W(w1, · · · , wn,m1, · · · ,mh)−
n∑
j=1
(
wj
∂W
∂wj
)
logwj
−
∑
κi 6=∞
[(
mi
∂W
∂mi
)
(logmi + uipi
√−1)− ri
si
(logmi + uipi
√−1)2
]
.
4.1. Proof of Theorem 4.1
We assign a vertex-ordering of each tetrahedron ∆ of T as in Figure 8. Note that these
orderings agree on the common faces, so we may orient every edge of T with respect to
this vertex-ordering. We say that ∆ is positively oriented if the orientation of ∆ induced
from the vertex-ordering agrees with the orientation of N , and ∆ is negatively oriented,
otherwise. We let ∆ = ±1 according to this orientation of ∆.
Let ρ˜ : pi1(N)→ SL(2,C) be a lifting of ρ and σ : ∂N1 → C× be a cocycle assoicated
to ρ˜ which is trivial on the sphere components. From the equation (8) we have{
σ(µi) = ±1, σ(λi) = ±1 for κi =∞
σ(µrii λ
si
i ) = ±1 for κi = risi 6=∞
.
It is showed in [12] (seee Proposition 3.12 in [12]) that there exists a cocycle a : ∂N1 → C
such that (i) a(e) ≡ logσ(e) in modulo pi√−1Z for all e ∈ ∂N1; (ii) a is trivial on the
sphere components; (iii) the induced homomorphism a satisfies{
a(µi) = a(λi) = 0 for κi =∞
a(µi) = logσ(µi) + uipi
√−1 and a(λi) = logσ(λi) + vipi
√−1 for κi 6=∞
.
The equation (9) tells us that ria(µi) + sia(λi) = 0 for all κi 6= ∞. On the other hand,
by Theorem 3.3 there exists a σ-deformed Ptolemy assignment c : T1 → C× such that
ρc = ρ˜ up to conjugation. We let
(w,m) = (c(e1), · · · , c(en), σ(µ1), · · · , σ(µh))
as in Proposition 3.2.
For each ideal tetrahedron ∆ (with edges denoted as in Figure 7) of T, we let
z =
σ(s12)σ(s45)
σ(s24)σ(s51)
c(l1)c(l4)
c(l2)c(l5)
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ppi
√−1 = (a(s12) + a(s45)− a(s24)− a(s51)
+ log c(l1) + log c(l4)− log c(l2)− log c(l5)− log z
qpi
√−1 = a(s53) + a(s26)− a(s32)− a(s65)
+ log c(l2) + log c(l5)− log c(l3)− log c(l6) + log (1− z)
if ∆ = 1 and
z =
σ(s24)σ(s51)
σ(s12)σ(s45)
c(l2)c(l5)
c(l1)c(l4)
ppi
√−1 = a(s24) + a(s51)− a(s12)− a(s45)
+ log c(l2) + log c(l5)− log c(l1)− log c(l4)− log z
qpi
√−1 = a(s43) + a(s16)− a(s64)− a(s31)
+ log c(l1) + log c(l4)− log c(l3)− log c(l6) + log (1− z)
if ∆ = −1, and let R(∆) := R(z; p, q) where R is the extended Rogers dilogarithm [8]
defined by
R(z; p, q) = Li2(z) +
pi
√−1
2
(p log (1− z) + q log z) + 1
2
log (1− z) log z − pi
2
2
.
It is proved in [12] (see Theorem 3.4 and Remark 3.5 in [12]) that
√−1(Vol(ρ) +√−1CS(ρ)) ≡
∑
∆
∆R(∆) mod pi
2Z (10)
where the sum is over all tetrahedra ∆ of T. We refer [12] for details. Therefore, it is
enough to show that the right-hand side of the equation (10) is equal to W0(w,m) in
modulo pi2Z.
Let us first consdier a crossing of L as in Figure 1(a). At this crossing, we denote
edges of T as in Figure 8(a). We also denote by ∆1 the tetrahedron corresponding to
the edge h1 as in Figure 3, and denote similarly for h3, h5, h1, and h3. It is not hard to
check that ∆1 = ∆5 = ∆1 = 1 and ∆3 = ∆3 = −1. A straightforward computation
gives
R(∆1) = Li2(
wm
mβwj
)− pi26 + 12 (logwm − logwj − a(µβ)) log(1− wmmβwj )
+ 12 (logwj − log c(h5) + log c(h2)− log c(h1) + a(s41) + log(1− wmmβwj ))log wmmβwj .
Since log wmmβwj ≡ logwm − logwj − a(µβ) in modulo 2pi
√−1,
R(∆1) ≡ Li2( wmmβwj )− pi
2
6 + (logwm − logwj − a(µβ)) log(1− wmmβwj )
+ 12 (logwj − log c(h5) + log c(h2)− log c(h1) + a(s41))(logwm − logwj − a(µβ))
in modulo pi2Z. We similarly compute the Rogers dilogarithm terms for other tetrahedra
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and obtain :
R(∆1)−R(∆3) +R(∆1)−R(∆3) +R(∆5)
= Li2(
wm
mβwj
)− Li2( wlmβwk ) + Li2( wkmαwj )− Li2( wlmαwm ) + Li2(
wjwl
wkwm
)− pi26
+ (logwm − logwj − a(µβ)) log(1− wmmβwj )
+ (logwk − logwl + a(µβ)) log(1− wlmβwk )
+ (logwk − logwj − a(µα)) log(1− wkmαwj )
+ (logwm − logwl + a(µα)) log(1− wlmαwm )
+ (logwl + logwj − logwk − logwm) log(1− wjwlwkwm )
+ 12 (logwj − log c(h5) + log c(h2)− log c(h1) + a(s41))(logwm − logwj − a(µβ))
+ 12 (logwk − log c(h5) + log c(h2)− log c(h3) + a(s43))(logwk − logwl + a(µβ))
+ 12 (logwj − log c(h5) + log c(h2)− log c(h1) + a(s41))(logwk − logwj − a(µα))
+ 12 (logwm − log c(h5) + log c(h2)− log c(h3) + a(s43))(logwm − logwl + a(µα))
+ 12 (logwk + logwm − log c(h5)− log c(h5))(logwl + logwj − logwk − logwm)
Rearranging the last five lines appropriately, we obtain
R(∆1)−R(∆3) +R(∆1)−R(∆3) +R(∆5)
= Li2(
wm
mβwj
)− Li2( wlmβwk ) + Li2( wkmαwj )− Li2( wlmαwm ) + Li2(
wjwl
wkwm
)− pi26
+ (logwm − logwj − a(µβ)) log(1− wmmβwj )
+ (logwk − logwl + a(µβ)) log(1− wlmβwk )
+ (logwk − logwj − a(µα)) log(1− wkmαwj )
+ (logwm − logwl + a(µα)) log(1− wlmαwm )
+ (logwl + logwj − logwk − logwm) log(1− wjwlwkwm )
− (logwm − logwj − a(µβ))(logwk − logwj − a(µα))

A-part
+ 12 log c(h
2) (logwm + logwk − logwl − logwj)
+ 12 log c(h2) (logwm + logwk − logwl − logwj)
− 12 log c(h1) (logwm − logwj − a(µβ))
− 12 log c(h3) (logwk − logwl + a(µβ))
− 12 log c(h1) (logwk − logwj − a(µα))
− 12 log c(h3) (logwm − logwl + a(µα))

B-part
+ 12a(s
41)(logwm − logwj) + 12a(s43)(logwk − logwl)
+ 12a(s21)(logwk − logwj) + 12a(s23)(logwm − logwl)
}
C-part
+ a(µα)a(µβ)− 12a(s31)a(µβ)− 12a(s31)a(µα)
}
D-part
+ 12a(µα)(logwk − logwl) + 12a(µβ)(logwj − logwk)
}
E-part
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Note that in the above computation, log c(h5)- and log c(h5)-terms vanish, and we replace
a(s41) and a(s43) by a(µα)+a(s21) and a(µα)+a(s23), respectively. We compute similarly
for a crossing as in Figure 1(b) and obtain:
−R(∆1) +R(∆3)−R(∆1) +R(∆3)−R(∆5)
= −Li2(mβwmwj ) + Li2(
mβwl
wk
)− Li2(mαwkwj ) + Li2(mαwlwm )− Li2(
wjwl
wkwm
) + pi
2
6
− (logwm − logwj + a(µβ)) log(1− mβwmwj )
− (logwk − logwl − a(µβ)) log(1− mβwlwk )
− (logwk − logwj + a(µα)) log(1− mαwkwj )
− (logwm − logwl − a(µα)) log(1− mαwlwm )
− (logwl + logwj − logwk − logwm) log(1− wjwlwkwm )
+ (logwm − logwj + a(µβ))(logwk − logwj + a(µα))

A-part
− 12 log c(h2) (logwm + logwk − logwl − logwj)
− 12 log c(h2) (logwm + logwk − logwl − logwj)
+ 12 log c(h1) (logwm − logwj + a(µβ))
+ 12 log c(h3) (logwk − logwl − a(µβ))
+ 12 log c(h
1) (logwk − logwj + a(µα))
+ 12 log c(h
3) (logwm − logwl − a(µα))

B-part
− 12a(s41)(logwk − logwj)− 12a(s43)(logwm − logwl)
− 12a(s21)(logwm − logwj)− 12a(s23)(logwl − logwk)
}
C-part
− a(µα)a(µβ)− 12a(s31)a(µα)− 12a(s31)a(µβ)
}
D-part
+ 12a(µβ)(logwj − logwk) + 12a(µα)(logwk − logwl)
}
E-part
As one can see, we divide the Rogers dilogarithm terms coming from a crossing into 5
parts: A, B, C, D, and E-parts.
Let us first consider A-parts. If we use the equality
−(logwk − logwj − a(µα))(logwm − logwj − a(µβ))
=− (logwk − logwj − a(µα)− log wkmαwj )(logwm − logwj − a(µβ))
− log wkmαwj (logwm − logwj − a(µβ))
≡− (logwk − logwj − a(µα)− log wkmαwj )log wmmβwj
− log wkmαwj (logwm − logwj − a(µβ)) (mod pi2Z),
then one can directly check that the sum of A-parts over all crossings is equal to
W(w,m)−
n∑
j=1
(
wj
∂W
∂wj
)
logwj −
h∑
i=1
(
mi
∂W
∂mi
)
a(µi).
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For D-parts, the sum of − 12a(s31)a(µi)-terms along the i-th component of L results
in − 12a(λi;bf )a(µi), where λi;bf is the blackboard framed longitude of the i-th compo-
nent. Similarly, the sum of − 12a(s31)bi(µi)-terms also results in − 12a(λi;bf )a(µi). The
remaining terms ±a(µi)a(µj) revise the framing appropriately and so the sum of D-parts
over all crossings is equal to
−
h∑
i=1
a(µi)a(λi).
Lemma 4.2. The sum of B-parts over all crossings vanishes.
Proof. Let e be an over edge of T with the corresponding over-arc of L as in Figure 5(a).
Note that the edge e appears as h1 at the initial crossing, as h3 at the terminal crossing,
and as h2 = h4 at the intermediate crossings. Then, in the sum of B-parts, log c(e)-terms
appear exactly at these crossings and their sum is given by
1
2 log c(e)
[
(−logwj1 + logwj2 − a(µi))
+ (logwj1 − logwj2 − logwj3 + logwj4) + · · ·
+ (logwj2m−1 − logwj2m − logwj2m+1 + logwj2m+2)
+ (logwj2m+1 − logwj2m+2 + a(µi))
]
= 0.
Note that changing orientations that are not specified in the local diagram dose not
change the computation. We compute similarly for an under edge of T, and complete
the proof.
We omit a proof the fact that the sum of D-parts and E-parts are respectively zero,
since it can be checked combinatorially as in Lemma 4.2.
Recall that we have a(µi) = 0 for κi = ∞ and ria(µi) + sia(λi) = 0 for κi 6= ∞.
It thus follows that the sum of A- and D-parts over all crossings is equal to W0(w,m).
This completes the proof, since the sums of B-, C-, and E-parts are all zero.
Example 4.3. We consider a diagram of the figure-eight knot and denote the Wirtinger
generators by g1, · · · , g4 as in Figure 12. It is known that
w1 w2
w3
w4
w5 w6
g1
g2
g3
g4
Figure 12: The figure eight knot diagram.
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ρ(g1) =
(
m 1
0 m−1
)
and ρ(g4) =
(
m 0
y m−1
)
determine a SL(2,C)-representation ρ of the knot group if
y =
−m4 + 3m2 − 1 +√m8 − 2m6 −m4 − 2m2 + 1
2m2
.
The canonical longitude λ of the knot is given by g2 g
−1
4 g
−1
2 g1, so an eignvalue l of ρ(λ)
is given by
l =
m8 −m6 + 2m4 −m2 + 1 + (m4 − 1)√m8 − 2m6 −m4 − 2m2 + 1
2m4
.
If we consider the 23 -Dehn filling, then we require m ∈ C× satisfying m2l3 = 1; using the
Mathematica, we have
(m, l) = (−1.30664 + 0.04987√−1, −0.43642 + 0.71337√−1).
We remark that the representation ρ is in fact (a lifting of) the geometric representation
for the 23 -filled manifold M 23 obtained from the figure-eight knot exterior. We let (u, v) =
(−2, 0) so that
2 logm+ 3 log l + pi
√−1(2u+ 3v) = 0.
We now consider the vectors Vj ’s, each of which corresponds to a region, as in Section
3.1. Recall that these vectors satisfy the condition
Vj = ρ(gk)
−1Vi
at each arc as in Figure 13. (cf. region coloring in [1, 2].) Note that they are well-
determined whenever an initial vector is chosen arbitrarily. For instance, if we choose
V6 =
(
1√−1
)
, then we have
V1 =
(−0.84795− 1.60327√−1
−0.44863− 0.05668√−1
)
, V2 =
(
1.04988 + 1.30664
√−1
0.58903 + 0.05168
√−1
)
,
V3 =
(−0.78470 + 0.37242√−1
−0.39208− 1.12719√−1
)
, V4 =
(
0.61054− 0.26172√−1
1.12129 + 1.96967
√−1
)
,
V5 =
(−0.76421− 1.02917√−1
−0.04987− 1.30664√−1
)
, V6 =
(
1√−1
)
.
We also choose another vector W almost arbitrarily; for instance, we let W =
(
2
1
)
. Then
we have w = (w1, · · · , w6) by wj = det(W,Vj):
w1 = −0.04931 + 1.48991
√−1, w2 = 0.12818− 1.20327
√−1,
w3 = 0.00054− 2.62681
√−1, w4 = 1.63204 + 4.20107
√−1,
w5 = 0.66446− 1.58411
√−1, w6 = −1 + 2
√−1.
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Vi
gk
Vj
L
Figure 13: Rule for a region coloring.
Plugging the above non-degenerate solution (w,m) = (w1, · · · , w6,m) to Theorem
3.3, we obtain
√−1(Vol(M 2
3
) +
√−1 CS(M 2
3
)
)
= −3.33836 + 1.73712√−1.
Note that changing choices for V6 and V0 may give a different non-degenerate solution
but it results in the same volume and Chern-Simons invariant.
Example 4.4. Let us consider a diagram of the Whitehead link as in Figure 14. One
can check that
ρ(g1) =
(
m1 1
0 m−11
)
and ρ(g2) =
(
m2 0
y m−12
)
determine a SL(2,C)-representation of the link group if
m1m2(m
2
1 − 1)(m22 − 1) + ((m21m22 + 1)(m21 − 1)(m22 − 1) + 2m21m22)y
+ (2−m21 −m22 + 2m21m22)m1m2y2 +m21m22y3 = 0.
The longitude of the circular component is given by g5g
−1
2 and that of the other com-
w1
w2 w3
w4
w5
w6
w7
g1
g2 g4
g3
g5
Figure 14: The Whitehead link.
ponent is given by g2g
−1
1 g3g
−1
4 . We obtain
l1 =
1
m21m
3
2
[
m41m2(m
2
2 − 1)2y2 +m31(m22 − 1)(2m22(y2 + 1)− 1)y
+m21(−m52y2 +m32(y4 + 5y2 + 1)− 3m2y2)
−m1y(m42(m22 + 1)− 2m22(y2 + 1) + 1)−m2(m22 − 1)y2
]
,
l2 =
1
m31m2
[
m41m
2
2y +m
3
1
(−m32y2 +m2y2 +m2)
21
+m21
(−m22y3 − 2m22y + y)+m1m2 (m22 − 2) y2 + (m22 − 1) y].
Let us consider κ = (−5,− 52 ) filling; using Mathematica, one can check that
(m1, l1) = (0.60430 + 1.35917
√−1, 6.31525− 3.62462√−1)
(m2, l2) = (1.43249 + 1.08047
√−1, −4.30814− 0.19296√−1)
satisfies (numerically) mrii l
si
i = 1 for i = 1, 2. We let (u1, v1) = (0, 2) and (u2, v2) =
(−1,−1) so that the equation (9) holds for i = 1, 2.
Choosing an initial vector V1 =
(
1√−1
)
and W =
(
2
1
)
, we obtain :
w1 = −1 + 2
√−1, w2 = 1.93847− 5.78499
√−1,
w3 = −3.05190− 3.60342
√−1, w4 = 0.62430− 1.81291
√−1,
w5 = −0.59085− 0.74757
√−1, w6 = −1.23298 + 2.38517
√−1,
w7 = −4.06837− 1.29382
√−1
Plugging the above non-degenerate solution (w,m) = (w1, · · · , w7,m1,m2) to Theorem
3.3, we obtain
√−1(Vol(Mκ) +√−1 CS(Mκ)) = 1.18520 + 0.94270√−1.
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