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In this paper we examine L1-solutions of the following two-direction reﬁnement equation
f (x) =
N∑
n=−N
cn,1 f (kx− n) +
N∑
n=−N
cn,−1 f (−kx+ n).
We prove that the vector space of all L1-solutions of the above equation is at most one-
dimensional and consists of compactly supported functions of constant sign. We also show
that in many interesting cases any L1-solution of the two-direction reﬁnement equation
is either positive or negative on its support. Next we present suﬃcient conditions (easy
for veriﬁcation) for the existence of nontrivial L1-solutions of the two-direction reﬁnement
equation as well as for the nonexistence of such solutions.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Fix integers k 2, N  1 and a matrix
C =
[
c−N,−1 c−N+1,−1 · · · cN,−1
c−N,1 c−N+1,1 · · · cN,1
]
of nonnegative reals such that∑
(n,ε)∈S
cn,ε = k, (1.1)
where S= {(n, ε): cn,ε > 0}. In this paper we are interested in L1-solutions f :R → R of the following two-direction reﬁne-
ment equation
f (x) =
∑
(n,ε)∈S
cn,ε f (εkx− n). (1.2)
If the ﬁrst row of the matrix C consists of zeros, then Eq. (1.2) takes the form
f (x) =
N∑
n=−N
cn,1 f (kx− n), (1.3)
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appear in different context of pure and applied mathematics (see [1] and the references therein). It ﬁnd a signiﬁcant
application in the theory of wavelets (see [2–4]).
Nonnegative L1-solutions of much more general equation than Eq. (1.2) arise as densities of probability distribution
functions of the series
∞∑
n=1
ηn
n−1∏
k=1
ξk, (1.4)
where ((ηn, ξn): n ∈ N) is an independent identically distributed sequence of vectors of random variables (see [5]). If the
random variable ξ1 takes only one value k, then series (1.4) leads to Eq. (1.3) (see [6–9]). If we assume that ξ1 takes two
values k and −k, then series (1.4) leads to Eq. (1.2) (see [10]). It has been proved recently that Eq. (1.2) can be used for
construction two-direction wavelets (see [11–14]).
This paper is organizes as follows. In the next section we show that Eq. (1.2) has at most one (up to a multiplicative
constant) nontrivial L1-solution. Next we prove that any such a solution is compactly supported with constant sign, and
moreover, either positive or negative on its support, if the support is an interval. In the third section we give suﬃcient
conditions (easy for veriﬁcation) for the existence of nontrivial L1-solutions of (1.2) as well as for the nonexistence of such
solutions. The last sections includes some remarks on Eq. (1.2).
2. Basic properties of L1-solutions of (1.2)
It is clear that the set of all L1-solutions of (1.2) is a real vector space. Let us denote by VC this space. We begin with
a general result on VC which is known in the case of Eq. (1.3) (see [1]).
Theorem 2.1. Let f ∈ VC . Then
fˆ (t) = fˆ (0) lim
l→∞
fl(t)
for t ∈ R, where
fl(t) =
∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εl
kl
e
it
∑l
j=1
ε1 ···ε j
k j
n j
and the sequence ( fl: l ∈ N) converges uniformly on compact subsets of R.
Proof. We ﬁrst observe that the Fourier transform fˆ satisﬁes
fˆ (t) =
∫
R
eitx f (x)dx =
∑
(n,ε)∈S
cn,ε
k
eit
ε
k n fˆ
(
ε
k
t
)
for t ∈ R. Hence, by iterating,
fˆ (t) =
∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εl
kl
e
it
∑l
j=1
ε1 ···ε j
k j
n j fˆ
(
ε1 · · ·εl
kl
t
)
(2.1)
for l ∈ N and t ∈ R.
Fix l ∈ N and t ∈ R. Then∣∣ fl(t) − fl−1(t)∣∣ ∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εl
kl
∣∣eit ε1 ···εlkl nl − 1∣∣

∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εl
kl
N
kl
|t| = N
kl
|t|.
In consequence ( fl: l ∈ N) satisﬁes the uniform Cauchy condition, and thus converges uniformly, on every compact subset
of R. This jointly with (2.1) forces our assertion. 
For every (n, ε) ∈ S deﬁne a map Tn,ε :R → R by
Tn,ε(x) = x+ n
εk
650 J. Morawiec / J. Math. Anal. Appl. 354 (2009) 648–656and put Tn1,ε1,...,nl,εl = Tn1,ε1 ◦ · · · ◦ Tnl,εl for (n1, ε1, . . . ,nl, εl) ∈ Sl , l ∈ N. Now we can rewrite Eq. (1.2) as
f (x) =
∑
(n,ε)∈S
cn,ε f
(
T−1n,ε(x)
)
. (2.2)
It is clear that {Tn,ε: (n, ε) ∈ S} forms an iterated function system by independently choosing the map Tn,ε with proba-
bility cn,εk . According to [15] there is a unique nonempty compact set JC satisfying⋃
(n,ε)∈S
Tn,ε( JC) = JC. (2.3)
Moreover,
JC =
{
lim
l→∞
Tn1,ε1,...,nl,εl (0):
(
(nl, εl): l ∈ N
) ∈ SN}
=
{∑
l∈N
ε1 · · ·εl
kl
nl:
(
(nl, εl): l ∈ N
) ∈ SN}⊂ [− N
k − 1 ,
N
k − 1
]
=: J
and
JC =
⋂
l∈N
( ⋃
(n1,ε1,...,nl,εl)∈Sl
Tn1,ε1,...,nl,εl ( J)
)
. (2.4)
The next three remarks can be easily derived from (2.4).
Remark 2.1. Assume
S∩ {(n,1), (−n,−1)} = ∅ ⇐⇒ S∩ {(−n,1), (n,−1)} = ∅ for n ∈ {1, . . . ,N}.
Then JC = −JC .
Remark 2.2. Assume
2N + 1 k (2.5)
and
S∩ {(n,1), (−n,−1)} = ∅ for n ∈ {−N, . . . ,N}. (2.6)
Then JC = J.
Remark 2.3. Assume C˜ = [ c˜−N,−1 c˜−N+1,−1 ··· c˜N,−1
c˜−N,1 c˜−N+1,1 ··· c˜N,1
]
is a matrix of nonnegative reals summing up to k and S ⊂ S˜ = {(n, ε):
c˜n,ε > 0}. Then JC ⊂ J˜C .
It is known that every L1-solution f of (1.3) is compactly supported with supp f ⊂ J (see [1]). A counterpart result for
Eq. (1.2) is obtained in [13]. Precise information about the support of f ∈ VC brings the next theorem.
Theorem 2.2. Let f ∈ VC \ {0}. Then f is either nonnegative or nonpositive with supp f = JC .
Proof. We have
‖ f ‖1 =
∫
R
∣∣ f (x)∣∣dx ∑
(n,ε)∈S
cn,ε
∫
R
∣∣ f (εkx− n)∣∣dx = ∑
(n,ε)∈S
cn,ε
k
‖ f ‖1 = ‖ f ‖1.
Hence | f | ∈ VC , which jointly with Theorem 2.1 shows that f is of constant sign.
Without restriction of generality we can now assume that f is nonnegative with ‖ f ‖1 = 1.
It is clear that the formula
μ(B) =
∫
B
f (x)dx
deﬁnes a probability Borel measure on R. Applying (2.2) we get
μ(B) =
∑ cn,ε
k
μ
(
T−1n,ε(B)
)
(2.7)(n,ε)∈S
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μ is supported on the set JC (see [15]). Consequently, supp f = JC . 
From Theorem 2.1 we see that the space VC is either zero-dimensional or one-dimensional. If dimVC = 1, then Theo-
rem 2.2 implies l1( JC) > 0, where l1 denotes the Lebesgue measure on the real line. Condition l1( JC) > 0 is necessary, but it
is not suﬃcient, to guarantee dimVC = 1. More precisely, from [16] it follows that the unique probability Borel measure μ
satisfying (2.7) is of pure type; i.e., it is either absolutely continuous or purely singular with respect to l1. The proof of
Theorem 2.2 shows that if dimVC = 1, then μ is absolutely continuous. On the other hand, it is easy to check that if μ
is absolutely continuous, then its density (the Radon–Nikodym derivative) belongs to VC , and so dimVC = 1. Consequently,
dimVC = 1 if and only if the unique probability Borel measure μ satisfying (2.7) is absolutely continuous with respect to l1.
If a Borel measure μ is absolutely continuous with respect to l1, then its density does not to be positive on the support
of μ in general. We do not know if it can happen in our case, but we have the following result.
Theorem 2.3. Assume JC is a non-degenerated interval. Let f ∈ VC \ {0}. Then f is either positive or negative on JC .
We will adapt the proof from [17] to Eq. (1.2). The proof will be divided into two lemmas.
For all (n1, ε1, . . . ,nl, εl) ∈ Sl , l ∈ N, put
Jn1,ε1,...,nl,εl = Tn1,ε1,...,nl,εl ( JC).
By (2.3), we have⋃
(n1,ε1,...,nl,εl)∈Sl
Jn1,ε1,...,nl,εl = JC (2.8)
for all l ∈ N.
Given a measurable set A ⊆ JC put
A0 = A, A−(l+1) =
⋃
(n,ε)∈S
T−1n,ε(A−l ∩ Jn,ε) for l ∈ N0, Λ− =
⋃
l∈N0
A−l.
Lemma 2.1. Assume JC is a non-degenerated interval. Let A ⊆ JC be a measurable set. Then either l1(Λ−) = 0 or l1(Λ−) = l1( JC).
Proof. Put Λ = JC \ Λ− and assume that l1(Λ) > 0.
Fix x ∈ Λ and suppose that Tn,ε(x) /∈ Λ for some (n, ε) ∈ S. Then there is a positive integer l such that Tn,ε(x) ∈ A−l ∩ Jn,ε ,
and therefore x ∈ A−(l+1) ⊂ Λ− , a contradiction. Hence Tn,ε(Λ) ⊂ Λ ∩ Jn,ε for (n, ε) ∈ S. By induction we get
Tn1,ε1,...,nl,εl (Λ) ⊂ Λ ∩ Jn1,ε1,...,nl,εl
for (n1, ε1, . . . ,nl, εl) ∈ Sl , l ∈ N. Thus
l1(Λ)
kl
= l1
(
Tn1,ε1,...,nl,εl (Λ)
)
 l1(Λ ∩ Jn1,ε1,...,nl,εl ) (2.9)
for (n1, ε1, . . . ,nl, εl) ∈ Sl , l ∈ N.
Fix an interval I ⊂ JC and choose an l ∈ N such that
2l1( Jn1,ε1,...,nl,εl ) < l1(I) 2kl1( Jn1,ε1,...,nl,εl ) (2.10)
for (n1, ε, . . . ,nl, εl) ∈ Sl . Taking into account (2.8) we conclude that there exists (n1, ε1, . . . ,nl, εl) ∈ Sl such that
Jn1,ε1,...,nl,εl ⊂ I . This jointly with (2.9) and (2.10) gives
l1(Λ ∩ I) l1(Λ ∩ Jn1,ε1,...,nl,εl ) αl1(I), (2.11)
where α := l1(Λ)2kl1( JC) > 0.
Fix now ε > 0 and choose a collection of intervals {Il: l ∈ N} such that
Λ− ⊂
⋃
l∈N
Il and
∑
l∈N
l1(Il) l1(Λ−) + ε.
Then, by (2.11), we get
ε 
∑
l∈N
l1(Il ∩ Λ)
∑
l∈N
αl1(Il) αl1(Λ−),
which implies l1(Λ−) = 0. 
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Proof. Without loss of generality we can assume that f is nonnegative (see Theorem 2.2).
Clearly, f vanishes on A0. Fix l ∈ N0 and suppose that f vanishes on A−l . By (2.2) we see that f vanishes on each of
the set T−1n,ε(A−l), where (n, ε) ∈ S. Hence f vanishes on A−(l+1) , and consequently on Λ− . 
We ﬁnish this section with an immediate consequence of Theorem 2.3 and Remark 2.2.
Corollary 2.1. Assume (2.5) and (2.6). Let f ∈ VC \ {0}. Then f is either positive or negative on J.
In the next section we will see that (2.5) is necessary for dimVC = 1.
3. The space VC
In this section we will determine the dimension of VC for some special matrices C. It is not our purpose to give conditions
characterizing the dimension of VC , because even in the case of Eq. (1.3) known conditions are rather diﬃcult to check. Our
idea is to ﬁnd suﬃcient conditions, which are easy for veriﬁcation, for VC = {0} and for dimVC = 1. We start with two
remarks.
Remark 3.1. Assume cardS < k. Then VC = {0}.
Proof. Using (2.3) we obtain
l1( JC)
∑
(n,ε)∈S
l1
(
Tn,ε( JC)
)= cardS
k
l1( JC).
Since cardS < k, we have l1( JC) = 0. Finally, by Theorem 2.2, we see that VC = {0}. 
Remark 3.2. Assume 2N + 1 < k. Then VC = {0}.
Proof. We will show that l1( JC) = 0. By Remark 2.3 we may (and do) assume that (2.6) holds. Remark 2.1 now yields
JC = −JC . Hence and from (2.3) and (2.6) we get
l1( JC) = l1
( ⋃
(n,1)∈S
Tn,1( JC) +
⋃
(−n,−1)∈S
T−n,−1(−JC)
)
= l1
(
N⋃
n=−N
JC + n
k
)

∑
(n,1)∈S
l1
(
Tn,1( JC)
)
 2N + 1
k
l1( JC).
Since 2N + 1 < k, we have l1( JC) = 0. Finally, by Theorem 2.2, we see that VC = {0}. 
From [18] we can conclude the following two results.
Theorem 3.1. Assume
∑
(n,ε)∈S cn,ε log cn,ε > 0. Then VC = {0}.
Theorem 3.2. Assume
∑
(n,ε)∈S cn,ε log cn,ε = 0 and cn,ε = 1 for some (n, ε) ∈ S. Then VC = {0}.
The next result covers the gap in Theorem 3.2.
Theorem 3.3. Assume cn,ε = 1 for all (n, ε) ∈ S. Then:
(i) VC = {αχJC : α ∈ R}, where χJC denotes is the characteristic function of the set JC;
(ii) dimVC = 1 if and only if l1( JC) > 0.
Proof. First of all observe that cardS = k. This jointly with (2.3) gives l1(Tn,ε( JC) ∩ Tm,η( JC)) = 0 for (n, ε), (m, η) ∈ S with
(n, ε) = (m, η). Now, a simple calculation shows that χJC ∈ VC . 
Condition l1( JC) > 0 in assertion (ii) of Theorem 3.3 can be replaced by the so-called open set condition, which reads
as follows: There exists an open set U ⊂ J such that Tn,ε(U ) ⊂ U and Tn,ε(U ) ∩ Tm,η(U ) = ∅ for (n, ε), (m, η) ∈ S with
J. Morawiec / J. Math. Anal. Appl. 354 (2009) 648–656 653(n, ε) = (m, η) (see [18]). From [19] it follows that if l1( JC) > 0, then int JC = ∅ and cl(int JC) = JC . In consequence, l1( JC) > 0
if and only if the set int JC is nonempty and satisﬁes the open set condition. This, as well as (2.4), may be sometimes helpful
for determining JC . For example, if C =
[ 0 0 1 0 0 0 1
1 0 0 0 1 0 0
]
, then the open set condition (or (2.4)) leads to JC = [−1,− 12 ] ∪ [0, 12 ].
If the structure of JC is so complicated to determine JC we can try to calculate l1( JC) using the algorithm proposed in [19].
For example, if C = [ 0 0 1 0 0 0 0
0 0 0 1 1 0 1
]
, then the algorithm gives l1( JC) = 0. We are not able to calculate l1( JC) in general, but in
the case k = 2 we can precisely determine JC .
Remark 3.3. Assume k = 2 and cn,ε = cm,η = 1 for (n, ε) = (m, η).
(i) If ε = η = 1, then JC = [min{m,n},max{m,n}].
(ii) If ε = η = −1, then JC = [min{m−2n3 , n−2m3 },max{m−2n3 , n−2m3 }].
(iii) If ε = −η = 1, then JC = [min{−m−n2 ,n},max{−m−n2 ,n}].
Proof. We will prove assertion (i) only, because proofs of assertions (ii) and (iii) are similar.
Without loss of generality we can assume that m < n. Then
Tm,1
([m,n])∪ Tn,1([m,n])= [m, m + n
2
]
∪
[
m + n
2
,n
]
= [m,n].
Since JC is the unique nonempty compact set satisfying (2.3), we have JC = [m,n]. 
Theorems 3.1–3.3 describe the space VC if
∑
(n,ε)∈S cn,ε log cn,ε  0. We do not know any applicable counterpart of those
theorems for iterated function systems if
∑
(n,ε)∈S cn,ε log cn,ε < 0. It turns out that in the latter case it is very diﬃcult to
ﬁnd any formula for f ∈ VC \ {0}. Therefore we are limited oneself to determining dimVC only.
To formulate next result put cn,ε = 0 for ε ∈ {−1,1}, n ∈ Z with |n| > N .
Theorem 3.4. Assume∑
i∈Z
(cik+ j,1 + cik+ j,−1) = 1 for j ∈ {0, . . . ,k − 1}. (3.1)
Then dimVC = 1.
First of all observe that (3.1) implies (1.1). Condition (3.1) extends the so-called ﬁrst sum rule condition for Eq. (1.3). Thus
Theorem 3.4 extends a suitable result from [7,20–22].
The proof of Theorem 3.4 will be divided into six lemmas. It follows the idea from [23] and base on the theory of Markov
operators (see [24]). We say that a linear mapping P : L1(X) → L1(X) is a Markov operator if P f  0 and ‖P f ‖1 = ‖ f ‖1 for
all nonnegative f ∈ L1(X). A density is a nonnegative function f ∈ L1(X) with ‖ f ‖1 = 1. A stationary density of a Markov
operator P is a density f∗ with P f∗ = f∗ .
Lemma 3.1. The mapping P : L1( J) → L1( J) given by
(P f )(x) =
∑
(n,ε)∈S
cn,ε f (εkx− n), (3.2)
where the value of f is to be taken to be 0 if the argument is outside of the interval J, is a Markov operator. Moreover, dimVC = 1 if
and only if P has stationary density.
Proof. It is easy to check that P is a Markov operator. The part moreover follows immediately from the ﬁrst part of the
assertion of Theorem 2.2. 
The next lemma can be derived from [25].
Lemma 3.2. If there exists a nontrivial and nonnegative function f ∈ L1( J) such that the set {‖Pl f ‖∞: l ∈ N} is bounded, then
dimVC = 1.
We will use Lemma 3.2 with f = χ
(0, 1k )
. For this purpose we need the next lemma, which can be proved by induction.
Lemma 3.3. For all l ∈ N and x ∈ J we have
Plχ
(0, 1k )
(x) =
∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εlχIn1,...,nl (ε1 · · ·εlx),
where In1,...,n = (
∑l
i=1 kini
l+1 ,
∑l
i=1 kini+1
l+1 ).l k k
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Al,m,η =
{
(n1, ε1, . . . ,nl, εl) ∈ Sl:
l∑
i=1
ki−1ni = ηm,
l∏
i=1
εi = η
}
,
al,m,η =
{∑
(n1,ε1,...,nl,εl)∈Al,m,η cn1,ε1 · · · cnl,εl , if Al,m,η = ∅,
0, if Al,m,η = ∅,
Al,m = Al,m,−1 ∪ Al,m,1, al,m = al,m,−1 + al,m,1.
Lemma 3.4. The set {‖Plχ
(0, 1k )
‖∞: l ∈ N} is bounded if and only if the set {al,m: l ∈ N, m ∈ Z} is bounded.
Proof. Fix l ∈ N. Applying Lemma 3.3 we get
∥∥Plχ
(0, 1k )
∥∥∞ = sup{ ∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εlχIn1,...,nl (ε1 · · ·εlx): x ∈ J
}
= sup
{ ∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εlχIn1,...,nl (ε1 · · ·εlx): x ∈
⋃
m∈Z
(
km − 1
kl+1
,
km + 1
kl+1
)}
= sup
{ ∑
(n1,ε1,...,nl,εl)∈Sl
cn1,ε1 · · · cnl,εl :
l∑
i=1
ki−1ni = ε1 · · ·εlm, m ∈ Z
}
= sup
{ ∑
(n1,ε1,...,nl,εl)∈Al,m
cn1,ε1 · · · cnl,εl : m ∈ Z
}
= sup{al,m: m ∈ Z},
and the proof is complete. 
The last step in the proof of Theorem 3.4 is to show that the set {al,m: l ∈ N, m ∈ Z} is bounded. To do this we need
a recurrence relation for elements of this set.
Lemma 3.5. For all l ∈ N, p ∈ Z, j ∈ {0, . . . ,k − 1} and η ∈ {−1,1} we have
al+1,pk+ j,η =
∑
i∈Z
(cik+η j,1al,p−ηi,η + cik+η j,−1al,−p+ηi,−η).
Proof. Fix l ∈ N, p ∈ Z, j ∈ {0, . . . ,k − 1} and η ∈ {−1,1}. Then
Al+1,pk+ j,η =
⋃
i∈Z
{
(ik + η j, ε1,n2, ε2, . . . ,nl+1, εl+1) ∈ Sl+1: n2 + · · · + kl−1nl+1 = ηp − i, ε1ε2 · · ·εl+1 = η
}
=
⋃
i∈Z
{
(ik + η j,1,n2, ε2, . . . ,nl+1, εl+1) ∈ Sl+1: (n2, ε2, . . . ,nl+1, εl+1) ∈ Al,p−ηi,η
}
∪
⋃
i∈Z
{
(ik + η j,−1,n2, ε2, . . . ,nl+1, εl+1) ∈ Sl+1: (n2, ε2, . . . ,nl+1, εl+1) ∈ Al,−p+ηi,−η
}
.
Hence
al+1,pk+ j,η =
∑
i∈Z
∑
(n2,ε2,...,nl+1,εl+1)∈Al,p−ηi,η
cik+η j,1cn2,ε2 · · · cnl+1,εnl+1
+
∑
i∈Z
∑
(n2,ε2,...,nl+1,εl+1)∈Al,−p+ηi,−η
cik+η j,−1cn2,ε2 · · · cnl+1,εnl+1
=
∑
i∈Z
cik+η j,1al,p−ηi,η +
∑
i∈Z
cik+η j,−1al,−p+ηi,−η,
which is our claim. 
Lemma 3.6. Assume (3.1). Then the set {al,m: l ∈ N, m ∈ Z} is bounded.
J. Morawiec / J. Math. Anal. Appl. 354 (2009) 648–656 655Proof. It is clear that al,m  0 for l ∈ N and m ∈ Z. If we prove that al,m,η  1 for l ∈ N, m ∈ Z and η ∈ {−1,1}, the assertion
follows.
From (3.1) we have a1,m,η = cm,η  1 for m ∈ Z, η ∈ {−1,1}. Fix l ∈ N and suppose that
al,m,η  1 for m ∈ Z and η ∈ {−1,1}. (3.3)
Fix m ∈ Z and η ∈ {−1,1}. Choose p ∈ Z and j ∈ {0, . . . ,k − 1} such that m = pk + j. Applying Lemma 3.5, (3.3) and (3.1)
we obtain
al+1,pk+ j,η 
∑
i∈Z
(cik+η j,1 + cik+η j,−1) = 1,
which completes the proof. 
4. Remarks
We ﬁnish the paper with three remarks.
Remark 4.1. All results, except Theorem 3.4, hold true if the integer number k 2 is replaced by a real number α > 1.
Assume (2.5), (2.6) and (3.1). Then ﬁx the unique f∗ ∈ VC such that ‖ f∗‖1 = 1 and f∗ > 0 on J; this is possible by
Corollary 2.1 and Theorem 3.4. Applying now Theorem 3.3 from [24] we can approximate f∗ in the following sense (cf. [26]
for the case of Eq. (1.3)).
Remark 4.2. Let f be a nonnegative L1-function such that sup f ⊂ J and ‖ f ‖1 = 1. Then the sequence (Pl f : l ∈ N), where
P is the Markov operator given by (3.2), converges in the mean to f∗; i.e.
lim
n→∞
∥∥∥∥∥1n
n−1∑
l=0
Pl f − f∗
∥∥∥∥∥
1
= 0.
Taking f = χ[0,1] in Remark 4.2 we obtain the convergence studied in [27] for Eq. (1.3).
Fix a nonnegative f ∈ VC \ {0} and choose a representative f0 of f which is nonnegative everywhere and satisﬁes (1.2)
for all x ∈ R; this is always possible. Next ﬁx a,b ∈ [−∞,+∞] such that a < b and put
Bba =
{
(x, y) ∈ R2: af0(x) y  bf0(x)
}
.
The last remark can be concluded from [28].
Remark 4.3. There exists a function f :R → R satisfying (1.2) for all x ∈ R such that the set Bba \Graph f contains no subset
of Bba of second category having the property of Baire and contains no subset of B
b
a of positive inner measure on the plane.
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