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Resumen
La Cromodinámica Cuántica (QCD) es la teoría fundamental que explica la interacción
fuerte entre quarks y gluones. Sin embargo, el hecho de que (QCD) muestra una
libertad asintótica a distancias muy pequeñas también implica que quarks y gluones se
encuentran confinados a baja energía, formando los conocidos hadrones, por tanto estos
pasan a ser los grados de libertad a traves de los cuales extraer información. Es por
esto que Weinberg introdujo en 1979 [1] la Teoría de Perturbaciones Quiral (ChPT).
Esta es una teoría efectiva que considera el octete de pseudo-bosones goldstone (piones,
kaones y eta) producidos por la ruptura espontánea de la simetría Qiral como grados
de libertad y proporciona una expansión sistemática de los observables a baja energía.
Sin embargo, esta no puede determinar con la precisión necesaria las constantes de
baja energía, a parte de no respetar principios fundamentales como la unitariedad, por
lo que en principio sólo puede ser aplicada a energías en torno al umbral de interacción.
En esta tesis estudiamos las interacciones entre mesones mediante el uso de las
llamadas relaciones de dispersión, provenientes de los conocidos fundamentos de la
matriz S analítica, como las relaciones de cruce, unitariedad y causalidad. Estas nos
proveen de una serie de heramientas independientes de los modelos que como se verá son
extremadamente útiles en la determinación de los procesos de dispersión. El resumen
de la estructura y contenidos de la tesis se presenta a continuación.
Chapter 1: Introduction
En esta primera parte de la tesis se introduce el desarrollo de la Teoría de Perturbaciones
Qiral, un breve resumen sobre sus predicciones para el sector escalar, y se señalan
algunos de sus puntos débiles para determinar la interacción entre mesones. También
se comparan ciertos resultados con aquellos provenientes de cáculos de QCD en el
retículo, mostrando la incompatibilidad entre ambos métodos.
Tras esta introducción los conceptos fundamentales de la matriz S analítica son
presentados, prestando especial atención a la hipótesis de Mandelstam, de la cual se
derivan las relaciones de dispersión empleadas en la tesis. El capítulo finaliza con una
breve introducción general a la teoría de Regge.
1
2Chapter 2: Dispersion relations
En este capítulo estudiamos de manera dispersiva las interacciones entre mesones
ligeros, en particular nos hemos centrado en diversos estudios de las interacciones piK
y pipi → KK¯, ampliando y generalizando un antiguo trabajo en el tema [2]. Además
hemos extendido las relaciones de dispersión GKPY [3] a todo su región de convergencia
en el plano complejo, construyendo una serie de parametrizaciones que describen todas
las propiedades analíticas de la dispersión pipi en el límite de isospin.
• En la sección 2.2 obtenemos y presentamos un sistema de relaciones de dispersión
para las amplitudes del proceso piK → piK. Al emplear para estas una energía
nula en el canal cruzado (t = 0), su convergencia en el eje real es ilimitada. Se
realiza especial énfasis en la descripción del umbral del proceso, para determinar
con precisión las longitudes de dispersión.
• Se presentan los ajustes a todos los sets de datos, y un posterior análisis de
cuan bien describen estos sets cada relación de dispersión es llevado a cabo. Se
encuentran desviaciones importantes que deben ser corregidas. Como resultado
se obtienen un conjunto de ondas parciales que describen los datos a la vez que
respetan los principios de analiticidad, cruce y unitariedad del proceso.
• En la sección 2.2 se derivan y optimizan por primera vez las relaciones de
dispersión hiperbólicas para ambos procesos piK → piK y pipi → KK¯, y su región
de aplicación es optimizada por primera vez. Estas nos permiten estudiar las
ondas parciales hasta
√
s ∼ 1 GeV y √t ∼ 1.5 GeV, respectivamente. Tras
estudiar el sistema pipi → KK¯ se obtienen dos soluciones distintas compatibles
con las relaciones de dispersión para la onda parcial g00(t), además de una solución
para g11(t) y g02(t).
• Se incluye en la sección 2.3 por primera vez como resultado parte del análisis
conjunto de ambos procesos, el cual será publicado tras la tesis. Se reobtienen
por medio de 3 distintitas familias y un total de 18 relaciones de dispersión, todas
las constantes de baja energía, los parámetros de Regge, y las ondas parciales de
ambas interacciones.
• Finalizamos el capítulo con la sección 2.4, en la cual proporcionamos una
parametrización global de los resultados obtenidos por las ecuaciones GKPY
en [3], tanto en el eje real, como en su región de aplicación en el plano complejo.
Además de describir con precisión las constantes de baja energía, las posciones
de cada una de las resonancias relevantes, en particular la σ/f0(500), los datos
experimentales hasta 2 GeV y las relaciones de dispersión en el eje real y plano
complejo.
3Chapter 3: Meson spectroscopy
En esta segunda parte estudiamos las resonancias relevantes en distintos procesos.
Centrándonos en la κ/K∗0 (700), que aparece en piK, o en la pi1(1600) que decae en η(′)pi.
Finalmente extendemos los análisis a un proceso de desintegración a tres cuerpos en
3.4.3.
• En 3.1 desarrollamos y explicamos el método de las secuencias de Padés al
estudio de resonancias elásticas, e inelásticas en piK. Este método analítico
nos permite extraer con gran estabilidad y precisión los parámetros de hasta 6
estados distintos, y propició el cambio de nombre de la κ de K∗0(800) a K∗0(700)
en el Review of Particle Phypics (RPP) publicado por el Particle Data Group
(PDG) [4].
• Extendemos las relaciones de dispersión hiperbólicas al plano complejo, determi-
nando con gran precisión los parámetros de la κ/K∗0 (700) y de la K∗(892), donde
la primera se muestra compatible con resultados analíticos previos.
• Tras esto, en 3.2 determinamos la existencia de un único meson híbrido, rebatiendo
la hipótesis del RPP de dos mesones distintos y extraemos sus parámetros.
• Finalmente, estudiamos la desintegración de la a1(1260) a tres piones como
aplicación de la unitariedad a tres cuerpos. Determinando sus parámetros y
comparando estos con modelos más simples que no incluyen todas las propiedades
fundamentales.
Chapter 4: Nature of the lightest strange scalar meson
Finalmente, en la sección 4.1 realizaremos un estudio de las propiedades de los mesones
κ/K∗0(700) y K∗0(1430) por medio de la teoría de Regge.
• Extendemos el método del cálculo dispersivo de trayectorias de Regge al sistema
piK. Con el cual estudiamos dos resonancias: el mesón escalar con extrañeza más
ligero, la κ/K∗0(700), y el mesón escalar perteneciente al nonete más pesado, la
K∗0(1430)
• Mientras que la más pesada de ellasK∗0 (1430) se muestra como un meson ordinario
qq¯, la κ/K∗0 (700) tiene una trayectoria que es claramente no ordinaria, mostrando
un comportamiento atípico.
• Tras compararlo con ciertas soluciones en la literatura, concluimos que este
compartamiento bien podría ser descrito por un estado quasi-molecular a baja
energía, y el resultado es comparado con el obtenido para la σ/f0(500) [5].
4Conclusions
El objetivo principal de esta tesis es el estudio dispersivo de mesones ligeros. Hemos
visto primero como las llamadas relaciones de dispersión son útiles para constreñir
los datos experimentales provenientes de las interacciones entre mesones, produciendo
resultados precisos y que respetan los principios fundamentales de la matriz S. Tras esto
hemos aplicado técnicas basadas en estos principios para extraer de manera robusta los
parámetros de hasta un total de 8 mesones distintos, incluyendo la conocida κ/K∗0 (700)
y el meson híbrido más ligero pi1(1600). Finalmente, las relaciones de dispersión se han
aplicado para determinar las trayectorias de Regge de dos resonancias extrañas, donde
se encuentra un compartamiento no ordinario para la κ/K∗0(700).
Abstract
Quantum Chromodynamics (QCD) is the fundamental theory that explains the strong
interactions between quarks and gluons. Unfortunately, the fact that QCD is asymp-
totically free at short distances produces the confinement of quarks at low energies,
creating the well known hadrons, which are then appropriate the degrees of freedom to
extract information from. In order to overcome this difficulty, Weinberg introduced
in 1979 [1] Chiral Perturbation Theory (ChPT). This is an effective field theory that
considers the octet of pseudo-goldstone bosons (pions, kaons and eta) produced by
the chiral symmetry breaking as the degrees of freedom and provides a systematic
low-energy expansion for the observables. Nevertheless, ChPT is not able to determine
with high accuracy the low energy parameters of the meson-meson interactions, besides,
its series expansion does not respect unitarity, and hence can only be applied very close
to threshold.
In this thesis we study the interactions between mesons by using the so-called
dispersion relations, derived from the well known S-matrix principles of crossing,
unitarity and causality. These provide us with a series of model independent tools that,
as we will see, are extremely powerful for the determination of scattering processes.
The structure and summary of the contents of the thesis are summarized next.
Chapter 1:Introduction
In this first part of thesis the Chiral Perturbation Theory is introduced, together with
a brief summary on its predictions for the scalar sector of SU(3), and we point out
some of its weakness to determine the interaction between mesons. We also compare
certain results with those from Lattice QCD calculations, showing the incompatibility
between both predictions.
After this introduction, the concepts of the analytic S matrix are explained in a
comprehensive manner, paying special attention to the Mandelstam hypothesis, from
which the dispersion relations used in the thesis are derived. This chapter ends with a
general introduction to Regge theory.
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6Chapter 2: Dispersion relations
In this chapter we study the interactions between light mesons by means of dispersion
relations, in particular we have focused on several studies of the interactions piK and
pipi → KK¯, extending an old previous work in the topic [2]. We have also extended
the dispersion relations called GKPY [3] to the entire complex plane, constructing a
series of parameterizations that describe all the analytical properties of pipi scattering
in the isospin limit.
• In section 2.2 we present a system of dispersion relations for the piK → piK
scattering amplitude. By setting the crossed channel variable t = 0, their
convergence on the real axis has no upper bound. Special emphasis is given to
the threshold description, in order to determine the scattering lengths with high
precision.
• We present a series of fits to the process, and a subsequent analysis on how well
the data sets describe each dispersion relation is performed. There are severe
deviations that must be corrected. As a result, a set of partial waves that describe
the data while fulfilling the principles of analyticity, crossing and unitarity are
obtained.
• In section 2.2 we derive the hyperbolic dispersion relations for both processes
piK → piK and pipi → KK¯ and we also optimize its applicability region for the
first time. They allow us to study the partial waves up to
√
s ∼ 1 GeV and√
t ∼ 1.5 GeV, respectively. After performing a dispersive analysis of pipi → KK¯
two different solutions are obtained for the g00(t) partial wave, as well as one
solution for each g11(t) and g02(t).
• A first part of the combined analysis of both piK → piK and pipi → KK¯ processes
is included in section 2.3 as an original result. Where we obtain the low-energy
constants, Regge parameters, and the partial waves of both interactions by means
of 3 different families of dispersion relations which make a total of 18 constraints.
• In the last section 2.4 we present a global parameterization of the results from
the system of GKPY equations in [3], which allows us to accurately describe the
low-energy expansion, the position of all relevant resonances, in particular the
σ/f0(500), the experimental data up to 2 GeV and the dispersion relations in the
real axis and their applicability region in the complex plane.
Chapter 3: Meson spectroscopy
In this second part of the thesis we study the relevant resonances decaying to different
processes. With special attention to the κ/K∗0 (700) that appears in piK, or the pi1(1600)
that decays in η(′)pi. Finally, we extend these analyses to a 3-body decay process.
7• In 3.1 we implement the method of the Padé sequences to the study of elastic
and inelastic resonances for piK. This analytic method allows us to extract the
parameters of up to 6 different states with great accuracy. This work triggered
the denomination change of the κ from K∗0(800) to K∗0(700) in the RPP [4].
• We extend the hyperbolic dispersion relations to the complex plane, determining
with great precision the parameters of the κ/K∗0(700) and the K∗(892).
• After this, we study in section 3.2 the reliability of the existence of a single hybrid
meson, thus questioning the RPP actual status with two different mesons, and
we determine its parameters.
• Finally, we study the decay of the a1(1260) to three pions as an application of
3-body unitarity. We determine its parameters and compare this result with
simpler approximations which do not fulfill all analytic requirements.
Chapter 4: Nature of the lightest strange scalar meson
In this final chapter, we carry out a study of the properties of the κ/K∗0(700) and
K∗0(1430) mesons by means of Regge theory.
• We extend the dispersive calculation of Regge trajectories performed in [5] to piK
scattering in order to study two resonances: the lightest strange scalar meson
κ/K∗0 (700), and its heavier partner, lying on the next heavier octet the K∗0 (1430).
• While for the later the Regge trajectory shows an ordinary qq¯ behavior, the
κ/K∗0(700) trajectory is clearly not ordinary, with a weird curvature and slope
parameters.
• This behavior could well be described by a quasi-molecular state at low energy,
as shown by its similarity to the Yukawa potentials. This result is compared with
the one obtained for the σ/f0(500) [5].
Conclusions
The aim of this thesis is the dispersive study of light mesons. In the first part we
have seen how the dispersion relations, as a result of the S-matrix principles, provide
accurate, model independent constraints for meson-meson interactions. We have
applied several analytic techniques to extract in a robust way the parameters of up to
8 different resonances, including the much debated κ/K∗0 (700) and the lightest hybrid
meson candidate pi1(1600). Finally, dispersion relations have also been applied to the
determination of Regge trajectories, where we have found a non-ordinary behavior of
the κ/K∗0(700) meson.
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Chapter 1
Introduction
Four fundamental interactions in nature are known: the Electromagnetic force, the
Weak force, the Strong force and the Gravity force, of which the first three ones are
described by the Standard Model of Particle Physics, developed during the 20th century,
who evolved from the first principles of Quantum Mechanics, to include the special
relativity constraints, becoming what we call a quantum field theory. The elementary
blocks of these three interactions are the quarks and leptons, spin 1/2 structureless
particles, aka fermions, which interact by exchanging force-mediating particles called
bosons. Out of these three interactions, the weak and strong forces only appear at
very short distances, mediated by the W,Z and gluon bosons respectively. The strong
interaction is described by Quantum Chromodynamics (QCD), a name that enlightens
the fact that it describes the interactions between colored particles, quarks and anti-
quarks. The fundamental gauge symmetry through which the strong interactions are
described implies that gluons interact with each other, causing as a consequence that
quarks are strongly binded, “glued” at low energies, confined as hadrons. As a result,
no quarks are found in nature, and all hadrons interact through a residual force coming
from QCD, just like neutral molecules interact as a consequence of the electromagnetic
force.
The purpose of this thesis is to study the properties of hadronic interactions, in
particular low-energy interactions between mesons, and the compositeness of the excited
states appearing as a result of the rich QCD dynamics.
In this chapter we briefly introduce the motivation of the thesis, together with the
basic tools and concepts necessary for the understanding of the works included here.
In section 1.1 we review the historical introduction of quarks and their symmetries.
Next, in section 1.2 a comprehensive introduction to the Chiral Perturbation Theory
(ChPT) Lagrangian is presented. We will follow with the explanation of the main tools
used in this thesis in section 1.3, and we will finish with a brief summary of Regge
theory in section 1.4.
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1.1 Hadrons
The constituents of matter can be divided into two groups, the ones that do not interact
by the strong force (photon, electron,muons,...) and the hadrons, which are central to
this thesis. Nowadays we know that QCD has a rich spectrum, as can be seen in the
Review of Particle Physics (RPP) [4] by the Particle Data Group (PDG).
Nevertheless in this introductory chapter it is convenient to briefly review the
discovery and classification of hadrons in terms of quarks, and the basic properties
of the naive quark model. The quest for the discovery of the constituents of the
observed matter is a really old one and it has been pursued by scientists since ancient
civilizations. We will pay attention only to the past century, when almost all our
hadrons where discovered. By 1932 the list of elementary particles was tiny, the photon,
the electron, the positron, the proton, and the neutron, of which only the last two ones
interact through nuclear forces. However, Yukawa had already predicted the pion as
the force carrier between the proton and the neutron, causing this short range nuclear
interactions. By that time, an elementary particle could be uniquely classified by its
angular momentum J , its parity P , its charge conjugation C and its electric charge.
Soon it was realized that both protons and neutrons interacted similarly through
nuclear forces. Hence this interaction cannot depend on the charge of the particle, and
a new quantum number, called the isospin (I) was born. The relation between the
proton and the neutron is the SU(2) symmetry group, and it was later discovered [6]
that nuclear interactions must preserve this symmetry, apart from the total charge and
the baryon number B (+1 for baryons, -1 for anti-baryons, and 0 for mesons). The
hadrons, as explained above, will correspond to irreducible representations of their
symmetry group, described by the quantum numbers I or Q. With the discovery of the
kaons and lambdas, another quantum number, called strangeness S was introduced,
actually, there is a relation between Q,B and S
Q = I3 +
1
2
(B + S) (1.1)
The most important discovery regarding hadron classification was made by Gell-
Mann and Ne’eman in 1961 [7, 8]. They considered the strangeness with the other
isospin classifications to gather the spin-half baryons and pseudo-scalar mesons in
octets and decuplets, as representations of the SU(3) group. This new representation
makes use of two quantum numbers, I3, Y to classify hadrons with the same angular
momentum and parity. Soon after, the naive quark picture was introduced [9], where
hadrons are considered non-elementary particles, but constituted of quarks, spin-half
elementary particles with a characterizing quantum number, their flavor, up, down
or strange at that time. These quarks lie in the fundamental representation of SU(3)
whereas the anti-quarks lie in the conjugate representation. Hereby, the mesons, defined
now as qq¯ states can be classified following the next representation
3⊗ 3∗ = 1⊕ 8, (1.2)
which corresponds to an octet plus a singlet. While baryons, considered qqq states
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Figure 1.1: Nonet of pseudoscalars (left) and vectors (right).
come from the next product
3⊗ 3× 3 = 1⊕ 8⊕ 8⊕ 10, (1.3)
which means that for baryons the octet and anti-octet coexist, together with the singlet
and decuplet. This representation was successful in predicting the Ω−. Unfortunately,
the model was not complete, as there were several drawbacks. In particular it could
not explain the wave function of the ∆++(1232). Therefore, another gauge symmetry,
exact, was introduced, the color, which could take 3 different possible values, red, green
and blue, and hadrons were postulated to be colorless.
More quarks where later discovered, the charm quark, the bottom quark, and the
top quark, but none of them are relevant in this thesis, as their masses are way out of
the region where chiral symmetry is spontaneously broken.
1.1.1 Mesons
As introduced above, mesons in the quark model are constituted by a qq¯ pair, which may
have different flavors. They are classified by the three quantum numbers introduced
before JPC , parity P = (−1)`+1, charge conjugation C = (−1)`+s and total angular
momentum |`− s| ≤ J ≤ |`+ s|, where ` is the orbital angular momentum of the qq¯
system.
The states corresponding to ` = 0 are called pseudoscalars 0−+ and vectors 1−−,
whereas their excitations ` = 1 are called scalars 0++, axial-vectors 1++, 1+− and
tensors 2++. As shown in Fig. 1.1 this classification leads to an octet and a singlet,
which mixes with the elements of the octet.
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Figure 1.2: Nonet of scalars below 1 GeV (left) and above (right).
While the quark model describes this vector mesons very well, the pseudoscalar
ones cannot be accommodated within this naive model. Actually, the mass of the pions
would be similar to the one of the ρ(770). Fortunately, this is not the case for the
rest of the mesons, which have almost degenerated masses for those formed by u, d
quarks. The strange quark is way heavier and thus the strange mesons will always
be around 100 − 300 MeV heavier than its non-strange partners. During the years,
more sophisticated models, including QCD approximations [10] have shown even better
agreement. Lately, the study of hadron spectroscopy has been gaining weight amongst
Lattice QCD practitioners, there have been crucial developments during the last years.
However, although several promising results have been published in the topic [11] (see
Fig. 1.3), their meson masses are not yet the physical ones.
Unfortunately, the picture regarding scalar mesons is not so clear even today
(Fig. 1.2), in particular, those states below 1 GeV. They cannot be considered pure
qq¯ states, or they would violate the mass hierarchy [12–15], so that there are clear
indications that these states are non-ordinary [16–24]. In particular, the σ/f0(500) and
κ/K∗0 (700) mesons have been a fierce subject of debate for several decades. The status
of the κ/K∗0(700) is “still needs confirmation” according to the PDG. Even though
their existence and non-ordinary nature are widely accepted, there are still several
controversies surrounding these mesons, in which we will focus on the study of their
fundamental parameters in next sections.
Another interesting feature is that some of the states lying on this nonet and the
one above 1 GeV share the same quantum numbers of the vacuum. In addition, the
σ/f0(500) was long considered to have a non-negligible glueball component. Nowadays
we know that the ground state glueball, expected at around 1.5 GeV [25], should mix
with some of the pure qq¯ f0’s, hence it will have some mixing with the f0(1370), f0(1500)
and the f0(1710).
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Figure 1.3: Figure from [11] (Jozef J.Dudek et al.), showing the isovector meson
spectrum obtained from Lattice QCD.
As seen before, a crucial quest of QCD is the one for exotica, i.e., those states
that do not fit in the qq¯ quantum numbers picture. In particular, in the light mesonic
sector, the 0+− and the 1−+ are forbidden within the quark model, and so any state
sharing this quantum numbers must be constituted by different structures. This field
has been a subject of debate, with several different approaches, mainly in the heavy
quark sector [26–30]. The searches for different exotic hadrons have motivated several
experimental programs, like those of COMPASS, LHCb, BaBar, CLAS12,GlueX, etc...
The main part of this thesis is devoted to the study of meson interactions and
the determination of non-ordinary mesons, in particular the light scalars, and the
lightest hybrid pi1. Our goal is to study their properties in a model independent way,
enlightening some unclear aspects in this low-energy region.
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1.2 Chiral Perturbation Theory
The study of effective field theories is out of the scope of this thesis. Nevertheless, the
pseudoscalar mesons, considered as degrees of freedom rather than objects constituted
by quarks and gluons, cannot be well understood without the effective Lagrangian
that describes their main features. Furthermore, along this thesis we will make use of
several properties, constraints and predictions coming from this low-energy effective
theory. Therefore, this section is dedicated to briefly introduce the central concepts of
such theory, and also to include some predictions and tensions as a motivation.
The Effective Lagrangian method is a powerful tool to incorporate in a delimited
energy region the symmetries of the underlying theory. The basic assumption in
this case is that dynamics at small distances do not depend on the large ones, thus
neglecting all degrees of freedom relevant outside the low-energy region. In particular,
the spontaneous chiral symmetry breaking of QCD gives rise to eight pseudo-goldstone
bosons, whose masses are much smaller than the typical hadronic scale. These bosons
can be used as the degrees of freedom of a Lagrangian built as a low-energy expansion,
called Chiral Perturbation Theory (ChPT). Now, let us recall that the QCD coupling
constant:
αs(µ) =
g2(µ)
4pi
=
12pi
(11Nc − 2Nf ) log ( µ2Λ2QCD )
,
β(µ) = µ
g(µ)
dµ
= −g
3(µ)
(4pi)2
(
11
3
Nc − 2
3
Nf ) +O(g
5). (1.4)
which was first derived by Gross, Wilczek and Politzer [31–34]. Note that when
Nc = 3 and Nf ≤ 16 then the β function is negative, so that the coupling decreases as
µ increases. This property, called asymptotic freedom means that the QCD interactions
are weaker at higher energies. Hence the strong interactions can be perturbatively
studied in a systematic way at high energies. In contrast, at low energies the coupling
constant increases which intuitively explains the binding of quarks and gluons, confined
into hadrons, which will be the degrees of freedom at low energies.
Let us focus on the fermionic QCD Lagrangian
L = ψ¯(i D −M)ψ, (1.5)
where ψ is a vector containing the Nf quark flavors, M is the diagonal mass matrix
and Dµ the covariant derivative. We will now pay attention to the limit M → 0 as the
masses of the three lightest quarks are of the order of few MeV. If one decomposes the
fermionic field into its chiral components
ψL =
(1 + γ5)
2
ψ, ψR =
(1− γ5)
2
ψ, (1.6)
then the Lagrangian is invariant under chiral SUR(Nf )× SUL(Nf ) transformations.
ψL,R(x)→ exp
(−iαaL,Rτa)ψL,R(x), (1.7)
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where τa are the generators of the flavor group. It is convenient to introduce here
the vector V transformation where αR = αL, and the axial A transformations with
αR = −αL.
The difference between the masses of multiplets with different parity is of the order
of 500 MeV, much larger than the difference between the quark masses. Therefore,
there must be a spontaneous symmetry breaking with the following pattern:
SUR (Nf )× SUL (Nf )→ SUV (Nf ) , (1.8)
which according to the Goldstone theorem [35–39] produces a massless boson for each
generator spontaneously broken. In the case of interest, where the u, d and s quarks
are considered massless there will be eight pseudoscalar bosons, due to the breaking of
the 8 Aa generators. However, the symmetry is only an approximation as quarks have
mass, and that is the reason why these bosons have a very small mass.
According to the representations of the SU(3) group there should be a singlet
partner to the pseudoscalar octect, but the lightest meson that can fit this description,
the η′, is almost 1 GeV. The axial U(1) anomaly is the responsible for its mass [40–42],
which produces a non-conserved current and thus it could not be spontaneously broken.
As explained above, these pseudo-Goldstone bosons will be the relevant degrees of
freedom at low energies, with whom we can build an effective lagrangian to describe
their interactions.
The resultant effective theory is called Chiral Perturbation Theory (ChPT), was
first introduced by Weinberg in 1979 [1] and respects by construction the symmetries of
QCD, such as invariance under Lorentz transformations, parity and charge conjugation,
and the same chiral symmetry breaking pattern. At lowest order the Lagrangian reads
LLO = F
2
4
〈
∂µU∂
µU † + 2B0M
(
U + U †
)〉
, (1.9)
where U(φ) = exp(i
√
2φ/F ) is a unitary matrix, 〈·〉 is the trace in flavor space, and
in the SU(3) theory the pseudo-goldstone bosons are collected through the SU(Nf ) φ
matrix
φ(x) =

1√
2
pi0 + 1√
6
η pi+ K+
pi− − 1√
2
pi0 + 1√
6
η K0
K− K
0 − 2√
6
η
 . (1.10)
Now, the chiral invariance of the Lagrangian under SUR(3)×SUL(3) transformations
demands
U → LUR†, (1.11)
where both L,R are in SU(3). This transformation produces the axial and vector
conserved currents
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V µa = R
µ
a + L
µ
a = −i
F 2
4
〈
λa
(
U †∂µU + U∂µU †
)〉
,
Aµa = R
µ
a − Lµa = i
F 2
4
〈
λa
(
U †∂µU − U∂µU †)〉 , (1.12)
with which calculate the matrix element of the axial current between a one-boson state
and the vacuum. Since the Aa generators are broken they no longer annihilate the
vacuum, so that:
〈0 |Aµa | pib〉 = ipµFδab, (1.13)
where F can be identified as the meson decay constant in the chiral limit.
Higher orders can be constructed, the only demand is that they obey chiral sym-
metry breaking pattern depicted above. They are ordered by the dimensionality of
their operators, organized in a momentum and quark mass expansion. According to
Weinberg’s power counting rule, the order D of a diagram is
D = 2 + 2L+
∑
K=1
V2K(2K − 2), (1.14)
where V2K is the number of vertices of L2K , and L is the number of loops. It is then
clear that a tree diagram with couplings of higher order will match the order of a
given loop with coupling from a lower order Lagrangian. The most general L4 SU(3)
Lagrangian is
L4 = L1
〈
∂µU
†∂µU
〉2
+ L2
〈
∂µU
†∂νU
〉 〈
∂µU †∂νU
〉
+ L3
〈
∂µU
†∂µU∂νU †∂νU
〉
+ L4
〈
∂µU
†∂µU
〉 〈
U †M0 +M
†
0U
〉
+ L5
〈
∂µU
†∂µU
(
U+M0 +M
+
0 U
)〉
+ L6
〈
U †M0 +M+0 U
〉2
+ L7
〈
U †M0 −M †0U
〉2
+ L8
〈
M †0UM
†
0U + U
†M0U †M0
〉
.
(1.15)
Higher orders also absorb the divergences of the lower ones through the renormal-
ization of the low-energy constants (LECs). That is the reason why these effective
theories must be renormalized order by order. The role of the LECs is to encode the
contributions of heavier particles and higher energy scales. Even though there are some
qualitative predictions [43, 44], they are usually fitted to experimental data [45–48]. In
principle, higher order Lagrangians could be constructed as [49,50]
Leff = L2 + L4 + L6 + L8 + · · · , (1.16)
however, the huge amount of new free parameters, together with the lack of data make it
very complicated to extract relevant information from these higher order contributions.
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1.2.1 piK predictions
Since its early years, most of the efforts from the community of ChPT practitioners were
devoted to the actual study of the data on meson-meson interactions, with particular
emphasis on pipi → pipi scattering. In such case, SU(2) is a simpler and more accurate
representation of the spontaneous chiral symmetry breaking than SU(3).
Regarding the SU(3) case, most particularly piK scattering, the low-energy ex-
pansion does not converge very rapidly. Of particular interest are the piK scattering
lengths, which represent the strength of the interaction at threshold. These low energy
parameters illustrate the convergence of the SU(3) expansion, and some experimental,
dispersive and Lattice results exist for them. Therefore, in figure 1.4 we shown a
comparison between ChPT calculations at tree level (triangle), NLO (square) and
NNLO (circle). Not only do higher order results separate from Lattice QCD predictions
(in red), but the NNLO is far away from the tree level current algebra prediction [51]:
a+0 =
a1/2 + 2a3/2
3
= 0. (1.17)
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Figure 1.4: Comparison between various sum rules and determinations coming from
different Roy-Steiner equations compared with both Lattice predictions and ChPT
based calculations.
These scattering lengths will be central in this thesis. They not only provide an
estimation on how well does the expansion converge, but also dominate the extraction
of the LECs, the scattering process close to threshold, the form factors, the lifetime of
mesonic atoms, etc...
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Reference mpia
1/2
0 mpia
3/2
0 Description
Büttiker et al. (2004) [2] 0.224±0.022 -0.0448±0.0077 Dispersive Roy-Steiner
Peláez-Rodas (2016) [52] 0.220±0.010 -0.0540+0.010−0.014 Fit constrained with FDR
Bijnens-Ecker (2014) [53] 0.142 -0.071 ChPT LO
Bijnens-Ecker (2014) [53] 0.173(0.169) -0.064(-0.066) ChPT NLO fit 14(free fit)
Bijnens-Ecker (2014) [53] 0.224(0.226) -0.048(-0.047) ChPT NNLO fit 14(free fit)
Miao et al.(2004) [54] - -0.056±0.023 Lattice, Wilson quenched
NPLQCD (2006) [55] 0.1725±0.0017+0.0023−0.0156 -0.0574±0.016+0.0024−0.0058 Lattice. Domain-wall
Flynn-Nieves (2007) [56] 0.175±0.017 - Lattice+Omnés DR
Fu (2012) [57] 0.1819±0.0035 -0.0512±0.0018 Lattice, moving wall source
PACS-CS (2014) [58] 0.182±0.053 -0.060±0.006 Lattice, improved Wilson
ETM (2018) [59] 0.163±0.003 -0.059±0.002 Lattice, twisted mass.
Table 1.1: Determinations of piK scalar scattering lengths from various approaches.
Another interesting possibility is the study of the properties of resonances, particu-
larly their compositeness, which is a long-standing problem (see [60] for a recent review
on the σ/f0(500)).
Unfortunately, the main feature of the formulation of ChPT is also a huge drawback
on itself. The perturbative nature of the expansion, together with the definition of the
Lagrangian order by order does not fulfil unitarity, i.e., probability is not conserved.
This behavior is not an unexpected one, as the amplitudes would be described by
no more than a expansion, only valid really close to their thresholds. Furthermore,
resonance are usually defined when unitarity is saturated, which is the indication
of a strong interaction. Thus, in order to describe resonances unitarity is a key
ingredient. In addition, resonances correspond to poles in the complex plane and a
perturbative expansion will never reproduce a pole, at most it could reporduce the tail
of the resonance. One could then include the resonances explicitly [44], but hence the
approach would not be able to predict anything about their dynamical generation from
ChPT.
This problem was partially solved in the 90’s when two different unitarization
methods were combined with ChPT [61–65]. These unitarization methods, known as
the Inverse Amplitude Method (IAM) and the N/D method respectively, introduced
a new systematic way of describing meson-meson interactions. Nevertheless, by means
of analytic methods the partial waves of the processes are unitarized, hence, they can
be used at a given order to describe resonances. One of their interesting properties
is the dynamical generation of resonances, i.e., excited states that do not appear
explicitly in the Lagrangian are generated by meson-meson interactions. This was the
case for the much debated σ/f0(500) and κ/K∗0 (700) resonances [66–70], together with
several predictions for the f0, a0 [71], the Λ(1405) states [72], or even KN interactions
[73, 74]. As for the study of their compositeness, unitarized Chiral Perturbation
Theory (UChPT) has been shown to be effective, with several predictions for relevant
resonances [70, 75–77].
Although fruitful for phenomenological analyses of resonance properties, this de-
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scription fails to achieve the high accuracy nowadays demanded for the low-energy
sector, since it is hard to estimate reliable uncertainties. However, it is possible to
obtain reliable pole determination by means of dispersive approaches (complemented
or not with ChPT). These are the ones that dominate present determinations as shown
in Fig. 1.5 (see note on the scalars at the RPP). Most of the thesis is dedicated to the
study of meson interactions from the point of view of such dispersive approaches, that
we will introduce in the next section. However, basic properties and definitions coming
from ChPT phenomenology will be extensively used.
650 700 750 800 850 900
M (MeV)
-400
-350
-300
-250
-200
-150
-100
-50
 
−
Γ/
2 
(M
eV
)
PDG status
Breit-Wigner-like parameterizations
Zhou et al.
Pelaez
Bugg
Bonvicini et al.
Descotes-Genon et al.
Peláez-Rodas Padé result
Peláez-Rodas Conformal CFD
Figure 1.5: Present status of the κ/K∗0(700) in the Review of Particle Physics [4].
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1.3 The S-matrix
We review in this section the main ideas that result from the implementation of the
S-matrix principles. First, it is worth stating that several of the results presented in
this sections will be extensively used throughout almost all chapters of this thesis. For
a more pedagogical, while also more detailed explanation of the S-matrix principles we
refer to the reader to [78–80].
It was already pointed out that, although fruitful for many purposes, ChPT cannot
fully solve the longstanding problem of low-energy strong interactions. Unfortunately,
no ideal description for the hadronic sector has been found yet, and many of the
phenomena produced at low energies are still a challenge.
The S-matrix theory, introduced more than half a century ago is still one of the
most powerful tools in hadronic physics, in particular in the study of meson-meson
interactions. This formalism, based on first principles, provides model independent,
robust, and precise results and at the same time it can be easily implemented. Thus we
will take advantage of its simplicity and ability to provide accurate predictions when
applied to hadronic physics.
As explained in the previous section, experimental scattering data analyses are
crucial for our understanding of light particles. In particular, strong interactions have
been understood during the years thanks to the enormous experimental efforts, always
evolving towards higher energies and more sophisticated analyses. Unfortunately ,
a precise theoretical formulation is rather complicated, depending on the number of
particles and the energies involved. In the rest of the thesis we will restrict ourselves
to strong interactions and two or at most three particles in the initial or final state.
The main feature of the QCD coupling constant αs, entails the confining interaction
between quarks, producing the short distance strong interaction between hadrons. As a
result, hadrons move freely after a very short interaction time. If we take into account
that all other interactions are much weaker, we can, in most cases, safely neglect their
formulation when describing strong interactions between hadrons. In this picture,
several beams of non interacting particles are created, they collide an interact which
each other while at very short distances, and the final beams are produced and then
measured provided the time of flight is sufficiently long after the collision.
Taking into account these processes, we define the matrix element 〈j|S|i〉 as the
amplitude produced by an initial state of particles |i〉 which interact and create the
final state |j〉. The resultant matrix is the so called S matrix. Its very first proposition
is that, if our interaction respects some symmetry principles, the matrix must be
invariant under the corresponding symmetry transformations. For example, the S
matrix must be Lorentz invariant, which means that the matrix elements 〈j|S|i〉 must
be scalars. Hence if the particle states are described by their 4-momenta, the amplitude
can depend only on scalar variables such as pµi pjµ. On top of that, if the interactions
preserve some quantity, then the matrix will commute with its operator, and, if the
21 1.3. THE S-MATRIX
states are eigenvectors of that operator X hence
〈j|S|i〉 = δj i 〈j |Sx| i〉 . (1.18)
In particular, due to the translational invariance of the theory, the total 4-momentum
must be preserved
〈j|S|i〉 = δ4 (pj − pi) 〈j |Sp| i〉 . (1.19)
If the state is composed of more particles, then it will be described as the direct product,
creating the so called Fock space
|p1, · · · , pn〉 = |p1〉 ⊗ |p2〉 ⊗ · · · ⊗ |pn〉 . (1.20)
As particles may or may not interact at all, we should take care of this condition in
order to extract the irrelevant information from the S matrix, we define instead
S = 1 + iT, (1.21)
where T is known as the interaction matrix.
Finally, there is always the possibility that the particles cannot be fully described
by just their 4-momentum, as they may exhibit different quantum numbers as spin,
isospin, etc... In this cases, more “labels” will be included as a direct product in the
definition of the one particle states, hence producing
|i〉 = |pµ〉 ⊗ |αi〉, (1.22)
so that
〈j|S|i〉 = δ4 (pj − pi) (〈αj|αi〉+ i〈αj|T |αi〉) . (1.23)
Finally, let us introduce the most crucial observable in particle physics. In practice,
experimental results are expressed in terms of cross sections. Imagine we have an
incoming beam of density ρ1(x) that collides with a target of density ρ2(x) and we
want to measure the scattering from the given initial state to the final state, hence, if
the number of sets of outgoing particles |f〉 per unit time is n the cross section takes
the form
σf = n/
(
v
∫
ρ1(x)ρ2(x)d
3x
)
(1.24)
This formula takes the dimensions of an area and in the particular case of 12 → 34
scattering it can be proved that the total cross section takes the form
σ12 =
1
4 |p1|
√
s
∑
j
(2pi)4δ4
(
pj − pi) |〈j|T |i〉|2. (1.25)
This expression is key to hadronic physics, as all two-body scattering measurements
are expressed through this observable, and most of the resonances we are interested in
will produce the characteristic form of peaks or bumps in this cross sections. In the
next sections we will study some relations between unitarity and the cross sections.
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Figure 1.6: 12→ 34 scattering process.
1.3.1 Kinematics and Crossing
In this section we will discuss the kinematics of the scattering process 12→ 34 depicted
in Fig. 1.6. The masses of the particles are allowed to be different, and we will restrict
ourselves to spinless particles. This diagram also describes the scattering processes
13¯ → 2¯4 and 14¯ → 2¯3, where 2¯, 3¯, 4¯ are the antiparticles of 2, 3, 4. Concerning one-
particle states, spinless particles are characterized by their 4-momentum, apart from
different possible quantum numbers (λ), relating their isospin, compositeness, etc.... ,
therefore, the irreducible representations of the one particles states are |m,p, λ〉. They
are normalized so that
〈p|p′〉 = 〈m,p, λ|m′,p′, λ′〉 = (2pi)32Epδ(3) (p− p′) δmm′δλλ′ . (1.26)
Concerning two-particle scattering, one could build up to 10 different Lorentz scalars
pµi pjµ, but only two are independent as the first four of them are related through
p2i = m
2
i , (1.27)
and the 4-momentum conservation ∑
i
pµi = 0, (1.28)
relates another four of them. Thus we choose these two variables to be
s = (p1 + p2)
2, t = (p1 − p3)2, (1.29)
which correspond to the 12 → 34 and 13¯ → 2¯4 center of mass squared energies
respectively. Analogously we can define u = (p1 − p4)2 and the three of them, known
as the Mandelstam variables, are related through the equation
s+ t+ u =
∑
i=1
m2i . (1.30)
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Therefore, as scattering amplitudes behave as scalars under Lorentz transformations,
they can be described by two Mandelstam variables. In the particular case of the
s-channel center of mass frame they can be recast as
s = m21 +m
2
2 + 2
(
E1E2 + |p|2
)
,
t = m21 +m
2
3 + 2 (E1E3 − |p| |p′| cos θs) ,
u = m21 +m
2
4 + 2 (E1E4 + |p| |p′| cos θs) ,
(1.31)
where the momenta are defined as
p =
1
2
√
s
√(
s− (m1 +m2)2
) (
s− (m1 −m2)2
)
,
p′ =
1
2
√
s
√(
s− (m3 +m4)2
) (
s− (m3 −m4)2
)
,
(1.32)
and θs is the angle between the first and third momenta, customarily called the center
of mass scattering angle. We can thus define the energies in the center of mass frame as
E1 =
1√
2
(
s+m21 −m22
)
, E2 =
1√
2
(
s+m22 −m21
)
E3 =
1√
2
(
s+m31 −m42
)
, E4 =
1√
2
(
s+m24 −m31
)
,
(1.33)
which yields
cos θs =
s(t− u) + (m21 −m22) (m23 −m24)
4spp′
. (1.34)
As explained above, only two scalars are needed to describe the scattering process,
in our particular case the most convenient choices are the modulus of the incoming
momentum p and the angle θs. If we restrict ourselves to the elastic case wherem1 = m3
and m2 = m4 then
s = (E1 + E2)
2,
t = −2|p|2 (1− cos θs) ,
u = −2|p|2 (1 + cos θs) .
(1.35)
The s-channel physical region is defined through the next condition
s ≥ (m1 +m2)2, (1.36)
so that
t ≤ 0. (1.37)
The last condition implies cos θs ≥ −1 and forces the physical region to be the
interior of the hyperbola defined by
u ≤ (m
2
1 −m22)2
s
. (1.38)
The very same derivation can be applied for both the t and the u-channels, with similar
results. For the simpler case of equal mass elastic scattering, the physical regions are
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Figure 1.7: Physical regions for the scattering of equal mass particles.
shown in Fig. 1.7 , defined by the relations
s− channel : s > 4M2, t 6 0, u 6 0,
t− channel : t > 4M2, s 6 0, u 6 0,
u− channel : u > 4M2, s 6 0, t 6 0.
(1.39)
Therefore, a 12→ 34 scattering process like the one shown in Fig. 1.6 will always be
described by two of the three s, t, u Mandelstam variables. For example, for the case of
equal masses we choose for the s-channel
〈p3p4|T |p1p2〉 ≡ T12→34(s, t), (1.40)
where the physical region is the one described in Eq. (1.39).
Let us now consider the three Mandelstam variables in a two dimensional plane,
deriving from Eq. (1.30). In such case, the analytic continuation from the physical
s-channel region to the one of the t-channel
t− channel : t > 4M2, s 6 0, u 6 0, (1.41)
would describe the amplitude of the process 14¯→ 2¯3, that is
〈p3p2¯|T |p1p4¯〉 ≡ T14¯→32¯(t, s). (1.42)
In the same way, the variables could be continued into the u-channel physical region
u− channel : u > 4M2, s 6 0, t 6 0, (1.43)
now describing the u-channel physical amplitude
〈p2¯p4|T |p1p3¯〉 ≡ T13¯→2¯4(u, t). (1.44)
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Finally we can collect all these amplitudes under the same function, which can be
analytically continued from one region to another
T (s, t, u) =

T12→34(s, t, u) s ≥ 4m2, t ≤ 0, u ≤ 0,
T13→24(t, s, u) t ≥ 4m2, s ≤ 0, u ≤ 0,
T14→32(u, t, s) u ≥ 4m2, s ≤ 0, t ≤ 0.
(1.45)
This property, called Mandelstam hyphotesis [81, 82], is crucial in the description of
hadronic processes, and although no general proof is known, it is fulfilled diagram by
diagram [78] in QFT perturbation theory.
We shall see later how crossing affects analyticity. It is clear however, that there
must be some analytical relation between the different physical regions, as they are
just different regions in the very same plane.
1.3.2 Partial wave projection
Invariance under rotations entails the conservation of the total angular momentum in
all scattering processes. Therefore, the amplitudes can be decomposed as a sum of
scalar functions with well defined angular momentum, known as partial waves. One of
the most interesting features is that resonances have a defined spin, so that they will
appear only on one of these partial waves, which makes the analysis of partial waves
crucial for the determination of their parameters.
It is worth remembering that the scattering amplitude is described by two scalars,
in particular we choose s and cos θs. If we define zs as the cosine in the physical region,
then the amplitude of spinless particles can be described as
T (s, t, u) = 16piN
∑
`
(2`+ 1)f`(s)P`(zs), (1.46)
where N = 2 for equal particle scattering and 1 otherwise. The functions P`(zs) are
the first kind Legendre polynomials, which are normalized as follows∫ 1
−1
P`(x)P
′
`(x)dx =
2
2`+ 1
δ``′ . (1.47)
We can now extract the partial waves by projecting the amplitude using
f`(s) =
1
32piN
∫ 1
−1
dzsP`(zs)T (s, t (zs) , u) . (1.48)
From the point of view of the partial waves f`(s) we have projected an amplitude that
depends on two variables s, θs using a suitable orthogonal basis of Legendre polynomials
so that the final result is a set of functions that depend only on one variable, s.
The same approach can be applied to the other physical channels, for example, for
the t-channel the projection reads
g`(t) =
1
32piN
∫ 1
−1
dztP`(zt)T (t, s(zt), u), (1.49)
CHAPTER 1. INTRODUCTION 26
where, in the t-channel case it is customary to factorize out the momenta (g`(t) ∝
(q12(t)q34(t))
`) from the integrand. The region of convergence of these partial-wave
projections is called the Lehmann ellipse [83], which will be discussed in Appendix B.
1.3.3 Unitarity
Interactions must always satisfy that the total probability of finding any of the possible
final states must be one. If we start in a given sate |i〉, then, the total probability of
finding the state within a closed set of |n〉 possible states is always one∑
n
Pn = 1, (1.50)
where the probability of producing a |n〉 state from |i〉 reads
Pn = |〈n|S|i〉|2, (1.51)
hence, Eq. (1.50) is just ∑
n
|〈n|S|i〉|2 = 1, (1.52)
which, together with the completeness condition
∑
n |n〉〈n| = 1 yields〈
i
∣∣S†S∣∣ i〉 = 1. (1.53)
If we now take two different orthonormal vectors |a〉 and |b〉 and define a mixture vector
by
α|a〉+ β|b〉√|α|2 + |β|2 , (1.54)
after inserting it in Eq. (1.53) we get the formula
1 =
1
|α|2 + |β|2
(|α|2 + |β|2 + α∗β 〈a ∣∣S†S∣∣ b〉+ αβ∗ 〈b ∣∣S†S∣∣ a〉) , (1.55)
which, after a simple algebraic manipulation yields
α∗β
〈
a
∣∣S†S∣∣ b〉+ αβ∗ 〈b ∣∣S†S∣∣ a〉 = 0. (1.56)
Since α, β are arbitrary complex numbers, the off-diagonal terms must obey〈
a
∣∣S†S∣∣ b〉 = 〈b ∣∣S†S∣∣ a〉 = 0. (1.57)
Together with Eq. (1.53) we arrive at the unitarity condition
S†S = 1 = SS†. (1.58)
Now, the unitarity relation for T = (S − 1)/i reads
T − T † = iTT †, (1.59)
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or, equivalently
〈j|T |i〉 − 〈j ∣∣T †∣∣ i〉 = (2pi)4i∑
n
δ4
(
pn − pi) 〈j ∣∣T †∣∣n〉 〈n|T |i〉. (1.60)
Let us now focus our attention to elastic scattering, where |j〉 = |i〉. In such case we
get
〈i|T |i〉 − 〈i ∣∣T †∣∣ i〉 = 2Im 〈i|T |i〉. (1.61)
On top of that, we will also take advantage of the time reversal invariance of strong
interactions to write down 〈n|T |i〉 = 〈i|T |n〉. Finally Eq. (1.60) can be rewritten as
2Im 〈i|T |i〉 = (2pi)4
∑
n
δ4
(
pn − pi) |〈n|T |i〉|2. (1.62)
If one makes use of the previously defined Eq. (1.25), and compares it with Eq. (1.62)
the cross section takes the following form
σtot =
1
2 |p|√sImT (s, t = 0). (1.63)
This means that the total cross section of a scattering process 1 + 2 is proportional
to the imaginary part of the forward amplitude, this relation is known as the Optical
Theorem. It will be relevant in this thesis because total cross sections are easier to
measure than other observables and therefore forward amplitudes become particularly
relevant.
Now, a well defined angular momentum partial wave fulfills a similar relation
Im f ji` (s) =
∑
n
σn(s)f
jn
` (s)f
ni
` (s)
∗, (1.64)
where σn(s) = 2pn(s)/
√
s is just the phase space of the channel n.
We will define a partial wave projected S-matrix as
Sji` (s) = 1 + 2iσ(s)f
ji
` (s), (1.65)
which fulfills
S`S
†
` = 1. (1.66)
As the probability must be conserved, any given channel will have an absolute upper
bound of one, which would be the case for elastic scattering, where
|S`(s)|2 = 1. (1.67)
Otherwise, every entry of the matrix must have a modulus smaller or equal to one,
obeying a more general relation
|Sji` (s)|2 = η(s), η(s) ≤ 1. (1.68)
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Following Eq. (1.68) we can always write down a partial wave as
f ji` (s) =
ηji` (s)e
2iδji` (s) − 1
2iσji(s)
, (1.69)
which, in the elastic case reduces to a simpler formula
f`(s) =
eiδ`(s) sin δ`(s)
σ(s)
. (1.70)
The function δ`(s) is known as the phase shift, whose analytic properties entails that
the partial wave can be expanded for low momentum as follows:
2√
s
Re f`(s) ' q2`
(
a` + b`q
2 + · · · ) , (1.71)
where the first term of the expansion is the scattering length a`. This low-energy
coefficients of this expansion are key to the understanding of meson-meson interactions
and central to the ChPT low-energy constants determination. For these reasons, they
will be one of the main topics of this thesis.
An interesting phenomenological description of the elastic region can be achieved by
means of a conformal mapping in the complex plane. It is easy to rewrite Eq. (1.70) as
f`(s) =
1
Ψ(s)− iσ(s) , (1.72)
where the function Ψ(s) = σ(s) cot δ`(s) must be an analytical function with a branch
point starting at the inelastic threshold, together with a left and circular cuts corre-
sponding to the crossed channel contributions, all consequences of unitarity.
We could now exploit the analytic features of the partial wave (section 1.3.4) by
writing a new variable ω(s), called conformal variable, which in the case of equal masses
reads
ω(s) =
√
s− α√s0 − s√
s+ α
√
s0 − s. (1.73)
This new variable describes by construction the analytic structures of the partial wave,
the parameter α centers the new variable, while s0 describes the highest s value for
which the infinite expansion of the function Ψ(s) converges. Therefore, the function
cot δ`(s) is expanded as
cot δ`(s) =
∑
n
Bnω(s)
n. (1.74)
If α is chosen wisely, the data can be centered around the zero in both directions, giving
rise to a fairly more stable fit. In practice, the series are truncated up to a given order,
so that the whole expression could be used beyond s0 for purely phenomenological
purposes, to describe the inelastic region.
The case of unequal masses is more complicated, due to different analytic structures
that appear in the partial wave, the main difference is that now the conformal variable
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would be defined by
y(s) =
(
s− (M2 −m2)
s+ (M2 −m2)
)2
,
ω(s) =
√
y(s)− α√y(s0)− y(s)√
y(s) + α
√
y(s0)− y(s)
, (1.75)
where the y(s) mapping is introduced to describe the circular cut derived in section
1.3.4.
Finally, let us introduce the coupled channel formulation, imagine we have two
channels whose unitary relation is in matrix form
Im f`(s) = f`(s)Σ(s)f`(s)
∗, (1.76)
where Σ(s) is the diagonal matrix containing the phase spaces. Then, such a set of
partial waves can be written as
S`(s) =
(
η(s)e2iδ1(s) i
√
1− η2(s)ei(δ1(s)+δ2(s))
i
√
1− η2(s)ei(δ1(s)+δ2(s)) η(s)e2iδ2(s)
)
. (1.77)
This formula could be extended to more than two channels, although the algebraic
manipulations would be more complicated. In section 3.2 we will study in detail a
more suitable formula for the phenomenological description of several coupled channels
and this particular description will not play a relevant role in this thesis.
Some of these general formulas will be used in sections 2.2.3, 2.2.4, 2.4.3, 3.1.3
and section 4.1.3. Therefore, unitarity, one of the key S-matrix principles will be
implemented on the partial waves by construction.
1.3.4 Analyticity
Now that the main kinematic and unitary features of the S-matrix have been introduced,
the next step is to study the origin of its analytic structure. We shall consider the
amplitude T (s, t, u) of a given elastic scattering process of unequal mass particles m,M .
This amplitude, in order to respect causality, must be analytic [84] except where the
dynamics or first principles demand it to behave otherwise.
We will pay attention to the s-channel complex plane once t is fixed. Let us first
recall the unitary relation of Eq. (1.62)
2Im 〈i|T |i〉 = (2pi)4
∑
n
δ4
(
pn − pi) |〈n|T |i〉|2, (1.78)
which produces a non-vanishing imaginary part above the first threshold, in particular,
in the case of unequal masses m,M the threshold starts at s = (m + M)2, and it
continues until infinity. In addition, the opening of more intermediate inelastic channels
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will also create more and more imaginary parts, each one corresponding to its own
inelastic threshold.
Remember that the amplitude T (s, t, u) is defined through the Mandelstam hypoth-
esis. It is the combined amplitude that relates all physical regions by means of analytic
continuation. Therefore, the imaginary parts of the crossed channels will also arise
in the s-plane, as they are part of the amplitude when the variables move from the
s-channel physical region to the t or u-channel physical regions. Now by recalling again
the relation between the Mandelstam variables:
s+ t+ u = 2(m2 +M2), (1.79)
it is clear that the u-channel threshold u = (m+M)2 opens at s = (m−M)2 − t, and
goes in the opposite direction as the s-channel one. Again, more imaginary parts would
be produces once the crossed channels start creating different final states. On top of
that, and despite the fact that it would not be the case for meson-meson scattering,
there could also be bound states, if the dynamics does not prohibit two particles
creating a third stable one. It can be proven that this bound states correspond to poles
in the real axis between the thresholds.
We now know that the imaginary part does not vanish from (m+M)2 to ∞ due to
the s-channel cut, and also from (m−M)− t to −∞ due to the u-channel unitarity
condition. Therefore, the amplitude is real in the real axis between the thresholds.
There is an important theorem in complex variable analysis known as the Schwarz
reflection principle, which states that if a function satisfies the following conditions:
(i) f(z) is analytic in a domain C in the complex plane,
(ii) f(z) is real in a segment in C,
then the function must satisfy the equation
f(z∗) = f(z)∗. (1.80)
It follows from this result that the scattering amplitude satisfies
T (s∗, t, u) = T (s, t, u∗)∗, (1.81)
where we have also conjugated u to satisfy the condition of Eq. (1.30).
Provided that the relation of Eq. (1.81) holds in the complex plane, the unitarity
relation produces an interesting feature, the amplitude cannot be analytic in the entire
complex plane, or it would also be real in the entire real axis. The imaginary parts
produce branch cuts, discontinuities between the s+i and s−i values of the amplitude,
using both unitary and Schwarz reflection equations we get
2ImT (s, t) = lim
→0
[T (s+ i, t)− T (s− i, t)] = (2pi)4
∑
n
δ4
(
pn − pi) |〈n|T |i〉|2.
(1.82)
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(m−M )2 − t (m +M )2
Figure 1.8: Analytic structure of meson-meson scattering amplitudes with fixed t.
Hence, for meson-meson scattering, the amplitude will have two different branch cuts,
associated to the s-channel and u-channel dynamics, and it will be analytic elsewhere,
producing the analytic structure depicted in Fig. 1.8.
As we now have two different limits of the amplitude, one above and one below the
branch cut, it has to be clarified which limit gives the correct physical value. Taking
into account the i perturbative description of Feynman diagrams, it is clear that the
physical amplitude would be the limit from above the real axis
T (s, t, u) ≡ lim
→0
T (s+ i, t, u), (1.83)
whereas for the u-channel the same condition reads:
T (s, t, u) ≡ lim
→0
T (s, t, u+ i) = lim
→0
T (s− i, t, u). (1.84)
Finally, let us detail the analytic structure of partial waves, as they will be the main
topic of this thesis. It is clear from the projection formula Eq. (1.48) that the s-channel
partial waves of a given process share the same s-channel structures as the amplitude.
Apart from the right hand cut, the projection itself will produce two additional branch
cuts due to the singularities that would be produced inside the amplitude for t or u
values, when the variable zs moves from -1 to 1. In order to study these singularities in
detail one would first need to introduce the double variable dispersive representation of
the amplitudes [80]. However, it will not be discussed here as it goes beyond the scope
of this introduction. We will just summarize the main properties instead. The double
variable dispersive representation is based on the dispersive description of the projection
of the amplitudes, so that it will produce terms proportional to P`(x′)/(x− x′) coming
from the projection formula Eq. (1.48). Now these circular branch cuts are associated
to the branch point singularities of the Legendre polynomials of the second kind
Q`(x) =
1
2
∫ 1
−1
P`(x
′)
x− x′dx
′, (1.85)
whose branch cuts start at
1 +
t
2q2
= ±1,
1 +
2M2 + 2m2 − s− u
2q2
= ±1. (1.86)
Finally, these equations can be translated into two different conditions
1. Left hand cut when −∞ ≤ s ≤ (m−M)2,
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Figure 1.9: Analytic structure of the meson-meson partial waves of the scattering of
two particles with different masses m and M .
2. Another cut when s2 − 2βs+ (M2 −m2)2 = 0,
where β lies within
−∞ < β 6M2 −m2. (1.87)
This second condition comes from the fact that q2 must be real in the region −∞ ≤
s ≤ m2. For values −(M2 −m2) ≤ β ≤ (M2 −m2) it produces a circle with radius
(M2−m2), while for β < −(M2−m2) the solution for s lies in the very same left hand
cut. Thus we conclude that the analytic structure of a partial wave is the one shown in
Fig. 1.9. Note that for equal masses the circular cut disappears and the left cut starts
at s = 0.
1.3.5 Dispersion relations
Dispersion relations are the central tool of this thesis, as they allow us to constrain and
extract information from partial wave analyses in a model independent way, on top of
many other features that this formalism provides us. Even though the next chapter is
entirely devoted to the topic of dispersion relations, applied to meson-meson scattering,
including some detailed derivations of advanced formalisms, we include here a brief
general introduction, as they will be implemented in all results of this thesis.
In the previous section we have obtained the analytic structures of the scattering
amplitudes, derived from first principles, i.e., unitarity, analyticicty, and crossing. As a
result, the amplitude of a given process will have a particular branch cut structure and
it is analytic elsewhere. Hence, after fixing t we can make use of the Cauchy theorem
and write
T (s, t, u) =
1
2pii
∮
ds′
T (s′, t, u)
s′ − s . (1.88)
This simple formula could be applied in many different situations, not only scattering
but also form factors, finite energy sum rules, Feynman diagrams, etc... .
If we restrict ourselves to the piK → piK scenario as an illustrative example, the
analytic structure of the amplitude is depicted in Fig. 1.10. This contour must be
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(mK −mpi)2 − t
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Figure 1.10: Analytic structure of the piK → piK amplitude for fixed t, together with
a customary dispersion relation path before sending its radius to infinity.
splited into two different pieces. The semicircular paths, where |s| = R, and the straight
paths around the branch cuts. First we will suppose that the amplitude goes to zero
faster than 1/s as s→∞, so that the circular paths do not contribute for large enough
radius R, and the integrals over the branch cuts converge. Second, if we take into
account the Schwartz reflection principle, which states that T (s∗, t, u) = T (s, t, u)∗, the
difference between the upper and lower parts over the branch cuts is proportional to
the imaginary part. Therefore Eq. (1.88) reads
T (s, t, u) =
1
pi
∫ ∞
(mK+mpi)2
ds′
ImT (s′, t, u)
s′ − s +
1
pi
∫ (mK−mpi)2−t
−∞
ds′
ImT (s′, t, u)
s′ − s .
(1.89)
Finally, the amplitude for real values of the variable s can be obtained by using the
relation
1
s′ − s− i = PV
1
s′ − s + ipiδ (s
′ − s) , (1.90)
where PV means that the principal value prescription must be taken, hence, the
amplitude in the physical region ((mpi +mK)2 ≤ s ≤ ∞) reads
ReT (s, t, u) =
1
pi
PV
∫ ∞
(mK+mpi)2
ds′
ImT (s′, t, u)
s′ − s
+
1
pi
∫ (mK−mpi)2−t
−∞
ds′
ImT (s′, t, u)
s′ − s . (1.91)
The only assumption is that of the asymptotic behavior of the amplitude. Now, the
imaginary parts can be obtained from experimental data up to a given smax. In practice,
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they are described with Regge parameterizations that will be briefly introduced in
section 1.4. The asymptotic behavior of the Regge phenomenological description at
high energies will tell us if the assumption about the asymptotics is valid. Let us
imagine that ImT (s, t, u)/s→ constant as s→∞, hence, the integral written above
does not converge, however, we could always subtract the function at a known value
and obtain the following dispersion relation
T (s, t, u)− T (s0, t, u) = 1
2pii
(s− s0)
∮
ds′
T (s′, t, u)
(s′ − s) (s′ − s0) . (1.92)
Now, this integral does converge and we can again rewrite the formula so that it
matches with the branch cut description of Fig. 1.10
ReT (s, t, u) = ReT (s0, t, u) +
s− s0
pi
∫ ∞
(mK+mpi)2
ds′
ImT (s′, t, u)
(s′ − s) (s′ − s0)
+
s− s0
pi
∫ (mK−mpi)2−t
−∞
ds′
ImT (s′, t, u)
(s′ − s) (s′ − s0) . (1.93)
More subtractions may be necessary, or convenient, for which two different approaches
can be implemented. The first one would be subtracting the amplitude at a different
value of s as:
T (s, t, u)− T (s0, t, u) (s− s1)
s0 − s1 − T (s1, t, u)
(s− s0)
s1 − s0
=
1
2pii
(s− s0) (s− s1)
∮
ds′
T (s′, t, u)
(s′ − s) (s′ − s0) (s′ − s1) . (1.94)
The second would be to subtract the amplitude and its derivative at the same energy
T (s, t, u) =T (s0, t, u) + (s− s0)T ′ (s0, t, u)
+
1
2pii
(s− s0)2
∮
ds′
T (s′, t, u)
(s′ − s) (s′ − s0)2
.
(1.95)
If the asymptotic region is not well known, or the integral must be truncated,
subtractions can be helpful. However, the price to pay is the addition of subtraction
constants that need to be determined as input. In practice, a balance must be found
between including more subtractions and suppressing the asymptotic regions. In
particular, as our Regge descriptions fit the high energy data nicely, so that their input
is trustworthy, we will not introduce within our amplitudes more subtractions that the
necessary ones to obtain a reliable and robust result.
Let us remark that all dispersion relations, as written in this section, depend on
two different branch cuts. The first one is the s-channel physical cut, produced by
its own unitarity condition and where data can be found to describe the imaginary
part, while there is a second branch cut, whose values are unphysical. It is then that
crossing symmetry plays a crucial role, as we will always be able to rewrite this cut over
the physical regions of different channels, thus depending only on direct meson-meson
scattering measurements.
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1.3.6 Resonance poles
One of the most salient features of the scattering between particles are the peaks
or bumps in cross sections. In the case of non-relativistic Quantum Mechanics, the
quasi-bound states that create peaks also produce a dramatic increase of the phase
shift δ(s), which customarily defines the mass of the particle when it crosses 90o. This
scenario partially translate into relativistic scattering, however we will focus here on a
model independent definition of what a resonance is.
It is worth remembering that no poles exist in the first Riemann sheet of the s-plane,
except for possible bound states in the real axis. Otherwise either unitarity or causality
would be violated [78]. However, poles can appear in the second Riemann sheet, and
under certain circumstances they can describe resonances. Let us clarify this situation
by the introduction of the simple Breit-Wigner formula [85] in the S wave
f0(s) ∼ Γ/2
s− (M − iΓ/2)2 . (1.96)
This formula has a pole when sp = (M − iΓ/2)2, which is seen in the real axis as a peak
whose width depends on how far or close the pole is from the real axis. This width
has direct relation with the lifetime of the particle. Hence such a resonance could in
principle be characterized by the narrowness and position of the peak in the real axis.
In the formula above the prescription s ≡ s + i has been taken, the physical
amplitude T (s, t, u) is defined as the limit when → 0. This prescription ensures that
the positive imaginary parts lie in the first Riemann sheet, while we can cross the
unitarity cut continuosly to the second Riemann sheet. The Breit-Wigner formula
thus gives a direct analytical continuation into the second Riemann sheet across the
unitarity cut, valid only in a small region around the peak.
Nonetheless, relativistic Breit-Wigner formulas do not have simple interpretations,
as barrier factors and other kinematic structures may be included to describe the partial
wave, thus varying the position of the pole for the same input in the real axis. On top
of that, as we will see in next sections, broad resonances, cusp effects, or overlapping
resonances can distort the shape when seen in different processes. Nevertheless all
amplitudes with the same quantum numbers should have the same singularities.
That is the reason why we will adopt the convention of the position of the pole in the
next continuous Riemann sheet, √sp = M − iΓ/2, as the definition of the parameters
of a resonance. Another relevant parameter is the coupling of a given resonance to
a particular final state, which is proportional to the residue of the pole through the
relation
g2 = −16pi lim
s→spole
(s− spole)t
II
` (s)(2`+ 1)
q(s)2`
, (1.97)
where tII` (s) is the partial wave in the second Riemann sheet for the scattering of that
state. This coupling is usually related to the width for narrow resonances, however,
when there are overlapping states, cusps, or broad resonances it becomes a new degree
of freedom of the particle.
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Figure 1.11: Integration contour in the complex angular momenta plane surrounding
the poles at integer ` values.
1.4 Regge theory
Is in 1959 when T. Regge [86] first introduced the concept of what nowadays is a fruitful
theoretical tool in High Energy Physics. He studied the theory of complex angular
momenta to discuss solutions of the non-relativistic Schroedinger equation. There it
was proved that, for a broad class of potentials, the only singularities appearing in
the scattering amplitude complex ` plane were poles, of which the ones appearing
for positive integer values of ` were identified as resonances. In fact, these Regge
poles are relevant for the determination of the analytical and dispersive properties of
the relativistic scattering amplitudes. In the QCD case, there is also a relevant cut
singularity, dominant at higher energies, known as the Pomeron, which is not defined
with a resonance exchange. In practice however, it is parameterized as if it were a pole.
In this section we briefly introduce the reader to the theory of complex angular
momenta, deriving the formula for high energy hadron scattering amplitudes that we
will use in several sections of this thesis, together with an introduction to the concept
of factorization of a Regge exchange. Finally, we will also include an introduction to
the Pomeron exchange, which plays a relevant role in sections 2.2.3, 2.2.4 and 3.3.3.
For a detailed and pedagogical introduction we refer the reader to [79,87,88].
In this section we will consider the scattering of equal mass spinless particles for
simplicity, so that one could write a partial wave expansion for the t-channel scattering
as:
T (s, t) = 32pi
∑
`
(2`+ 1)P`(zt)f`(t), (1.98)
where the scattering angle reads:
zt = 1 +
2s
t− 4m2 . (1.99)
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As detailed in appendix B partial wave expansions are only valid in a limited
region, known as the Lehmann ellipse [83], driven by the value of s in this particular
case. If one wants to get a general description, applicable also for large values of the
Mandelstam variable, an analytic continuation is needed. It is here where the extension
to complex values of ` play an important role, as the new partial wave expansion will
be valid in the entire s plane.
We first start by replacing the sum over ` in Eq. (1.98) by an integral over the
contour of Fig. 1.11,
T (s, t) = 16pii
∫
C
(2 `+ 1 )f (`, t)P`(−zt)
sin pi`
d`, (1.100)
where we use Cauchy’s theorem, and f(`, t) is the analytical continuation to complex
` values of the original partial wave. The next step would be to deform the contour
of Fig. 1.11 into the one in Fig. 1.12. However, we must first study the definition of
f(`, t), as it is not unique. Fortunately, due to Carlson’s Theorem, a unique definition
can be achieved by imposing an upper bound for f(`, t) when `→∞. The theorem
states that if:
(i) f(z) is analytic in Re z > C, where C is a real constant.
(ii) f(z) < eK|z|, where K < pi in Re z > C.
(iii) f(z) = 0 at an infinite sequence of positive integers.
Then f(z) = 0, which is equivalent to the uniqueness of f(`, t) if it satisfies the first
two conditions. Unfortunately, if one uses the partial wave projection formula
f`(t) =
1
32pi
∫ 1
−1
P`(zt)T (s(zt), t)dzt, (1.101)
then, due to the asymptotic behavior in ` of P`(z) → `−1/2(C1eiθ + C2e−iθ) and the
fact that −1 < cos θ < 1, it implies that f(`, t) does not satisfy the second condition.
Nevertheless, this problem can be avoided by defining a new set of partial waves
called f+(`, t) defined as the even f(`, t) partial waves, and f−(`, t) defined as the odd
partial waves. These two sets satisfy Carlson’s Theorem, thus allowing us to use the
well-defined amplitudes
T±(s, t) = 16pi
∑
`
(2`+ 1)f±(`, t)(P`(zt)± P`(−zt)), (1.102)
where the physical amplitude is defined through the addition of both amplitudes
T (s, t) = T+(s, t) + T−(s, t). (1.103)
As explained above, we use the Cauchy Theorem, together with the contour of Fig. 1.11
to rewrite the partial wave expansion of Eq. (1.102) as
T±(s, t) = 16pii
∫
C
(2 `+ 1 )f ±(`, t)(P`(−zt)± P`(zt))
sin pi`
d`, (1.104)
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Figure 1.12: Deformation of the original contour in the complex angular momenta
plane.
now let us deform the original contour into the one shown in Fig. 1.12, which apart
from a semicircle enclosed with a line at Re ` = −1/2 it also includes the contours
around the Regge poles appearing in the complex `-plane.
We will denote the positions of these poles in f±(`, t) as α±(t), while the residues
will be denoted as β±(t). This function α±(t) will also be called Regge trajectory, as
the position of such poles describes a path parameterized by t in the `-plane.
The contribution from the semicircle of the contour C ′ is zero, due to the convergent
behavior of the f±(`, t) partial waves. While the contributions coming from the Regge
poles can be directly evaluated using their parameters, the result reads:
T±(s, t) = 16pi2
∑
i
(2α±i (t) + 1)β
±
i (t)
sin piα±i (t)
(Pα±i (t)(−zt)± Pα±i (t)(zt))
+ 8pii
∫ −1/2+i∞
−1/2−i∞
(2`+ 1)f±(`, t)(P`(−zt)± P`(zt))
sin pi`
d`. (1.105)
Finally, for large values of s, zt is large and negative. Taking into account the asymptotic
behavior of the Legendre Polynomials, the second integral of Eq. (1.105) vanishes, and
the final formula reads:
T±(s, t) ' −pi
∑
i
β±i (t)
1± e−ipiα±i (t)
Γ(α±i (t) + 1) sin (piα
±
i (t))
sα
±
i (t). (1.106)
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Figure 1.13: Exchanges of the ρ resonance between different states.
As we will see in more detail in section 4.1 for most hadrons, there is a one to one
correspondence between a Regge trajectory and a family of resonances of given parity
and other quantum numbers. Phenomenologically, it is observed that most hadrons
can be grouped in linear Regge trajectories which are characterized by a positive slope
α′(0) ∼ 1 GeV−2, which is universal and an intercept α(0) that greatly depends on the
family of resonances. As a result the trajectory α(t) varies linearly depending on the
crossed-channel energy t.When α(t) reaches a positive integer number the value of the
t variable will be considered the mass of the relevant exchanged particle.
In this thesis, we will make use of the Regge theory for several works, in particular,
an explicit parameterization describing all pipi → pipi, piK → piK and piN → piN
processes [89], compatible with more recent results in [90] is used. All processes of
a given isospin and strangeness in the t-channel are related through the well known
factorization property. It states that Reggeon exchanges, i.e., the crossed channel
exchanged resonances couple to every vertex with a given constant β(t), which produces
the desired factorization effect as shown in Fig. 1.13.
Another interesting property we will take advantage of is the so called degeneracy.
In principle Regge trajectories could be completely different one from another, there
is no dispersive property that relates all of them, however, as explained above. All
hadronic slopes α′(0) are similar. Furthermore, one would expect close intercepts for
resonances that are almost degenerated within multiplets. This is the case for example
of ρ and K∗ families, which would be the degenerated if SU(3) was an exact symmetry.
Therefore, the parameters used to describe the later for pipi → KK¯ scattering in section
2.2.4 can be initially taken from the ones of the ρ from pipi → pipi. There exist a well
known formulation, called the Veneziano model [91–94], that implements all these
features, together with crossing. This model is compatible with the Regge asymptotic
formulas, while it is also applicable at intermediate crossed energy values, where both
the s and t variables are large. Therefore we will make use of it in sections 2.2.4 and
2.3, when the t dependence is needed.
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1.4.1 The Pomeron
There is an interesting phenomenon that was discovered during the early years of strong
interactions, even before Regge theory was applied to high energy interactions. All
hadronic cross sections were remarkably constant at high energies. As a result of the
optical theorem, it means that for σtot(s) ∼ C to occur then a Regge trajectory of
positive parity with α+P (0) ∼ 1 is needed [95]. Its name, Pomeron, comes from I.Ya.
Pomeranchuk, who showed in 1958 that the total cross sections of the scattering of a
particle and its antiparticle off the same target must be asymptotically equal, if these
are constant at high energies. Indeed, as the Pomeron trajectory is forced to have the
quantum numbers of the vacuum due to its properties, then cross sections of particles
and antiparticles must be equal at high energies σab(s) = σab¯(s). Nowadays we know
that this is no longer the case, since hadronic cross sections grow like s log2 s (see RPP
review on cross-sections). This is actually understood from QCD as the exchange of
gluon ladders, but this is well beyond our scope (see [80,84,87]). Note however that
the Pomeron exchange does not correspond to the exchange of a family of resonances
in the S-channel. Nonetheless, for simplicity and phenomenological purposes it is
parameterized as if it were a pole, with an sα(t) behavior with a trajectory α(t) slightly
bigger than one.
1.4.2 Regge piK → piK formula
The piK → piK scattering process cannot be fully addressed dispersively without
describing its behavior at high energies. However, even though data on cross sections
for several other processes like pipi → pipi exist [96–100], there is no data on this reaction.
That is the reason why we will take advantage of the factorization property detailed
above to extract this amplitude from the pipi → pipi one as it was done in [89].
It is worth noticing first that the pipi system has three different independent ampli-
tudes according to the three different isospins I = 0, 1, 2, and the same happens in the
crossed channels since they are pipi → pipi again. However, the piK system which only
has two different isospins I = 1/2, 3/2, becomes the pipi → KK¯ channel when crossed ,
which may have I = 0, 1 could produce isospin I = 0, 1.
As factorization relates processes with the same quantum numbers, there will be no
mix between different isospins, and we will have
ImT It=0piK (s, t) = fK/piImT
It=0
pipi (s, t), (1.107)
where fK/pi = f
(P )
K (0)/f
(P )
pi (0) and It is the isospin in the t-channel. Similarly
ImT It=0pipi (s, t) = P (s, t) + P
′(s, t). (1.108)
In this equation, P (s, t), P ′(s, t) are the Regge contributions of the Pomeron and f2
respectively. For convenience even for the Pomeron, these formulas take the form
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derived in Eq. (1.106). Whereas for isospin one we have
ImT It=1piK (s, t) = gK/piImT
It=1
pipi (s, t), (1.109)
where now gK/pi = g
(ρ)
K (0)/g
(ρ)
pi (0). Note that in this case the isospin one pipi → pipi
amplitude is dominated by the ρ(770) resonance.
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Chapter 2
Dispersion relations
Several concepts related to the application of the S-matrix principles where already
introduced in section 1.3, including a brief summary of dispersion relations. In this
section, we will make use of the Mandelstam hypothesis, together with some convenient
paths described by the Mandelstam variables, which lead us to closed sets of dispersion
relations for meson-meson scattering processes. In this chapter we will particularly
focus on pipi → pipi and piK → piK scattering, paying special attention to the convenient
amplitudes and dispersion relations that maximize our applicability region. For a more
general and pedagogical introduction to dispersion relations applied to meson-meson
scattering see [79,80,101].
Nonetheless, dispersion relations could and are indeed applied to many other areas
apart from meson-meson scattering within hadronic physics. Although they were first
derived BY Kramers and Kronig in 1926 and 1927 in the field of Optical Physics,
nowadays they are a widespread, powerful phenomenological tool in Hadron Physics.
In particular, but not only, dispersion relations have also been successfully applied to
Regge physics, as we will see in section 4.1.3. They have also been applied to many
different production process, of which section 3.3.3 is an example, they could also be
implemented for studies of Lattice QCD results as pointed in [102], to study form
factors [103] or even devoted to the precision measurements regarding the anomalous
magnetic dipole moment of the muon [104–107]. Finally, they are also crucial to study
3-body interactions [108–111].
In this chapter we will first extend the analyticity concepts, with a detailed descrip-
tion of how dispersion relations are built in section 2.1 for meson-meson scattering.
Two different original results on the application of these techniques to piK → piK and
pipi → KK¯ scattering are presented in sections 2.2.3 and 2.2.4 respectively. Next, some
original results on the joint analysis of the piK system are presented for the first time in
section 2.3. Finally, in section 2.4.3 a set of parameterizations describing both the real
axis and complex plane of the Roy-Steiner and GKPY equations analysis for pipi → pipi
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scattering made in [3, 112] is included.
2.1 Meson-meson scattering
The central topic of this thesis is the study of pion and kaon interactions, together with
the determination of the parameters of strange resonances. The following sections will
introduce the main dispersive tools for piK → piK scattering, although a few remarks
on pipi → pipi scattering will also be presented.
For simplicity, we suppose isospin symmetry for pions and kaons, which is a
valid approximation within a 3% error, which is the relative difference between the
charged and neutral pion masses. Therefore, for the case of two-particle scattering the
amplitudes will be described in terms of the total isospin of each reaction. Otherwise,
one would regard any possible reaction as different, producing a large system that is
not doable in practice.
In this particular case, pions have total isospin 1, while kaons have isospin 1/2.
Pions are then classified in an isotriplet
|pi+〉 = |ud¯〉 = |I = 1, I3 = 1〉, |pi−〉 = |u¯d〉 = −|I = 1, I3 = −1〉,
|pi0〉 = 1√
2
|dd¯− uu¯〉 = |I = 1, I3 = 0〉. (2.1)
In contrast, kaons are classified in two different isodoublets
|K+〉 = |us¯〉 = |I = 1/2, I3 = 1/2〉, |K0〉 = |ds¯〉 = |I = 1/2, I3 = −1/2〉,
|K−〉 = |u¯s〉 = |I = 1/2, I3 = −1/2〉, |K¯0〉 = |d¯s〉 = |I = 1/2, I3 = 1/2〉. (2.2)
Taking the isospin decomposition into account, together with the conservation of
isospin by strong interactions, it is clear that piK → piK scattering will be classified by
isospin 1/2, 3/2 amplitudes, while its crossed channel pipi → KK¯ will form amplitudes
with possible isospins 0 and 1.
Let us now relate the different isospin amplitudes of a process through the isospin
crossing matrices. Imagine we have a set of well defined isospin amplitudes in the
s-channel, so that every process can be expanded as follows
〈I3,m3; I4,m4 |T | I1,m1; I2,m2〉 =
∑
I
〈m3m3|I,m〉 〈m1m2|I,m〉T I(s, t, u), (2.3)
where I is the isospin of the particle and m its projection over the z axis. In this
formula, 〈mimj|I,m〉 are no more than the well-known Clebsch-Gordan coefficients, so
that every amplitude can be directly described as the sum of the well defined isospin
ones. If we invoke crossing symmetry, the amplitude in the s-channel can be rewritten
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as the one in the t-channel for particles 13¯→ 2¯4 as〈
I2,m2; I4,m4
∣∣T t∣∣ I1,m1; I3,m3〉 = ∑
I
〈m4m2|I,m〉 〈m1m3|I,m〉T It=I(s, t, u).
(2.4)
As both Eqs. (2.3) and (2.4) represent the same amplitude we have
T It(s, t, u) =
∑
Is
CstT
Is(s, t, u), (2.5)
where the isospin crossing matrix Cst relates the s and t-channels. In particular, in
piK → piK and pipi → KK¯ scattering the crossing matrices read
Cst =
(
1√
6
1
1√
6
−1
2
)
, Csu =
(−1
3
4
3
2
3
1
3
)
, Ctu =
(
1 0
0 −1
)
, (2.6)
whereas for pipi → pipi scattering, where three different isospin combinations are possible
(0, 1, 2), the matrices read
Cst =
 13 1 531
3
1
2
−5
6
1
3
−1
2
1
6
 , Csu =
 13 −1 53−1
3
1
2
5
6
1
3
1
2
1
6
 , Ctu =
 1 0 00 −1 0
0 0 1
 . (2.7)
We define the inverse of the matrix Cij as the crossing matrix Cji, so that they fulfill
CstCtu = CtuCus = CusCst CsuCut = CtsCsu = CutCts, (2.8)
and they are orthogonal projectors. In particular, in piK → piK scattering crossing
relates both isospins
T 1/2(s, t, u) =
1
2
[
3T 3/2(u, t, s)− T 3/2(s, t, u)] , (2.9)
where T 3/2(s, t, u) is the amplitude of the process pi+K+ → pi+K+. Instead, for
pipi → pipi scattering we define the amplitude of the process pi+pi− → pi0pi0 as A(s, t, u)
so that we get
T 0(s, t, u) = 3A(s, t, u) + A(t, s, u) + A(u, t, s),
T 1(s, t, u) = A(t, s, u)− A(u, t, s),
T 2(s, t, u) = A(t, s, u) + A(u, t, s).
(2.10)
Isospin decomposition is key for the construction of dispersion relations as we will
see in next sections. Precisely, we will make use of it to build two different amplitudes
T+ and T− for the piK → piK process, which are symmetric or anti-symmetric under
s↔ u exchange respectively, and are also related to pipi → KK¯ through isospin crossing
factors
T+(s, t, u) = T+(u, t, s) =
T Is=1/2(s, t, u) + 2T Is=3/2(s, t, u)
3
=
T It=0(t, s, u)√
6
,
T−(s, t, u) = −T−(u, t, s) = T
Is=1/2(s, t, u)− T Is=3/2(s, t, u)
3
=
T It=1(t, s, u)
2
.
(2.11)
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Let us remember that the unsubtracted fixed-t dispersion relation Eq. (1.91) for
piK → piK scattering reads
T (s, t, u) =
1
pi
∫ ∞
(mK+mpi)2
ds′
ImT (s′, t, u)
s′ − s +
1
pi
∫ (mK−mpi)2−t
−∞
ds′
ImT (s′, t, u)
s′ − s
=
1
pi
∫ ∞
(mK+mpi)2
ds′
ImT (s′, t, u)
s′ − s +
1
pi
∫ ∞
(mK+mpi)2
du′
ImT (s, t, u′)
u′ − u , (2.12)
where we have rewritten s′ as s′ = 2Σ − t − u′, so that the integral runs over the
physical region of the u′ dummy variable.
Now, it is clear that, by taking into account the symmetry relations of Eq. (2.11)
for the piK → piK amplitudes, the last integrand of Eq. (2.12) can be rewritten as an
integral over the s-channel, for every amplitude of the process. The input is thus fixed
by data on the physical region. One could follow the same steps for every amplitude of
the pipi → pipi process, yielding a similar result.
2.1.1 Fixed-t Dispersion relations
In previous sections, the analytic structure of the amplitudes has been derived by
fixing t as an intermediate step. With this structure in mind we will derive a simple,
yet powerful set of dispersion relations for the amplitudes that are convenient for our
analysis.
Let us remember that due to the optical theorem the total cross sections of a process
is proportional to the imaginary part of the amplitude
σtot =
1
2 |p| √sImT (s, t = 0). (2.13)
Now, if one substitutes the imaginary part by its Regge expression at high energies
Eq. (1.106), it is clear that the parameters of the Regge asymptotic formula are fixed
by the experimental results. Furthermore, at t = 0 all Legendre polynomials are equal
to 1, so that they do not produce any singular structure when increasing s. Therefore,
if we write down a dispersion relation at t = 0, called Forward Dispersion Relation
(FDR), the input will be directly determined by the cross sections, for which reliable
data exist, while in principle the output can be calculated up to arbitrary high energies.
Regarding subtractions, the number will depend on how fast the Regge trajectory
growths . According to the Froissart bound [113], a twice-subtracted dispersion relation
for T+ and a once-subtracted for T− will always converge for fixed-t. In practice
however, it is enough to include a once subtracted for T+, while the T− amplitude does
converge without any subtraction, just because the growing parts coming from the Regge
formula on the left and right integrals cancel each other due the the anti-symmetric
nature of this amplitude.
47 2.1. MESON-MESON SCATTERING
Thus, if we use T− and T+ respectively in Eqs. (1.91) and (1.93) and we substitute
t = 0, s0 = sth we get
ReT−(s) =
(2s− 2ΣpiK)
pi
PV
∫ ∞
(mpi+mK)2
ds′
ImT− (s′)
(s′ − s) (s′ + s− 2ΣpiK) ,
ReT+(s) = T+
(
(mpi +mK)
2
)
+
(s− (mpi +mK)2)
pi
PV
∫ ∞
(mpi+mK)2
ds′
[
ImT+ (s′)
(s′ − s) (s′ − (mpi +mK)2)
− ImT
+ (s′)
(s′ + s− 2ΣpiK) (s′ + (mpi +mK)2 − 2ΣpiK)
]
, (2.14)
where we have defined T+(s, 0, u) = T+(s). In the case of pipi → pipi scattering we use
the amplitudes
T 00 =
1
3
(
T 0 + 2T 2
)
, T 0+ =
1
2
(
T 1 + T 2
)
, T It=1 =
1
3
T 0 +
1
2
T 1 − 5
6
T 2, (2.15)
which yield the equations listed below
ReT 00(s) = T 00
(
4m2pi
)
+
(s− 4m2pi)
pi
PV
∫ ∞
4m2pi
ds′
(2s′ − 4m2pi) ImT 00 (s′)
s′ (s′ − s) (s′ − 4m2pi) (s′ + s− 4m2pi)
,
ReT 0+(s) = T 0+
(
4m2pi
)
+
(s− 4m2pi)
pi
PV
∫ ∞
4m2pi
ds′
(2s′ − 4m2pi) ImT 0+ (s′)
s′ (s′ − s) (s′ − 4m2pi) (s′ + s− 4m2pi)
,
ReT It=1(s) =
2s− 4m2pi
pi
PV
∫ ∞
4m2pi
ds′
ImT It=1 (s′, 0)
(s′ − s) (s′ + s− 4m2pi)
. (2.16)
Besides calculating dispersion relations for these amplitudes, we can always combine
them and evaluate them at a given energy point, the result is known as a sum rule,
and they are usually evaluated at the threshold or sub-threshold. They are particularly
interesting when the integral over the whole physical region can be related to a given
low-energy parameter, thus producing a robust and model-independent extraction of
its value. On top of that, if at a given energy value the amplitude is well known, a
sum rule can always be implemented to relate the low-energy data to the high-energy
contribution.
Actually, fixed-t partial-wave dispersion relations where first derived in Hadron
physics to get an accurate description of low-energy parameters. The two first applica-
tions, pipi and piN scattering were obtained by Roy [114] and Steiner [115], respectively.
These fixed-t relations are a fairly simple group of dispersion relations that fulfill the
following practical requirements
1. Inputs come from the experimental data.
2. The kernels inside the integrals are analytic and simple.
3. They can be applied in a considerable energy range in the physical region
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The set of equations described above are obtained through the implementation of
crossing, once projected into partial waves they read
Re f
(I)
l (s) = C
(I)
l a
(0)
0 + C
′(I)
l a
(2)
0 +
∑
l′,I′
PV
∫ ∞
4M2pi
ds′Kl,l′;I,I′ (s′, s) Im f
(I′)
l′ (s
′) , (2.17)
where the constants C(′)(I)` are known. A detailed derivation, including its region of
applicability is given in Appendix A.
Thus, as proved in [116,117], depending on the number of free parameters coming
from subtractions and the values of the phase shifts at a given matching point sm,
a unique solution for the system of Roy-Steiner equations can be obtained just by
including as input the imaginary parts above sm. The price to pay however, is that the
input above sm is fixed and thus any systematic effect produced by deviations of the
input is neglected. This approach has been used by several groups applied to pipi → pipi
scattering [118–120], piK → piK scattering [2, 121], γγ → pipi [122, 123] and also to piN
scattering [124,125].
A different approach, more data driven, is the one performed in a series of works
by the Madrid-Krakow group [3,112,126–128]. It consists on constraining the fits to
partial waves by means of dispersion relations, while they are also forced to describe
the data. We will follow this very same approach for the study of both piK → piK
and pipi → KK¯ systems. In such a case, it was shown [129] that the lower the number
of subtractions, the smaller are the uncertainties produced, thus we will also take
advantage of this fact to implement dispersion relations that are as less subtracted
as possible. In particular, the fixed-t amplitude dispersion relations we will use for
piK → piK read
T−(s, t) =
1
pi
∫ ∞
(mpi+mK)2
ds′ ImT− (s′, t)
[
1
s′ − s −
1
s′ − u
]
,
T+(s, t) = c+(t) +
1
pi
∫ ∞
(mpi+mK)2
ds′
ImT+ (s′, t)
s′2
[
s2
s′ − s +
u2
s′ − u
]
, (2.18)
where the constant c+(t) is obtained by means of a hyperbolic dispersion relation, as
explained in detail in Appendix A. After projecting this system of equation one gets
f+l (s) =
m+a
+
0
2
+
1
pi
∑
`
∫ ∞
m2+
ds′L+l,`(s, s
′)Im f+` (s
′) +
1
pi
∑
`≥0
∫ ∞
4m2pi
dt′L0l,2`(s, t
′)Im g02`(t
′),
f−l (s) =
1
pi
∑
`
∫ ∞
m2+
ds′L−l,`(s, s
′)Im f−` (s
′), (2.19)
where the kernels are known functions given in Appendix D, and the only input apart
from the data is the scattering length a+0 . For the anti-symmetric partial wave however,
the scattering length will be produced as a sum rule, dominated by the input of the
S1/2 partial wave at low energies. We thus expect this value to be really precise and
trustworthy.
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While a system of fixed-t dispersion relations could be derived also for pipi → KK¯,
it is explained in Appendix 2.2.4 how their applicability region is restricted below
the physical threshold. An alternative formulation, obtained by means of a different
mathematical relation between the Mandelstam variables is thus needed. Such a system
will be described in next section.
2.1.2 Hyperbolic Dispersion relations
As pointed out above, even though fixed-t dispersion relations are fairly advantageous
to study low-energy meson-meson scattering, the crossed-channel physical regions
produced by two-particle states with different masses cannot be studied using this
approach. A different scheme must be followed instead. Hyperbolic dispersion relations
(HDR) were first introduced by Hite and Steiner [130] to solve the problem of the reduced
validity region of fixed-t dispersion relations for piN scattering. The approach was
extended later to pipi → KK¯ [131] and piK [132] scattering in the 70’s. Unfortunately,
data was scarce, with crude results and small statistics. Furthermore, just a few partial
waves had been measured. Hence no accurate results for these reactions were found.
Instead of considering the analytic structure when t is fixed, we will use a family of
hyperbolae (s−a)(u−a) = b, where a will be used to maximize the analyticity domain
as detailed in Appendix B. In previous works [2, 121,131–133] the parameter defining
the various families of hyperbolas a was set equal to zero for simplicity, however, we will
take advantage of the approach described in [122, 124] to enlarge the physical region of
applicability in the t-channel roughly a 70% by optimizing this parameter. At the same
time we also increase the region of applicability of the s-channel up to the first inelastic
threshold, which is key for a more stable extrapolation to obtain the κ/K∗0(700) pole.
Taking into account the hyperbola defined above, the Mandelstam variables s, u
can be written as
sb ≡ sb(t) = 12
(
2Σ− t+√(t+ 2a− 2Σ)2 − 4b) ,
ub ≡ ub(t) = 12
(
2Σ− t−√(t+ 2a− 2Σ)2 − 4b) . (2.20)
The analytic structure of the amplitude will thus be the same as before, however,
we will express the Cauchy Theorem in terms of the t variable and then rewrite it using
the relations above. Let us remark that all amplitudes must be even under s ↔ u
exchange if one wants to build a hyperbolic system of dispersion relations. Thus we
will use two functions, the symmetric amplitude T+(s, t) and T−(s, t)/(s− u) which
is symmetric by construction. It is worth noticing that s − u goes to infinity as s
increases, so that the latter does not need any subtraction to converge and hence it
reads
T−(sb, t)
sb − ub =
1
2pi
∫ ∞
4m2pi
dt′
ImT It=1(t′, s′b)
(t′ − t)(s′b − u′b)
+
1
pi
∫ ∞
m2+
ds′
ImT−(s′, t′b)
(s′ − sb)(s′ − ub) , (2.21)
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where
s′b ≡ sb(t′), u′b ≡ ub(t′),
t′b = 2Σ− s′ −
b
s′ − a + a. (2.22)
For the symmetric amplitude however, one subtraction is needed, thus yielding the
following equation
T+(t, b, a) = h(b, a) +
t
pi
∫ ∞
4m2pi
ImT It=0(t′, s′b)√
6 t′(t′ − t) dt
′
+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, t′b)
s′
( s
s′ − s +
u
s′ − u
)
. (2.23)
The relation between the subtraction constant h(b, a) and the low-energy scattering
length a+0 is detailed in Appendix A. Let us write the final equation
T+(sb, t) = 8pim+a
+
0 +
t
pi
∫ ∞
4m2pi
ImT It=0(t′, s′b)√
6 t′(t′ − t) dt
′
+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, tb)
s′
[h(s′, t, b, a)− h(s′, 0, b, a)]
+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, 0)
s′2
[
g(s′, b, a)− g(s′,∆2, 0)] , (2.24)
where the kernels h(s′, t, b, a) and g(s′, b, a) are also given in Appendix A. The advantage
of hyperbolic dispersion relations is that they do not produce complicated integrands,
while they are more useful than most of the alternative paths defined during the years.
Later on, in section 2.3 it will be explained how a once-subtracted dispersion relation
for T−(s, t)/(s− u) is also of interest. As a brief remark, such an equation will depend
way less on the crossed input, thus producing a more reliable result, barely affected by
the uncertainties coming from pipi → KK¯. This equation reads
T−(sb, t)
sb − ub =
8pim+a
−
0
m2+ −m2−
+
t
2pi
∫ ∞
4m2pi
dt′
ImT It=1(t′, s′b)
t′(t′ − t)(s′b − u′b)
+
1
pi
∫ ∞
m2+
ds′ImT−(s′, t′b) [d(s
′, t, b, a)− d(s′, 0, b, a)]
+
1
pi
∫ ∞
m2+
ds′ImT−(s′, 0)
[
f(s′, b, a)− f(s′,∆2, 0)] , (2.25)
where once again the integrands d(s′, t, b, a) and f(s′, b, a) are known functions, listed
in Appendix A.
Now let us recall the formulas for the s-channel and t-channel partial-wave projec-
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tions, which in the particular case of piK scattering read
f Il (s) =
1
16pi
∫ 1
−1
dzsPl(zs)T
I(s, t),
gI` (t) =
√
2
32pi(qpiqK)`
∫ 1
0
dztP`(zt)T
It=I(t, s). (2.26)
Introducing these projection formulas into Eqs. (2.21), (2.24) and (2.25), the partial-
wave dispersion relations for the s-channel read:
f+l (s) =
m+a
+
0
2
+
1
pi
∑
`
+
1
pi
∑
`≥0
∫ ∞
4m2pi
dt′K0l,2`(s, t
′)Im g02`(t
′),
∫ ∞
m2+
ds′K+l,`(s, s
′)Im f+` (s
′),
f−l (s) =
1
pi
∑
`
∫ ∞
m2+
ds′K−l,`(s, s
′)Im f−` (s
′) +
1
pi
∑
`≥1
∫ ∞
4m2pi
dt′K1l,2`−1(s, t
′)Im g12`−1(t
′),
f−l (s) = δl,0
m+a
−
0
2
3s2 − 2sΣ−∆2
8smpimK
+ δl,1
m+a
−
0
2
m4pi + (m
2
K − s)2 − 2m2pi(m2K + s)
24smpimK
+
1
pi
∑
`
∫ ∞
m2+
ds′Kˆ−l,`(s, s
′)Im f−` (s
′) +
1
pi
∑
`≥1
∫ ∞
4m2pi
dt′Kˆ1l,2`−1(s, t
′)Im g12`−1(t
′),
(2.27)
where all kernels are known functions, listed in Appendix D, and the scattering lengths
come from the fits to the data. Note that we use a hat for the kernels of the once-
subtracted T− dispersion relation. On the other hand, the partial-wave expansion for
the t-channel reads:
g00(t) =
√
3
2
m+a
+
0 +
t
pi
∫ ∞
4m2pi
Im g00(t
′)
t′(t′ − t)dt
′ +
t
pi
∑
`≥2
∫ ∞
4m2pi
dt′
t′
G00,2`−2(t, t
′)Im g02`−2(t
′)
+
1
pi
∑
`
∫ ∞
m2+
ds′G+0,`(t, s
′)Im f+` (s
′),
g02(t) =
t
pi
∫ ∞
4m2pi
Im g02(t
′)
t′(t′ − t)dt
′ +
t
pi
∑
`≥2
∫ ∞
4m2pi
dt′
t′
G′02,4`−2(t, t
′)Im g04`−2(t
′)
+
1
pi
∑
`
∫ ∞
m2+
ds′G′+2,`(t, s
′)Im f+` (s
′),
g11(t) =
1
pi
∫ ∞
4m2pi
Im g11(t
′)
t′ − t dt
′ +
1
pi
∑
`≥2
∫ ∞
4m2pi
dt′G11,2`−1(t, t
′)Im g12`−1(t
′)
+
1
pi
∑
`
∫ ∞
m2+
ds′G−1,`(t, s
′)Im f−` (s
′),
g11(t) =
2
√
2m+a
−
0
3(m2+ −m2−)
+
t
pi
∫ ∞
4m2pi
Im g11(t
′)
t′(t′ − t)dt
′ +
t
pi
∑
`≥2
∫ ∞
4m2pi
dt′
t′
Gˆ11,2`−1(t, t
′)Im g12`−1(t
′)
+
1
pi
∑
`
∫ ∞
m2+
ds′Gˆ−1,`(t, s
′)Im f−` (s
′), (2.28)
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Note that, once again, we use a hat for the kernels of the once-subtracted T−
dispersion relation. In practice, these integrals will be evaluated up to some maximum
value smax or tmax up to which we know all relevant partial waves. Above smax, tmax
we will make use of Regge theory, sometimes in the form of a simple Veneziano
formula [80, 91], or as a more sophisticated description through a pure asymptotic
formula [89].
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Figure 2.1: Production process Kp→ piKp in the one-pion exchange approximation.
2.2 Dispersive study of piK → piK and pipi → KK¯
2.2.1 Motivation
As reviewed in previous sections, a precise determination of the scattering amplitudes of
all pipi → pipi, piK → piK, and pipi → KK¯ processes is crucial for the understanding of
Chiral Perturbation Theory, the properties of relevant resonances, like the σ/f0(500) or
κ/K∗0 (700), and even for the precise determination of the Regge asymptotic parameters.
Furthermore, the κ/K∗0 (700) plays a central role in this thesis. It is the partner of the
σ/f0(500), and whose status according to the PDG [134] is “still needs confirmation”.
On top of all the above, these hadronic processes appear as final states in many different
experiments, in particular, they play a role in CP violating effects at the LHCb [135],
they appear as final states in several COMPASS analyses [136], BESIII [137, 138],
BaBaR [139–141] or in many others like E791, BELLE, ALEPH etc... .
These hadronic processes have been extensively studied throughout the years from
the experimental point of view, however, the experimental information can not be
determined directly, as there is no feasible experiment where two collimated meson
beams collide, not at least with enough luminosity. As a result all determinations rely
on some kind of approximations, depending on whether the original reaction was a
production process, a strong decay, or a semileptonic one. In particular, the production
process measured in [142–147] to determine the piK → piK interactions is shown in
Fig. 2.1, a similar production process, pip→ KKp was used in [148–151] to measure
pipi → KK¯.
In order to extract the upper subprocess of Fig. 2.1 the one pion exchange approx-
imation has to be assumed (see [80] for a pedagogical introduction). Even though
the pion pole lies relatively close to the zero of the physical transferred momentum to
the protons, the latters cannot be measured below typically 100 MeV of transferred
momentum. Otherwise they would not leave the target. As a result, the approximation
carries a systematic effect,as the extrapolation of a pole in the real axis is not that
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Figure 2.2: D+ semileptonic decay studied in [155,156].
precise anymore. These extrapolations are what causes most of the deviations from
one experiment to another, creating conflicting data sets with no clear constraint. This
was for example the case of pipi → pipi Cern-Munich experiments [152–154], where the
very same measurement produced several conflicting extrapolations due to different
exchanges and rescattering effects that are not taken into account. On top of that, the
statistics of some of the piK → piK production experiments is small at best compared
to more modern standards, with such a low statistic, the uncertainties are expected to
be bigger.
More experimental results come into play if one considers different reactions, like
the ones in Figs. 2.2, and 2.3. Unfortunately, and although the statistics is much bigger,
these experimental results are not appropriate to extract scattering phases and poles
with precision, as shown in section 2.2.3 due to their large systematic uncertainties,
coming mostly from hadronic and unitarity approximations.
This situation has given rise to poorly constrained scattering amplitudes, and
basically no data close to the piK → piK threshold, so that the low-energy expansion of
SU(3) ChPT cannot be accurately determined [157]. Moreover, the region where the
κ/K∗0(700) plays a role in the real axis is plagued with systematic effects, which does
not help to study its properties, still debated nowadays. Furthermore, all non-dispersive
determinations of the κ/K∗0(700) pole will be unstable due to how far it is from the
real axis.
A completely different approach, based on Lattice QCD, has shown to be effec-
tive nowadays when computing scattering lengths and phase shifts for this processes.
Interesting results for both of them have been published recently by well-known collabo-
rations [55,57–59,102,158]. Unfortunately, even though their results are promising, they
are not using the physical masses of the pseudo-scalar mesons yet, and extrapolations
of the masses, carried out by means of UChPT are necessary to compare with results
at the physical point.
In a previous series of works [2,121,133] the dispersive formalism was applied to the
study of piK → piK interactions, with special emphasis on the low-energy expansion,
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Figure 2.3: D+ decay measured in [159] (left) and ηc decay measured in [160] (right).
where the pipi → KK¯ scattering was considered as input. As a final result, partial
waves for piK → piK below 1 GeV where predicted, without using any data input in
that region. Nevertheless, several systematic uncertainties have not been taken into
account, like the matching condition they use to match the solution with the input
above 1 GeV, or the high energies inputs for piK → piK and pipi → KK¯, which could
be deviated from the dispersive constraints, and the obtained P wave is at odds with
the data. This result is surprising taking into account that it is dominated by a very
well known resonance, the K∗(892). In addition, no study of the pipi → KK¯ physical
region was performed. On top of all the above, the use of a different approach towards
the implementation of dispersion relations, driven by the data, like the one of the
Madrid-Krakow group [89, 126–128] is of interest, as it offers more control over several
conflicting regions.
It is then timely to give rise to a complete, precise, and model independent dispersive
analysis of the piK → piK and pipi → KK¯ scattering data.
2.2.2 Outline of the main results
In this subsection, two published research papers are presented in sections 2.2.3 and
2.2.4. As detailed in several sections of this thesis, piK was already studied dispersively
in [2], together with some other more simple, partial calculations [121,161,162]. However,
the system of Roy-Steiner equations used by the authors can solve the partial waves
only up to
√
s ∼ 0.95 GeV, so the data in between that lower bound and 2.5 GeV was
fixed as mere input. In the first publication 2.2.3 we analyze piK → piK scattering by
means of forward dispersion relations, as introduced in section 2.1.1. With this new
analysis we were able not only to determine a similar parameterization to the data for
the S waves in the elastic region, while our P wave is compatible with the data, but
we also constrained the higher energy regions for the first time. In section 2.2.4 we
present a published work devoted to the study of pipi → KK¯. We determine for the
first time the g00,g11 and g02 partial waves within a dispersive formalism in the physical
region. The main results of the publications are summarized as follows:
• In the first place, we obtain unconstrained fits to all piK → piK relevant partial
waves for both isospins, that is, the S, P,D and F -waves. We fit all possible data
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sets up to 1.8 GeV, playing special care on how to treat systematic uncertainties.
• We derive the system of dispersion relations, together with two different sum
rules applied at the threshold. We then check the fulfillment of said equations,
finding sizable deviations at all energies.
• We constrain the set of partial waves by minimizing the distance between the
input and output of the DR while describing the data. We find a constrained
parameterization that describes the data while fulfilling all the dispersion relations
and threshold sum rules. The scattering lengths are then obtained with high
accuracy, and the factorization constants of the Regge theory are constrained by
these system of equations.
• We then evaluate the analytic parameterizations in the complex plane, finding
the pole positions of both the κ/K∗0 (700) and K∗(892) resonances, although these
still are not completely model-independent results, which will be obtained in
section 3.1.4.
• In 2.2.4 we present a generalized system of hyperbolic dispersion relations, where
the parameter a determining the hyperbola (s−a)(u−a) = b is used to maximize
the applicability domain in both the s and t-channels. All necessary kernels to
evaluate the disperson relations up to tensor partial waves in the t-channel are
also included.
• We obtain a system of unconstrained fits to data for g00,g11 and g02, where special
emphasis for the former is paid. It has two incompatible data sets, that will be
studied separately.
• As the g02 has no data points for its phase, we solve some caveats within the
literature on parameterizations for this partial wave. By imposing unitarity for
the phase of the g02 partial wave a different description from these customarily
considered in the literature is obtained, in particular it differs from the experi-
mental one of the Brookhaven collaboration [149]. Not only does it differ from
the experimental solution in the low-energy region, but also in the high energy
one, producing a new phase for the g00 as both are determined using data on
φ(g00)− φ(g02).
• After imposing the set of dispersion relations, parameterizations for all these
partial waves are found, these equations are consistent with the inputs coming
from piK → piK while the fulfill the analytic requirements. As a final remark, two
different parameterizations, both compatible with dispersion relations, related to
the two different compatible data sets for g00 are found.
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2.2.3 Publication: Pion-kaon scattering amplitude constrained with for-
ward dispersion relations up to 1.6 GeV
Pion-kaon scattering amplitude constrained with forward dispersion
relations up to 1.6 GeV
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In this work we provide simple and precise parametrizations of the existing πK scattering data
from threshold up to 1.6 GeV, which are constrained to satisfy forward dispersion relations as well as three
additional threshold sum rules. We also provide phenomenological values of the threshold parameters and
of the resonance poles that appear in elastic scattering.
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I. INTRODUCTION
Pion-kaon scattering is a very relevant process for our
understanding of hadron physics and the strong interaction.
The motivation to study it is threefold.
First of all, because pions and/or kaons appear in the
final states of all hadronic processes. In particular kaons do
so if the process involves net strangeness. Since pions and
kaons interact strongly, final state πK rescattering effects
are essential to describe and understand such hadronic
processes.
Second, the reaction is interesting by itself, because
even though we cannot solve QCD at low energies, the
identification of pions and kaons as pseudo Goldstone
bosons of the QCD spontaneous chiral symmetry breaking
allows for a rigorous formulation in terms of a low-energy
effective theory known as chiral perturbation theory
(ChPT) [1]. In turn, ChPT provides πK scattering ampli-
tudes which have been calculated first to one loop [2] and
then to two loops [3]. Relevant constraints on the ChPT
low-energy constants can be obtained from sum rules and
dispersion relations applied to πK scattering [4]. In
addition, πK scattering was subsequently unitarized to
one loop [5,6] or within the chiral unitary approach [7],
providing a simultaneous description of the low-energy and
resonant regimes. Moreover, there is a renewed interest in
πK scattering in lattice QCD, where the main features, like
threshold parameters [8], scattering phases and resonances
[9], have already been calculated. Although the pion mass
used for these lattice calculations is not physical, one can
expect physical values to be within reach soon. Alternative
lattice strategies that calculate πK scattering from unita-
rized chiral Lagrangians have also been followed recently
in [10].
Third, in pion-kaon scattering appear some of the still
controversial light scalar mesons, like the K0ð800Þ or κ
resonance and the K0ð1430Þ. The former has been the
subject of a long-standing debate about its very existence
and nature. Actually, it is a firm candidate to form the
lightest nonet of scalar mesons together with the f0ð500Þ or
σ meson, the f0ð980Þ and the a0ð980Þ. There is strong
evidence that these states might form a nonet of non-
ordinary mesons [7,11], i.e., mesons not predominantly
made of a quark and an antiquark. The κ resonance has
been obtained within different variants of unitarized ChPT
in [6,7]. It has also been shown to have a mass smaller than
900 MeV [12] and has been found [13] from a rigorous
solution [14] of the Roy-Steiner dispersion relations [15],
which is the best determination so far. However, those
pieces of evidence are still not considered enough by the
Review of Particle Physics (RPP) [16], which still lists the
K0ð800Þ resonance under the “needs confirmation” label.
Thus, the κ meson is a further motivation for our present
study, since any rigorous resonance determination from
data (not a solution of dispersion relations or lattice)
requires first a consistent knowledge of πK scattering,
which, in order to control all uncertainties, should reach
beyond the pure elastic regime. Incidentally, the latter
region is also of direct interest for the K0ð1430Þ resonance.
Hence, the goal of this work is to perform an analysis
of the existing πK scattering data constrained to satisfy
forward dispersion relations. The advantage of these
relations is that, contrary to other kinds of dispersion
relations (like Roy-Steiner equations in their simplest
form), they can be easily implemented up to arbitrarily
high energies. Here we will apply to πK scattering an
approach that has been recently followed [17] to obtain a
precise description of ππ scattering data, consistent with
dispersion relations. Namely, on a first stage one obtains
simple fits to different, even conflicting, sets of data for
each partial wave up to 1.74 GeV, without any further
constraint apart from unitarity. The resulting parametriza-
tions form a set of simple “unconstrained fits to data” that
could be easily modified wave by wave in case new data
would appear. However, we check later to see that this set is
not consistent with forward dispersion relations up to
1.74 GeV. Then, using this set as a starting point, one
refines its parameters by imposing the dispersion relations
without spoiling the data description. The resulting
“constrained fits to data” will be the main result of this
work and will provide precise parametrizations describing
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the existing data, while being simultaneously consistent
with forward dispersion relations up to 1.6 GeV as well as
with three threshold sum rules. Since these parametriza-
tions are rather simple, we expect that they will become a
useful tool for further studies, either theoretical or exper-
imental, involving πK scattering at some stage and par-
ticularly for the precise determination of resonance
parameters. This was indeed the case of the parametriza-
tions resulting from a similar analysis of ππ scattering.
II. KINEMATICS AND NOTATION
As is customary we will use the partial wave decom-
position of the πK scattering amplitudes
TIðs; t; uÞ ¼ 4
π
X
l
ð2lþ 1ÞPlðcos θÞtIlðsÞ; ð1Þ
where s, t, u are the standard Mandelstam variables,
satisfying sþ tþu¼ 2ðm2π þm2KÞ and σðsÞ ¼ 2qKπ=
ﬃﬃ
s
p
.
The center of mass momentum of two particles with mass
m1 and m2 is
q12ðsÞ ¼
1
2
ﬃﬃ
s
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðs − ðm1 þm2Þ2Þðs − ðm1 −m2Þ2Þ
q
: ð2Þ
For later convenience we also define Σ12 ¼ m21 þm22 and
Δ12 ¼ m21 −m22. Unless explicitly stated, m1 ¼ mK and
m2 ¼ mπ and q ¼ qKπ in this work. Note that we are
working in the isospin limit of equal masses for all pions
mπ ¼ 139.57 MeV and equal masses for all kaons
mK ¼ 496 MeV. We also use mη ¼ 547 MeV.
The elastic unitarity condition ImtðsÞ ¼ σðsÞjtðsÞj2
implies that the elastic partial wave can be recast in terms
of a real phase shift
tlðsÞ ¼
tˆðsÞ
σðsÞ ¼
eiδlðsÞ sin δlðsÞ
σðsÞ ¼
1
σðsÞ
1
cot δðsÞ − i ; ð3Þ
where we have introduced the “Argand” partial wave tˆðsÞ
for later convenience.
In contrast, in the inelastic regime an inelasticity function
is also introduced to write
tlðsÞ ¼
tˆðsÞ
σðsÞ ¼
ηlðsÞe2iδlðsÞ − 1
2iσðsÞ : ð4Þ
Later on we will also study the scattering at very low
energies through the threshold parameters defined as
RetˆIlðsÞ ∼ q2lþ1ðaIl þ bIlq2 þOðq4ÞÞ: ð5Þ
Throughout this work we will also use the traditional
spectroscopic notation, naming the partial waves with
isospin I and angular momentum l ¼ 0; 1; 2; 3… as SI ,
PI , DI and FI waves …, respectively.
III. UNCONSTRAINED FITS TO DATA
A. The data
Data on πK scattering were obtained mostly during
the 1970s and the 1980s, measured indirectly from
KN → KπN reactions, assuming they are dominated by
the exchange of a single pion.
On the one hand, data on the I ¼ 3=2 πK scattering cross
sections was isolated in the early 1970s using different
reactions: early experiments provided cross sections by
studying K−d → K−π−pp in Cho et al. [18] and K−n →
K−π−p in Bakker et al. [19] as well as Kp → Kπ−Δþþ
in Jongejans et al. [20]. Since this πK channel seems elastic
up to at least 1.8 GeV, it is straightforward to obtain the
phase shift. Actually, this was done explicitly by Linglin
et al. in [21] from their K−p → K−π−Δþþ analysis. In
general, the experiments in the earlier 1970s have low
statistics, which were improved by later experiments. In
particular, in 1977 Estabrooks et al. [22] performed a
relatively high statistics analysis of Kp → Kπþn and
Kp → Kπ−Δþþ at 13 GeV to obtain the I ¼ 3=2 πK
component, also with no evidence of inelasticity up to
1.8 GeV in πK scattering. We will see that the differences
between experiments are larger than the statistical uncer-
tainties they quote, which points to the existence of a
sizable systematic uncertainty that we will have to estimate
separately for each wave.
On the other hand, isospin I ¼ 1=2 scattering waves
have always been obtained in combination with those with
I ¼ 3=2. This was done for instance byMercer et al. in [23]
using the Kþp → Kþπ−Δþþ and Kþp → K0π0Δþþ reac-
tions. Due to low statistics, in order to separate different
isospins, they needed to combine their results with the so-
called world data summary tape, a heterogeneous and not
very precise collection of data that existed at that time. As a
consequence, the results for their I ¼ 1=2 and 3=2 waves
have huge uncertainties, which is why they are usually
neglected against later and more precise experiments.
As a matter of fact, what was really measured in
scattering experiments was the tl ¼ t1=2l þ t3=2l =2 combi-
nation. This was already studied with relatively high
statistics in [22] up to 1.85 GeV, but also in the experiment
with the highest statistics so far that was performed in the
1980s by Aston et al. at the LASS spectrometer [24] at
SLAC. This LASS experiment studied the K−p → K−πþn
reaction at 11 GeV and obtained the same πK partial wave
combination up to 2.6 GeV.
The analysis needed to extract πK scattering amplitudes
from KN → KπN has several sources of systematic uncer-
tainties, like corrections to the on-shell extrapolation of
the exchanged pion or rescattering effects. However, most
experimental works only quote statistical uncertainties for
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each solution and for this reason conflicting data exist. This
will be clearly seen in the figures below. Thus, in our fits we
sometimes add a systematic uncertainty to different sets or
to certain data points which are in conflict with other data
points in the same region. In the case of the most delicate
and controversial wave, which is the S1=2, we have checked
to see that the resulting data set and the fit are consistent
with certain statistical tests explained in Appendix B.
In addition some ambiguities occur in the determination
of the phase that sometimes lead to different solutions for
πK scattering even within the same KN → KπN experi-
ment. In the case of Aston et al. [24] these ambiguities
appear above the region of interest for this work. In
contrast, Estabrooks et al. [22] do have four solutions
above 1.5 GeV, but we only consider solution B since it is
the one qualitatively closer to Aston et al.
So far we have been discussing scattering data where the
I ¼ 1=2 state has always been obtained in combination
with the I ¼ 3=2 one. However, it is also possible to obtain
information on πK scattering from the decays of heavier
particles. In particular, when πK’s are the only strongly
interacting particles in the decay, the Watson theorem
implies that, in the πK elastic region, the phase of the
global process should be the same as the scattering phase
shift. In particular, the phase-shift difference between S
and P waves with I ¼ 1=2 have been measured fromDþ →
K−πþeþνe by the BABAR Collaboration [25] and recently
by the BESIII Collaboration [26]. The results are very
consistent with the LASS experiment, but their uncertain-
ties are too large and will not be included in our fits,
although we will show them for completeness.
Moreover, there are measurements of the I ¼ 1=2 phase
of the KπS-wave amplitude obtained from Dalitz plot
analyses of Dþ → K−πþπþ by the E791 [27], FOCUS
[28] and CLEO-c [29] collaborations, as well as a recent
similar analysis of ηc → KK¯π by the BABAR Collaboration
[30]. These phases (and amplitudes) are not necessarily
those of πK scattering due to the presence of a third
strongly interacting particle, which invalidates the use of
Watson’s theorem. However, a posteriori comparison with
the scattering data has shown that, within the large
uncertainties and at least in the elastic region, the resulting
phase (but not the amplitude) is very similar to that of
LASS. This means that the effect of the third particle on the
phase is rather constant and almost amounts to a global
shift. But these data cannot really be interpreted as a
scattering phase beyond this qualitative agreement and are
therefore not included in our fits. Nevertheless we will
show and discuss them in comparison with our results.
B. General form of our parametrizations
Each partial wave will now be fitted to the existing data
up to ∼1.7 GeV, which means that we will only fit S, P, D
and F waves, since there are no data for G, H and higher
waves below 1.8 GeV. In this first stage, the fit to a wave
with a given angular momentum will be performed inde-
pendently of other waves with different angular momen-
tum, by means of simple functions, without imposing any
dispersive constraint. For this reason the resulting set of
partial waves will be called an unconstrained fit to data
(UFD). When possible, as in waves which are elastic in the
whole energy range, a single functional form will be used
throughout the whole energy region. However, for more
complicated waves different functional forms will be used
in different regions. Typically these piecewise functions
will be matched at thresholds demanding continuity.
We would like to add a word of caution here. The data
are not precise nor numerous enough to exclude large
fluctuations between successive data points, particularly in
certain energy regions. One could devise complicated
parametrizations that would pass through every single data
point, or even produce fluctuations between points. In this
work we are assuming that such fluctuations do not occur
and that the data can be correctly fitted with simple and
relatively smooth parametrizations. The size of the uncer-
tainties thus depends on this assumption. The parametriza-
tions we describe below are the ones we have finally chosen
because they satisfy the above assumption and yield
uncertainty bands which do not show wild fluctuations
or become too large in a region where the data spread does
not require so. In particular, we have explored different
kinds of conformal parametrizations (with different centers
and more terms in the expansion, see Appendix A), we
have tried simple polynomials in different variables,
including orthogonal polynomials in a given region, adding
or removing resonant shapes, etc. Since all of them fit the
data, their central result is not too different from our final
choice. Except in a few relevant cases, we spare the reader
from explaining the caveats that affect the many other
parametrizations we tried. We just present below our final
choice. Moreover, for a given parametrization, and once
the systematic uncertainty that affects the data has been
estimated, we decide to stop adding parameters when the
χ2=dof is close to or less than one. Of course, the size of
the final uncertainties depends on our educated guess of
systematic uncertainties, which, as we will see, dominate
the final error bands in many cases.
1. Partial waves in elastic regions
For the elastic regions, in which a partial wave can be
recast in terms of just a phase shift, we will use a conformal
expansion of the type
cot δlðsÞ ¼
ﬃﬃ
s
p
2q2lþ1
FðsÞ
X
n
BnωðsÞn; ð6Þ
where FðsÞ ¼ 1 except for scalar waves that have an
Adler zero at sAdler, in which case FðsÞ ¼ 1=ðs − sAdlerÞ,
or for waves that exhibit a clear narrow resonance and
whose phase shift crosses π=2 at mr, in which case
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FðsÞ ¼ ðs −m2rÞ. In addition, the conformal variable is
defined as
ωðyÞ¼
ﬃﬃﬃ
y
p −α ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃy0−ypﬃﬃﬃ
y
p þα ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃy0−yp ; yðsÞ¼

s−ΔKπ
sþΔKπ

2
: ð7Þ
This change of variables, which maps the complex s plane
into the unit circle, is relatively similar to those used for ππ
scattering in [17] or πK scattering in [12], and is explained
in detail in Appendix A. It suffices here to say that, by
taking full advantage of the analytic properties of the partial
waves in the complex plane, such a conformal expansion
ensures a rapid convergence of the series and no more than
three Bi coefficients are needed for the fits to each wave in
the elastic region. The y0 ≡ yðs0Þ and α constants are fixed,
not fitted, for each partial wave. The s0 parameter sets the
maximum energy at which this mapping is applicable on
the real axis, whereas α fixes the energy where the
expansion is centered.
2. Partial waves in inelastic regions
The parametrizations of partial waves in the inelastic
region have to accommodate several resonant structures
that have been observed and ensure a continuous matching
with the elastic parametrization. Note that for the D1=2 and
F1=2 waves, since data only exist in the inelastic region, we
will use a unified inelastic formalism in the whole energy
region, which reduces to the elastic case below the Kη
threshold.
We have tried different parametrizations, like polynomial
fits in powers of the πK, Kη momenta, or the s or
ﬃﬃ
s
p
variables. However such fits tend to have small uncertain-
ties close to the elastic region and very large as the energy
increases, which does not necessarily reproduce the uncer-
tainty observed in the data and leads to huge correlations.
As other authors before [14], we have found that it is more
efficient to describe this region with products of exponen-
tial or rational functions, which are more flexible to
accommodate resonant structures and whose resulting
uncertainty bands are more uniform throughout the fit
region. Moreover, the use of products of functions allows
for a straightforward implementation of unitarity, which is
done as follows:
tlðsÞ ¼
1
2iσðsÞ
Y
n
SnðsÞ − 1

: ð8Þ
The Sn could either have the form of a nonresonant
background
Sn ¼ Sbn ¼ exp ½2iq2lþ1ij ðϕ0 þ ϕ1q2ij þ   Þ; ð9Þ
with ϕk real parameters, or a resonantlike form
Sn ¼ Srn ¼
srn − sþ iðPnðsÞ −QnðsÞÞ
srn − s − iðPnðsÞ þQnðsÞÞ
; ð10Þ
where srn are real parameters and PnðsÞ and QnðsÞ are
polynomials that have the same sign over the inelastic
region. Using the equations above, jSnj ≤ 1 and inelastic
unitarity is satisfied. If these polynomials were constant,
one would recover the simplest Breit-Wigner formula for
Srn. We will explain in the following subsections the choice
of polynomials for different waves. Continuity with the
elastic region is imposed by fixing the PnðsÞ polynomial
of the Sn that has a pole with the lowest srn. This formalism
is a modification of the parametrizations used in [14]
for the high energy region [31]. When reducing this
parametrization to the elastic case, Qn is set to zero, which
as commented above is of relevance for the D1=2 and
F1=2 waves.
Note that close to a resonance, each of the Srn functions
bear some resemblance to a Breit-Wigner form, but the
actual parameters of a resonance have to be calculated with
the full partial wave and not obtained from an individual Srn.
Let us remark once again that when combining the Sn’s in
the complete functional form of tl, unitarity has been
enforced exactly. This would not occur in a simple sum
of Breit-Wigner amplitudes, which would violate unitarity.
We will use partial waves to describe data up to
∼1.7 GeV. Beyond that energy we will use Regge theory
to describe the amplitudes, as wewill see in Sec. III G below.
C. S waves
1. I ¼ 3=2 S wave
Let us then start by describing our simple fit to the
I ¼ 3=2 S wave, since data for this wave exist independ-
ently of other waves. Once again, we emphasize that there
is no evidence so far of inelasticity up to ∼1.8 GeV, and
thus we will consider this wave as elastic up to that energy.
Hence, as commented above and explained in more detail
in the Appendix A, we will use the following simple
functional form to describe the phase shift:
cot δ3=20 ðsÞ ¼
ﬃﬃ
s
p
2qðsAdler − sÞ
ðB0 þ B1ωðsÞ þ B2ωðsÞ2Þ:
ð11Þ
Note that we have explicitly factorized the Adler zero,
which we will set to its leading order within chiral
perturbation theory, i.e., sAdler ¼ ΣKπ. For this wave, the
constants that define the conformal variable ω in Eq. (7) are
fixed to
α ¼ 1.4; s0 ¼ ð1.84 GeVÞ2: ð12Þ
The existing data are shown in Fig. 1. There is a
relatively fair agreement between different experiments
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below 1.1 GeV. However we can already notice some
incompatible points between the Bakker et al. [19] and
Estabrooks et al. [22] data sets, mostly due to the very small
uncertainty of some points in the latter set. Note also the
large variations between the uncertainties of successive data
points in the Estabrooks et al. set. Above 1.1 GeV the two
data sets that exist are largely incompatible. It is clear that
some systematic uncertainty exists.
Therefore, we have fitted the data in Fig. 1 in two ways,
either adding a constant systematic uncertainty of 1° or
multiplying the existing statistical uncertainties by a factor
of 2, which is chosen so that the resulting χ2=d:o:f. is
slightly less than one. The resulting fits are rather similar,
but we have preferred the uncertainty band of the first
because the systematic uncertainty is not correlated to the
statistical one. In addition, the second approach satisfies
much worse the threshold sum rules that we will check in
the next sections. The result of our fit, with the estimate of
systematic uncertainty added to the statistical uncertainties,
is χ2=d:o:f: ¼ 37=ð44 − 3þ 1Þ.
Had we considered only two Bk parameters, the fit would
yield an 80% larger χ2=d:o:f, whereas with four it would
decrease by 15%. Since three parameters as in Eq. (11)
already provide a χ2=d:o:f: < 1, we do not consider it
necessary to have a fourth parameter. We show this fit as a
dashed line in Fig. 1, where the uncertainty band is
delimited by the dotted lines.
Still this is not our final fit because there is also
experimental information on the tS ≡ t1=20 þ t3=20 =2
combination. In the next subsection we will explain how
the fit to the tS data produces a small modification on the
S3=2 wave. The result provides the final S3=2 parametriza-
tion, which is also shown in Fig. 1 as a thick continuous
line whose uncertainties are covered by the gray band.
Since no dispersion relation has been imposed yet, this
result will be called an UFD, whose parameters are found in
Table I. The constrained fit to data (CFD) in that table will
be discussed later in Sec. V. In the figure it can be noticed
that this UFD result is similar to the fit to the S3=2-wave data
alone that has been described in this subsection.
2. I ¼ 1=2 S wave
For this wave, inelasticity has been measured above
1.3 GeV and for the most part it is due to the Kη state
rather than to states with more than two mesons. Hence, we
are going to parametrize the amplitude using the elastic
formalism of Sec. III B 1 below the Kη threshold, and with
the inelastic formalism of Sec. III B 2 above that threshold.
Thus, for ðmK þmπÞ2 ≤ s ≤ ðmK þmηÞ2 we will use a
conformal expansion of the type in Eq. (6), namely,
cot δ1=20 ðsÞ ¼
ﬃﬃ
s
p
2qðs − sAdlerÞ
ðB0 þ B1ωÞ: ð13Þ
Once again we have explicitly factorized the Adler zero,
which we have set to its leading order within chiral
perturbation theory value:
sAdler ¼

ΣKπ þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Δ2Kπ þm2Km2π
q 
=5≃ 0.236 GeV2:
ð14Þ
As explained in Appendix A, for this wave it is convenient
to fix the constants that define the center of the conformal
variable ω in Eq. (7) to the following values:
α ¼ 1.15; s0 ¼ ð1.1 GeVÞ2: ð15Þ
The parameters obtained for the best UFD are given in
the first column of Table II.
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Cho et al.
Bakker et al.
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fit to S3/2 alone
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FIG. 1. Experimental data on the S3=2 phase shift, δ3=20 ðsÞ. The
data come from [18] (Cho et al.), [19] (Bakker et al.), [20]
(Jongejans et al.), [21] (Linglin et al.) and [22] (Estabrooks
et al.). The dashed line shows our fit to these data and the dotted
lines enclose its uncertainty band. The continuous line represents
our unconstrained fit including also the data on t1=20 þ t3=20 =2,
whose uncertainty is represented by the gray band.
TABLE II. Parameters of the elastic S1=2 wave.
Parameter UFD CFD
B0 0.411 0.007 0.411 0.007
B1 0.181 0.034 0.162 0.034
TABLE I. Parameters of the S3=2 wave.
Parameter UFD CFD
B0 2.25 0.04 2.27 0.04
B1 4.21 0.17 3.94 0.17
B2 2.45 0.50 3.36 0.50
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In contrast, in the s ≥ ðmK þmηÞ2 region we will
implement the inelastic formalism of Eqs. (8), (9), (10)
as follows:
t1=20 ðsÞ ¼
Sb0S
r
1S
r
2 − 1
2iσðsÞ ; ð16Þ
where
Sb0 ¼ exp½2iqηKðϕ0 þ ϕ1q2ηKÞ: ð17Þ
For Sr1 we use Eq. (10) with
P1ðsÞ ¼ ðsr1 − sÞβ þ e1G1
p1ðqπKÞ
p1ðqrπKÞ
qπK − qˆπK
qrπK − qˆπK
; ð18Þ
Q1ðsÞ ¼ ð1 − e1ÞG1
p1ðqπKÞ
p1ðqrπKÞ
qηK
qrηK
ΘηKðsÞ; ð19Þ
where p1ðxÞ ¼ 1þ ax2 þ bx4, qrij ¼ qijðsrÞ, qˆij ¼
qijððmη þmKÞ2Þ and ΘηKðsÞ ¼ Θðs − ðmK þmηÞ2Þ is
the step function at the Kη threshold. In addition, for Sr2
we use Eq. (10) with
P2ðsÞ ¼ e2G2
p2ðqπKÞ
p2ðqrπKÞ
qπK − qˆπK
qrπK − qˆπK
; ð20Þ
Q2ðsÞ ¼ ð1 − e2ÞG2
p2ðqπKÞ
p2ðqrπKÞ
qηK
qrηK
ΘηKðsÞ; ð21Þ
with p2ðxÞ ¼ 1þ cx2.
By matching the elastic and inelastic parametrizations at
theKη threshold we only need to demand continuity, which
is ensured by defining β≡ 1= cot δ1=20 ððmK þmηÞ2Þ, where
δ1=20 is calculated here with the elastic parametrization
in Eq. (13).
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^
FIG. 2. Data on tˆSðsÞ from Estabrooks et al. [22] and Aston et al. [24]. The upper panel shows jtˆSðsÞj, whereas the lower one shows
ϕSðsÞ, which were measured independently. The continuous line is our unconstrained fit (UFD), whose uncertainties are covered by the
gray band. For comparison we show, as a dashed line, a fit only to the data in [24], whose corresponding uncertainties are delimited by
the dotted lines.
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3. tS wave
Nevertheless, as already explained above, we do not fit
the S1=2 wave alone, but in the tS ≡ t1=20 þ t3=20 =2 combi-
nation that was originally measured. Let us then define
tSðsÞ ¼ jtSðsÞjeiϕSðsÞ; ð22Þ
and remark that, since jtSj and ϕS were measured inde-
pendently, we will fit them both. In order to compare with
data is convenient to use the normalization
tˆSðsÞ ¼ tSðsÞσðsÞ: ð23Þ
Thus, in Fig. 2 we show the data on tˆS and the result of
our UFD. The upper panel shows jtˆSj, whereas the lower
one shows ϕS. The combined χ2=d:o:f: of the S1=2 and S3=2
data fits is χ2=d:o:f: ¼ 168=ð182 − 15þ 1Þ with the UFD
parameters provided in Table III. The e1 parameter was
initially left free but it comes out practically indistinguish-
able from 1, with tiny uncertainties, and has been fixed later
to 1 for practical purposes.
From Fig. 2 it can be easily noted that there are data
points which are largely incompatible with one another, not
only between the two different experiments [22,24], but
even among the successive data points of Estabrooks et al.
[22]. Thus, it seems clear that there are some systematic
errors not covered by the experimental uncertainties. Since
these are the most controversial waves, here we have
followed a more elaborate procedure to estimate the
uncertainties of the resulting fit. In particular, we follow
one of the techniques suggested in [32], which, in brief,
consists of running Gaussianity tests on the data with
respect to the fit and enlarge the uncertainties of those
data points that spoil the test. This yields a new fit upon
which the procedure is iterated until the Gaussianity test is
satisfied. The details of this method are given in
Appendix B. We show in Fig. 2, as a gray band, the
resulting uncertainty of our fit to those data and the I ¼ 3=2
data already discussed in the previous section.
In the literature it is rather usual [14,33–35] to neglect the
Estabrooks et al. data, although it is not always the case
[36]. To be able to compare with this choice, we have thus
considered a fit to the I ¼ 3=2 data together with only the
I ¼ 1=2 data set of Aston et al. [24], which is much
smoother than that of Estabrooks et al. [22], particularly
below 1.5 GeV. In this case we have not added any
systematic uncertainty and the result is shown in Fig. 2
as a dashed line, which almost overlaps with our previous
fit up to 1.5 GeV, and has a very similar uncertainty band
represented as the area between dotted lines. However,
above 1.5 GeVand up to 1.7 GeV, the Aston et al. [24] set is
not so consistent. For instance, it is well known that two of
its points violate unitarity [36] (which we have always
removed from our fits). Nevertheless, it is still compatible
with our previous fit within uncertainties. Since here we
want to stay on the conservative side, we have decided not
to neglect the Estabrooks et al. data. Thus, from now on we
will consider our UFD result only, which describes both
sets. We will repeat this comparative exercise for other
waves, but in all cases wewill keep the UFD result obtained
by fitting both sets when they exist.
With the combined fit to the I ¼ 1=2 and I ¼ 3=2 data
we can separate the results for each isospin partial wave.
The UFD result for the I ¼ 3=2 S wave was already shown
in its elastic region in Fig. 1, whereas we show now in
Fig. 3 the resulting I ¼ 1=2 S-wave phase shift. Note once
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Aston et al.
fit to Aston et al.
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FIG. 3. S1=2-wave phase shift below the Kη threshold. In this
region the amplitude is elastic in practice. The continuous line
is our UFD result, whose uncertainty is covered by the gray
band. Data points extracted from Estabrooks et al. [22] and
Aston et al. [24]. As explained in the text, we do not fit this
wave individually, but in combination with the I ¼ 3=2,
as it was originally measured. The dashed curve is the fit to
Aston et al. [24] data alone and the dotted lines cover the
corresponding uncertainty band.
TABLE III. Parameters of the S1=2 inelastic fit.
Parameters UFD CFD
ϕ0 −0.20 0.04 GeV−1 −0.19 0.04 GeV−1
ϕ1 4.76 0.25 GeV−3 5.03 0.25 GeV−3
a −5.22 0.04 GeV−2 −5.20 0.04 GeV−2
b 7.57 0.13 GeV−4 7.60 0.13 GeV−4
c −1.72 0.07 GeV−2 −1.73 0.07 GeV−2ﬃﬃﬃﬃﬃﬃ
sr1
p
1.399 0.006 GeV 1.401 0.006 GeVﬃﬃﬃﬃﬃﬃ
sr2
p
1.815 0.017 GeV 1.817 0.017 GeV
e1 1 1
e2 0.184 0.033 0.184 0.033
G1 0.499 0.017 GeV 0.497 0.017 GeV
G2 0.29 0.12 GeV 0.28 0.12 GeV
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again that in the elastic region our UFD result is almost
identical to the fit to Aston et al. data alone.
4. S-wave scattering lengths
Once we have fitted the data on the two S waves, we can
use our UFD parametrizations to obtain the scattering
lengths defined in Eq. (5), which we show in Table IV.
Note that they are in fair agreement with other existing
values in the literature, also provided in the table.
There is a renewed interest towards these quantities
due to recent lattice calculations [8] and also due to
the experimental measurement by the DIRAC
Collaboration [38],
1
3
ða1=20 − a3=20 Þ ¼ 0.11þ0.09−0.04m−1π ðDIRACÞ; ð24Þ
which was not determined from scattering experiments, but
from the formation of πK atoms. From our UFD set we find
1
3
ða1=20 − a3=20 Þ ¼ 0.108þ0.018−0.010m−1π ðUFDÞ: ð25Þ
Note that our uncertainties are smaller, by roughly an
order of magnitude, than the present direct experimental
knowledge. We have explicitly checked to see that
including the DIRAC value or not does not change the
result of our fits.
D. P waves
1. I ¼ 3=2 P wave
Only Estabrooks et al. [22] provide data for the I ¼ 3=2
P-wave phase shift up to 1.74 GeV, which we show in
Fig. 4. As can be noticed in the figure, this wave is rather
small. Namely, below 1.1 GeV its phase shift is less than 1°,
below 1.4 GeV it is less than 2° and below 1.74 GeV it is
less than 3°. There is no inelasticity measured up to
1.74 GeV so that we will parametrize this partial wave
with a conformal expansion as in Eqs. (6) and (7):
cot δ3=21 ðsÞ ¼
ﬃﬃ
s
p
2q3
ðB0 þ B1ωÞ: ð26Þ
Let us remark that the α parameter that defines the
conformal variable ω [see Eq. (7)] has been chosen so
that the center of the conformal expansion lies on the
center of the region where data exists. Thus, for this wave
we have set
α ¼ 1.45; s0 ¼ ð1.84 GeVÞ2: ð27Þ
The existence of systematic uncertainties is evident
from Fig. 4. If we make a naive fit without taking these
systematic effects into account, the resulting χ2=d:o:f:≃ 2.
Hence, we have included an estimation of the systematic
uncertainty in our fits by multiplying the data statistical
uncertainties by
ﬃﬃﬃ
2
p
. Two conformal parameters are enough
to describe this wave and no significant improvement is
obtained by considering a third one.
As happened with the S3=2 wave, our final fit for
the I ¼ 3=2 P wave is obtained by fitting simultaneously
the data for this wave alone together with the data on the
tP ≡ t1=21 þ t3=21 =2 combination obtained by Estabrooks
et al. [22] and Aston et al. [24]. The resulting UFD
is shown in Fig. 4, where the gray band covers its
uncertainty. The corresponding UFD parameters are listed
in Table V.
Also in Fig. 4 we show, as a dashed line, the result when
fitting only the data on that wave. Its corresponding
uncertainty band is delimited by dotted lines. As we can
TABLE IV. S-wave scattering lengths from our UFD and CFD
sets, in m−1π units, compared to other values in the literature.
mπa
1=2
0 mπa
3=2
0
Büttiker et al., Ref. [14] 0.224 0.022 −0.0448 0.0077
Dobado and Peláez,
Ref. [37]
0.155 0.012 −0.049 0.004
Jamin et al., Ref. [36] 0.18 −0.12
Bugg, Ref. [33] 0.195 0.006   
Zhou and Zheng, Ref. [34] 0.219 0.034 −0.042 0.002
UFD, this work 0.22 0.01 −0.10þ0.03−0.05
CFD, this work 0.22 0.01 −0.054þ0.010−0.014
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FIG. 4. Data on the I ¼ 3=2 P wave from Estabrooks et al.
[22]. We also show our UFD result as solid line with a gray
uncertainty band, which is obtained by fitting these data together
with the data on the tP ¼ t1=21 þ t3=21 =2 combination. For com-
parison we show with a dashed line a fit only to the data in this
figure, whose uncertainty is delimited by the dotted lines.
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see, it is almost indistinguishable from our UFD result, for
which we have also fitted data on tP ≡ t1=21 þ t3=21 =2, as we
will see next.
2. I ¼ 1=2 P wave
The I ¼ 1=2 wave is only measured in scattering experi-
ments together with the I ¼ 3=2 wave in the tP combina-
tion defined just above. Although in the literature it is
frequent to neglect the P3=2 wave, because as we have just
seen it is very small, we will keep it in our fits for
completeness.
Let us then discuss the P1=2 wave in the elastic region,
i.e., s ≤ ðmη þmKÞ2, for which we use a conformal fit to
describe the data, namely,
cot δ1=21 ðsÞ ¼
ﬃﬃ
s
p
2q3
ðm2r − sÞðB0 þ B1ωþ B2ω2Þ: ð28Þ
Note that we have explicitly extracted an ðm2r − sÞ factor so
that the phase crosses π=2 at the energy of the peak
associated with the Kð892Þ resonance, which is the
dominant feature of this wave in the elastic region. As
explained in Appendix A, the α and s0 parameters, which
define the conformal variable ω in Eq. (7), are fixed from
the choice of the center of the expansion and the highest
energy of the fit to be
α ¼ 1.15; s0 ¼ ð1.1 GeVÞ2: ð29Þ
For s ≥ ðmη þmKÞ2, we will use once more the inelastic
formalism of Eqs. (8) and (10). Thus, we write
t1=21 ðsÞ ¼
Sr1S
r
2S
r
3 − 1
2iσðsÞ ; ð30Þ
where all the Srk’s are of the form in Eq. (10), with
P1 ¼ ðsr1 − sÞβ þ e1G1
p1ðqπKÞ
p1ðqrπKÞ
q2πK − qˆ2πK
ðqrπKÞ2 − qˆ2πK
qπK
qrπK
;
P2;3 ¼ e2;3G2;3
p2;3ðqπKÞ
p2;3ðqrπKÞ
q2πK − qˆ2πK
ðqrπKÞ2 − qˆ2πK
qπK
qrπK
;
Q1;2;3 ¼ ð1 − e1;2;3ÞG1;2;3
p1;2;3ðqπKÞ
p1;2;3ðqrπKÞ

qηK
qrηK

3
ΘηKðsÞ:
ð31Þ
In addition,
piðqπKÞ ¼ 1þ aiq2πK; ð32Þ
and ΘηKðsÞ ¼ Θðs − ðmK þmηÞ2Þ is the step function at
the Kη threshold. Again, in order to impose continuity at
Kη threshold we have defined β≡1=cotδ1=21 ððmKþmηÞ2Þ,
with δ1=21 calculated from the elastic expression in Eq. (28).
3. tP wave
Thus, now that we have the functional forms for the
I ¼ 1=2 and I ¼ 3=2 P waves, we can perform the fit to all
the P-wave data. As we did for the S wave we first define
tPðsÞ ¼ jtPðsÞjeiϕPðsÞ; ð33Þ
which is sometimes used with the alternative normalization
tˆPðsÞ ¼ tPðsÞσðsÞ: ð34Þ
As commented before, we fit simultaneously the I ¼ 3=2
data in Fig. 4 and the data on both jtˆPj and ϕP that we show
in Figs. 5 and 6. Note that once again there are clear
systematic deviations of certain points, particularly from
the Estabrooks et al. data set [22]. In this case we have
proceeded as follows: we have performed a first fit, then we
have added a systematic uncertainty to the isolated incom-
patible data points, which is half of their distance to the
central value of the fit. In regions where the two sets of data
are incompatible a systematic uncertainty is also added to
each set, which corresponds to half of the average
TABLE V. Parameters of the P3=2 wave.
Parameter UFD CFD
B0 −14.8 2.6 −15.6 2.6
B1 2.7 7.4 −2.2 7.4
1 1.5
s
1/2(MeV)
0
0.5
1
1.5
|tP|
Estabrooks et al.
Aston et al.
fit to Aston et al.
UFD^
FIG. 5. Data on jtˆPðsÞj from [22,24]. The continuous line is our
unconstrained fit (UFD), whose uncertainties are covered by the
gray band. For comparison we show as a dashed line a fit only to
the data from [24], whose corresponding uncertainties are
delimited by the dotted lines.
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difference from the fit to the data set in that region. With
these additional systematic uncertainties we have per-
formed a final fit, which we call an UFD, with χ2=d:o:f: ¼
76.4=ð78 − 12þ 1Þ. The resulting curves are also shown in
Figs. 5 and 6, together with a fit in which we have only
fitted the Aston et al. data for the I ¼ 1=2 wave. It can be
noticed that in such a case the result would still be
compatible with our UFD.
Once all P-wave data have been fitted, we can separate
the different isospin components. The I ¼ 3=2 UFD result
was already discussed in Sec. III D 1 and its parameters
were given in Table V.
Concerning the P1=2 wave, let us first look at the elastic
region. When restricted below the Kη threshold the UFD
result has χ2=d:o:f: ¼ 27=ð34 − 4þ 1Þ and the corre-
sponding parameters are listed in Table VI. The resulting
curve for the P1=2 wave can be seen in Fig. 7, where the
distinct shape of the Kð892Þ is nicely observed. We are
also showing a fit where only the data of Aston et al. has
been fitted and how the results are hard to distinguish from
our UFD line, except for the somewhat larger uncertainty
band of the latter, particularly at higher energies.
The UFD parameters for the P1=2-wave inelastic para-
metrization are given in Table VII. Note that to describe the
inelastic region we still need to take into account the high
energy tail of the Kð892Þ resonance, which is elastic, so
that we set e1 ¼ 1. In addition its mass is fixed to the
neutral case, 896 MeV, since this is the one measured in
the LASS [24] and Estabrooks et al. [22] experiments. The
other resonance shapes of the Kð1410Þ and Kð1680Þ are
also very nicely described.
Let us remark that there is a recent fit to the tP data [39],
neglecting the I ¼ 3=2 wave as usual, in which the authors
also consider three poles for the I ¼ 1=2 partial wave
within a two-channel K-matrix approach, the channels
being πK and πKð892Þ. In [39] only the central value
of the fit is given and, since it is a fit to basically the same
data we fit here, the results are relatively similar to ours
within uncertainties—actually, around 1 GeV it is slightly
closer to our CFD result, which we will discuss later on,
1 1.5
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1/2(MeV)
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φp
Estabrooks et al.
Aston et al.
fit to Aston et al.
UFD
FIG. 6. Data on ϕPðsÞ from Estabrooks et al. [22] and Aston
et al. [24]. The continuous line is our unconstrained fit
(UFD), whose uncertainties are covered by the gray band. For
comparison we show as a dashed line a fit only to the data
from [24], whose corresponding uncertainties are delimited
by the dotted lines.
TABLE VI. P1=2-wave parameters in the elastic region.
Parameter UFD CFD
B0 0.97 0.02 0.97 0.02
B1 0.98 0.30 0.55 0.30
B2 0.79 0.95 0.75 0.95
mr 0.8957 0.0004 GeV 0.8957 0.0004 GeV
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FIG. 7. P1=2-wave phase shift below the Kη threshold. The
continuous line is our UFD parametrization, whose uncertainty is
covered by the gray band. Data from Estabrooks et al. [22] and
Aston et al. [24]. The dashed curve is the fit to Aston et al. data
alone and the dotted lines cover its corresponding uncertainty.
TABLE VII. P1=2-wave parameters in the inelastic region.
Parameters UFD CFD
a1 −1.90 0.10 GeV−2 −1.76 0.10 GeV−2
a2 −2.14 0.23 GeV−2 −2.33 0.23 GeV−2
a3 −1.34 0.07 GeV−2 −1.41 0.07 GeV−2ﬃﬃﬃﬃﬃﬃ
sr1
p
0.896 GeV (fixed) 0.896 GeV (fixed)ﬃﬃﬃﬃﬃﬃ
sr2
p
1.346 0.012 GeV 1.347 0.012 GeVﬃﬃﬃﬃﬃﬃ
sr3
p
1.644 0.005 GeV 1.645 0.005 GeV
e1 1 (fixed) 1 (fixed)
e2 0.052 0.007 0.055 0.007
e3 0.295 0.016 0.306 0.016
G1 0.044 0.003 GeV 0.044 0.003 GeV
G2 0.217 0.041 GeV 0.231 0.041 GeV
G3 0.295 0.018 GeV 0.306 0.018 GeV
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than to the UFD result discussed here. Note also that the
parametrization in [39] is a fit to data up to 1.8 GeV and
that, in principle, it could be extrapolated up to 2.3 GeV.
E. D waves
1. I ¼ 3=2 D wave
Once again, only Estabrooks et al. [22] provide data
for the I ¼ 3=2 D-wave phase shift up to 1.74 GeV,
which we show in Fig. 8. Note it is very small in the
whole energy region. No inelasticity has been measured
so that we can use the elastic formalism parametrized
with the conformal expansion in Eqs. (6) and (7), as
follows:
cot δ3=21 ðsÞ ¼
ﬃﬃ
s
p
2q5
ðB0 þ B1ωþ B2ω2Þ: ð35Þ
Three conformal parameters are enough to describe this
wave. As we did for the P3=2 wave, the α parameter that
defines the conformal variable ω in Eq. (7) has been
chosen so that the center of the conformal expansion lies
at the center of the region where data exists. Thus, for this
wave we have set
α ¼ 1.45; s0 ¼ ð1.84 GeVÞ2: ð36Þ
As can be noticed in Fig. 8, there are sizable
systematic uncertainties, which can be simply taken into
account by multiplying the statistical uncertainties byﬃﬃﬃ
2
p
. The resulting fit yields a χ2=d:o:f ≃ 1.1. However,
as happened with the S3=2 and P3=2 waves, our final
fit for the I ¼ 3=2 D wave is obtained from a simulta-
neous fit to the data for this wave alone together with
the data on the tD ≡ t1=22 þ t3=22 =2 combination obtained
by Estabrooks et al. [22] and Aston et al. [24]. The
parameters of such an UFD are given in Table VIII and
we show the resulting phase shift as a continuous line in
Fig. 8, where the gray band covers the corresponding
uncertainty.
In Fig. 8 we also show, as a dashed line, the result when
fitting only the data in that figure and not the data on the tD
combination. The corresponding uncertainty band is delim-
ited by dotted lines. As we can see it is very similar to our
UFD curve.
2. I ¼ 1=2 D wave
As happened with the S and P waves, the I ¼ 1=2 D
wave is only measured together with the I ¼ 3=2 wave in
the tD ≡ t1=22 þ t3=22 =2 combination. In the literature it is
usual to neglect the D3=2 wave, because as we have just
seen it is very small, but we will keep it in our fits for
completeness.
Let us then describe our fit to the D1=2 wave, which is
dominated by the K2ð1430Þ resonance, whose branching
ratio to πK is approximately 50%, so that we have to use an
inelastic formalism as in Eqs. (8), (9), (10). In practice, it is
enough to consider a nonresonant background and a
resonantlike form, as follows:
t1=22 ¼
Sb0S
r
1 − 1
2iσðsÞ ; ð37Þ
with a background term
Sb0 ¼ e2iðpðsÞÞ; ð38Þ
where
pðsÞ ¼ ϕ0q5ηKΘηKðsÞ þ q5η0Kϕ1Θη0KðsÞ;
and Θab ¼ Θðs − ðma þmbÞ2Þ. A resonant term is also
considered in order to describe easily the K2ð1430Þ shape,
namely,
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FIG. 8. Data on the I ¼ 3=2 D wave from Estabrooks et al.
[22]. We also show our UFD result as a solid line with a gray
uncertainty band, which is obtained by fitting this data in a
simultaneous fit with the data on the t1=22 þ t3=22 =2 combination.
For comparison we show with a dashed line a fit only to the data
in this figure.
TABLE VIII. Parameters of the D3=2 wave.
Parameter UFD CFD
B0 −1.70 0.12 −1.67 0.12
B1 −6.5 1.7 −7.0 1.7
B2 −36 9 −38 9
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Sr1 ¼
sr1 − sþ iðP1 −Q1Þ
sr1 − s − iðP1 þQ1Þ
;
P1 ¼ e1G1
p1ðqπKÞ
p1ðqrπKÞ

qπK
qπK;r

5
;
Q1 ¼ ð1 − e1ÞG1
p1ðqπKÞ
p1ðqrπKÞ

qηK
qηK;r

5
ΘηKðsÞ; ð39Þ
with p1ðqπKÞ ¼ 1þ aq2πK .
3. tD wave
Once more we define
tDðsÞ≡ jtDðsÞjeiϕDðsÞ; tˆDðsÞ ¼ tDðsÞσðsÞ: ð40Þ
Thus, in Figs. 9 and 10 we show the data on jtˆDj and ΦD,
respectively. As we did for the P wave, we have
treated the systematic uncertainties as follows: we
have performed a first fit and added a systematic
uncertainty to those isolated data points that are incom-
patible with it. This systematic uncertainty is half of
their distance to the central value of the fit. In regions
where the two sets of data are incompatible the system-
atic uncertainty is half of the average difference from
the fit to each set in that region. With these additional
systematic uncertainties we have performed a final fit,
called an UFD, which is shown as a continuous line in
Figs. 9 and 10. The UFD uncertainty is represented by a
gray band. The total χ2=d:o:f. is 49=ð44 − 6þ 1Þ. In
addition, we show as a dashed line the result that is
obtained if only the data on tˆD from Aston et al. [24] is
fitted. The central values are almost indistinguishable
but the uncertainties are smaller. We still prefer our UFD
parametrization because it contains more experimental
information, although the uncertainties come larger due
to the systematic uncertainties that we have taken into
account in our UFD set. The UFD parameters are shown
in Table IX.
F. F1=2 wave
Once more we define
tFðsÞ≡ jtFðsÞjeiϕFðsÞ; tˆFðsÞ ¼ tFðsÞσðsÞ: ð41Þ
For this wave there are no observations of an I ¼ 3=2
channel, which is neglected in the literature as will be done
here too. In addition, the threshold suppression is so large
that there are no data below 1.5 GeV, as can be seen in
Figs. 11 and 12. In the latter we can observe that there are
only two data points with very large uncertainties for the
phase ϕF below 1.85 GeV. Thus, in order to stabilize our fit
we will extend our data sample to 2 GeV, although later on
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^
FIG. 9. Data on jtˆDðsÞj from [22,24]. The continuous line is our
unconstrained fit (UFD), whose uncertainties are covered by the
gray band. For comparison we show, as a dashed line, a fit only
to the data from [24], whose corresponding uncertainties are
delimited by the dotted lines.
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FIG. 10. Data on ϕDðsÞ from [22,24]. The continuous line is
our unconstrained fit (UFD), whose uncertainties are covered by
the gray band. For comparison we show, as a dashed line, a fit
only to the data from [24], whose corresponding uncertainties are
delimited by the dotted lines.
TABLE IX. Parameters of the D1=2 fit.
Parameters UFD CFD
ϕ0 2.17 0.26 GeV−5 3.00 0.26 GeV−5
ϕ1 −12.1 1.7 GeV−5 −9.3 1.7 GeV−5ﬃﬃﬃﬃﬃﬃ
sr1
p
1.446 0.002 GeV 1.445 0.002 GeV
e1 0.466 0.006 0.465 0.006
G1 0.220 0.009 GeV 0.222 0.009 GeV
a −0.53 0.16 GeV−2 −0.72 0.16 GeV−2
J. R. PELAEZ and A. RODAS PHYSICAL REVIEW D 93, 074025 (2016)
074025-12
we will only make use of our partial wave parametrizations
up to 1.74 GeV.
The most salient feature of this wave is the K3ð1780Þ
resonance, whose branching ratio to πK is slightly less than
20%. Therefore we will need the usual inelastic formalism
explained in the Introduction to this section:
t1=23 ¼
Sr1 − 1
2iσðsÞ ; ð42Þ
with
Sr1 ¼
sr1 − sþ iðP1 −Q1Þ
sr1 − s − iðP1 þQ1Þ
;
P1 ¼ e1G1
p1ðqπKÞ
p1ðqrπKÞ

qπk
qπk;r

7
;
Q1 ¼ ð1 − e1ÞG1
p1ðqπKÞ
p1ðqrπKÞ

qηk
qηk;r

7
ΘηKðsÞ: ð43Þ
In addition, p1ðqπKÞ ¼ 1þ aq2πK and ΘηKðsÞ ¼
Θðs − ðmη þmKÞ2Þ.
No background term is needed for this wave because its
behavior is well described using the resonantlike form only,
as can be observed in Figs. 11 and 12. The fit yields
χ2=d:o:f: ¼ 16=ð21 − 4þ 1Þ and the UFD parameters
listed in Table X.
G. Regge parametrization
There are no data on I ¼ 3=2 above 1.74 GeV, thus
above that energy we will make use of the Regge para-
metrization for πK scattering in [17,40], which was
obtained from factorization after fitting data on NN, Nπ,
NK and ππ high energy scattering. Note that for πK
scattering only the exchange of isospin 0 and 1 can occur
in the t channel.
For the isoscalar exchange there are two contributions:
the Pomeron, called PðsÞ here, and the subleading f2
trajectory, called P0ðsÞ, so that we write
ImTðIt¼0ÞπK ðs; tÞ ¼ fK=π½Pðs; tÞ þ rP0ðs; tÞ; ð44Þ
where
Pðs; tÞ ¼ βPψPðtÞαPðtÞ
1þ αPðtÞ
2
ebt

s
s0

αPðtÞ
;
P0ðs; tÞ ¼ βP0ψP0 ðtÞ
αP0 ðtÞð1þ αPðtÞÞ
αP0 ð0Þð1þ αPð0ÞÞ
ebt

s
s0

αP0 ðtÞ
;
αPðtÞ ¼ 1þ tα0P; ψP ¼ 1þ cPt;
αP0 ðtÞ ¼ αP0 ð0Þ þ tα0P0 ; ψP ¼ 1þ cP0t: ð45Þ
Note that, by using factorization, the substitution of the
ππ-Pomeron vertex by the KK-Pomeron vertex is taken
into account by the fK=π constant, whereas rfK=π takes care
of the similar factorization for P0.
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|tF|
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Aston et al.
fit to Aston et al.
UFD
^
FIG. 11. Data on jtˆFðsÞj from [22,24]. The continuous line is
our unconstrained fit (UFD), whose uncertainties are covered by
the gray band. For comparison we show, as a dashed line, a fit to
the data from [24], whose corresponding uncertainties are
delimited by the dotted lines.
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FIG. 12. Data on ϕFðsÞ from [22,24]. The continuous line is our
unconstrained fit (UFD), whose uncertainties are covered by the
gray band. For comparison we show, as a dashed line, a fit to the
data from [24], whose corresponding uncertainties are delimited
by the dotted lines.
TABLE X. Parameters of the F1=2 wave.
Parameters UFD CFDﬃﬃﬃﬃﬃﬃ
sr1
p
1.801 0.013 GeV 1.804 0.013 GeV
e1 0.181 0.006 0.184 0.006
G1 0.47 0.05 GeV 0.50 0.05 GeV
a −0.88 0.10 GeV−2 −0.97 0.10 GeV−2
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Since in this work we are interested in forward
dispersion relations, we will only use the above Regge
formulas with t ¼ 0, but we provide the full expressions for
completeness.
For the isovector exchange only the ρ trajectory is
needed and we use
ImTðIt¼1ÞπK ðs; tÞ ¼ gK=πImTðIt¼1Þππ ðs; tÞ; ð46Þ
with
ImTðIt¼1Þππ ðs; tÞ ¼ βρ
1þ αρðtÞ
1þ αρð0Þ
φðtÞebt

s
s0

αρðtÞ
;
αρðtÞ ¼ αρð0Þ þ tα0ρ þ
1
2
t2α00ρ;
φðtÞ ¼ 1þ dρtþ eρt2: ð47Þ
Once again, the replacement of the ππρ vertex by the KKρ
one is described by the gK=π constant, assuming factoriza-
tion. Note that in [17] the value of gK=π ¼ 1.1 0.1 was
used together with βρ ¼ 0.94 0.20 to provide a descrip-
tion of πK. However, the same group [40] updated their ππ
scattering analysis using dispersion relations and ππ
scattering data at high energies to find βρ ¼ 1.48 0.14.
Consequently, if we want to use this latter value, we also
have to update gK=π ¼ 0.70 0.07. One should never-
theless take into account that the information on this
parameter is relatively scarce, since, in contrast to ππ
scattering, there are no high energy data on πK scattering.
Thus it has to be determined only from factorization of KN
scattering. Note that βρ, which is the equivalent value for
ππ, suffered a large revision when taking into account
dispersion relations. Thus, large deviations in gK=π should
not come as a surprise and they actually do occur when
imposing our dispersive constraints on πK scattering.
The set of Regge parameters used before imposing any
πK dispersion relation will be labeled as UFD values,
similar to what we have been doing so far with our partial
wave parametrizations. Correspondingly, we will refer to
CFD values when in the next sections forward dispersion
relations will be imposed on our fits. Those Regge
parameters that could be determined without Kπ input
are shown in Table XI and their values are fixed both for the
UFD and CFD parametrizations. They just correspond to
the values in the original works [17,40].
In contrast, the values fK=π , gK=π and r, which are
directly related to πK scattering, are listed in Table XII and
in this work they are allowed to vary from the UFD to the
CFD parametrization, although in practice r stays the same.
IV. FORWARD DISPERSION RELATIONS
AND SUM RULES
The aim of this work is to provide a simple set of partial
waves which are consistent with basic requirements of
analyticity (or causality) and crossing. These features
impose stringent constraints on the scattering amplitude,
which translate into integral equations that relate the πK
scattering amplitude at a given energy with an integral over
the whole physical energy region. In this section we
introduce a complete set of forward dispersion relations
that will be used first to check the consistency of our
parametrizations and next as constraints on our fits.
A. Forward dispersion relations
Forward dispersion relations (FDRs), i.e., those calcu-
lated at t ¼ 0, are useful because forward scattering is
relatively easy to measure in the whole energy region, since
it is related to the total cross section by the optical theorem.
Moreover, this is the only fixed value of t for which the
integrands in the dispersion relation will be given directly
in terms of the imaginary part of a physical amplitude.
They are applicable at any energy, in contrast to Roy-like
equations, which, in practice, have a limited applicability
energy range due to the projection in partial waves.
TABLE XI. Values of Regge parameters obtained in [17,40].
Since these could be fixed using reactions other than πK
scattering, they will be fixed in both our UFD and CFD
parametrizations.
Regge parameters Used for both UFD and CFD
s0 1 GeV2
b 2.4 0.5 GeV−2
α0ρ 0.9 GeV−2
α00ρ −0.3 GeV−4
dρ 2.4 0.5 GeV−2
eρ 2.7 2.5
α0P 0.2 0.1 GeV−2
α0P0 0.9 GeV
−2
cP 0.6 1 GeV−2
cP0 −0.38 0.4 GeV−2
βρ 1.48 0.14
αρð0Þ 0.53 0.02
βP 2.50 0.04
cPð0Þ 0 0.04
βP0 0.80 0.05
cP0 ð0Þ −0.4 0.4
β2 0.08 0.2
αP0 ð0Þ 0.53 0.02
TABLE XII. Values of Regge parameters directly related to πK
scattering. In practice r does not change from the UFD to the
CFD parametrization.
Parameters UFD CFD
fK=π 0.67 0.01 0.66 0.01
r 5 × 10−2 5 × 10−2
gK=π 0.70 0.07 0.53 0.07
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Fixed-t dispersion relations for πK have been frequently
used in the literature as an intermediate step for the
derivation of more elaborate dispersion relations for partial
waves [14,15,41–43], or of sum rules for low-energy
parameters [4], but not directly as constraints on the
amplitudes, as will be done here.
For the sake of simplicity, given that sþ tþ u ¼
2ðm2K þm2πÞ and t ¼ 0, it is customary to use an
abbreviated notation Tðs; t ¼ 0; uÞ ¼ TðsÞ. It is also very
convenient to make use of s↔ u crossing to change the
amplitudes from the isospin basis to the s↔ u symmetric
and antisymmetric amplitudes. These are defined, respec-
tively, as
TþðsÞ ¼ T
1=2ðsÞ þ 2T3=2ðsÞ
3
¼ T
It¼0ðsÞﬃﬃﬃ
6
p ;
T−ðsÞ ¼ T
1=2ðsÞ − T3=2ðsÞ
3
¼ T
It¼1ðsÞ
2
: ð48Þ
In the last step we have indicated that Tþ and T−
correspond, by crossing, to the exchange of isospin 0 or
1 in the t channel, respectively. This is relevant because it
means that Tþ is dominated at high energies by the t-
channel exchanges of the Pomeron and P0 trajectories, with
no ρ trajectory contribution, whereas the opposite occurs
for T−.
Since dispersive integrals extend to infinity, naively
one would need two subtractions to ensure the conver-
gence of the Pomeron contribution and one for that of
the ρ trajectory. For this reason, even if only used as
intermediate steps for the derivation of other dispersion
relations, the fixed-t dispersion relations for Tþ are
customarily written with two subtractions and those for
T− with at least one. However, this is not necessary,
because the T FDRs have integrals over the right-hand
and left-hand cuts whose leading terms multiplying the
Regge trajectories cancel against each other due to the
symmetry properties. As a consequence, one subtraction
is enough to ensure the convergence of the Tþ FDR and no
subtraction is needed for the T− FDR. These kinds of
cancellations have been recently used for ππ scattering
FDRs in [17,40,44,45]. Having more subtractions implies
that the dispersion relation is determined up to a poly-
nomial of higher order. Thus, generically, fewer subtrac-
tions are convenient to avoid the propagation of the
uncertainties in the subtraction constants to become too
large in the resonance region, whereas more subtractions
are useful when concentrating on the threshold region.
Since in this work we will deal with scattering up to
1.74 GeV, we will make use of FDRs with the minimum
number of subtractions needed, which also makes the
equations slightly simpler.
Thus, for Tþ the once-subtracted FDR reads
ReTþðsÞ ¼ TþðsthÞ þ
ðs − sthÞ
π
P
Z
∞
sth
ds0

ImTþðs0Þ
ðs0 − sÞðs0 − sthÞ
−
ImTþðs0Þ
ðs0 þ s − 2ΣπKÞðs0 þ sth − 2ΣπKÞ

; ð49Þ
where sth ¼ ðmπ þmKÞ2 and P stands for the principal part
of the integral. In contrast, the unsubtracted FDR for T−
reads
ReT−ðsÞ ¼ ð2s− 2ΣπKÞ
π
P
Z
∞
sth
ds0
ImT−ðs0Þ
ðs0 − sÞðs0 þ s− 2ΣπKÞ
:
ð50Þ
We have evaluated these two FDRs at 50 values of
ﬃﬃﬃﬃ
si
p
equally spaced between a minimum energy
ﬃﬃﬃﬃﬃﬃﬃﬃ
smin
p
and
1.74 GeV, using as input for the integrals our UFD partial
waves at s0 ≤ 1.74 GeV and the Regge UFD parametriza-
tions above. At each of these
ﬃﬃﬃﬃ
si
p
’s we have also calculated
the difference di between the left- and right-hand sides of
each FDR as well as its corresponding uncertainty Δdi.
When di ≲ Δdi we can consider that the FDR is satisfied
within uncertainties at the energy
ﬃﬃﬃﬃ
si
p
.
As a word of caution, let us remark that the uncertainties
Δdi are calculated as the quadratic addition of the uncer-
tainties due to the error bar of each parameter in the UFD
parametrization. Note however that in the full physical
amplitude, being a solution of the FDRs, all these param-
eters would be correlated. Our parametrizations are just
a fit to partial waves, many of which have been measured
independently from one another, and these correlations
may be lost. Therefore our FDR error bands only reflect the
propagation of the uncertainties from our data parametri-
zations, without the possible correlations between param-
eters that may exist.
The results of the above calculation for Tþ are shown
in the upper panel of Fig. 13. We plot ReTþ calculated
directly from the UFD parametrization (input UFD) versus
ReTþ calculated from the dispersive representation in
Eq. (49) above (dispersive UFD). The gray area corre-
sponds to adding Δdi to the “dispersive UFD” curve.
Note that for this symmetric amplitude we have set
ﬃﬃﬃﬃﬃﬃﬃﬃ
smin
p
at
Kπ threshold. We can see that the input UFD lies slightly
beyond the uncertainty band up to 1.2 GeV, but that it is
much more separated beyond 1.55 GeV. The consistency of
the data with the Tþ FDR is therefore not very satisfactory,
particularly at higher energies.
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The results for T− are plotted in the lower panel of
Fig. 13, using the same conventions. In this case we have
set
ﬃﬃﬃﬃﬃﬃﬃﬃ
smin
p ¼ 0.56 GeV, below threshold, because the T−
FDR has no subtractions and thus provides strong
constraints on a combination of scalar scattering lengths.
The figure shows that the separation between both
calculations is slightly above Δdi up to 0.8 GeV.
Above this energy, the T− FDR is nicely satisfied within
uncertainties up to 1.2 GeV, where the difference
between the two curves starts growing, becoming much
larger than Δdi. As we will see, the deviation at energies
above 1.2 GeV is mainly caused by the ρ-exchange
Regge contribution.
In order to provide a quantitative measure of the fulfill-
ment of each FDR, we have defined an averaged squared
distance for each FDR,
d2T ¼
1
N
XN
i¼1

di
Δdi

2
T
; ð51Þ
which is rather similar to the usual definition of a χ2
function. Consistency of the data parametrizations with
FDRs would demand d2T ≲ 1.
In Table XIII we show the values of d2T in different
energy regions. For the UFD set it is clear that the
consistency with FDRs is not very satisfactory, particularly
in the inelastic region, and very inconsistent above 1.6 GeV.
There is room for the considerable improvement that will
be achieved in Sec. V, to the point of obtaining a con-
strained set of parametrizations (CFD) remarkably consis-
tent with both FDRs up to 1.6. However, we will see that
above that energy we are only able to improve the agree-
ment but not achieve consistency within uncertainties.
B. Sum rules for threshold parameters
Threshold parameters of partial waves, defined in
Eq. (5), are of interest for our understanding of the lowest
energy physics and particularly for studies within ChPT
[1]. In this section we present three sum rules (SRs) that
provide a more accurate determination of certain combi-
nations of threshold parameters, in terms of integrals, than
would be achieved directly from the partial wave para-
metrizations. These SRs will be used first as tests of our
UFD parametrizations and in Sec. V will be used as
constraints.
Other sum rules have been derived for determining the
ChPT low-energy constants [4], but here we will use our
own sum rules for threshold parameters. In [14] a sum rule
for a combination of scattering lengths is given, but it needs
ππ → KK¯ scattering input, and here we only want to use
data on πK scattering.
Thus, the first of our sum rules yields precisely the
combination of scalar scattering lengths measured at
DIRAC [38], see Eq. (24) above. It is basically the T−
FDR evaluated at threshold and for convenience we will
write it as follows:
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FIG. 13. Comparison between the input (dashed lines) and the
output for the Tþ (top panel) and T− (bottom panel) FDRs when
using the UFD set. These correspond to the left-hand side versus
the right-hand side in Eqs. (49) and (50). The gray bands describe
the uncertainty of the difference.
TABLE XIII. Fulfillment of forward dispersion relations
(FDRs) in different energy regions. We provide the averaged
square distance divided by relative error between the left- and
right-hand sides of each FDR. Note the remarkable improvement
from the UFD to the CFD parametrization.
UFD CFD
d2Tþ d
2
T− d
2
Tþ d
2
T−ﬃﬃﬃﬃﬃﬃﬃﬃ
smin
p ≤ ﬃﬃsp ≤ mK þmη 3.35 0.97 0.39 0.13
mK þmη ≤
ﬃﬃ
s
p
≤ 1.6 GeV 1.3 6.8 0.17 0.70
1.6 GeV ≤
ﬃﬃ
s
p
≤ 1.74 GeV 14.6 12.8 8.0 0.5ﬃﬃﬃﬃﬃﬃﬃﬃ
smin
p ≤ ﬃﬃsp ≤ 1.74 GeV 3.9 5.1 1.3 0.44
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0 ¼ Δa ≡Da − SRa; ð52Þ
where
Da ≡ 1
3
ða1=20 − a3=20 Þ ð53Þ
is calculated “directly” from our parametrizations. In
principle it should be equal to the following integral
expression:
SRa ≡ 2mπmKﬃﬃﬃﬃﬃsthp P
Z
∞
sth
ImT−ðs0Þ
s0ðs0 − sthÞ
ds0:
In practice, since Da and SRa are obtained from data the
sum rule will not be exactly zero, but consistency requires it
to cancel within uncertainties.
In Table XIV we show the results of this sum rule
calculation using our UFD parametrizations. Note that it is
not very well satisfied, since the Δa is slightly above 1.2
deviations from zero. This small disagreement suggests that
there is room for improvement at low energies in the S
waves. Both the direct and integral results are compatible
with the experimental value obtained in DIRAC, Eq. (24),
but this is not surprising given the very large experimental
uncertainties.
Let us remark that a sum rule involving only scalar
scattering lengths cannot be derived from the Tþ FDR
because it has one subtraction. However, from once-
subtracted FDRs it is possible to obtain sum rules involving
scalar slope parameters and vector scattering lengths.
Actually, by combining the Tþ FDR in Eq. (49) and the
once-subtracted version of the T− FDR, we can obtain two
independent sum rules. Once again we will write them as
0 ¼ ΔI ≡DI − SRI; ð54Þ
with I ¼ 1=2; 3=2. On the one hand,
DI ≡ bI0 þ 3aI1 ð55Þ
will be calculated directly from the parametrizations. Note
that a3=21 is more than 30 times smaller than b
3=2
0 , so that
D3=2 ∼ b
3=2
0 is a very good approximation. On the other
hand, the SRI’s are calculated with the following integral
expressions:
SR1=2 ≡
ﬃﬃﬃﬃﬃ
sth
p
2mπmK
× P
Z
∞
sth
ds0

ImTþðs0Þ þ 2ImT−ðs0Þ
ðs0 − sthÞ2
−
ImTþðs0Þ − 2ImT−ðs0Þ
ðs0 þ sth − 2ΣπKÞ2

; ð56Þ
and
SR3=2 ≡
ﬃﬃﬃﬃﬃ
sth
p
2mπmK
× P
Z
∞
sth
ds0

ImTþðs0Þ − ImT−ðs0Þ
ðs0 − sthÞ2
−
ImTþðs0Þ þ ImT−ðs0Þ
ðs0 þ sth − 2ΣπKÞ2

: ð57Þ
In Table XIV we show the results of these sum rules
when the UFD set is used as input. As expected, the integral
result, SRI, is more accurate than the direct evaluation, DI ,
for both sum rules. Although the fulfillment of these sum
rules by our UFD set is fairly good, this is mostly due to the
large and very asymmetric uncertainties in DI , to not very
good agreement in the central values.
In summary, the UFD set leaves room for improving
the fulfillment of the sum rules just discussed. Hence in
Sec. V they will be considered, together with the FDRs,
as constraints for our parametrizations.
V. CONSTRAINED FITS TO DATA
So far we have used the FDRs and sum rules as checks of
our UFD set. We have seen that there is room for improve-
ment and therefore in this section we will use them as
constraints to obtain a new set of parametrizations, that we
will call the CFD set. In particular we will minimize the
following quantity:
W2ðd2Tþ þd2T−Þþ
X
I¼1
2
;3
2

ΔI
δΔI

2
þ
X
k

pUFDk −pk
δpUFDk

2
; ð58Þ
where d2T are the average square distances between the
FDR input and output defined in Eq. (51), ΔI are the sum
rules defined in Eq. (54) and δΔI are their associated
TABLE XIV. Sum rules in mπ units. We show results for the
UFD and CFD parametrizations. Note that since a3=21 is more than
30 times smaller than b3=20 , then D3=2 ∼ b
3=2
0 .
UFD CFD
Da 0.108þ0.018−0.010 0.091
þ0.006
−0.005
SRa 0.093 0.004 0.091 0.003
Δa 0.015þ0.020−0.012 0.000
þ0.006
−0.005
D1=2 0.205þ0.039−0.024 0.187
þ0.023
−0.016
SR1=2 0.186þ0.006−0.006 0.182
þ0.006
−0.005
Δ1=2 0.019þ0.038−0.024 0.005
þ0.022
−0.016
D3=2 −0.051þ0.037−0.005 −0.047
þ0.005
−0.005
SR3=2 −0.046þ0.003−0.011 −0.041
þ0.002
−0.002
Δ3=2 −0.005þ0.048−0.007 −0.006
þ0.006
−0.006
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uncertainties. Note that the Δa sum rule of Eq. (52) is
included in the d2T− term. Finally, to avoid large deviations
from the UFD data description, we add a χ2-like penalty
function for each UFD parameter. Generically we have
denoted these UFD parameters by pUFDk and their uncer-
tainty by δpUFDk . The W
2 ¼ 12 constant stands for the
number of degrees of freedom observed naively from the
shape of ReT, which as seen in Fig. 14 is roughly 12. This
approach is the same already followed for ππ scattering
in [17,40,44,45].
With this minimization procedure we have arrived to a
CFD set, whose parameters can be found in Tables I–III
and V–X. Most CFD parameters are consistent within one
deviation with their UFD counterparts. Actually, we have
allowed 46 parameters to vary, of which 38 lie within 1
deviation, and only three lie beyond 1.6 deviations. These
are the Φ0 parameter of the D1=2 wave, which changes
by 3 deviations, the Regge gK=π parameters, changing by
2.5 deviations, and the B2 parameter of the S3=2 wave that
changes by 1.8 deviations.
Before discussing in detail the changes from the UFD to
the CFD set, let us discuss first how well this new CFD set
satisfies the FDRs and sum rules.
A. FDRs and sum rules for the CFD set
In Fig. 14 we show the FDR results for the Tþ and T−
amplitudes using the CFD set as input. These have to be
compared with the corresponding results for the UFD set in
Fig. 13. Note that, in contrast to what happened when using
the UFD set as input, the CFD input and its dispersive
output now agree within uncertainties. The only exception
is still the Tþ FDR above 1.6 GeV, where the agreement has
nevertheless improved compared to the UFD result. For this
reason in this work we only claim to have precise and
consistent parametrizations up to 1.6 GeV. It seems that
improving the agreement above this region would require
our parametrizations to depart from data. This could be due
to the existence of some large systematic uncertainties in
some waves or to the fact that the whole tower of higher
partial waves may start to play a more relevant role.
The results for the averaged distances d2T of the two
FDRs for this CFD set are shown in Table XIII. Let us
remark that they are much smaller than 1 below 1.6 GeV.
The CFD set is therefore remarkably consistent up to that
energy, which is a dramatic improvement over the UFD set.
In addition, from 1.6 to 1.74 GeV the antisymmetric FDR is
also well satisfied. However, although the CFD improves
on the fulfillment of the symmetric FDR above 1.6 GeV,
it is still quite inconsistent. It has not been possible to
fulfill the Tþ FDR above 1.6 GeV with an acceptable data
description.
In Table XIV we have also provided the CFD result for
the sum rules. The central value of all ΔI’s are now closer
to zero and the uncertainties are much smaller and much
more symmetric.
Thus, once we have seen that the consistency of the
description has improved, let us study in detail the changes
in the partial waves from the UFD to the CFD set, and
check to see that they still provide a good description of
data up to 1.6 GeV.
B. S waves
1. S3=2 wave
The S3=2-wave CFD parameters can be found in Table I.
In Fig. 15 we show as a continuous line the CFD phase
shift whose uncertainties are covered by the gray band,
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FIG. 14. Comparison between the input (dashed line) and the
output for the Tþ (top panel) and T− (bottom panel) FDRs when
using the CFD set. These correspond to the left-hand side
versus the right-hand side, respectively, in Eqs. (49) and (50).
The gray bands describe the uncertainty of the difference. Note
the dramatic improvement below 1.6 GeV compared to the
results in Fig. 13 using the UFD set. Actually, the input and
dispersive CFD calculations are consistent within uncertainties
up to 1.6 GeV.
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whereas the UFD phase is represented by a dashed line.
We do not plot the uncertainty band of the UFD curve
because it was already given in Fig. 1 and it overlaps with
the CFD band. From 1 to 1.74 GeV, the UFD and CFD fits
are almost identical, although they differ at lower ener-
gies. In particular the central value of the CFD scattering
length is about half of that obtained for the UFD, as seen
in Table IV.
That some changes were needed at low energies in the
scalar waves was to be expected since we already saw that
the Δa sum rule was not satisfied very well by the UFD set.
Moreover, in Fig. 13 a deviation in the low-energy region of
the FDRs was also observed for the UFD set.
It turns out that the FDRs and sum rule constraints tend
to correct these small deviations by modifying only the S3=2
wave at low energies. Actually, note that both the B1 and B2
parameters of the S3=2 wave change from their UFD values
by 1.5 and 1.8 deviations, respectively. In contrast, impos-
ing the FDR and sum rule constraints barely changes the
S1=2 wave in the elastic region, as we will see next. Note
also that the CFD result strongly disfavors the Estabrooks
et al. data at low energies. This may serve as a posteriori
justification for those works that neglect these data from
the start.
2. S1=2 wave
As can be seen in Fig. 16 the CFD S1=2 wave in the
elastic region (the continuous line) is almost indistinguish-
able from the UFD parametrization. Actually, as seen in
Table II, the B0 parameter does not change at all, whereas
the CFD B1 central value lies within less than one deviation
of the UFD parameter.
3. tS wave
As explained in previous sections, the data in the
inelastic region are presented in terms of the modulus
and phase of the tˆS amplitude. As seen now in Fig. 17, in
the inelastic region the UFD and CFD descriptions are quite
compatible up to 1.5 GeV. However, above that energy the
CFD parametrization starts deviating from the UFD result.
The UFD central value (the dashed line) lies slightly
outside the uncertainty band of the CFD set, although both
uncertainty bands would always overlap and therefore the
CFD still provides a fairly good description of the data.
Actually, it can be checked in Table III that the parameter of
the CFD inelastic fit that varies the most with respect to its
UFD value is ϕ1, which changes by merely 1.1 deviations.
Around 1.7 GeV the CFD result prefers the solution of
Aston et al. [24] for the phase. This deviation of the CFD
set from the UFD one reflects the fact that forward
dispersion relations are not well satisfied by the UFD set
in this region, as we already saw in Fig. 13. As a matter of
fact, the S waves and the D1=2 wave are the ones that
change most to improve the consistency of the FDRs
above 1.5 GeV.
C. P waves
1. P3=2 wave
The CFD solution for this wave is shown as a continuous
line in Fig. 18, where its uncertainty is covered by the gray
band. Note that the UFD solution is compatible in the
whole energy region with the new CFD parametrization.
Moreover, in Table V it can be seen that the two CFD Bk
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FIG. 15. The CFD parametrization of the S3=2 wave is shown as
a continuous line and its uncertainty as a gray band. For
comparison the UFD parametrization is shown as a dashed line.
See Fig. 1 for data references.
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FIG. 16. CFD parametrization of the S1=2-wave phase shift in
the elastic region, shown as a continuous line whose uncertainty
is covered by the gray band. For comparison we also show as a
dashed line the UFD result. Note that in this case the UFD and
CFD parametrizations are almost indistinguishable. See Fig. 3 for
data references.
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parameters lie well within the uncertainties of their UFD
counterparts. Therefore the data description is still
acceptable.
Let us recall that although the absolute value of this
phase shift is smaller than 2.5° in the whole energy region,
this wave still has a sizable effect on our calculations.
This is partly due to the ð2lþ 1Þ factors in Eq. (1), but
particularly because all other waves become relatively
small around 1.5 GeV.
2. P1=2 wave
As seen in Fig. 19 the CFD (continuous line) and UFD
(dashed) fits are almost indistinguishable up to 930 MeV
despite the very small uncertainty (the gray band). Around
that energy, the CFD result starts deviating towards slightly
lower values of the phase, although it is still compatible
with the UFD thanks to the fact that the uncertainty band
becomes larger in that region.
This means that describing the data around the Kð892Þ
resonance, whose mass is ≃896 MeV and width is
≃49 MeV, requires the phase in the 930 MeV to 1 GeV
region to be somewhat below the existing data. We
emphasize this remark because in the solution of the
Roy-Steiner equations in [14], the Kð892Þ phase comes
out somewhat incompatible with the data (we show the
result as a dotted line in Fig. 19). To obtain such a
solution the authors use as a boundary condition the value
of the phase (and its derivative) at
ﬃﬃ
s
p ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0.935 GeV2
p ≃
0.967 GeV, which they take to be 155.8 0.4°. However,
at that energy, our CFD result yields 152.5 2.0°. This
could suggest that the mismatch between the Roy-Steiner
solution of [14] and the scattering data around the Kð892Þ
resonance could be due in part to the choice of matching
phase and that it might be improved by lowering it by
roughly 3°, as our CFD prefers.
In the threshold region we have calculated the scattering
length directly from the CFD parametrization:
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FIG. 17. CFD parametrization of the tˆS wave in the whole energy region. On the upper panel we show jtˆSðsÞj, whereas in the lower one
we show ϕSðsÞ. The continuous line is our constrained fit (CFD), whose uncertainties are covered by the gray band. For comparison we
show the UFD result as a dashed line. Data references are as in Fig. 2.
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mπa
1=2
1 ¼ 0.024þ0.008−0.005 ; ð59Þ
to be compared with the UFD result mπa
1=2
1 ¼ 0.031þ0.013−0.008 .
Note that since our UFD and CFD fits describe the data in
Fig. 19, the resulting scattering lengths are larger than the
one obtained in [14], mπa
1=2
1 ¼ 0.019 0.001.
3. tP wave
Once we have described both the isospin 1=2 and
3=2 P waves, we show the modulus and phase of the
tP ¼ t1=21 þ t3=21 =2 amplitude in Figs. 20 and 21, respec-
tively. In the inelastic region both the phase and the
modulus obtained for the CFD solution are compatible
with the UFD parametrizations. Actually, by looking at
Table VII one can check to see that the CFD parameters are
almost identical to their UFD counterparts, varying by less
than one deviation, except the a parameter, which changes
by 1.4 deviations.
Our CFD solution describes fairly well the three reso-
nances observed in this partial wave, namely, the Kð892Þ,
the Kð1410Þ and the Kð1680Þ.
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FIG. 18. Phase shift of the P3=2 wave. Data are from [22].
We show as a continuous line the CFD fit and the gray band
covers its uncertainties. The UFD result lies right on the border
of this uncertainty band. Note that this phase is rather small up
to 1.74 GeV.
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FIG. 19. Phase shift of the P1=2 wave. The CFD and UFD
results are almost indistinguishable up to 950 MeV, where the
CFD phase becomes somewhat smaller. Note however that the
UFD results still lie inside the uncertainty band. In addition we
show the solution in [14]. Data are from [22,24].
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FIG. 20. Modulus of the tˆP ¼ tˆ1=21 þ tˆ3=21 =2 amplitude. We
show the CFD fit as a continuous line and its uncertainty as a
gray band. Note that the UFD result (dashed line) is also
compatible within the CFD uncertainties. Data are from [22,24].
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FIG. 21. Phase of the tP ¼ t1=21 þ t3=21 =2 amplitude. We show
the CFD fit as a continuous line and its uncertainty as a gray band.
Note that the UFD result (the dashed line) is also very compatible
within the CFD uncertainties. Data are from [22,24].
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Let us remark that although the two parametrizations are
compatible, the CFD result prefers, for the modulus, the
data of Estabrooks et al. [22] between 1 and 1.5 GeV.
D. D waves
1. D3=2 wave
In Fig. 22 we show the CFD result for the D3=2 wave,
whose structure is relatively simple and whose size and
influence are rather small, but not completely negligible,
particularly in the inelastic regime. As seen in the figure,
the CFD solution we obtain is almost the same as the
UFD parametrization. In Table VIII it can be observed that
the CFD parameters change by less than one third of a
deviation from their UFD counterparts.
2. tD wave
Since there are no data in the elastic region for the
I ¼ 1=2 D-wave partial wave, we directly show the
modulus and phase of the tD ¼ t1=22 þ t3=22 =2 combination
in Figs. 23 and 24, respectively. For the modulus, the CFD
solution is almost indistinguishable from the UFD curve up
to 1.6 GeV. However, above that energy the central UFD
value lies typically 2 to 3 deviations away from the central
CFD value. Nevertheless, both fits are still compatible due
to the rather large uncertainty band of the UFD set, shown
in Fig. 9. Concerning the phase, this is the curve where,
above 1.6 GeV, we find the largest deviation from the data
and the UFD set. By comparing the CFD versus the UFD
parameters for this wave, given in Table IX, we find that the
ϕ0 parameter changes by more than 3 deviations. This is the
only parameter that changes so dramatically from its UFD
to its CFD value. Note it is closely related to the back-
ground produced by the opening of the Kη channel.
This deviation is not too worrisome since it occurs at the
very end of our parametrizations and outside the peak of the
K2ð1430Þ, whose width is roughly 100 MeV. Therefore,
the amplitude in that region is relatively small. At this point
it is important to recall that the symmetric FDR, shown in
Fig. 14, is well satisfied by the CFD set only up to 1.6 GeV.
Above that energy, it improves the UFD result, but it is not
enough to consider it satisfactory. As already commented,
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FIG. 23. Modulus of the tˆD wave. Data are from [22,24]. Note
the clear peak of the K2ð1430Þ resonance and that above
1.6 GeV the UFD central result (the dashed line) is incom-
patible with the CFD result (the continuous line) within its
uncertainties (the gray band).
0.8 1 1.2 1.4 1.6
s
1/2(GeV)
0
50
100
150
φD
Estabrooks et al.
Aston et al.
UFD
CFD
FIG. 24. Phase of the tD wave. Data are from [22,24]. Note the
sharp phase rise due to the K2ð1430Þ resonance and that above
1.6 GeV the existing data and the UFD central result (the dashed
line) are both incompatible with the CFD result (the continuous
line) within its uncertainties (the gray band).
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FIG. 22. D3=2 phase shift. Data are from [22]. We show the
CFD result as a continuous line and its uncertainty as a gray band.
Note that it deviates very slightly from the UFD result (the dashed
line) and only above 1.2 GeV.
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this is one of the reasons why in this work we claim to have
precise and consistent data parametrizations up to 1.6 GeV
and not beyond. Above that region the measured data is
hard to reconcile with the dispersive constraints. This might
be due to the existence of further systematic uncertainties,
not necessarily in this wave, or to the increasingly impor-
tant contribution from the tower of partial waves to the
partial wave expansion.
E. F1=2 wave
The CFD result for the F1=2 wave is almost indistin-
guishable from our previous UFD result and describes
nicely the K3ð1780Þ. This can be seen in Figs. 25 and 26,
where we show the modulus and the phase of the partial
wave, respectively.
F. CFD Regge parametrizations
When imposing dispersive constraints on the amplitude,
we have also allowed the fK=π , r and gK=π Regge
parameters to vary. The rest of the Regge parameters have
been kept fixed to the values in the literature, also used for
the UFD set and given in Table XI. The reason is that, in
principle, these other parameters can be determined without
using processes involving kaons or πK scattering.
In Table XII we can observe that, in the end, the fK=π and
r parameters barely change. However the CFD value of
gK=π changes by 2.5 deviations from its UFD counterpart
and is responsible for more than half of the reduction
in d2T− , particularly at high energies. As we commented
before, it is not very surprising that this parameter suffers a
large change, since there is little information to determine it
reliably. It can be considered that in this work we are
making a dispersive determination of this parameter.
VI. DISCUSSION
Before concluding, let us discuss our results in relation
to data obtained from the decay of heavier particles, as well
as regarding poles of resonances in the elastic regime and
particularly the controversial K0ð800Þ or κ meson.
A. Data from decays of heavier particles
As was already commented in Sec. III A, further infor-
mation on the πK system has been obtained from the
decays of heavier particles.
The semileptonic Dþ → K−πþeþνe decays have been
analyzed by the BABAR [25] and BESIII [26] collabora-
tions providing data on the phase difference between the S
and P components. Since only the πK’s interact strongly in
the final state, Watson’s theorem applies and in the elastic
region this measurement is nothing but the difference
between the S and P scattering phase shifts. In Fig. 27
we show the results for the I ¼ 1=2 S-wave phase obtained
from semileptonic D decays, compared to those from
scattering experiments. Note that the uncertainties from
decays are much larger than those obtained from scattering.
Although what is actually measured in these decays is
the phase-shift difference between the P and S waves, the
experimental collaborations provide tables for the S wave
alone, by using a simple P-wave description, whose
uncertainty is much smaller and can be neglected. A similar
procedure has been followed with the LASS scattering
data of Aston et al. [24] shown in Fig. 27 for comparison,
where the I ¼ 3=2 component has been separated with the
Estabrooks et al. model [22]. The above caveats and the
very large uncertainties justify our not including data from
decays in our fits. All in all, there is a nice qualitative
agreement between different data sources and also with our
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FIG. 25. Modulus of the F1=2 wave. Data are from [22,24].
Note that the peak of theK3ð1780Þ resonance is well described by
both the CFD and UFD curves, which are very compatible. The
gray band stands for the CFD uncertainty.
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FIG. 26. Phase of the F1=2 wave. Data are from [22,24]. Note
that the CFD and UFD curves are very compatible. The gray band
stands for the CFD uncertainty.
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UFD and CFD results that we also show in the figure.
Moreover it is reassuring to see the good agreement
between our parametrizations and the decay data in the
near threshold region, where no scattering data exist.
In addition, from Dalitz plot analyses it has been possible
to extract the I ¼ 1=2 amplitude and phase of the πK
S-wave component in Dþ → K−πþπþ by the E791 [27],
FOCUS [28] and CLEO-c [29] collaborations, as well as
in ηc → KK¯π by the BABAR Collaboration [30]. As was
already commented in Sec. III A, in this case Watson’s
theorem does not imply that the phase thus measured
should be the same as that of scattering. The reason is
the presence of another strongly interacting particle in the
final state. This is particularly obvious by noting that the
measured amplitudes and phases do not satisfy the elastic
scattering unitarity condition. Nevertheless, it has also been
noticed in these works that the measured phase shows a
qualitative agreement with the scattering phase shift in the
elastic region, once it is appropriately displaced by a
constant. We show this qualitative agreement in Fig. 28,
where once again the data from scattering has been
extracted using the simple I ¼ 3=2 model suggested by
the experimental authors, which is a good enough descrip-
tion for a qualitative comparison. Once more, our UFD and
CFD parametrizations describe well all these data.
Note, however, that the agreement disappears in the
region above 1.6 GeV, which is where we have also found
that the scattering data are largely incompatible with
forward dispersion relations. It is then tempting to fit in
this region the phase from decays instead of the phase from
scattering, in the hope that the FDRs may be better
satisfied. However, note that we can only try to fit the
phase from decays, based on its similarity to the scattering
phase, but not the modulus, since the energy dependence
observed for the latter is very different from that of
scattering. We have performed this exercise and we have
verified that the FDRs are satisfied even more poorly.
B. Pole parameters of elastic resonances
Our partial waves are constructed as piecewise para-
metrizations which are matched continuously in the real
axis. As a consequence, the resulting global amplitude does
not provide a rigorous analytic continuation to the whole
complex plane. Each one of the pieces may have an analytic
continuation of its own, but at most it may only be a good
approximation to the amplitude near the part of the real axis
where that particular function is used, far from the other
pieces of functions. Nevertheless, in the elastic region we
have used a conformal mapping which has a well-defined
analytic continuation to the complex s plane. As explained
in Appendix A, the interesting feature of this mapping is
that it places the inelastic singularities at the boundary of
the unit circle. Therefore one can expect that it will provide
a relatively good representation of the partial wave for
complex values of s which are not close to that boundary.
With these caveats in mind, we can obtain a determi-
nation of the pole positions of resonances that appear in the
elastic region by considering the analytic continuation of
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FIG. 27. Phase of the I ¼ 1=2 πK S wave obtained from the
semileptonic decay Dþ → K−πþeþνe by the BABAR Collabo-
ration [25] and recently by the BESIII Collaboration [26].
These phases are compared to the LASS scattering phase shift
of Aston et al. (using their I ¼ 3=2 parametrization to separate
the I ¼ 1=2). Note that the experiments are in fairly good
agreement up to 1.6 GeV.
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FIG. 28. Phase of the I ¼ 1=2 πK S wave obtained from Dalitz
plot analyses of D → Kππ by the E791 Collaboration [27] and
of ηc → K0SK
π∓ by the BABAR Collaboration [30]. We have
plotted the systematic plus the statistical uncertainties for [27].
These phases are compared to the LASS scattering phase shift
of Aston et al. (using their I ¼ 3=2 parametrization to separate
the I ¼ 1=2). The data from BABAR are displaced by 34° while
those from E791 are displaced by 86°. Note that the qualitative
agreement with the scattering phase only reaches up to 1.5 GeV
and is not particularly good at low energies.
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just the elastic conformal parametrizations. Two such
resonances exist, both with I ¼ 1=2, namely, the contro-
versial K0ð800Þ, or κ meson, and the Kð892Þ in the scalar
and vector partial waves, respectively. Their associated
poles are located in the second Riemann sheet of the partial
wave, defined as
tIIðsÞ ¼ tðsÞ
1þ 2iσðsÞtðsÞ ; ð60Þ
where in the upper half complex s plane σðsÞ is defined as
in Sec. II, whereas in the lower half plane σðsÞ ¼ −σðsÞ.
Therefore the second sheet pole position is a solution of
cot δIlðspoleÞ ¼ −i; ð61Þ
where the analytic continuation of the cotangent of the
phase shift is obtained through the conformal expansion in
Eqs. (13) and (28) for the K0ð800Þ and the Kð892Þ,
respectively.
Customarily, since for narrow resonances isolated from
other poles or thresholds the Breit-Wigner formula applies,
one identifies the pole position of a resonance with its mass
and width as follows: sR ¼ ðMR − iΓR=2Þ2. Despite the
K0ð800Þ being a very wide resonance, we keep this
convention and the resulting pole parameters for this
resonance can be found in Table XV, both for the UFD
and the CFD parametrization. This is also the convention
used in the Review of Particle Physics (RPP) [16]. The
values we obtain are very compatible with the averaged
mass in the RPP, MK
0
ð800Þ ¼ 682 29 MeV. In contrast,
the width is somewhat larger than the value quoted there,
ΓK
0
ð800Þ ¼ 547 24 MeV. Actually, the most rigorous
derivation is that in [13] by means of a Roy-Steiner
analysis, where it is found that MK
0
ð800Þ ¼ 65813MeV
and ΓK
0
ð800Þ ¼ 557 24 MeV. Nevertheless, there is a
large spread of values listed in the RPP and several other
determinations find a width very similar to ours. As a word
of caution, when making a comparison to the RPP one
should take into account that our numbers correspond to a
pole position, whereas many values there correspond to
peak parametrizations through Breit-Wigner formalisms or
its variations, whose applicability is dubious due to the
large width of this resonance.
The corresponding poles for the vector Kð892Þ are
found in Table XVI. In this case the pole mass is very
similar to the values provided in the RPP, typically obtained
from Breit-Wigner parametrizations. In contrast our pole
width is about 10 MeV higher that the ones listed in the
RPP or those found in τ− → KSπ−ντ decays by the Belle
Collaboration [46] and on Dþ → K−πþeþνe decays by the
BABAR Collaboration [25]. It has been pointed out in [47]
that this shift may occur on the width when fitting the
LASS Collaboration [24] phase shift due to the fact that
those data have been given before unfolding the detector
mass resolution, yielding 56 MeV instead of the 50.8 MeV
quoted in the original LASS publication [24]. A similar
caveat is pointed out by Estabrooks et al. [22], who
estimate a 5 MeV systematic uncertainty in their width
determination for this reason. In both cases it is pointed out
that this effect barely affects the mass determination. Of
course, all these experimental poles have been extracted by
using Breit-Wigner parametrizations modified with Blatt-
Weiskopf barrier factors, which are also model dependent.
For the future, we plan to impose consistency with partial
wave dispersion relations starting from the parametrizations
we have obtained in this work. Those dispersion relations
will provide a rigorous analytic continuation to the complex
plane and a rigorous and precise determination of the
resonance poles. In addition, we plan to use a simpler but
model-independent method, recently proposed to extract the
poles from the knowledge of scattering data in the real axis by
means of Padé approximants and Montessus’s theorem [48].
These two approaches are beyond the scope of the present
work, which is only focused on obtaining a data description
consistent with FDRs.
VII. CONCLUSIONS AND OUTLOOK
In this work we have presented a set of pion-kaon
scattering parametrizations, which up to 1.6 GeV describe
data and simultaneously satisfy a complete set of forward
dispersion relations as well as three sum rules for threshold
parameters. Our aim has been to make the parametrizations
relatively simple and easy to implement in future theoreti-
cal or experimental applications.
As a first step we have obtained a set of UFD, in which
partial waves with different angular momenta are fitted
independently. Waves with different isospins are fitted
together because that is how data was originally obtained.
We have paid particular attention to the estimation of
uncertainties, particularly to those of a systematic nature,
which are not always taken into account in the literature. In
addition, for the most controversial wave we have checked
some statistical tests for the consistency of our uncertainty
TABLE XV. Pole parameters of the K0(800) from the analytic
continuation of the elastic parametrization only.
Poles Mass (MeV) Width (MeV) Coupling
UFD 673 15 674 15 5.01 0.07
CFD 680 15 668 15 4.99 0.08
TABLE XVI. Pole parameters of the K(892) from the analytic
continuation of the elastic parametrization only.
Poles Mass (MeV) Width (MeV) Coupling
UFD 893 1 56 2 5.95 0.07
CFD 892 1 58 2 6.02 0.06
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estimates. Above 1.74 GeV, since no data on all partial
waves exist, we have used Regge parametrizations that
were obtained in previous works by applying factorization
to other processes involving nucleons, pions and kaons.
However, it is shown that, even within uncertainties, this
UFD set does not satisfy well forward dispersion relations
and also shows some tension when used inside the thresh-
old sum rules. In particular, above the Kη threshold the
dispersive results lie typically 2 deviations or more away
from the direct calculation when using the UFD para-
metrizations. Throughout the elastic region the agreement
is somewhat better, but still only at the level of 1.5
deviations.
Thus, as a second step, we have imposed the forward
dispersion relations and the sum rules as constraints on the
fit parameters. Note that the parametrizations stay the same
and we only change the values of the parameters. Our final
result is a set of CFD that satisfies forward dispersion
relations remarkably well up to 1.6 GeV while still
describing the data. In particular, the deviations between
the CFD and UFD results have been shown to be relatively
small and within the uncertainties of the UFD fit. As a
consequence, the CFD set still provides a good description
of the data. Above 1.6 GeV, we have found that the
fulfillment of the dispersive constraints would require large
modifications of the fits that would spoil the data descrip-
tion. Thus our parametrizations describe the data and are
simultaneously consistent with dispersive constraints only
up to 1.6 GeV.
Using this CFD set we have provided a precise deter-
mination of three combinations of scattering lengths and
slope parameters. In addition, given that the conformal
map parametrization chosen for the elastic region has
very good analytic properties in the complex plane we
have obtained the pole parameters of the resonances that
appear in that region, namely the vector Kð892Þ and the
controversial scalar K0ð800Þ or κ meson. The poles and
residues come in reasonably good agreement with previous
determinations, although, of course, the analytic continu-
ation is dependent on our choice of conformal mapping,
which is very reasonable, but not entirely model indepen-
dent. Nevertheless, we plan to use our CFD results in the
real axis as input to extract pole parameters using model-
independent analytic approaches.
For the future we also plan to constrain further our
parametrizations with a complete set of equations of the
Roy-Steiner type. These are much more complicated
relations written in terms of partial waves but they are
very relevant to imposing crossing in addition to analytic-
ity. Also, being formulated in terms of partial waves, they
allow for a rigorous continuation to the complex plane,
independent of the parametrizations used in the real axis.
Thus they can provide a rigorous determination of the
parameters of the resonances. Nevertheless, unlike the
forward dispersion relations used here, they are limited
in practice to roughly the elastic region. Moreover, equa-
tions of the Roy-Steiner type use as input the amplitudes in
the whole energy region, for which it is important to use as
input the CFD set obtained here.
We also expect that the simple parametrization of all the
relevant partial waves can be of use in present and future
experimental and theoretical analysis involving pions and
kaons in the final state.
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APPENDIX A: CONFORMAL EXPANSION
FOR ELASTIC WAVES
Let us recall that elastic partial waves can be written as
tlðsÞ ¼
1
σðsÞ
1
cot δlðsÞ − i
; ðA1Þ
where σðsÞ ¼ 2q= ﬃﬃsp and q is the center of mass momen-
tum. In the complex s plane, partial waves for the scattering
of two particles with different masses m1 and m2 have a
distinct analytic structure in the first Riemann sheet, shown
in Fig. 29(a). First of all, there is a right-hand or physical
cut extending from the opening of the elastic threshold to
infinity. In addition, due to the thresholds in the crossed
channels, there is a left-hand cut extending from ðm1−m2Þ2
to −∞, as well as a circular cut at jsj2 ¼ ðm21 −m22Þ2. Other
singularities may appear on the real axis when bound states
exist in the direct or crossed channels, but this is not the
case in πK scattering. Let us emphasize that there are no
poles in the first Riemann sheet. The cut singularities are
reproduced in the second Riemann sheet, where poles can
now occur anywhere in the complex plane. When poles are
sufficiently close to the real axis, they give rise to resonant
phenomena.
Now, in order to describe the amplitude in the complex s
plane, it is customary to recast the partial wave as
tlðsÞ ¼
q2l
ΦðsÞ − iq2lσðsÞ ; ðA2Þ
so that, as shown in Fig. 29(b), the effective range function
ΦðsÞ does not have elastic cuts, but only the left-hand and
circular ones, as well as the inelastic cuts. Depending on the
dynamics, it might also have poles at the zeros of the
amplitude, as we will discuss below. In our case, it has no
singularity from the πK threshold to the next inelastic
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threshold s0. When the expansion of ΦðsÞ is made in terms
of the powers of q, the coefficient of the first term of the
expansion is known as the scattering length, the second is
the slope, etc. But the radius of convergence of this series,
centered at s ¼ ðmK þmπÞ2, is small, since the circular cut
singularity lies rather close. The best way to use the largest
possible domain of analyticity is by changing variables by
means of a conformal transformation. In this case, however,
it is convenient to perform first another change of variable
which maps the circular cut into the left real axis:
yðsÞ ¼

s − ΔKπ
sþ ΔKπ

2
; ðA3Þ
where ΔKπ ¼ m2K −m2π . The resulting ΦðyðsÞÞ function
now only has a right-hand “inelastic” cut and a left-hand
cut, as shown in Fig. 29(c), and then we can use the
conformal variable
wðyÞ ¼
ﬃﬃﬃ
y
p − α ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃy0 − ypﬃﬃﬃ
y
p þ α ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃy0 − yp ; ðA4Þ
to map the cut y plane into the unit circle in the ω plane.
With the exception of the minute P3=2 andD3=2 waves, in
this work we have chosen α for each wave so that the center
of the conformal expansion ω ¼ 0 corresponds to the
intermediate point between the πK threshold and the
energy of the last data point that is fitted with the conformal
formula. The reason for this choice is to ensure that the
region where data is to be fitted lies well inside the ω circle,
roughly centered around ω ¼ 0, as shown in Fig. 29(d).
Actually, for the S1=2 and P1=2 waves, the data fitted with
the elastic formalism lie at jωj < 0.45. However for the S3=2
wave the data lie at jωj < 0.6. The P3=2 and D3=2 waves
are an exception, because their data starts at 1 GeV, far from
the πK threshold. Thus we have chosen their α parameters
so that the center of the conformal expansion corresponds
to the intermediate point where data exists. With this
choice, the data fitted with this conformal expansion lies
at jωj < 0.6.
Since with these changes of variable the singularities
now lie at jωj ¼ 1, the function has an analytic expansion
ΦðsÞ ¼PnBnwðsÞn convergent in the whole jωj < 1
circle. In this way, and in terms of s, the domain of
analyticity of the conformal mapping extends to the whole
complex plane outside the circular cut, with a left-hand cut
and a right-hand cut above the first inelastic threshold. Thus
on the elastic region of the real axis
cot δlðsÞ ¼
ﬃﬃ
s
p
2q2lþ1
ΦðsÞ ¼
ﬃﬃ
s
p
2q2lþ1
X
n
BnwðsÞn; ðA5Þ
which are the expressions we have used for our elastic fits.
Finally, let us recall that due to chiral symmetry, scalar
partial waves have a so-called Adler zero below threshold,
FIG. 29. Analytic structure in different variables of a πK
scattering partial wave tðsÞ and effective range function ΦðsÞ:
(a) tðsÞ in the complex s plane. Note the elastic, inelastic, left-
hand and circular cuts. (b) ΦðsÞ in the s plane has the same
structure as tðsÞ except for the absence of the elastic cut. (c) In the
yðsÞ plane the circular cut disappears. (d) The conformal variable
ωðyÞ maps the whole analyticity domain of ΦðyÞ inside the unit
circle, whereas the cut singularities are confined to jωj ¼ 1. Note
that ω is defined so that the data region is roughly centered
around ω ¼ 0 and not too close to the border.
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which is easily implemented in the partial waves by writing
a pole factor in front of the ΦðsÞ expansion, as follows:
ΦðsÞ ¼ 1
s − sAdler
X
n
BnwðsÞn: ðA6Þ
In addition, when there is a narrow well-established
resonance and the phase crosses π=2 at mr it is also
convenient to extract a factor out of the conformal
expansion as
ΦðsÞ ¼ ðs −m2rÞ
X
n
BnwðsÞn; ðA7Þ
to accelerate the convergence of the fit.
APPENDIX B: STATISTICAL TEST
ON THE S WAVE
Since the S1=2 wave is the most controversial one, we
have used some statistical tests to check the consistency of
our fits and the data obtained from [22] and [24] for the
tS ≡ t1=20 þ t3=20 =2 amplitude. As has been explained in the
main text, the problem with the data is the existence of large
systematic uncertainties that we necessarily had to estimate.
Once we had these systematic uncertainties added to the
statistical ones, we have performed the fits and obtained, by
minimizing the χ2, the fit parameters and their uncertain-
ties. The χ2 is based on a Gaussianity assumption and one
would like to test to see that the resulting fit and the data are
still consistent with it. For this reason we will check the
consistency of our fits by means of the central moment
statistical test, which in rather similar conditions was
suggested for ππ scattering in [32].
Let N be the number of data points, measured at energiesﬃﬃﬃﬃ
si
p
, i ¼ 1…N. We then introduce a set of N residuals
Ri ¼ ðPi − fðα; siÞÞ=ðΔPiÞ. Here Pi is the experimental
value of the ith measurement, ΔPi its uncertainty (exper-
imental and systematic) associated with that value, and
fðα; siÞ is the theoretical model evaluated at si. The set of
UFD parameters is called α.
By assumption, this set of residuals must obey a
standardized normal distribution. For this purpose we study
the central moments of the residual distribution
μUFD;n ¼
1
N
XN
i¼1
ðRi − RmeanÞn; ðB1Þ
where Rmean ¼
P
Ri=N.
We would like to compare these μUFD;n with the
expected value of a set of N data standardized Gaussian
points. Thus, we generate M samples of distributions of N
data points Rik, k ¼ 1;…M that follow a normal Gaussian
distribution, and calculate the central moments μnk of
each sample. We then define the average central moment
hμni ¼
P
M
k μnk=M. Similarly, we define the uncertainty
in this distribution of residuals as the usual standard
deviation: Δμn ≡
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hμ2ni − hμni2
p
.
In order to compare the moments of our UFD result
with those of the generated distributions, we have to
recall that we have parametrized the S wave into two
regions with different functional forms, and we have fitted
two sets of observables, jtˆSj and ϕS. Therefore we have four
different tests, which are presented in Tables XVII, XVIII,
XIX and XX.
Actually, our procedure to estimate uncertainties has
made use of these tests. At first we introduce as systematic
uncertainties half of the distance between those points
measured at the same energy which are incompatible. Then,
we modify the systematic uncertainties of the few data
points that cause deviations from the Gaussian behavior of
the tests. With these modified systematic uncertainties the
fit is performed again, the tests are checked once more and
the systematic uncertainties of points that cause deviations
from the test are changed again. The procedure is iterated
until the Gaussianity tests are well satisfied.
TABLE XVII. Normality condition for ΦS in the elastic region.
n 1 2 3 4 5 6
μUFD;n 0 0.8 −0.3 1.6 −1.1 4.2
μrandom;n 0 0 1.0 0.2 0 0.4 2.8 1.6 0 4 14 17
TABLE XVIII. Normality condition for jtˆSj in the elastic
region.
n 1 2 3 4 5 6
μUFD;n 0 1.1 0.1 2.4 0.8 6.7
μrandom;n 0 0 1.0 0.2 0 0.4 2.8 1.6 0 4 14 17
TABLE XIX. Normality condition for the ΦS in the inelastic
region.
n 1 2 3 4 5 6
μUFD;n 0 1 0.2 3.3 −2.1 18.1
μrandom;n 0 0 1.0 0.2 0 0.4 2.8 1.6 0 4 14 16
TABLE XX. Normality condition for the jtˆSj in the inelastic
region.
n 1 2 3 4 5 6
μUFD;n 0 0.9 0.09 1.6 0.6 3.6
μrandom;n 0 0 1.0 0.2 0 0.4 2.8 1.6 0 4 14 16
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Abstract In this work we provide a dispersive analysis
of ππ → K K¯ scattering. For this purpose we present a
set of partial-wave hyperbolic dispersion relations using a
family of hyperbolas that maximizes the applicability range
of the hyperbolic dispersive representation, which we have
extended up to 1.47 GeV. We then use these equations first to
test simple fits to different and often conflicting data sets, also
showing that some of these data and some popular parameter-
izations of these waves fail to satisfy the dispersive analysis.
Our main result is obtained after imposing these new rela-
tions as constraints on the data fits. We thus provide simple
and precise parameterizations for the S, P and D waves that
describe the experimental data from K K¯ threshold up to 2
GeV, while being consistent with crossing symmetric partial-
wave dispersion relations up to their maximum applicability
range of 1.47 GeV. For the S-wave we have found that two
solutions describing two conflicting data sets are possible.
The dispersion relations also provide a representation for S,
P and D waves in the pseudo-physical region.
1 Introduction
The scattering of pions and kaons is interesting for several
reasons: First, by itself, in order to test and understand the
dynamics of these particles, which are the pseudo-Goldstone
Bosons of the QCD spontaneous chiral symmetry breaking.
Second, because these scattering processes are one of the
main sources of information on the existence and parameters
of several meson resonances. In particular, this is the case of
light scalar mesons, whose very existence, nature and clas-
sification are still a matter of debate (see the note on light
scalars in the review of particle properties (RPP) [1]). These
resonances are very relevant for the identification of glue-
balls, tetraquaks or molecular states that lie beyond the ordi-
nary meson states of the naive quark model. Finally, being
a e-mail: jrpelaez@fis.ucm.es
the lightest mesons, final state interactions (FSI) of pions
and kaons play an essential role in the description of many
hadronic processes. The unprecedented statistical samples
obtained in the last years on different hadronic experiments
and the even more ambitious plans for future facilities have
provoked a renovated interest for precise and rigorous anal-
yses of existing meson-meson scattering data, superseding
simple model descriptions.
Unfortunately, most of the data on meson-meson scatter-
ing [2–10] are extracted indirectly from meson-nucleon to
meson-meson-nucleon reactions. This extraction is compli-
cated, relying on some model assumptions, and for this rea-
son it is affected with large systematic uncertainties, which
can be estimated from the differences between data sets from
different experiments (and for ππ scattering even within data
sets from the same experiment [2,3]). Moreover, the descrip-
tion of these data is frequently done in terms of meson-meson
models which can lead to artifacts and unreliable determi-
nations of resonances and their parameters. It is for these
reasons that dispersive techniques are required.
Dispersion relations are the mathematical expression of
causality and crossing. They relate the amplitude at a given
energy to integrals of the amplitude and can be used as con-
sistency tests of the experimental data or as constraints on the
fits. We will make both uses here. For dispersive integrals to
be evaluated just over the physical region, crossing must be
used and two main kinds of dispersion relations appear then:
Forward Dispersion Relations (FDRs) and those for partial
waves generically know as Roy or Roy–Steiner equations
[11–13], depending on whether the scattering occurs among
particles with equal or different masses. FDRs are rather sim-
ple and easily extended to arbitrary energies. They have been
recently applied to constrain ππ [14–17] and Kπ [18] scat-
tering amplitudes that will be used as input in some stages of
the present work. Roy-like equations are a complicated sys-
tem of coupled equations, limited in practice to energies of
O(1 GeV) for meson-meson scattering. However, they pro-
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vide a rigorous continuation to the complex plane that allows
for a precise and model independent determination of reso-
nances. Actually, it was only in 2012 that the RPP [1] consid-
ered settled the issue of the existence and parameters of the
much debated scalar f0(500) resonance [19], traditionally
known as σ -meson, and to a very large extent this was due to
the results of dispersive analyses of ππ scattering amplitudes
with versions of Roy equations [20–22]. Similarly, the scalar
K ∗0 (800) or κ-meson has also been obtained from π K scat-
tering using unitarization and dispersive methods [23–25],
the most reliable value [26] being the Roy–Steiner method
based on hyperbolic dispersion relations [27], but according
to the RPP this resonance still “needs confirmation” [1]. Roy–
Steiner equations have also been applied recently to π N scat-
tering [28] and for γ γ → ππ [29]. For meson-resonances
beyond ∼1 GeV, Roy-like equations are not used in practice,
but other analytic tools have been recently applied [30–32]
to extract resonance poles from the description of amplitudes
in the physical region constrained with dispersion relations,
thus minimizing the model-dependence.
The purpose of this paper is to obtain a set of simple
ππ → K K¯ scattering parameterizations satisfying Roy–
Steiner dispersion relations that can be easily used later on
both by theoreticians and experimentalists, as has already
been the case of previous works for ππ and π K scattering.
The motivations to study ππ → K K¯ are the ones explained
above for meson-meson scattering in general: (i) a rigorous
ππ → K K¯ description is a necessary input for further stud-
ies of resonances (like scalars in the 1–1.6 GeV, range), in
particular in order to compare their ππ and K K¯ couplings,
(ii) it is also an essential ingredient in the Roy–Steiner study
of Kπ scattering and the determination of the controversial
K ∗0 (800)-meson (whose determination is one of the goals of
a recent proposal at JLab [33]) (iii) the ππ → K K¯ amplitude
also influences, via unitarity, the ππ → ππ and ππ → N N
amplitudes, and consequently those of K N and K¯ N scatter-
ing. Finally ππ → K K¯ is a very relevant ingredient in the
FSI of numerous hadron decays. For instance, the role of
ππ → K K¯ re-scattering has gained a renewed interest due
to the recent observation of a large CP violation in recent
studies at LHCb [34–36], although the amplitude used for
such studies has been approximated with simple models and
the amplitudes obtained here could be used to avoid such
assumptions in further studies which are under way. Finally,
lattice calculations of the coupled channel ππ , K K¯ , ηη scat-
tering have appeared very recently [37]. Although these cal-
culations are performed still at relatively high pion masses,
the physical point where one can compare with our actual
ππ → K K¯ parameterizations could be accessible soon.
Dispersive studies of ππ → K K¯ scattering and its rela-
tion to π K → π K scattering were first performed in the
seventies [38–41]. It was soon clear that the formalism of
fixed-t dispersion relations combined with hyperbolic dis-
persion relations (HDR) for partial waves [12,13] was best
suited to study the physical regions of both channels simulta-
neously [39,41]. However, ππ → K K¯ data was scarce and
these analyses only allowed for crude checks of low-energy
scalar partial waves, frequently focusing on threshold param-
eters and the non-physical region between the two-pion and
the two-kaon thresholds (or at most up to 1100 MeV). For
a review of the theoretical and experimental situation until
1978 we refer to [42].
The main experimental results on ππ → K K¯ partial
waves, that will be thoroughly analyzed in this work, were
obtained in the early eighties [7,8], indirectly from π N →
K K¯ N ′ reactions. They extend from energies very close to
the K K¯ threshold up to 1.6 GeV. Several models exist in the
literature describing these ππ → K K¯ data [43–48], in par-
ticular with unitarized chiral Lagrangians [23,24,49,51,53].
These works are of relevance for studies of f0 resonances
and glueballs in that range.
A renewed interest on dispersive analysis of ππ → K K¯
at the turn of the century was triggered by the need for pre-
cise determinations of threshold parameters and chiral per-
turbation theory low energy constants. Actually, sum rules
for π K were obtained from a Roy–Steiner type of equations
from HDR [52,53] in which the ππ → K K¯ amplitude in
the unphysical region was obtained as a solution of a dis-
persive Mushkelishvili–Omnés problem. The ππ → K K¯
partial-wave data of [7,8] was used as input. However, no
dispersive analysis of these data has been carried out beyond
the K K¯ threshold, mostly due to the relatively low applica-
bility limit of the HDR along the su = b hyperbolas used in
those works. It was nevertheless shown that an extrapolation
of the HDR solutions beyond their applicability region was
fairly close to the data. Finally, in [27] a Roy–Steiner type
of analysis was performed to obtain solutions for the π K
elastic amplitudes, using once again as input the ππ → K K¯
amplitudes in the physical region. This study was the basis
for confirming the existence of the K ∗0 (800) meson through
a dispersive analysis [26].
The aim of this work is then to provide a simple set of
ππ → K K¯ parameterizations that describe the data up to 2
GeV while also satisfying dispersive constraints in the whole
region from ππ threshold up to 1.47 GeV. To this end, we
will derive a new set of hyperbolic dispersion relations, along
(s − a)(u − a) = b hyperbolas, choosing the a parameter to
maximize the applicability range which allows us to use them
up to 1.47 GeV. This will also allow us to test different and
often conflicting data sets and popular parameterizations.
The plan of the work is as follows: in Sect. 2 we will intro-
duce the notation, in Sect. 3 we will present simple uncon-
strained fits to the different ππ → K K¯ data as well as a
Regge formalism for the high energy part, taking particu-
lar care on the determination of uncertainties. In Sect. 4 we
will derive our new set of HDR, i.e. Roy–Steiner like equa-
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tions for partial waves, and formulate the Mushkelishvili–
Omnés problem used for both the unphysical region below
K K¯ threshold and the physical region up to 1.47 GeV. In
Sect. 5 we will first use these equations as checks for the
unconstrained parameterizations. Finally, in Sect. 6 we will
impose the new relations on the data fits. This will lead to
the desired constrained fits to data satisfying the analytic-
ity requirements, which are the main results of this work. In
Sect. 7 we will summarize our findings and conclude.
2 Kinematics and notation
Throughout this work we will be working in the isospin limit
of equal mass for all pions, mπ = 139.57 MeV, and equal
mass for all kaons, mK = 496 MeV.
Crossing symmetry relates the ππ → K K¯ amplitudes to
those of π K scattering. It is then customary to use the stan-
dard Mandelstam variables s, t, u for π K scattering, satisfy-
ing s + t + u = 2(m2π + m2K ) and write
G0(t, s, u) = √6F+(s, t, u),
G1(t, s, u) = 2F−(s, t, u), (1)
where G I are the fixed isospin I = 0, 1 amplitudes of
ππ → K K¯ whereas the F± are the s ↔ u symmetric
and antisymmetric π K amplitudes, respectively. The latter
are defined as
F+(s, t, u) = 1
3
F1/2(s, t, u) + 2
3
F3/2(s, t, u),
F−(s, t, u) = 1
3
F1/2(s, t, u) − 1
3
F3/2(s, t, u), (2)
where now F I are the fixed isospin I = 1/2, 3/2 amplitudes
of π K scattering. These satisfy:
F1/2(s, t, u) = 3
2
F3/2(u, t, s) − 1
2
F3/2(s, t, u), (3)
from where the s ↔ u symmetry properties of F± follow.
In this work we will also use the partial-wave decompo-
sitions of the π K and ππ → K K¯ scattering amplitudes,
defined as follows:
F I (s, t, u) = 16π
∑

(2 + 1)P(zs) f I (s),
G I (t, s, u) = 16π√2
∑

(2 + 1)(qπqK ) P(zt )gI (t), (4)
where qπ = qππ (t), qK = qK K (t) are the CM momenta of
the respective ππ and K K¯ states, namely
q12(s) = 12√s
√
(s − (m1 + m2)2)(s − (m1 − m2)2). (5)
Note the (qπqK ) factors in the partial waves of the t-
channels, which are customarily introduced to ensure good
analytic properties for g(t) (see [54] in the ππ → N N¯ con-
text). The scattering angles in the s and t channels are given
by:
zs = cos θs = 1 + 2st
λs
, zt = cos θt = s − u4qπqK , (6)
where λs = (s − (mπ + mK )2)(s − (mK − mπ )2) =
4s q2Kπ (s).
It is also convenient to define m± = mK ± mπ , 
12 =
m21 + m22 and 12 = m21 − m22, as well as tπ = 4m2π , tK =
4m2K . In the rest of this work, and unless stated otherwise,
m1 = mK , m2 = mπ ,  = Kπ , 
 = 
Kπ and q =
qKπ (s). For later use we define the Kπ scattering lengths as
follows:
aI0 =
2
m+
f I0 (m2+) (7)
and similarly for a±0 .
Let us recall that in the case when we have two identical
particles in the initial state, as it happens with two pions in
the isospin limit formalism, we define
gI (t) =
√
2
32π(qπqK )
∫ 1
0
dzt P(zt )G I (t, s). (8)
For later use we also write here the explicit expressions for
the  = 0, 1, 2 partial waves:
g00(t) =
√
3
16π
∫ 1
0
dzt F+(s, t),
g11(t) =
√
2
16πqπqK
∫ 1
0
dzt zt F−(s, t),
g02(t) =
√
3
16π(qπqK )2
∫ 1
0
dzt
3z2t − 1
2
F+(s, t). (9)
Finally, the relation with the S-matrix partial waves, which
allows for straightforward comparison with some experimen-
tal works, is:
SI (s)ππ→ππ = 1 + i
4q√
s
f I (s)θ(s − m2+),
SI (t)ππ→K K¯ = i
4(qπqK )+1/2√
t
gIt (t)θ(t − tK ). (10)
3 Unconstrained fits to data
3.1 The data
As we have already emphasized in the introduction we will
explicitly choose very simple parameterizations to fit the
data, so that they can be used easily later on. In this sec-
tion we will just describe the data without imposing disper-
sion relations. These will be called unconstrained fits to data
(UFD). In this way the fits to each wave are independent from
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each other. Later on we will impose the dispersion relations
as constraints and obtain the constrained fits to data (CFD).
This will correlate different waves.
The data we will fit are of four types. First, we will
use data on the phases and modulus of the g00, g11 par-
tial waves extracted from π− p → K −K +n and π+n →
K −K + p at the Argonne National Laboratory [7] and from
π− p → K 0s K 0s n at the Brookhaven National Laboratory in
a series of three works [8–10], that we will call Brookhaven-
I, Brookhaven-II and Brookhaven-III, respectively. Second,
for the tensor g02 wave, data for its modulus was given in
Brookhaven-II and Brookhaven-III, although as we will see
the old experimental parameterizations are not quite compat-
ible with the present resonance parameters listed in the RPP.
Third, for higher partial waves, which play a very minor role
in the numerics, we use simple resonance parameterizations
with their parameters as quoted in the RPP. Finally, for the
high-energy range above 2 GeV we rely on recent updates
[17,18,26], of Regge parameterizations [55] based on factor-
ization and the phenomenological observations about Regge
trajectories or the Veneziano model [56–59].
3.2 Partial wave fits from K K¯ threshold to 2 GeV
We now describe our partial-wave parameterizations in the
region from K K¯ threshold to 2 GeV. For all of them we define
a modulus and a phase t I = |t I |eiφ
I

. We will start with the
waves that have less controversy on the data sets and that, as
we will see later, satisfy best our Roy–Steiner-like equations,
leaving for the end the most difficult one, which is that with
 = 0, I = 0. Note that since in the isospin limit all pions
are identical particles, Bose statistics applies and + I must
be even.
3.2.1  = 1, I = 1 partial wave
For the g11 partial wave there is only data from the Argonne
Collaboration (Cohen et al. [7]), extending up to around 1.6
GeV for both the modulus |g11 | and its phase φ11 . Although
there is no data on the 1.6–2 GeV region, which is the start-
ing energy of our Regge parameterizations, we will see that
a rather simple functional form covering the whole range
from ππ threshold up to 2 GeV satisfies fairly well the Roy–
Steiner equations even before imposing them as constraints.
In particular we will use a phenomenological parameteriza-
tion similar to that in [27]:
g11(t) =
C√
1 + r1qˆ2π (t)
√
1 + r1qˆ2K (t)
×
{
BW (t)ρ + (β + β1qˆ2K (t))BW (t)ρ′
+(γ + γ1qˆ2K (t))BW (t, m)ρ′′
}
, (11)
Table 1 Parameters of the g11 wave. Masses and widths are given in
GeV whereas, C , β1, γ1 and r1 are given in GeV−2
Parameter UFD CFD
mρ 0.7757 ± 0.0010 0.7749 ± 0.0010
ρ 0.152 ± 0.001 0.153 ± 0.001
mρ′ 1.440 ± 0.015 1.438 ± 0.015
ρ′ 0.310 ± 0.029 0.309 ± 0.029
mρ′′ 1.72 1.72
ρ′′ 0.25 0.25
C 1.21 ± 0.11 1.23 ± 0.11
r1 3.95 ± 0.76 3.43 ± 0.76
β −0.168 ± 0.007 −0.172 ± 0.007
β1 0.37 ± 0.02 0.38 ± 0.02
γ 0.10 ± 0.02 0.14 ± 0.02
γ1 −0.06 ± 0.06 −0.17 ± 0.06
where the three vector resonances ρ(770), ρ′ = ρ(1450),
ρ′′ = ρ(1700) have been parameterized by a combination of
three Breit–Wigner-like shapes:
BW (t)V = m
2
V
m2V − t − iV
√
t 2Gπ (t)+G K (t)2Gπ (m2V )
,
G P (t) =
√
t
(
2qP (t)√
t
)3
, (12)
and mV , V correspond to the masses and widths of the reso-
nances given in Table 1. Note that qˆ2P (t) ≡ q2P (t)(t −4m2P )
vanishes below the 2m P threshold. In particular, Eq. (11)
below K K¯ threshold is similar to the widely used Kuhn and
Santamaría form in [60]. In this region, since the coupling
to the 4-pion state is negligible and ππ scattering is elastic,
Watson’s Theorem implies that φ11(t) should be equal to the
phase shift of the I = 1,  = 1 partial wave of ππ scattering.
Since C and r1 are real, they do not contribute to the phase,
nor β1 nor γ1, being multiplied by qˆ2K , so that the parameters
mρ, ρ, β, γ are obtained from a fit to the dispersive analysis
[17] of the ππ phase shift in the elastic region. Indeed, in
the lower panel of Fig. 1 it can be seen that our parameteri-
zation describes remarkably well the ππ scattering data on
the phase below K K¯ threshold.
The parameters of theρ′′ resonance are fixed for simplicity
to those of the RPP [1], whereas those for theρ′ are allowed to
vary within 1.5 standard deviations within the values listed
in the PDG. Note that the ones determined by the CLEO
Collaboration [61] are not compatible with our best fit, if
one tries to fix those parameters to reproduce the ππ → K K¯
data the χ2 is increased by almost a factor of 2. Then we fit
the rest of the parameters to describe the data in the physical
and pseudophysical regions, the best result is shown in Fig. 1
and the parameters are given in Table 1. The fit has a total
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Fig. 1 Modulus and phase of the g11(t) ππ → K K¯ partial wave.
The continuous line and the uncertainty band correspond to the UFD
parameterization described in the text. Note that the phase below K K¯
follows that of I = 1,  = 1 elastic ππ scattering [17]. The white
circles and squares come from the ππ scattering experimental analyses
of Protopopescu et al. [2] and Estabrooks et al. [4], respectively
χ2/dof = 1.7, but a slightly larger χ2/dof = 2.2 is found
in the physical region. Conservatively we use the square root
of the latter to rescale the fit parameter uncertainties in the
table.
The data and the results of our unconstrained fit to data
(UFD) are shown in Fig. 1. Note that we plot the modulus
from K K¯ threshold and that, as already commented, data
only reaches up to 1.57 GeV. The shape above that energy is
almost entirely given by the ρ′′ resonance. Concerning the
phase, from the two-pion threshold to the K K¯ threshold it is
indistinguishable from that obtained from the ππ dispersive
analysis in [17]. In Fig. 1 our result below threshold can be
compared to the data from elastic ππ scattering [2,4]. Note
also the large uncertainty of both the data and the error bands
in the region around 1.5 GeV, which is due to the fact that
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
t1/2(GeV)
0
0.05
0.1
0.15
0.2
0.25
5|g02|
2 Brookhaven IIUFD^
Fig. 2 Data on the modulus of gˆ02(t) from the Brookhaven-II analysis
[9] together with our UFD fit, described in the text
the modulus almost vanishes there. Fortunately, this will also
make the contribution of that region to the dispersive integrals
almost negligible.
3.2.2  = 2, I = 0 partial wave
The data in Fig. 2 that we use for this wave in the physi-
cal region were obtained in the Brookhaven-II analysis [9],
published 6 years after Brookhaven-I. The Brookhaven-II
work was a study of the I = 0, J PC = 2++ channel of
ππ → K¯ K scattering within a coupled channel formal-
ism, which included data from other reactions. The latest
Brookhaven-III re-analysis by some members of that collabo-
ration, including even further information on other processes
can be found in [10]. Note that our normalization differs from
that in the experimental works and this is why we are plotting
|gˆ02 |, defined as:
gˆ02(t) ≡
2(qπqK )5/2√
t
g02(t) ≡ |gˆ02(t)| exp(iφ02(t)). (13)
Contrary to the previous  = 1, I = 1 case, where the
ρ(770) resonance dominates the unphysical region, now the
lowest resonance is well above the K K¯ threshold and there-
fore it does not dominate the unphysical region. Thus our
 = 2, I = 0 parameterization will have two pieces: one
above K K¯ threshold and another one below.
Concerning the physical region, t ≥ tK , note that there are
only data for the modulus |gˆ02 |, Fig. 2. Therefore, since we
also need to have a phase we use a phenomenological descrip-
tion in terms of resonances similar to that in [10], which is a
sum of usual Breit–Wigner shapes, although since they over-
lap significantly we include some interference phases. We
thus use:
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gˆ02(t) =
C
√
(qπ (t)qK (t))5
√
t
√
1 + r22 qˆ4π (t)
√
1 + r22 qˆ4K (t)
×
{
eiφ1 BW (t)1 + βeiφ2 BW (t)2 + γ eiφ3 BW (t)3
}
,
(14)
with
BW (t)T = m
2
T
m2T − t − imT T (t)
,
T (t) = T
(
qT (t)
qT (m2T )
)5
mT√
t
D2(r qT (m2T ))
D2(r qT (t))
, (15)
where D2(x) = 9 + 3x2 + x4 provides the usual Blatt–
Weisskopf barrier factor for  = 2, with a typical r =
5 GeV−1 
 1 fm.
In Eq. (15) above, T = 1, 2, 3 stands for the tensor
f2(1270), f ′2(1525) and f2(1810) resonances, respectively.
Since they decay predominantly to ππ , K¯ K and ππ , respec-
tively, we have set q1(t) = q3(t) = qπ (t), whereas q2(t) =
qK (t). The mass MT and width T of each resonance after
the fit are given in Table 2. As can be seen in the Brookhaven-
II and III fits in [9,10], the f ′2(1525) was at odds with the
present knowledge about this resonance parameters. More-
over, the parameters of the f2(1810) vary within a huge range
even when using almost the same data. As we have no data
for the phase of the partial wave it is not possible to fix the
position of the masses with accuracy, however, performing a
coupled-channel analysis for the tensor partial wave is out of
the scope of this work, mostly because we have no dispersive
control over other channels apart from ππ → K K¯ . For that
reason we have included the masses of both the f2(1270) and
the f ′2(1525) as additional data for our fit. In particular, we
take as input for the fit m f2 = 1.2755±0.0035 GeV which is
the average and standard deviation of the values used in the
RPP’s own average [1]. This we do to have a more conser-
vative estimate of the systematic uncertainty. For the f ′2 we
take directly the RPP average m f ′2 = 1.525±0.005 GeV. The
inclusion of the f2(1810) is purely phenomenological, fol-
lowing [9,10], just to describe the final rise seen in the mod-
ulus, but this resonance still “needs confirmation” according
to the RPP. We could have described this raise equally well
with another functional form, although it is also clear that
there exist some enhancements of the amplitudes and phases
for ππ → ππ and ππ → ηη. Its numerical effect on our
dispersive integrals is rather small. In Table 2 we also provide
the phases φT resulting from the fit to data.
Concerning the unphysical region, t < tK , since the con-
tribution of the four pion state is negligible, we have assumed
that ππ scattering is elastic. Hence we can use Watson’s The-
orem to identify φ02 = δ(0)2 , where δ(0)2 is the ππ -scattering
phase shift. Then we have fitted δ(0)2 to the result obtained in
Table 2 Parameters of the g02 wave
Parameter UFD CFD
m f2(1270) 1.271 ± 0.0035 GeV 1.271 ± 0.0035 GeV
m f ′2(1525) 1.522 ± 0.005 GeV 1.522 ± 0.005 GeV
m f2(1810) 1.806 ± 0.017 GeV 1.802 ± 0.017 GeV
 f2(1270) 0.187 ± 0.009 GeV 0.191 ± 0.009 GeV
 f ′2(1525) 0.108 ± 0.016 GeV 0.107 ± 0.016 GeV
 f2(1810) 0.201 ± 0.028 GeV 0.198 ± 0.028 GeV
φ f2(1270) −0.049 ± 0.014 −0.078 ± 0.014
φ f ′2(1525) 2.62 ± 0.16 2.59 ± 0.16
φ f2(1810) −0.72 ± 0.16 −0.82 ± 0.16
B0 12.5 ± 0.4 12.4 ± 0.4
B1 10.3 ± 1.0 12.3 ± 1.0
C 1.82 ± 0.09 GeV−2 1.86 ± 0.09 GeV−2
r22 6.68 ± 0.72 GeV−4 6.78 ± 0.72 GeV−4
β 0.070 ± 0.016 0.066 ± 0.016
γ 0.093 ± 0.02 0.094 ± 0.02
[17] from a dispersive analysis of ππ scattering data. For this
we have used a conformal expansion similar to that in [17]
but with one more parameter B2 fixed to ensure a continuous
matching of g02 at threshold. Namely:
cot φ02(t) =
t1/2
2q5π
(m2f2(1270) − t)m2π
×
{
B0 + B1w(t) + B2w(t)2
}
,
w(t) =
√
t − √t0 − t√
t + √t0 − t
, t1/20 = 1.05 GeV, (16)
where
B2 ω(tK )2 = q
5
π (tK ) cot(φ
0
2(tK ))
mK (m
2
f2(1270) − tK )m2π
− B0 − B1 ω(tK ),
(17)
has been fixed by continuity with the piece above tK in Eq.
(14). In Table 2 we provide values of B0, B1 after fitting
the CFD phase-shift in [17]. With this parameterization we
obtain a final χ2/dof = 1.4. Thus we rescale our uncertain-
ties by a factor of ∼ 1.2. We have checked that this phase
is also compatible within uncertainties with the dispersive
analysis of the ππ D-wave using Roy and GKPY equations
in [62].
Neither Brookhaven-I nor Argonne provide data for this
wave, nor the models they used to parameterize it. Neverthe-
less Brookhaven-I shows a plot with the central value of their
phase for this channel, which is later used to extract the g00
phase. As seen in Fig. 3 our phase is fairly compatible with
the Brookhaven-I model between 1.25 and 1.54 GeV. How-
ever, also in that figure it can be seen that the Brookhaven-I
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Fig. 3 Comparison between the UFD g02 phase and the one obtained
with the Brookhaven-I model. Note that the latter violates Watson’s
Theorem at K K¯ threshold. Also, the former includes an f0(1810) res-
onance whereas the latter uses a flat background. As explained in the
text, the latter is strongly disfavored when fitting Brookhaven II data on
the modulus
model violates Watson’s Theorem at low energies, which our
phase fully satisfies. In addition, above 1.6 GeV our phase,
obtained by fitting the Brookhaven-II data [9] on the mod-
ulus with modern values for the f2 family of resonances, is
rather different from the flat behavior of the Brookhaven-I
model [8] up to 1.9 GeV. The reason is that the Brookhaven-
I model used a simple smooth background to describe the
1.6–1.9 GeV region, instead of the f2(1810) used in this
work. Actually, we have checked that if we impose the phase
of the Brookhaven-I model on our fit to the Brookhaven-II
modulus, the resulting χ2/dof is ∼ 5, and thus strongly dis-
favored with respect to our phase. Even by deforming our fits
by including more parameters, the best we have been able to
achieve when imposing the phase of the Brookhaven-I model
above 1.6 GeV, is χ2/dof ∼ 3, but at the price of introduc-
ing contributions difficult to interpret in terms of resonance
parameters. Both the violation of Watson’s Theorem and the
use of such non-resonant background make the Brookhaven-I
solution suspicious.
Unfortunately the Brookhaven-I model was used to extract
the phase of the g00, which therefore also becomes suspicious
below 1.2 GeV and above 1.6 GeV. Nevertheless, and with
this caveats in mind we will still study the g00 phase coming
from the Brookhaven-I collaboration above 1.6 GeV. The rea-
son is that this region lies outside the applicability range of
Roy–Steiner equations, so that for our purposes is just input.
Fortunately, the modulus there is very small, so that the con-
tribution from this region to the Roy–Steiner equations below
1.6 GeV is very suppressed. In Appendix A, we have checked
that either with our g00 phase or the Brookhaven-I phase, the
difference lies within our uncertainties in the region up to 1.47
GeV, which is the one of interest for this work since it is the
one where partial-wave dispersion relations can be applied.
3.2.3  = 0, I = 0 partial wave
This wave is the most complicated but also the most inter-
esting one for hadron spectroscopy, since here we can find
the much debated scalar-isoscalar resonances. For the g00(t)
partial wave there are data in the whole region of interest on
both the modulus |g00 | and the phase φ00 , which we show in
Fig. 4. The data sets extend up to 2.4 GeV, but we do not fit
that region because from 2 GeV we will use Regge parame-
terizations. It is then convenient to split into two regions the
data description below 2 GeV:
I. Region I: From √tmin,I = 2mK up to √tmax,I =
1.47 GeV, where data from Argonne [7] and Brookhaven-
I [8] coexist. Note that this region will lie within the
applicability of Roy–Steiner equations and will be later
constrained to satisfy dispersion relations.
Concerning the phase φ00 , it is clearly seen in Fig. 4
that from 2mK up to 1.2 GeV, the Argonne [7] and
Brookhaven-I [8] sets are incompatible. Let us now
recall that, by Watson’s Theorem, φ00 at K K¯ threshold
should match the scalar-isoscalar ππ → ππ phase shift
δ
(0)
0 . However, the ππ scattering analyses with Roy and
GKPY equations that extend up to or beyond K K¯ thresh-
old [17,63] find δ(0)0 > 200◦, which is consistent with
the Argonne [7] phase, but much higher than the phase
of Brookhaven-I [8]. In addition we have just seen that
this phase was extracted using a g02 wave that also vio-
lates Watson’s Theorem. Therefore, for our fits we have
discarded the phase of Brookhaven-I [8] below ∼ 1.15
GeV, i.e. until it agrees with that of Argonne [7].
Concerning the data on |g00 |, shown in Fig. 4, the Argonne
and Brookhaven-I sets are consistent among themselves
but not with the Brookhaven-II. However, the latter is
consistent up to 1.2 GeV with the dip solution for the
inelasticity favored from dispersive analyses of ππ →
ππ scattering [17,63] (assuming that only ππ and K K¯
states are relevant). Finally, the “dip” solution from ππ
scattering in the 1.2 GeV to 1.47 region has such large
uncertainties that is roughly consistent with the three data
sets.
II. In the region from√tmin,I I = 1.47 GeV to√tmax,I I = 2
GeV Roy–Steiner equations will not be applicable and
thus this region will only be used as input for our dis-
persive calculations for lower energies. Note that here
all experiments are roughly consistent, although the
Argonne set only reaches up to ∼ 1.5 GeV, Brookhaven-I
up to ∼ 1.7 GeV and only Brookhaven-II reaches up to
2 GeV.
123
897 Page 8 of 28 Eur. Phys. J. C (2018) 78 :897
0
0.2
0.4
0.6
0.8
1
|g00|
Argonne
Brookhaven I
Brookhaven II
UFDB
UFDC
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
t1/2(GeV)
50
100
150
200
250
300
350
400
φ00
Fig. 4 Upper panel: modulus of the scalar-isoscalar ππ → K K¯ scat-
tering. The continuous line represents the UFDC parameterization while
the dashed line represents the UFDB fit to the Brookhaven-II data only.
Lower panel: scalar-isoscalar UFD phase for ππ → K K¯ scattering,
which is common for both UFDB and UFDC. Note that the Brookhaven-
I phase close to threshold lies around 150◦ or below, at odds with all
dispersive analysis of ππ scattering, which find a phase around or above
200◦
Therefore in order to test different data sets independently
and to be able to impose later Roy–Steiner equations as con-
straints below 1.5 GeV using as input the region above,
we have decided to parameterize our amplitudes by piece-
wise functions. Actually, each piece will be parameterized
by Chebyshev polynomials, because they are rather simple
and, in practice, tend to reduce the correlation between the
small number of parameters needed to obtain a good fit. They
are given by:
p0(x) = 1, p1(x) = x,
pn+1(x) = 2xpn(x) − pn−1(x). (18)
Thus we first map each energy region i = I, I I into the
x ∈ [−1, 1] interval through the lineal transformation
xi (t) = 2
√
t − √tmin,i√
tmax,i − √tmin,i − 1. (19)
Note that for any n, pn(1) = 1 and pn(−1) = (−1)n , which
is useful for matching the different pieces smoothly up to the
first derivative.
Since for the φ00 phase we have already selected a single
set on each region, our unconstrained fit to data (UFD) will
be given in just two pieces:
φ00(t) =
⎧
⎨
⎩
∑3
n=0 Bn pn(xI (t)), Region I,
∑5
n=0 Cn pn(xI I (t)), Region II.
(20)
Note that we set:
B0 = δ(0)0 (tK ) + B1 − B2 + B3, (21)
C0 = φ00(tmax,I ) + C1 − C2 + C3 − C4 + C5, (22)
in order to impose continuity at K K¯ threshold and between
the two energy regions, respectively. In addition, we fix C1
to have a continuous derivative for the central value of the
curve and we take δ(0)0 (tK ) = (226.5 ± 1.3)◦ from [16]. The
rest of the parameters of the fit are given in Table 3. The total
χ2/dof = 1.47, which comes slightly larger than one due to
some incompatibilities between data sets. Consequently, the
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Table 3 Parameters of φ00
Parameter UFD CFDB CFDC
B1 23.6 ± 1.3 22.1 ± 1.3 22.9 ± 1.3
B2 29.4 ± 1.3 27.7 ± 1.3 28.4 ± 1.3
B3 0.6 ± 1.6 1.8 ± 1.6 1.1 ± 1.6
C1 34.3932 fixed 35.3450 fixed 34.51593 fixed
C2 4.4 ± 2.6 4.3 ± 2.6 4.3 ± 2.6
C3 − 32.9 ± 5.2 − 33.3 ± 5.2 − 32.6 ± 5.2
C4 − 16.0 ± 2.2 − 16.5 ± 2.2 − 16.0 ± 2.2
C5 7.4 ± 2.4 7.2 ± 2.4 7.2 ± 2.4
Table 4 Parameters of the UFDB and CFDB fits to |g00 |
Parameter UFDB CFDB
D0 0.59 ± 0.01 0.60 ± 0.01
D1 − 0.38 ± 0.01 − 0.35 ± 0.01
D2 0.12 ± 0.01 0.13 ± 0.01
D3 − 0.09 ± 0.01 − 0.12 ± 0.01
F1 − 0.04329 fixed − 0.04078 fixed
F2 − 0.008 ± 0.009 − 0.007 ± 0.009
F3 − 0.028 ± 0.007 − 0.035 ± 0.007
F4 0.026 ± 0.007 0.037 ± 0.007
uncertainties of the parameters in Table 3 have been rescaled
by a factor
√
1.5.
In contrast, for the modulus we want to test different sets
of data. Thus, we have performed two Unconstrained Fits
to Data (UFD) in Region I: (i) A UFDB fitting the data of
Brookhaven-II [9]. (ii) A UFDC fitting the “Combined” data
of Argonne [7] and Brookhaven-I [8]. Both use the same data
in Region II. Thus we will use the following functional form:
|g00(t)| =
⎧
⎨
⎩
∑3
n=0 Dn pn(xI (t)), Region I,
∑4
n=0 Fn pn(xI I (t)), Region II,
(23)
where we now set:
F0 = |g00(tmax,I )| + F1 − F2 + F3 − F4, (24)
in order to ensure continuity between the two regions and we
fix F1 to ensure a continuous derivative for the central value.
Both the UFDB and UFDC fits, whose parameters are
given in Tables 4 and 5, respectively, have χ2/dof ∼ 1
and are shown in the upper panel of Fig. 4.
3.2.4 Partial waves with  > 2
For higher partial waves we just use Breit–Wigner descrip-
tions associated to the poles listed in the PDG. In particu-
lar, for the g13(t) we include a single ρ3(1690) resonance.
The  = 4 partial wave, parametrized as an f4(2050) Breit–
Table 5 Parameters of the UFDC and CFDC fits to |g00 |
Parameter UFDC CFDC
D0 0.46 ± 0.01 0.46 ± 0.01
D1 − 0.27 ± 0.01 − 0.25 ± 0.01
D2 0.11 ± 0.01 0.11 ± 0.01
D3 − 0.078 ± 0.009 − 0.087 ± 0.009
F1 − 0.04153 fixed − 0.03738 fixed
F2 − 0.010 ± 0.008 − 0.013 ± 0.008
F3 − 0.023 ± 0.007 − 0.025 ± 0.007
F4 0.021 ± 0.006 0.025 ± 0.006
Wigner resonance, is only included in the g02(t) dispersive
calculation due to its negligible contribution below 2 GeV
for the g00(t).
3.3 Higher energies
There is no high-energy experimental information on ππ →
K¯ K nor π K → π K . However, the high energy behavior of
both processes can be confidently modeled by applying fac-
torization to Regge amplitudes obtained for other processes.
In this work we will use, for the s-channel above 1.74 GeV
the Regge model description presented in [55] and updated
in [17,18], whereas for the t-channel we will use the asymp-
totic forms of the Veneziano model [56–59], with the updated
parameters in [27], to describe the process above 2 GeV. The
reasons to choose 2 GeV in this work are twofold: on the one
hand data for the g00 and g02 waves reach above that energy,
on the other hand, even if the g11 data end at 1.6 GeV, the
ρ′′(1720) is well established in the RPP and with its 250
MeV width, reaches well above 2 GeV. Thus we rely on our
partial-wave parameterizations up to 2 GeV, but not much
more.
In what follows we provide the detail of these descriptions
using the notation of this work.
For the symmetric amplitude we have the Pomeron P(s, t)
contribution and the f2 or P ′(s, t) exchange:
Im F+π K (s, t) =
Im F (It=0)π K (s, t)√
6
= 4π
2
√
6
fK/π
[
P(s, t) + r P ′(s, t)] , (25)
where, as explained in [55], fK/π is the factorization that
allows to convert one ππ -Reggeon into a K K -Reggeon ver-
tex, whereas r is related to the branching ratio of the f2(1270)
resonance to K¯ K . In addition
P(s, t) = βPψP (t)αP(t)1 + αP (t)2 e
bˆt
( s
s′
)αP (t)
,
P ′(s, t) = βP ′ψP ′(t) αP ′(t)(1 + αP (t))
αP ′(0)(1 + αP (0))e
bˆt
( s
s′
)αP ′ (t)
,
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αP (t) = 1 + tα′P , ψP = 1 + cP t,
αP ′(t) = αP ′(0) + tα′P ′ , ψP = 1 + cP ′ t. (26)
In contrast, the antisymmetric amplitude is dominated
by just one contribution coming from the exchange of a
Reggeized ρ:
Im F−π K (s, t) =
Im F (It=1)π K (s, t)
2
= 2π2gK/π Im T (It=1)ππ (s, t), (27)
where now gK/π is the factorization constant to change a
ππ → ρ Regge vertex into K K¯ → ρ, and
Im T (It=1)ππ (s, t) = βρ
1 + αρ(t)
1 + αρ(0)ϕ(t)e
bˆt
( s
s′
)αρ(t)
,
αρ(t) = αρ(0) + tα′ρ +
1
2
t2α′′ρ,
ϕ(t) = 1 + dρ t + eρ t2. (28)
All the parameters in Eqs. (26) and (28) correspond to
Regge exchanges without strangeness (the Pomeron, f2 and
ρ) and can be determined [55] from processes that do not
involve kaons. Therefore in this work we fix them, both for
the unconstrained (UFD) and constrained fits (CFD) here, to
their updated values of the CFD fits given in [17], which are
listed in Table 6. Let us remark that with these parameters
our asymptotic value of the Pomeron π K cross section is

 10.3 mb. This is about twice the 
 5 ± 2.5 mb value used
in [27]. This value was inspired by the work in [20], which
asymptotically yielded 6 ± 5 mb for ππ scattering. How-
ever, this ππ value has been revisited recently by members
of the same group [64] yielding 12.2 ± 0.1 mb for ππ scat-
tering, thus supporting our larger value for π K rather than
5 ± 2.5 mb.
In contrast, the determination of the parameters fK/π , r
and gK/π needs input from kaon interactions. In principle all
them were determined in [55] from K N factorization and we
take the fK/π and r values from that reference. Concerning
gK/π we take the updated value from the forward dispersion
relation study of π K scattering in [18] (we use the value
from the CFD there). Their values can be found in Table 7.
Since their determination involves kaon interactions, we will
allow them to vary when constraining our fits with dispersion
relations, i.e. from the UFD to the CFD sets. However, in the
table it is seen that the change is minute.
For the t-channel, ππ → K K¯ , we also need the exchange
of strange Reggeons, for which we will assume that the
dominant trajectories K ∗1 (892) and K ∗2 (1430) are degener-
ate, Thus we use for them a common trajectory αK ∗(s) =
αK ∗ +α′K ∗s whose parameters, listed in Table 7, are obtained
from the linear Regge trajectories for strange resonances and
therefore are kept fixed for both our UFD and CFD sets.
Table 6 Values of Regge parameters obtained in [14,17]. Since these
could be fixed using reactions other than π K scattering, they will be
fixed both in our UFD and CFD parameterizations
Regge parameters Used both for UFD and CFD
s′ 1 GeV2
bˆ 2.4 ± 0.5 GeV−2
α′P 0.2 ± 0.1 GeV−2
α′P ′ 0.9 GeV
−2
cP 0.6 ± 1 GeV−2
cP ′ − 0.38 ± 0.4 GeV−2
βP 2.50 ± 0.04
cP (0) 0 ± 0.04
βP ′ 0.80 ± 0.05
cP ′ (0) − 0.4 ± 0.4
αP ′ (0) 0.53 ± 0.02
αρ(0) 0.53 ± 0.02
α′ρ 0.9 GeV−2
α′′ρ − 0.3 GeV−4
dρ 2.4 ± 0.5 GeV−2
eρ 2.7 ± 2.5
βρ 1.47 ± 0.14
All these features are nicely incorporated in the dual-
resonance Veneziano–Lovelace model [56–59,65], which
was already used in the Roy–Steiner context for π K scat-
tering [52,53]. Here we are only interested in the asymptotic
behavior [27]:
Im G0(t, sb)√
6
∣∣∣
Regge
= Im G
1(t, sb)
2
∣∣∣
Regge
= πλ(α
′
K∗ t)
αK∗+aα′K∗
(αK∗ + aα′K∗ )
×
[
1 + α
′
K∗b
t
(ψ(αK∗ + aα′K∗ ) − log(α′K∗ t)
)]
,
(29)
whereψ is the polygamma function. Note that the a, b param-
eters in the above equation will be those defining the hyper-
bola (s−a)(u−a) = b along which we will define our hyper-
bolic dispersion relations in the next section. For a given t , sb
is the value of s that lies in the previous hyperbola. In order
to compare with the expressions in [27], where a = 0, we
have kept just the first order in the b/t expansion, although
its numerical effect is rather small.
We estimate the remaining λ parameter from exact degen-
eracy between the ρ and K ∗ families. We thus match Eq. (27)
at 2 GeV with the expression from the degenerate Veneziano
model with its original parameter αVρ = 0.475. In this way
we find
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Table 7 Values of Regge parameters involving strangeness. They are
all allowed to vary from our UFD to our CFD sets with the exception
of αK ∗ and α′K ∗ , since they are both determined from linear Regge
trajectory fits to strange resonances
Regge UFD CFD
fK/π 0.66 fixed 0.66 fixed
gK/π 0.53 fixed 0.53 fixed
r 0.05 ± 0.010 0.052 ± 0.010
αK ∗ 0.352 0.352
α′K ∗ 0.882 GeV−2 0.882 GeV−2
λ 11.0 ± 5.0 10.7 ± 5.0
λ 
 2π(α
V
ρ )
α
′αVρ
K ∗
4αρ−α
V
ρ 
 10.6 ± 2.5, (30)
which is compatible with the value used in [27], λ = 14 ± 5.
Conservatively we also add a 25% uncertainty due to the
breaking of degeneracy and thus we arrive to our final esti-
mate
λ 
 11 ± 5, (31)
which for completeness is also listed in Table 7. Given that
it is a crude estimate we will allow this value to vary when
constraining our fits to obtain the CFD sets. We will see that
after imposing the dispersive constraints we obtain λ = 10.7,
which due to the degeneracy between the ρ and K ∗ families,
suggests gK/π ∼ 0.55, in perfect agreement with the value
used here that comes from a dispersive π K study.
A final remark on the size of Regge contributions is in
order. As commented in the introduction, in the next sections
we will obtain partial-wave dispersion relations by integrat-
ing hyperbolic dispersion relations. This is an integral over
b for a family of (s − a)(u − a) = b hyperbolas, while
a = −10.8M2π is fixed to the value that maximizes the appli-
cability region (see Appendix D). This means that the expo-
nent αK ∗ + aα′K ∗ < αK ∗ and thus the Regge contribution
to ππ → K¯ K in this work, for the same number of sub-
tractions, is suppressed with respect to its size in [27], where
a = 0. This will allow us to consider less subtractions with-
out Regge contributions growing large.
4 Hyperbolic dispersion relations and sum rules
Our goal is to calculate a set of parameterizations that
describe the data up to 1.47 GeV consistently with hyper-
bolic dispersion relations (HDR). As already advanced in
the introduction, in this work we will consider a set of hyper-
bolas (s − a)(u − a) = b and use a to maximize the energy
domain where the hyperbolic dispersion relations hold. Note
that the phenomenology of the ππ → K K¯ a = 0 case has
been studied in detail in [27,52,53]. Moreover, HDR with
a = 0 were also used for the study of the K ∗0 (800) resonance
[26].
In addition, we will use the smallest number of subtrac-
tions needed for each channel. This has the advantage that our
equations for g00 and g11 are independent from one another.
In contrast, in [27] they use more subtractions and the sub-
traction constants are constrained by means of sum rules that
mix the dispersive representations of both waves.
4.1 Hyperbolic dispersion relations
For their derivation we basically follow the same steps
described in [39] but using a = 0, or more recently the
steps in [28] but applied here to for ππ → K K¯ instead of
π N scattering. Recall that in this work we use hyperbolas
(s −a)(u −a) = b, which with s + t +u = 2
, implies that
s and u on these hyperbolas are the following functions of t :
sb ≡ sb(t) = 12
(
2
 − t +
√
(t + 2a − 2
)2 − 4b
)
,
ub ≡ ub(t) = 12
(
2
 − t −
√
(t + 2a − 2
)2 − 4b
)
(32)
Let us remark that we do not need any subtraction for the
antisymmetric amplitude
F−(sb, t)
sb − ub =
1
2π
∫ ∞
4m2π
dt ′
Im G1(t ′, s′b)
(t ′ − t)(s′b − u′b)
+ 1
π
∫ ∞
m2+
ds′
Im F−(s′, t ′b)
(s′ − sb)(s′ − ub) , (33)
where
s′b ≡ sb(t ′), u′b ≡ ub(t ′),
t ′b = 2
 − s′ −
b
s′ − a + a. (34)
Whereas for the symmetric one:
F+(t, b, a) = h(b, a) + t
π
∫ ∞
4m2π
Im G0(t ′, s′b)√
6 t ′(t ′ − t) dt
′
+ 1
π
∫ ∞
m2+
ds′
Im F+(s′, t ′b)
s′
(
s
s′ − s +
u
s′ − u
)
.
(35)
With these numbers of subtractions the convergence is fast
enough so that the asymptotic amplitude contribution is rela-
tively small (recall it starts at t = 4 GeV2 and s 
 3 GeV2 in
this work). In the above equations sb and ub are the values of
s and u that lie in the hyperbola (s−a)(u−a) = b for a given
value of t . Now, we want to rewrite the subtraction constant
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h(b, a) and for this we follow the procedure in [39,52,53].
We thus introduce the following fixed-t dispersion relation
F+(s, t) = c(t) + 1
π
∫ ∞
m2+
ds′ Im F
+(s′, t)
s′2
(
s2
s′ − s +
u2
s′ − u
)
.
(36)
Note that two subtractions are needed to ensure the conver-
gence of this fixed-t dispersion relation, due to the Pomeron
contribution. Next, recall that G0(t, s, u) = √6F+(s, t, u),
so that by equating Eqs. (35) and (36) at t = 0, b =
a2 − 2
a + 2, the values of c(t) and h(b, a) are deter-
mined. Actually, Eq. (35) can be rewritten as:
F+(sb, t) = 8πm+a+0 +
t
π
∫ ∞
4m2π
Im G0(t ′, s′b)√
6 t ′(t ′ − t) dt
′
+ 1
π
∫ ∞
m2+
ds′ Im F
+(s′, tb)
s′
× [h(s′, t, b, a) − h(s′, 0, b, a)]
+ 1
π
∫ ∞
m2+
ds′ Im F
+(s′, 0)
s′2
×
[
g(s′, b, a) − g(s′,2, 0)
]
, (37)
where
h(s′, t, b, a) = s
′(2
 − t) − 2[b − a2 + (2
 − t)a]
s′2 − s′(2
 − t) + [b − a2 + (2
 − t)a] ,
g(s′, b, a) = s
′(2
)2 − 2[b − a2 + 2
a](s′ + 
)
s′2 − s′2
 + [b − a2 + 2
a] .
(38)
We have explicitly checked that in the a = 0 case we recover
the HDR in [39,41,52,53]. However, with our HDR above we
can now choose the a parameter to maximize the applicability
region of the HDR once projected into partial waves, which
we will do in the next subsection.
Before finishing this subsection, a comment on the high
energy region is in order. We have three different kinds of
contributions above 2 GeV, the first one is G I (t ′, s′b), which
can be calculated from Eq. (29). The second kind is the eval-
uation of F±(s′, 0): for the symmetric amplitude we just use
Eq. (25), while for the anti-symmetric one we use Eq. (27).
The last kind is for F±(s′, t ′b), which corresponds to an exotic
exchange, so that its contribution is negligible.
4.2 Partial-wave hyperbolic dispersion relations
In this work we want to obtain parameterizations of the  =
0, 1, 2 partial waves which are consistent with data and the
hyperbolic dispersive representation. Thus, we project Eqs.
(33) and (37) into partial waves using Eq. (9) to obtain a set
of Roy–Steiner-like equations:
g00(t) =
√
3
2
m+a+0 +
t
π
∫ ∞
4m2π
Im g00(t
′)
t ′(t ′ − t) dt
′
+ t
π
∑
≥2
∫ ∞
4m2π
dt ′
t ′
G00,2−2(t, t ′)Im g02−2(t ′)
+ 1
π
∑

∫ ∞
m2+
ds′G+0,(t, s
′)Im f + (s′),
g11(t) =
1
π
∫ ∞
4m2π
Im g11(t
′)
t ′ − t dt
′
+ 1
π
∑
≥2
∫ ∞
4m2π
dt ′G11,2−1(t, t ′)Im g12−1(t ′)
+ 1
π
∑

∫ ∞
m2+
ds′G−1,(t, s
′)Im f − (s′),
g02(t) =
t
π
∫ ∞
4m2π
Im g02(t
′)
t ′(t ′ − t) dt
′
+ t
π
∑
≥2
∫ ∞
4m2π
dt ′
t ′
G02,4−2(t, t ′)Im g04−2(t ′)
+ 1
π
∑

∫ ∞
m2+
ds′G+2,(t, s
′)Im f + (s′). (39)
The explicit expressions of the G I
′(t, t
′), G±
′(t, s
′) inte-
gration kernels are given in Appendix B. Since so far in this
work we have left free the a parameter, we can now use it
to maximize the applicability of the equations right above.
Note there are constraints coming from the applicability of
the HDR in Eqs. (33) and (37) as well as from the convergence
of the partial-wave expansion. As shown in Appendix D, by
setting a = −10.8m2π the applicability range of these equa-
tions is −0.286 GeV2 ≤ t ≤ 2.19 GeV2. In other words,
we can study the physical region from the K K¯ threshold

 0.992 GeV up to 
 1.47 GeV. In contrast, the usual HDR
projected into partial waves are only valid up to 
 1.3, GeV.
Thus, with our choice of a, the applicability of the dispersive
approach in the physical region, where we can test or use
data as input, has been extended by 55% in terms of the
√
t
variable, or 67% in terms of t .
As can be directly seen in Eq. (39) the g11(t) partial wave
does not have any scattering length as input parameter and
its dominant contribution to the integral comes from its own
imaginary part. Since it is not subtracted, the Regge con-
tribution is not negligible, but we have already attached a
conservatively large uncertainty to its residue and we will
see that it barely changes when using the dispersive repre-
sentation as a constraint on data. In the case of even partial
waves, one subtraction is necessary to ensure the conver-
gence, and hence the output is always influenced by the scat-
tering lengths coming from π K scattering. In this work we
fix them to the values obtained in [18], which are also com-
patible with the Roy–Steiner prediction in [27]. As already
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commented, an important advantage of using HDR with the
smaller possible number of subtractions is to decouple odd
and even partial waves. For example in [27] the Roy–Steiner
equation for g00 uses g
1
1 as input.
Finally, we want to remark that, as usual, the high energy
part of the integrals in Eq. (39) is obtained by projecting into
the corresponding partial-wave the high-energy part of the
integrals in Eqs. (33) and (37), where Regge theory was used
as input as explained in previous sections.
4.3 The unphysical region and the Muskhelishvili–Omnès
problem
As can be observed in Eq. (39), the integration region actu-
ally starts at ππ threshold. This means that the integrals
extend over an “unphysical” regime where ππ → K K¯ scat-
tering does not occur and thus cannot be described with data
parameterizations. Nevertheless, below K K¯ threshold the
inelasticity to more than two-pion states is completely neg-
ligible. Since ππ is the only available state in that region
Watson’s Theorem implies that the gIt phase below K K¯
threshold is just that of ππ scattering and thus we write
φ
It
 (t) = δ It,ππ→ππ (t). Note that Watson’s Theorem does not
provide any direct information on |gIt |. But once the phase
is known, determining the modulus in the unphysical region
is nothing but the standard Muskhelishvili–Omnès problem
[66,67], that we describe next following similar steps as in
[27–29,39,52]. Recalling that partial waves have a right- and
left-hand cut we can re-write Eq. (39) as follows:
g0 (t) = 0(t) +
t
π
∫ ∞
4m2π
dt ′
t ′
Im g0 (t)
t ′ − t ,  = 0, 2,
g11(t) = 11(t) +
1
π
∫ ∞
4m2π
dt ′
Im g11(t)
t ′ − t , (40)
where the I(t) contain the left-hand cut contributions and
subtraction terms. Note that I(t) does not depend on g
I

itself, but on other gI
′ with 
′ ≥  + 2, which in the unphys-
ical region are much more suppressed than gI , due to the
centrifugal barrier.
Now we define the Omnès function
I(t) = exp
(
t
π
∫ tm
4m2π
φ I (t
′)dt ′
t ′(t ′ − t)
)
, (41)
which satisfies
I(t) ≡ Il,R(t)eiφ
I
 (t)θ(t−4m2π )θ(tm−t), (42)
where, in the real axis, Il,R(t) can be written as:
Il,R(t) =
∣∣∣∣
tm
tπ
(t − tπ )−φ I (t)/π (tm − t)φ I (t)/π
∣∣∣∣
× exp
(
t
π
∫ tm
4m2π
dt ′
φ I (t
′) − φ I (t)
t ′(t ′ − t)
)
. (43)
In the real axis, Il,R is nothing but the modulus of 
I
l and
therefore a real function.
Note that from 4m2π to tm the Omnés function has the same
cut as gI (t). Thus, we can define a function
F I (t) =
gI (t) − I(t)
I(t)
, (44)
which is analytic except for a right hand cut starting at tm .
Hence we can write dispersion relations for F I (t), which in
terms of gI (t) read:
g00(t) = 00(t) +
t00(t)
tm − t[
α + t
π
∫ tm
4m2π
dt ′
(tm − t ′)00(t ′) sin φ00(t ′)
00,R(t
′)t ′2(t ′ − t)
+ t
π
∫ ∞
tm
dt ′
(tm − t ′)|g00(t ′)| sin φ00(t ′)
00,R(t
′)t ′2(t ′ − t)
]
, (45)
g11(t) = 11(t) + 11(t)
[
1
π
∫ tm
4m2π
dt ′
11(t
′) sin φ11(t ′)
11,R(t
′)(t ′ − t)
+ 1
π
∫ ∞
tm
dt ′
|g11(t ′)| sin φ11(t ′)
11,R(t
′)(t ′ − t)
]
, (46)
g02(t) = 02(t) + t02(t)
[
1
π
∫ tm
4m2π
dt ′
02(t
′) sin φ02(t ′)
02,R(t
′)t ′(t ′ − t)
+ 1
π
∫ ∞
tm
dt ′
|g02(t ′)| sin φ02(t ′)
02,R(t
′)t ′(t ′ − t)
]
. (47)
When t lies in the real axis above the ππ threshold, a prin-
cipal value must be understood on each integral. In addi-
tion, between ππ threshold and tm on the left hand sides the
amplitude is reduced to its modulus (since by construction
the Omnés function removes the phase), whereas above tm it
is reduced to its real part.
Since in the next sections we will choose tm with φ00(tm) ≥
π we have introduced one subtraction for the g00(t) Omnès
solution in order to ensure the convergence when t → tm . The
subtraction constant α will be obtained by imposing numer-
ically a no-cusp condition on tm for g00(t).
The interest of these equations is that for a given gI (t), the
integrals in the unphysical region only make use of the phases
and the I . But thanks to Watson’s Theorem the former are
known fromππ scattering, which we take from the dispersive
analysis of [17], and the latter do not involve gI (t) itself, but
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only partial waves with ′− ≥ 2. These higher partial waves
are suppressed in the unphysical region with respect to that
with . We also need input from Kπ scattering that is known
and we take it from our recent dispersive data analysis in [18].
Thus we can directly solve g11(t) and g02(t), for which we have
explicitly checked that the  = 3 and  = 4 contributions
are small and negligible, respectively. Once we have g02(t)
we can use it as input to solve Eq. (45) for g00(t).
It is worth noticing here that, in purity, for the Regge con-
tributions to I(t), one has to subtract the projection of the
Regge amplitude itself into the desired I,  partial wave. For-
tunately this projection is negligible, and our solutions do not
depend on this procedure.
We still have to discuss the choice of tm , which is always
above the K K¯ threshold. It is important to recall that the
derivation of the above equations implies that goutput (tm) =
ginput (tm). This condition will always be forced into the out-
put no matter if the data at that energy is in good or bad
agreement with dispersion relations. If the data at that energy
region were not close to the dispersive solution, the output
would be forced to describe it and the result could be strongly
distorted in other regions. In particular the g00 wave is the
most sensitive to this instability, the effect is more moderate
on the g02 and negligible for the g11 because it is already very
consistent for any tm choice. Thus, we have studied what
energy region is the most consistent for g00 when changing
tm and we have found that there are two regions that yield
systematically rather consistent results between input and
output: one around
√
tm = 1.2 GeV, which is also valid for
g02, and another one around
√
tm = 1.47 GeV. However,
if we chose the latter, we find that the uncertainty in the
dispersive result between K K¯ and 1.2 GeV is so large that
there is no dispersive constraint in practice, having larger
uncertainties could even produce both g00(t) solutions to be
compatible between them. Moreover by looking at Eqs. (45),
(46) and (47) one can notice that tm marks the energy above
which |gI | is used as input for its own equation. Since we are
actually trying to test the data parameterizations, within our
approach we would like to maximize that region and choose
the smaller possible tm . All in all, we have made the final
choice
√
tm = 1.2 GeV for all partial waves. This is a point
above K K¯ threshold where there are no cusps coming from
the two most important inelasticities (K K¯ , ηη). In particu-
lar, the g02 is well controlled at this energy since its largest
contribution comes from the f2(1270), a very well-known
resonance very close to tm .
5 Consistency check of unconstrained fits
In order to study in a systematic way the consistency of the
unconstrained data parameterizations of Sect. 3 with respect
to dispersion relations, we first define a “distance-square”
d2 = 1
N
N∑
i=1
(
di
di
)2
, (48)
for each dispersion relation. Note its similarity to a χ2/dof
function, although we are still not fitting or imposing the
dispersion relations. Here di is the difference between the
“input” and “output” of each dispersion relation at the energy√
ti . We use thirty energy points
√
ti equally spaced from
threshold up to 1.47 GeV. In addition, di is the uncertainty
in the di difference, which is obtained by varying the param-
eters of our unconstrained fits to data (UFD) within their
errors.
As we explained before, Eqs. (45), (46), (47) yield the
modulus of the partial wave below tm and the real part above.
However, in order to simplify our plots and calculations, we
will just display the modulus. In particular by “input” we
will understand the modulus of the partial wave on the left
hand side of Eqs. (45), (46), (47), i.e. as obtained directly
from our fits. Similarly, by “output” we will always mean
the modulus of the dispersive representation. Note that for
t < tm this modulus is obtained from the right hand side
of those equations with principal values on each integral.
However, for t > tm only the real part is obtained from
the integrals and the modulus is reconstructed by adding the
imaginary part from the direct parameterizations.
With the above definition we can study the consistency of
each partial-wave dispersion relation. It will be well satisfied
on the average if its corresponding d2 ≤ 1. In case of dis-
agreement it is also relevant to check whether it comes from
a particular energy region and for this we will show figures
comparing the input and output as a function of
√
t .
5.1 g11 UFD check
Let us study first the consistency of g11 . We see in Eq. (46) that
its partial wave dispersion relation is decoupled from even
partial waves. The highest partial wave we have considered
in 11 is the  = 3 contribution. Actually, by using the sim-
ple model dominated by the ρ(1690) resonance described in
Sect. 3.2.4, we have explicitly checked that its contribution
is very small and barely affects our results for g11 below 1.47
GeV.
As can bee seen in Fig. 5 the dispersion relation in Eq.
(46) is remarkably well satisfied, with a total d2 = 1. Such
a nice agreement was expected since it has a large contri-
bution from the ρ(770) that dominates ππ scattering in this
channel below K K¯ threshold, and our input from [18] is
already consistent with ππ data and dispersion relations. Let
us now recall that the ππ → K K¯ data we use as input show
large uncertainties and fluctuations (see Fig. 1). Our UFD
description does not follow visually all these fluctuations
but, roughly speaking, it averages them and rises softly and
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Fig. 5 Comparison between the input (dashed line) and the dispersive
output (continuous line) for the modulus of the g11 dispersion relation
in Eq. (46). The gray band covers the uncertainty of the difference
monotonously. Still, our UFD is remarkably consistent with
the dispersive representation. Actually we have checked that
parameterizations with more oscillations may describe the
central values of the data points better, but satisfy worse the
dispersive representation than our UFD fit. In the ππ → K K¯
physical region we had also included resonant shapes for the
ρ′ and ρ′′ resonances in our UFD. As seen from our results,
the parameters and shape of the ρ′, which for a good part lies
within the applicability region of our equations, are fairly
consistent with dispersion relations. As commented in Sect.
3.2.1 the ρ′′ was used just as a simple form to parameterize
the amplitude at energies beyond the reach of our dispersive
representation where scattering data do not exist.
One could also be worried that, since the g11 dispersion
relation has no subtractions, it may require some tuning on
the Regge asymptotics and theλ parameter we estimated with
the Veneziano model and degeneracy in Sect. 3.3. However
the nice fulfillment of the dispersion relation yields strong
support for our λ estimations.
5.2 g02 UFD check
In the case of the g02(t) dispersion relation, Eq. (47), it
involves even partial waves with  ≥ 4, but they are almost
negligible below 2 GeV. As seen in Fig. 6, when using
the UFD parameterizations, the g02(t) dispersion relation is
clearly not well satisfied right above K K¯ threshold and this
incompatibility fades away near 1.1 GeV. At threshold, the
deviation is 
 3σ . Very naively one could have expected
this region to be dominated by the f2(1270) resonance tail,
since the threshold is merely 1.5 widths away from the res-
onance peak. However, if one tries to use a simple Breit–
Wigner description instead of our UFD parameterization,
1 1.1 1.2 1.3 1.4
t1/2(GeV)
1
1.5
2
2.5
3
3.5
4
4.5
|g02|
Input UFD
Dispersive UFD
d2=1.6
Fig. 6 Comparison between the input (dashed line) and the dispersive
output (continuous line) for the modulus of the g02 dispersion relation in
Eq. (47) using as input the UFD set. The gray band covers the uncertainty
of the difference
then d2 ≥ 6. Thus, such naive expectation does not hold,
which justifies the elaborated form of our parameterization
in Eq. 14. Nevertheless, there is still room for improvement
that will be achieved when imposing the dispersion relations
as constraints in Sect. 6.
5.3 g00 UFD check
Finally, for the scalar-isoscalar dispersion relation in Eq. (45),
we need both the g00(t) and g02(t). In this case, partial waves
with  ≥ 4 are totally negligible below 2 GeV. In Fig. 7 we
show the results of the g00(t) dispersion relation when using
either the UFDB or UFDC parameterizations as input. In both
cases the agreement is poor, particularly due to the results in
the region 10–20 MeV above K K¯ threshold, where the dis-
persive solution increases rapidly. This feature is common to
both the UFDB and UFDC and is due to the influence of the
f0(980). The respective d2 = 5.6 and d2 = 2.7 are domi-
nated by this near threshold region. There is a clear need for
improvement, that we will achieve by imposing dispersion
relations as constraints in the next section, although in both
cases the disagreement in the region very near threshold will
linger on. However, we will see that for both solutions a very
good consistency with dispersion relations can be achieved
except for the very near threshold region.
Finally, let us remark that the g00 partial-wave dispersion
relation in Eq. (45) depends on the π K scattering length
a+0 . We have checked that the dispersion relation would be
better satisfied if we used a somewhat lower value of a+0
than that obtained in our previous work [18] (which was also
compatible with Roy–Steiner determinations [27]). Since in
this work we are considering π K scattering amplitudes as
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Fig. 7 Comparison between the input (dashed line) and the dispersive
output (continuous line) for the modulus of the g00 dispersion relation
in Eq. (45). In the upper panel we show the results using as input the
UFDB parameterization and in the lower panel those from the UFDC.
The gray bands cover the uncertainty of the difference between the input
and the respective dispersive result
fixed input, we keep the value from the π K constrained fit,
but this result could be relevant for future re-analysis of π K
scattering data.
6 Constrained fits to data
Therefore, we have just seen that the data on the g02 and even
more so on the g00 do not satisfy very well the dispersive repre-
sentation. There is clear room for improvement. Thus, in this
section we will impose the dispersion relations in Eqs. (45),
(46), (47) as constraints of the fits. In this way we will obtain
a set of constrained fits to data (CFD) which fulfillment of the
dispersive representation will be much improved. In this sec-
tion we use the same functional forms for the amplitudes that
we used in Sect. 3, but the parameters change from the UFD
to the CFD sets. In general the difference between the UFD
and CFD parameters is small, with a few exceptions. Nev-
ertheless, due to large correlations in the parameters, even if
some CFD parameters deviate from the UFD set, the result-
ing UFD and CFD curves are typically consistent with one
another at the 1 or 1.5 σ level. Only for the constrained analy-
sis of the UFDC, the CFDC g00 partial wave deviates by about
2 σ in the region from 1.25 to 1.45 GeV, but it still compat-
ible with the upper error bars of the data. Hence the CFD
description of data is still rather good.
To minimize the discrepancy between the fit used as input
in the dispersion relation and the output obtained from the
dispersion relation, without deviating much from the data,
one first defines a χ2-like function
W 21 d2gI
+ W
2
2
N
N∑
k
(
|gI |exp,k − |gI (sk)|
δ|gI |exp,k
)2
+ W
2
3
N ′
N ′∑
k
(
(φ I )exp,k − φ I (sk)
δ(φ I )exp,k
)2
, (49)
where |gI |exp,k, (φ I )exp,k are the experimental values of the
kth data point for the modulus and the phase, respectively,
and δ|gI |exp,k, δ(φ I )exp,k are their corresponding errors. The
weights W 21 , W
2
2 = W ′2 N/(N + N ′), W 23 = W ′2 N ′/(N +
N ′) are used to roughly take into account the degrees of
freedom needed to parameterize the curves that describe the
modulus and the phase. For simplicity we have chosen the
same W 21 = 5 and W ′2 = 12 value for all partial waves
as an average value of their degrees of freedom. Note that
we actually minimize the sum of this function over the three
partial waves of interest (I, ) = (0, 0), (1, 1) and (0, 2).
In addition, recall that, as explained in Sect. 3.2.2, we have
added two points to the χ2-function to take into account the
experimental mass of the f2 and f ′2 resonances.
Let us remark that in previous works our procedure was
slightly different: we defined a similar χ2-like function but
in terms of the unconstrained fit parameters, which were not
allowed to vary much from their unconstrained best values. In
contrast, in Eq. (49) we define our χ2-like function directly
in terms of data, not the unconstrained fit parameters. The
reason is that in this work the onset of Regge parameteriza-
tions is 2 GeV and thus we use our partial-wave parameter-
izations to describe data from K K¯ threshold up to 2 GeV.
However, the dispersion relations are only applicable up to
1.47 GeV. If we constrained only the fit parameters with the
dispersion relations, which affect only the lower-energy data,
we would obtain large artificial deviations in the descrip-
tion of the higher-energy data. With the procedure we use
here, and contrary to what happened in previous works, if
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Fig. 8 Comparison of the modulus and the dispersion relation after the
minimization procedure. The gray band covers the uncertainty of the
difference between the input and dispersive results
there are some strongly correlated parameters, we can see
that their constrained values can deviate appreciably from
their unconstrained best values but still the constrained and
unconstrained curves look very similar. As the uncertainty
variation is of second order, and parameters that are not com-
patible with old values deviate by a small number of sigmas
at most, we still maintain their uncertainties as they are a
reliable and almost unchanged estimate of the error, as one
can see in the final uncertainty band plotted in the figures for
the CFD parameterizations.
6.1 Constrained g11(t) partial wave
Let us recall that the UFD I = 1,  = 1 wave from K K¯
threshold up to 1.47 was already consistent with the disper-
sive representation. By imposing our dispersion relations d2
decreases just from 1 to 0.6. The difference between the con-
strained input and dispersive output for the g11 wave can be
seen in Fig. 8.
Actually, as seen in Fig. 9 imposing the dispersive con-
straints barely changes this wave, i.e. the UFD and CFD
curves are almost indistinguishable both for the modulus and
the phase of g11. Note also that, as shown in Fig. 10, the disper-
sive CFD output perfectly describes the data. In that Figure
we also show the CFD modulus in the unphysical region and
the continuous matching at threshold.
The new CFD parameters can be found in Table 1 where it
can be checked that the CFD values are remarkably consistent
with the UFD ones: only two are beyond one standard devia-
tion but not more than 2 σ . As we are using a non-subtracted
HDR to study the odd angular momentum partial waves, the
small improvement in the description of this partial wave
comes mostly from the slight variation of the Regge param-
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
t1/2(GeV)
0
0.4
0.8
1.2
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|g11|
Argonne
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CFD
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
t1/2(GeV)
0
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Protopopescu et al.
Estabrooks et al.
Argonne
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CFD
Fig. 9 Modulus and phase of the g11(t) ππ → K K¯ partial wave.
The continuous line and the uncertainty band corresponds to the CFD
whereas the dashed line corresponds to the UFD. The white circles
and squares come from the ππ scattering experimental analyses of
Protopopescu et al. [2] and Estabrooks et al. [4], respectively.
eters. Nevertheless, as it can be seen in Table 7, our CFD
result for the λ Regge parameter is compatible with its UFD
value, thus supporting the degeneracy between the ρ and K ∗
families.
It is worth noticing that, as we are using no subtractions,
the value of the ππ → K K¯ amplitude at t = 0, b = 2
can be related to the a−0 π K → π K scattering length a−0 =
(a1/2 − a3/2)/3, using Eq. (33), to obtain the following sum
rule [27,68]:
8πm+a−0
m2+ − m2−
= 1
2π
∫ ∞
4m2π
dt ′
t ′
Im G1(t ′, s′
2
)
√
(t ′ − 4m2π )(t ′ − 4m2K )
+ 1
π
∫ ∞
m2+
ds′
Im F−(s′, t ′
2
)
λs′
(50)
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Fig. 10 Dispersive output for the modulus of the g11(t) ππ → K K¯
partial wave obtained from the CFD set. The continuous line and the
uncertainty band corresponds to the CFD dispersive result
Note that the scattering length results from the integration
over both π K → π K and ππ → K K¯ channels. Using as
input for G1 our constrained parameterizations just calcu-
lated and our the CFD parameterizations for Kπ scattering
in [18], we find
mπ (a
1/2 − a3/2) = 0.249 ± 0.032, (sum rule+CFD).
(51)
To be compared with
mπ (a
1/2 − a3/2) = 0.251 ± 0.014, (sum rule in [20])
obtained in [27] using this same sum rule with their uncon-
strained input from ππ → K K¯ and the Kπ solutions from
their Roy–Steiner analysis of Kπ . We obtain a larger uncer-
tainty since we use the Regge asymptotics from 2 GeV
instead of 2.5 GeV as in [27] and because, in contrast to
[27], we also include uncertainties in all partial-waves.
Those two values obtained using the sum rule can also be
compared with direct calculations from the Kπ amplitudes:
mπ
(
a1/2 − a3/2
)
= 0.273+0.018−0.015, (CFD [14])
mπ
(
a1/2 − a3/2
)
= 0.269+0.015−0.015. (Roy–Steiner [20]).
The first is obtained from our recent dispersive analysis using
Forward Dispersion Relations as constraints on fits to Kπ
data [18] and the second from the solutions of Roy–Steiner
equations in [27].
6.2 Constrained g02(t) partial wave
For this wave the agreement was not as good as for the I = 1
and  = 1 partial wave, particularly in the threshold region.
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t1/2(GeV)
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4.5
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d2=1.1
Fig. 11 Comparison between the input (dashed line) and the dispersive
output (continuous line) for the modulus of the g02 dispersion relation in
Eq. (47) using as input the CFD set. The gray band covers the uncertainty
of the difference
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
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^
Fig. 12 The continuous line is our final CFD parameterization of the
data on the modulus of gˆ02(t) from the Brookhaven-II analysis [9]. The
gray band stands for the uncertainty from the CFD parameters.The
dashed line is the UFD parameterization. The difference between the
UFD and CFD parameterization near threshold is imperceptible due to
the q5 factor
After minimization the overall agreement has improved con-
siderably, from d2 = 1.6 down to 1.1. However, as seen in
Fig. 11, our CFD parameterization still shows some small dis-
crepancy with its dispersive output near threshold, although
the deviation has improved substantially in that region com-
pared to the unconstrained case.
This improvement is achieved without changing much the
CFD parameterization with respect to the UFD. The CFD
parameters change little from their previous UFD values,
as seen in Table 2. In addition, in Fig. 12 we can see that
the deviations from the UFD to the CFD modulus are almost
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Fig. 13 Comparison between the UFD and CFD g02 phases obtained
with a model including an f2(1810) resonance and the one obtained
with the Brookhaven model without it, using a flat background
imperceptible. There are some differences near threshold but,
unfortunately, when plotting the modulus together with data,
the resulting curves look almost identical due to a q(s)5 fac-
tor. In contrast, we can see in Fig. 13 some small difference
between the UFD and CFD phase φ02 . This change is actually
the one mostly responsible for the improvement in the d2.
We have also checked that the values obtained at the K K¯
threshold still fulfill Watson’s Theorem when using the ππ
scattering values obtained from dispersion relations [17,62].
One should be careful not to force too much the fit in the
threshold region because, as commented in the UFD case,
this could spoil the f2(1270) mass, which is very well estab-
lished from different experiments, not just scattering. That is
why we considered the f2 and f ′2 masses as additional data
points when fitting the ππ → K K¯ data. We have also added
this extra contribution when minimizing the χ2 to obtain the
CFD set.
We have tried different parameterizations, including addi-
tional flexibility upon Breit–Wigner-like parameterizations,
but we have not been able to find a solution that satisfies
better the dispersion relation near threshold without spoiling
severely the data description.
Finally, let us note that this dispersion relation has some
sensitivity to π K scattering, in particular to the scalar partial
wave. A more thorough study would require allowing the π K
scattering amplitude to vary when imposing the hyperbolic
dispersion relations as constraints, but that is well beyond the
scope of this work dedicated to ππ → K K¯ , where we have
taken π K scattering as fixed input.
6.3 Constrained g00(t) partial wave
The scalar partial wave g00 is the most interesting in this work,
given that we are dealing with two incompatible sets of exper-
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Fig. 14 Comparison between the input (dashed line) and the dispersive
output (continuous line) for the modulus of the g00 dispersion relation in
Eq. (45). In the upper panel we show the results using as input the CFDB
parameterization and in the lower panel those from the CFDC. The gray
bands cover the uncertainty in the difference between the input and
dispersive results. By comparing with Fig. 7 we see that the fulfillment
of the dispersion relation by the CFD set has improved considerably
with respect to the UFD parameterization. Also, there is no significant
difference in the consistency of the CFDB and CFDC sets
imental data for the modulus and also because neither of them
are consistent with the dispersive representation.
As seen in Sect. 3, on the one hand we have the
Brookhaven-II [9] data and, on the other hand, the data of
Brookhaven-I [8] and Argonne [7]. From these two sets we
obtained the UFDB and UFDC parameterizations, respec-
tively. For the phase we had a single UFD parameterization.
Let us recall that the overall UFDC agreement with its disper-
sive output up to 1.47 GeV is poor, with d2 = 2.7, whereas
the UFDB is even more inconsistent with d2 = 5.6. In that
respect the UFDB parameterization may seem disfavored.
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Fig. 15 Comparison between the UFD and CFD parameterizations for
g00(t). The bands cover the uncertainties of the CFD solutions. Upper
panel: modulus of the scalar-isoscalar ππ → K K¯ scattering. The dot-
ted line represents the CFD combined fit while the continuous line rep-
resents the CFD fit to the Brookhaven-II data only. The only significant
change is in the 1.25–1.45 GeV between UFDB to CFDB. Lower panel:
scalar-isoscalar phase for ππ → K K¯ scattering. Note that the UFD,
CFDB and CFDC phases are almost indistinguishable
However, the UFDC modulus is clearly incompatible with
the value that would be obtained from the inelasticity of ππ
scattering obtained from dispersion relations [17] assuming
two coupled channels, ππ and K K¯ . For that reason we will
study here both UFDB and UFDC and will obtain a fit to each
data set constrained with our dispersion relation in Eq. (45).
We will see that after this process both constrained solutions
will be equally acceptable with respect to their consistency
regarding dispersion relations.
Let us note that we now use as input the g02 CFD parameter-
ization obtained in the previous subsection. The consistency
test of the constrained g00 results can be found in Fig. 14. It
can be seen that we obtain an equally good consistency for
both the CFDB and CFDC parameterizations except for the
region very close to threshold. The behavior in this region is
controlled by the f0(980) shape in the elastic region of ππ
scattering and thus is out of the scope of this work, since we
consider it input. The rest of the energy region up to 1.47
GeV has values of d2 below one.
In Fig. 15 we also compare both CFD parameterizations
against their respective UFD parameterizations and the data.
There one can see that the UFD and CFD phases are almost
identical, except in the 1.1–1.2 GeV region where the CFD
is higher by more than one standard deviation, and in the 1.9
GeV region where the CFD phase is again higher but well
within uncertainties. Actually there are two CFDB and CFDC
phases but they are totally indistinguishable.
Concerning the modulus, the UFDC and CFDC are com-
patible, whereas the CFDB is slightly lower than the UFDB
in the 1.05–1.15 region, but clearly higher in the 1.3–1.45
region. These differences go above the 2-σ level, so that they
lie still reasonable close to the data, but prefer to cross the
top of the experimental uncertainty bars.
Note that the “dip” structure in the inelasticity from ππ
scattering occurs around 1.1 GeV, whereas the biggest dif-
ference between the in UFDB and the CFDB is found above
1.25 GeV, so that we conclude that such a dip is not the cause
of the deviation for the UFDB set. The dip structure favored
by ππ scattering dispersive analyses can therefore be accom-
modated also with the hyperbolic dispersive representation
of ππ → K K¯ .
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Fig. 16 Dispersive output for the modulus of the g00(t) ππ → K K¯
partial wave obtained from the CFD sets. Note how they differ also
below the K K¯ threshold
Therefore we conclude that the data most commonly used
in the literature (Argonne [7]) is not necessarily the only
acceptable solution and that one does not have to ignore the
Brookhaven-II data. Actually, we have shown that with the
CFDB solution the Brookhaven-II data can also be fairly
well described while being consistent with ππ → K K¯ dis-
persion relations and with the dispersive determination of the
inelasticity in ππ scattering that, in contrast, is not consistent
with the Argonne data. In this sense the CFDC is disfavored
against the CFDB set.
Finally, in Fig. 16 we also show the CFDB and CFDC
parameterizations in the unphysical region. There one can
observe that their respective pseudo-threshold behaviors are
quite different. Namely, the modulus of the CFDB around the
f0(980) peak is larger than that of the CFDC . Such different
behaviors may have a sizable impact for future studies of
π K → π K dispersion relations.
7 Conclusions and outlook
In this work we have performed a dispersive study of ππ →
K K¯ scattering by means of partial-wave dispersion relations
of the Roy–Steiner type, i.e. based on hyperbolic dispersion
relations. While other studies with similar equations used
dispersion theory to obtain information on the sub-threshold
region, we have also used them for the first time in the
physical region. Moreover, we have derived a set of equa-
tions based on (s − a)(u − a) = b hyperbolae in which we
have obtained the value of a that maximizes the applicability
range of these hyperbolic dispersion relations. Compared to
the existing a = 0 case we have increased the applicability
range of the hyperbolic partial-wave dispersion relations in
the physical region by 67% in the t variable. This has allowed
us to study dispersively the existing data sets on ππ → K K¯
up to 1.47 GeV.
In particular, on a first step we have obtained a set of
unconstrained fits to data (UFD) for each partial wave gI (t),
where  and I are the angular momentum and isospin, respec-
tively. For the case of the scalar-isoscalar wave g00 we have
provided two alternative fits, called UFDB and UFDC, to
differentiate between fits to two conflicting sets of data. In
addition, we have provided high energy parameterizations
for ππ → K K¯ scattering, based on factorization and Regge
theory, that we need for the high energy part of our disper-
sive integrals. We have then tested these UFD parameteri-
zations against our dispersion relations. We have found that
the P wave UFD is very consistent with dispersion relations.
Also, the D wave is crudely consistent with these equations,
although there is clear room for improvement. In contrast,
we have found that the unconstrained fits to both solutions
of the scalar-isoscalar wave show a significant inconsistency
with the dispersive representation, particularly, but not only,
near threshold. These deviations are not related to the high
energy input, and thus they become a first warning to the
phenomenological use of simple fits to the existing data.
Next, we have provided a new set of fits to data using the
hyperbolic partial-wave dispersion relations as constraints.
For the P and D waves, these constrained fits to data (CFD)
satisfy their dispersion relations within uncertainties while
describing very well the experimental data. There is only
some relatively small tension in the D-wave threshold region.
In particular we have shown that a simple description of the
D-wave threshold region with a simple Breit–Wigner param-
eterization of the nearby f2(1270) resonance is not accept-
able.
We have also found that, with the exception of the region
very close to threshold, both constrained parameterizations
of the g00 wave, labeled CFDB and CFDC, satisfy well the dis-
persion relations, while still describing reasonably well their
respective sets of data. Nevertheless some systematic devia-
tions from the data central values are needed in order to sat-
isfy the dispersive representation, particularly for the UFDB
in the region between 1.25 and 1.45 GeV. This becomes a
second warning towards considering only the most popular
data set described by UFDC: the data on which the UFDC set
is based can be also described consistently with hyperbolic
partial-wave dispersion relations, and is favored by previous
ππ scattering dispersive analysis. This second set should
definitely not be discarded, if not directly favored against the
most popular one.
In conclusion, our constrained data fits provide reliable,
precise and simple parameterizations of data on S, P and
D partial waves up to 2 GeV, which are consistent with
the hyperbolic dispersive representation up to its maximum
applicability limit of 1.47 GeV.
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As an outlook for this work, our constrained parameter-
izations could be used by both the theoretical and exper-
imental hadron communities as input for other processes.
Actually, in the near future we plan to use them for further
studies. For example: to implement re-scattering effects in CP
violating decays involving pions and kaons, or to study the
much debated f0(1370) and f0(1500) resonance by means
of model-independent methods based on analyticity, or com-
bined with ππ scattering determinations, to obtain a precise
determination of the a±0 scattering lengths from sum rules.
Finally, we will use them as input for a similar dispersive
analysis of Kπ scattering data and the rigorous and precise
determination of light-strange resonance parameters. In par-
ticular, this input will be very useful for a precise determina-
tion of the elusive K ∗0 (800), by analyzing data using hyper-
bolic partial-wave dispersion relations of the type derived
here.
Note Added in Proof While completing the publication of
this manuscript we have become aware that the K ∗0 (800)
resonance it is now called K ∗0 (700) in the new edition of the
Review of Particle Physics [71].
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Appendix A: Modified g00(t) data extraction above 1.6
GeV
In the main text we have included a third pole for the f2(1810)
in the g02(t) partial wave, since it is listed in the RPP, although
it claims that “Needs confirmation”. As we already com-
mented, this produces a large oscillation of the phase above
1.6 GeV different from the almost flat parameterization used
in [8], as can be seen in Fig. 3.
However, in [8] the g02(t) wave is used as input to extract
the g00(t). Hence, if one now assumes the existence of the
f2(1810), the extraction of the g00(t) phase above 1.6 GeV
no longer corresponds to the one given in the paper. The
“New UFD” g00(t) phase we obtain is shown in Fig. 17, which
parameters can be found in Table 8. Let us recall that above
1.6 GeV the modulus is rather small, so that its contribution
to the dispersion relation below 1.47 GeV is also very small.
However, one may still wonder if this new UFD S-wave phase
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Fig. 17 New φ00 phase obtained after extracting the data from [8] by
using our UFD for the g02 partial wave
Table 8 Parameters of the new φ00
Parameter New UFD New CFDB New CFDC
B1 23.5 ± 1.3 21.8 ± 1.3 22.5 ± 1.3
B2 29.0 ± 1.3 27.3 ± 1.3 27.9 ± 1.3
B3 0.01 ± 1.60 1.49 ± 1.60 0.81 ± 1.60
C1 12.0890 fixed 12.4388 fixed 12.1076 fixed
C2 13.6 ± 2.6 13.6 ± 2.6 13.3 ± 2.6
C3 −12.9 ± 2.3 −13.0 ± 2.3 −13.1 ± 2.3
C4 −13.1 ± 2.2 −13.3 ± 2.2 −13.4 ± 2.2
C5 4.0 ± 2.4 4.2 ± 2.4 4.0 ± 2.4
above 1.6 GeV could change significantly the results for the
modulus after analyzing the dispersion relations.
Hence, we have run again our whole procedure to obtain
a “New CFD” phase for g00(t) and we show in Fig. 18 the
final result of the new analysis. As expected, since the input
is small above 1.6 GeV, the values obtained for the modulus
are almost equal to the ones calculated with the old phase
and we do not plot them.
However, as a matter of fact the g00(t) phase above 1.6 GeV
is different if one assumes the presence of the f2(1810) in
the g02(t). If one wants to be consistent with that assumption,
which at present in the RPP seems to be favored versus the
flat solution used in [8], then one should use our “New UFD”
rather than the main one in the text. Of course, the difference
below 1.47 GeV is negligible.
Appendix B: Kernels
In this section we provide the explicit expressions for the
G I
′(t, t
′) and G±
′(t, s
′) kernels needed in the partial-wave
dispersion relations in Eq. (39). Recall that  ≤ 2 corre-
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Fig. 18 New CFD φ00 phase obtained after extracting the data from [8]
by using our model for the g02 partial wave
sponds to the angular momentum of the partial-wave dis-
persion relation, i.e. the “output” partial wave, whereas ′
corresponds to the angular momentum of the “input” wave
in the integrand of the dispersion relation. Similarly, s′ and
t ′ are the integration variables, whereas t is the variable of
the “output” partial wave coming out of the dispersion rela-
tion. Note that, in the input, partial waves with ′ > 2 can be
safely neglected, except for the ′ = 4 partial wave needed
for the g02 equation, which nevertheless gives a rather small
contribution.
Let us first recall some previous definitions:
zs′ = 1 + 2s
′t
λs′
,
λs′ =
(
s′ − (mπ + mK )2
) (
s′ − (mπ − mK )2
)
.
We start by listing the kernels of the g11(t) partial wave:
G11,3(t, t
′) = 7
48
(t + t ′ − 4
 + 10a),
G−1,0(t, s
′) = 4√2
[
(2s′ − 2
 + t)A(t, s′) − 4qK (t)qπ (t)
16(qK (t)qπ (t))3
]
,
G−1,1(t, s
′) = 12√2
[
P1(zs′ )
(2s′ − 2
 + t)A(t, s′) − 4qK (t)qπ (t)
16(qK (t)qπ (t))3
− 2s
′
3(s′ − a)λs′
]
,
G−1,2(t, s
′) = 20√2
[
P2(zs′ )
(2s′ − 2
 + t)A(t, s′) − 4qK (t)qπ (t)
16(qK (t)qπ (t))3
− 2s
′z′s
(s′ − a)λs′ +
s′2(2s′ + t − 2
)2
2(s′ − a)2λ2
s′
−24s
′2(qK (t)qπ (t))2
5(s′ − a)2λ′2s
]
, (B1)
where Pl(zs′) are the Legendre polynomials, a is one of the
parameters that defines the hyperbola (s − a)(u − a) = b
and we have defined for convenience
A(t, s′) = Arcth
(
4qK (t)qπ (t)
2s′ + t − 2

)
.
For the g02 we first define for convenience
x(t, s′) = 4qK (t)qπ (t)
2s′ + t − 2
 .
By using the same definitions as above one obtains
G02,4(t, t
′) = 3
8
(t + t ′ − 4
 + 7a),
G+2,0(t, s
′) =
√
3(2s′ + t − 2
)2
32qK (t)5qπ (t)5
×
[
(3 − x(t, s′)2)A(t, s′) − 3x(t, s′)
]
,
G+2,1(t, s
′) = 3
√
3(2s′ + t − 2
)2
32qK (t)5qπ (t)5
P1(zs′)
×
[
(3 − x(t, s′)2)A(t, s′) − 3x(t, s′)
]
,
G+2,2(t, s
′) = 5√3
[
(2s′ + t − 2
)2
32qK (t)5qπ (t)5
P2(zs′)
×
(
(3 − x(t, s′)2)A(t, s′) − 3x(t, s′)
)
− 16s
′2t
5(s′ − a)2λ2
s′
]
. (B2)
Finally, for the g00(t) dispersion relation the kernels we need
are
G00,2(t, t
′) = 5
16
(t + t ′ − 4
 + 6a),
G+0,0(t, s
′) = √3
[
A(t, s′)
qK (t)qπ (t)
+ 2(
 − s
′)
λs′
]
,
G+0,1(t, s
′) = 3√3
[
A(t, s′)
qK (t)qπ (t)
P1(zs′) − (2s
′ + 2t − 2
)
λs′
− 2at
(s′ − a)λs′
]
,
G+0,2(t, s
′) = 5√3
[
A(t, s′)
qK (t)qπ (t)
P2(zs′) − 2s − 2

λs′
−6st (
2 + s′(3s′ + 2t − 4
)
(s′ − a)λ2
s′
+3s
′2t (2s′ + t − 2
)2
2(s′ − a)2λ′2s
−8s
′2t (qK (t)qπ (t))2
(s′ − a)2λ2
s′
]
. (B3)
All these kernels produce smooth integrable inputs in the
physical region. They also produce the left and circular cut
structures required by partial wave projection.
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Appendix C: t-channel numerical solution
In order to calculate numerically the Omnès integrals it is
convenient to make a change of variables to facilitate the
integration near tm . For concreteness we explain the g11(t)
dispersion relation, following closely the method explained
in [27,29] although in our case it has one less subtraction.
The other waves are similar. We start by separating within
the integrals the regions above and below tm ,
g11(t) = 11(t) +
11(t)
π
×
[∫ tm−τ
4m2π
dt ′
11(t
′) sin φ11(t ′)
11,R(t
′)(t ′ − t) +
∫ tm
tm−τ
dt ′
11(t
′) sin φ11(t ′)
11,R(t
′)(t ′ − t)
+
∫ ∞
tm+τ
dt ′
|g11(t ′)| sin φ11(t ′)
11,R(t
′)(t ′ − t) +
∫ tm+τ
tm
dt ′
|g11(t ′)| sin φ11(t ′)
11,R(t
′)(t ′ − t)
]
.
(C1)
We now introduce the variable v(t ′) = (t ′ − tm)/(tm − t)
and write:
(t)
π
∫ tm
tm−τ
dt ′
11(t
′) sin φ11(t ′)
11,R(t
′)(t ′ − t)
= 
1
1(tm) exp(iφ
1
1(tm)) sin φ
1
1(tm)
π
∫ τ(t)
0
dv
vφ
1
1 (tm )/π (1 − v)
,
(t)
π
∫ tm+τ
tm
dt ′
|g11(t ′)| sin φ11(t ′)
11,R(t
′)(t ′ − t)
= g
1
1(tm) sin φ
1
1(tm)
π
∫ τ(t)
0
dv
vφ
1
1 (tm )/π (1 + v)
. (C2)
As shown in [27] this equation also implies the continuity
of the partial waves at the matching point tm . Since τ(tm) =
∞ and using
1
π
∫ ∞
0
dv
vφ
1
1 (tm)/π (1 − v)
= −exp(−iφ
1
1(tm))
sin(φ11(tm))
,
1
π
∫ ∞
0
dv
vφ
1
1 (tm)/π (1 + v)
= 1
sin(φ11(tm))
, (C3)
inside Eqs. (45), (46), (47) one recovers the matching values
|g00(tm)|, |g11(tm)|, |g02(tm)|. In addition, for g00, and due to
the introduction of the free parameter α, one has to impose
a smooth continuity condition at tm to fix α, which is done
numerically in this work. Otherwise spurious cusps would
be produced for the modulus of the amplitude at t = tm ,
spoiling the analytic structure and its behavior at different
values of t .
Appendix D: Applicability range
Let us recall that in this work our aim is to maximize the
applicability range of the partial-wave hyperbolic dispersion
relations in the real axis, by choosing the a parameter appro-
priately. Our approach will be similar to that in [28,29] and
we will study the applicability range both for the s-channel
π K → π K and for the t-channel ππ → K K¯ .
First of all we have to calculate the double spectral regions,
where the imaginary part of the amplitude becomes also
imaginary and therefore the Mandelstam hypothesis does not
hold (see [69] for a textbook introduction). For this we use
the π K scattering box diagrams that we show in Fig. 19
(see also [26]). Then we obtain the restrictions needed to
avoid these regions when projecting into partial waves for
all the s, t and u channels. In addition, one has to ensure
that the partial-wave projection is used only inside the so-
called Lehmann ellipse [70–72], where its convergence is
guaranteed. Finally by considering the strongest restriction
we maximize the domain of applicability by fixing a.
Double spectral regions
The equations that describe the boundary of the support of
the spectral function ρst are:
bI (s, t) : (t − 16m2π )λs − 64m4π s = 0,
bI I (s, t) : (t − 4m2π )(s − (mK + 3mπ )2) − 32m3πm+ = 0.
(D1)
Fig. 19 Box diagrams for π K scattering. Continuous lines denote
pions while dashed lines denote kaons
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By means of s ↔ u crossing, similar equations are obtained
for ρut . The equations that describe the boundary of the sup-
port of ρus are
bI I I (s, u) : (D2)
(s − (mK − mπ )2)(t + s − (mK + mπ )2)
× ((m2K + 2mK mπ + 5m2π − s)2
+ t (s − (mK + 3mπ )2)) = 0,
bI V (s, u) :
(s − (mK − mπ )2)(t + s − (mK + mπ )2)
× (((3mπ − mK )(mK + mπ ) + s)2
+ t (s − (mK + mπ )2)) = 0, (D3)
where λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz.
Out of these three possible spectral regions, the most
restrictive boundary is that of the ρst support. Thus, by solv-
ing Eq. (D1) for t as a function of s one obtains
Tst (s) = 16m2π +
64m4π s
λs
, ∀s ≤ s0, (D4)
Tst (s) = 4m2π +
32m3π (mK + mπ )
(s − (mK + 3mπ )2) , ∀s ≥ s0, (D5)
where
s0 = m2K + 4mK mπ + 5m2π
+2mπ
√
5m2K + 12mK mπ + 8m2π . (D6)
As shown in [12,13], the most simple set of curves in the
Mandelstam plane that combine both crossed channels, do
not introduce complicated kernels and are suitable to study
partial waves in a wide range, are hyperbolas defined trough
the relation (s − a)(u − a) = b.
In the next subsection we will combine the double spectral
region constraints with those restrictions arising from the
partial wave projection.
Lehmann ellipse
We now have to consider the projection of T (s, t, u) into
partial waves for the two different channels that appear in
the hyperbolic dispersion relations.
Thus, on the one hand, for a fixed value of a, the family
of hyperbolas (s − a)(u − a) = b must not enter any dou-
ble spectral region for all values of b needed to perform the
partial-wave projection. On the other hand, for a fixed a, we
now calculate the restriction on b implied by requiring to stay
within the Lehmann ellipse. This depends on what channel
we perform the partial-wave projection.
s-channel
The partial-wave expansion for the s-channel converges for
angles zs′(s′, t ′) = 1 + 2s′t ′/λs′ inside the Lehmann ellipse
[3,70,71]
(Re zs′)2
A2s
+ (Im zs′)
2
B2s
= 1, (D7)
where the foci are located at zs′ = ±1. The maximum value
of zs′ that does not enter inside the double spectral region is
obtained for t ′ = Tst (s′), namely
zmaxs′ = 1 +
2s′Tst (s′)
λs′
= As, ∀s′ ≥ m2+, (D8)
with the constraint given by the ellipse
− zmaxs′ ≤ zs′ ≤ zmaxs′ . (D9)
This relation translates into a restriction on t ′
− λs′
s′
− Tst (s′) ≤ t ′ ≤ Tst (s′). (D10)
Now, by using b(s, t, a) = (s −a)(2
−s − t −a) we obtain
the following set of bounds for b:
b−s (s′, a) ≤ b ≤ b+s (s′, a),
b−s (s′, a) = (s′ − a)(2
 − s′ − Tst (s′) − a),
b+s (s′, a) = (s′ − a)(2
 − s′ +
λs′
s′
+ Tst (s′) − a). (D11)
Thus, the final range of values allowed for b to avoid touch-
ing any boundary are
b−s (a) ≤ b ≤ b+s (a), (D12)
where
b−s (a) = min b−s (s′, a),
b+s (a) = max b+s (s′, a). (D13)
t-channel
The argument is now more complicated due to the non-linear
relation between the scattering angle and t ′ for the t-channel
partial wave projection
z2t ′ =
(t ′ − 2
 + 2a)2 − 4b(s′, t ′, a)
16qπ (t ′)2qK (t ′)2
, (D14)
so we use the ellipse for z2t ′
(Re z2t ′ − 12 )2
Aˆ2t
+ (Im z
2
t ′)
2
Bˆ2t
= 1, (D15)
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where Aˆt = (A2t + B2t )/2 and Bˆt = At Bt are the axes
of the ellipse for z2t ′ and At , Bt the ones for zt ′ . Then, the
geometrical restrictions for z2t ′ are
1 − A2t ≤ z2t ′ ≤ A2t . (D16)
As shown in Eq. (6) the relation between zt and s − u is
really simple, calling ν = s − u and rewriting Eq. (D5) in
terms of ν we obtain
νst (t) = −16m
3
πmK − 12mπm+t − t2
4m2π − t
, ∀t ≥ tπ ,
νst (t) = 1
t − 16m2π
×
[
(t − 8m2π )2
+ 4mπ
√
t
√
(t − 16m2π )m2K + 16m4π )
]
, ∀t ≥ 4tπ ,
(D17)
Defining now the upper bound as
Nst (t) = min νst (t), (D18)
we obtain that
zmaxt ′ (t
′) = Nst (t
′)
4qπ (t ′)qK (t ′)
= At ∀t ′ ≥ tK , (D19)
now using Eq. (D16) together with (D18) we obtain the
restriction for ν
16[qπ (t ′)qK (t ′)]2 − Nst (t ′)2 ≤ ν2 ≤ Nst (t ′)2, (D20)
finally, the restriction for b is obtained just by translating the
ν2 = (t ′ − 2
 + 2a)2 − 4b constraint into
b−t (t ′, a) ≤ b ≤ b+t (t ′, a), (D21)
with
b−t (t ′, a) =
(t ′ − 2
 + 2a)2 − Nst (t ′)2
4
,
b+t (t ′, a) =
(t ′ − 2
+2a)2−16(qπ (t ′)qK (t ′))2 + Nst (t ′)
4
.
(D22)
Defining again the bounds
b−t (a) = max b−t (t ′, a),
b+t (a) = min b+t (t ′, a), (D23)
we have finally obtained the allowed values of b for a fixed
a that do not touch any boundary while projecting t-channel
partial waves
b−t (a) ≤ b ≤ b+t (a), ∀t ≥ tπ ≥ a. (D24)
Partial-wave projection
s-channel
Hence, to perform the partial-wave projection for the s-
channel we must require b ∈ [b−s,t (a), b+s,t (a)]. For this to
occur, we need s ≤ smax , where smax is the value of s for
which the region of projection touches the support of the dou-
ble spectral region. Since the integration range −1 ≤ zs ≤ 1
translates into
− λs
s
≤ t ≤ 0, (D25)
then, given a fixed a, the limits on b due to the s-channel
projection are
bmin(s, a) ≤ b ≤ bmax (s, a),
bmin(s, a) = (s − a)(2
 − s − a),
bmax (s, a) = (s − a)(2
 − s + λs
s
− a). (D26)
Now, smax is reached when touching the Lehmann ellipse,
namely
bmin(smax , a) = b−s,t (a),
bmax (smax , a) = b+s,t (a). (D27)
We can now choose a to obtain the largest smax and thus
maximize the projection region. For the s-channel projection
the strongest restriction comes from the t-channel Lehmann
ellipse and therefore
a = −13.9 m2π , smax = 0.98 GeV2,
b−t (a) = −592 m4π , b+t (a) = 1070 m4π . (D28)
t-channel
To perform the t-channel projection we need to consider the
scattering angle
0 ≤ z2t =
(t − 2
 + 2a)2 − 4b
16q2πq2K
≤ 1. (D29)
To maximize the domain using a we search for the value
t = tmax where both the maximum and minimum values of b
coincide with b−s,t (a) and b+s,t (a). Using Eq. (D29) and taking
into account that the projection is made between z2t = 0 and
z2t = 1 this means
z2t (tmax , b−s,t (a)) = 1,
z2t (tmax , b+s,t (a)) = 0. (D30)
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Once again, the restriction of the t-channel is stronger than
the one of the s-channel, and therefore
a = −10.9m2π , −0.286 GeV2 ≤ t ≤ 2.19 GeV2,
b−t (a) = −672 m4π , b+t (a) = 1010 m4π . (D31)
Note that the upper limit for t 
 √2.19 GeV 
 1.47 GeV,
which is the value we have been using throughout this work as
the maximum applicability range of our partial-wave hyper-
bolic dispersion relations. Taking these values into account
one can proceed to study the physical region of both pro-
cesses. Note that HDR are a very useful tool to study the
crossed channel and extend as much as possible the applica-
bility range in its real axis. However their convergence in the
real axis of the s-channel is worse than for fixed-t dispersion
relations. Nevertheless, the scope of this work is precisely
the study of the t-channel partial waves, and therefore HDR
are best suited for our purposes.
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2.3 Joint piK and pipi → KK¯ analysis
In this section we present our final, combined study of both piK and pipi → KK¯
channels. For this purpose we use two closed systems of Steiner like Hyperbolic
Dispersion Relations and a Roy-like Fixed-t set of dispersion relations, previously
introduced in section 1.3.5, together with a system of Forward Dispersion relations.
We will first present a new set of fits, with slight modifications from those detailed
in sections 2.2.3 and 2.2.4. Later on, we will compare them with the dispersion
relations and sum rules for the scattering lengths, paying also particular attention
to the contribution coming from the crossed channel and asymptotic regions. Next
we will impose all dispersion relations for both channels. Finally, we will provide the
constrained results for the most relevant partial waves, i.e., the S1/2, S3/2, and P 1/2.
In addition, low-energy parameters and sum rules are provided.
2.3.1 Introduction
It was already pointed out throughout this thesis how relevant piK → piK and pipi →
KK¯ interactions are to low-energy Hadron physics, with a detailed introduction
to the topic, and several possible applications. Henceforth, we will focus on the
phenomenological description, and later analysis of both systems as a whole.
Even though we have included within these lines several separated results published
in [52,163] and that there exists a previous dispersive solution for piK → piK scattering
[2], a combined dispersive analysis, including both physical regions, has never been
performed. One might wonder if the processes are related in such a way that crossed
contributions play an non negligible role. This correlation between both channels will
be studied in next sections, with emphasis on the low-energy region.
Up to now, we have introduced the dispersive equations and their kernels and
applicability regions have been explained in sections 2.2.4 and Appendixes B and D.
These will complete the closed system of dispersion relations implemented within this
analysis.
While Forward Dispersion Relations may be applicable up to arbitrary energies,
the main drawback of partial-wave dispersion relations is their limited applicability
region. This domain of validity depends on the singularities of box diagrams like those
depicted in the appendix of section 2.2.4, where the internal particles could be on shell,
thus producing imaginary parts inside the imaginary parts of the amplitude. Such
result would break the Mandelstam double spectral representation, and hence it creates
a series of boundaries in the Mandelstam plane, which cannot be accessed if one wants
to perform a dispersive analysis.
Fortunately, different families of dispersion relations are known, and some of them
are more adequate to study a given process or energy region. Of all these families we will
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Figure 2.4: S3/2(s) piK → piK partial wave, whe show the UFD fit as a dashed
line, compared to the final CFD result as a continuos line. The data shown comes
from [146] (solid squares), [144] (solid circles), [142] (colid triangles), [145] (empty
squares) and [143] (empty circles).
just pay attention to either fixed-t or Hyperbolic Dispersion Relations defined through
the equation (s− a)(u− a) = b. The former usually reaches greater applicable energies
in the real axis [2], whereas the later is convenient if one wants to perform crossed
channels studies, or to analytically continue the partial wave into the complex plane as
in section 3.1.4. In order to do so, a choice on a must be made. The most appealing
one is to maximize the region as done in [124]. In our case of interest, piK → piK
scattering, we will set as = −13.9m2pi for the Hyperbolic Dispersion relations, reaching
up to smax = 0.98 GeV2. For the t-channel pipi → KK¯ we will set at = −10.9m2pi
instead, providing us with up to t = 2.19 GeV2 of applicable energy in the physical
region. Although we will set a = −9m2pi later on to study the κ/K∗0(700) pole.
On top of all the above relations we will also make use of two different sum rules,
the one of Eq. (53) in section 2.2.3, and Eq. (50) in section 2.2.4. The main reason is
that both should produce the very same value for a−0 . However, the former is controlled
by the inputs coming from piK → piK scattering itself, whereas the later depends on a
large contribution coming from the crossed pipi → KK¯ partial wave g11. All in all we
think that the difference between these predictions shows how well crossing is being
described within our dispersive analysis.
2.3.2 Fits to data
All relevant partial waves needed to describe this processes both at low and high
energies have been revised and explained in sections 2.2.3 and 2.2.4. However, some
slight modifications, convenient for our combined analysis will be included here. Of
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all relevant partial waves, we have only modified the original S1/2, S3/2,P 1/2 and the
g11 fits. Our main goal with the modifications is to improve the description of the
uncertainties associated with the data.
The main data to be fitted in the piK → piK interaction come from the SLAC
experiments, either from [146] or from [147], several other smaller data sets play an
important role in the determination of the S3/2 partial wave and are shown in Fig. 2.4.
While both partial waves can be isolated from one another, the main data are measured
in the given combination of isospins f 1/2` +f
3/2
` /2. While this result is not a complication
for vector and higher ` partial waves, where the I = 3/2 is almost negligible, it is
relevant to the scalar partial waves determination. In what follows we will focus on the
scalar and vector partial waves of the piK → piK interaction, the unconstrained fits to
the data will be referred to as UFD, while the final constrained results will be called
CFD.
Let us comment briefly on each modified partial wave:
S3/2 partial wave.— Regarding the isospin 3/2 partial wave, there are several
data sets coming from different experiments from the 70’s. As shown in Fig. 2.4
most of them look incompatible from one another. Unfortunately, this wave plays
a crucial role for our understanding of low energy piK → piK interactions, as it
dominates the T 3/2 amplitude, from where the T 1/2 can be obtained by means of
crossing T 1/2(s, t) =
(
T 3/2(u, t)− T 3/2(s, t)) /2. Furthermore, these data sets would
produce different values for the scattering length a3/20 , which would yield a wide spread
of results. This motivates our goal, which is the accurate determination of the low-
energy region. On top of all the above, even though they have different isospins, the S3/2
enters as input for the determination of the S1/2 dispersion relation and its contribution
is considerable. That is the reason why its uncertainties would be propagated into the
determination of the κ/K∗0(700) pole. In addition, as stated above, the only way to
extract the S1/2 partial wave is through the data on the S1/2 + S3/2/2 combination, so
that both partial waves will be correlated from the very first fit.
For all these reasons we have tried to avoid overstimating the systematic uncer-
tainties. Let us first recall that we added in 2.2.3 systematic uncertainties while also
respecting gaussianity, so that the final result produces the required χ2/d.o.f. ∼ 1
result, but no artifacts nor any artificial uncertainty has been added. The approach
was supported by the methods detailed in [164,165], where several statistical tests were
applied to NN and pipi → pipi interactions respectively, in order to select a consistent
data set.
Table 2.1: Parameters of the S3/2-wave.
Parameter UFD CFD
B0 2.14 ±0.03 2.16 ±0.03
B1 4.08 ±0.14 3.53 ±0.14
B2 3.43 ±0.38 2.30 ±0.38
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However, the formalism applied in section 2.2.3 will no longer be used here, where
we will simply discard all data points deviated from the best fit to the whole set by more
than 3.5 sigmas. There are several reasons why we think this simpler approach could be
an improvement. First, taking into account the number of data points we are fitting for
the S wave, deviations above 3.5 sigmas are extremely unlikely, which is also motivated
by [165]. Second, after removing these inconsistent values, the χ2/d.o.f. obtained
for the different regions of the S3/2 and S1/2 + S3/2/2 combinations get immediately
reduced below 2, with an almost normal distribution of the residues of the fit. Therefore
it is enough to multiply the fit coefficients by a given factor to normalize the errors
and thus the χ2/d.o.f. to one. In particular, after removing the conflicting points we
get χ2
S3/2
/d.o.f. = 1.8, χ2
e S1/2+S3/2/2
/d.o.f. = 1.3 and χ2
in S1/2+S3/2/2
/d.o.f. = 1.5, where
the χ2
e S1/2+S3/2/2
combination is the result of the fit in the elastic region, whereas the
later corresponds to the inelastic one, above the piη threshold.
Let us then recall our simple fit to the I = 3/2 S-wave, since It is worth noticing
that there is no evidence so far of inelasticity up to ∼1.8 GeV, we will thus consider
this wave as elastic. Hence, as detailed in section 2.2.3 we will make use of a conformal
parameterization to fit the phase shift
cot δ
3/2
0 (s) =
√
s
2q(sAdler − s)(B0 +B1ω(s) +B2ω(s)
2). (2.29)
Note we have explicitly extracted the Adler zero, which is fixed to its leading order
within Chiral Perturbation Theory: sAdler = ΣKpi. Now, in this particular case the
conformal variable
ω(y) =
√
y − α√y0 − y√
y + α
√
y0 − y , y(s) =
(
s−∆Kpi
s+ ∆Kpi
)2
, (2.30)
will be defined through the following values:
α = 1.4, s0 = (1.84 GeV)
2. (2.31)
The parameters of the new fit are shown in Table 2.1. If one compares this result with
the original fit of 2.2.3 there is a clear difference between both scattering lengths. As
we will see in the forthcoming sections, the new UFD produces a much closer result to
the dispersion relations than the original one from section 2.2.3, at the same time as
its uncertainties have been reduced.
S1/2 partial wave.— For the I = 1/2 S wave inelasticity has been measured only
above 1.3 GeV. Taking into account that this region is dominated by the K∗0(1430)
resonance, the most appealing approach is to split the energy region to be fitted into
two parts, where the one up to s = 4m2K will be considered elastic. Once again we will
take advantage of the conformal mapping to fit the phase shift as:
cot δ
1/2
0 (s) =
√
s
2q(s− sAdler)(B0 +B1ω). (2.32)
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Figure 2.5: S1/2(s) piK → piK partial wave. We show the UFD fit as a dashed line,
compared to the final CFD result as a continuous line. The data shown comes from [147]
(empty squares) and [146] (solid circles).
Table 2.2: Parameters of the elastic S1/2-wave.
Parameter UFD CFD
B0 0.403 ±0.006 0.418 ±0.006
B1 0.223 ±0.032 0.064 ±0.032
Once more we have explicitly factorized the Adler zero, which we have set to its
leading order within Chiral Perturbation Theory:
sAdler =
(
ΣKpi + 2
√
∆2Kpi +m
2
Km
2
pi
)
/5 ' 0.236 GeV2. (2.33)
As explained in section 2.2.3, for this wave it is convenient to fix the constants that
define the center of the conformal variable ω to the following values
α = 1.15, s0 = (1.1 GeV)
2. (2.34)
The values of the new fit are given in Table 2.2, and the are pretty similar to the
original fit of section 2.2.3.
P 1/2 partial wave.— Let us then discuss the I = 1/2 P wave. We will slightly
modify the data choice in the elastic region, while the inelastic region will remain as in
the original fit. There are three reasons to take a closer look to the region surrounding
the K∗(892). First, as seen in [2], the solution of the Roy-Steiner equations clearly
deviates from all data, furthermore, the mass and width associated to the K∗(892)
coming from this solution would be at odds with all determinations listed in the PDG,
by several standard deviations. But even describing the data, as we did in [52] the
K∗(892) poles extracted with Padé sequences [166] are a few MeV off. This is the
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Figure 2.6: P 1/2(s) piK → piK partial wave, we show the UFD fit as a dashed line,
compared to the final CFD result as a continuous line. The data shown comes from [147]
(empty squares) and [146] (solid circles).
reason why an averaged systematic uncertainty between both data sets will be included.
Second, isospin violating effects should be considered, as they would be at least of the
same order of the statistical uncertainties coming from the experimental data. Thus we
will include an explicit systematic uncertainty of 2 MeV to the parameter that produces
the corresponding “Breit-Wigner mass” of the K∗(892), called mr. Finally, the two
first bins coming from Estabrooks et al. [146] will be discarded, as they are clearly
incompatible with our fit (see section 2.2.3) and also because they would produce a too
large scattering length, at odds with all dispersive checks, forcing an output similar to
the one in [2], going back to the first reason. The rest of the data will be fitted as in
section 2.2.3.
Then, in the elastic region, i.e. s ≤ (mη +mK)2, we use again a conformal fit to
describe the data, namely,
cot δ
1/2
1 (s) =
√
s
2q3
(m2r − s)(B0 +B1ω +B2ω2). (2.35)
Note we have explicitly factorized (m2r − s) so that the phase crosses pi/2 at the energy
of the peak associated to the K∗(892) resonance. As explained in section 2.2.3, the α
and s0 parameters, are fixed from the choice of the center of the expansion and the
highest energy of the fit to be
α = 1.15, s0 = (1.1 GeV)
2. (2.36)
The parameters of the unconstrained fit are listed in Table 2.3, where in this case,
the low-energy region is incompatible with the one of section 2.2.3.
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Table 2.3: Parameters of the P1/2-wave.
Parameter UFD CFD
B0 0.98 ±0.02 1.07 ±0.02
B1 0.48 ±0.28 0.39 ±0.28
B2 2.66 ±0.78 0.95 ±0.78
mr 0.8955 ±0.0020GeV 0.8950 ±0.0020GeV
Finally, minor changes have been introduced to the g11 partial wave, although we do
not modify the data choice, the way we added systematic uncertainties in the original
fit of section 2.2.4 was improvable. On the one hand, we included these uncertainties by
means of an overall factor multiplying the errors, so that we got a global χ2/d.o.f. ∼ 1.
On the other hand, there were two relevant regions where the original χ2/d.o.f. was
already acceptable, which after multiplying by that factor yielded too large uncertainties
where they were not needed. We have just modified the region where we include this
factor to match those data points where a high χ2/d.o.f. is produced.
The rest of the partial waves will remain unchanged and thus their formulas and
UFD parameters are given either in section 2.2.3 for piK → piK scattering, or in section
2.2.4 for pipi → KK¯ scattering partial waves.
2.3.3 Dispersion relations: checks and constraints
The aim of our works is to provide a simple set of parameterizations which are consistent
with basic requirements as analyticity, unitarity and crossing. These features impose
stringent constraints on the scattering amplitudes and partial waves, which translate
into integral equations that relate the value of a given amplitude at values of s, t over
the whole physical energy region. In this section we briefly review the main checks and
constraints imposed by means of amplitude and partial-wave dispersion relations.
Of the whole list of dispersive equations detailed in this thesis, we will make use of
Forward Dispersion relations in Eq. (2.14), fixed-t Roy-like equations [114, 121, 167]
taken from Eq. (2.19) and Hyperbolic [130, 132], Steiner-like equations Eqs. (2.27)
and (2.28). These systems add up to 18 integral equations to be satisfied within our
analysis, that is, two FDR, two HDR and one fixed-t for every S and P wave, together
with 4 HDR for the crossed channel g00, g11 and g02. Let us remember that we will make
use of two different HDR to described the T− amplitude. The main reason is that
while the unsubtracted T− amplitude is powerful to obtain a sum rule at threshold, so
that it constrains even more the low-energy parameters, the Regge contribution is not
negligible. On top of that, the crossed channel contribution, in particular the one of
the g11 partial wave plays an important role at low energies, which entails the correlated
fulfillment of both dispersion relations for piK → piK and pipi → KK¯. In order to get
a different constraint, where the Regge asymptotic region is almost negligible and the
partial waves are dominated by their own input, we will include a once-subtracted T−
HDR. It is worth noticing, however, that we are not following this same approach for
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the fixed-t dispersion relations, since in this case both the higher energy region and the
crossed channel are more suppressed, and their UFD check shows how well described
this equation is compared to the HDRs.
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Figure 2.7: Checks of the T+(s), T−(s) Forward Dispersion Relations. Note the large
inconsistencies between input and output for the UFD and the clear improvement
of the CFD. In the last column we show the size of different contributions for each
dispersion relation.
Following a similar approach to what we did in [52,163] let us now first introduce a
quantitative measurement of the deviation between the input coming from the fits to
the data and the output of a given dispersion relation
d2 =
1
N
N∑
i=1
(
di
∆di
)2
, (2.37)
where di are the differences between input and output at a set of discrete energies
and ∆di are the uncertainties of the output, obtained from the errors of the initial
parameters.
Every dispersion relation will then have an associated distance which provides a
fair estimate of its fulfilment. We consider that a given dispersive equation is satisfied
if this χ2/d.o.f.-like function is below 1, and that it violates analyticity otherwise. A
different approach, where the partial waves at low energy are solved depending on
a given matching condition and the low-energy parameters, was successfully applied
127 2.3. JOINT piK AND pipi → KK¯ ANALYSIS
[2,118,119,124,125] to different processes in the past. However, in this particular system
we consider it is appealing to use a more data driven approach, as the matching condition
is not so clear due to the systematic effects, and there is no accurate determination of
the low-energy parameters.
Hence, in order to constrain the parameterizations we will weight every distance by
the degrees of freedom they are roughly describing. Thus, we have chosen a weight (Wi)
equal to 3 for every dispersion relation regarding the S1/2, S3/2 and P 1/2 partial waves,
together with a weight equal to 8 for the Forward Dispersion Relations. In addition, we
will define a second distance (∆2p) between the starting parameters and the final ones
of the high-energy asymptotic formulas, both for the Regge description from [89] and
for the Veneziano formula used in section 2.2.4. The weight of this parameters will be
simply their total number. Finally we will add these distances on top of a modification
of the χ2 of the data, where every partial wave has been weighted by its degrees of
freedom (Wpw i). Thus, the final formula to be minimized reads∑
i
(
Wpw iχ
2
i + ∆
2
p i +Wid
2
i
)
+WFDR d
2
FDR. (2.38)
In Fig. 2.7 the checks to the FDR are shown (first column), together with the
CFD final results (middle), and a partial decomposition into the relevant contributions
(right). It is worth noticing first that there is no hierarchy between partial waves above
1.6 GeV, and that the Regge contributions are way bigger than any other input. This,
together with the fact that above 1.8 GeV the experimental data violates dispersion
relations by more than 5 sigmas make us conclude that the partial wave expansion
is not converging well in this region. Hereby we do not fit, nor we do impose any
dispersive constraints above roughly 1.8 GeV.
Now, compared to the previous analysis done in section 2.2.3 the low-energy region
is better described. There are two reasons, both related to the new fits of the S and
P waves, whose unconstrained scattering lengths are now much closer to the final
result, which supports our decision of modifying these fits. Unfortunately, the relative
deviations are equal if not worse at higher energies, as now our uncertainties have been
shrank due to the new fits. Nonetheless, these uncertainties are produced by the high
energy region fits and as we see in the CFD result, they look similar to those of section
2.2.3, with minor deviations above 1.6 GeV.
Let us now focus on the main partial waves, i.e., the piK → piK S waves and the
P 1/2 wave. Although we also study the P 3/2 wave for completeness, its phase shift is
almost compatible with zero at all values of s, hereby it is almost negligible for our
purposes.
We will detail first the analysis over the fixed-t dispersion relations. Let us first
recall that this system of equations is applicable up to s ∼ 1.1GeV2, however, for
simplicity and the sake of comparison we will only impose all dispersion relations up to
s = 0.98GeV2, which is the highest allowed value for the Hyperbolic ones. Now, as can
be seen in Fig. 2.8, the deviations between input and output do not look worrisome, as
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Figure 2.8: Checks of the f 1/20 (s), f
3/2
0 (s) and f
1/2
1 (s) fixed-t partial-wave dispersion
relations. Note the large deviations between input and output in the UFD and the
remarkable agreement of the three CFD partial waves. In the last column we show the
size of different contributions to each dispersion relation.
no partial wave deviates by more than 1.8 sigmas, which is a pretty consistent system.
The main reason is, as shown in the right panels of the figure, that the partial wave
which dominates the input is the P 1/2. Even though the P 1/2 wave is slightly deviated
from its own output, this difference is small as it is due to a tiny uncertainty. Therefore,
we conclude that this system is very robust against crossed channel and higher-energy
contributions.
Let us remark that this check would be much worse in case we had used the original
fits of section 2.2.3 instead of the new ones. The main reason is the previous large
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Figure 2.9: Checks of the f 1/20 (s), f
3/2
0 (s) and f
1/2
1 (s) non-subtracted hyperbolic partial-
wave dispersion relations. Note the large deviations between input and output in the
UFD and the remarkable agreement of the three CFD partial waves. In the last column
we show the size of different contributions to each dispersion relation.
deviation between the UFD S3/2 partial waves, which are now much closer to the
final constrained result. Therefore this comparison supports our new choice and thus
produces a more robust starting point.
After imposing the dispersion relations we get a final system which is fairly com-
patible up to ∼ 1GeV, where basically no inconsistencies larger than the error band
are found. At the same time, the fulfillment of dispersion relations at threshold is
remarkable, which ensures that the sum rule of the T− amplitude is well reproduced
by the input.
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The situation regarding the Hyperbolic Dispersion Relations is different however. In
particular the system coming from the unsubtracted T− amplitude, shown in Fig. 2.9.
There is a large, homogeneous deviation of all UFD partial waves, which in the case of
the S waves reaches more than 3 sigmas. Such a strong violation is related also to the
deviation from the dispersive T− sum rule [52] at low energies, and this energy region
is, as shown in the right panels, dominated by the g11 partial wave, in particular by
the pseudo-physical region included as input between 4m2pi and 4m2K . This behavior
is unexpected, as the phase in that region is the one coming from the pipi → pipi P
wave, taken from the dispersive study of [3], and the modulus is obtained by means
of a Muskhelishvili-Omnès dispersion relation. One may wonder if the dispersive
extrapolation to the pseudo-physical region was not that stable, and as we will see in
the following, it is indeed the favored scenario.
Fortunately, the CFD result is well described, where again all dispersion relations
lie well within the uncertainties, and the low-energy region is perfectly compatible.
Nevertheless, this solution has been obtained thanks to the introduction of a once-
subtracted T− amplitude, which shows a deviation within the g11 partial wave that
remains hidden in the unsubtracted case. The system is way more unstable if the
later is not imposed, and that is the reason why we include two different families of
Hyperbolic Dispersion Relations.
Now, the situation regarding the last set of piK → piK dispersion relations is pretty
similar to the first one, where the UFD inputs are relatively close to the dispersive
output, and a fairly good qualitative result, as shown in Fig. 2.10, is found. This
scenario would be again worse if the original fits of section 2.2.3 were used instead
of the new ones. The g11 partial wave is now less dominant, albeit big, and there are
several cancellations that produce a way more stable result, almost dominated by its
own input. On the one hand the Regge contributions have been suppressed, on the
other hand however, the a−0 scattering length is much more relevant now.
The final result, shown in the middle column of Fig. 2.10 is compatible with the
previous systems. No partial wave is incompatible below 1 GeV. However the threshold
does not offer any information now, as it is a mere input due to the subtraction
constants.
Finally, let us summarize why a once-subtracted dispersion relation for T− was
added to the previous analysis of section 2.2.4. As shown in Fig. 2.11, the deviation of
the unsubtracted UFD result is pretty small and it is due to a smooth, homogeneous
separation between input and output around 1.1 GeV. In contrast, the once-subtracted
is way more deviated, and thus needs to be imposed. One may wonder why in this
case the unsubtracted dispersion relation is the one closer to the input. As can be seen
in the right panels, in the unsubtracted case the input is clearly dominated by its own
fit to the data, while the once subtracted has non-negligible contributions coming from
the crossed piK → piK channel.
Actually, this is the reason why in section 2.2.4 we decided to use only an unsub-
tracted dispersion relation, as we though the result would be more stable. Unfortunately,
131 2.3. JOINT piK AND pipi → KK¯ ANALYSIS
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Re f 1/20 (s)
UFD Output
UFD Input
dˆ2 = 3.9
CFD Output
CFD Input
dˆ2 = 0.3
−1
−0.5
0
0.5
1
S1/2
S3/2
P 1/2
g00
g11
Regge
−0.5
−0.45
−0.4
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
Re f 3/20 (s)
UFD Output
UFD Input
dˆ2 = 1.7
CFD Output
CFD Input
dˆ2 = 0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
√
s GeV
S1/2
S3/2
P 1/2
g00
g11
Regge
−1
−0.5
0
0.5
1
0.65 0.7 0.75 0.8 0.85 0.9 0.95
Re f 1/21 (s)
√
s GeV
UFD Output
UFD Input
dˆ2 = 1.3
0.65 0.7 0.75 0.8 0.85 0.9 0.95√
s GeV
CFD Output
CFD Input
dˆ2 = 0.1
−1
−0.5
0
0.5
1
0.65 0.7 0.75 0.8 0.85 0.9 0.95√
s GeV
S1/2
S3/2
P 1/2
g00
g11
Regge
Figure 2.10: Checks of the f 1/20 (s), f
3/2
0 (s) and f
1/2
1 (s) once-subtracted hyperbolic
partial-wave dispersion relations. Note the large deviations between input and output
in the UFD and the remarkable agreement of the three CFD partial waves. In the last
column we show the size of different contributions to each dispersion relation.
the right panels of Figs. 2.11, 2.9 and 2.10 illustrate how correlated the values close to
threshold are between both channels. Furthermore, as explained above, the contribution
of the pseudo-physical region coming from the g11 is central to the description of the
piK → piK Hyperbolic Dispersion Relations. This scenario disfavors the unsubtracted
g11 equation, as it is almost unaffected by other waves and thus a deviation within his
pseudo-physical region would remain hidden, but it would produce large systematic
effects in the piK → piK channel. In order to have control both over the physical
region and below the KK¯ threshold, while we also maintain the sum rule coming
from the unsubtracted T− amplitude, we will make use of both dispersion relations
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Figure 2.11: Checks of the g11(t) partial waves with none and with one subtraction for
the T− amplitude.
for g11. On top of that, we have slightly changed the value of the matching point of
the Muskhelishvili-Omnès equations from the previous value
√
tm = 1.2GeV used in
section 2.2.4 to the new one
√
tm = 1GeV. The reason is that this new point makes the
pseudo-physical region more sensitive to changes occurring in the low-energy physical
region, thus allowing us to have more room for improvement.
Again, after imposing the dispersive constraints, both input and output are fairly
compatible, with a remarkable description of the physical region, although the un-
physical peak of the ρ(770) appearing below the KK¯ threshold is now higher than
in [163]. Also, we list in Table 2.5 the values of the sum rule of the T− Hyperbolic
Dispersion Relation in [163], which in the case of the CFD result describes perfectly
the one coming from piK → piK, together with the input.
We thus conclude that our final CFD result describes the whole system of 18
dispersion relations constraining piK → piK and pipi → KK¯ scattering, where the
parameterizations fulfill well the dispersive equation up to 1.6 GeV, with minor violations
up to roughly 1.8 GeV. The scattering lengths, in particular the combination a−0 =
(a
1/2
0 − a3/20 )/3 have been also constrained due to the unsubtracted dispersive equations.
All in all, we think that our CFD values are a robust determination of the interactions
between both systems and at the same time we are able to calculate the low-energy
constants with a high degree of accuracy.
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Low-energy parameters.— We pay special attention to the low-energy parameters
of meson-meson interactions across this thesis. In particular, we included in section
1.2 the Fig. 1.4 where the situation regarding the scattering lengths of the piK → piK
interaction is depicted. As explained in several introductory sections, our central goal is
to perform a model-independent analysis and determination of this scattering process.
The system of equations derived in section 2.2 and in the Appendix A provide us with
the necessary tools to reach our final goal.
Once the CFD parameterizations are determined, we can easily evaluate the low-
energy parameters. In this section we briefly discuss the values of the scattering lengths,
listed in Table 2.4. It seems that our new value is slightly deviated from the previous
dispersive prediction of [2], and it prefers to lie within the Lattice QCD calculations.
Table 2.4: Low-energy parameters after constraining the fits to data with the full set
of DR. In customary mpi units.
UFD CFD Buettiker et al. [2]
a
1/2
0 0.241±0.013 0.192±0.008 0.224±0.022
a
3/2
0 -0.066±0.014 -0.067±0.014 -0.0448± 0.0077
Let us finally remark that part of the deviation between our low-energy results
and the ones obtained in [2] is due to the constraint coming from two different sum
rules for the a−0 scattering length, coming from different channels as shown in Table
2.5. There are other constraints coming from high energy, different channels, larger
applicability regions that are an extension of the previous works and thus produces a
slightly different determination.
Table 2.5: Comparison of the value a−0 obtained directly from the parameterization
versus the value obtained from two different sum rules, the first one coming from the
Hyperbolic Dispersion Relations (HDR), and a second one calculated from Forward
Dispersion Relations (FDR), which is shown in boldface as it is our most precise
determination.
UFD CFD
Direct a−0 0.306 ±0.019 0.259 ±0.018
HDR a−0 0.253 ±0.015 0.261 ±0.017
FDRa−0 0.290 ± 0.009 0.262± 0.012
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2.4 pipi → pipi scattering global analytic parameteriza-
tion
2.4.1 Motivation
As shown in section 2.2 the use of dispersive approaches constraints the partial waves of
the scattering processes in a model independent way. In particular all the uncertainties
are reduced, and the inconsistencies dissappear. In the previous works done by the
Madrid-Krakow group [3, 112] a longstanding debate on the conflicting data sets
on pipi → pipi interactions and the determination of the σ/f0(500) resonance was
solved. In addition, several results are also compatible with a different analysis
carried out by the Bern group [118, 120] within a different approach. Since their
publication, these works have been widely used by phenomenologists working on
pipi → pipi interactions. At the same time, experimental collaborations have taken
advantage of these parameterizations to exploit all their nice analytic features within
their analyses, producing more constrained uncertainties, and thus smaller systematic
effects in their final results.
Nevertheless, the dispersive formalism cannot be applied to the whole energy region
where data exist. Even more, the determination of the resonances is performed by
means of dispersion relations, so that the parameterizations only play the role of inputs
here. This is of relevance since in many different processes the use of the σ/f0(500) and
the ρ(770) as isobars is crucial to extract further information. Such implementations
could only be doable if the resonances were included within simple parameterizations.
This is the reason why there are several groups that are still relying on old, model-
dependent descriptions of these processes, in order to keep their inputs as simple as
possible. In the last years, some approaches to obtain a powerful, yet simple description
of these processes, including some analytical features have been published [168–170].
Considering the situation described above our goal is to provide a set of global
but simple parameterizations to mimick the S and P partial waves as obtained in the
dispersive analysis [3,112], both in the real axis and complex plane in order to describe
the position of the relevant resonances, their couplings, and the low-energy parameters.
These parameterizations will now extend also up to 2 GeV by fitting there the existing
data.
2.4.2 Outline of the main results
In section 2.4.3 we describe a new set of global parameterizations for the I = 0 S and
I = 1 P partial waves of the pipi → pipi scattering process. The main results of such
work are summarized as follows:
• We build a new global parameterization for the escalar-isoscalar partial wave.
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To do so we implement an analytic conformal mapping in the elastic region,
combined with a simple inelastic parameterization that respects analyticity and
unitarity. This parameterization reproduces the dispersive σ/f0(500) values and
at the same time it includes an explicit pole for the f0(980) resonance with the
most precise values determined in [112]. This parameterization will be used up
to 1.4 GeV in the real axis. A simple phenomenological parameterization of both
the inelasticity and phase shift will be used above 1.4 GeV, imposing continuity
and derivability at the matching point, which describes the data up to roughly 2
GeV.
• For the vector partial wave, a conformal parameterization, elastic up to 1.1 GeV
is preferred, above which we will include an explicit inelasticity. First, up to 1.4
GeV we will just multiply the conformal formula by an inelastic S-matrix, thus
preserving unitarity. Above 1.4 GeV a phenomenological fit like the one for the
scalar wave will be used, also fulfilling continuity and derivability.
• For both waves we fit the result of the system of GKPY partial-wave dispersion
relations both in the real axis up to 1.1 GeV, and in the complex plane inside the
large Lehman ellipse, together with the result of Forward Dispersion Relations up
to 1.4 GeV. Above that energy we will fit the available data coming from [152–154].
• The parameterizations also describe the low-energy parameters, in particular
scattering lengths and intercepts. The Adler zero of the scalar partial wave has
also been imposed. The final result is a simple set of global parameterizations
that describe the whole dispersiveanalysis of [3, 112] in the region of maximal
analyticity, including the resonances and the low-energy parameters, but in
addition it also describes the data up to roughly 2 GeV.
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2.4.3 Preprint: Global parameterization of pipi scattering
Global parameterization of pipi scattering
J. R. Pelaez,1, ∗ A. Rodas,1, † and J. Ruiz de Elvira2, ‡
1Departamento de F´ısica Teo´rica and IPARCOS, Universidad Complutense de Madrid, E-28040 Madrid, Spain
2Albert Einstein Center for Fundamental Physics, Institute for Theoretical
Physics, University of Bern, Sidlerstrasse 5, 3012 Bern, Switzerland
We provide a global parameterization of pipi → pipi scattering S0 and P partial wave data, both
in the elastic and inelastic regions, up to 2 GeV, for phenomenological use. The parameterization
describes the output and uncertainties of previous partial-wave dispersive analyses of pipi → pipi, both
in the real axis up to 1.12 GeV and in the complex plane, while also fulfilling forward dispersion
relations up to 1.43 GeV. Moreover, the analytic continuation of this global parameterization also
describes the dispersive determinations of the σ/f0(500), f0(980) and ρ(770) poles in the complex
plane.
I. INTRODUCTION
The unprecedented high statistics on hadronic ob-
servables attained at experiments like LHCb, Belle or
Babar require rigorous and precise parameterizations of
final state interactions. Future Hadronic facilities (Fair,
Panda, etc..) will be even more demanding. One of the
most needed parameterizations is that of pipi → pipi scat-
tering below 2 GeV, since two or more pions appear very
frequently as final products of many hadronic interac-
tions. Also a renewed interest on pipi → pipi scattering
is coming from lattice calculations, which have been re-
cently able to to obtain scattering partial waves with al-
most realistic masses.
Data on pipi → pipi scattering was obtained in the
70’s [1–5] indirectly from the piN → pipiN reaction. Un-
fortunately, this technique leads to conflicting data sets.
For decades, crude models were enough to describe such
data. The exception is the very low-energy region, both
in the experimental and theoretical fronts. On the one
hand, there is very precise data below the kaon mass
coming from Kl4 decays [6, 7], particularly after the
NA48/2 results [8]. On the other hand, Chiral Perturba-
tion Theory (ChPT) provides a systematic and accurate
low-energy expansion in terms of pion masses and mo-
menta.
However, for most phenomenological applications the
low-energy region is not enough since the production
of pions is generically more copious around resonances.
ChPT can be successfully extended to the resonance re-
gion by means of unitarization. Different versions of
this method generate or reconstruct all resonances in
pipi → pipi up to 1.2 GeV: the σ/f0(500) the ρ(770) and
the f0(980). However, the prize to pay is the loss of a
controlled systematic expansion, which hinders the cal-
culation of uncertainties and the length of the analytic
expressions once one deals with coupled channels above
KK¯ threshold. Above 1.2 GeV one can introduce by
∗ jrpelaez@fis.ucm.es
† arodas@ucm.es
‡ elvira@itp.unibe.ch
hand other resonances, with the same caveats as before,
but with expressions even more elaborated. Nevertheless,
the interest of these unitarized approaches is that they
can connect with QCD through the chiral parameters
and provide a good semi-quantitative approximation, in-
cluding values of resonance poles, which are much better
than the usual description of two pions in terms of a su-
perposition of simple resonant shapes, like Breit Wigner
formulas in different versions, Isobar models, etc...
The interest of those popular models is, on the one
hand, their simplicity, since for most applications just the
phase and the inelasticity functions are needed, not an
elaborated model of the interactions with other channels.
On the other hand, they can be fairly reasonable for nar-
row isolated resonances, like the ρ(770). However, such
models provide an incorrect description of the scalar-
isoscalar partial wave, particularly for the very broad
σ/f0(500) pole and its interplay with the very narrow
f0(980), together with the singularity structure in terms
of cuts in the complex s plane. Actually, the rescatter-
ing of two pions in this channel is frequently described
with some sort of Breit-Wigner parameterization for the
σ/f0(500), which might be able to describe a wide bump
in the data, but it fails to describe the phase shift in that
channel or the chiral constraints in the threshold region.
Recall that by Watson’s Theorem [9] any strong elastic
rescattering of two pions must have the very same phase
of the pipi → pipi partial-wave with the same isospin and
angular momentum.
In general, modern Hadron Physics demands more pre-
cise and model-independent meson-meson scattering pa-
rameterizations. This has been achieved over the last two
decades by means of dispersion relations, not only for
pipi [10–12], but also for piN [13, 14] or piK scattering [15]
Unfortunately, we have found that for the hadron com-
munity these results are not always so easy to implement
or do not cover a sufficiently large energy region. Hence,
the purpose of this work is to provide a relatively sim-
ple and ready to use parameterization of the phase and
inelasticity of the scalar-isoscalar and vector pipi → pipi
scattering partial waves up to 2 GeV, consistent with
data and with the dispersive analysis in [12], which ex-
tends up to 1.43 GeV. Moreover, we will impose that this
2parameterization will provide a simple analytic continua-
tion to the complex plane, consistent with the dispersive
representation and the values for the pole positions and
residues of the σ/f0(500), ρ(770) and f0(980) resonances.
In addition, both the dispersive results for the threshold
and subthreshold regions are also described, thus provid-
ing the scattering lengths, slope parameters and S0 wave
Adler zero values obtained in [12].
II. THE INPUT TO BE DESCRIBED
As we already commented, there are many pipi → pipi
scattering data sets extending up to 2 GeV [1–5]. How-
ever, all of them are often incompatible among one an-
other and, moreover, simple fits to each separated set or
to averaged data sets do not satisfy well dispersion rela-
tions [12, 16–19]. Nevertheless, it is possible to use dis-
persion relations as constraints to obtain a Constrained
Fit to Data (CFD) [12] that still describes the pipi → pipi
data on partial-waves but satisfies dispersion relations
within uncertainties. This CFD parameterization will
thus be part of our input.
One might wonder why not using directly this CFD
parameterization and why in this work we are trying to
obtain another one. After all, this parameterization has
become quite popular and used in many phenomenolog-
ical applications. There are several reasons.
First, the dispersion relations used in [12] are of two
types and they were applied up to different energies, al-
ways below 2 GeV. One set consists of Forward Disper-
sion Relations, which were studied up to 1.43 GeV. These
equations are rather simple, but unfortunately cannot be
extended to the complex plane in search for poles. They
are only useful as constraints on the real axis. The other
set consists of partial-wave dispersion relations, usually
referred to as Roy equations [10, 11, 20] (with two sub-
tractions) or GKPY equations [12] (with one subtrac-
tion). The former are more stringent in the low-energy
region and the latter in the resonance region. Unfortu-
nately, these partial-wave equations are limited to 1.12
GeV, although they can be rigorously continued to the
complex plane in search for resonance poles. The ex-
istence of these different energy regions motivated the
authors in [12] to describe the data with a piecewise pa-
rameterization, which in principle cannot be extended
rigorously to the complex plane. Therefore, our first aim
is to provide a rather simple and global analytic param-
eterization, with realistic uncertainties, that can be used
from s = 0 to 1.43 GeV. It will mimic the CFD piecewise
parameterization in the real axis, which will be used as
the first of our inputs to be described.
Second, the σ/f0(500) pole lies so deep in the complex
plane that a careful dispersive determination is needed
in order to extract its precise parameters rigorously [21–
23]. Using the CFD parameterization as input in the
GKPY equations, it was obtained numerically that its
pole lies at
√
sσ = (457
+14
−13) − i(279+11−7 ) MeV with a
residue |g| = 3.57+0.11−0.13. Now, the low-energy piece of
the CFD parameterization [12] was constructed as a
conformal expansion valid up to 850 MeV, which lies
within the elastic pipi → pipi region. This CFD confor-
mal piece can be continued to the complex plane finding√
sσ = (474 ± 6) − i(254 ± 4) MeV, which is fairly close,
but it is not the pole obtained from the dispersive rep-
resentation. This illustrates how trying to obtain the
f0(500) pole from a data fit that only reaches 850 MeV
is not precise enough. Actually, the effects of the f0(980)
and other singularities, like the left hand cut, are signif-
icant at this level of precision. Hence, our second aim is
to provide a simple analytic parameterization that repro-
duces simultaneously the dispersive poles of the f0(500)
and f0(980) and their interference. Thus, the numerical
results of the GKPY dispersion relations in the complex
plane, including the numerical values of the f0(500) and
f0(980) poles, will be the second input to be described.
For the P -wave we will do something similar, but just for
the ρ(770) pole.
Finally, the CFD parameterization and the dispersive
data analysis from which it was obtained only reach 1.43
GeV, but there are more data up to 2 GeV. However,
the data at those high energies have many well-known
caveats. Some of them were already discussed in detail
in [24] and in appendix C of [16], but we summarize them
here. First, in that energy region we have to rely on a
single scattering experiment, the CERN-Munich Collab-
oration, so that systematic uncertainties relative to other
experiments are not available. Second, this collaboration
has many different solutions for the pipi scattering partial
waves. Of these, the most popular one for the S-wave is
the one published in 1973 [1], also called “solution b” in
the collaboration compilation of Grayer et al. [2]. This
solution is also consistent with a later reanalysis with po-
larized targets [4],. In addition, there is the “solution (-
- -)”, which was the most favored in the 1975 collabora-
tion reanalysis [3]. This is also the most used solution for
the P-wave, which we will use in what follows. Note that
both ”b” and “(- - -)”solutions are consistent below 1.43
GeV. Other solutions for both waves were already disfa-
vored in that very same analysis. Third, both solutions
have caveats. On the one hand, the inelastic contribution
to all hadronic cross sections are expected to dominate
over the elastic ones (something that has been verified
for piN , KN and NN scattering). However, this is not
the case of“solution b”. It is hard to understand why
this should be different for pions. On the other hand,
if the inelasticity is large, then it can be proved theo-
retically [25, 26] that the solution in terms of phase and
inelasticity is not unique. Solution b is an example of an
almost elastic case and solution (- - -) of an strong in-
elastic effect. Finally, the very same convergence of the
partial-wave expansion could be questioned at those en-
ergies, since around 1.7 GeV the F-wave is as large as
the P-wave, the D0 wave as large as the S0 and the D2
actually larger than the S2. Nevertheless, and with these
words of caution, we have extended our fit beyond 1.43
3GeV using as our third source of input, either the data
of [1, 2, 4] to obtain a “solution I” or the (- - -) data of
[3] to obtain a “solution II”. Below 1.43 GeV the input
is the same for both our solutions and they agree within
uncertainties. As a technical remark, we have ensured
that the central value and the first derivative of both
the phase and inelasticity are continuous at the match-
ing point, which is chosen at 1.4 GeV, to avoid fitting
the very end of the CFD parameterization. In any case,
one should keep in mind that neither one of these two
solutions has been checked against dispersion relations
above 1.43 GeV. Thus, above that energy they should be
considered purely phenomenological fits.
III. ANALYTIC PARAMETERIZATIONS
In this section we present the parameterizations used
to describe the scalar and vector pipi → pipi partial waves.
Below the KK¯ threshold the process will be considered
elastic and thus it is uniquely described by its phase
shift. Above the inelastic region two different parame-
terizations will be implemented. In the case of the scalar
partial wave, up to 1.4 GeV, we will include on top of the
conformal parameterization, the inelasticity produced by
the f0(980) resonance, who is located very near the KK¯
threshold and hence must be studied carefully. Above 1.4
GeV we will match a second phenomenological parame-
terization, that will be fitted to the data up to 1.9 GeV.
In the case of the vector partial wave, a phenomenologi-
cal inelasticity will be included from 1.1 to 1.4 GeV, at
which we will match with a pure phenomenological pa-
rameterization fitted to the data up to 1.8 GeV.
In the elastic region, we will make use of the customary
definition of the partial wave
tI` (s) =
tˆI` (s)
σ(s)
=
eiδ
I
` (s) sin δI` (s)
σ(s)
=
1
σ(s)
1
cot δI` (s)− i
,
(1)
where σ(s) = 2q(s)/
√
s =
√
1− 4m2pi/s. The explicit
formulas we use to describe the phase shift in the elastic
region are
cot δ00(s) =
√
s
2q(s)
m2pi
s− z20/2
(
z20
mpi
√
s
+
N∑
n=0
Bnω(s)
n
)
,
cot δ11(s) =
√
s
2q3(s)
(m2ρ − s)
(
2m3pi
m2ρ
√
s
+
N∑
n=0
Bnω(s)
n
)
,
(2)
where in our particular case we will set N = 5 for the
scalar and N = 4 for the vector partial waves. As we will
see below, no more parameters need to be included in the
elastic region to obtain a good overall χ2. The conformal
variable is defined as follows
ω(s) =
√
s− α√s0 − s√
s+ α
√
s0 − s , (3)
where the parameters s0 and α locate the last point where
the expansion is real, and the center of the conformal ex-
pansion, respectively. Now, the vector partial wave will
be fitted using s0 = 1.43
2 GeV2 to describe the whole re-
gion, while α is choosen so that the center is close to the
threshold, in order to get a more accurate error band,
values ranging from 0.2 to 0.5 make a suitable parame-
terization, of which we use α = 0.3. However, the scalar
partial wave is better described if the conformal expan-
sion introduces some inelasticity above the KK¯ thresh-
old, so that we chose s0 = 4m
2
K with α = 1 for simplicity.
In the inelastic region however, we will always multiply
the conformal parameterization by an inelastic formula,
which in the case of the vector partial wave will be de-
scribed by a simple polynomial introduced above 1.12
GeV
η11(s) = 1− k0
(
1− sm
s
)2
, (4)
where sm is the point where the inelasticity is introduced.
Fortunately, this partial wave is almost and always com-
patible with η11 = 1, so that by introducing this phe-
nomenologiacal parameterization at
√
sm = 1.12 GeV we
are able to analytically describe just with the confor-
mal expansion the whole dispersive real axis and complex
plane, while nicely describing the inelasticity above until
1.43 GeV.
However, the description of the inelastic region of the
scalar partial wave is much more complicated, we will
first factorize the conformal expansion from the inelastic
contribution as
t00(s) = t
0
0,conf (s) + tf0(s) + 2iσ(s)t
0
0,conf t
0
f0(s), (5)
where the formula t0f0 will be inspired in the used in [27]
t0f0(s) =
k1s+ k2s
2
k0 − s− (k1s+ k2s2)J¯(s,mpi)− (k3 + k4s+ k5s2)J¯(s,mK) , (6)
where the loop functions are
J¯(s,m) =
2
pi
+
σ(s)
pi
log
(
σ(s)− 1
σ(s) + 1
)
. (7)
However, even though this parameterization suits very
4well our fit in the inelastic region, the pole obtained for
the f0(980) is incompatible with the most accurate dis-
persive results [22, 23], and is also quite unstable. The
position and coupling of the f0(980) to both pipi and KK¯
is crucial to our understanding of the first inelasticity of
pipi → pipi scattering, so that a precise determination is a
must. To this end, we will build a new inelastic formula,
including an explicit pole in the second Riemann sheet as
done in [28]. Unfortunately, a parameterization like the
one later mentioned would modify our low energy param-
eters, which is not acceptable as they will be explicitly
included from a precise dispersive result in [12]. In order
to overcome this problem a modification of Eq. (6) will
be necessary, and modifying the formula described above
looks appealing. We need to analytically constrain Eq.
(6) to include an explicit pole in the second Riemann
sheet, while it also maintains the same structure so that
the low energy parameters are not modified.
Both the σ/f0(500) and f0(980) resonances appear in
the second Riemann sheet, below the KK¯ threshold in
the form of poles of the partial wave. They drive the be-
havior of the partial wave. In particular, the f0(980) res-
onance describes a dip destructive interference, partially
due to its proximity to the inelastic threshold, which in
practice is complicated to describe with simple models.
According to the S-matrix unitary relation SS† = 1,
now taking into account the Schwartz reflection principle
of the partial waves tI` (s + i) = t
I
` (s − i)∗, the partial
wave in the second Riemann sheet is algebraically related
to the first Riemann sheet through the equation
t2,I` (s) =
t1,I` (s)
1 + 2iσ(s)t1,I` (s)
, (8)
where σ(s) must be defined so that σ(s∗) = −σ(s)∗ and
hence the partial wave satisfies the reflection principle
also in the second sheet
t2,I` (s
∗) = t2,I` (s)
∗ (9)
We can thus constrain Eq. (8) so that it has a zero in
the denominator, corresponding to a pole at sp = sR +
isI . The derivation is as follows. First, instead of Eq. (6)
we will start by writing an alternative inelastic formula
t0f0(s) =
sG
M − s− iJ¯(s,mpi) sG− J¯(s,mK)f(s) , (10)
where f(s) could in principle be any real, analytic func-
tion. Notice that in [27] the numerator was always mul-
tiplied by s in order to cancel the pole of the phase space
at s = 0, also, this formula is convenient as the contribu-
tion close to threshold is suppressed by this factor. The
f(s) function will then be built as an expansion of the
well known Chebyshev polynomials. The main advan-
tage of such a parameterization is the reduced correlation
between the parameters, which produces better error es-
timates. The variable of the expansion however will not
be
√
s, but a linear transformation that maps the fitted
energy region into the [−1, 1] segment, where the Cheby-
shev polynomials are orthogonal. Given the initial and
final energy values as emin, emax the new variable reads
ω1(s) = 2
√
s− emin
emax − emin − 1. (11)
Thus, the real function f(s) can be expanded as
f(s) =
N∑
i=0
kixi(ω1(s)), (12)
where xi(s) are the Chebyshev polynomials of order i.
In the elastic region, obtained by setting all ki → 0, if
we want to include a pole at sp = sR + isI in the second
sheet we must set
Me = sR + sI
Im (sp σ(sp))
Re (sp σ(sp))
,
Ge =
sI
Re (sp σ(sp))
. (13)
In the inelastic region instead, the ki parameters would
shift the pole position to a new location, depending on
the explicit values of the parameters. In order to avoid
this outcome we will rewrite the M and G parameters so
that the position of the pole remains fixed. By using Eq.
(8), imposing a pole at sp = sR + isI , the final explicit
solution reads
M =
(fIJKR + fRJKI)(sI(JpiI − 2σR)− sR(JpiR + 2σI))− (fIJKI − fRJKR)(JpiIsR + JpiRsI + 2(σIsI − sRσR))
JpiIsR + JpiRsI + 2σIsI − 2sRσR
+
(JpiI − 2σR)
(
s2I + s
2
R
)
JpiIsR + JpiRsI + 2(σIsI − sRσR) ,
G = − fIJKR + fRJKI + sI
JpiIsR + JpiRsI + 2σIsI − 2sRσR (14)
where, for simplicity, all of the J¯(s,m), σ(s) terms have been evaluated at the f0(980) pole position spole = sR +
5isI . The terms above thus read
fI = Im f(sp), fR = Re f(sp),
JKI = Im J¯(sp,mK), JKR = Re J¯(sp,mK),
JpiI = Im J¯(sp,mpi), JpiR = Re J¯(sp,mpi),
σI = Imσ(sp), σR = Reσ(sp). (15)
Thus, we will use Eq. (5) with this new t0f0(s) param-
eterization as our final formula. Take into account that
due to the conformal mapping used in Eq. (2) the cotan-
gent acquires an imaginary part above the KK¯ thresh-
old. Two scenarios are then possible, the one where we
no longer use the conformal mapping above the inelastic
threshold, fitting the whole inelastic region by means of
t0f0(s), and the one where we allow this formula to be-
come imaginary in order to develop an inelasticity. The
second option seems favored, as the imaginary part helps
with a much better description of the inelastic region,
and is thus the solution adopted in this work.
Above 1.43 GeV we will introduce a simple phe-
nomenological description
tI` (s) =
ηI` (s)e
2iδI` (s) − 1
2iσ(s)
, (16)
where the inelasticity and phase shift will be described by
two different functions. They will be matched to the pre-
vious formula at sm = 1.4
2 GeV2, so that the continuity
of the value and first derivative are ensured, and the pa-
rameterizations will be fitted to data up to
√
s = 1.9 GeV.
In order to perform the matching, the values of the
phase shift and inelasticity and their derivatives are
needed at sm. These inputs will be taken from the param-
eterizations above, where the derivative is understood
with respect to the energy squared. To reduce the num-
ber of parameters we will again make use of a second
order Chebyshev polynomial to describe the phase shift
above sm. However, the inelasticity will be fitted through
an exponential function to ensure unitarity, which in the
case of the P -wave will be described using Chebyshev
polynomials again. Unfortunately, in the case of the S-
wave, Chebyshev polynomials would produce unwanted
oscillations, so that a simple phenomenological expan-
sion in terms of the energy will be used instead. As for
the vector-channel inelasticity, a simple Chebyshev poly-
nomial expansion will be enough. All in all, the final
formulas for the phenomenological parameterizations are
as follows
δI` (s) = δ
I
` (sm) + ∆
I
` (x1(ω2(s)) + 1) + d0(x2(ω2(s))− 1)
+ d1(x3(ω2(s))− 1),
∆I` =
δ′ I` (sm)− d0x′2(ω2m)− d1x′3(ω2m)
x′1(ω2m)
,
η00(s) = exp−
(√
− log(η00(sm))
+8
qm(q(s)− qm)η0 ′0 (sm)
−2√− log(η(sm))η(sm) + e0
(
q(s)
qm
− 1
)2
+e1
(
q(s)
qm
− 1
)3
+ e2
(
q(s)
qm
− 1
)4)2
,
η11(s) = exp−
(√
− log(η11(sm))
+H11 (x1(ω2(s)) + 1) + e0(x2(ω2(s))− 1)
+e1(x3(ω2(s))− 1) + e2(x4(ω2(s)) + 1))2 ,
H11 =
η′ 11 (sm)− e0x′2(ω2m)− e1x′3(ω2m)− e2x′4(ω2m)
x′1(ω2m)
,
(17)
where xi are again the Chebyshev polynomials of order i
and the new inelastic variable is
ω2(s) = 2
√
s−√sm
emax −√sm − 1,
ω2m = ω2(sm). (18)
Note that the logarithms in Eq.(17) appear in the con-
stants needed for the smooth matching, they do not in-
troduce any spurious analytic structure.
We will not make use of e1 when fitting solution I,
as its behavior is pretty smooth and the uncertainties
of the data are so large the χ2 of both phase shift and
inelasticity are always below 1.
IV. S-WAVE FIT
The aim of this work is to perform a global fit that
describes all analytic constrains at low energies, while
also describing the existing data above the energy region
where dispersion relations can be implemented. To this
end we have developed a set of parameterizations that
are flexible enough to incorporate all our requirements.
As shown in [12], the partial waves of pipi → pipi scatter-
ing fulfil the dispersive constrains fairly well up to 1.43
GeV. These set consist on a group of forward disper-
sion relations for the amplitudes, together with the more
sophisticated Roy and GKPY equations for the partial
waves, applicable up to roughly 1.1 GeV.
If one would like to mimic this dispersive result, an
exact constrain should be imposed over our parameteri-
zations so that they fully describe the central dispersive
values, however, several sources of uncertainty come into
6FIG. 1: Comparison between the CFD fit in [12] (blue)
and solution I (Table II (orange band). The energy re-
gion dominated by the f0(980) pole is delimited be-
tween the red dashed lines.
play, so that we will impose all dispersive results through
a χ2 function as follows. In the real axis, the solution
coming from the constrained parameterizations of [12]
will be fitted, where the uncertainties are the error bands,
which are at the same time related to the initial fits of
[12] up to 1.43 GeV. This solution has way smaller un-
certainties than the dispersion relations themselves, and
thus is preferred to build a more accurate result. We
will impose just the phase shift up to the inelastic KK¯
threshold, and both the phase shift and inelasticity above
it.
Below the elastic threshold, and in the complex plane,
we will make use of the GKPY equations, which pro-
duce narrower errors than those of Roy equations, while
both are compatible in the whole complex plane and real
axis. The fit will run from about Re s ∼ (0 GeV)2 to
Re s ∼ (1.12 GeV)2, and, as the data points must remain
inside the applicability region of the dispersion relations
[10, 20, 21], the imaginary parts will never go above it.
Using such a vast region we force the fit to have a well
rounded description of the scattering lengths, the Adler
zero, and the σ/f0(500) pole position and coupling. Due
to the large number of points, and the tiny uncertainties
in the real axis, the errors obtained in the complex plane
are smaller than the dispersive ones, however, compara-
ble errors in the complex plane would produce a huge
mismatch in the real axis, which is our mayor source of
information.
TABLE I: Results in terms of the χ2 function of the fits
χ21 χ
2
2 χ
2
com χ
2
pha χ
2
ine
Solution I [1, 2, 4, 29] 0.2 0.5 0.4 0.5 0.4
Solution II [3] 0.2 0.5 0.3 1.0 1.0
These constrains will be imposed by means of a χ2
function, although they are not data points, the reason
is that the least squares solution provides an stiff bind
to the parameterization, while also weighting the results
depending on whether they have large or small uncertain-
ties. Nevertheless, the statistical meaning of the χ2 ∼ 1
looses part of its purpose, as the results coming from
dispersion relations are smooth functions instead of nor-
mally distributed points, and their uncertaintites are to-
tally correlated between bins. As a result, a value lower
than 1 is expected, and we will consider all results below
1 as good descriptions of our dispersion relations.
We show in Fig. 1 the comparison between the con-
strained fit of [12] and our best result of solution I.
Both parameterizations look almost equal below the KK¯
threshold, and are also well compatible above it, the
error bands are of the same order, although there is a
small region where the solution I has smaller uncertain-
ties. Taking into account that we are explicitly includ-
ing the f0(980) parameters coming from the most precise
GKPY determination of [22], it is clear the the region
close to its nominal mass will no longer be dominated
by the CFD parameterization, as the f0(980) uncertain-
ties are tiny there. All in all this new parameterization is
able to fulfil the GKPY dispersion relations in the low en-
ergy region, together with the low energy parameters, the
Adler zero, the positions of both σ/f0(500) and f0(980)
poles, and the inelastic region up to 1.43 GeV. While
also producing similar uncertainties to those of the CFD
parameterization in [12].
Above 1.43 GeV no dispersive result exist, thus we
will make use of the available experimental data. The
only sources of data in this energy region produce two
different plausible solutions. The first one, called solution
I in this work comes from [1, 2, 4, 29]. Whereas there is
a second one, called solution II, also coming from the
CERN-Munich experiment [3]. The parameters of the
fits are listed in Tables II and III, both results are almost
equivalent in the elastic region, while exhibiting some
almost negligible deviation in the inelastic region below
1.4 GeV. Above this splitting point the solutions are
fairly different, in particular the inelasticities depict a
clearly different pattern, with a sharp falloff in solution
7TABLE II: Parameters resultant of the fits of the
Global parameterization for solution I.
Elastic
√
s < 1.43 GeV
√
s > 1.43 GeV
B0 12.2±0.3 K0 1.29±0.07 d0 -5.4±3.7
B1 -0.9±1.1 K1 -1.08±0.04
B2 15.9±2.7 K2 -0.043±0.038 e0 10.3±4.0
B3 -5.7±3.1 K3 -0.068±0.015
B4 -22.5±3.7
B5 6.9±4.8
z0 0.137±0.028
II, while solution I has a smooth decreasing inelasticity
close to 1.9 GeV.
It is worth noticing (see Fig. 2) that the uncertainties
of the solution II are larger for the phase shift, due to
the scarcity of data above 1.5 GeV. Furthermore, even
though we included some data points coming from [1,
2] for the inelasticity, the solution II is fairly unstable.
Such a behavior could not be interpreted in terms of a
resonance, or any known cusp, so that we favored the
solution fitted to [1, 2].
Finally, let us recall that all data points above 1.43
GeV (dashed red line Fig. 2) have been included for
completeness, as there is no unique solution, and no dis-
persive analysis has been performed in this region yet.
However, solution I looks fairly compatible and stable,
which, together with the conservative error band associ-
ated to it, could provide a fair estimate of the phase shift
and inelasticity up to roughly 4 GeV 2.
TABLE III: Parameters resultant of the fits of the
Global parameterization for solution II.
Elastic
√
s < 1.43 GeV
√
s > 1.43 GeV
B0 12.2±0.3 K0 1.22±0.02 d0 -16.5±6.2
B1 -1.2±0.8 K1 -1.16±0.02
B2 15.5±1.5 K2 -0.010±0.044 e1 160.8±2.5
B3 -6.0±1.5 K3 -0.075±0.010 e1 -715.5±8.5
B4 -21.4±1.3 e2 -937.3±25.0
B5 6.3±4.5
z0 0.135±0.031
A. Poles, Couplings and Low Energy Parameters
TABLE IV: Poles and residues of both f0(500) and
f0(980) resonances.
√
spole (MeV) |g|
f0(500) (457± 9)− i(279± 7) 3.47± 0.07
f0(980) (996± 7)− i(25± 8) 2.28± 0.06
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FIG. 2: Comparison of solutions I and II (Tables II
and III) with the data sets that they are compatible
with. The red dashed line splits the region below where
the fits are obtained by means of imposing dispersion
relations, and the region above where the two differ-
ent solutions are shown. The blue dotted line depicts
the energy of the last data point for solution II. Solu-
tion I fits the data of [4, 29] (solid circles) and [1, 2]
(solid squares), whereas solution II fits [3] (solid dia-
monds). The data coming from [8] (empty squares),
[30] (empty circles), [31] (triangle up), [32](triangle
down), [5] (empty squares), [30] (empty circles), [33]
(empty triangle up) and [34] (empty triangle down) are
shown for comparison. The gray band corresponds to
the fit of solution I and the blue band is solution II.
As explained above, the fit is also constrained to de-
scribe the σ/f0(500) resonance, which together with the
fact that we are also imposing the whole complex en-
ergy plane, produces a stable and accurate description
of its parameters. In Fig.3 we show our parameteriza-
tion and its uncertainties in the first Riemann sheet of
complex plane, which reproduces the output of GKPY
equations. In addition, we list in Table IV the param-
eters of both the σ/f0(500) and f0(980) resonances. It
8FIG. 3: Real (top) and imaginary (bottom) parts of
the scalar-isoscalar partial wave in a vast region in the
complex plane in the first Riemann Sheet. Notice that
the behavior of the solution is smooth and the uncer-
tainties are small even deep in the complex plane.
is worth noticing that the uncertainties of the σ/f0(500)
resonance associated to this fit are a bit smaller than the
GKPY determination [22]. This behavior is caused due
to the large statistic we have fitted in the region where
the pole exists.
As for the f0(980) resonance, we have imposed its pole
position to be the one obtained by means of the GKPY
equations in [22]. The main reason is that no phenomeno-
logical fit can extract its parameters in a stable way. In
particular, the CFD fit of [12] cannot provide a decent es-
timate of its position. With this improved fit, the f0(980)
is no longer a problem, as both the data, the cusp effect
and the pole position are nicely incorporated into a sim-
ple, yet powerful functional form. As a result of this
constrains, the coupling of the f0(980) to pipi has smaller
uncertainties than the GKPY determination, which can
be related to the smaller uncertainty seen in this region
in Fig. 1.
TABLE V: Adler zero and threshold parameters. The
latter in customary mpi = 1 units.
This work Dispersive result [12]
√
sAdler 96±20 MeV 85±34 MeV
a00 0.227±0.020 0.220±0.008
b00 0.266±0.009 0.278±0.005
Last, but not the least, the results of these fits pro-
duce compatible low energy parameters with thus of the
Madrid-Krakow group [12] and the Bern group [10, 11].
The description of the partial wave in the real axis both
above and below the pipi threshold produces a well com-
patible result for all this quantities, although the dis-
persive low energy constants will always be more con-
strained. The reason is that there is a direct correlation
between the values of scattering lengths, slope parame-
ters and the output coming from the dispersive integral,
thus providing a way bigger constrain that a simple fit.
V. P -WAVE FIT
The pipi-scattering P wave is completely dominated by
the ρ(770) meson, which is customarily described us-
ing simple resonant descriptions. However, even though
the ρ(770) is usually considered as the prototype of nar-
row resonance, its width is relatively large as compared
with its mass, which explains that the ρ-meson shape
cannot be fully described with precision using a simple
Breit-Wigner function or within an Isobar model, but re-
quires additional shape parameters [35, 36]. Let us also
recall that the ρ(770) is the main player of vector me-
son dominance, and therefore it saturates the most com-
mon hadronic observables, like, for instance, the hadronic
total cross section σ(e+e− → hadrons) [37], which im-
plies applications well beyond low-energy meson physics.
Thus, given its relevance for Hadron physics, we will
provide in this section an analytic parameterization to
describe the pion-pion vector-isovector channel up to 2
GeV.
Following the same procedure considered for the scalar-
isoscalar channel, in the physical region and below 1.43
GeV we will impose the constrained parameterization
of [12]. Note that this P-wave parameterization describes
both pipi scattering [3, 5, 38] and pion-vector form factor
[39, 40] data, while fulfilling at the same time the dis-
persive constraints described in the Introduction. Once
more, in the subthreshold region and in the complex
plane we will fit the GKPY-equation dispersive results.
Like for the scalar channel, we will only consider the en-
ergy region within the Lehmann ellipse, where both Roy
and GKPY equations are formally valid.
Above 1.43 GeV there are no further dispersive results
and hence we will only describe the available experimen-
tal data, which rely on a single scattering experiment
from the CERN-Munich Collaboration. In addition, in
9the vector case there is a relevant difference between the
best solution of the original CERN-Munich result pub-
lished in 1973 [1] and the (- - -) solution of the 1975
collaboration reanalysis [3]. Nevertheless, the behavior
of the original P-wave result shows a large interference in
the region between 1.6 and 1.8 GeV. Namely, the phase
shift changes in more than 20◦ and the inelasticity goes
down below 0.5 to return back to 1 in around 200 MeV.
This behavior could only be explained if the ρ′ and ρ′′
resonances and the KK¯ channel would interfere strongly,
which is in contradiction with the experimental values for
the width and couplings of these two resonances [41, 42].
Thus, the solution (- - -) of Hyams 75 [3] is the one cus-
tomarily used in the literature. However, we will fit both
solutions for completeness, as we have done for the S-
wave. The original CERN-Munich result [1] will be called
solution I, whereas the fit to the updated reanalysis of [3]
will be called solution II.
Once more, even when our fit does not have a well-
defined statistical meaning, we impose all constraints by
means of a χ2 function, which ensures compatible re-
sults within uncertainties. Using the parameterizations
described in Section III we obtain a nice description of
the input. Namely, the χ2 values, given in Tables VI and
VII, are all below or close to 1. The fit parameters are
collected in Tables VIII and IX for solutions I and II, re-
spectively. The fit results for the P-wave phase shift and
inelasticity are plotted in Fig. 4. The uncertainties are
described by the gray band for solution I and blue band
for solution II, and they are consistent with those given
in [12]. Note that they are extremely small in the low-
energy region. Actually, in order to ensure an accurate
description of the error band in this region, we choose
the center of the conformal parameterization, i.e. the α
parameter in (2), to be close to the threshold. In this
way, the uncertainties are dominated by the lowest con-
formal parameters B0 and B1, ensuring that the value of
the scattering length and slope parameter, given in Ta-
ble XI, are consistent with the dispersive values in [12].
On the contrary, the fit result errors close to 1.4 GeV are
smaller than those quoted in [12], which is consequence of
describing simultaneously the experimental data up to 2
GeV. The P-wave inelasticity in [12] is compatible with 1
below 1.12 GeV and very small below 1.4 GeV. Thus, it
is reproduced by the simple polynomial parameterization
given in (4) for simplicity.
Finally, the ρ(770) pole- parameteres are given in Ta-
ble X. Central values and uncertainties are nicely com-
patible with the dispersive results in [22].
TABLE VI: Results in terms of the χ2/d.o.f. function
of the fits of Solution I.
χ21 χ
2
2 χ
2
com χ
2
pha χ
2
ine
Best Solution [3] 0.6 0.4 0.6 1.2 0.6
Above the matching point at 1.4 GeV the two solutions
coming from the CERN-Munich experiment are incom-
TABLE VII: Results in terms of the χ2/d.o.f. function
of the fits of Solution II. We have added roughly 1 de-
gree of systematic uncertainty to the phase shift data
above 1.4 GeV.
χ21 χ
2
2 χ
2
com χ
2
pha χ
2
ine
Best Solution [3] 0.6 0.5 0.7 0.9 0.9
patible among themselves. The behavior of solution I
looks compatible with a strong interference between the
ρ′ and ρ′′, with a phase movement around 1.6 GeV and a
dip structure in the inelasticity at the same energy. Nev-
ertheless, as explained above, we will fit these data by
using purely phenomenological parameterizations.
In contrast, solution II looks smoother, with a phase
that rises slowly above 180
◦
, and an inelasticity with a
less pronounced dip, which, together with the smaller un-
certainties quoted in [3] produces a way more constrained
result.
TABLE VIII: Fit parameters of the Global parameteri-
zation for solution I.
Elastic
√
s < 1.43 GeV
√
s > 1.43 GeV
B0 0.97±0.01 K0 0.33±0.16 d0 11.1±1.6
B1 0.12±0.04 d1 5.7±0.5
B2 -0.18±0.08
B3 0.41±0.20 e0 -0.132±0.031
B4 1.64±0.40 e1 0.353±0.011
mρ 0.7752±0.0014 e2 0.205±0.064
TABLE IX: Fit parameters of the Global parameteriza-
tion for solution II.
Elastic
√
s < 1.43 GeV
√
s > 1.43 GeV
B0 0.97±0.01 K0 0.17±0.06 d0 3.4±1.2
B1 0.11±0.04 d1 2.4±0.3
B2 -0.13±0.08
B3 0.47±0.20 e0 -0.16±0.02
B4 1.38±0.36 e1 0.042±0.005
mρ 0.7752±0.0014 e2 0.059±0.003
TABLE X: Pole and residue of the ρ(770).
√
spole (MeV) |g|
ρ(770) (763.1± 1.6)− i(73.3± 1.4) 5.99± 0.06
VI. SUMMARY
In this work we have provided a global parameteriza-
tion of the data on S0 and P-waves of pipi → pipi up to 2
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FIG. 4: Comparison of our two solutions (Table VIII)
with data [5] (solid squares) and [38] (solid circles).
The red dashed vertical line separates the region where
the fits describe data and dispersion relation results
from the region above where the parameterization is
just fitted to [3] (solid diamonds). The blue dotted ver-
tical line depicts the energy of the last data point. The
gray band corresponds to the fit of solution I and the
blue band is solution II.
TABLE XI: Threshold parameters in customary mpi =
1 units.
This work Dispersive result [12]
a11(x10
3) 38.3±0.6 38.1±0.9
b11(x10
3) 4.52±0.53 5.37±0.14
GeV. We have made an explicit effort to keep it relatively
simple in order to be easy to implement in further phe-
nomenological and experimental analyses (in final state
interactions, isobar models, etc...).
The advantages of this parameterization are that it de-
scribes the data up to 2 GeV consistently with the disper-
sive representation in [12] and its uncertainties. In addi-
tion, it reproduces the dispersive results in the complex
plane including the associated poles of the σ/f0(500),
f0(980) and ρ(770) resonances. Moreover, its low en-
ergy behavior is compatible with the dispersive results
for scattering lengths and the Adler zero position, and
therefore with the constraints due to the QCD sponta-
neous chiral symmetry breaking.
Actually, this new parameterization reproduces the re-
sults and uncertainties of a previous piece-wise fit that
was constrained to satisfy Forward Dispersion relations
up to 1.43 GeV and partial-wave dispersion relations
(Roy and GKPY equations) up to 1.12 GeV. The lat-
ter were used in [12] to obtain a rigorous analytic con-
tinuation to the complex plane which, together with its
uncertainties, is also described when continuing analyt-
ically our new parametrization, without the need for a
numerical integration of the dispersion relations. This is
why the pole positions and residue of the σ/f0(500), the
f0(980) and the ρ(770) are so well implemented. It also
allows our parameterization to be used consistently in ap-
plications with isobar models, so popular in experimental
analyses.
The new parameterization also reproduces the exist-
ing data from 1.43 to 2 GeV, although the dispersion
relations do not reach this energies. Moreover, in this re-
gion, there are two contradictory data sets, and we thus
provide two solutions that describe phenomenologically
either one of the conflicting sets. Nevertheless, below
1.43 GeV these two solutions agree and are consistent
with the dispersive analysis.
We hope that the simplicity and the remarkable ana-
lytic properties of this data parameterization can be of
use for future phenomenological and experimental stud-
ies whenever the pipi → pipi interaction is needed.
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Chapter 3
Meson spectroscopy
It has been pointed out throughout this thesis how the determination of low-energy
hadronic resonances is not only relevant for their own classification in multiplets, but
also for our understanding of low-energy Chiral Perturbation Theory, and thus QCD.
The study of spectroscopy has motivated several experimental collaborations in recent
years, like LHCb, BaBar, BELLE, BESIII, CLAS12, GlueX, ALICE and many others.
At the same time, it is a growing field within Lattice QCD practitioners.
In the first part of this chapter, in section 3.1 we will detail how a model independent
extraction of resonances can be made, with particular emphasis on strange resonances.
The original works are presented in sections 3.1.4 and 3.1.3. Next, in section 3.2 we
will introduce the N/D and K-matrix formalisms, together with the P formalism for
describing production processes in a general basis. Thus, the results obtained for the
study of the hybrid meson are presented in section 3.3.3. Finally, in section 3.4 we will
implement and compare some approximations of 3-body interactions, with particular
emphasis on the quasi-two-body approximation applied to the decay a1(1260)→ 3pi,
giving rise to the publication included in section 3.4.3.
3.1 Analytic determination of strange resonances
In section 1.3.6 the model-independent definition of a resonance pole is introduced, that
is, the poles appearing in the next continuous Riemann sheet across the unitarity cut.
In this section we will explore different analytical ways of reaching the next continuous
sheets and identify the poles.
We start by restricting ourselves to the simple elastic case, where an algebraic
formula can be written, let us call S(s, t) the analytical S-matrix describing the process
of interest. The Schwartz reflection principle states that S(s + i, t) = S∗(s − i, t).
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Furthermore, if one wants to continue from the first to the second Riemann sheet the
unitarity cut must be crossed continuously, i.e.
SI(s+ i, t) = SII(s− i, t), (3.1)
therefore one gets S∗(z, t) = SII(z, t), where z is a complex number. Finally, by
imposing the unitarity condition for the S-matrix SS∗ = 1 we get
SII(z, t) = (SI(z, t))−1. (3.2)
Therefore a pole in the second Riemann sheet corresponds to a zero in the first.
Now, for a well-defined angular-momentum partial wave the formula above yields
f II` (z) =
f I` (z)
1 + 2iσ(z)tI`(z)
, (3.3)
where σ(z) is defined so that the relation σ∗(z) = −σ(z∗) is fulfilled, in order to ensure
that f II` (z) respects the Schwartz reflection principle.
Even though the algebraic formula for the coupled-channel case is not that simple,
it is doable as long as one has control over all relevant channels. In particular let us
restrict ourselves to the well-known pipi → pipi,KK¯ system. In this case one has to take
into account the unitary relation to obtain the desired branch cut discontinuity
Imf`(s) = f`(s)Σ(s)f
∗
` (s), (3.4)
where in this case f`(s) is now a symmetric matrix which includes all possible scattering
partial waves, and Σ(s) is the diagonal matrix whose elements are the phase spaces.
For example, in the particular case of the scalar-isoscalar pipi → pipi partial wave the
system can be described as
fl(s) =
(
fpipi→pipi(s) fpipi→KK¯(s)
fKK¯→pipi(s) fKK¯→KK¯(s)
)
, (3.5)
with
Σ(s) =
(
σpipi(s) 0
0 σKK¯(s)
)
. (3.6)
With this system of equations one could extract for example the parameters of
the f0(980). In section 3.3.3 such coupled systems will be applied to η(′)pi in order to
determine with precision the pole position of the hybrid meson (published in [171]).
Now, it was already detailed in the previous chapter how to derive an optimal set
of dispersion relations, both for the real axis and the complex plane. We will take
advantage of the equations already calculated in sections 2.1.1 and 2.1.2, to determine
in a dispersive way the partial wave in first Riemann sheet in the elastic region. As
shown above, the later is exactly equal as calculating the second Riemann sheet. Hence,
as Roy-Steiner equations are a result of causality and crossing, and the input, which is
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Figure 3.1: Unfolding different Riemann sheets by means of Padè approximants. The
colored straight lines represent the right hand cuts produced by the piK or the ηK
thresholds respectively.
constrained to described the data, is forced to be unitary, the κ/K∗0(700) pole can be
directly extracted from first principles, as it is explained in section 3.1.4.
Unfortunately, we do not know a first-principle dispersive method for calculating
inelastic resonances, the reason is that Roy-Steiner equations cannot be used in those
energy regions. As a result, there are always some model dependencies, however, our
approach is to implement analytic methods, at least getting rid of models for the
unstable continuations into the complex plane.
There is one advantageous approach, the use of sequences of Padé approximants
[172–175] ready to be used in this kind of systems. Their main advantage is that they
provide a rigorous analytical continuation into the next continuous Riemann sheet. Let
us review their main properties and definitions. A Padé approximant is defined as the
ratio of two polynomials of a given order which together fulfill
PNM (s, s0) =
QN(s, s0)
RM(s, s0)
= f`(s) +O((s− s0)M+N+1), (3.7)
where N and M are the orders of the Q and R polynomials, respectively. The sequence
gets closer and closer to the partial wave as we increase the orders of the polynomials. It
is worth noticing that RM (s, s0) would give rise to poles in the complex plane depending
on its order, which hence cannot be free in our work. As the Padé sequence depends on
the point of the expansion s0, it should be close enough to the position of the pole we
are looking for in the complex plane, as shown in Fig. 3.1. Once the region where we
want to expand is known, all the analytical features of the partial wave f`(s) have to be
controlled. To this end, before choosing the optimal point of expansion, the circle that
encloses the pole from s0 must be analyzed. As the order M will select a priori the
number of poles, or non analyticities we could generate, it has to be fixed to reproduce
the structures appearing in this circle.
For the simple case of a narrow isolated pole, M = 1 is a good choice, and hence
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PN1 (s, s0) =
N−1∑
k=0
ak(s− s0)k + aN(s− s0)
N
1− aN+1
aN
(s− s0) . (3.8)
Thus the parameter determining the approximation is just N , which makes sense as
this expansion around s0 once the pole is removed is nothing but a Taylor expansion
of order N . In this particular case ak = 1k!f
(k)
` (s0) are the Taylor coefficients. Now by
comparing to the customary relativistic Breit-Wigner formula
f`(s) ' mΓ(s)
s−m2 − imΓ(s) , (3.9)
it is clear that it is no more than a Padé approximant of order N = 0,M = 1, which is
a pretty naive approximation, at best. For the Nth Padé approximant the parameters
and residue of the pole are
sNp = s0 +
aN
aN+1
, ZN = −a
N+2
N
aN+1N+1
, (3.10)
which converge to the physical pole position and residue as fast as the sequence
converges to the partial wave [176].
Let us remark that, in many cases, the resonances are not isolated, or they are so
broad that the regions that enclose them also include other structures (Fig. 3.2), like
different poles, branch points or cusps, etc.... Is in these cases when Padé approximants
excel, as most of the times the different structures are also described within the data,
or they could be fitted from the Padé formulas. Explicit formulas for two poles are
given in section 3.1.3.
The only input needed is the function in the real axis. Fortunately, all fits to data
used in our work have been previously constrained with dispersion relations as seen in
section 2.2.3. Thus their model dependencies are heavily suppressed.
3.1.1 Motivation
The actual situation regarding light strange mesons have been reviewed in sections
1.1.1 and 1.2.1. A reliable determination of strange resonances is relevant for hadron
spectroscopy, and also for their classification in multiplets, which is crucial for our
understanding of QCD at low energies, i.e., the regime where Chiral Perturbation
Theory is the theory describing meson interactions. In addition, as explained in detail
in section 2.2, piK appears as a final state in most of the hadronic processes with net
strangeness, which implies that their scattering effects contribute to the final shape
of the amplitude. As expected, all relevant resonances thus play an important role in
final state interactions, this is the case for example for heavy B and D meson decays.
Conversely, the parameters of heavier resonances have been determined from heavy
decays rather than from actual scattering processes.
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Figure 3.2: Analytic structure of the scalar piK → piK partial wave.
As explained in 3.1, the analyses of these resonances are often made using simple
models, in particular specific isobar parameterizations, Breit-Wigner forms and naive
modifications of the last ones. Subsequently, the parameters are usually plagued with
large systematic uncertainties associated to model dependencies, although they are
most of the times neglected. The situation found in the Review of Particle Physics [134]
shows a clear spread of results that depend on the different models used by every
experimental collaboration, not only on the statistical uncertainties of the data. Another
interesting discussion is the one that arises when deciding if a resonance should be
described by its Breit-Wigner parameters or the actual pole position in the complex
plane. Whereas the former is customarily used within the literature, the later is actually
the model-independent definition of a resonance, as Breit-Wigner formulae are not
unique, and depend heavily on kinematic modifications like barrier factors. On top of all
the above, there is another systematic source of uncertainty, this is, the one associated
to the continuation into the complex plane itself. As shown for the σ/f0(500) [177], the
analytic continuation, even when using standard well-behaved formulae is unstable, and
produces large deviations between two fits that could be almost equal in the real axis.
This situation could worsen for resonances close to thresholds, overlapping resonances,
anomalous thresholds, cusps, or broad resonances like the κ/K∗0(700), as shown in
Fig. 3.2. All in all, it is clear that a naive formula can only be used up to some degree
of accuracy if the resonance is narrow and far from other analytic structures.
For the cases when this simple situation does not occur the use of partial wave
dispersion relations has proved to be the most model independent, and rigorous
technique. These integral equations describe all analytic structures by construction
and small variations in the real axis do always produce small deviations of the pole
positions, which is not the case of model descriptions. The use of such a system of
equations was able to determine with high precision the parameters of the lightest
resonance in QCD [120]. After several years, another dispersive determination [112]
triggered a change in the denomination and the uncertainties listed in the Review of
Particle Physics. The situation regarding the κ/K∗0 (700) pole is nowadays similar to the
one found for the σ/f0(500) some years ago. Although there are many determinations
using different approximations [69,161,162], and even a dispersive result [178] it “still
needs confirmation” according to the PDG. That is the reason why a work on this
topic would be timely.
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Dispersion relations offer a totally model independent calculation of the resonances
lying on the complex plane, unfortunately, the region of applicability for partial-wave
dispersion relations is limited. Actually it roughly concurs with the elastic region, in
particular, the region for pipi → pipi and piK → piK is limited to roughly ∼ 1 GeV.
In order to overcome these complications, an alternative analytic method must be
developed and several different techniques have been used in the past: conformal
expansions [52, 177,179], Laurent expansions [180–184], rational expansions [185], but
in this thesis we focus on sequences of Padé approximants [172–174]. The advantage is
that they do not assume any particular parameterization, while they also converge to
the actual partial wave as the order of the Padé approximant is increased. The inputs
used to implement this formulae are obtained from fits that describe the data and fulfill
dispersion relations [52], still considered the correct description of the physical region.
Hence, Padé approximants show a promising set of features to be implemented on top
of our dispersive formalism, with the main goal of determining all relevant strange
resonances appearing in piK → piK below 1.8 GeV [175].
3.1.2 Outline of the main results
In section 3.1.3 we present a published work based on the use of sequences of Padés
approximants. This analytic method recovers all the analytic features of a given
amplitude if the order of the approximant is large enough. Here we implement this
technique to the study of all strange resonances decaying to piK below roughly 2 GeV.
Additionally, we present in section 3.1.4 a continuation of the dispersive analysis carried
out in sections 2.2.3, 2.2.4 and section 2.3 , where the hyperbolic dispersion relations
are implemented in the complex plane. The main results are the following:
• We present the sequence of Padés technique and how to apply it in both the
elastic and inelastic regions. The necessary input comes from the dispersive
results of section 2.2.3. No further data input is needed.
• The stability against truncation in the series is calculated and we show how
all systematic uncertainties associated to this approximation are smaller than
the statistical ones, which are obtained through the bootstrap technique. An
additional source of uncertainty, included as systematic, is the one related to the
deviations that could arise in the complex plane because of small uncertainties
for the derivatives in the real axis. To estimate this new source we use different
parameterizations that fulfill the dispersion relations.
• We calculate with a high degree of precision the parameters of up to six strange
resonances, of which 4 are inelastic and could only be obtained through models
otherwise. The results for every resonance are shown together with the values
listed in the PDG, just to illustrate the big spread found for all of them when
using determinations relying on some models.
• The result for the κ/K∗0(700) resonance in section 3.1.3 is compatible with the
previous result of [178], calculated by means of Hyperbolic Dispersion Relations.
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This new result triggered the denomination change of the present K∗0(700) from
the K∗0(800) old name.
• In section 3.1.4 we determine, in a very accurate and completely model-independent
way the pole position of the κ/K∗0(700) and K∗(892) resonances. It is done by
constraining the data in a dispersive way. This prediction is based on the result
of all piK → piK and pipi → KK¯ constrained parameterizations coming from
section 2.3.
• We provide two different poles for the κ/K∗0(700), either coming from a non-
subtracted or a once-subtracted dispersion relation. Both solutions are almost
equal, with very similar uncertainties, suggesting to a very stable result.
• Finally we also obtain the coupling of these resonances to piK in a model-
independent way.
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Abstract In this work we present a determination of the
mass, width, and coupling of the resonances that appear in
kaon–pion scattering below 1.8 GeV. These are: the much
debated scalar κ-meson, nowadays known as K ∗0 (800), the
scalar K ∗0 (1430), the K ∗(892) and K ∗1 (1410) vectors, the
spin-two K ∗2 (1430) as well as the spin-three K ∗3 (1780). The
parameters will be determined from the pole associated to
each resonance by means of an analytic continuation of the
Kπ scattering amplitudes obtained in a recent and precise
data analysis constrained with dispersion relations, which
were not well satisfied in previous analyses. This analytic
continuation will be performed by means of Padé approxi-
mants, thus avoiding a particular model for the pole parame-
terization. We also pay particular attention to the evaluation
of uncertainties.
1 Introduction
A reliable determination of strange resonances is by itself
relevant for hadron spectroscopy and their own classification
in multiplets, as well as for our understanding of intermediate
energy QCD and the low-energy regime through Chiral Per-
turbation Theory. In addition kaon–pion scattering and the
resonances that appear in it are also of interest because most
hadronic processes with net strangeness end up with at least a
Kπ pair that contributes decisively to shape the whole ampli-
tude through final state interactions. This is, for instance, the
case of heavy B or D meson decays into kaons and pions.
Actually, the parameterization of these amplitudes and their
final states interaction is very frequently done in terms of sim-
ple resonance exchange models. Conversely, although many
of the strange resonances were observed in Kπ scattering
long ago [1], most of them were later confirmed in studies
of heavier meson decays, which were also used to determine
their parameters.
a e-mail: jrpelaez@fis.ucm.es
However, very often the analyses of these resonances have
been made in terms of crude models, which make use of
specific parameterizations like isobars, Breit–Wigner forms
or modifications, which very often assume the existence of
some simple background. As a result, resonance parame-
ters suffer a large model dependence or may even be process
dependent. Thus, the statistical uncertainties in the resonance
parameters should be accompanied by systematic errors that
are usually ignored. This can easily be checked by looking at
the Review of Particle Physics (RPP) compilation [2], where
very frequently for these resonances it is only possible to pro-
vide an “estimate” of their mass or width, together with some
educated guess for the uncertainty, since the central values
reported by different experiments on the same resonance are
inconsistent among themselves. Part of these discrepancies
may definitely be due to systematic effects on data, but to a
large extent they are due to the use of models in their analy-
sis to extract resonance parameters. In some cases, as for the
K ∗0 (800), even the very existence of the resonance is called
for confirmation.
The most rigorous way of identifying the parameters of
a resonance is from the position sR of its associated pole in
the complex energy-squared plane, which is related to the
resonance mass MR and width ΓR by
√
sR ≡ M − iΓ/2.
The reason is that poles are process independent, whereas
determining resonance parameters from peaks or bumps on
the data depends on backgrounds as well as on the presence of
thresholds or other resonance contributions specific to each
process.
But even when using the pole definition there is an addi-
tional problem; the data can be equally well described in
a given region by different functional forms whose analytic
continuation is different. For instance, in a given energy inter-
val, data could be fitted with a polynomial of sufficiently
high degree, and such a parameterization never has a pole
nor cuts. If the resonance is narrow and isolated one can use
physically motivated functions like a Breit–Wigner formula
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or variations. However, as soon as resonances are wide and
their associated poles require an analytic continuation deep
in the complex plane or if there are coupled channels with
thresholds nearby or overlapping resonances, it is better to
avoid models for the analytic continuation to the pole.
The most rigorous way to determine poles in the complex
plane is to perform an analytic continuation of the ampli-
tude by means of partial-wave dispersion relations [3–6]. A
paradigmatic example has been the recent determination of
the long debated σ/ f0(500) pole by means of Roy [7–9] and
GKPY equations [10], which triggered a radical revision of
its parameters in the RPP (see for a detailed account of this
progress [11]). However, although a similar dispersive anal-
ysis for the K ∗0 (800) in terms of Roy–Steiner equations has
been performed [12], the K ∗0 (800) status in the RPP is that
it still “Needs confirmation”. These partial-wave dispersion
relations are very rigorous and take into account the contribu-
tions from all the singularities in the complex plane and par-
ticularly those of the left-hand cut due to thresholds in crossed
channels. The price to pay is that they are complicated sets of
coupled integral equations whose convergence region in the
complex plane only covers the lowest resonances. Moreover,
they use as input waves beyond J = 1 as well as in the inter-
mediate energy region, which typically includes the inelas-
tic region. Therefore, in practice, the amplitudes obtained in
these studies only satisfy precisely these partial-wave dis-
persive constraints up to energies slightly beyond the elastic
regime, at best. In our case this makes them valid to study
the K ∗0 (800) and K ∗0 (892), but unsuitable to determine the
parameters of all the other resonances appearing in Kπ scat-
tering below 1.8 GeV. Hence, the use of dispersion relations
to make rigorous analytic continuations of partial waves to
the complex plane is therefore rather limited for resonances
well above 1 GeV.
For the above reasons there is a growing interest in other
methods based on analyticity properties to extract reso-
nance pole parameters from data in a given energy domain.
They are based on several approaches: conformal expansions
to exploit the maximum analyticity domain of the ampli-
tude [13–15], Laurent [16,17] or Laurent–Pietarinen [18–20]
expansions, or Padé approximants [21–23]. They all deter-
mine the pole position without assuming a particular model
for the relation between the mass, width and residue. In this
sense they are model independent analytic continuations to
the complex plane.
Of course, these analytic methods require as input some
data description. But it is not enough that it may be a pre-
cise description: it should also be consistent with some basic
principles, which usually is not the case. Actually, it has been
recently shown [24] that Kπ scattering data [25,26], which
are the source for several determinations of strange reso-
nances, do not satisfy well Forward Dispersion Relations up
to 1.8 GeV. This means that in the process of extracting data
by using models, they have become in conflict with causal-
ity. Nevertheless, in [24] the data were refitted constrained
to satisfy those Forward Dispersion Relations and a care-
ful systematic and statistical error analysis was provided.
The constrained fits suffer some visible changes compared
to unconstrained fits and is therefore of interest to check the
resonance parameters resulting from this constrained analy-
sis. In this work we will make use of the Padé approximants
method in order to extract the parameters of all resonances
appearing in those waves.
The plan of this article is as follows. In the next section
we will briefly review the status of data for Kπ scattering
and their phenomenological description. Then, in Sect. 3,
the Padé approximant method will be introduced. In Sect. 4
we present our numerical results in separated subsections
dedicated to scalar, vector, and tensor resonances. Finally, in
Sect. 5 we provide our conclusions.
2 Kπ scattering
Data on Kπ scattering were measured indirectly from
K N → KπN reactions during the 70s and the 80s. The
most widely used are those of Estabrooks et al. [25] and
Aston et al. [26], which provide amplitude phases and mod-
ulus up to roughly 1.8 GeV. Note they are all extracted
within an isospin limit formalism, so that charged and neutral
mesons are assumed to have the same mass. Here we will use
mπ = 139.57 MeV and mK = 496 MeV.
Apart from the simple phenomenological parameteriza-
tions of the original experimental articles [1,25,26], the data
set, or parts of it, has been described with a wide variety of
approaches, also used to identify strange resonances below
1.8 GeV. For instance, already in the 80s the S-wave was
described up to almost 1.3 GeV with a unitarized model of
mesons coupled to quark–antiquark confined channels [27].
In the 90s, the S and P waves were described with unita-
rized Chiral Perturbation Theory, using the Inverse Ampli-
tude Method first in the elastic regime [28,29] and then with
coupled channels up to 1.2 GeV [30,31]. An alternative uni-
tarization method for ChPT amplitudes described S-wave
data up to 1.43 GeV [32]. In addition, data has also been
described with: (i) the chiral unitary approach to next to lead-
ing order [33–35] for the S and P-waves, (ii) the N/D unita-
rization approach with coupled channels for the S-wave up to
1.4 GeV, (iii) unitarized chiral Lagrangians that include some
resonances explicitly while others are generated dynamically
for the S wave [36–40], (iv) conformal parameterizations [13]
for the S-wave, (v) the explicit consideration of resonances
with ad hoc pole parameterizations and very simple chiral
symmetry requirements for the S-wave [41–43], or (vi) uni-
tarized models with resonances [44] for the P-wave. Note
that these models do not deal with D or F waves.
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Not all those models are equally rigorous, but in all them
partial-wave unitarity plays a central role. The most con-
strained by fundamental principles are those including chi-
ral symmetry constraints and based on dispersion relations,
although usually they have some approximation for the so-
called left-hand and circular cuts, which are branch cuts due
to thresholds in crossed channels or to the angular integra-
tion of Legendre polynomials. The most rigorous treatment is
the Roy–Steiner equation analysis of [4,12] for the S and P-
waves, where left and circular cuts are treated systematically,
although it only extends to energies below
√
s  0.97 GeV
and the amplitudes above that energy or higher angular
momentum are considered input.
It is very important to remark that all the approaches above
make use of the existing scattering data from [25] and [26].
However, for the extraction of those Kπ scattering data
from K N → KπN , several approximations and assump-
tions were needed. For instance, it was assumed that the full
process is dominated by one pion exchange (OPE-model),
frequently neglecting final rescattering with the nucleon or
the exchange of other resonances. In addition the OPE was
approximated by an on-shell extrapolation. These are sources
of systematic uncertainty, not directly provided in the exper-
imental papers, which explain in part why different experi-
ments do not always agree within their quoted uncertainties,
which are of statistical nature. As a matter of fact, it has
been recently shown [24] that simple fits to those data do
not satisfy well Forward Dispersion Relations (FDR) up to
1.8 GeV, even when including estimates of the systematic
uncertainty (typically estimated as the difference between
conflicting data points). Note that, since the Roy–Steiner for-
malism is in practice limited to energies below
√
s  1 GeV,
above that energy it is only possible to test two independent
FDRs.
Nevertheless, the existing data was also refitted in [24], but
constrained to satisfy FDRs. The resulting Constrained Fit to
Data (CFD) provides a precise description of data, which is
consistent within uncertainties with two FDRs, although only
up to 1.6 GeV. The CFD is a rather simple set of parameter-
izations of the S, P , D and F partial-wave phase shifts and
inelasticities in the isospin limit, for both possible isospins
I = 1/2 and 3/2, as well as a Regge description above
1.7 GeV. These parameterizations are given as piecewise
functions. Each piece is valid in a given energy interval of
real energies and is matched continuously to the next piece,
typically at different energy thresholds. No model dependent
assumptions are thus made.
However, these parameterizations should not be used
directly to extract resonance parameters. The functional form
of each piece of those parameterizations has been chosen to
be simple and flexible enough to describe the amplitude in
a certain interval of real energies. Of course, each piece of
function by itself may be continued to the complex plane
in a certain domain that depends on the analytic structure
of that piece. However, that analytic extension is not neces-
sarily a good approximation to the continuation of the whole
amplitude to the complex plane, which has a definite analytic
structure in terms of cuts associated to physical thresholds.
This is rather general, not just an issue with the CFD, since
one could always fit peaks and dips in a finite energy interval
with a polynomial, whose analytic continuation would never
provide a pole in the complex plane. The same happens with a
Breit–Wigner formula, which can always be fitted to a peak
in an interval, with some choice of smooth background if
needed. This always produces a pole, but it only has some
physical meaning if the pole is close to the real axis and
well isolated from other singularities. Note that this param-
eterization or any of its modifications (with kinetic factors
or Blatt–Weisskopf barrier factors) also imposes a particular
relation between the pole position and residue.
Thus, in order to extract pole parameters from the Con-
strained Fit to Data in [24] we will make use of the Padé
method, which extracts the pole in a given interval once
the analytic structure in a domain that contains the pole of
the resonance is fixed, without imposing a particular relation
between the position and residue of that resonance.
3 Pole determination using Padé approximants
The PNM (s, s0) = QN (s, s0)/RM (s, s0) Padé approximant of
a function F(s) is a rational function that satisfies
PNM (s, s0) = F(s) + O((s − s0)M+N+1), (1)
with QN (s, s0) and RM (s, s0) polynomials in s of order N
and M , respectively. These approximants can be calculated
easily from the derivatives of the data fit with respect to the
energy squared s.
Thanks to the de Montessus de Ballore theorem these Padé
approximants can be used to unfold the next continuous Rie-
mann sheet of a scattering amplitude in order to search for
resonance poles [21–23]. The relevant observation is that
when they yield a pole they do not assume a model for the
relation between its position and residue. Hence, in this sense
the pole is model independent, although there is some resid-
ual dependence on the choice of parameterization for the
data, from which the derivatives are obtained [23]. This will
be taken into account into our systematic error estimation.
The choice of Padé series to be used, with more or less
poles, is based on the expected analytic structure of the partial
wave in a domain that includes a segment in the real axis
and the pole of the resonance we study. Therefore, the series
should have at least a pole to describe the resonance, but if in
order to contain that pole the domain also contains another
singularity, like a branch point, we will need a series with an
additional pole.
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For example, when the resonance is narrow and well iso-
lated from other singularities, the amplitude F(s) must be
analytic inside a domain around a real s0, except for a single
pole at s = sp. Note that the upper half of this domain lies on
the first, or “physical”, Riemann sheet and has no poles. In
contrast, the lower half lies on the unphysical Riemann sheet
that is connected continuously with the first when crossing
the real axis and thus it can contain poles. In such case we
can use the sequence
PN1 (s, s0) =
N−1∑
k=0
ak(s − s0)k + aN (s − s0)
N
1 − aN+1aN (s − s0)
, (2)
which converges to F(s) within the domain of analyticity
excluding sp. The constants an = 1n! F (n)(s0) are given by
the nth derivative of the function. This is how an analytic
continuation to the complex plane can be obtained just from
the fit of a function F(s) to the data in the physical region of
the real s axis. Likewise, the pole and residue are
sNp = s0 +
aN
aN+1
, Z N = − (aN )
N+2
(aN+1)N+1
. (3)
Note that the coupling of a given resonance to Kπ can be
obtained from the residue as follows:
|gKπ |2 = 16π(2l + 1)|Z |
(2qKπ (sp))2l
, (4)
where
qKπ (s) = 1
2
√
(s − (mK + mπ )2)(s − (mK − mπ )2)
s
is the center-of-mass momentum of the Kπ system and l the
angular momentum of the partial wave.
However, when the pole associated to a resonance lies
near a branch cut produced by unitarity, we may need one
additional pole to mimic the branch points inside the domain.
In such cases we will use the following sequence with M = 2:
PN2 (s, s0) =
∑N
k=0 (aka2N − akaN−1aN+1 − ak−1aNaN+1 + ak−1aN−1aN+2 + ak−2a2N+1 − ak−2aNaN+2)(s − s0)k
a2N − aN−1aN+1 + (aN−1aN+2 − aNaN+1)(s − s0) − (aNaN+2 − a2N+1)(s − s0)2
, (5)
which has similar converge properties. The explicit expres-
sion for the poles may be found in [23]. In the case of the κ ,
when using this M = 2 sequence of Padé series, we will see
that one of the poles will converge to the pole associated to
the resonance sp, whereas the other will simulate a branch
cut.
Let us now comment on the uncertainty estimates. From
the above definitions it is clear that the calculation of pole
parameters relies on the data fitting function and its deriva-
tives at a given energy point s0. Thus, a first source of uncer-
tainty is inherent to the data uncertainties and we will refer to
it as “statistical” error. We will estimate this uncertainty by a
Monte Carlo Gaussian sampling of the fit parameters within
their error bars. Note that following the ππ -scattering anal-
ysis in [45], the gaussianity of the uncertainties in the CFD
was also checked in [24], hence ensuring that the standard
approach for error propagation can be used.
As a second source of uncertainty, we will have a “theoret-
ical” uncertainty due to the numerical procedure and the fact
that the sequence of Padé approximants with fixed order M ,
will be truncated at a given value N . de Montessus de Bal-
lore theorem tells us that, if the amplitude in that domain and
the Padé series used for the approximation have the same
number of poles, the differences between the
√
sNp should
become smaller and the pole position should converge to
√
sp = M − iΓ/2. (6)
We thus estimate the uncertainty in this truncation by
Δ
√
sNp =
∣∣∣∣
√
sNp −
√
sN−1p
∣∣∣∣ . (7)
We will truncate the sequence at a value of N such that this
error is negligible or smaller than the “statistical” error. This
last Δ
√
sNp will then be called Δth. The center of the domain,
s0, is chosen as the point where this theoretical uncertainty
is smaller.
Finally, we will also consider different parameterizations
fitted to the very same CFD amplitudes described in the pre-
vious paragraph. Note that each parameterization is allowed
to have its own s0. Although all these parameterizations will
lie within the uncertainties of the CFD in the real axis, they
yield slightly different derivatives that result in different cen-
tral values for the pole. Our final result will then be the aver-
age of the different values obtained with different param-
eterizations and we will consider an additional systematic
uncertainty, defined as the variance of these results, due to
the model dependence when calculating the derivatives at
a given point. For example, if we obtain values Mi for the
pole mass from n different models, our final value will be
the averaged mass M¯ and the systematic uncertainty will
be Δsys M =
√∑n
i (Mi − M¯)2/(n − 1). Typically we will
study other conformal parameterizations with different con-
formal variables, or popular parameterizations like Breit–
Wigner, or when these are not the most suitable choice, other
parameterizations already used in the literature.
Our final uncertainty will be the quadratic combination
of the theoretical, statistical and systematic errors. Similar
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definitions hold for the central values and systematic uncer-
tainties for the width and coupling of the pole.
Thus, in the next sections we will show that we can use
the sequence PN1 (s, s0) to determine the poles of all strange
resonances below 1.8 GeV except for the K ∗0 (800). In these
cases we truncate at N = 4. For the K ∗0 (800) the sequence
with M = 1 does not converge properly to the pole position
since there is a nearby threshold which is as closer to the
center of the domain than the κ pole itself. In contrast, the
sequence with M = 2 does converge rapidly to a resonance
pole, while the other pole mimics the Kη threshold and cut.
In this case the systematic error is small enough for N = 3.
As a side remark, let us note that the above Padé sequence
that we will use in this work should not be confused with the
use of a Padé approximant to restore unitarity on the Chiral
Perturbation Theory (ChPT) expansion [46–48]. These uses
of Padé series are completely unrelated. We have nevertheless
found such a confusion often and we will try to clarify this
issue here.
In the approach of this work there will be no dynamical
input, only a parameterization of the data by means of dif-
ferent functions and the assumption that there is at least a
pole in the vicinity of a certain point s0. Using only the data
description as input, in particular the derivatives of the ampli-
tude at that point, there is a series of Padé approximants that
reproduce that pole. The only analytic structure of relevance
is the pole and possibly some cut nearby, but the latter would
be mimicked by further poles in the Padé sequence. Note that
these Padé approximants are built from a series in powers of
(s−s0) that could be applied for any function describing data.
The inputs are only the derivatives of the amplitude at that
point. There are no requirements from any kind of dynam-
ics, particularly chiral dynamics: it is just data. Our results in
this paper will be consistent with QCD dynamics, and chiral
dynamics in particular, as long as the data are consistent with
it.
In contrast, in the case of Padé series for ChPT, besides the
fit to data, there is an attempt to describe the dynamics from
the ChPT Lagrangian, which is a low-energy expansion with
the QCD symmetry constraints in terms of pions, kaons and
etas. ChPT produces a series in powers of (k/ fπ )2, where fπ
is the pion decay constant and k is either the meson momenta
or any of their masses. Being organized basically as a poly-
nomial in momentum/mass variables the ChPT series cannot
satisfy unitarity, which is a condition on the right-hand or
physical cut. However, it can be shown that unitarity fixes
the imaginary part of the inverse amplitude on the physical
or right-hand cut. Next, by using the ChPT expansion to cal-
culate the real part of the inverse amplitude, one ends up
formally with a Padé approximant in the 1/ f expansion. But
rigorously it is not a Padé approximant in the energy or mass
expansion. Therefore the series upon which the Padé series is
built is completely different from the one used in this work,
and the center of the expansion is also completely different.
When used up to a given order in ChPT, the Padé approxi-
mant ensures unitarity and, if re-expanded, it reproduces the
chiral logarithms associated to unitary of the next order in
the ChPT expansion (nor the polynomial terms or the cross-
ing logarithms of the next order [48,49]). These Padé series
built as resummations of the 1/ f 2 ChPT expansion are com-
pletely different from those used here. For further details we
refer the reader to [48]. Nevertheless, the parameterizations
we use for our central values also have a factor to account for
the Adler zero (at leading order within ChPT) that appears
below threshold in the scalar wave. This makes the param-
eterization consistent with Chiral Symmetry, but we could
have also used here a functional form without it, as long as
it describes the data, since for our method we only require
input around one energy point in the data region.
In summary, the approach of this work has absolutely
nothing to do with unitarized Chiral Perturbation Theory and
the Padé approximants used in that case. Quite the contrary,
here we do not have any dynamical input at the Lagrangian
level, and this is done on purpose, to avoid as much as pos-
sible any model dependence. We only use data as input. Of
course, we use a dispersive description (again, not dynami-
cal) of data, which has been constrained to satisfy forward
dispersion relations, although respecting unitarity (by being
parameterized only in terms of the phase-shift and inelastic-
ity) and respecting within uncertainties analyticity and cross-
ing constraints. Our Padé series here is just a consequence
of the analyticity of the amplitude, which allows for a Padé
expansion around a point s0 that also encloses the possible
resonance pole.
4 Results
Let us then discuss our results for each channel.
4.1 Scalar resonances
In the scalar channel there are two resonances with isospin
zero: the K ∗0 (800), which according to the RPP still “Needs
confirmation”, and the K ∗0 (1430). We start discussing the
former
4.1.1 The K ∗0 (800) or κ resonance
This resonance appears in the low-energy region, where the
scattering is still elastic. Note that the CFD parameterization
describes the elastic region by means of a relatively sim-
ple conformal expansion whose explicit expression can be
found in [24]. The advantage of such a conformal parame-
terization is that once the elastic cut is separated exactly by
unitarity, it provides a rapidly convergent expansion analytic
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in the whole complex plane. Of course, it only represents
well the physical amplitude at low energies, but these good
analytic properties already made it possible in [24] to pro-
vide the parameters of the pole that appears in this param-
eterization: M = 680 ± 15 MeV, Γ = 668 ± 15 MeV and
gK ∗0 (800)Kπ = 4.99±0.08 GeV. If we only use input from the
elastic region, the Padé approach should in principle repro-
duce this pole at that position and therefore the present anal-
ysis for this resonance would be of limited value. However,
the fact that we already have a precise determination of the
pole will be useful to calibrate and understand the uncertain-
ties of the Padé approach due to the truncation of the series
and the use of different data parameterizations to calculate
the derivatives, or to illustrate how to choose the center of the
expansion and the most convenient Padé series. In particular,
since this resonance has such a large width, one would need
to reach deep in the complex plane and it is likely that the
Padé sequence will be sensitive to other singularities, partic-
ularly to thresholds nearby. Actually we will see that in this
case the M = 1 Padé series, which only has one pole, will
not converge and we will need the M = 2 series.
The results for M = 1 can be found in Fig. 1. In the
upper panel we show Δ
√
sNp for different values of s0. Note
that the N = 3 curve (dashed) is nowhere smaller than that
of N = 2 (dotted). The smallest uncertainty for each N
is attained at
√
s0 ∼ 830 MeV, and we show in the lower
panel how it translates into a truncation uncertainty for the
pole position, which grows from N = 2 (light gray circle) to
N = 3 (darker gray circle). Note also that the central value of
the darker circle lies well outside the lighter circle. We have
also calculated the N = 4, 5 cases and there is no evidence of
convergence for M = 1. We thus conclude that considering
the Padé series with just one pole is not enough to reproduce
the analytic structure in the region relevant for such a deep
pole.
We then show in Fig. 2 the results for the M = 2 Padé
series, which has two poles. Once again, in the upper panel
we show Δ
√
sNp , for different values of s0, as dotted and
dashed curves for N = 2 and N = 3, respectively. Now
we see that this truncation difference decreases drastically in
several s0 regions as N increases. Actually, already at N = 3
it becomes smaller than the statistical uncertainties, with a
minimum at
√
s0 = 950 MeV. Thus the P32 pole will define
our resonance values and Δ
√
s3p the theoretical uncertainty
Δth listed in Table 1. In the lower panel we show the pole
position and its minimum truncation uncertainty for N = 2, 3
as the light and dark gray areas, respectively. The other pole
obtained for this sequence corresponds to the ηK threshold,
which is the nearest singularity to s0.
Once a central value and a theoretical error for the pole
position has been obtained, we add the statistical uncertainty
760 780 800 820 840 860 880 900
0
20
40
60
80
100
s0 MeV
s pN
M
eV
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380
360
340
320
M MeV
2
M
eV
Fig. 1 Upper panel, uncertainty Δ
√
sNp for different values of
√
s0 in
the κ pole determination for M = 1. We show dotted and dashed lines
for N = 2 and N = 3, respectively. It is clear that the M = 1 case does
not converge as N increases. We have checked higher N and there is
no improvement. Lower panel, theoretical uncertainty regions Δ
√
sNp
for the best center
√
s0 for M = 1, where N = 2 is plotted as the light
gray region and N = 3 as the gray region
in quadrature:
Δsp =
√
Δ2th + Δ2stat. (8)
Recall that the statistical errors are obtained from a Monte
Carlo Gaussian sampling of the parameters of the CFD
parameterization within their uncertainties. Statistical uncer-
tainties dominate the quadrature, since the theoretical error
is the Δ
√
sNp for the N when it becomes smaller than the
experimental one. In the case of the K ∗(800) this procedure
leads to the results for the pole position and the coupling
that are listed in the second column of Table 1. The cen-
tral value (680 ± 13) − i(325 ± 7) MeV obtained with the
Padé approximant can now be compared with the pole posi-
tion extracted analytically from the CFD parameterization in
(680±15)−i(334±7.5) MeV. This illustrates the remarkable
accuracy of the Padé sequence to extract resonance parame-
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Fig. 2 Upper panel, uncertainty Δ
√
sNp for different values of
√
s0
in the κ pole determination for M = 2. We show dotted and dashed
lines for N = 2 and N = 3, respectively. Lower panel, theoretical
uncertainty regions Δ
√
sNp for the best center
√
s0 for M = 2, where
N = 2 is plotted as the light gray region and N = 3 as the gray region
ters and the soundness of our method to estimate uncertain-
ties.
In the third and fourth columns of Table 1 we also show
the results obtained by following the same procedure with the
Schenk [58] and Chew–Mandelstam (C-M) [59] parameteri-
zations already used in [23] fitted to the CFD curve. For each
parameterization we choose its best s0 value. As explained
above, although these parameterizations fall within the uncer-
tainties of the CFD in the real axis, they yield slightly dif-
ferent derivatives, which result in somewhat different values
600 640 680 720 760 800 840 880 920 960
M (MeV)
-360
-320
-280
-240
-200
-160
-120
-80
-40
 −
Γ/
2 
(M
eV
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Breit-Wigner-like parameterizations
Zhou et al.
Pelaez
Bugg
Bonvicini et al.
Descotes-Genon et al.
Final result
CFD
Fig. 3 Final result for the κ pole. Other references are taken from the
RPP compilation [2], Descotes-Genon et al. [12], Bonvicini et al. [50],
Bugg [42,43], Peláez [30,31], Zhou et al. [51], and the Breit–Wigner
parameterizations [52–57] listed in the RPP
for the pole. Thus, we take as our final central result for the
K ∗0 (800) resonance the average of these different parameter-
izations and consider the systematic uncertainty as explained
in the introduction, combining it quadratically with the theo-
retical and statistical uncertainties. We thus arrive at the final
result for the K ∗0 (800) pole and coupling:
√
sK ∗0 (800) = (670 ± 18) − i(295 ± 28) MeV, (9)
gK ∗0 (800) = 4.47 ± 0.40 GeV.
This result is shown in Fig. 3 together with the other ref-
erences listed in the RPP for this resonance. Note that we
have highlighted with solid symbols those poles coming from
analytic or dispersive approaches, whereas mass and width
values obtained from models using Breit–Wigner approxi-
mations are shown with empty squares.
4.1.2 The K ∗0 (1430)
For the heavier K ∗0 (1430) resonance, the elastic formalism
cannot be used, although the resonance is almost elastic, since
its branching ratio to πK is larger than 90%. In this case
the CFD [24] makes use of and inelastic formalism param-
eterized through simple rational functions that fit the total
Table 1 K ∗0 (800) pole results
for the CFD and different
parameterizations fitted to the
CFD. The uncertainty for
√
sp
and g include statistical and
theoretical errors only
CFD Padé Schenk Padé C-M Padé
√
sp (MeV) (680 ± 13) − i(325 ± 7) (656) − i(283) (673) − i(276)
Δth (MeV) 6 13 10
g (GeV) 4.88 ± 0.16 4.30 4.22
Δth (GeV) 0.15 0.32 0.20√
s0 (GeV) 0.96 0.81 0.87
123
91 Page 8 of 14 Eur. Phys. J. C (2017) 77 :91
1340 1360 1380 1400 1420 1440 1460
0
10
20
30
40
50
s0 MeV
s pN
M
eV
1425 1430 1435 1440 1445 1450
110
105
100
95
M MeV
2
M
eV
Fig. 4 Upper panel, uncertainty Δ
√
sNp for different values of
√
s0 in
the K ∗0 (1430) pole determination. The dotted, dashed and continuous
lines correspond to the N = 2, 3 and 4 cases, respectively. Lower panel,
theoretical uncertainty regions Δ
√
sNp for the K
∗
0 (1430) pole. The light
gray, gray and dark gray areas correspond to N = 2, 3 and 4
phase and the modulus of the partial wave. Let us remark
that, even for ππ scattering, no partial-wave dispersion rela-
tions have been implemented up to more than 1.1 GeV, since
Roy and GKPY equations reach 1.1 GeV at most in their
usual formulation. Forward dispersion relations have been
extended for ππ scattering up to 1420 MeV [5] and for Kπ
up to 1600 MeV [24], but they are not suitable for resonance
pole extractions. Therefore, lacking these rigorous dispersive
methods to extract poles, it is here where the Padé technique
yields more relevant results, providing a sound analytic con-
tinuation to the next Riemann sheet.
The convergence of the PN1 sequence, with just one pole,
is fairly good this time because the resonance is not as deep in
the complex plane as the K ∗0 (800). In particular, the trunca-
tion errors, shown in the upper panel of Fig. 4 decrease from
N = 2 to 4 rather fast for s0 within the 1350–1420 MeV
range. We obtain a minimum for the combined Δsp error at√
s0 = 1380 MeV. Once the Padé series has been truncated
at N = 4, where the theoretical error becomes smaller than
the statistical one calculated from a Monte Carlo Gaussian
Table 2 K ∗0 (1430) pole results for the CFD and different parameteriza-
tions fitted to the CFD. The uncertainty for
√
sp and g include statistical
and theoretical errors only
CFD Padé BW Padé
√
sp (MeV) (1430 ± 5) − i(97 ± 6) (1431) − i(122)
Δth (MeV) 3 7
g (GeV) 3.31 ± 0.21 4.32
Δth (GeV) 0.06 0.07√
s0 (GeV) 1.38 1.44
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Lees et al.
Ablikim et al.
Aitala et al.
Aston et al.
Barberis et al.
Bonvicini et al.
Anisovich et al.
Bugg
Zhou et al.
Final result
Fig. 5 Final result for the K ∗0 (1430) pole. Other results correspond to
those listed in the RPP compilation [2], Zhou et al. [51], Bugg [42,43],
Anisovich et al. [60], Bonvicini et al. [50], Barberis et al. [61], Aston et
al. [26], Aitala et al. [52–57], Ablikim et al. [62], Lees et al. [63], Link
et al. [64]
sampling of the CFD parameters. This truncation uncertainty
translates into the light gray, gray and dark gray areas in the
lower panel of Fig. 4. The darker one gives our final central
value and theoretical uncertainty, whose numerical values
can be read in the second column of Table 2. In addition,
we have added in quadrature the statistical uncertainty in the
first line.
In that table we also show the result of using a typical
Breit–Wigner model, as done in most of the works listed in
the RPP, to fit the CFD parameterization. As can be seen in
the third column of Table 2, this leads to a sizable change
in the width, but to almost an imperceptible variation of the
mass. This is a source of systematic uncertainty due to model
dependence. Our final result is obtained by combining the
three sources of uncertainty: theoretical, statistical, and sys-
tematic. We find
√
sK ∗0 (1430) = (1431 ± 6) − i(110 ± 19) MeV, (10)
gK ∗0 (1430) = 3.82 ± 0.74 GeV.
In Fig. 5 we have plotted this final result value as a black
circle, which compares rather well with the references listed
in the RPP.
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Fig. 6 Upper panel Δ
√
sNp in the K
∗(892) pole determination for dif-
ferent values of
√
s0 using the PN1 sequence. The dotted, dashed and
continuous lines correspond to N = 2, 3 and 4, respectively. Lower
panel Theoretical uncertainty regions Δ
√
sNp for the K
∗(892) pole.
The light gray and gray areas correspond to N = 2, 3, whereas the
N = 4 case corresponds to the tiny dark gray spot in the center, since
the theoretical uncertainty becomes negligible
4.2 Vector resonances
Let us now discuss the vector resonances that appear in Kπ
scattering below 1.8 GeV. These are the K ∗(892) and the
K ∗1 (1410), both of them with isospin 1/2.
4.2.1 The K ∗(892)
The lightest one is the K ∗(892), which is elastic for all
means and purposes. It is also very narrow compared to the
K ∗0 (800) and therefore much closer to the real axis and well
isolated from other analytic structures. Hence, as can be seen
in the upper panel of Fig. 6, the PN1 sequence, with just one
pole, converges very rapidly. Actually, we estimate our the-
oretical error from N = 4 since it is when the truncation
error becomes negligible compared to the statistical one (four
orders of magnitude smaller), obtained as usual from a Monte
Carlo Gaussian sampling of the CFD parameters. The Δsp
Table 3 K ∗(892) pole results. The uncertainty for √sp and g include
statistical and theoretical errors only
CFD Padé
√
sp (MeV) (892 ± 1) − i(29 ± 1)
Δth (MeV) 1 × 10−4
g 6.1 ± 0.1
Δth 0√
s0 (GeV) 0.89
error is minimized for
√
s0 = 890 MeV, but the outcome is
remarkably similar within the 870–910 MeV range. In the
lower panel of Fig. 6 we see that the theoretical uncertainty
on the pole becomes extremely small and that he convergence
is remarkable, with the central value being almost the same
from N = 2 to N = 4.
Concerning the systematic uncertainty due to the use of
other models to fit the same data, we have found that the
result, if we consider a Breit–Wigner model fitted to the CFD
values, differs by less than 1 MeV. However, it is worth not-
ing that when fitting a Breit–Wigner to the CFD result, the
sequence of Padé approximants with just one pole converges
rather poorly. We have also tried other conformal parame-
terizations with different centers. In any case, by changing
the model, the systematic uncertainty is smaller than the sta-
tistical error, which dominates the uncertainty in our final
result.
The final result for the K ∗(892) parameters is shown in
Table 3. This result may appear incompatible with the deter-
minations in the RPP. There are several reasons for this: first,
because in the RPP only Breit–Wigner (BW) parameters are
given and then sp = M2BW − iMBWΓBW , so that Re √sp
is not exactly MBW and Im
√
sp is not exactly ΓBW /2. Tak-
ing these different definitions into account improves slightly
the agreement. Second, there is the issue of using an isospin
conserving formalism when extracting the CFD parameteri-
zation and when measuring the data, so that our resonances
do not correspond to the charged nor the neutral cases.
Therefore, when comparing to the resonances observed in
a charged or neutral channels, which are the ones listed in
the PDG, a difference of about ±2 MeV is expected to arise.
However, our pole is to be understood as the pole in the
isospin conserving limit. Note that this distinction between
charges and neutral resonances is not done in the RPP for
other resonances. Moreover, there is a third reason, which is
that the BW extractions of resonance parameters are usually
obtained from a fit to the amplitude in a limited region or
assuming the existence of a certain background from other
regions or resonances. In contrast, here the whole elastic
region is described with the CFD amplitude, thus, we are
giving the pole of the whole amplitude. In general we do not
think that obtaining this particular resonance from scatter-
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ing data is competitive with the determinations from other
reactions, which much better data and statistics.
4.2.2 The K ∗1 (1410)
Let us now turn to the K ∗1 (1410), which cannot be consid-
ered elastic and has a rather small 7% branching fraction
to Kπ . Still, we will be able to obtain its pole, as we did
for the K ∗0 (1430), since Padé approximants also provide the
analytic continuation to the continuous Riemann sheet of the
partial waves in the inelastic region. Once more it is enough
to compute derivatives from the vector partial-wave CFD
parameterization in [24].
The theoretical convergence is really fast as can be
observed in Fig. 7. The theoretical error is small in the range
1280–1450 MeV, with a minimum for the total error located
at
√
s0 = 1304 MeV. In this case the theoretical uncertainty
becomes much smaller than the statistical one at N = 4.
Partly, this is due to the fact that in this energy region there
are two conflicting experiments and this leads to large uncer-
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Fig. 7 Upper panel Δ
√
sNp in the K
∗
1 (1410) pole determination for
different values of
√
s0 using the PN1 sequence. The dotted, dashed and
continuous lines correspond to N = 2, 3 and 4, respectively. Lower
panel Theoretical uncertainty regions Δ
√
sNp for the K
∗
1 (1410) pole.
The light gray, gray and dark gray areas correspond to N = 2, 3 and 4
Table 4 K ∗1 (1410) pole results for the CFD and different parameteriza-
tions fitted to the CFD. The uncertainty for
√
sp and g include statistical
and theoretical errors only
CFD Padé BW Padé
√
sp (MeV) (1362
+37
−37) − i(123+41−54) (1374) − i(88)
Δth (MeV) 3 0.7
g 2.41+1.60−1.11 1.36
Δth 0.04 0.007√
s0 (GeV) 1.30 1.38
tainties in the CFD parameterization. As a consequence, what
we call “statistical” uncertainties dominate the final result for
this resonance.
As with other resonances, we have also fitted other param-
eterizations to the CFD data to estimate the systematic uncer-
tainty when calculating the derivatives at one given energy.
In Table 4 we show the results when calculating the deriva-
tives with a BW formalism, which is the one used by all the
determinations quoted in the RPP [2]. For the final central
value we thus take the average over these two determinations
and we evaluate our final error as the quadrature between sta-
tistical, theoretical, and systematic uncertainties as
√
sK ∗1 (1410) = (1368+38−38) − i(106+48−59) MeV, (11)
gK ∗1 (1410) = 1.89+1.77−1.34.
This might look less precise than the averaged result of
M = 1414±15 MeV and Γ/2 = 116±10.5 given in the RPP
[2], but this is because this average is dominated by a mea-
surement of the LASS experiment on K− p → K¯ 0π+π−n
[1] using a BW parameterization with simple backgrounds. It
is not evident the systematic effect due to these simple back-
grounds. When using the Kπ scattering data obtained later by
the same experiment [26] one obtains M = 1380 ± 21 ± 19
and Γ/2 = 88 ± 26 ± 11, very similar to our extraction,
but based only on a BW formalism and without taking into
account the conflicting data of Estabrooks et al. [25] in this
region. In this sense we think our result is more robust and
confirms the parameters of this resonance without using a
specific BW functional form, nor assuming any particular
background. In Fig. 8 we show how our final result com-
pares to all other results listed in the RPP. It can be seen that
the results are rather consistent with the exception of that of
Etkin et al. [69].
4.3 Tensor resonances
In practice, once we reach 1.3 GeV all available channels
have some measured inelasticity. Since all resonances with
J = 2 or higher angular momentum waves are above this
energy, we use the inelastic CFD parameterization of [24]
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Fig. 8 Final result for the K ∗1 (1410) pole. Other references are taken
from the RPP compilation [2], Boito et al. [65], Aston et al. [26], Baubil-
lier et al. [66,67], Bird et al. [68], Etkin et al. [69]
and the fact that the Padé approximants perform the analytical
continuation directly to the continuous Riemann sheet. We
describe next how we extract the parameters of the K ∗2 (1430)
and K ∗3 (1780) resonances, which have J = 2 and 3, respec-
tively.
4.3.1 The K ∗2 (1430)
This resonance appears in Kπ scattering with angular
momentum 2 and isospin 1/2 and shows a nice Breit–Wigner-
like shape. Its branching ratio to Kπ is 50%, the other rele-
vant channels being K ∗(892)π , K ∗(892)ππ and Kρ.
Since there is a well isolated pole, we can use the M =
1 Padé sequence with one pole. The upper panel of Fig. 9
shows how the sequence converges rapidly and for N = 4
the truncation uncertainty is completely negligible, having a
minimum at
√
s0 = 1410 MeV. In the lower panel we see that
the area covered by the N = 4 Padé, almost becomes a point
and that the central value of the pole position is very stable.
The parameters of the resonance thus obtained are listed in
Table 5.
As done with other resonances, we have tried calculating
the derivatives needed for the Padé approximants by means of
other parameterizations fitted to the CFD results. In particular
we show in Table 5 the result when using a Breit–Wigner
formula fitted to the CFD and then the Padé approximants to
extract the pole. The difference is rather small, but we have
taken the average with the CFD result obtained with Padé
series and added the systematic uncertainty as explained in
the introduction, yielding our final result:
√
sK ∗2 (1430) = (1424 ± 4) − i(66 ± 2) MeV, (12)
gK ∗2 (1430) = 3.23 ± 0.22 GeV−1,
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Fig. 9 Upper panel Δ
√
sNp in the K
∗
2 (1430) pole determination for
different values of
√
s0 using the PN1 sequence. The dotted, dashed and
continuous lines correspond to N = 2, 3 and 4, respectively. Lower
panel Theoretical uncertainty regions Δ
√
sNp for the K
∗
2 (1430) pole.
The light gray, gray and dark gray areas correspond to N = 2, 3 and 4
Table 5 K ∗2 (1430) pole results for the CFD and different parameteriza-
tions fitted to the CFD. The uncertainty for
√
sp and g include statistical
and theoretical errors only
CFD Padé BW Padé
√
sp (MeV) (1422 ± 3) − i(66 ± 2) (1427) − i(66)
Δth (MeV) 0.04 0.01
g (GeV)−1 3.37 ± 0.07 3.08
Δth (GeV)−1 0.001 3 × 10−5√
s0 (GeV) 1.41 1.51
which, as can be seen in Fig. 10, is in good agreement with
other determinations quoted in the RPP [2]. The RPP aver-
age is dominated by the work of LASS [1,26], which use
BW formalisms and simple backgrounds. Our result has a
relatively small uncertainty, despite including estimates of
systematic error, both in the pole extraction and the data, and
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Fig. 10 Final result for the K ∗2 (1430) pole. The following references
are taken from the RPP compilation [2], Aston et al. [26], Estabrooks
et al. [25], Baubillier et al. [66,67], Mccubbin et al. [70], Hendrickx et
al. [71], Davis et al. [72], Cords et al. [73], Aubert et al. [74], Aguilar
et al. [75]
avoiding the use of backgrounds or other assumptions in the
pole extraction.
4.3.2 The K ∗3 (1780)
The heaviest strange resonance that can be studied using the
CFD parameterizations is the K ∗3 (1780), which appears in
the F-wave with isospin 1/2. Let us note that the K ∗3 (1780)
has a branching ratio to πK of 20%, with the other three
relevant channels being Kρ, K ∗(892) and Kη. First of all, let
us remark that its mass lies beyond 1600 MeV, the energy up
to which the CFD parameterization satisfies well the Forward
Dispersion Relations. Nevertheless, as explained in [24], this
is most likely due to the data in other waves, since imposing
FDRs up to higher energies demands deviations from the
D-wave data, for instance, but the F-wave barely changes
from an unconstrained fit up to larger energies. Thus we feel
confident our method can be applied to this resonance.
The K ∗3 (1780) is well isolated from contributions from
other singularities and we can use the Padé sequence with
just one pole. As usual, we show in Fig. 11 the convergence
of the sequence which has a very small truncation error for
N = 4. Actually, it is about two orders of magnitude smaller
than the statistical one, as seen in Table 6. As seen in the
lower panel of that figure, the central value barely changes
with N (Note the small scale of the axis).
Once again we have tried to estimate the uncertainty due
to calculating the derivatives of the amplitude with differ-
ent parameterizations, but the differences are rather small. In
Table 6 we show the pole extracted with the Padé method if,
instead of using the CFD parameterizations, we use a BW
fit to the CFD. The mass and width barely change but the
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Fig. 11 Upper panel Δ
√
sNp in the K
∗
3 (1780) pole determination for
different values of
√
s0 using the PN1 sequence. The dotted, dashed and
continuous lines correspond to N = 2, 3. and 4, respectively. Lower
panel Theoretical uncertainty regions Δ
√
sNp for the K
∗
3 (1780) pole.
The light gray, gray and dark gray areas correspond to N = 2, 3.
and 4
coupling is slightly different, changing by less than the sta-
tistical uncertainty. We thus take the average and enlarge the
uncertainty with a systematic error combined as explained in
the introduction to this section. Our result is
√
sK ∗3 (1780) = (1754 ± 13) − i(119 ± 14) MeV, (13)
gK ∗3 (1780) = 1.28 ± 0.14 GeV−2,
which, as seen in Fig. 12, is compatible with the results quoted
in the RPP [2]. It should be noted that our uncertainties are
only slightly larger than the RPP average, which is dominated
by the result of Aston et al. [26], but here we do not make a
particular assumption for the functional form or a background
in the amplitude.
5 Summary
In this work we have presented a determination of the param-
eters of resonances that appear in Kπ scattering below
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Table 6 K ∗3 (1780) pole results for the CFD and different parameteriza-
tions fitted to the CFD. The uncertainty for
√
sp and g include statistical
and theoretical errors only
CFD Padé BW Padé
√
sp (MeV) (1753 ± 13) − i(119 ± 14) (1755) − i(118)
Δth (MeV) 0.3 4.3
g (GeV)−2 1.32 ± 0.13 1.23
Δth (GeV)−2 0.003 0.03√
s0 (GeV) 1.73 1.76
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Fig. 12 Final result for the K ∗3 (1780) pole determination. We also
show results taken from the PDG [2], Aston et al. [26], Baldi et al. [76],
Etkin et al. [69], Cleland et al. [77], Chung et al. [78], Bird et al. [68],
Beusch et al. [79], Baubillier et al. [66,67]
1.8 GeV. This has been achieved by means of series of
Padé approximants, which should converge to the appropri-
ate analytic structure of the amplitude in a given domain. This
constitutes another instance of the applicability and useful-
ness of this method, which avoids specific model assump-
tions in the determinations of the mass, width and cou-
pling of a resonance. As a matter of fact, these parameters
are usually obtained from Breit–Wigner-like parameteriza-
tions (or slight modifications) which make a specific relation
between the width and residue, and usually assume that the
data contain simple backgrounds superimposed to the reso-
nance signal. With this method we determine the pole with-
out such assumptions. Moreover, it should be remarked that
this method can be applied in the inelastic region, where the
powerful partial-wave dispersion relations cannot be used in
practice to obtained poles.
In addition, these determinations have been obtained using
as input a recent dispersive description of all the Kπ data,
which is constrained to satisfy two Forward Dispersion Rela-
tions (and several crossing sum rules) up to 1600 MeV. It
should also be noted that simple fits to the data, as those used
in previous determinations of resonance parameters, do not
fulfill these fundamental constraints. These constrained fits
have also taken into account systematic uncertainties due to
incompatibilities between different experiments.
Thus, we have provided determinations of the mass, width,
and coupling to Kπ for the conflictive K ∗0 (800) or κ res-
onance, the K ∗0 (1430) scalar, the K ∗(892) and K ∗1 (1410)
vectors, the spin-two K ∗2 (1430) as well as the spin-three
K ∗3 (1780). The results are fairly competitive with the results
on the Review of Particle Properties, although it should be
noted that these results contain some estimation of systematic
and theoretical uncertainties usually lacking in the literature.
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173 3.1. ANALYTIC DETERMINATION OF STRANGE RESONANCES
3.1.4 Preprint: Determination of the lightest strange resonance K∗0 (700) or
κ, from a dispersive data analysis
Determination of the lightest strange resonance K∗0(700) or κ/K
∗
0(700), from a
dispersive data analysis
J.R. Pelaez1 and A. Rodas1
1Departamento de F´ısica Teo´rica and IPARCOS,
Universidad Complutense de Madrid, 28040 Madrid, Spain
In this work we present a precise and model-independent dispersive determination from data of the
existence and parameters of the lightest strange resonance κ/K∗0 (700). We use both subtracted and
unsubtracted partial-wave hyperbolic and fixed-t dispersion relations as constraints on combined
fits to piK → piK and pipi → KK¯ data. We then use the hyperbolic equations for the analytic
continuation of the isospin I = 1/2 scalar partial wave to the complex plane, in order to determine
the κ/K∗0 (700) and K
∗(892) associated pole parameters and residues.
Despite the fact that Quantum Chromodynamics
(QCD) was formulated more than four decades ago, some
of the lowest lying states of QCD still “Need confir-
mation” according to the Review of Particle Proper-
ties (RPP) [1]. This is the case of the lightest strange
scalar resonance, traditionally known as κ, but recently
renamed K∗0 (700) (It was K
∗
0 (800) until 2018).
Light scalar mesons have been a subject of debate since
the σ meson (now f0(500)) was proposed by Johnson and
Teller in 1955 [2]. Schwinger in 1957 [3] incorporated it
as a singlet in the isospin picture and pointed out that
its strong coupling to two pions would make it extremely
broad and hard to find. A similar situation occurs when
extending this picture to include strangeness and SU(3)
flavor symmetry. Actually, in 1977 Jaffe [4] proposed
the existence of a scalar nonet below 1 GeV including a
very broad κ/K∗0 (700) meson. Of this light-scalar nonet,
the f0(980) and a0(980), were easily identified since the
60’s. However, the σ/f0(500) and κ/K
∗
0 (700) have been
very controversial for decades because they are so broad
that their shape is not always clearly resonant or even
perceptible. Moreover, it was proposed [4, 5] that these
states might not be “ordinary-hadrons”, due to their in-
verted mass hierarchy compared to the usual quark model
quark − antiquark nonets. In terms of QCD it has also
been shown that their dependence on the number of col-
ors is at odds with the ordinary one [6–8]. From the point
of view of Regge Theory, a dispersive analysis of both the
σ/f0(500) and κ/K
∗
0 (700) shows that they do not follow
ordinary linear Regge trajectories [9, 10].
Definitely, both the σ/f0(500) and κ/K
∗
0 (700) do not
display prominent Breit-Wigner peaks, but their shape
is often distorted by particular features of each reaction.
Thus, it is convenient to refer to the resonance pole po-
sition,
√
spole = M − iΓ/2, which is process indepen-
dent. Here M and Γ are the resonance pole mass and
width. Note that poles of wide resonances lie deep into
the complex plane and their determination requires rig-
orous analytic continuations. This is the first problem
of most σ/f0(500) and κ/K
∗
0 (700) determinations: Sim-
ple models continued to the complex plane yield rather
unstable results. In addition, many models assume a
particular relation between the width and coupling, not
necessarily correct for broad states, or impose a thresh-
old behavior incompatible with chiral symmetry break-
ing constraints. These are reasons why Breit-Wigner-like
parameterizations—devised for narrow resonances— are
inadequate for resonances as wide as the σ/f0(500) and
κ/K∗0 (700). In contrast, dispersion relations, solve this
first problem by providing the required rigorous analytic
continuation to the complex plane. In practice, they are
more stringent and powerful for two-body scattering.
The second problem is that meson-meson scattering
data are plagued with systematic uncertainties, since
they are extracted indirectly from meson-nucleon to
meson-meson-nucleon experiments. Inconsistencies ap-
pear both between different sets and even within a single
set. Thus, for very long, a rough description of data was
enough for simple models to be considered acceptable,
making model-based determinations of the σ/f0(500) and
κ/K∗0 (700) even more unreliable. Moreover, fairly good-
looking data fits come out inconsistent with dispersion
relations, as shown in [11]. We will see here how they
lead to very unstable κ/K∗0 (700) pole determinations.
Once again dispersion theory helps overcoming this
second problem, by providing stringent constrains be-
tween different channels and energy regions. This ex-
plains the interest on dispersive studies in the literature:
for pipi [7, 12–16], for piN [17, 18], for γγ → pipi [19], for
piK [20–22] and for pipi → KK¯ [23] scattering. Actually,
partial-wave dispersion relations implementing crossing
correctly have been decisive in the 2012 major RPP re-
vision of the σ/f0(500), changing its nominal mass from
600 to 500 MeV and decreasing its uncertainties by a
factor of 5. In contrast, the κ/K∗0 (700) still “Needs Con-
firmation” in the Review of Particle Physics.
Note that a κ/K∗0 (700) pole is found as long as the
isospin 1/2 scalar wave data is reproduced and the model
respects some basic analyticity and chiral symmetry
properties [24–31]. Furthermore, its pole must lie be-
low 900 MeV [32]. However, the pole position spread is
very large when using models. In Fig.1 we show with
solid symbols the T -matrix poles of the κ/K∗0 (700) listed
in the RPP and as a shadowed rectangle the uncertainty
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FIG. 1. K∗0 (700) pole position. The Breit-Wigner param-
eterizations are taken from the RPP compilation [34], which
also includes: Descotes-Genon et al. [22], Bonvicini et al. [35],
D.Bugg [36], J.R.Pela´ez [31], Zhou et al. [33] and the “Pade´
Result” [37]. The conformal CFD is our simple analytic ex-
trapolation of our parameterization in [11]. We also show the
results using Roy-Steiner equations for the continuation to the
complex plane, either when using as input our UFD or CFD
parameterizations. The red points use a once-subtracted re-
lation for F− and the blue ones an unsubtracted one. For
UFD both determinations do not agree. This illustrates how
unstable pole determinations are, starting from the same pa-
rameterization of the data and even using dispersive studies.
Only once Roy-Steiner Eqs. are imposed as a constraint on
data, the two determinations of the pole fall on top of each
other. This final pole position is the main result of this work.
estimate in the RPP. Note that the Breit-Wigner poles,
shown as hollow squares, have a very large spread and
differ substantially from those having some analyticity
and chiral symmetry properties built in.
Some T -matrix poles in the RPP used dispersive or
complex analyticity techniques, although with approxi-
mations for the so-called “unphysical” cuts below thresh-
old, which are the most difficult to calculate. In the
piK case, these are a “left” cut due to thresholds in the
crossed channels and a circular one due to partial-wave
integration. Thus Fig. 1 also shows results from NLO
Chiral Perturbation Theory (ChPT) unitarized with the
Inverse Amplitude Method [31], and [33], where the un-
physical cuts are approximated with NLO ChPT or cal-
culated with a cutoff, respectively.
The most sound determination of the κ/K∗0 (700) pole
so far is the dispersive analysis by Descotes-Genon et
al. [22], also shown in Fig. 1, which uses crossing to
implement rigorously the left cut. The pole is obtained
using as input a numerical solution in the real axis of
Roy-Steiner equations obtained from fixed-t dispersion
relations. Unfortunately these fixed-t Roy-Steiner equa-
tions do not reach the κ/K∗0 (700)-pole region in the com-
plex plane. Remarkably, in [22] it was explicitly shown
that the κ/K∗0 (700) region is accessible with partial-wave
hyperbolic dispersion relations. These were then used
to obtain the pole, although starting from the solutions
coming from the fixed-t ones. Note that this is a “solv-
ing relations” approach, since no data was used as input
in the piK elastic region around the nominal κ/K∗0 (700)
mass, but only data from other channels and other en-
ergies as boundary conditions to the integral equations.
In this sense, [22] provides a model-independent predic-
tion. Despite the existence of this rigorous result, the
κ/K∗0 (700) still “Needs Confirmation”, and we were en-
couraged by RPP members to carry out an alternative
dispersive analysis using data, as previously done by our
group for the σ/f0(500). The present work, which follows
a “constraining data” approach instead of a “solving re-
lations” approach, provides such an analysis.
It is worth noticing that the κ/K∗0 (700) has also been
recently found in lattice calculations [38] of piK scatter-
ing. However, since their pion is still at the unphysical
mass of ∼ 400 MeV, it appears as a “virtual” pole slightly
below threshold and in the second Riemann sheet. This
pole is extracted with a simple K-matrix model, but it
is fairly consistent with the expectations from unitarized
NLO Chiral Perturbation Theory extrapolated to higher
masses [39]. However, using pion masses between 200 and
400 MeV it is shown that the extraction of the pole using
simple models is rather unstable [40]. This makes the ap-
proach followed in the present work even more relevant,
since in the future lattice will provide data at physical
masses and energies around the κ/K∗0 (700) region that
will require a “constraining data” technique for a model-
independent description and its continuation to the com-
plex plane.
Let us then describe our approach. In [11] we first
provided Unconstrained Fits to piK Data (UFD) up to 2
GeV, paying particular attention to the inclusion of sys-
tematic uncertainties. It was then shown that they did
not satisfy well Forward Dispersion Relations (FDRs).
However, we showed that it was possible to use these
FDRs as constraints and obtain a set of Constrained Fits
to Data (CFD), which at least satisfy the FDRs up to
1.6 GeV while still providing a fairly good description of
data. It is worth noticing that our “conformal CFD” pa-
rameterization of the low-energy isospin 1/2 scalar-wave
already contains a κ/K∗0 (700) pole, shown in Fig. 1. This
is still a model-dependent extraction, based on a partic-
ular parameterization only valid up to roughly 1 GeV.
Later on [37], we used sequences of Pade´ approximants
built from derivatives of the CFD fit to extract a new
pole. This “Pade´ Method” does not assume any relation
between the pole position and its residue thus reducing
dramatically the model dependence of the result, listed
as “Pade´ result” in Fig. 1. The value came out consis-
tent within uncertainties with the dispersive result in [22]
3and triggered the recent change of name in the 2018 RPP
edition from K∗0 (800) to K
∗
0 (700). However, this result
is not fully model independent, since it assumes the ex-
istence of one pole, the Pade´ series have to be truncated,
the cuts are mimicked by poles, etc... (see [37] for de-
tails).
Thus, we present here the κ/K∗0 (700) pole obtained
from a full analysis of the existing data constrained to
satisfy not only Forward Dispersion relations as in [11],
but also both the S and P partial-wave dispersion rela-
tions (Roy-Steiner equations) obtained either from fixed-
t or hyperbolic dispersion relations (HDR) along the
(s−a)(u−a) = b. As shown in [22] the latter are the ones
whose convergence region in the complex plane reaches
the κ/K∗0 (700) pole.
The price to pay when using partial wave dispersion re-
lations is that they require input from the crossed channel
pipi → KK¯, which also has the same two problems of be-
ing frequently described with models and the existence
of two incompatible sets of data (see [23] for details). In
addition, in this case,there is an “unphysical” region be-
tween the pipi and KK¯ thresholds, where data do not ex-
ist, but is needed for the calculations. Fortunately, Wat-
son’s Theorem tells us that the phase there is the well-
known pipi phase shift, which allows for a full reconstruc-
tion of the amplitude using the standard Mushkelishvili-
Omne´s method. Thus, in [23] we rederived the HDR
partial-wave projection both for pipi → KK¯ and piK →
piK, but choosing appropriately the center of the hyper-
bolas in the s, t plane to extend their applicability region
up to 1.47 GeV. Once again we found that the existing
data does not satisfy well the dispersive representation,
but we were able to provide constrained parameteriza-
tions of the two existing sets that describe the S-wave
data up to almost 2 GeV and are consistent with HDR
up to 1.47 GeV within uncertainties. These are called
CFDB and CFDC and will be part of our input for the
piK HDR, although we have explicitly checked that using
one or the other barely changes the κ/K∗0 (700) pole posi-
tion by 1 MeV, negligible against our final uncertainties.
Note that, contrary to previous calculations, we also pro-
vide uncertainties for pipi → KK¯. Those for the g11 wave
are particularly relevant for the κ/K∗0 (700) pole.
For our purposes in this work, the most relevant par-
tial wave is the scalar one with I = 1/2 whose Uncon-
strained Fit to Data (UFD) is shown in Fig. 2. As ex-
plained in [11] this wave is obtained by fitting the data
measured in the f1/2 + f3/2/2 and the I = 3/2 combina-
tions [41, 42]. It is also relevant that, as shown in Fig.3,
the I = 1/2 vector wave UFD describes well the scat-
tering data, in contrast to the solution [22]. The rest of
the unconstrained partial-waves and high-energy input
parameterizations are described in [11] for piK and [23]
pipi → KK¯. Minor updates will be given in detail in a
forthcoming publication [43].
However, as seen in the upper panel of Fig.4 when the
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UFD is used as input of the dispersion relation, the dis-
persive representation is not satisfied within uncertain-
ties. Actually, the fixed-t HDR output does not lie too
far from the UFD input, but we can see that using an
unsubtracted or a once-subtracted F− HDR, their re-
spective dispersive outputs come on opposite sides and
far from the input UFD parameterization.
At this point it is very instructive to see how unsta-
ble is the extraction of the pole parameters from one fit
that looks rather reasonable to the eye, as the UFD does.
Thus, in Fig.1 we show the position of the κ/K∗0 (700)
pole when calculated using the hyperbolic dispersion re-
lations without subtractions for F− (hollow blue) or with
one subtraction (hollow red). Note that we use the same
UFD input in the physical regions but the poles are very
incompatible among themselves. This is mostly due to
the pseudo-physical region of the g11 partial wave. This
serves as illustration of how unreliable it is to determine
the κ/K∗0 (700) pole from a simple fits to data. And even
4more unreliable if a simple model is used for the contin-
uation of the fit to the complex plane
Thus, in order to obtain a rigorous and stable pole
determination, we have imposed that the dispersive rep-
resentation should be satisfied within uncertainties when
fitting the data. To this end, we have followed our usual
procedure [11, 15, 23] of defining a χ2-like distance be-
tween the input and the output at many different energy
values, which is then minimized together with the χ2 of
the data when doing the fits. We minimize simultane-
ously 18 dispersion relations. Two of them are the FDRs
we already used in [11]. Four HDR for the pipi → KK¯
partial waves. Once subtracted for g00 , g
0
2 , g
1
1 and another
unsubtracted for g11 , as we did in [23]. However, this
time we also consider the once subtracted case for g11 . In
addition we now impose three more dispersion relations
within uncertainties for the four S1/2, S3/2, P 1/2, P 3/2
piK partial-waves. One comes from fixed-t relations,
whereas the other two are HDR, whose applicability re-
gion in the real axis was maximized in [23] choosing
a = −13.9m2pi. These HDR always have one-subtraction
for the symmetric amplitude F+ but either one or no
subtractions for F−. For the piK S1/2-wave, most of the
dispersive uncertainty comes from the the piK S-waves
themselves when using the subtracted F−, whereas a
large contribution comes from g11 for the unsubtracted.
The details of our technique have been explained sev-
eral times in [11, 23]. The resulting Constrained Fits
to Data (CFD) set differ slightly from the unconstrained
ones, but still describe the data. This is illustrated in
Fig. 3, were we see that the difference between UFD and
CFD is rather small for the P -wave, both providing re-
markable descriptions of the scattering data. In contrast,
in Fig. 2 we see that the CFD S-wave is lower than the
UFD around the κ/K∗0 (700) nominal mass, but still de-
scribes well the experimental information. Other waves
also suffer small changes, but are less relevant for the
κ/K∗0 (700) (see [43]). All in all, we can see in the lower
panel of Fig.4 that when the CFD set is now used as in-
put of the dispersion relations the curves of the input,
and the three outputs agree within uncertainties.
With all dispersion relations well satisfied we can now
use our CFD as input in the HDR and look for the pole
of the κ/K∗0 (700). Note that in order to ensure that
our final κ/K∗0 (700) pole and its uncertainties lie within
the convergence region, we now use the HDR with a =
−9m2pi. These results are shown in 1, this time as a solid
blue and red symbols depending on whether they are
obtained with the unsubtracted or the once-subtracted
F−. Contrary to the unconstrained case, the agreement
between both determinations when using the CFD set
is now remarkably good. The precise values of the pole
position and residue for our subtracted and unsubtracted
results are listed in Table I, together the dispersive result
of [22] and our Pade´ sequence determination [10].
Now, let us recall that the unsubtracted result depends
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FIG. 4. Dispersive output of the f
1/2
0 (s) partial wave with
the F− amplitude dispersion relation unsubtracted or with
one subtraction, versus the input from the data parameteriza-
tion. Upper panel: Unconstrained Fits to Data (UFD). Note
the huge discrepancies between the curves. Lower panel: Con-
strained Fits to Data (CFD) now all the curves agree within
uncertainties.
strongly on the pseudo-physical region of pipi → KK¯. In
addition under the change of a the subtracted result, both
in the real axis and for the pole, barely changes, whereas
the unsubtracted one changes slightly (a few MeV for
the pole). Therefore although both are compatible, we
consider the once-subtracted result the more robust and
our final result.
Let us remark that our dispersive pole obtained from
data also agrees with the solution in [22], although our
uncertainties associated to the width are larger. In part,
this is because we have estimated uncertainties for all our
input.
For completeness, we have also calculated the param-
eters of the vector K∗(892) pole, since we also describe
the data there. We find:
√
sp = (891±2)− i(26±4) MeV
and it dimensionless residue |g| = 5.71± 0.2.
In summary, we have shown that simple, unconstrained
5fits to the existing piK and pipi → KK¯ data fail to sat-
isfy hyperbolic and fixed-t dispersion relations and yield
rather unreliable κ/K∗0 (700) pole determinations. How-
ever, we have obtained fits to data constrained to satisfy
those two hyperbolic dispersion relations, together with
other Forward or fixed-t dispersion relations. These con-
strained fits provide a rigorous, precise and robust de-
termination of its associate pole parameters. We think
these results should provide the needed confirmation
that, according to the Review of Particle Physics and
the hadronic community, was needed to establish firmly
the existence and properties of the κ/K∗0 (700).
TABLE I. Poles and residues of the κ/K∗0 (700). The last line
is our final result. √
spole (MeV) |g|(GeV )
K∗0 (700) [22] (658± 13)− i(278.5± 12.0) —
K∗0 (700) [37] (670± 18)− i(295± 28) 4.4±0.4
K∗0 (700) (674± 13)− i(288± 25) 3.95±0.22
K∗0 (700) 1-sub (673± 13)− i(285± 29) 3.96±0.14
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3.2 Production and decay processes
Up to this point in this chapter we have studied how to extract analytically the
parameters of both elastic and inelastic resonances from scattering processes. To this
end, we have first obtained a dispersive description of the second Riemann sheet, or a
suitable sequence of Padé approximants to study the regions where the former method
is not applicable.
In this section we will derive two different useful formalisms, the first one will be
used to describe overlapping resonances, or multiple channels coupling to each other,
whereas the second method will be helpful for unitarizing partial waves. In the last
part of this section, the quasi-two-body approximation is presented.
Let us start by describing the situation where two resonances dominate a given
partial wave. If the distance between the masses of the resonances is much larger than
the width of each one of them, it is suitable to consider the following partial wave
description
f(s) ' m1Γ1
s−m21 − im1Γ1
+
m2Γ2
s−m22 − im2Γ2
. (3.11)
It is worth noticing that every Breit-Wigner fulfills unitarity by construction but the
sum does not obey this rule though. If the resonances are close enough a customary
approach is given by the following formula
f(s) ' m1Γ1
s−m21 − im1Γ1
+
m2Γ2
s−m22 − im2Γ2
eiφ(s), (3.12)
where the new term eiφ(s) is introduced to fit the interference between the resonances.
Unfortunately, simple models are used to describe this unknown function φ(s), which
still produce a violation of unitarity. Even worse, in most modern experiments the
cross sections are dominated by several overlapping resonances, decaying to different
channels and producing more complicated interference patterns.
The problem of several overlapping resonances was extensively studied in nuclear
interactions [186–188], although it can easily be translated into relativistic resonances
[189,190]. In potential theory, the T -matrix describing the transition between an initial
(α) and a final (β) two particle state through different intermediate states is
Tαβ = gαiSijgjβ, (3.13)
where, as shown in Fig. 3.3, the propagator of the resonance is given by
Sij = (M − iΓ/2−
√
s)−1ij . (3.14)
M and Γ are both hermitian matrices, where
Γij = 2ρ(
√
s)κgiκgκj (3.15)
and gij are the couplings of each resonance to the initial and final states. Due to the
hermiticity and time reversal properties the couplings giκ are real and symmetric.
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Figure 3.3: Resonance exchange between the initial and final states.
It is always possible to diagonalize the M matrix by means of a unitary matrix
miδij = UikMktU
−1
tj , (3.16)
as a result, the new couplings are
g′αi = gαkU
−1
ki . (3.17)
Let us now define a new transition matrix
S ′ij = S + S
′ΣS, (3.18)
with Sij = ((mi −
√
s)δij)
−1 and Σij = iρ(
√
s)κgiκgκj. This expression can be iterated
and in matrix form it reads S ′ = S + SΣS + SΣSΣS + .... By adopting this matrix
form, the final formula for the T matrix after iterating the S ′ matrix defined above is
T = gSg + gS(iρ(
√
s))Sg + gS(iρ(
√
s))SgS(iρ(
√
s))Sg + ..., (3.19)
which is nothing but the expansion of
T = gSg(1− iρ(√s)gSg)−1. (3.20)
In the case of relativistic scattering
√
s→ s, and by defining the K matrix
Kαβ =
∑
i
gαigiβ
m2i − s
, (3.21)
the final formula reads
T = K(1− iρ(s)K)−1. (3.22)
Again, due to hermiticity and time reversal invariance K is a real symmetric matrix.
The parameters mi are the “bare masses” of the resonances we would be including in
our description, and gαi are the couplings of these resonances to every different channel.
As explained above, the K matrix approach fulfills unitarity by construction, which
is not only crucial for interacting resonances, but also when studying coupled channels.
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Figure 3.4: Production process dominated by a resonance exchange.
This is the reason why this technique has been gaining weight over the naive, outdated
Breit-Wigner approach.
In section 3.3.3 (published in [171]) we will apply this technique to the study of a
coupled-channel production process, i.e., instead of having a pure 2→ 2 interaction,
the initial state has the form depicted in Fig. 3.4. Of course, if this process is dominated
by the same resonance exchange, a pole should be found in the very same position,
which is actually the case as explained below. We start by defining the amplitude of
the production process as
FPβ = gPiSijgjβ, (3.23)
and follow the very same derivation explained above. Let us summarize it, by defining
a new vector associated to the production
PβP =
gβigiP
(m2i − s)
, (3.24)
the production amplitude can be described as
F = (1− iρ(s)K)−1P. (3.25)
This formula entails that a production process shares the same analytic structures
appearing in scattering and is also dominated by the same resonances.
In practice, the K matrix will be modified to include some background, i.e., it
will be added a suitable polynomial to describe the background seen in experiments,
without modifying any of its unitarity properties.
In particular, in section 3.3.3 we will detach the lower vertex seen in Fig. 3.4. In
such cases, unitary tells us that the imaginary part of that process is equal to the
sum over all possible intermediate states (Fig. 3.5), that is, the sum over all possible
rescattering effects. In spite of the difference between the diagrams, they share the
same denominator producing again the same analytic structures from scattering.
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Figure 3.5: Unitarity relation in a production process (circle). The imaginary part of
the amplitude is related to the sum over the possible intermediate scattering processes
(square).
Another related formalism, which we will also implement on top of the former, is
the N/D method, used in section 3.3.3. Therefore, we introduce a brief derivation of
the method as done in [68,191].
The analytic structure for partial waves was introduced in section 1.3.2. It is worth
remembering that a partial wave will have a right hand cut produced by unitary in
the s-channel, a left hand cut produced by crossed interactions, and a circular cut
produced by the projection itself, where the later is a mere kinematical cut. In order
to decibel this structures we first define
tI`(s) =
N I` (s)
DI` (s)
, (3.26)
where DI` (s) is built so that it only contains the right hand cut of the s-channel, whereas
N I` (s) contains the other cuts. The unitarity relations for the partial wave translates
into the following set of coupled equations
ImDI` (s) = −σ(s)N I` (s), s > sth
ImN I` (s) = Im f
I
` (s)D
I
` (s), s < sL, (3.27)
where sL denotes the branch point of the left hand cut, and both imaginary parts
vanish in the rest of the real axis.
Taking into account the relations above, a dispersion relation for the numerator
can be written
DI` (s) =
N−1∑
k=0
cks
k − (s− s0)
N
pi
∫ ∞
sth
σ(s)N I` (s
′)
(s′ − s)(s′ − s0)N ds
′,
N I` (s) =
N−1∑
k=`
dks
k +
(s− s0)N
pi
∫ ∞
sth
Im f I` (s
′)DI` (s
′)
(s′ − s)(s′ − s0)N ds
′, (3.28)
whereN is the number of subtractions that ensures the asymptotic behaviorN I` (s)/sN →
0. These equations define the N/D problem and must be solved iteratively in order to
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Figure 3.6: Physical region for the decay process.
respect unitarity. The inputs needed are the subtraction constants, which can be fixed
from the low-energy behavior and the left-hand cut of f I` (s). Most approaches, however,
neglect the left-hand cut as a first approximation, solving the system of equations
from a starting set of values controlled by the low-energy expansion of the partial
wave. Zeros may appear in the function f I` (s), in order to fulfill this requirement a
given set of poles, called Castillejo-Dalitz-Dyson poles, can be explicitly included in
the denominator
DI` (s) =
N−1∑
k=0
cks
k − (s− s0)
N
pi
∫ ∞
sth
σ(s)N I` (s
′)
(s′ − s)(s′ − s0)N ds
′ +
∑
k
γ
s− sk . (3.29)
The relevant part of this equation for our purposes relies on the denominator, as
the numerator will be substituted by a smooth production function as explained in the
derivation of Eq. (3.25).
Finally, we will also make use of several dispersive and unitary techniques in section
3.4.3 (published in [192]). First, let us briefly introduce the description of a massive
particle decaying to lighter ones. As seen in Fig. 3.6, the region corresponding to the
physical decay process lies within the Mandelstam triangle, which entails that the
amplitude of a decay process can be obtained from scattering amplitudes by means of
crossing and analyticity as we previously studied in section 1.3.
In the simple case of a two-body decay, considering that the initial particle has a
mass M and decays to two particles with different masses we have
E1 =
M2 −m22 +m21
2M
,
|p1| = |p2| =
[(
M2 − (m1 +m2)2
) (
M2 − (m1 −m2)2
)]1/2
2M
. (3.30)
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Additionally, decay processes are customarily described in terms of the invariant
amplitudeM, which obeys
S = 1 + i2piM. (3.31)
Therefore it represents the equivalent to the interaction matrix for scattering processes.
If one takes into account thatM provides the probability of the particle to decay, the
differential width can be calculated as
dΓ =
1
32pi2
|M|2 |p1|
M2
dΩ1, (3.32)
where dΩ is the differential solid angle of particle 1. If it is a three particle decay
instead, the differential lifetime reads
dΓ =
1
(2pi)5
1
16M2
|M|2 |p∗1| |p3| dm12dΩ∗1dΩ3, (3.33)
where |p∗1| is the momentum of particle 1 in the rest frame of 1 and 2, whereas ω3 is
the angle of particle 3 in the rest frame of M . Therefore, both momenta are given by
|p∗1| =
[(
m212 − (m1 +m2)2
) (
m212 − (m1 −m2)2
)]1/2
2m12
, (3.34)
and
|p3| =
[(
M2 − (m12 +m3)2
) (
M2 − (m12 −m3)2
)]1/2
2M
. (3.35)
In section 3.4.3, however, the a1(1260) decays to three pions through the process
τ → pi−pi+pi−ντ , (3.36)
which produces a four-body phase space as the final integration variable. Fortunately,
the strong decay process a1(1260) → 3pi can be factorized out from the rest of the
reaction and thus we will pay particular attention to how to simplify and describe and
analytic, unitary process within a simple approximation.
Even though general 3-body formalisms do exist in the literature [109,111,193–206],
we will restrict ourselves to a quasi-two body approximation, for simplicity. We first
start by disregarding the pi−pi− interaction in favor of the pi−pi+ one; while the former is
a repulsive smooth interaction, the later is a strongly interacting system, particularly for
the I = ` = 1 quantum numbers, which correspond to the ρ(770) resonance exchange.
This system with angular momentum 1 could in principle interact with the final pi−,
considered a bachelor, to produce the spin 1 a1(1260), and thus we will focus on the
study of the ρpi system instead.
This system, described by an amplitude t(s), will now govern the unitarity relation
of the whole decay a(s). Hence, a(s) can be recast in term of t(s). It is worth noticing,
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however, that the ρ resonance is not stable and thus a customary line shape with a
dynamical width [207] will be used
fρ(s) = N F1(p(s)R)
m2ρ − s− imρΓρ(s)
, F 21 (pR) =
(pR)2
1 + (pR)2
,
Γρ(s) = Γρ
p(s)
p
(
m2ρ
)mρ√
s
F 21 (p(s)R)
F 21
(
p
(
m2ρ
)
R
) , (3.37)
where F1 is the customary Blatt-Weiskopf barrier factor [208] and p(s) =
√
s− 4m2pi/2
is the two-pion momentum in their center of mass.
Now, in order to get the most general answer, the amplitude of the decay process
A must be symmetrized due to Bose symmetry
A = A(1) + A(3), (3.38)
where A(i) means that the pi− pion at position i has been considered the bachelor
particle. Finally, by implementing all these features, together with some algebraic
manipulations, one can obtain a two-body phase space as in Eq. (12a) of section 3.4.3.
Finally, a dispersive formalism will also be adopted, which is similar to the one
of section 3.3.3. Let us summarize our approach, as defined earlier in this section.
The formula for the K-matrix contains and imaginary part iρ(s), which appears as a
direct implementation of the simple Breit-Wigner formulas it is derived from. However,
if one wants to include a more precise, dispersive formula, the dispersion relation
over the right-hand cut must be included, which opens at threshold, produced by the
discontinuity the phase-space contains above and below the real axis. Thus, a dispersive
phase space is achieved by defining
iρ′(s) = ρ0 +
s
pi
∫ ∞
sth
ds′
ρ (s′)
s′ (s′ − s− i) , (3.39)
where the subtraction constant can be fixed by a suitable choice. This equation is the
so-called Chew-Mandelstam phase space [209,210], which no longer contains non-desired
left-hand cuts, nor does it have any singularities.
A straightforward improvement over this simplification would be to study the three-
body unitarity relation through Khuri-Treimann equations [204, 211, 212]. However,
although there exist several contributions to the case of spinless particles [108,110,213–
215], a general formulation for particles with spin is yet unknown.
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3.3 Determination of the lightest hybrid meson
3.3.1 Motivation
As explained in section 1.1.1, determining the structure of hadrons in terms of quark and
gluons is of key importance to our understanding of the underlying strong interactions.
Up to now, most of the studied mesons in this thesis fit within the qq¯ picture, nonetheless,
QCD has in principle a much richer spectrum. Actually, there is a growing interest in
the study of mesonic resonances with exotic quantum numbers, i.e., those with non-qq¯
quantum numbers. During the last few years more and more theoretical analyses
have been performed about these states [26–30], most of them in the heavy quark
sector. In this next sections we focus our attention on the mesons with explicit gluonic
degrees of freedom, aka hybrids. Whose experimental evidence have been reported by
several collaborations [216,217] and were also predicted by several different models
long ago [218–223]. Since gluons are the mediators of strong interactions, QCD cannot
be fully understood without addressing their role in binding hadrons.
The Review of Particle Physics [134] reports two different hybrids with the quantum
numbers JPC(IG) = 1−+(1−), a lighter one called pi1(1400) whose main decay is ηpi,
and a second pi1(1600) decaying mostly to both η′pi and ρpi. However, this picture is
not satisfactory from the phenomenological [224–228], theoretical [218–222] and Lattice
QCD [229–231] points of view, where only one hybrid meson with these quantum
numbers is expected. Moreover, in the SU(3) limit a hybrid could not decay to
ηpi [232], and although one could try to fit the lighter state inside a tetraquark model
prediction, it is heavily disfavored [233,234].
The experimental determination of hybrid mesons is challenging, since most of the
measured final states are dominated by non-exotic resonances. The determination of
such quantum numbers rely on more sophisticated amplitude analyses. Unfortunately,
simple model assumptions, limited statistics, and naive approximations produced non
reliable results. These are the reason why there are several experiments devoted to the
analysis of exotic spectroscopy, like COMPASS [235,236], CLAS12 and GlueX [237,238].
In particular, only one coupled channel analysis for the η(′)pi system from E852
has been performed [239], and although the description of the data is satisfactory the
analysis was not conclusive. Hence, the interest in a new analysis using the recent
COMPASS data [136] is threefold: First we can analyze the η(′)pi system as a coupled
channel, indicating if there are two different resonances or just one decaying to different
channels. Second, the statistics of this analysis are unmatched, which would produce a
trustworthy result, and third, due to the kinematics, in particular the high energetic
pion beam from COMPASS, the analysis is way easier than most production processes.
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3.3.2 Outline of the main results
• We implement an analytic method for the study of production processes, which
is applied for the first time for the coupled η(′)pi system.
• The most recent and precise data on these channels, coming from the COMPASS
collaboration [240] are fitted, including up to tensor partial waves, reaching an
overall χ2/d.o.f. ∼ 1.3.
• We test two different possibilities; the first one is the PDG scenario, where we
have two different exotic mesons decaying to these two channels separately. In
the second one we describe the whole coupled-channel system with just one exotic
resonance.
• The solution with only one hybrid meson describes remarkably well the COMPASS
collaboration data, in particular, it does explain the two different peaks appearing
in these two channels. Therefore we conclude that there is no statistical evidence
for a second resonance. Furthermore, when a second K-matrix pole is included
in the fit, the result becomes unstable, and the parameters of this second state
strongly depends on the starting point of the fit. In addition its coupling to the
partial waves is almost negligible.
• We conclude that there is evidence of one hybrid meson in this energy region,
reconciling theoretical and Lattice QCD predictions with the phenomenological
analyses and disfavoring the PDG scenario.
189 3.3. DETERMINATION OF THE LIGHTEST HYBRID MESON
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Mapping states with explicit gluonic degrees of freedom in the light sector is a challenge, and has led to
controversies in the past. In particular, the experiments have reported two different hybrid candidates with
spin-exotic signature, π1ð1400Þ and π1ð1600Þ, which couple separately to ηπ and η0π. This picture is not
compatible with recent Lattice QCD estimates for hybrid states, nor with most phenomenological models.
We consider the recent partial wave analysis of the ηð0Þπ system by the COMPASS Collaboration. We fit the
extracted intensities and phases with a coupled-channel amplitude that enforces the unitarity and analyticity
of the S matrix. We provide a robust extraction of a single exotic π1 resonant pole, with mass and width
1564 24 86 and 492 54 102 MeV, which couples to both ηð0Þπ channels. We find no evidence for
a second exotic state. We also provide the resonance parameters of the a2ð1320Þ and a02ð1700Þ.
DOI: 10.1103/PhysRevLett.122.042002
Introduction.—Explaining the structure of hadrons in
terms of quarks and gluons, the fundamental building
blocks of quantum chromodynamics (QCD), is of key
importance to our understanding of strong interactions. The
vast majority of observed mesons can be classified as qq¯
bound states, although QCD should have, in principle, a
much richer spectrum. Indeed, several experiments have
reported resonance candidates that do not fit the valence
quark model template [1,2], mainly in the heavy sector
[3–7]. These new experimental results, together with rapid
advances in lattice gauge computations, open new fronts in
studies of the fundamental aspects of QCD, such as quark
confinement and mass generation. Since gluons are the
mediators of the strong interaction, QCD dynamics cannot
be fully understood without addressing the role of gluons
in binding hadrons. The existence of states with explicit
excitations of the gluon field, commonly referred to as
hybrids, was postulated a long time ago [8–12], and has
recently been supported by lattice [13–15] and phenom-
enological QCD studies [16–19]. In particular, a state with
exotic quantum numbers JPCðIGÞ ¼ 1−þð1−Þ in the mass
range 1.7–1.9 GeV is generally expected. The experimental
determination of hybrid hadron properties—e.g., their
masses, widths, and decay patterns—provides a unique
opportunity for a systematic study of low-energy gluon
dynamics. This has motivated the COMPASS spectroscopy
program [20,21] and the 12 GeV upgrade of Jefferson Lab,
with experiments dedicated to hybrid photoproduction at
CLAS12 and GlueX [22,23].
The hunt for hybrid mesons is challenging, since the
spectrum of particles produced in high energy collisions is
dominated by nonexotic resonances. The extraction of
exotic signatures requires sophisticated partial-wave ampli-
tude analyses. In the past, inadequate model assumptions
and limited statistics resulted in debatable results. The first
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reported hybrid candidate was the π1ð1400Þ in the ηπ
final state [24–28]. Another state, the π1ð1600Þ, was later
claimed in the ρπ and η0π channels, with different reso-
nance parameters [29,30]. The COMPASS experiment
confirmed a peak in ρπ and η0π at around 1.6 GeV
[31,32] and an additional structure in ηπ, at approximately
1.4 GeV [33]. A theoretical approach based on a unitarized
Uð1Þ-extended chiral Lagrangian predicted a π1 state with
mass of about 1400 MeV decaying mostly into η0π [34].
A phenomenological unitary coupled-channel analysis of
the ηð0Þπ system from E852 data was instead not conclusive
[35]. While the π1ð1600Þ is close to the expectation for a
hybrid, the observation of two nearby 1−þ hybrids below
2 GeV is surprising. This makes the microscopic inter-
pretation of the π1ð1400Þ problematic. Moreover, in the
SUð3Þ limit, Bose symmetry prevents the decay of a hybrid
into ηπ [36]. A tetraquark interpretation of the lighter state
might be viable, and would explain why this state has
eluded predictions in constituent gluon models. However,
this interpretation would lead to the prediction of unob-
served doubly charged and doubly strange mesons [37],
and is unfavored in the diquark-antidiquark model [38,39].
Establishing whether there exists one or two exotic states
in this mass region is thus a stringent test for the available
phenomenological frameworks in the nonperturbative
regime.
In Ref. [40] we analyzed the spectrum of the ηπ D-wave
extracted from the COMPASS data. In this Letter, we
extend the mass dependent study to the exotic P wave, and
present results of the first coupled-channel analysis of the
ηð0Þπ COMPASS data. We establish that a single exotic π1 is
needed and provide a detailed analysis of its properties.
We also determine the resonance parameters of the non-
exotic a2ð1320Þ and a02ð1700Þ.
Description of the data.—We use the mass independent
analysis by COMPASS of πp → ηð0Þπp, with a 190 GeV
pion beam [33]. We focus on the P- and D-wave intensities
and their relative phase, in both channels. The published
data are integrated over the range of transferred momentum
squared −t1 ∈ ½0.1; 1 GeV2. However, given the diffrac-
tive nature of the reaction, most of the events are produced
in the forward direction, near the lower limit in −t1. The
ηð0Þπ partial-wave intensities and phase differences are
given in 40 MeV mass bins, from threshold up to
3 GeV. Intensities are normalized to the number of
observed events corrected by the detector acceptance.
The errors quoted are statistical only; systematic uncer-
tainties or correlations in the extraction of the partial waves
were found to be negligible [41]. We thus assume that all
data points are independent and normally distributed. As
seen in Figs. 4(a) and 5(a) of Ref. [33], at the η0π mass of
2.04 GeV there is a sharp falloff in the P-wave intensity,
and a sudden change by 50° in the phase difference between
the P and D wave. This behavior might be attributed to
another state. The E852 experiment claimed indeed a third
exotic π1ð2015Þ in the f1ð1285Þπ and ωππ channels
[42,43]. However, this state is too broad to explain such
an abrupt behavior and thus it is difficult to find a
compelling explanation. Unfortunately, it is not possible
to crosscheck this behavior with the ηπ relative phase due to
lack of data in the 1.8–2.0 GeV region. Moreover, fitting
these features of the P wave drives the position of the a02 to
unphysical values. For these reasons, we fit data up to
2 GeV only.
Enforcing unitarity allows us to properly implement the
interference among the various resonances and the back-
ground. In principle, one wishes to include all the kine-
matically allowed channels in a unitary analysis. Recently,
COMPASS published the complete 3π partial-wave analy-
sis [32], including the exotic 1−þ wave in the ρπ final state.
However, the extraction of the resonance pole in this
channel is hindered by the irreducible Deck process
[44], which refers to the exchange of a pion between the
final state ρ and π (cf. Fig. 8 in Ref. [32]). This generates a
peaking background in the exotic partial wave [45,46].
Since the Deck mechanism is not fully accounted for in
the COMPASS amplitude model, we do not include the 3π
data in our analysis. As discussed in Ref. [40], neglecting
additional channels does not affect the pole position, as
long as the resonance poles are far away from threshold,
which is the case studied here.
Reaction model.—At high energies, peripheral produc-
tion of πp → ηð0Þπp is dominated by Pomeron (P)
exchange. The notion of Pomeron exchange emerges from
Regge theory [47,48], and allows us to factorize the πP →
ηð0Þπ process. For fixed t1 the latter resembles an ordinary
helicity partial wave amplitude aJi ðsÞ, with i ¼ ηð0Þπ the
final channel index, J the angular momentum of the ηð0Þπ
system, and s its invariant mass squared. This amplitude, in
principle, also depends on the effective spin and helicity of
the Pomeron. However, the approximately constant hadron
cross section at high energies implies that the effective spin
of the Pomeron is near 1, which explains dominance of the
partial wave components with angular momentum projection
M ¼ 1 as seen in data [33,49,50]. Since the two are related
by parity, we drop reference to the Pomeron quantum
numbers (for more details, see Ref. [40]). As discussed
previously, we fix an effective value teff ¼ −0.1 GeV2.
We parametrize the amplitudes following the coupled-
channel N=D formalism [51],
aJi ðsÞ ¼ qJ−1pJi
X
k
nJkðsÞ½DJðsÞ−1ki; ð1Þ
where pi is the ηð0Þπ breakup momentum, and q the π beam
momentum in the ηð0Þπ rest frame. (One unit of incoming
momentum q is divided out because of the Pomeron-
nucleon vertex [40]). The nJkðsÞ’s incorporate exchange
“forces” in the production process and are smooth
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functions of s in the physical region. The DJðsÞ matrix
represents the ηð0Þπ → ηð0Þπ final state interactions, and
contains cuts on the real axis above thresholds (right-hand
cuts), which are constrained by unitarity.
For the numerator nJkðsÞ, we use an effective expansion
in Chebyshev polynomials. A customary parametrization
of the denominator is given by [52]
DJkiðsÞ ¼ ½KJðsÞ−1ki −
s
π
Z
∞
sk
ds0
ρNJkiðs0Þ
s0ðs0 − s − iϵÞ ; ð2Þ
where sk is the threshold in channel k and
ρNJkiðs0Þ ¼ δki
λJþ1=2ðs0; m2
ηð0Þ ; m
2
πÞ
ðs0 þ sLÞ2Jþ1þα
ð3Þ
is an effective description of the left-hand singularities in
the ηð0Þπ → ηð0Þπ scattering, which is controlled by the sL
parameter fixed at the hadronic scale ≃1 GeV2. Finally,
KJkiðsÞ ¼
X
R
gJ;Rk g
J;R
i
m2R − s
þ cJki þ dJkis; ð4Þ
with cJki ¼ cJik and dJki ¼ dJik, is a standard parametrization
for the K matrix. In our reference model, we consider two
K-matrix poles in the D wave, and one single K-matrix
pole in the Pwave; the numerator of each channel and wave
is described by a third-order polynomial. We set α ¼ 2 in
Eq. (3), which has been effective in describing the single-
channel case [40]. The remaining 37 parameters are fitted
to data, by performing a χ2 minimization with MINUIT [53].
As shown in Fig. 1, the result of the best fit is in good
agreement with data. In particular, a single K-matrix pole is
able to correctly describe the P-wave peaks in the two
channels, which are separated by 200 MeV. The shift of the
peak in the ηπ spectrum to lower energies originates from
the combination between final state interactions and the
production process. The uncertainties on the parameters are
estimated via the bootstrap method [54,55]: we generate a
large number of pseudo datasets and refit each one of them.
The (co)variance of the parameters provides an estimate of
their statistical uncertainties and correlations. The values
of the fitted parameters and their covariance matrix are
provided in the Supplemental Material [56]. The average
curve passes the Gaussian test in Ref. [57].
Once the parameters are determined, the amplitudes
can be analytically continued to complex values of s.
The DJðsÞ matrix in Eq. (2) can be continued underneath
the unitarity cut into the closest unphysical Riemann sheet.
A pole sP in the amplitude appears when the determinant
of DJðsPÞ vanishes. Poles close to the real axis influence
the physical region and can be identified as resonances,
whereas further singularities are likely to be artifacts of the
specific model with no direct physical interpretation. For
any practical parametrization, especially in a coupled-
channel problem, it is not possible to specify a priori
the number of poles. Appearance of spurious poles far from
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FIG. 1. Fits to the ηπ (upper line) and η0π (lower line) data from COMPASS [33]. The intensities of the P (left), D wave (center),
and their relative phase (right) are shown. The inset zooms into the region of the a02ð1700Þ. The solid line and green band show the
result of the fit and the 2σ confidence level provided by the bootstrap analysis, respectively. The initialization of the fit is chosen by
randomly generating Oð105Þ different sets of values for the parameters. The best fit has χ2=dof ¼ 162=122 ¼ 1.3. The errors shown
are statistical only.
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the physical region is thus unavoidable. It is, however,
possible to isolate the physical poles by testing their
stability against different parametrizations and data resam-
pling. We select the resonance poles in the m ∈ ½1; 2 and
Γ ∈ ½0; 1 GeV region, where customarilym ¼ Re ﬃﬃﬃﬃﬃsPp and
Γ ¼ −2Im ﬃﬃﬃﬃﬃsPp . We find two poles in theDwave, identified
as the a2ð1320Þ and a02ð1700Þ, and a single pole in the P
wave, which we call π1. The pole positions are shown in
Fig. 2, and the resonance parameters in Table I. To estimate
the statistical significance of the π1 pole, we perform fits
using a pure background model for the P wave, i.e., setting
gP;1
ηð0Þπ ¼ 0 in Eq. (4). The best solution having no poles in
our reference region has a χ2 almost 50 times larger, which
rejects the possibility for the P-wave peaks to be generated
by nonresonant production. We also considered solutions
having two isolated P-wave poles in the reference region,
which would correspond to the scenario discussed in the
PDG [58]. The χ2 for this case is equivalent to the single
pole solution. One of the poles is compatible with the
previous determination, while the second is unstable; i.e., it
can appear in a large region of the s plane depending on the
initial values of the fit parameters. Moreover, the behavior
of the ηπ phase required by the fit is rather peculiar. A 180°
jump (due to a zero in the amplitude) appears above
1.8 GeV, where no data exist. We conclude there is no
evidence for a second pole.
Systematic uncertainties.—Unlike the COMPASS mass
independent fit, the pole extraction carries systematic
uncertainties associated with the reaction model. To assess
these, we vary the parameters and functional forms which
were kept fixed in the previous fits. We can separate these
in two categories: (i) variations of the numerator function
nJkðsÞ in Eq. (1), which is expected to be smooth in the
region of the data, and (ii) variations of the function ρNðs0Þ,
which determines the imaginary part of the denominator in
Eq. (2). As for the latter, we investigate whether the specific
form we chose biases the determination of the poles. Upon
variation of the parameters and of the functional forms, the
shape of the dispersive integral in Eq. (2) is altered, but the
fit quality is unaffected. The pole positions change roughly
within 2σ, as one can see in Fig. 2. As for the numerator
nJkðsÞ, we varied the effective value of teff and the order
of the polynomial expansion. Given the flexibility of the
numerator parametrization, these variations effectively
absorb the model dependence related to the production
mechanism. None of these cause important changes in
pole locations. Our final estimate for the uncertainties is
reported in Table I, while the detailed summary is given in
the Supplemental Material [56].
Conclusions.—We performed the first coupled-channel
analysis of the P andD waves in the ηð0Þπ system measured
at COMPASS [33]. We used an amplitude parametrization
constrained by unitarity and analyticity. We find two poles
in the D wave, which we identify as the a2ð1320Þ and the
a02ð1700Þ, with resonance parameters consistent with the
single-channel analysis [40]. In the P wave, we find a
single exotic π1 in the region constrained by data.
This determination is compatible with the existence of a
single isovector hybrid meson with quantum numbers
JPC ¼ 1−þ, as suggested by lattice QCD [13–15]. Its mass
and width are determined to be 1564 24 86 and
492 54 102 MeV, respectively. The statistical uncer-
tainties are estimated via the bootstrap technique, while the
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FIG. 2. Positions of the poles identified as the a2ð1320Þ, π1, and a02ð1700Þ. The inset shows the position of the a2ð1320Þ. The green
and yellow ellipses show the 1σ and 2σ confidence levels, respectively. The gray ellipses in the background show, within 2σ, variation of
the pole position upon changing the functional form and the parameters of the model, as discussed in the text.
TABLE I. Resonance parameters. The first error is statistical,
the second systematic.
Poles Mass (MeV) Width (MeV)
a2ð1320Þ 1306.0 0.8 1.3 114.4 1.6 0.0
a02ð1700Þ 1722 15 67 247 17 63
π1 1564 24 86 492 54 102
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systematics due to model dependence are assessed by
varying parameters and functional forms that are not directly
constrained by unitarity. We find no evidence for a second
pole that could be identified with another π1 resonance.
Solutions with two poles are possible, but do not improve the
fit quality and, when present, the position of the second pole
is unstable against different starting values of the fit. It is
worth noting that the two-pole solutions have a peculiar
behavior of the ηπ phase in the ≳2 GeV mass region, where
no data exist. New data from GlueX and CLAS12 experi-
ments at Jefferson Lab in this and higher mass region will be
valuable to test this behavior.
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1SUPPLEMENTAL MATERIAL
TABLE I: Parameters of the numerator nJk (s) =
∑3
n=0 a
J,k
n Tn [ω(s)], with ω(s) = s/(s+ s0), and s0 = 1 GeV
2
reflects the short range nature of η(′)pi production. All numbers are expressed in GeV units. The first values are ob-
tained from the best fit, and should be used to reproduce the plots. The second values contains the mean value and
standard deviation estimated with 5 × 104 bootstrapped datasets. We remark that the coefficients are & 95% corre-
lated, and the single error has to be taken with care.
ηpi channel η′pi channel
aP,ηpi0 408.75 356± 334 aP,η
′pi
0 −47.05 −43± 39
aP,ηpi1 −632.57 −547± 534 aP,η
′pi
1 65.84 59± 63
aP,ηpi2 281.48 240± 255 aP,η
′pi
2 −20.96 −17± 30
aP,ηpi3 −57.98 −47± 63 aP,η
′pi
3 1.20 −0± 8
aD,ηpi0 −247.80 −247± 28 aD,η
′pi
0 230.92 233± 79
aD,ηpi1 413.91 415± 39 aD,η
′pi
1 −290.66 −290± 125
aD,ηpi2 −190.94 −192± 39 aD,η
′pi
2 176.88 177± 83
aD,ηpi3 59.25 61± 29 aD,η
′pi
3 −3.82 −1± 62
TABLE II: Parameters of DJ(s). The errors and correlations are estimated with bootstrap.
Resonating terms K-matrix background
gP,1ηpi −0.68 −0.55± 0.38 cPηpi,ηpi −15.43 −14.77± 7.22
gP,1η′pi −13.12 −13.12± 0.95 cPηpi,η′pi −67.22 −65.28± 13.91
m2P,1 3.52 3.52± 0.08 cPη′pi,η′pi −190.73 −184.19± 38.21
dPηpi,ηpi 1.82 1.93± 2.24
dPηpi,η′pi 7.64 7.59± 5.09
dPη′pi,η′pi 63.85 60.54± 18.59
gD,1ηpi 5.63 5.64± 0.34 cDηpi,ηpi −2402.56 −2385.05± 273.87
gD,1η′pi −3.77 −3.78± 0.10 cDηpi,η′pi 462.60 469.55± 55.87
m2D,1 1.86 1.86± 0.02 cDη′pi,η′pi −86.60 −92.25± 28.11
gD,2ηpi 147.79 147.17± 9.88 dDηpi,ηpi −614.58 −608.35± 49.32
gD,2η′pi −33.39 −34.07± 3.41 dDηpi,η′pi 164.72 166.85± 17.46
m2D,2 8.06 8.06± 0.30 dDη′pi,η′pi −42.19 −44.45± 11.59
2TABLE III: Summary of systematic studies of the denominator. For each systematic variation, 5×104 bootstrapped
pseudodatasets are produced, and the average is shown here. For each parameter varied, we consider the maximum
deviation of the pole position from the one in the reference fit. If that is compatible with the statistical uncertainty,
we neglect the effect. If larger, we assign a systematic uncertainty to it, and eventually add in quadrature all the
systematic uncertainties. We vary the value of sL and α in the reference model in Eq. (2). As an alternative model,
we use ρNJki(s
′) = δkiQJ(zs′) s′−αλ−1/2(s′,m2η(′) ,m
2
pi), where QJ(zs′) is the second kind Legendre function, and
zs′ = 1 + 2s
′sL/λ(s′,m2η(′) ,m
2
pi), with sL = 1 GeV
2. Asymptotically it behaves as s′−α, has a left hand cut starting
at s′ = 0, a short cut between (s′ −mη(′))2 and (s′ +mη(′))2, and an incomplete circular cut.
Systematic Poles Mass (MeV) Deviation (MeV) Width (MeV) Deviation (MeV)
Variation of the function ρN(s′)
sL = 0.8GeV
2
a2(1320) 1306.4 0.4 115.0 0.6
a′2(1700) 1720 −3 272 26
pi1 1532 −33 484 −8
sL = 1.8GeV
2
a2(1320) 1305.6 −0.4 113.2 −1.2
a′2(1700) 1743 21 254 7
pi1 1528 −36 410 −82
Systematic assigned
a2(1320) 0.0 0.0
a′2(1700) 21 26
pi1 36 82
α = 1
a2(1320) 1305.9 −0.1 114.7 0.3
a′2(1700) 1685 −37 299 52
pi1 1506 −58 552 60
Systematic assigned
a2(1320) 0.0 0.0
a′2(1700) 37 52
pi1 58 60
QJ , α = 1
a2(1320) 1304.9 −1.1 114.2 −0.2
a′2(1700) 1670 −52 269 22
pi1 1511 −53 528 36
QJ , α = 1.5
a2(1320) 1306.0 0.1 115.0 0.6
a′2(1700) 1717 −5 272 25
pi1 1578 14 530 39
QJ , α = 2
a2(1320) 1306.2 0.2 114.7 0.3
a′2(1700) 1723 1 261 15
pi1 1570 6 508 16
Systematic assigned
a2(1320) 1.1 0.0
a′2(1700) 52 25
pi1 53 0
3TABLE IV: Summary of systematic studies of the numerator. For each systematic variation, 5 × 104 bootstrapped
pseudodatasets are produced, and the average is shown here. For each parameter varied, we consider the maximum
deviation of the pole position from the one in the reference fit. If that is compatible with the statistical uncertainty,
we neglect the effect. If larger, we assign a systematic uncertainty to it, and eventually add in quadrature all the
systematic uncertainties. We vary the value of teff, and increase the order of the polynomial expansion by one unit.
Systematic Poles Mass (MeV) Deviation (MeV) Width (MeV) Deviation (MeV)
Variation of the numerator function n(s)
Polynomial expansion
a2(1320) 1305.9 −0.1 114.7 0.3
a′2(1700) 1723 1 249 2
pi1 1563 −1 479 −13
Systematic assigned
a2(1320) 0.0 0.0
a′2(1700) 0 0
pi1 0 0
teff = −0.5GeV2
a2(1320) 1306.8 0.8 114.1 −0.3
a′2(1700) 1730 8 259 13
pi1 1546 −18 443 −49
Systematic assigned
a2(1320) 0.8 0.0
a′2(1700) 0 0
pi1 0 0
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Figure 3.7: Diffractive dissociation of a pion beam on a proton target.
3.4 Decay of the a1(1260) to three pions
3.4.1 Motivation
While hadron scattering relating two-body initial and final states has been extensively
studied and is well understood, there is no general framework extending it to the
three-body scenario. The derivation of three-body unitarity relations mediated by
isobars is been studied both on the finite volume [194–202], and in the infinite volume
[109,111,193,204–206].
The understanding of three-body interactions is crucial for the interpretation of many
hadronic processes and of particular interest in the model-independent determination of
the heavy exotic states like the X,Y,Z [27,29, 241], or the newly observed pentaquarks,
whose main decay channels are three-body final states. Not only the heavy ones, but
also the enigmatic a1, ω2 and the pi1 have a large branching ratio to three particles.
There has been substantial progress in recent years both from the pure phenomeno-
logical point of view and from Lattice QCD, although the first works studying the
difficulties of constraining 3 → 3 amplitudes from S-matrix principles are much
older [193,204]. Despite the efforts, simple algebraic formulations for 3→ 3 are not yet
feasible, although there has been some recent progress on that topic [111]. All these
works rely on the isobar approximation, which in the cases of interest is a fairly good
assumption, for example, to a very good approximation the decay of the a1(1260) to
three pions is mediated by a ρ resonance as shown in Fig. 3.7 and Fig. 3.8.
In section 3.4.3 we will pay attention to the phenomenological description of this
particular axial resonance, extracting its parameters through a three-body approxi-
mation. This resonance, whose quantum numbers are JPC = 1++ appears both in
pip→ 3pip (Fig. 3.7) and in τ− → pi−pi+pi−ντ (Fig. 3.8). Nevertheless, although there
are precise measurements of the production process, we will focus instead on the tau
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Figure 3.8: Diagram for the a1(1260) resonance dominating the τ− → pi−pi+pi−ντ decay.
decay. The reason is that the former may contain a large background effect, known
as the Deck process in pion diffraction [210,242–244], which happens to dominate in
channels with this same quantum numbers. A precise determination of the parameters
of the a1(1260) would hence constrain the contribution coming from this Deck process,
relevant also in different quantum numbers, like the one of the pi1 → 3pi decay.
On top of that, the a1(1260) is a broad resonance, whose parameters are not only
affected by crude isobar implementations, but also by crude analytic continuations.
Therefore, a more reliable application of the 3-body problem is needed, together with
a dispersive description of the partial wave in order to extract the pole position of the
resonance as model independent and precise as possible.
3.4.2 Outline of the main results
• We analyze the weak decay of the τ to three pions, which has been measured by
the ALEPH collaboration. The high statistics allow us to determine with high
precision the amplitude of the process.
• A three-body approximation, based on the quasi-two-body description is built.
We use up to four different analytic formulas for the phase space. A first dispersive
symmetrized one, and 3 different, less powerful approximations. Two of them are
later disfavored due to the statistics of the fit.
• The quasi-two-body approximation is based on the use of isobars, in particular
for the ρ taking into account its line shape, and symmetrizing the interaction
between channels due to Bose statistics, the final formula is analytic and simple
to use. We also test our approximation against the more naive approximation
where the ρ is considered stable. Both results are compared, and the situation
regarding the branch cut produced in the complex plane is discussed.
• Finally, we pay special attention on how to perform the analytic continuation of
our approximation and determine the parameters of the a1(1260). In addition
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the four different determinations of the a1(1260) are compared.
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We perform an analysis of the three-pion systemwith quantum numbers JPC ¼ 1þþ produced in theweak
decay of τ leptons. The interaction is known to be dominated by the axial meson a1ð1260Þ. We build a model
based on approximate three-body unitary and fix the free parameters by fitting it to the ALEPH data on
τ− → π−πþπ−ντ decay. We then perform the analytic continuation of the amplitude to the complex energy
plane. The singularity structures related to the ππ subchannel resonances are carefully addressed. Finally,
we extract the a1ð1260Þ pole position mða1ð1260ÞÞp − iΓða1ð1260ÞÞp =2 with mða1ð1260ÞÞp ¼ ð1209 4þ12−9 Þ MeV,
Γða1ð1260ÞÞp ¼ ð576 11þ89−20Þ MeV.
DOI: 10.1103/PhysRevD.98.096021
I. INTRODUCTION
The internal dynamics of the quantum chromodynamics
(QCD) degrees of freedom manifests itself in the spectrum
of hadron resonances. The mass of a resonance character-
izes the energy of the excitation while its width reflects on
the coupling to the decay channels. The meson spectrum
has been qualitatively elucidated by the quark model [1]
and recently, at least for some states, calculations based on
first principles lattice QCD are becoming available [2,3].
For a majority of states, however, ab initio QCD calcu-
lations of their decay properties, e.g., decay widths,
branching ratios, are not yet available. Pushing such
calculations forward is important given the growing body
of evidence for novel hadronic phenomena [4–10], e.g., the
X, Y, Z states observed in heavy quarkonia [11–13]. Many
of these new states are observed in decays to three-particle
final sates.While hadron scattering involving two stable
particles is rather well understood formally, the method-
ology for incorporating three and more particles is still
being developed both in the infinite volume [14–18] and
finite volume [19–24].
A large number of light meson resonances dominantly
decay to three pions. This includes the enigmatic a1ð1260Þ
resonance, which is the lightest axial vector meson with
JPC ¼ 1þþ. The properties of the a1 resonance are difficult
to assess, due to its large width that is affected by the three-
pion dynamics. The ππ subchannel is dominated by the ρ
resonance whose finite width is expected to be important
for the extraction of the a1 resonance properties. Indeed, a
large part of the a1ð1260Þ peak seen in the invariant mass
distribution of three pions lays below the nominal ρπ
threshold. However, the pole of the resonance was pre-
viously addressed in Lagrangian-based models [25,26],
assuming a stable ρ-meson.
The JPC ¼ 1þþ three-pion state can be observed in the
τ → 3πντ decay as well as in pion diffraction off a proton
*mikhail.mikhasenko@hiskp.uni-bonn.de
Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP3.
PHYSICAL REVIEW D 98, 096021 (2018)
2470-0010=2018=98(9)=096021(18) 096021-1 Published by the American Physical Society
target πp → 3πp. There appears to be a discrepancy in the
a1 resonance parameters extracted from the two reactions
[1,27]. The problem may be related to the presence of a
large, coherent, nonresonant background, known as the
Deck process in pion diffraction [28–31]. This process
happens to dominate in the JPC ¼ 1þþ partial wave and
directly influences the extraction of the a1ð1260Þ resonance
parameters in pion diffraction. Thus, an independent
determination of the a1ð1260Þ resonance properties is
not only relevant for a better understanding of this state
but also to constrain the Deck process, which contributes
significantly to other partial waves including the ones with
the exotic quantum numbers 1−þ [31]. In this paper, we
therefore focus on the τ− → π−πþπ−ντ decay with the aim
of extracting the a1ð1260Þ resonance parameters.
The paper is organized as follows. In Sec. IIwe present our
model, we relate the differential width of τ− → π−πþπ−ντ to
the three-pion scattering amplitude in the 1þþ sector.
In Sec. III we show how the model is constrained by the
fit to ALEPH data. In Sec. IV we explore the analytic
properties of our model for complex values of the 3π
invariant mass squared, establishing the main singularities
of the amplitude, and we determine the location of the
a1ð1260Þ pole. The studies of the systematics are described
in Sec. V. Our conclusions are summarized in Sec. VI.
II. THE REACTION MODEL
We consider the reaction τ → 3πντ and derive an
expression for the differential width which characterizes
the 3π invariant mass spectrum [32–36]. The differential
width is calculated by averaging (summing) over the τ (ντ)
polarizations and integrating the matrix element squared
over the final-state momenta,
dΓ ¼ 1
2mτ
·
1
2
X
λτλν
jAλν;λτ j2dΦ4; ð1Þ
where mτ is the mass of the τ-lepton, mτ ¼ 1776 MeV [1],
the neutrino is considered massless, dΦ4 is the four-body
differential phase space, and λx are the lepton helicities of
the x ¼ τ, ν. The process is dominated by the emission of a
W boson by the leptonic current,
h3πντ; λνjTjτ; λτi ¼ −
GFﬃﬃﬃ
2
p Vudu¯ðpν; λνÞγαð1 − γ5Þ
× uðpτ; λτÞh3πjJ5−α ð0Þj0i; ð2Þ
where h3πντ; λνjTjτ; λτi ¼ Aλν;λτð2πÞ4δ4ðpτ − pν − p3πÞ,
GFVud=
ﬃﬃﬃ
2
p
is the Cabibbo-favored weak coupling, p3π ,
pτ, and pν are the four-momenta of three-pion system and
the leptons, u (u¯) are the Dirac spinors of the τ (ντ), see
Fig. 1. Because of G-parity conservation the π−πþπ−
system has positive C-parity. Hence, the vector current
u¯γαu does not couple it, and can be removed. Since theW−
is heavily off-shell, one should also consider the timelike
polarization, which carries JPC ¼ 0−þ. However, the cor-
responding helicity amplitude is suppressed by the PCAC
[33,37]. This enables us to treat the off-shell W− as purely
axial. The polarization of the real W− provides a complete
basis which we use to expand the hadronic current,
Aλν;λτ ¼
GFﬃﬃﬃ
2
p Vudu¯ðpν; λνÞγαγ5uðpτ; λτÞ
X
Λ
εαðΛÞAΛ; ð3Þ
where εαðΛÞh3πjJ5−α ð0Þj0i ¼ AΛð2πÞ4δ4ðpτ − pν − p3πÞ
is the helicity amplitude for the decay of the axial current
to three pions. The squared matrix element summed and
averaged over the ντ and τ helicities, respectively, is
1
2
X
λτλν
jAλν;λτ j2 ¼ G2FjVudj2ðpατpβν þ pβτpαν − gαβðpτ · pνÞÞ
×
X
Λ;Λ0
εαðΛÞεβðΛ0ÞAΛAΛ0 : ð4Þ
The explicit evaluation of the expression is performed in
the τ-rest frame where pτ · εð0Þ ¼ ðm2τ − sÞ=ð2
ﬃﬃ
s
p Þ, and
pτ · εðÞ ¼ 0.
Using the recursive relation for the phase space, we split
it into the τ− → W−ντ-phase space dΦ2, and the three-pion
phase space dΦ3: dΦ4 ¼
R
dΦ2dΦ3ds=ð2πÞ, where
ﬃﬃ
s
p
is
the invariant mass of the hadronic system. To obtain the
differential width dΓ=ds, we integrate explicitly over the
neutrino angles,
dΓ
ds
¼ G
2
FjVudj2
64π2m3τ
ðm2τ − sÞ2
×
Z
dΦ3

jAþj2 þ jA−j2 þ
m2τ
s
jA0j2

: ð5Þ
Here, one power of the factor ðm2τ − sÞ follows from the
matrix element in Eq. (4), the other is given by the W−ντ
two-body phase space. The expression for the dΦ3 is given
in Appendix B. The integral is kept in the final expression
to facilitate the further discussion on partial-wave expan-
sion of the amplitude AΛ.
The helicity amplitude AΛ describes the coupling of the
axial current to the three charged pions. The pions are
labeled as follows, π−1 π
þ
2 π
−
3 (see Fig. 1). We use the isobar
model to parametrize the dynamics and explicitly incor-
porate the π−1 π
−
3 Bose symmetry,
AΛ ¼ Að3ÞΛ þ Að1ÞΛ ; ð6Þ
where the isobar amplitude AðkÞΛ includes only the sub-
channel interaction in a pion pair leaving the pion indexed k
as a bachelor. In Eq. (6), we disregard the π−π− interaction
since it is negligible compared to the dominant ρ-meson in
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the πþπ− subchannel. The pion momenta are denoted by pi
where i ¼ 1, 2, 3 as shown in Fig. 1 and the subchannel
invariant mass squared is denoted as σk ¼ ðpi þ pjÞ2. Here
and below we use the circular convention, i.e., the bachelor
pion has index k such that the ðijkÞ are numbers (123),
(231) or (312).
Each isobar amplitude receives different contributions,
often referred to as decay channels [1]. The importance of
different decay channels can be estimated by the relative
branching fractions of the a1ð1260Þ decay. The latest
measurements were carried out by the CLEO experiment
from τ decay [38,39] and by the COMPASS experiment in
diffractive production [40]. The extraction of branching
ratios is model-dependent and is influenced by the produc-
tion mechanism; however, we get a rough estimate of their
relative importance. The ρπS-wave channel is dominant with
a branching ratio of 60%–80%. The second most important
channel, f0ð500ÞπP-wave, was estimated to contribute less
than 20%. The combined branching ratio to the remaining
channels (ρπD-wave, f2πP-wave, KK¯S;D-waves) does
not exceed 10%. We thus limit the analysis to the main
ρπS-wave channel. Including other decay channels would
require the introduction of additional parameters for cou-
plings and production strengths, which cannot be fixed by
current publicly available data.
Therefore, we take the isobar amplitude to have the form,
AðkÞΛ ¼ CðkÞaðsÞfρðσkÞNΛðΩk;ΩijÞ; ð7Þ
where CðkÞ ¼ h1; μi; 1; μjj1; 0i ¼ 1=
ﬃﬃﬃ
2
p
is the Clebsch-
Gordan coefficient relating the two pion with isospin
projection μi;j ¼ 1 to ρ0 isospin states, thus, the sign
depends on the index k. The aðsÞ denotes the dynamical
part of the amplitude a1 → ρπS-wave in the canonical basis
[41,42], fρðσÞ is a parametrization for the ρ-meson decay
amplitude, and NΛðΩk;ΩijÞ is the angular decay function
for the decay chain a1 → ρπ, ρ → ππ,
NΛðΩk;ΩijÞ ¼
ﬃﬃﬃ
3
p X
λ
D1ΛλðΩkÞD1λ0ðΩijÞ: ð8Þ
The angles Ωk ¼ ðθk;ϕkÞ are the polar and the azimuthal
angles of the vector p⃗i þ p⃗j in the 3π helicity frame, i.e.,
the center-of-mass (CM) frame with the axis orientation
fixed by the production kinematics. TheΩij ¼ ðθij;ϕijÞ are
the spherical angles of the pion i in the helicity frame of the
isobar ðijÞ. Detailed discussion on the decay function in
Eq. (8) can be found in the Appendix B.
The line shape of the ρ-meson is given by the customary
Breit-Wigner amplitude with dynamical width [40,43]
fρðσÞ ¼ N
F1ðpðσÞRÞ
m2ρ − σ − imρΓρðσÞ
;
ΓρðσÞ ¼ Γρ
pðσÞ
pðm2ρÞ
mρﬃﬃﬃ
σ
p F
2
1ðpðσÞRÞ
F21ðpðm2ρÞRÞ
;
F21ðpRÞ ¼
ðpRÞ2
1þ ðpRÞ2 ; ð9Þ
where pðσÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ=4 −m2π
p
is the pion break-up momen-
tum, the function F1ðpRÞ combines the threshold factor
pðσÞ and the customary Blatt-Weisskopf barrier factor with
size parameter R ¼ 5 GeV−1. We use in the analysis
mπ ¼ 139.57 MeV, mρ ¼ 775.26 MeV [1]. For conven-
ience we fixN so that the phase-space integral ρðsÞ defined
below in Eq. (12a) approaches the two-body phase space
asymptotic value, 1=8π, in the limit s →∞, i.e.,
Z
∞
4m2π
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − 4m2π=σ
q
jfρðσÞj2dσ ¼ 16π2: ð10Þ
The normalization for fρðσÞ fixes the normalization
of aðsÞ.
Using Eqs. (6) and (7) to substitute the amplitude AΛ in
Eq. (5), we get the expression for the differential width in
terms of the dynamic amplitude aðsÞ.
dΓ
ds
¼ G
2
FjVudj2
64π2m3τ

2þm
2
τ
s

ðm2τ − sÞ2jaðsÞj2ρðsÞ: ð11Þ
where ρðsÞ is the effective ρπ phase space. We will consider
two models for ρðsÞ’s:
ρSYMMðsÞ ¼
1
2
Z
dΦ3jfρðσ1ÞN0ðΩ1;Ω23Þ
− fρðσ3ÞN0ðΩ3;Ω12Þj2; ð12aÞ
ρQTBðsÞ ¼
Z
dΦ3jfρðσ1ÞN0ðΩ1;Ω23Þj2: ð12bÞ
The expression in Eq. (12a) strictly follows from
Eqs. (6), (7), and (11). The label SYMM is introduced
to emphasize the symmetrization between the decay
channels, i.e., the ρπ channels k ¼ 1 and 3. The relative
minus sign comes from the symmetry of the isospin
coefficient in Eq. (7). The integral in Eq. (12a) is the
same for all helicities Λ due to the properties of the
Wigner d-functions, therefore we set Λ ¼ 0 for simplicity.
The interference term is only significant at low energy,
FIG. 1. Diagram for the decay τ− → π−πþπ−ντ. The momenta
of the τ lepton and ντ are denoted by pτ and pν. The pions
momenta are labeled by pi, i ¼ 1, 2, 3. s is the invariant mass of
the three pions.
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where the overlapping region of the two ρ-mesons
contributes to a substantial fraction of the Dalitz plot.
The ρQTB (quasi-two-body) in Eq. (12) is a simplified
phase space where the interference term is neglected. In
this case, the integrals of the two decay chains squared are
identical, which cancels the 1=2 factor in front. This
model treats the ρ-meson as quasistable and the inter-
action between the ρπ as a two-body interaction. The
simplification is suggested and discussed in Ref. [44] to
treat the multiparticle final states. The same approxima-
tion is commonly used to account for 4π channel in the
ππ=KK¯ coupled-channels problem [45,46]). Finally, as
shown in Fig. 2, the interference is rather small. Since this
model is simpler, we would like to test it as an alternative.
Our model for the decay amplitude is constrained by
the approximate three-body unitary [29,44]. Turning
general 3-body unitarity into some practically useful
equations is cumbersome and not complete yet. A
significant progress in this direction has been made in
Refs. [14–17]. In particular, one can separate the genuine
three-body unitary from the subchannel unitarity related
to rescattering between different isobars. These processes
modify the line shape of the subchannel amplitudes
[47–53]. A good example is the ρπ-dynamics studied
in the 1−− sector in the decay of ω=ϕ [48,50], where
the final-state interaction were found to shift and skew the
ρ-meson peak. Conversely, in our models we focus on the
3-body resonance dynamics, and simplify the problem by
neglecting the effects of the rescattering on the isobar
line shapes. We introduce the ρπ elastic scattering isobar
amplitude tðsÞ, to impose the unitarity constraints for the
amplitude aðsÞ:
2ImaðsÞ ¼ tðsÞρðsÞaðsÞ; ð13aÞ
2ImtðsÞ ¼ tðsÞρðsÞtðsÞ; ð13bÞ
where ρðsÞ is the effective phase space given by Eq. (12a)
or Eq. (12b). The factor of 2 in the left-hand side of
Eq. (13) is kept for convenience.
The unitarity equations (13) can be satisfied by a certain
choice of the parametrization.
tðsÞ ¼ g
2
m2 − s − ig2CðsÞ=2 ; aðsÞ ¼ αðsÞtðsÞ; ð14Þ
where CðsÞ is an analytic function constrained by condition
ImiCðsÞ ¼ ρðsÞ. To describe the amplitude dominated by
a single resonance, we added a first order polynomial
ðm2 − sÞ=g2 to the denominator of tðsÞ, which is equivalent
to have the K-matrix with a single pole [42]. The numerator
function αðsÞ is supposed to incorporate the singularities
specific to the production process into the amplitude aðsÞ.
The final state interaction required by unitarity is accounted
for by the multiplicative form of the production amplitude
in Eq. (14). It diminishes the differences between different
possible production mechanisms, e.g., resonant vs non-
resonant production of ρπ. In the case at hand we use
α ¼ const. There are two common constructions for CðsÞ
which both satisfy unitarity:
(1) The models with CðsÞ ¼ ρðsÞ will be called non-
dispersive. These models have left-hand singular-
ities on the physical sheet inherited from the phase
space, which are not motivated by physics.
(2) The dispersive models have CðsÞ ¼ ρ˜ðsÞ, with
iρ˜ðsÞ ¼ l0 þ
s
π
Z
∞
9m2π
ds0
ρðs0Þ
s0ðs0 − s − iϵÞ ; ð15Þ
where the subtraction constant l0 is chosen such that
the real part of iρ˜ðsÞ is zero at the point ðmρ þmπÞ2.
The function iρ˜ðsÞ has no singularities other than the
unitarity cut as guaranteed by the Cauchy integral
theorem. It is analogous to the Chew-Mandelstam
function for the two-body scattering amplitude [29].
We note that the first construction with CðsÞ ¼ ρðsÞ
resembles the Breit-Wigner amplitude with a dynamical
width [1]. In contrast, the dispersive amplitudes do not have
the unmotivated left-hand cut generated by ρ in Eq. (12a).
For all models, the structure of CðsÞ ensures unitarity and
extends the applicability of Eq. (14) from threshold to
energy regions where higher-lying resonances or/and non-
elastic channels become significant.
FIG. 2. The phase space ρðsÞ calculated for different models.
The black solid line shows the symmetrized ρSYMM from
Eq. (12a). The dashed curve represents ρQTB from Eq. (12b),
which neglects the interference between the two ρπ decay chains.
For reference we draw the two-body ρπ phase space given byﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðs − ðmρ þmπÞ2Þðs − ðmρ −mπÞ2Þ
q
=ð8πsÞ with a solid red
line. Due to the chosen normalization in Eq. (10), all functions
approach the same asymptotic limit. The dotted line shows the
difference in the interference terms calculated in two different
ways for sþ iϵ as discussed in Sec. IV B.
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To summarize, the final expression for the differential
cross section is.
dΓ
ds
¼ 1
s

1 −
s
m2τ

2

1þ 2s
m2τ

cρðsÞ
jm2 − s − ig2CðsÞ=2j2 :
ð16Þ
Equation (16) follows from Eq. (11). The constant c
absorbs all energy-independent numerical factors; m, g,
and c are real parameters which are fitted to data. The four
models we are going to test are summarized in Table I. Our
primary model is SYMM-DISP, which is the one that
incorporates the most of physical arguments. The SYMM
model contains additional left-hand singularities with
respect to SYMM-DISP. The QTB and QTB-DISP models
do not include the interference between the two decay
chains, but are much simpler to calculate on the real axis
and continue to the complex plane. The CðsÞ is calculated
using the same ρðsÞ as in the numerator of Eq. (16), which
is either ρQTB or ρSYMM as given in Table I.
III. FIT RESULTS AND RESONANCE
PARAMETERS
The largest public data set for τ → 3πντ was collected by
the ALEPH experiment in 2005 [54].1 The distribution
dΓ=ds is binned in 0.025 GeV2 bins and normalized by the
measured branching ratio. We fit 103 data points in the
range 0.38 GeV2 ≤ s ≤ 2.94 GeV2. We minimize the χ2-
function taking into account the covariance matrix provided
in Ref. [54],
χ2ðc;m; gÞ ¼ ðD⃗ − M⃗ðc;m; gÞÞTC−1statðD⃗ − M⃗ðc;m; gÞÞ;
ð17Þ
where D⃗ is a vector of ALEPH data points, M⃗ðc;m; gÞ is a
vector of the model predictions calculated for the centers of
the bins. The matrix Cstat is the covariance matrix of the
statistical errors. The systematic uncertainties are smaller
than the statistical ones by a factor 5, and can be neglected.
Nonzero correlations among different bins are introduced
by the unfolding procedure. It is worth noticing the 3π
spectrum does not show the expected random noise. As
discussed in the follow up analysis of the ALEPH [55], the
problem appears because the errors of the unfolding
procedure were not correctly propagated. Hence, the
absolute value of χ2 we obtained does not have a strict
statistical meaning. However, we assume that for the model
characterization based on relative χ2 values, the problem
should not be critical.
The gradient minimization is performed using the
NLopt optimizer and the ND_MMA algorithm [56]
with the automatic differentiation provided by the
ForwardDiff.jl-package [57]. The minimum we find
is always stable and isolated, as checked by repeating the
minimization from different starting values. Fits to the
ALEPH data set are shown in Fig. 3, and the fit parameters
and χ2 values are shown in Table I. The nondispersive
models are not consistent with the data, with χ2 at least
three times worse than we have obtained for the dispersive
models. In particular, they fail to reproduce the line
shape around the peak and in the threshold region, and
we do not consider them any further. On the other hand,
the dispersive models show a good agreement with data,
obtaining χ2=n:d:f: ¼ 94=100 and χ2=n:d:f: ¼ 61=100
for the SYMM-DISP and QTB-DISP, respectively.
In the next section we will perform the analytic con-
tinuation of the amplitude to the second sheet and search
for the a1ð1260Þ resonance pole. For comparison with the
PDG [1], we first provide the customary Breit-Wigner
parameters, that can be extracted on the real axis. We
remind the reader that these are expected to be reaction-
dependent, and do not provide an unambiguous charac-
terization of the resonance. We define the Breit-Wigner
mass squared m2BW as the value of s when the denominator
of the amplitude tðsÞ in Eq. (14) becomes purely imaginary.
The value of the denominator at this point gives the Breit-
Wigner width, as it is equal to −imBWΓBW. For QTB-DISP
we get theBreit-Wignermass andwidth as ð1246 3Þ MeV
and ð394 5Þ MeV; for SYMM-DISP, ð1254 3Þ MeV
and ð461 8Þ MeV, where the errors are statistical only.
IV. ANALYTIC CONTINUATION
THE POLE POSITION
Once the amplitude is fixed on the real axis, its analytic
structure is unambiguously defined and can be explored.
Unitarity introduces a branch cut along the real axis from
TABLE I. Summary of the models discussed in Sec. II. The numerator and denominator refer to Eq. (16).
Model ρðsÞ in the numerator CðsÞ in the denominator χ2=n:d:f: m (GeV) g (GeV)
SYMM-DISP ρSYMMðsÞ ρ˜SYMMðsÞ 94=100 1.205 6.64
SYMM ρSYMMðsÞ ρSYMMðsÞ 663=100 1.230 6.65
QTB-DISP ρQTBðsÞ ρ˜QTBðsÞ 68=100 1.223 7.45
QTB ρQTBðsÞ ρQTBðsÞ 344=100 1.236 7.42
1An updated analysis was published in 2014 [55]. The main
difference is related to the use of a new method to unfold detector
effects from the mass spectra. However, the data were binned into
wider bins with variable bin size, which makes it less straightfor-
ward to use. For this reason we stick to data of [54].
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the 3π threshold to infinity, which opens a nontrivial
Riemann topology or sheet structure. The first Riemann
sheet is the one containing the physical values of the
amplitude slightly above the real axis. By construction,
the amplitudes in the dispersive models contain no other
singularity on the first sheet than the unitarity cut. Resonance
poles are expected to lie on the second sheet, which is
connected to the physical axis from below. The unitarity
conditionEq. (13b) gives us a relationon the real axis that can
be used to continue the amplitude in the complex s-plane.
The real-axis relation followed from Eq. (13) reads
t−1I ðsþ iϵÞ − Δt−1ðsÞ ¼ t−1I ðs − iϵÞ ¼ t−1II ðsþ iϵÞ; ð18Þ
where Δt−1ðsÞ≡ t−1I ðsþ iϵÞ − t−1I ðs − iϵÞ ¼ −iρðsÞ is the
discontinuity across the cut, s is real, ϵ is an infinitesimal
positive number, and the Roman subscript indicates the
Riemann sheet. Thus, t−1II ðsÞ ¼ t−1I ðsÞ þ iρðsÞ and the pole
positions are determined by t−1II ðsÞ ¼ 0. The first sheet
amplitude, t−1I ðsÞ, is straightforward to calculate in the
complex plane using the dispersive integral in Eq. (15).
Continuation of the discontinuity, however, is more chal-
lenging since it is not explicitly analytical expression, as
Eq. (12a) contains amodulus operator. Therefore, we need to
find an analytic function which coincides with the disconti-
nuity on the real axis. All singularities of the discontinuity
−iρðsÞ will be present in the second sheet amplitude
according to Eq. (18). Among those, we expect the reflection
of the ρπ unitarity cut, which is pushed into the second sheet
due to the unstable nature of the ρ-meson.
For the continuation to the complex s-plane, we need to
evaluate fρðσÞ and fρðσÞ in Eqs. (12a) and (12b) for
complex argument σ. Along the physical axis fρðσÞ ¼
fðIÞρ ðσ þ iϵÞ and the analytic function fðIIÞρ ðσ þ iϵÞ coin-
cides with fρðσÞ due to the Schwarz reflection principle
and the continuity of the Riemann sheet structure, since
fρðσÞ ¼ fðIÞρ ðσ þ iϵÞ ¼ fðIÞρ ðσ − iϵÞ
¼ fðIIÞρ ðσ þ iϵÞ: ð19Þ
A. Analytic continuation of the QTB-DISP model
We start with the QTB-DISP model, whose analytic
continuation is simpler than the one of the SYMM-DISP
model. The discontinuity across the unitarity cut is given by
−iρQTB in Eq. (12b). The angular integrals in the phase
space can be solved analytically due to the properties of the
Wigner D-functions. We obtain
ρQTBðsÞ¼
1
2πð8πÞ2s
Z ð ﬃﬃsp −mπÞ2
4m2π
fðIIÞρ ðσ1ÞfðIÞρ ðσ1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ1λs1
p
σ1
dσ1;
ð20Þ
where we used the definition λi ¼ λðσi; m2π; m2πÞ, λsi ¼
λðs; σi; m2πÞ, with λ being the Källe´n triangle function
λðx;y;zÞ¼x2þy2þz2−2ðxyþyzþzxÞ. Using Eq. (19),
we replaced jfρðσ1Þj2 by the analytic expression fðIIÞρ ðσ1Þ
fðIÞρ ðσ1Þ. The function fðIÞρ ðσ1Þ does not have singularities
FIG. 3. Fit to ALEPH data with the four models described in the text. The models differ by either including the effect of interference
between two ρπ decay channels (SYMM) or not (QTB), and either using the dispersive integral over the phase space (DISP), or not.
The lower panels show the normalized residues.
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apart form cuts on the real axis, while the fðIIÞρ ðσ1Þ contains
the pole of the ρ-meson in the complex plane. For complex
values of s, the integral for the ρQTBðsÞ in Eq. (20) has the
upper endpoint in the complex plane, which requires a
prescription for the path of integration. The value of the
integral does not depend on the path of integration, unless
there are singularities of the integrand in the complex plane.
The integrand is plotted for complex values of σ1 in
Fig. 4. It has four branch points in the σ1-variable: 0,
σth ¼ 4m2π , σlim ¼ ð
ﬃﬃ
s
p
−mπÞ2, and ð
ﬃﬃ
s
p þmπÞ2, coming
from the product of the Källe´n functions,2 and the reso-
nance pole of the ρ-meson at σp ¼ ðmðpoleÞρ − iΓðpoleÞρ =2Þ2.3
Singularities of the integral arise when the upper integration
endpoint touches one of the singularities of the integrand.
The ρ-meson pole in the integrand transforms into a branch
singularity in the integral function. We find the branch point
sρπ by checkingwhen the upper integration endpoint touches
the ρ-meson pole; sρπ ¼ ðmðpoleÞρ þmπ − iΓðpoleÞρ =2Þ2. It is
indeed a branch singularity, because for every s there are
several ways to connect the integration limits in Eq. (20)
(see for example the solid and the dotted paths in the left
panel of Fig. 4) which yield integral values differing by the
residual of integrand in the ρ-meson pole. Practically, the
choice of the integration path determines the location of
the ρπ branch cut in the complex s-plane as the loci of s
values, for which the integration path goes through the pole.
To demonstrate the evolution of the cut in the s-plane we
consider the three different paths given in Eq. (21a):
CðstraÞσ ∶ σth → σlim ð21aÞ
CðrectÞσ ∶ σth → Reσlim → σlim; ð21bÞ
CðhookÞσ ∶ σth → 5Reσlim → σlim: ð21cÞ
The corresponding ρπ cut locations are shown in the right
panel of Fig. 4. The pathCðhookÞσ rotates the ρπ cut such that it
opens up a larger area of the closest unphysical sheet and is
used in the following for finding poles and illustration
purposes.
The amplitude tðsÞ in the complex s-plane for the
QTB-DISP model is shown in the left panel of Fig. 5.
Naively, one would expect a single pole in the com-
plex plane, originating from the single K-matrix pole,
g2=ðm2 − sÞ, present in Eq. (14). In contrast to this expect-
ation, two poles are observed. Furthermore, both are rather
close to the physical region. The correspondence between
the K-matrix poles and the complex poles can be estab-
lished by varying the coupling g. In the limit g → 0 the
complex poles should approach the real axis at the
position of the corresponding K-matrix poles. We find
FIG. 4. The left plot shows the complex plane of the integrand of Eq. (20), for s ¼ 0.6 − 0.35i GeV2. The red circular markers are the
square-root branch points, the crosses indicate positions of the poles. The integration paths from Eq. (21) are shown by the solid lines
with arrows. The right plot presents the location of the ρπ cut for the different integration paths.
2The branch points are connected by cuts. Since the integral is
calculated numerically it is important to make sure that the
integration path does not cross any cut between the integration
end points. To illustrate the cut choice shown in Fig. 4, we write
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ1λs1
p
¼ ﬃﬃﬃﬃﬃσ1p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ1 − 4m2π
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð ﬃﬃsp −mπÞ2 − σ1
q
×
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð ﬃﬃsp þmπÞ2 − σ1
q
:
For real values of s, this expression has two short branch
cuts on the real axis: one between 0 and σth, and the other
between the points ð ﬃﬃsp mπÞ2. When s is complex the first
s-independent cut remains, while the second one splits into two
straight cuts to the right with the branching points ð ﬃﬃsp mπÞ2
as shown in Fig. 4.
3For the ρ-meson the pole parameters are very close to the
Breit-Wigner parameters mðpoleÞρ ≈mρ, Γ
ðpoleÞ
ρ ≈ Γρ.
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that the deep pole approaches the real axis at s ¼ m2 ¼
ð1223 MeVÞ2 (see Table I with the fit results), while the
left pole goes to s ¼ 0. Due to these observations, we
identify the deep pole with a1ð1260Þ-pole label, i.e.,
corresponding to a resonance, and the left pole with a
“spurious”-pole, i.e., an artifact from our parametrization
in Eq. (14). This exercise also helps us to understand the
origin of the spurious pole: it is the 1=s singularity in ρQTB
[see Eq. (20)]. Clearly, this pole is an integral part of the
model. In Appendix Awe consider variations of the model
attempting to get rid of the spurious pole. We show that
its effect on the real axis is indeed required by the data.
It effectively parametrizes the unphysical sheet singular-
ities, e.g., the left-hand cuts related to the cross channel
exchanges between pions in the final state. For now, we
conclude by extracting the positions of the a1ð1260Þ
resonance pole in the QTB-DISP model. We use the
convention sp ¼ ðmp þ iΓp=2Þ2, obtaining
QTBDISP∶mða1ð1260ÞÞp ¼ð11666ÞMeV;
Γða1ð1260ÞÞp ¼ð79826ÞMeV: ð22Þ
For the error estimation we used the bootstrap technique
[58,59]: 1000 sets of pseudodata were generated using the
original data and the covariance matrices, with the
correlations taken into account in the Gaussian approxi-
mation. By refitting the pseudo data sets, we collect
samples of the parameters, which we use to estimate their
uncertainties. The distributions of the mass and width of
the pole obtained from the bootstrap are Gaussian to a
good approximation. The fit results and the calculated
error ellipses are shown in Fig. 9. The mean values of the
bootstrap sample for the pole positions differ from the real
data fit results by < 0.2σ which indicate a good consis-
tency and negligible bias of the bootstrap method [59].
B. Analytic continuation of the SYMM-DISP model
The evaluation of the discontinuity given by Eq. (12a)
for complex s is more complicated since the angular
integrals cannot be solved completely, see Appendix B.
We start by casting ρSYMMðsÞ in the form:
ρSYMMðsÞ ¼ ρQTBðsÞ − ρINTðsÞ; ð23Þ
where the first term in the sum is the phase-space factor in
the QTB-DISP model, the second term is the interference
contribution given by Eq. (B16). Substituting fρ → f
ðIÞ
ρ
and fρ → f
ðIIÞ
ρ in Eq. (B16) we get:
ρINTðsÞ ¼
1
2πð8πÞ2s
Z
σlim
4m2π
dσ1
Z
σþ
3
ðσ1;sÞ
σ−
3
ðσ1;sÞ
dσ3
×
fðIIÞρ ðσ1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ1 − 4m2π
p fðIÞρ ðσ3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ3 − 4m2π
p
×
Wð ﬃﬃsp ; ﬃﬃﬃﬃﬃσ1p ; ﬃﬃﬃﬃﬃσ3p Þ
ðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ1p Þ2 −m2πÞðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ3p Þ2 −m2πÞ :
ð24Þ
The function Wða; b; cÞ is a multivariable polynomial
defined in Eq. (B14). Omitting constant factors, the
function fρðσÞ is given by
fρðσÞ ∝
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FðσÞp
m2ρ − σ − imρΓðσÞ
; ΓðσÞ ∝ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4m2π − σ
p
ﬃﬃﬃ
σ
p FðσÞ;
FðσÞ ∝ σ − 4m
2
π
σ − 4m2π þ 4=R2
: ð25Þ
A right-hand cut is introduced by i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4m2π − σ
p
. In addition,
there are two branch points: one at σ ¼ 0 from the phase
space in the width ΓðσÞ, and another one at σ ¼ 4m2π − 4=R2
FIG. 5. Analytic continuation of the amplitude tðsÞ in Eq. (14) for different models: QTB-DISP (Left plot), SYMM-DISP (Right plot).
Lines indicate the jtðsÞj equipotential levels. The poles of the amplitude are the bright spots. The red dots indicate branch points
corresponding to the opening of decay channels.
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due to the Blatt-Weisskopf factor in the numerator. The
break-up momentum singularity
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ − 4m2π
p
in the numer-
ator of fðσÞ is canceled by the same factor which arises from
the angular function (see Eq. (24)). The parametrization of
fρðsÞ in Eq. (25) contains 5 poles, as one can count by the
order of the polynomial which would give zeros of the
denominator. They correspond to the ρ-meson poles at
ðmρ  iΓρ=2Þ2, and three spurious poles lying far away
from the physical region as shown in Fig. 4. The integration
endpoints of the σ3 variable, σ3 ðσ1; sÞ, describe the border
of the Dalitz plot for fixed value of s (Fig. 6, left panel),
σ3 ðσ1; sÞ ¼
sþ 3m2π − σ1
2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ1λs1
p
2σ1
: ð26Þ
As soon as s becomes complex the endpoints depart from
the real axis and move into the complex plane. The
trajectories of the σ3 as functions of σ1 moving from
4m2π to ð
ﬃﬃ
s
p
−mπÞ2 are nontrivial. As shown in Fig. 6,
while σ1 moves along the CðhookÞ path (see Eq. (21c)), the
σ−3 circles around the branch point 4m
2
π . When σ3 crosses
the unitarity cut, the sheet, on which it is evaluated, must
be changed. However, if the σ1 path goes exactly through
the point ðs −m2πÞ=2, σ−3 just touches the branch point
4m2π , (indeed, σ−3 ððs −m2πÞ=2; sÞ ¼ 4m2π). In that case we
are allowed to stay on the same sheet. Therefore, there are
two ways to calculate ρINT for a complex argument (see
Appendix C for more details):
(1) ρð1ÞINT: We choose a special path in σ1,
CðspecÞσ ∶ σth → ðs −m2πÞ=2 → σlim; ð27Þ
the σ3 always stay on the same sheet and can be
connected with a straight (undistorted) path.
(2) ρð2ÞINT: We let σ
−
3 circle around the branch point,
changing sheets of fðσ3Þ appropriately. When
σ1 ¼ σth, the integration limits σ3 coincide. For
certain values of σ1, σ−3 changes the sheet and,
therefore, when σ1 is in its upper limit σlim, the
positions of σ3 coincide, but they are on the different
sheets. The integration path must be detoured around
the branch point as shown in Fig. 7.
The first option provides a unique continuation of
Eq. (B16), however, the integration contour is bound to
pass through ðs −m2πÞ=2 which is nonanalytic point of the
integrand (see Appendix C). The integrand in the second
option stays analytic on the integration contour, but in the
limit of real s, the function ρð2ÞINT deviates from the original
expression in Eq. (B16). For s ¼ Resþ iϵ, we change the
sheet of σ−3 when σ1 > ðs −m2πÞ=2, in contrast to the first
option. The mismatch is calculated by integrating the
discontinuity across the σ3 unitarity cut over the shaded
area of Fig. 6.
ρð1ÞINTðsþ iϵÞ−ρð2ÞINTðsþ iϵÞ
¼
Z ð ﬃﬃsp −mπÞ2
ðs−m2πÞ=2
dσ1
Z
σth
σ−
3
ðσ1;sÞ
dσ3
½fðIÞρ ðσ3þ iϵÞ−fðIÞρ ðσ3− iϵÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ3−4m2π
p
×
fðIIÞρ ðσ1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ1−4m2π
p Wð
ﬃﬃ
s
p
;
ﬃﬃﬃﬃﬃ
σ1
p
;
ﬃﬃﬃﬃﬃ
σ3
p Þ
ðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ1p Þ2−m2πÞðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ3p Þ2−m2πÞ :
ð28Þ
FIG. 6. Integration paths in the complex σ-plane: while σ1 is moving along the path σth → σlim, the integration endpoints
σþ3 ðs; σ1Þðσ−3 ðs; σ1ÞÞ are traveling in the complex plane along the lines shown by black solid (dashed) curve The left plot shows the
integration ranges of σ1 and σ3 for a real value of s ¼ 1.5 GeV2. The red line is the straight integration path in σ1. The yellow circles
indicate the border of the integration domain when the integration endpoints in σ3 coincide. In the right plot, the same lines are shown in
the complex σ plane combined for σ1 and σ3 when s ¼ 1.5 − 0.6i GeV2. The points 4m2π and ð
ﬃﬃ
s
p
−mπÞ2 are shown by the small orange
dots. While σ1 moves along the contour CðhookÞ indicated by the red line, the integration limits σ3 follow the dashed and the solid lines
analogously to the left plot. The shaded area indicates the additional contribution to the phase-space integral discussed in Eq. (28).
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The difference is practically negligible as shown in
Fig. 2. The impact on the fit parameters and the values
of the amplitude in the complex plane is a few orders
of magnitude smaller than the statistical uncertainties.
For the following discussion we use ρð2ÞINTðsÞ for the reason
that the ρπ-cut can be rotated in the same way as before
by using CðhookÞ path in σ1. Interestingly, an analogous
problem appears in relation to the Khuri-Treiman
equations (see Appendix in Ref. [14], Sec. IV in
Ref. [60]). Reference [61] gives arguments in favor of
the first option.
As soon as the discontinuity is known for the whole
complex plane, the amplitude on the unphysical sheet can
be computed according to Eq. (18). The contour plot on the
right panel of Fig. 5 presents the closest unphysical sheet of
the amplitude, which is smoothly connected to the real axis.
We find two poles and identify them as the a1ð1260Þ
resonance pole and the left “spurious” pole as shown in
Fig. 5. for the same reasoning as in Sec. IVA. The pole
parameters are
SYMM DISP∶ mða1ð1260ÞÞp ¼ ð1209 4Þ MeV;
Γða1ð1260ÞÞp ¼ ð576 11Þ MeV: ð29Þ
The statistical errors are obtained from a bootstrap analysis
as described above in Sec. IVA. The combined results are
presented in Fig. 9.
V. SYSTEMATIC UNCERTAINTIES
The description of three-particle resonances is a diffi-
cult problem because of the complicated structure of final-
state interactions, which induces an interplay between
different decay channels. The latter manifests itself in the
FIG. 7. The complex sheets of the isobar amplitude fρðσÞ and fρðσÞ. The left plot shows the analytic continuation of the function
fρðσÞ above and below the real axis. The function for positive imaginary part is the same as fðIÞρ ðσÞ; it is continuously connected to
fðIIÞρ ðσÞ plotted for the negative imaginary part of σ. The right plot shows the analytic continuation of fρðσÞ, where the sheets are
inverted. The lines are jfρðσÞj equipotential surfaces. The circular spots are the poles (see also red crosses in the left plot of Fig. 4). The
markers on the real axis are the branch points of the left-hand cuts: the square marker shows the branch point from the break-up
momentum located at σ ¼ 4m2π , the diamond marker the σ ¼ 0 branch point, the circular marker indicates the branch point related to the
Blatt-Weisskopf factors in the numerator of the fρðσÞ in Eq. (25).
FIG. 8. The change of the χ2 is plotted against the ρ-meson parameters in Eq. (9): the mass mρ, the width Γρ and the Blatt-Weisskopf
size parameter R. The vertical lines indicate the estimated values where the minimum is found.
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modification of the isobar line shape and the presence of
interference terms. The importance of three-body effects
is readily seen in the difference of SYMM-DISP and
QTB-DISP pole positions, cf. Eqs. (29) and (22).
Knowing that the interference between two ρπ decay
channels must be present, we now focus on systematic
studies of SYMM-DISP, keeping QTB-DISP for a mere
comparison. The largest systematic uncertainty is the
dependence of the a1ð1260Þ pole position on the line
shape of the subchannel resonance ρ. In principle, we
know that final-state interactions shift and skew the ρ
peak. The scale of the ρ-meson mass shift can be estimated
from the studies of ω=ϕ decays using Khuri-Treiman
equations [48,50]. Figure 3 of Ref. [48] suggests a shift of
the real and imaginary parts of the isobar amplitude of the
order of 10 MeV before and after final-state interactions
are taken into account. To estimate the effect on the
a1ð1260Þ pole position, we vary the parameters of fρðσÞ in
Eq. (9), i.e., the mass mρ, the width Γρ and the Blatt-
Weisskopf radius R, performing a χ2 scan over each
parameter, while keeping the others at their nominal
values (Fig. 8). The new pole position obtained for the
parameter value which minimizes the χ2 for each scan is
then used to estimate the systematic error for the pole
position of the main fit. The results of these studies are
summarized in Table II (see fit studies #2–7, were #4 was
introduced as an additional intermediate point outside of
the minimum). The a1ð1260Þ pole position is extracted,
the results for the pole mass and width are represented in
Fig. 9 by open ellipses.
We perform an additional test of the influence of
heavier resonances, as the a1ð1640Þ, by excluding the
region s > 2 GeV2 from the fit. The fit quality does not
change substantially, but get slightly worse due to the
reduction of the degrees of freedom (see #1 in Table II).
The values for the pole position are shown in Fig. 9 and
included to the systematic error of our final result.
The final systematic uncertainties are found by assigning
the maximal deviation of the pole position in the systematic
studies to the main fit SYMM-DISP:
mða1ð1260ÞÞp ¼ ð1209 4þ12−9 Þ MeV;
Γða1ð1260ÞÞp ¼ ð576 11þ89−20Þ MeV:
where the first uncertainty is statistical and the second
systematic.
VI. CONCLUSIONS
In this paper we have presented a new analysis of the
lightest isovector axial-vector resonance a1ð1260Þ
decaying to three charged pions. Despite the fact that
the corresponding JPC ¼ 1þþ partial wave dominates the
hadronic weak decay of τ leptons as well as diffractive
reactions of high-energy pions, the parameters of the
a1ð1260Þ are still poorly known. While the latter reactions
suffer from an irreducible background due to nonresonant
processes, the system of three pions produced in τ decay
provides a very clean access to axial-vector resonances.
TABLE II. The values m, g and χ2 for fits described in Sec. V. For scans over parameters mρ, R and Γp we present the values of m, g
and χ2 obtained in the minimum in the profile χ2 plots shown in Fig. 8.
QTB-DISP SYMM-DISP
# Fit studies m, GeV g, GeV χ2=n:d:f: m, GeV g, GeV χ2=n:d:f:
1 s < 2 GeV2 1.232 7.6 53=62 1.200 6.57 81=62
2 R0 ¼ 3 GeV−1 1.211 7.00 18=100
3 m0ρ ¼ mρ þ 10 MeV 1.207 6.85 83=100
4 m0ρ ¼ mρ − 10 MeV 1.204 7.23 37=100
5 m0ρ ¼ mρ − 20 MeV 1.217 7.01 30=100
6 Γ0ρ ¼ Γρ þ 5 MeV 1.223 7.45 66=100
7 Γ0ρ ¼ Γρ − 30 MeV 1.205 6.79 36=100
FIG. 9. Extracted a1ð1260Þ pole positions in the models
QTB-DISP and SYMM-DISP. The ellipses show the 2σ contour
of the systematic uncertainties obtained by the bootstrap method.
The results of the systematic tests are shown by the open ellipses.
The numerical labels correspond to the indices of the studies
described in Table II.
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Compared to a two-particle system, however, the system of
three interacting particles exhibits additional phenomena,
such as 3-particle rescattering or interference between
different decay chains. These 3-body effects are taken into
account using reaction models constraining the dynamics in
the total invariant mass, however, without imposing sub-
channel unitarity. We have considered four analytic models
of an isolated resonance decaying to three pions via the ρπ
channel. All these models satisfied approximate three-body
unitary, but differ by the left-hand singularities and the
treatment of the interference between the two ρπ decay
channels. Using the τ− → π−πþπ−ντ data from ALEPH
[54], we found that the dispersive models, having no left-
hand singularities on the physical sheet, fit the data
clearly better.
In order to find the pole position corresponding to
the a1ð1260Þ resonance, we have explored the analytic
structure of the amplitude and performed its analytic
continuation into the complex plane of the three-pion
invariant mass squared, a challenging, and technically
demanding task, requiring us to use a prescription for
the integration paths in the two-pion invariant mass
squared. We have searched for the singularities in the
closest unphysical sheet, and have identified a pole as the
a1ð1260Þ resonance. The mass and width of the a1ð1260Þ
are given in terms of its pole position in the main SYMM-
DISP model:
mða1ð1260ÞÞp ¼ ð1209 4þ12−9 Þ MeV;
Γða1ð1260ÞÞp ¼ ð576 11þ89−20Þ MeV:
The dominant source of systematic errors is the sensitivity
to the details of the subchannel interactions. The sim-
plified QTB-DISP model, which neglects the interference
between the two ρπ-channels, results in a significantly
different pole position and a larger systematic uncertainty.
This analysis can be extended by further advancing the
theoretical framework and constraining the model by fitting
the Dalitz decay variables. This will be possible when the
data from Belle II or BES III become available. In addition,
the results from this analysis will help to better constrain
the nonresonant background in diffractive reactions, as
measured by the COMPASS experiment.
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APPENDIX A: STUDIES OF THE
SPURIOUS POLE
Performing the analytical continuation in Sec. IV we
have shown that, in addition to the expected a1ð1260Þ pole,
there is a spurious pole rather close to the physical region.
At first, the spurious pole looks surprising, however, it is
clearly present in every Breit-Wigner-like model of a
resonance decaying to particles of different masses.
Indeed, the denominator of the Breit-Wigner amplitude
with energy-dependent width decaying to two scalar
particles in an S-wave reads:
DBWðsÞ ¼ m2 − s − imΓðsÞ;
ΓðsÞ ¼ g
2
16πm
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðs − ðm1 þm2Þ2Þðs − ðm1 −m2Þ2
p
Þ
s
:
ðA1Þ
When m1 ≠ m2, the equation DBWðsÞ ¼ 0 has 4 complex
roots, which we can identify by the order of the polynomial
which gives those roots:
ð16πsðm2 − sÞÞ2 þ g4ðs − ðm1 þm2Þ2Þ
× ðs − ðm1 −m2Þ2Þ ¼ 0 ðA2Þ
Since all coefficients of the polynomial are real, the poles
appear in conjugated pairs above and below the real axis.
The two Breit-Wigner poles below the real axis are
analogous to the a1ð1260Þ and the spurious pole. To
demonstrate this further, we draw the complex plane of
the 1=DBWðsÞ function with m ¼ 1.2 GeV, g ¼ 7.8 GeV,
TABLE III. Extension of Table I with the models from Appendix A. We added the last column to present
additional parameters which enter in the models.
Model
ρðsÞ in the
numerator
CðsÞ in the
denominator χ2=n:d:f: m, MeV g, GeV h, m02 GeV2
sQTB DISPð2Þ ρQTBðsÞ ρ˜QTBðsÞ 979=100 1.915 17.94
sQTB DISPð3Þ ρQTBðsÞ ρ˜QTBðsÞ 67=100 1.075 9.27 0.578
sQTB DISPð4Þ ρQTBðsÞ ρ˜QTBðsÞ 42=100 1.229 6.01 −39.3, 0.0
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m1 ¼ mρ, m2 ¼ mπ in Fig. 10. We find that the spurious
pole has no influence on the physical region as long as the
resonance is far from threshold and rather narrow. Both
poles become important for the real axis physics when the
studied resonance is close to threshold or/and wider.
The spurious pole is a feature of Breit-Wigner-like
models. It is generated by the 1=s singularity of the phase
space in Eqs. (A1) and (20). In order to remove it, we try
to exclude the 1=s factor from the dispersive term.
Following the studies of QTB-DISP, we consider a new
model for scattering and production amplitudes tˆðsÞ ¼
tðsÞ=s and aˆðsÞ ¼ aðsÞ=s, and modify the unitarity equa-
tions accordingly.
2ImtˆðsÞ ¼ tˆðsÞðsρQTBðsÞÞtˆðsÞ; ðA3aÞ
2ImaˆðsÞ ¼ tˆðsÞðsρQTBðsÞÞaˆðsÞ; ðA3bÞ
where sρðsÞ is free of the 1=s singularity. The para-
metrization which satisfies the unitarity constraints is
aˆsQTBDISPðkÞ ðsÞ ¼ c
0
K−1k ðsÞ − isρ˜QTBðsÞ=2
; ðA4Þ
where the index k gives the number of parameters in the
function K−1k ðsÞ, the models are labeled sQTB DISPðkÞ.
The function sρðsÞ has a ∼s1 asymptotic behavior, there-
fore the dispersive integral must be subtracted twice. The
integrand is thus the same as in Eq. (15), but the integral is
multiplied by an extra factor of s as in Eq. (A4). To make
the dispersive integral independent of the subtraction
points we must consider a polynomial of order k ≥ 2.
We consider three forms of functions KkðsÞ,
K2ðsÞ ¼ g2=ðm2 − sÞ; ðA5Þ
K3ðsÞ ¼ g2=ðsðm2 − sÞ þ hÞ ðA6Þ
K4ðsÞ ¼ g2=ðm2 − sÞ þ h0=ðm02 − sÞ ðA7Þ
The K2ðsÞ and K4ðsÞ are inspired by the K-matrix
approach with one and two poles, respectively, while
K3ðsÞ is a special two-pole model which exactly coincides
with QTB-DISP when h ¼ 0.
The models sQTB DISPðkÞ are fitted to the data
giving parameters presented in Table III. In Fig. 11 we
show the continuation of the sQTB DISPð2Þ model,
FIG. 10. Analytic continuation of the amplitude 1=DBWðsÞ
from Eq. (A1). Lines indicate the jDBWj equipotential levels. The
poles of the amplitude are the bright spots. The red dots indicate
branch points for channel openings.
FIG. 11. tðsÞ in the model sQTB DISPðkÞ. Lines indicate equipotential levels for the jtˆsQTBDISPðkÞ ðsÞj function from Eq. (A4). The
poles of the amplitude are the yellow spots. The red dots indicate branch points for channel openings: 3π-branch point and ρπ-branch
point. The complex plane for the model sQTB DISPð2Þ (the models model sQTB DISPð3Þ) fitted to the data is shown in the left
(right) plot. The quality of the fit is indicated in the legend box on the right.
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fitted to data. The spurious pole is no longer present.
However, the quality of the fit is not acceptable: the best
χ2=n:d:f: is equal to 979=100. When we increase the
freedom by taking the model sQTB DISPð3Þ the fit
quality significantly improves to yield a χ2=n:d:f: ¼
67=100. Quite spectacularly, the picture of the complex
plane is changed back: the place of the spurious pole
is taken by the explicit pole introduced in the K-function
(see the right plot of Fig. 11). The next relaxation of the
setup in sQTB DISPð4Þ overfits the data and gives
χ2=n:d:f: ¼ 42=100. However, the positions of the reso-
nance and spurious poles do not change much.
The position of the spurious pole was investigated for all
systematic studies we performed in Sec. V as shown in
Fig. 12.
APPENDIX B: ANALYTICAL SIMPLIFICATION
OF THE PHASE-SPACE INTEGRAL
In this Appendix we demonstrate how the integrals in the
phase-space factor ρðsÞ Eq. (12a) can be simplified using
the properties of the Wigner D-functions.
ρðsÞ ¼ 1
2
Z
dΦ3jfρðσ1ÞN0ðΩ1;Ω23Þ
− fρðσ3ÞN0ðΩ3;Ω12Þj2; ðB1Þ
We start by explicitly defining the angles in the decay
functions N0ðΩk;ΩijÞ given by Eq. (8). The three-pion
center-of-mass (CM) frame is oriented by the direction of
W in τ decay (W helicity frame). The momentum vector of
the τ defines the xz plane, a.k.a. the production plane.Ωk ¼
ðθk;ϕkÞ denotes the polar and azimuthal angles of the
vector p⃗i þ p⃗j in the CM-frame. The Ωij ¼ ðθij;ϕijÞ are
the spherical angles of the pion i in the helicity frame of
the isobar ðijÞ. This helicity frame is obtained from the CM
frame by active rotation R−1ðΩkÞ and boost along the
z-axis. Equivalently, we can notice that the boost does not
change azimuthal orientation, therefore, the y-axis direction
e⃗y in the helicity frame can be found by e⃗0z × e⃗z, where e⃗0z is
the original orientation of the CM z-axis.
We write the phase-space differential through the two
pairs of spherical angles.
dΦ3 ¼
dσ1
2π
1
8π
ﬃﬃﬃﬃﬃﬃ
λs1
p
s
dΩ1
4π
1
8π
ﬃﬃﬃﬃ
λ1
p
σ1
dΩ23
4π
¼ dσ3
2π
1
8π
ﬃﬃﬃﬃﬃﬃ
λs3
p
s
dΩ3
4π
1
8π
ﬃﬃﬃﬃ
λ3
p
σ3
dΩ12
4π
; ðB2Þ
where we used λi ¼ λðσi; m2π; m2πÞ, λsi ¼ λðs; σi; m2πÞ, with
λðx; y; zÞ ¼ x2 þ y2 þ z2 − 2ðxyþ yzþ zxÞ the Källe´n tri-
angle function. The decay functions are conveniently
normalized:
Z
dΩk
4π
dΩij
4π
jN0ðΩk;ΩijÞj2 ¼ 1: ðB3Þ
Nowwe can expand the squared expression in Eq. (B1), use
the normalization property, and combine the squared terms,
ρSYMMðsÞ¼
1
2πð8πÞ2s
Z
jfρðσ1Þj2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ1λs1
p
σ1
dσ1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ρQTBðsÞ
−
Z
dΦ3fρðσ1Þfρðσ3ÞN0ðΩ1;Ω23ÞN0ðΩ3;Ω12Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ρINTðsÞ
;
ðB4Þ
where we used the observation that the last integral is real.
Indeed, the term transforms to itself under complex
FIG. 12. Extracted pole positions in the models QTB-DISP and SYMM-DISP: the resonance poles are on the right, the spurious poles
are on the left. The ellipses show the 2σ contours of the statistical uncertainties obtained by the bootstrap method. The results of the
systematic tests are shown by the open ellipses. The numerical labels correspond to the indexes of the systematic tests described in
Table II.
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conjugation due to the 1↔ 3 symmetry of the differential
phase space and the relation N0ðΩk;ΩijÞ ¼ −N0ðΩk;ΩjiÞ
following from
Dlλ0ðΩjiÞ ¼ dlλ0ðπ − θijÞe−iλðπþϕ23Þ
¼ ð−1Þlþλdlλ0ðθijÞð−1Þλe−iλϕ23
¼ ð−1ÞlDlλ0ðΩijÞ; ðB5Þ
for l ¼ 1, which has to be used for both terms N0ðΩ3;Ω12Þ
and N0ðΩ1;Ω23Þ.
The interference term can be further simplified by
integrating over three angular variables. The NΛðΩ3;Ω12Þ
contains a product of Wigner D-functions which can be
written as
D1ΛλðΩ3ÞD1λ0ðΩ12Þ¼D1Λλðϕ3;θ3;ϕ12Þd1λ0ðθ12Þ
¼
X
λ0
D1Λλ0 ðϕ1;θ1;ϕ23Þd1λ0λðθˆ13Þd1λ0ðθ12Þ;
ðB6Þ
where θˆ13 is the angle between p⃗1 and p⃗3 in CM-frame.
One can understand the relation in the following way.
The D1ΛλðΩ3Þ ¼ D1Λλðϕ3; θ3; 0Þ and D1λ0ðΩ12Þ ¼ D1λ0ðϕ12;
θ12; 0Þ represent the rotations ½Rzðϕ3ÞRyðθ3Þ−1 and
½Rzðϕ12ÞRyðθ12Þ−1. The first transformation rotates the
3π system in the CM-frame such that the momentum p⃗1 þ
p⃗2 ¼ −p⃗3 is aligned to the z-axis. When the system is
boosted to the (12) rest frame (helicity frame), the second
transformation aligns p⃗1 to z-axis (we remind that Ω12
stands for the spherical angles of the particle 1 in the (12)
helicity frame). Since the rotation Rzðϕ12Þ commutes with
the boost along z-axis, we can combine the three rotations in
CM-frame, R−1z ðϕ12ÞR−1y ðθ3ÞR−1z ðϕ3Þ. The combined trans-
formation has a clear meaning: it brings the 3π system to the
x-z plane such that p⃗3 points to −z-direction. The trans-
formation R−1z ðϕ23ÞR−1y ðθ1ÞR−1z ðϕ1Þ also brings the
3π system to the xz-plane while p⃗1 is aligned with
−z-direction. The difference between the results of the
transformations is a rotation about y-axis, represented by
d1λ0λðθˆ13Þ. In that way, the function D1Λλðϕ1; θ1; θ23Þ appears
in both decay functions in the interference term in Eq. (B4).
This allows us to solve three angular integrals analytically.
The expression for ρINT is simplified as follows:
ρINTðsÞ ¼
1
ð8πÞ2s
Z
dσ1
2π
d cos θ23
2
fρðσ3Þfρðσ1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ1λs1
p
σ1
×
X
λ;λ0
d1λ0ðθ23Þd1λλ0 ðθˆ13Þd1λ00ðθ12Þ: ðB7Þ
All angles can be expressed through the invariants,
cos θ23 ¼
σ1ðσ3 − σ2Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ1λs1
p ;
sin θ23 ¼
2
ﬃﬃﬃﬃﬃ
σ1
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ϕðs; σ1; σ3Þ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ1λs1
p ; ðB8Þ
cos θ12 ¼
σ3ðσ2 − σ1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ3λs3
p ;
sin θ12 ¼
2
ﬃﬃﬃﬃﬃ
σ3
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ϕðs; σ1; σ3Þ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λ3λs3
p ; ðB9Þ
cos θˆ13 ¼
2sð2m2π − σ2Þ þ ðsþm2π − σ1Þðsþm2π − σ3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λs1λs3
p ;
sin θˆ13 ¼
2
ﬃﬃ
s
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ϕðs; σ1; σ3Þ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λs1λs3
p : ðB10Þ
where we introduced the Kibble function ϕ as it enters all
sin θ expressions [62],
ϕðs; σ1; σ3Þ ¼ σ1σ2σ3 −m2πðs −m2πÞ2;
σ2 ¼ sþ 3m2π − σ1 − σ3: ðB11Þ
We combined the d-functions in Eq. (B7) and get the
expressions for the angular part through invariants [63]:
X
λ;λ0
d1λ0ðθ23Þd1λλ0 ðθˆ13Þd1λ00ðθ12Þ ¼ cosðθ12 þ θˆ13 − θ23Þ
¼ Hð
ﬃﬃ
s
p
;
ﬃﬃﬃﬃﬃ
σ1
p
;
ﬃﬃﬃﬃﬃ
σ3
p Þ
λ1=21 λ
1=2
3 λs1λs3
; ðB12Þ
where Hð ﬃﬃsp ; ﬃﬃﬃﬃﬃσ1p ; ﬃﬃﬃﬃﬃσ3p Þ is a polynomial in ﬃﬃﬃﬃﬃσ1p , ﬃﬃﬃﬃﬃσ3p , andﬃﬃ
s
p
. The expression Hð ﬃﬃsp ; ﬃﬃﬃﬃﬃσ1p ; ﬃﬃﬃﬃﬃσ3p Þ is further factorized
[64] and cancels terms zeros of the denominator which
otherwise would be pole singularities in the physical reason.
Hðs; σ1; σ3Þ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃσ1σ3p ð ﬃﬃsp − ﬃﬃﬃﬃﬃσ1p −mπÞð ﬃﬃsp − ﬃﬃﬃﬃﬃσ1p þmπÞ
× ð ﬃﬃsp − ﬃﬃﬃﬃﬃσ3p −mπÞð ﬃﬃsp − ﬃﬃﬃﬃﬃσ3p þmπÞ
×Wð ﬃﬃsp ; ﬃﬃﬃﬃﬃσ1p ; ﬃﬃﬃﬃﬃσ3p Þ; ðB13Þ
with the polynomial Wð ﬃﬃsp ; ﬃﬃﬃﬃﬃσ1p ; ﬃﬃﬃﬃﬃσ3p Þ given by
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Wða; b; cÞ ¼ −4m6π þ 4m2πs2 − 4m4πabþ 4m2πa3b − 4m4πacþ 4m2πa3c − 9m4πbcþ 8m2πa2bcþ a4bcþ 14m2πab2c
þ 2a3b2cþ 9m2πb3c − a2b3c − 4ab4c − 2b5cþ 14m2πabc2 þ 2a3bc2 þ 12m2πb2c2 − 6ab3c2 − 4b4c2
þ 9m2πbc3 − a2bc3 − 6ab2c3 − 5b3c3 − 4abc4 − 4b2c4 − 2bc5: ðB14Þ
The angular function from Eq. (B12) is simplified to its final form
cosðθ12 þ θˆ13 − θ23Þ ¼
Wð ﬃﬃsp ; ﬃﬃﬃﬃﬃσ1p ; ﬃﬃﬃﬃﬃσ3p Þ
ðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ1p Þ2 −m2πÞðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ3p Þ2 −m2πÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðσ1 − 4m2πÞðσ3 − 4m2πÞp : ðB15Þ
The final expression for the interference term is
ρINTðsÞ ¼
1
2πð8πÞ2s
Z
σlim
4m2π
dσ1
Z
σþ
3
ðσ1;sÞ
σ−
3
ðσ1;sÞ
dσ3
×
fρðσ1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ1 − 4m2π
p fρðσ3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ3 − 4m2π
p
×
Wð ﬃﬃsp ; ﬃﬃﬃﬃﬃσ1p ; ﬃﬃﬃﬃﬃσ3p Þ
ðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ1p Þ2 −m2πÞðð ﬃﬃsp þ ﬃﬃﬃﬃﬃσ3p Þ2 −m2πÞ :
ðB16Þ
APPENDIX C: THE DALITZ PLOT INTEGRAL
IN THE COMPLEX PLANE
To address the issues of the evaluation of Eq. (B16) for
complex values of s, we consider a simplified version of
the problem:
XðsÞ ¼
Z
σlim
σth
dσ1
Z
σþ
3
ðσ1;sÞ
σ−
3
ðσ1;sÞ
dσ3
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ3 − 4m2π
p ; ðC1Þ
where σth ¼ 4m2π , σlim ¼ ð
ﬃﬃ
s
p
−mπÞ2, σ3 ðσ1;sÞ¼
ðsþ3m2π−σ1Þ=2λ11=2λs11=2=ð2σ1Þ. Similar to Eq. (B16)
this expression contains two nested integrals with the
same limits. The integrand has a branch point at 4m2π ,
the integration paths have to be modified in order to avoid
crossing the cut. The position of the σ3 are shown in
Fig. 13 for s ¼ Resþ iϵ. We observe that the σþ3 has
always positive imaginary part and stays far from the
branch point σ3 ¼ 4m2π . The σ−3 circles around the
branch point changing the sheet of the integrand. When
σ1 ¼ σlim, the σ3 endpoints nearly coincide, σ3 ðσlimÞ ¼
mπð
ﬃﬃ
s
p þmπÞ  iϵ, however, they are on the different sides
of the integrand cut. In other words, if a straight line
FIG. 13. The left (right) plot presents the real (imaginary) part of the σ3 as a function of σ1 for a fixed value of sþ iϵ. The σ1 is
changed linearly between the integration limits. The zoomed plots show how the σ−3 passes the real axis first below the branch point
σth ¼ 4m2π , then returns above the branch point performing the circling. The red line indicates the closest point on the σ1-path to the
ðs − 1Þ=2 since it does not go exactly through it.
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integration in σ3 is done, we should observe a singularity
related to the circling in the complex σ1 plane. The inner
integral can be solved analytically.
XðsÞ ¼ 2
Z
σlim
σth
dσ1
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σþ3 ðσ1; sÞ − 4m2π
q
−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ−3 ðσ1; sÞ − 4m2π
q 
; ðC2Þ
where the first term does not give problems near the physical
region since σþ3 stays away from 4m
2
π . However, the second
square root has two branch points at ðs −m2πÞ=2 in the σ1
plane. (Another example of a simple function with two
adjoined square root branch points is
ﬃﬃﬃﬃ
z2
p
.)
σþ3 ðσ1; sÞ − 4m2π ¼ 0 → ðσ1 − ðs −m2πÞ=2Þ2 ¼ 0 ðC3Þ
Figure 14 shows the σ1 plane, where we see that a straight
connection between σth and σlim is not allowed by the
presence of the cut. Here, two options arise:
(1) Xð1Þ: we draw the σ1 path directly through the branch
point ðs −m2πÞ=2 (the point P in Fig. 13 can be
aligned with the branch point ðs −m2πÞ=2). The
point σ1 ¼ ðs −m2πÞ=2 is special because when
the path goes through it, the σ−3 does not circle
the branch point but just touches it.
(2) Xð2Þ: we go analytically under the cut taking
any arbitrary path. Xð2Þ corresponds to the function
which we would obtain connecting the points σ3
properly, i.e., avoiding 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ3 − 4m2π
p
cut.
The two options give two different analytical functions.
Additional discussions on the subject can be found in
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Chapter 4
Regge pole trajectories
The relevance of the Regge theory has been shown in several sections of this thesis,
however, despite its application in the previous sections to meson-meson scattering
2.2.3, 2.2.4, 2.3 and 3.3.3 we introduced only one of its main features. In next sections
we will detail how Regge physics, together with dispersion relations, are capable of
determining the Regge trajectory of an isolated resonance from first principles and the
parameters of the associated pole. We thus do not rely on fits to several resonances of
the same family, or in simple models. In section 4.1 we will detail the main features of
such application, just to present the original result in section 4.1.3. This will be the
last chapter of this thesis before the conclusions and the Appendixes.
4.1 Regge phenomenology
In section 1.4 we introduced the reader to the general concepts and formulas of Regge
theory used throughout several sections of this thesis. In this chapter we will focus on
the application of Regge theory, together with dispersion relations, to the determination
of the Regge trajectories of the resonances of interest. In particular we will study two
light scalar mesons.
If we have an isolated pole, its Regge contribution to the partial wave is of the form
223
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(Eq.(1.105))
f`(t) =
1
32pi
∫ 1
−1
dztP`(zt)T (s, t)
=
1
32pi
∫ 1
−1
dztP`(zt)(Pα(−zt)± Pα(zt))−pi(2α(t) + 1)
2 sinpiα(t)
β(t)
= − 1
32pi
(1± (−1)`)β(t) 2α(t) + 1
(α(t)− `)(α(t) + `+ 1) . (4.1)
Let us call tr the value of t where α(tr) = `, so that if we are close enough to tr the
trajectory can be expanded as α(t) ≈ ` + (t − tr)α′R(tt) + iαI(tr). Substituting this
approximation into the above equation one gets
f`(t) ≈ β(tr)/α
′
R(tr)
tr − t− iαI(tr)/α′R(tr)
, (4.2)
which compared to the customary Breit-Wigner formula entails M =
√
tr and Γ =
αI(tr)/(α
′
R(tr)M). When tr is below threshold, αI(tr) = 0 and we recover the behavior
of a bound state. Hence it is clear now how bound states and resonances relate
with Regge poles. As shown in Eq. (4.1), depending on the signature the resonance is
produced when Reα crosses an even or an odd integer ` value for mesons, or half-integer
value for baryons.
0 t
Reα
s− channel
1
3
t− channel resonances
scattering
Figure 4.1: A Chew-Frautschi plot describing an ordinary Regge trajectory.
Let us focus for a moment on the ordinary behavior of Regge trajectories for
relativistic scattering. Even though there is no rigorous proof, phenomenologically,
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its os observed that almost all Regge trajectories have a real part which increases as
a straight line of the energy squared t. This behavior is distinctive of both mesons
and baryons, which also share the same slopes (∼ 1 GeV−2). These straight lines will
connect families of resonances of the same signature, every 2 integer values of the total
angular momentum or every integer if the trajectories are degenerated.
It is worth noticing that for large values of s, t becomes negative, is in this region,
where the resonance with the largest value of Reα will be the one dominating the
exchange (Fig. 4.1), and hence the one describing the asymptotic behavior. This
translates into a simple property for mesons, usually, the asymptotic behavior is
controlled by the lightest relevant resonances, as it is the case for the ρ(770) family
(see Fig. 4.2).
Figure 4.2: Figure from [245] (P. Masjuan et al.). A Chew-Frautschi plot describing
the trajectory of the ρ(770) (continuous line) together with other ρ resonances (dashed
lines).
In what follows next, we focus on the properties of Regge trajectories described by
an isolated pole. Let us start by choosing a given signature, and change the t channel
for the s channel, so that the formula derived above can be written as
f`(s) ' β(s)
`− α(s) . (4.3)
Actually, a partial wave would be described by several resonances, plus some background,
but in this case we will restrict ourselves to the vicinity of the resonance of interest, so
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that the final formula reads
f`(s) =
β(s)
`− α(s) + fback(s). (4.4)
Now, one can make use of the properties derived in section 1.3.2 to obtain the
analytic structure of the functions β(s) and α(s). For meson-meson scattering, the
partial wave has three singular structures in the first Riemann sheet, the right hand
cut created by s-channel unitarity, the left hand cut produced by crossed channel
interactions, and a circular cut in the unequal mass case due to the projection formula.
It can be rigorously proven however [87] that the Regge trajectory and residue are
only producing the first one, and thus have only a right hand cut, starting at their
threshold, until infinity. On top of that, if one demands elastic unitarity hence, then
Imα(s) = ρ(s)β(s), (4.5)
where ρ(s) = 2q(s)√
s
is the two-particle phase space. By making use now of the Schwarz
reflection principle one gets α∗(s) = α(s∗) and β∗(s) = β(s∗); These relations are useful
when manipulating the dispersion relations. Taking into account all formulas above we
can write a once-subtracted dispersion relation for α(s) as
Reα(s) = α(0) +
s
pi
∫ ∞
sth
Imα(s′)
s′(s′ − s)ds
′, (4.6)
where we have factorized out explicitly the intercept of the trajectory. It is then clear
from these two equations that obtaining a dispersive description for both α(s) and β(s)
requires solving a coupled system of integral equations. As for the β(s) function, one
first defines the reduced residue γ(s) = β(s)sˆ−α(s)Γ(α(s) + 3/2) which is a real function
and hence can be solved dispersively by using an Omnès function like those studied in
Appendix C, yielding the final set of formulas of section 4.1.3.
The last requirement is that the pole that this Regge formula is producing in
the partial wave should be compatible with the pole obtained from dispersive or
phenomenological analyses. Let us first recall the relation between the partial wave in
the first and second Riemann sheets
f II` (s) =
f I` (s)
1 + 2iρ(s)f I` (s)
, (4.7)
which, together with Eq.(4.3) yields
f II` (s) =
β(s)
`− α(s) + 2iρ(s)β(s) , (4.8)
so that the pole is at α(sr) + 2iρ(sr)β(sr) = `. Note that it is displaced from the
Reα(sr) = ` region depending on how broad the resonance is.
Even though all this formulas were derived for spinless particles, the formalism still
holds in the case where one or several particles have spin. However, the extra analytic
structures arising from the spin, together with the fact that particles with spin must
obey the MacDowell symmetry [246] (Fig. 4.3) produces a complicated coupled system
with no easy phenomenological application.
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4.1.1 Motivation
As reviewed in section 3.3 there is a growing interest on the study of mesons that do
not fit within the qq¯ model. We ascertain here whether the much debated κ/K∗0(700)
resonance can fit this picture from the Regge theory point of view. In section 1.4 and
in the previous section we explained how an ordinary hadron should be described by its
linear Regge trajectory, and hence it could be classified together with a whole tower of
partners who share the same parity and quantum numbers. These trajectories have all
compatible slopes, with a value of roughly 1 GeV−2 in the angular-momentum versus
mass-squared plane. Let us remark that this trajectories can be well described by
several models, like flux tubes, or string dynamics, and were the original motivation
for string models in Hadron Physics. On top of that, the degeneracy between different
families of baryons also gives a hint on their super-symmetric relations.
Figure 4.3: Figure from [247] (C. Fernández-Ramírez et al. [JPAC collab.]). Regge
trajectory for the baryon family of Λ resonances.
We already introduced how the whole Regge theory emerges as an application of
analytic constraints in the complex angular momentum plane. Even though there are
clear hints that all qq¯ meson trajectories should be explained unambiguously from
Regge theory principles, it is still not possible to deduce one general formula for all
of them. Furthermore, the lightest scalars are not included in the most well known
fitted Regge trajectories for several reasons [245, 248] . However, Regge trajectories
can be calculated from the properties of an isolated resonance [5, 249] (Fig. 4.4), or
tested against the nature of a complete family [247, 250] (Fig. 4.3). This procedure
relies on the analytic behavior of partial waves and Regge trajectories [87, 251, 252],
which makes it a fundamental property arising from first principles. Actually, it just
uses as input the parameters of the resonance of interest, which in the case of the
broad σ/f0(500) and κ/K∗0 (700) can be accurately determined from different dispersive
approaches [112,120,178,253].
We summarized in section 1.2.1 how different approaches, from determinations
relying on large Nc, sum rules, and two-loop ChPT calculations lead to the same
result, both the σ/f0(500) and κ/K∗0(700) are not ordinary qq¯ mesons [70, 254–259],
they look instead like quasi-bound states with a predominant meson-meson component.
CHAPTER 4. REGGE POLE TRAJECTORIES 228
From the Regge theory point of view, this behavior is illustrated by the similarity
between the σ/f0(500) trajectory calculated in [5] and those of Yukawa potentials at
low energies [260–262], as shown in Fig. 4.4. This is why a calculation of the Regge
trajectory of the κ/K∗0 (700) within this dispersive formalism is not only appropriate in
order to compare both results, but also timely.
Figure 4.4: Figure from [5] (J.T. Londergan et al.). Comparison of the σ/f0(500) Regge
trajectory versus various Yukawa potentials.
4.1.2 Outline of the main results
• We derive the original dispersive calculation of Regge trajectories for piK → piK
scattering.
• As the κ/K∗0(700) and the K∗0(1430) resonances are well separated and do not
interfere with each other, we can approximate the wave by one pole closer to their
mass energy region. Provided the approximation is good enough, the calculation
of the Regge trajectory for the elastic channel is model independent.
• We first study the heavy K∗0 (1430), which decays almost only to piK. As expected
an ordinary qq¯-meson behavior is found and the dispersive calculated slope is
perfectly compatible with the universal one. Note that in this case the trajectory
is not fitted, but predicted from dispersion relations and unitarity.
• Finally, we study in detail the Regge trajectory of the κ/K∗0(700), which comes
out non-ordinary, with a much smaller slope than expected and a non negligible
curvature. At low energy it is compared with several Yukawa potentials, suggesting
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clear similarities with them, and with the behavior of the σ/f0(500) [5]. The
reduced mass of both systems are of the same order, and the ratio is directly
related to the ratio of the masses of the scattering processes that creates them.
We thus conclude that there is a clear indication of a non-ordinary κ/K∗0(700)
behavior, whose trajectory better suits some kind of piK quasi-molecular behavior.
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4.1.3 Publication: The non-ordinary Regge behavior of the K∗0(800) or κ-
meson versus the ordinary K∗0 (1430)
Eur. Phys. J. C (2017) 77:431
DOI 10.1140/epjc/s10052-017-4994-3
Regular Article - Theoretical Physics
The non-ordinary Regge behavior of the K∗0 (800) or κ-meson
versus the ordinary K∗0 (1430)
J. R. Pelaeza, A. Rodas
Departamento de Física Teórica II and UPARCOS, Universidad Complutense de Madrid, Madrid 28040, Spain
Received: 24 March 2017 / Accepted: 15 June 2017 / Published online: 28 June 2017
© The Author(s) 2017. This article is an open access publication
Abstract The Regge trajectory of an elastic resonance can
be calculated from dispersion theory, instead of fitted phe-
nomenologically, using only its pole parameters as input.
This also provides a correct treatment of resonance widths in
Regge trajectories, essential for very wide resonances. In this
work we first calculate the K ∗0 (1430) Regge trajectory, find-
ing the ordinary almost real and linear behavior, typical of qq¯
resonances. In contrast, for the K ∗0 (800) meson, the resulting
Regge trajectory is non-linear and has a much smaller slope
than ordinary resonances, being remarkably similar to that of
the f0(500) or σ meson. The slope of these unusual Regge
trajectories seems to scale with the meson masses rather than
with scales typical of quark degrees of freedom. We also cal-
culate the range of the interaction responsible for the for-
mation of these resonances. Our results strongly support a
non-ordinary, predominantly meson–meson-like, interpreta-
tion for the lightest strange and non-strange resonances.
1 Introduction
There is growing evidence for the existence of hadrons that
do not follow the ordinary quark–antiquark classification of
mesons or the three quark classification of baryons. One of
the most remarkable features of these ordinary resonances
is the observation that, to a very good approximation, most
hadrons can be fitted into linear Regge trajectories with an
almost universal slope of about 0.9 GeV−2 in the spin versus
mass squared plane. Regge trajectories are due to the analytic
constraints of amplitudes in the complex angular momentum
plane. Always subject to these constraints, different dynam-
ics give rise to different Regge trajectories relating the angu-
lar momentum and the parameters of poles associated to res-
onances. In particular, linear relations between the squared
mass and the angular momentum are characteristic of rela-
tivistic confining interactions like a relativistic rotating rigid
a e-mail: jrpelaez@fis.ucm.es
bar, flux tubes, string dynamics, etc. or those between quarks
in QCD. The slope of such linear trajectories is related to the
“string tension” or energy density of the tube connecting the
various quarks in the hadron. However, different dynamics
do not necessarily lead to linear Regge trajectories.
Let us remark that, due to the analytic properties of ampli-
tudes in the complex plane, in certain cases Regge trajecto-
ries can be calculated from the properties of just one res-
onance [1,2], instead of fitted to several resonances assum-
ing that a straight line should describe them. This approach
relies on dispersion relations and unitarity constraints for
Regge trajectories and residues [3–7] and is more funda-
mental and predictive than a pure straight line fit. Actually, it
does not assume a priori a particular functional form for the
trajectories. In addition, it includes a consistent treatment of
resonance widths, which are usually neglected in the usual
phenomenological fits of Regge trajectories. This allows for
a clear identification of wide resonances, instead of using,
incorrectly, the width as a source of uncertainty in the fits.
The method has been described and applied recently in
[1,2]. On the one hand, four ordinary linear Regge trajecto-
ries were found from the ρ(770), f2(1270), f ′2(1525) and
K ∗(892) resonance poles. The slopes obtained are fairly
close to 0.9 GeV−2, expected to be universal for all ordi-
nary trajectories. This is just a confirmation of their well-
established ordinary nature, although the observed partners
in their Regge trajectories can be understood as predictions of
the approach, since the input only comes from the above four
particles. On the other hand, for the controversial f0(500) or
σ meson, whose position has recently been determined accu-
rately in [8,9] using rigorous and model-independent disper-
sive formalisms, a non-linear Regge behavior with a much
smaller slope and a much larger imaginary part was found [1].
Its Regge trajectory was strikingly similar to that of a Yukawa
potential, at least below 2 GeV2. Moreover, by imposing a
linear Regge trajectory on the σ pole position the disper-
sion relations yielded an amplitude that was at odds with the
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scattering data, even qualitatively. This justified the omis-
sion of f0(500) from (J, M2) “quarkonia” linear fits in [10],
and provided strong support for the generally accepted non-
ordinary nature of this meson, which may contain a large,
or even dominant, meson–meson component (see [11] for a
recent review).
In this work, after briefly reviewing the method in the next
section, we extend this research further into the scalar strange
sector in Sect. 3. As a further check of the reliability of the
approach in the strange sector, we study first the K ∗0 (1430)
in Sect. 3.1. The elastic formalism is a good approximation
because, following the Review of Particle Properties (RPP)
[12], the K ∗0 (1430) branching ratio to Kπ is (93 ± 10)%.
Our calculation gives rise to an almost real and linear Regge
trajectory, with a slope very consistent with the universal
value.
In contrast, in Sect. 3.2 we show that the controversial
κ or K ∗(800) meson results in a non-ordinary trajectory,
whose imaginary part is larger than the real part, which is
not linear and whose slope is much smaller than the univer-
sal slope of ordinary trajectories. This is a new piece of evi-
dence supporting the non-quark–antiquark nature of this state
(tetraquark, meson–meson “molecule”, different admixtures
of these, etc.) which has been suggested from many other
approaches [13–22]. The existence of this state has been the
subject of a long debate and it is still listed under “Needs con-
firmation” in the RPP. However, by means of a rigorous dis-
persive analysis in [23], based on Roy–Steiner partial wave
dispersion relations, it has been confirmed that a pole associ-
ated to that state exists. This pole, below 800 MeV, is found
by many other approaches based on chiral symmetry and/or
dispersion relations [15–19,22,24], in analytic extractions of
poles without model-dependent assumptions [25,26] or very
recently on the lattice [27] (although given the high quark
masses used in the calculation it appears as a virtual state, as
suggested in [28] from dispersion theory and effective chiral
Lagrangians).
Moreover, in Sect. 3.2 we will discuss the striking simi-
larities of the κ trajectory calculated at low energies with the
trajectory of the σ meson as well as with Yukawa potentials.
In particular, we show that the range of a Yukawa potential
that would mimic the trajectories of this resonances seems
to scale with the reduced mass of the system, suggesting an
important role for meson–meson dynamics in the formation
of these resonances. The range of this Yukawa potential is a
well-defined and intuitive measure of the scale involved in
the σ and κ formation, in contrast to the conventional mean-
squared radius, which is ill-defined for resonances since they
are non-normalizable states. The spatial scale of a resonance
is of interest to discuss its nature as a composite or compact
object, and the scales we find are somewhat smaller but com-
parable to typical meson–meson scattering lengths. In Sect. 4
we will present our conclusions.
2 Dispersive calculation of Regge trajectories
Following [1,2], let us briefly recall the notation and the
derivation of the dispersion relations that determine the
Regge trajectory and residue of an elastic resonance just from
its pole parameters. The partial wave expansion of the kaon–
pion scattering amplitude T (s, t) is
T (s, t) = 32π
∑
l
(2l + 1)tl(s)Pl(zs(t)), (1)
where zs(t) is the cosine of the s-channel scattering angle. In
the elastic region the partial waves can be parameterized as
tl(s) = eiδl (s) sin δl(s)/ρ(s), ρ(s) = 2q(s)/√s, (2)
q(s) =
√
(s − (mK + mπ )2)(s − (mK − mπ )2)/4s, (3)
where l is the angular momentum, δl(s) is the phase shift and
q(s) is the center-of-mass momentum. Thus the partial wave
has a branch cut from threshold to infinity. Near the pole of
a resonance with spin l the partial wave reads
tl(s) = β(s)l − α(s) + f (l, s), (4)
where f (l, s) is an analytic function around l = α(s). The
complex function α(s) is called the Regge trajectory of the
resonance and β(s) its residue. Both functions satisfy the
Schwartz reflection symmetry also satisfied by the partial
wave, i.e., α(s∗) = α∗(s) and β(s∗) = β∗(s). If we now
consider a region where the pole dominates the partial wave
behavior, then the unitarity condition Imtl(s) = ρ(s)|tl(s)|2
implies that
Im α(s) = ρ(s)β(s). (5)
Moreover, the elastic unitarity condition determines the ana-
lytic continuation of tl(s) through the cut to the second Rie-
mann sheet, where resonance poles may occur. Similarly, Eq.
(5) determines the analytic continuation of α(s) [6,7].
Let us now recall that near threshold partial waves behave
as tl(s) ∝ q2l , therefore if the resonance pole dominates the
partial wave, then β(s) ∝ q2α(s) in that region. Moreover,
the Regge contribution to the amplitude is proportional to
(2α + 1)Pα(zs), hence, in order to cancel the spurious pole
of the Legendre function Pα(zs) ∝ 	(α + 1/2). The residue
must vanish in that region of energy whenever α(s) + 3/2 is
a negative integer, i.e., it is convenient to write
β(s) = γ (s)sˆα(s)/	(α(s) + 3/2), (6)
where sˆ = 4q2/s0 and in order to have the right dimensions,
we have introduced a scale s0, which we conveniently set
to s0 = 1 GeV2 without losing generality. The so-called
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reduced residue, γ (s), is a real analytic function. Hence, on
the real axis above threshold, since β(s) is real, the phase of
γ is
arg γ (s) = −Imα(s) log(sˆ) + arg 	(α(s) + 3/2). (7)
Consequently, we can write for γ (s) a dispersion relation
using an Omnés function:
γ (s)= P(s) exp
(
c0+c′s+ s
π
∫ ∞
(mK+mπ )2
ds′ arg γ (s
′)
s′(s′ − s)
)
,
(8)
where P(s) is an entire function. The large-s behavior is not
determined from first principles, but linear Regge trajecto-
ries are expected for ordinary mesons and thus we allow α
to behave as a first order polynomial at large-s. Thus we
only need to use two subtractions to obtain a dispersion rela-
tion [3–5]:
α(s) = α0 + α′s + s
π
∫ ∞
(mK +mπ )2
ds′ Imα(s
′)
s′(s′ − s) . (9)
Let us remark that in [2] it was shown that considering three
subtractions lead to almost indistinguishable results. There-
fore linear trajectories are not imposed a priori and, actually,
a non-linear behavior was found for the f0(500) resonance
[1].
From Eq. (5) it then follows that c′ = α′(log(α′s0) − 1)
and that P(s) can only be a constant. Therefore, we arrive
at the following equations [1,2,6,7] describing the Regge
trajectory of a resonance pole when it dominates a partial
wave as in Eq. (4):
Re α(s) = α0 + α′s + s
π
PV
∫ ∞
(mK +mπ )2
ds′ Imα(s
′)
s′(s′ − s) ,
(10)
Im α(s) = ρ(s)b0sˆ
α0+α′s
|	(α(s)+ 32 )|
× exp
(
− α′s[1 − log(α′s0)] + s
π
PV
∫ ∞
(mK+mπ )2
× ds′ Imα(s
′) log sˆ
sˆ′ + arg 	
(
α(s′) + 32
)
s′(s′ − s)
)
, (11)
β(s) = b0sˆ
α0+α′s
	(α(s) + 32 )
exp
×
(
− α′s[1 − log(α′s0)] + s
π
∫ ∞
(mK +mπ )2
× ds′ Imα(s
′) log sˆ
sˆ′ + arg 	
(
α(s′) + 32
)
s′(s′ − s)
)
, (12)
where PV denotes the principal value. For real s, the last
two equations reduce to Eq. (5).
The dispersive approach to calculating Regge trajectories
consists on solving those three equations numerically with
the free parameters fixed by demanding that the pole on the
second sheet of the amplitude in Eq. (4) reproduces the posi-
tion and residue of the pole associated to the resonance under
study. As already commented in the introduction this proce-
dure yields almost real and linear Regge trajectories with a
universal slope of ∼0.9 GeV−2 for the ρ(770) [1] f2(1270),
f ′2(1525) and K ∗(892) resonances [2]. In contrast it leads
to a very unusual non-linear trajectory for the f0(500) or σ
meson.
For scalars like f0(500), studied in [1], or K ∗0 (800) and
K ∗0 (1430), which will be studied here, the method is slightly
modified [1] to factor out explicitly in the residue the Adler-
zero of the partial wave required by chiral symmetry, namely,
β(s) ∝ (s−sA). For our purposes here it is enough to place it
at its leading order position within Chiral Perturbation The-
ory, which for kaon–pion scattering is at sA = 0.236 GeV2.
Then, since we do not want to spoil the large s-behavior,
we need to replace 	(α + 3/2) by 	(α + 5/2). A spurious
pole appears now at α = −3/2, but this is far away from the
resonance region and hence becomes irrelevant from the cal-
culation. In summary, for K ∗0 (800) and K ∗0 (1430) the right
hand side of Eq. (12) should contain an (s − sA) factor and
all instances of 3/2 in the 	 functions should be replaced by
5/2. Then b0 has GeV−2 dimensions.
Before discussing our numerical results let us recall the
relation between the coupling g of the resonance to its dom-
inant decay channel and the residue of the pole |Z |:
|g|2 = 16π(2l + 1)|Z ||2q(sp)|2l . (13)
Note that by calculating α(s) from the pole of one elas-
tic resonance, we are not only obtaining the real part of the
trajectory, which predicts the mass of the next partner in
the trajectory, but also the imaginary part, which can be
naively converted into a prediction of the width. In par-
ticular, for Breit–Wigner resonances that have just a sin-
gle dominant decay mode, their width can be related to
their Regge trajectory as 	 = Imα/(MReα′). There are
several caveats here: first, that we have assumed a Breit–
Wigner form. Second, that the next partner of the linear
trajectory found for the K ∗0 (1430) is heavy enough to lie
beyond the strict applicability limits of our approach (the
elastic or almost elastic region). Thus, being obtained from
the extrapolation of our results to high energies, this 	 can
only be considered as an estimate. Third, that, being in the
inelastic region, the partner does not have to decay predom-
inantly into a single mode, so that the 	 above should only
be interpreted as the partial width to Kπ . With these caveats
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in mind we will see that the partial-width estimate is fairly
reasonable.
In practice, it is the full elastic amplitude, including the
background, the one that satisfies elastic unitarity. Therefore,
our approximation that the pole contribution alone satisfies
elastic unitarity is only valid in the region where the pole
dominates the partial wave. However, dispersion relations
are integrated from threshold to infinity. There are two pos-
sibilities now: to restrict the integrals to the region where the
resonance pole dominates, or to use the one-pole approxima-
tion in the whole energy region. In the results we describe
in the next section we have opted for the second one but we
have checked that the results change little if we use the first
option. In particular, about 90% of the integral comes from s′
within roughly one width of the resonance in the s region of
interest (again within roughly one width of the resonance).
We will then compare our results in the surroundings of each
resonance, where they are to be trusted, and cover with a
mesh the areas where our approximation is not expected to
hold.
3 Numerical results
Strictly speaking, the method described in the previous sec-
tion is suitable for resonances appearing in the elastic scat-
tering of two mesons. In the strange sector this is fulfilled by
the vector K ∗(892), already studied in [2], and the K ∗0 (800)
to be studied below in Sect. 3.2, since in practice both have
a 100% branching ratio to Kπ . However, it was shown in
[2] that the method is also able to reproduce the ordinary
behavior of the f2(1270), f ′2(1525) resonances, which are
almost elastic, each with a dominant decay whose branching
ratio is larger than 84%. For this reason, we are confident
to extend the approach here to K ∗0 (1430), whose branching
ratio to Kπ is (93 ± 10)% according to the RPP [12]. Thus,
we will consider this small inelasticity as a source of sys-
tematic error and include an additional 7% uncertainty in the
K ∗0 (1430) residue.
For each resonance we obtain the best values for α0, α′
and b0 by fitting the pole in Eq. (4) to the parameters of the
observed associated pole, where α(s) and β(s) are numerical
solutions of Eqs. (10) and (12). Hence, the inputs to calculate
each Regge trajectory are just the pole position sp and residue
|g2| of a single resonance.
In practice, at each step in the fitting procedure a set of
α0, α′ and b0 parameters is chosen and the system of Eqs.
(10) and (11) is solved iteratively. The resulting Regge ampli-
tude for each α0, α′ and b0 is then continued to the complex
plane to find a pole. From this pole we define a χ2 func-
tion by calculating the differences between the mass, width
and coupling observed values of the pole under study and
the pole obtained from the above equation, divided by the
uncertainties. The best values for α0, α′ and b0 are obtained
by minimizing this χ2 function.
3.1 K ∗0 (1430) resonance
According to the RPP, K ∗0 (1430) is a well-established reso-
nance, whose parameters are obtained both from Kπ scat-
tering and decay from production processes. Note, however,
that our formalism is based on scattering amplitudes (par-
ticularly due to the use of the unitarity condition in Eq. (5),
and when looking at scattering data the nearest peak to 1430
MeV actually occurs at a somewhat lower energy. In addition,
even taking into account that it is only approximately elastic,
the amplitude does not follow a typical isolated Breit–Wigner
shape. These two features can be seen in both panels of Fig. 1,
where we have represented as a dotted line the modulus of the
amplitude obtained in a recent reanalysis [29] of scattering
data [30,31] constrained to satisfy Forward Dispersion Rela-
tions (FDR). The reason for such a behavior can be attributed
to the presence of backgrounds, possibly from other reso-
nances. In particular they may come from the still contro-
versial K ∗0 (800), whose width is of the order of 600 MeV,
and maybe also from another still disputed K ∗0 (1950) reso-
nance, with a with of the order of 200 MeV. Thus, in this case,
although the presence of the resonance is undisputed, there
is some spread in its parameters, particularly on the width.
Thus, we are going to deal with the pole of the K ∗0 (1430)
resonance following two different approaches. Within the
first, more conservative approach, we will use a very simple
description using a Breit–Wigner (BW) functional form. The
parameters of this “BW-pole” are obtained from the RPP and
read
√
sK ∗0 = M − i	/2 = (1431 ± 50) − i(135 ± 40) MeV,
|gK ∗0 |2 = 22.0 ± 6.2 GeV2. (14)
The resulting BW line shape is shown on the left panel of
Fig. 1 as a dashed line. Note that, despite dominating the
amplitude in that region, this BW form does not describe the
data accurately, which implies the existence of a background.
Fortunately, for our approach only the pole parameters are
needed.
Within the second approach we will use a recent pole
determination [26] that does not assume a particular func-
tional form or model for the pole, but uses a sequence of
Padé approximants with powerful convergence properties in
the complex plane. This sequence is calculated from the val-
ues of the amplitude and its derivatives at an energy point near
the resonance. The values of the amplitude are taken from
the recent analysis of scattering data [29] constrained with
forward dispersion relations. This approach is meant to min-
imize the model dependence. In this case the “PFDR-pole”
parameters are:
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Fig. 1 The dotted line, labeled “FDR-data”, corresponds to the modu-
lus of the Kπ scattering partial wave in the scalar–isospin 1/2 channel,
obtained from a fit to data constrained with forward dispersion rela-
tions [29]. On the left panel, the dashed line is the Breit–Wigner shape
obtained using the resonance parameters in the RPP. Note that the Breit–
Wigner peak is displaced from the peak in the data. The continuous line
is the result of our method, with a Regge pole consistent with that of
the Breit–Wigner parameterization, but satisfying the dispersive con-
straints on the Regge trajectory Eqs. (10) to (12). On the right panel
we show similar results, but avoiding a Breit–Wigner or other particu-
lar model. The resulting Regge-pole shape is also somewhat displaced
with respect to data but slightly narrower than when assuming a Breit–
Wigner formalism. In both cases the gray bands cover the uncertainties
due to the errors in the input pole parameters. The regions covered with
a mesh correspond to s < (M − 	/2)2 and s > (M + 	/2)2
√
sK ∗0 = (1431 ± 6) − i(110 ± 19) MeV,
|gK ∗0 |2 = 14.6 ± 5.6 GeV2. (15)
Still, one might be concerned about the description of data
and try to get a more accurate parameterization in terms of
more Regge poles. Actually, the parameterizations in [29] do
have several poles [26] and describe the data very accurately.
However, if one tries to implement a dispersive formalism
with more Regge poles, each one has three more functions
to determine (Re α, Im α and β), but still just one elastic
unitarity condition for the whole partial wave. Thus, one does
not obtain a closed system of integral equations. It is only
because we assume that elastic unitarity is good for each
pole separately that we can derive the powerful system of
two integral relations provided in Sect. 2, relating the real
and imaginary parts of each pole trajectory.
Therefore the input for our equations are just the pole
parameters of each resonance, and these have to be extracted
by isolating each pole contribution, as we have just done
in the previous paragraphs. The pole itself does not have to
describe the data perfectly, since there is a background to
complete the description. For the trajectory of a given reso-
nance only its own pole is relevant, everything else is back-
ground, no matter whether it comes from another resonance.
In particular, K ∗0 (800) and the K ∗0 (1430) are fairly well
separated. Thus, when extracting the parameters of one of
them, the contributions of the other one should be considered
background.
Hence, we assume that β and α are related by elastic uni-
tarity. For this approximation to hold, elastic unitarity should
be a good approximation for tl (which is indeed the case as
shown in [29]) and the pole should dominate the partial wave
in a certain region. The method is then valid in that same
region. This is why we provided the curves in Fig. 1, just
to show that the pole contribution (extracted in [26] from
a parameterization that describes the data accurately) domi-
nates the amplitude in that same region. One might be wor-
ried that the peak is somewhat displaced, but we will also
make the calculation with a Breit–Wigner functional form,
which by construction satisfies unitarity, and we will check
that the results are compatible with those obtained from the
pole extracted in [26].
We then apply the method explained in the previous sec-
tion to these two determinations of the pole. For the “BW-
pole” approach, its values Eq. (14) are well fitted, resulting in√
sK ∗0 = (1431 ± 51) − i(139 ± 65) MeV and a coupling of
|gK ∗0 |2 = 21.6±9.1 GeV2. The larger errors obtained for the
width and the coupling are caused mostly by the systematic
uncertainties included for the branching ratio, since it has a
7% inelasticity. Then, on the left panel of Fig. 1, we show as a
continuous line the Regge-pole amplitude resulting from our
method. We see that even though we have just fitted the pole,
which is the only relevant feature for the Regge trajectory,
this amplitude is rather similar to the Breit–Wigner form.
The gray bands cover the uncertainties in the Regge-pole
amplitude arising from the errors of the input.
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We follow the same steps for the “PFDR-pole”. Its
values in Eq. (15) are well fitted, resulting in √sK ∗0 =
(1431 ± 6) − i(110 ± 22) MeV and a coupling of |gK ∗0 |2 =
15.0+5.3−1.96 GeV−2. Once again the larger errors obtained for
the width and the coupling are caused mostly by the estima-
tion of systematic uncertainties due to the 7% inelasticity.
This time we show on the right panel of Fig. 1 the resulting
Regge-pole amplitude, whose peak is somewhat narrower
than that of the Breit–Wigner shape in the left panel. The
gray bands cover the uncertainties in the Regge-pole ampli-
tude arising from the errors of the input.
In the process of fitting to the observed values the pole in
Eq. (4), with the constraints in Eqs. (10)–(12), we obtain the
b0, α0 and α′ parameters. For the BW-pole they are
α0 = −1.10+0.04−0.21; α′ = 0.78+0.07−0.13 GeV−2;
b0 = 4.08+1.08−3.19 GeV−2, (16)
whereas for the PFDR-pole trajectory we find
α0 = −1.28+0.01−0.17; α′ = 0.81+0.01−0.04 GeV−2;
b0 = 2.5+1.1−0.4 GeV−2. (17)
With these parameters the trajectory α(s) is fully deter-
mined as a solution of the integral equations. Thus, in Fig. 2
we show the resulting trajectories for the BW-pole (thick
lines) and the PFDR-pole (thin lines). The real part of the
trajectories is shown as a continuous line and the imaginary
part as a dashed line. Both pole determinations yield very
similar trajectories. In the figure we have covered with a
light mesh the regions that lie beyond three half-widths of
the K ∗0 (1430) mass, where we do not expect our method to
give accurate results and the curves should be considered a
qualitative extrapolation. Within the applicability region, we
find that the real part of the trajectory is almost linear and big-
ger in modulus than the imaginary part above the resonance
mass. In other words, it comes out as expected for Regge
trajectories of ordinary mesons.
Nevertheless, in Fig. 2 we show the resulting Regge tra-
jectory up to s = 5 GeV2. The reason for such an extrap-
olation is to show the position of the K ∗2 (1980) mass at
MK ∗2 (1980) = (1973 ± 8 ± 25) MeV [12], which could be
the next state in the Regge trajectory. It should be noted that
this resonance is listed in the RPP, but omitted from the sum-
mary tables, because it “Needs confirmation” [12]. No other
J P = 2+ candidate is found nearby in the RPP, particularly
not with a slightly higher mass. This resonance is fairly close
to our extrapolated trajectory. This can be considered as fur-
ther support for its existence. However, it should be noted
that it is somewhat lighter than expected from our results,
although one should take into account that the mass listed in
the RPP is not the pole mass that we use in our calculations.
1 2 3 4 5
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2
ReαK0-BW
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ImαK0-BW
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ImαK0-PFDR
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K*2(1980)
Fig. 2 Real (solid) and imaginary (dashed) parts of the K ∗0 (1430)
Regge trajectory. The gray bands cover the uncertainties due to the
errors in the input pole parameters for the Breit–Wigner pole, which
central values are the thick lines, the values obtained for the PFDR-pole
are the thin lines. The area covered with a mesh is the mass region
starting three half-widths above and below the resonance mass, where
our approximation that Kπ is elastic and dominated by K ∗0 (1430) does
not longer hold and where our approach should be considered only as a
mere extrapolation. We show the K ∗0 (1980) resonance listed in the RPP
that seems a good candidates for a K ∗0 (1430) partner in this trajectory
It is worth remarking that K ∗2 (1980) is not only slightly
off our trajectory, but also off from standard linear trajecto-
ries. In particular since forcing K ∗0 (1430) and the K ∗2 (1980)
to lie on the same straight trajectory J = α0 + α′M2, yields
a slope α′  1.07 GeV−2, which is somewhat larger than the
usual value of 0.9 GeV−2. This small tension with the uni-
versal slope could be due to the fact that, although K ∗0 (1430)
is generally accepted as an ordinary quark–antiquark meson,
it might also have some small mixing with other meson con-
figurations [32–36]. This would be rather natural since such
non-ordinary mesons candidates, which as commented in the
introduction include the K ∗0 (800), are relatively close. In par-
ticular, K ∗0 (800), having a width of the order of 600 MeV and
a pole mass around 700 MeV, is less than one width and a
half away from the K ∗0 (1430).
Moreover, since K ∗2 (1980) seems to be a good candi-
date for the next partner of K ∗0 (1430), we can estimate
	K ∗2 (1980)→Kπ  97 MeV by approximating the width as
	 = Imα/(MReα′), assuming K ∗2 (1980) can be described
by a Breit–Wigner form. Unfortunately, no estimate of this
partial width is given in the RPP, but at least our result is
smaller than the total width 	tot = (373 ± 33 ± 60) MeV.
As a final remark on Fig. 2, we want to comment on the
apparent cusp seen at threshold in the K ∗0 (1430) trajectory,
even if it lies beyond the strict applicability region of our
method (since it lies in the area covered with a mesh). It
is just an artifact of our approximation due to our assump-
tion that the Regge pole dominates the amplitude. But as
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seen in Fig. 1, for K ∗0 (1430) this dominance is only a good
approximation in an energy region of the order of the reso-
nance width around the nominal mass. Being a Regge pole
in the complex-l plane β(s) must carry a q2α(s) factor. Right
at the pole this becomes exactly q2l , as expected from par-
tial wave kinematics. However, the pole does not dominate
at threshold, where α(sth) 
= l. Therefore at threshold the
approximation q2l ∼ q2α is not so good.
Now, for trajectories of scalar particles Re α is negative
between threshold and the pole. Consequently, in the first
step of the calculation, q2α diverges at threshold and so does
β(s). If 0 >Re α > −0.5 this spurious divergence is com-
pensated in Imα = ρ(s)β(s) by the ρ(s) ∼ q factor. Thus
the artifact due to extending our approximation to threshold
goes unnoticed. This will be the case of the light K ∗0 (800)
(or the σ resonance studied in [1]). However, for K ∗0 (1430),
Re α can become close or smaller than −0.5 at threshold,
making Im α → +∞ there. But recall that our equations are
solved iteratively. Then, if at any step of the calculation we
feed in the equations a huge positive Im α(s′) near thresh-
old, the resulting Re α(s) changes sign becoming positive
near threshold. With further iterations the solution at thresh-
old always stabilizes at values of Re α(s) > −0.5. Beyond
threshold it can be negative until it reaches the value of α = 0
at the resonance mass. Therefore the spurious behavior of the
trajectory around s = sth is not due to the presence of another
Regge pole like K ∗0 (800), but just to assuming that at thresh-
old the amplitude is dominated by the K ∗0 (1430) pole.
One might then worry that this artifact may spoil our cal-
culation, but we have also checked explicitly that the part of
the integral around threshold is negligible for the result of
the trajectory in the applicability region. As explained above
we could have restricted the integrals to the region around
the resonance and the result would have changed little.
3.2 K ∗0 (800) resonance
This is a very interesting state, because, as commented in
the introduction, it is a firm candidate to be a non-ordinary
meson together with the other members of the light scalar
nonet. There is also a longstanding debate on its parameters
and even its very existence, and in the RPP it is still listed
as “Needs Confirmation”. However, all sensible implemen-
tations of chiral symmetry and unitarity obtain a pole for this
state, which is also necessary for the understanding of several
heavy meson decays (see, for instance [37]). Within unita-
rized chiral perturbation theory it was shown that this state
does not follow the Nc behavior of ordinary mesons [21,22]
and that for heavy quark masses it would become a virtual
state [28], which has been recently confirmed on the lat-
tice [27]. The most rigorous determination of its parameters
was obtained from the dispersive analysis in [23] using the
Roy–Steiner equations with unitarity and low-energy chiral
constraints. In that work the pole position is given explic-
itly, but unfortunately not the residue, which is needed for
our approach. For this reason we will use the parameters
obtained in [29], in which a conformal expansion with the
correct analytic properties was fitted to Kπ scattering data
constrained to satisfy forward dispersion relations up to 1.6
GeV. The pole parameters we will use are thus
√
sκ = (680 ± 15) − i(334 ± 8) MeV,
|gκ |2 = 25.0 ± 0.6 GeV2, (18)
which are fairly consistent with the position provided in [23]
and the RPP.
As in previous sections, the pole parameters above are
then fitted with our Regge amplitude in Eq. (4), neglecting
the background and with the Regge slope and residue sat-
isfying the dispersive representation in Eqs. (10)–(12). The
pole obtained from this fit is located at √sκ = (680 ± 15) −
i(334 ± 8) MeV, with a coupling |gκ |2 = 25.1 ± 0.5 GeV2,
very consistent with the input values. The parameters of the
fit are
α0 = 0.28 ± 0.02; α′ = 0.15 ± 0.03 GeV−2;
b0 = 0.44 ± 0.04, GeV−2, (19)
and the corresponding trajectory α(s) is shown in the left
panel of Fig. 3. It is clearly not an ordinary Regge trajectory,
since it is not predominantly real, the real part is non-linear
and the slope (at the K ∗0 (800) mass) is almost one order of
magnitude smaller than the usual α′  0.9 GeV−2 slope for
ordinary mesons.
In Fig. 4 we compare the one-pole partial wave of Eq. (4),
when the pole follows this non-ordinary trajectory (contin-
uous line and dark error band), with the dispersive data fit
from [29] (dashed line). It can be seen that the non-ordinary
Regge-pole amplitude consistently dominates the amplitude
in that region, even though we have only fitted the pole posi-
tion and residue deep in the complex plane.
To check the robustness of our results we have performed
some further tests. First, we have also used the pole obtained
in a recent work [26], which also used the constrained data
analysis of [29], although the pole was not obtained from the
conformal fit there, but from a sequence of Padé approxi-
mants. The pole parameters thus obtained were
√
sκ = (670 ± 18) − i(295 ± 28) MeV,
|gκ |2 = 20.0+3.7−3.4 GeV2. (20)
Note that the uncertainties in these parameters are more
conservative than those in Eq. (18). Once again we fit this
pole with our single-Regge-pole amplitude. The resulting
pole is at √sκ = (670 ± 18) − i(295 ± 28) MeV, with
|gκ |2 = 20.0+3.7−2.2 GeV2, almost identical to the input. The
parameters obtained for the Regge trajectory associated to
this pole are
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Fig. 3 Real (solid) and imaginary (dashed) parts of the K ∗0 (800)
Regge trajectory for both FDR [29] and PFDR [26] results. The real
part is smaller than the imaginary part in the whole energy region. The
slope of the Regge trajectory is almost one order of magnitude smaller
than the usual ones. In addition there cannot be any candidate for this
resonance since the real part is below 0.25 up to s = 5 GeV−2
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Fig. 4 Real and imaginary parts of the partial wave t1/20 (s). Dashed
lines represent the constrained fit to data in [29]. The solid curves repre-
sent the single Regge-pole partial wave determined using the dispersive
representation of the Regge trajectory. The estimated uncertainties are
shown as gray bands. The dotted lines, which are completely at odds
with the data curve, represent the single Regge-pole partial wave when
imposing an ordinary linear Regge trajectory with α′  0.9 GeV−2, as
a solution from the dispersive equations of α(s) and β(s)
α0 = 0.27 ± 0.03; α′ = 0.11 ± 0.9 GeV−2;
b0 = 0.45+0.11−0.8 , GeV−2, (21)
very consistent with the determination in Eq. (19), although
more conservative. Once again we see on the right panel of
Fig. 3 that the resulting trajectory is very different from that
expected for an ordinary meson and very consistent with the
trajectory in the left panel, although with more conservative
error bands.
As a second test, we have performed the same analysis but
imposing an ordinary slope α′ = 0.9 GeV−2. Despite having
one less free parameter for the fit, it is still possible to fit the
pole position fairly well, finding √sκ = 683 − i331 MeV,
with the coupling |gκ |2 = 25.1 GeV2. With α′ fixed we now
find a linear Regge trajectory and one could be tempted to
think that we could also consider κ to lie in an ordinary Regge
trajectory. However, the resulting amplitude may describe
the pole, but fails completely to describe in the real axis the
amplitude fitted to data. This can be seen in Fig. 4, where
we show as dotted lines the real and imaginary parts of
the resulting amplitude when imposing an ordinary linear
Regge trajectory for K ∗0 (800), versus the partial wave fitted
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to data. Therefore the linear Regge trajectory with univer-
sal slope does not yield a pole that dominates the observed
amplitude.
Moreover, if one was to assume an ordinary linear Regge
trajectory J = α0 + α′M2 for K ∗0 (800) with the universal
value 0.9 GeV−2, then taking Mκ  0.68 GeV, one finds
α0  −0.42. Hence the first partner with J = 2 in this tra-
jectory would appear at 1.64 GeV. No J P = 2+ resonance
is identified in the RPP with such a mass. The closest one
is the K ∗2 (1430), but that would require α′ = 1.26 GeV−2,
very inconsistent with the universal slope. The second closest
J P = 2+ resonance is K ∗2 (1980), but we have already seen
in the previous section that this one would fit better in the
K ∗0 (1430) trajectory. Actually, to make it the partner of the
K ∗0 (800) in a linear trajectory, a value of α′  0.58 GeV−2
is required, also rather different from the universal value.
A K (1630) resonance is listed in the RPP with unknown
J P , but it is not confirmed by more than one experiment, it is
omitted from the summary tables and has a surprisingly small
width of 16+19−16 MeV, which makes its existence very ques-
tionable. Furthermore, even in QCD-inspired quark models
[38], only two J P = 2+ states are listed below 2 GeV and
they can be nicely identified with K ∗2 (1430) and K ∗2 (1980).
Therefore, even from more familiar phenomenology there is
no natural candidate for a partner of K ∗0 (800) if it lies in an
ordinary trajectory.
A third test is that we have also tried to fit the pole without
factorizing the Adler zero, but once again the result is at odds
with the data.
These results strongly support the non-ordinary nature
of the K ∗0 (800) resonance, or κ meson. Furthermore, a
rather similar non-ordinary Regge behavior has been recently
observed [1] for the f0(500) resonance, formerly known as
the σ meson. As commented in the introduction, there is a
rather general agreement in the literature that these two res-
onances would belong to the same light scalar multiplet. The
similarities between the trajectories of these two states is
shown in Fig. 5 where we plot Imα(s) versus Reα(s) for
K ∗0 (800) together with the results obtained for σ in [1].
It should be noted that for f0(500) a very robust behavior
below 2 GeV2 was found, which is qualitatively similar to
the one we also find for K ∗0 (800). Namely, both f0(500)
and K ∗0 (800) trajectories in this plane are almost exactly
real up to a value of Reα(s) between −0.5 and 0, where
both curves rise almost vertically developing an imaginary
part up to slightly above 0.2, without barely changing the
real part. This happens for values of s < 2 GeV2, where
we expect our method to be valid, and we have plotted
this part of the curves with thick lines. It is worth noting
that this is the typical behavior of Regge trajectories of
Yukawa potentials V (r) = Ga exp(−r/a)/r at low ener-
gies [39–41], which we have plotted as dashed lines for
different values of G. Therefore, it seems that both the σ
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Fig. 5 At low and intermediate energies (thick lines), the trajectories
of σ and κ are similar to those of Yukawa potentials [39–41] V (r) =
Ga exp(−r/a)/r (thin dashed lines labeled with different values of G).
Beyond 2 GeV2, we plot our results as thin lines because they should
be considered just as extrapolations
and the κ mesons have a Regge trajectory at low energies
that is qualitatively similar to Yukawa potential trajecto-
ries.
Above 2 GeV2 our method becomes less reliable, but we
still show the results as thin curves for completeness. It should
be considered just a mere extrapolation. Moreover, given the
high energies under consideration, the comparison with non-
relativistic Yukawa potential does not make sense any longer.
The sigma presents two possible behaviors, in one of them
Imα reaches a value between 0.2 and 0.4 and then decreases
slowly while the real part starts increasing again. This is the
same behavior we find for the K ∗0 (800). However, within
uncertainties, f0(500) has another possible behavior which
still follows the Yukawa trajectory above 2 GeV2. In any case,
at those high energies these trajectories are still non-ordinary
as seen in Fig. 3 for K ∗0 (800).
Once the semiquantitative analogy with Yukawa poten-
tials has been established, it is possible to estimate the
Yukawa parameters that mimic best the σ and κ trajecto-
ries. The trajectory of f0(500) is almost equal to a G = 2
curve up to s = 2 GeV2, while the curve with G = 1.4 is
rather similar to the K ∗0 (800) trajectory. Using the parame-
terizations of Yukawa Regge trajectories in [39–41] we can
estimate the effective ranges of the Yukawa potential in the
σ case [1]: aππ = 0.5 GeV−1  0.1 fm, as well as in the κ
case: aπ K  0.36 GeV−1  0.07 fm.
The range of the interaction is a relevant quantity because
there is some interest in the literature in determining the size
of resonances and whether they are compact or extended
objects. If they are extended the “molecular” interpretation,
i.e. predominantly formed from a two-meson interaction,
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would be preferred over the interpretation where the bind-
ing force is between quarks. Unfortunately, the concept of
size is poorly defined for resonances, since the spatial part
of their wave-function is non-normalizable. In particular,
the simple extrapolation of methods that can determine the
compositeness of bound states [42–44] is not directly trans-
latable to resonances. Some efforts to generalize the con-
cept of size, radius or some compositeness criteria can be
found in [45–50]. For instance, in [50], the scalar radius
was generalized to a complex number finding: 〈r2〉σs =
(0.19 ± 0.02) − i(0.06 ± 002) fm2, i.e., close in modulus
but smaller than a typical meson radius. In contrast, in our
case the range of the Yukawa potential that mimics the Regge
trajectory is a well-defined quantity, giving a very intuitive
picture of the range of the interactions responsible for the
formation of the resonance.
Returning to our values, the interaction range we have
found is somewhat smaller but of the order of typical val-
ues of meson–meson observables like the scalar scattering
lengths a(I )0 , where I is the isospin in ππ or π K . Their val-
ues are a
(0)
0  a(1/2)0  1.6 GeV−1  0.3 fm. Therefore
the range of interactions producing κ and σ seem compa-
rable but somewhat smaller than meson–meson interactions
themselves. Keeping in mind that the range of the interac-
tion is not directly the “size” of a resonance our interaction
ranges compare rather well with the modulus of the radius√|〈r2〉σs |  0.45 fm obtained in [50]. Very naively one would
expect the interaction range to be smaller than any general-
ization of the radius, since after all the resonance is a quasi-
bound state that escapes from the typical interaction range.
Moreover, if the interactions is of the meson–meson type,
a rather natural mass scale for the system is the reduced
mass of the two mesons. If a naive a ∼ 1/μ proportional-
ity is assumed for the range, one would expect: aππ/aπ K ≈
μπ K /μππ = 1.56. Remarkably, from our previous estimates
of the effective range we find aππ/aπ K  1.39, i.e. within
a 10% from that expectation. This would also be consistent
with the interpretation that both σ and κ are predominantly
meson–meson resonances.
4 Conclusions
In contrast to the usual phenomenological approach of fitting
the spin and squared mass of hadrons into linear trajectories,
in this work we have applied a method to calculate Regge
trajectories without assuming a priori their functional form.
In addition, instead of using as input the parameters of sev-
eral resonances, the only input is the position and residue of
the pole associated to a single resonance. The method applies
to elastic meson resonances, i.e., those resonances that decay
almost completely into a single two-meson channel. In par-
ticular, the method has been previously shown to predict that
the ρ(770), f2(1270), f ′2(1525) and K ∗(892) Regge trajec-
tories are almost real and linear with a constant slope of
roughly 0.9 GeV−2, in good agreement with the expecta-
tions for a confining interaction between a constituent quark
and an antiquark, i.e. for ordinary mesons. In contrast, the
Regge trajectory of the controversial f0(500) or σ meson,
was found to be non-real, not linear and with a much smaller
slope than ordinary trajectories.
Here we have applied this method to the controversial
K ∗0 (800) or κ meson and to the almost elastic and scalar
strange K ∗0 (1430) resonance. For the latter we have found
a rather ordinary trajectory which suggests that its nature
is largely dominated by confining quark–antiquark interac-
tions. The K ∗2 (1980) is even a fairly reasonable candidate
to be its next trajectory partner with J = 2, although with
some tension in the parameters, so that it would not be too
surprising if the K ∗0 (1430) had other subdominant, but siz-
able, non-qq¯ components.
Of course, the most interesting result of this work is the
trajectory of the controversial K ∗0 (800), which for long has
been considered a non-ordinary meson candidate. The Regge
trajectory we find for this resonance is not predominantly real
and its real part is not linear. This clearly supports the identi-
fication of this state as a non-ordinary meson. Moreover, its
Regge trajectory slope at the physical mass is much smaller
than the universal slope of ordinary trajectories. This also
seems to suggest that meson physics, more than interquark
interactions, might be responsible for its formation.
In addition, the trajectory of K ∗0 (800) is very similar to that
already found for the f0(500) or σ meson, thus supporting
the widely extended view that both belong to the same light
scalar nonet. Furthermore, at low energies the trajectories of
these two resonances have very significant similarities with
the trajectories of Yukawa potentials between two mesons,
whose range has been estimated here: ∼ 0.36 GeV−1 for κ
and ∼ 0.5 GeV−1 for σ . This is of interest because, being
non-normalizable states, it is very hard to define the concept
of “size” for resonances, whereas the range of the interaction
that produces the resonance is a well-defined and intuitive
concept. Incidentally, the interaction range seems compatible
with a scaling inversely proportional to the reduced mass
of the meson system, which also seems relatively natural if
the meson–meson interactions plays a dominant role in the
resonance formation.
Altogether, our results seem to support a predominantly
non-ordinary nature for K ∗0 (800) and suggest that its forma-
tion is mainly due to meson–meson dynamics.
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Chapter 5
Conclusions
How can I be so bad at everything I try, and still be so great?
– Bender Bending Rodríguez
Throughout this thesis we studied a wide range of applications of dispersion relations
and S-matrix principles, with special attention to those related to piK and pipi → KK¯
scattering. In particular, our main goals, which were to determine with high precision
and in a model independent way the parameters of meson resonances, with particular
emphasis in the long time debated κ/K∗0(700) and the hybrid meson pi1(1600), was
achieved.
In the second chapter we obtained consistent, precise and model-independent
parameterizations for all pipi → pipi, piK → piK and pipi → KK¯ scattering processes. In
order to do so we first took into account the systematic effects, discarding data points
that violate unitarity, or that do not follow the normal distribution, finally obtaining a
set of fits that respect gaussianity. We carefully took into account all partial waves
with relevant angular momenta, which correspond to ` ≤ 4 for piK → piK and ` ≤ 3 for
pipi → KK¯ scattering. Hence, we tested the fulfillment of different dispersion relations,
finding important deviations. After imposing these equations we obtained the desired
set of parameterizations, which describe both the data and the dispersive equations,
while at the same time the most relevant low-energy parameters were predicted with
high accuracy.
In the case of piK → piK scattering, the solutions of section 2.2.3 describe well
the data up to 1.8 GeV, where the amplitudes can then be approximated by Regge
theory as explained in section 1.4. Besides the low-energy region, we were able to
fulfill dispersion relations up to the matching point where Regge theory is introduced,
providing a new dispersive constraint also for the factorization constants. The accurate
determination of the scattering lengths is obtained through the use of three sum rules
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and the extrapolation of the anti-symmetric amplitude below the (mpi +mK) threshold.
Our result for piK → piK scattering describes the data up to 1.7 GeV, while it fulfils
analyticity, which is the first dispersive determination of the inelastic region. Finally,
although part of our results in the low-energy region are compatible with [2], our vector
partial wave describes the data, contrary to the previous work.
As for the pipi → KK¯ scattering proccess, we analyzed in a dispersive way the
physical region for the first time, finding many caveats and two possible solutions
within the literature. We also determined a new dispersive solution of the phase for
the g00 wave after fixing some inconsistencies in the experimental analysis of [263].
Finally, a precise description of all relevant partial waves, which also describes the
Muskhelishvili–Omnès solution in the unphysical region is provided in 2.2.4.
In addition, the combined analysis of piK → piK and pipi → KK¯ scatterings is first
presented in 2.3. After updating some previously defined parameterizations we solved
the whole system of equations for the first time. The result was obtained using a total
of 18 dispersion relations, which are all well satisfied within uncertainties once the fits
are constrained. The low-energy parameters of several partial waves are calculated and
the tension with Lattice QCD calculations is solved.
Finally, an extension of the successful pipi → pipi scattering analysis of [3] is performed
in section 2.4.3. We performed a set of global fits for the scalar and vector partial waves
that describe simultaneously the central value and its uncertainties of the low-energy
expansion, the elastic and inelastic dispersion relations, and their whole convergence
region in the complex plane. Finally, the new fits also accommodate the poles of the
relevant resonances appearing in this process, in particular the σ/f0(500), f0(980) and
ρ(770), which are perfectly compatible with the dispersive result in [112].
In the third chapter focused on the model-independent, robust determination of
resonance parameters appearing in scattering and production processes. There are
a wide variety of results to be summarized, the first one is the precise extraction
of the κ/K∗0(700) and some other strange resonance poles by means of an analytic
extrapolation using sequences of Padé approximants, which provide a stable and very
accurate determination of the parameters of every state studied. This result triggered
the denomination change of the κ/K∗0 (700) from the old κ/K∗0 (800) name. Additionally,
for the κ/K∗0(700) pole we obtained a second determination, the most rigorous one,
coming from two different sets of hyperbolic dispersion relations. We think this result
may conclude its long debated existence, also proving that if the descriptions are
obtained respecting S-matrix principles the uncertainty in the pole position is fairly
small. Besides the κ/K∗0(700), we were also able to exploit the Padé approximants in
the inelastic region for the first time, giving rise to the precise calculation of 5 more
resonances, whose parameters are compared against the ones listed by the PDG, just
to show how unreliable model calculations are for higher angular momentum, or wide
resonances.
These analytic principles may also be implemented for production processes, where
we studied the η(′)pi system looking for the poles of two different hybrid mesons as
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listed in the PDG [4]. However, no statistical evidence for the lighter one is found,
thus disfavoring the widely considered PDG hypothesis. This result also reconciles the
predictions coming from Lattice QCD, where only one state is found. Also, by using a
coupled-channel dispersive formalism we were not only able to describe all data with
only one resonance, but also to extract its parameters in a precise and robust way.
This is the most precise and reliable determination of the pi1(1600) up to date.
In order to extract information of many upcoming data analyses, particularly on
exotic resonances, one needs to control 3-body interactions. Although no perfect general
formalism is found, there are several reliable approximations in the literature. In the
last section of the third chapter we studied a quasi-two-body dispersive formalism with
which we were able to extract the parameters of the axial a1(1260), using the data
of the ALEPH collaboration [264]. The method was more reliable and stable than
more naive approximations, and thus was tested against them in the paper. A detailed
extraction and calculation of both systematic and statistic uncertainties is provided.
Finally, in the last chapter we studied the nature of two scalar strange resonances,
the heavier K∗0(1430) and the lighter κ/K∗0(700). The analysis was performed by
dispersively calculating their Regge trajectories, which is an accurate determination
that does not rely on models nor in fits. As expected, the K∗0(1430) appears as
an ordinary qq¯ meson, with a straight, customary Regge trayectory. However, the
trajectory of the κ/K∗0 (700) is clearly not ordinary, with a much smaller slope than the
one expected for mesons. Furthermore, it is compatible with a Yukawa-like potential at
low energies, suggesting a quasi-molecular behavior. Finally, we compared our result
with that of the σ/f0(500) [5], and both look similar, with effective ranges whose ratio
behaves like the ratio between the reduced mass of the piK and pipi systems, respectively,
also supporting a molecular picture.
As a final remark, we have seen how our results shed light upon several fields of
hadronic physics. Even more, we were able to perform precise calculations in areas
that have been a long-standing field of debate. We thus expect that our works provide
enough evidence to clarify some confusions, and that they become a reliable source
of information for all phenomenologists working on low-energy physics. Finally, most
of our determinations may be of help for the experimental community, hereby, all the
code developed during this thesis is openly provided upon request.
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Appendix A
Derivation of Roy-Steiner like
equations
In this appendix we present an explicit derivation of the Roy-Steiner-like equations
used in sections 2.2.4, 2.3, 2.4.3 and 3.1.4. We will first start with the derivation of
the Roy-like equations, but with one less subtraction than the ones in [114]. They are
called GKPY equations and were first introduced in [3, 129].
Let us start by writing down a once-subtracted dispersion relation for pipi → pipi
scattering
ReT I(s, t) = ReT I (s0, t) +
s− s0
pi
PV
∫ ∞
4m2pi
ds′
ImT I (s′, t)
(s′ − s0) (s′ − s)
+
s− s0
pi
PV
∫ −∞
−t
ds′
ImT I (s′, t)
(s′ − s0) (s′ − s) , (A.1)
where now we recast the dummy variable s′ as u′ → 4m2pi − t− s′and we set s0 = 0, so
that we can group both integrals and get:
ReT I(s, t) = ReT I(0, t) +
s
pi
PV
∫ ∞
4m2pi
ds′
[
ImT I (s′, t)
s′ (s′ − s) −
ImT I (u′, t)
u′ (u′ − s)
]
. (A.2)
In order to rewrite the contribution of the u-channel we will make use of the crossing
matrices defined in section 2.1, Eq. (2.7), which related the crossed channels as
T I (u′, t) = T I
(
4m2pi − s′ − t, t
)
=
∑
I′
CII
′
su T
I′ (s′, t) ,
T I(0, t) =
∑
I′′
CII
′′
st T
I′′(t, 0). (A.3)
We can now write a dispersion relation for the crossed amplitude T I
′′
(t, s) with the
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subtraction point t0 and evaluated at s = 0
T I
′′
(t, 0) = T I
′′
(t0, 0) +
t− t0
pi
∫ ∞
4m2pi
ds′
[
ImT I
′′
(s′, 0)
(s′ − t) (s′ − t0)
−
∑
I′′′ C
I′′′′
su ImT
I′′′ (s′, 0)
(4m2pi − t− s′) (4m2pi − s′ − t0)
]
. (A.4)
Finally, by setting t0 = 4m2pi we get the scattering length as T I(4m2pi, 0) = aI0, so that
we can rewrite Eq. (A.1) as:
ReT I(s, t) =
∑
I′
CII
′
st a
I′
0 +
s
pi
PV
∫ ∞
4m2pi
ds′
[
ImT I (s′, t)
s′ (s′ − s) −
∑
I′ C
II′
su ImT
I′ (s′, t)
(s′ + t− 4m2pi) (s′ + s+ t− 4m2pi)
]
+
t− 4m2pi
pi
PV
∫ ∞
4m2pi
ds′
∑
I′′
CII
′′
st
[
ImT I
′
(s′, 0)
(s′ − t) (s′ − 4m2pi)
−
∑
I′′ C
I′′I′′′
su ImT
I′′′ (s′, 0)
s′ (s′ + t− 4m2pi)
]
.
(A.5)
In order to project this expression into partial waves we must first define
t =
(s− 4M2pi) (x− 1)
2
, u = s+ t− 4M2pi ,
u′ = s′ + t− 4M2pi , y =
u′ + t
u′ − t . (A.6)
The projections will produce different kernels inside the integrals, they are defined as:
K``′ (s, s
′) =
s
pis′ (s− s′)
∫ 1
0
dxP`(x)P`′(y), L``′ (s, s
′) =
s
pi
∫ 1
0
dx
P`(x)P`′(y)
u′ (u+ s′)
,
(A.7)
M` (s, s
′) =
1
pi (s′ − 4M2pi)
∫ 1
0
dxP`(x)
t− 4M2pi
s′ − t , N` (s, s
′) =
1
pis′
∫ 1
0
dxP`(x)
4M2pi − t
u′
.
Finally, we include these expressions into Eq. (A.5) and project the amplitudes into
partial waves. The final result reads
Re f I` (s) = ξ`
∑
I′
CII
′
st a
I′
0 +
∞∑
`′=0
(2`′ + 1)PV
∫ ∞
4M2pi
ds′
[
K``′ (s, s
′) Im f I`′ (s
′)
−L``′ (s, s′)
∑
I′
CII
′
su Im f
(I′)
`′ (s
′) +
∑
I′′
CII
′′
st M` (s, s
′) Im f (I
′′)
`′ (s
′)
−N` (s, s′)
∑
I′′
∑
I′′′
CII
′′
st C
I′′I′′
su Im f
(I′′′)
`′ (s
′)
]
. (A.8)
This expression and its derivation is similar to how the system of Roy equations is
obtained in [114]. These were implemented in [3], which will be our input for section
2.2.4.
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For piK → piK and pipi → KK¯ scattering however, the derivation of the dispersion
relations for the amplitudes is more complicated, as one cannot cross the s and t
channels without going from piK → piK to pipi → KK¯ scattering. Therefore the partial
waves of both processes will appear inside our system of dispersion relations. The first
application to this processes was carried out by Johannesson and Nilsson in 1978 [132],
where they mixed fixed-t and Hyperbolic Dispersion Relations to relate the subtraction
constants with low-energy parameters. Let us sketch the derivation for a 6= 0 and T+.
We start by writing down two different once-subtracted dispersion relations
T+(s, t) = c+(t) +
1
pi
∫ ∞
m2+
ds′
ImT+(s′, t)
s′2
(
s2
s′ − s +
u2
s′ − u
)
, (A.9)
T+(t, b, a)=h+(b, a)+
t
pi
∫ ∞
4m2pi
ImT It=0(t′, s′b)√
6 t′(t′ − t) dt
′+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, t′b)
s′
( s
s′ − s +
u
s′ − u
)
,
(A.10)
where the first one is a fixed-t dispersion relation and the second is a hyperbolic one,
with the customary definition of the Mandesltam variables over the hyperbola
s′b ≡ sb(t′), u′b ≡ ub(t′), t′b = 2Σ− s′ −
b
s′ − a + a. (A.11)
As shown in Eq. (A.10), the subtraction constant of the fixed-t dispersion relation
depends only on t, so that by equating both amplitudes at a given b = b0 we get
c+(t) =h+(b0, a)+
t
pi
∫ ∞
4m2pi
ImT It=0(t′, s′b0)√
6 t′(t′ − t) dt
′+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, t′b0)
s′
( sb0
s′ − sb0
+
ub0
s′ − ub0
)
− 1
pi
∫ ∞
m2+
ds′
ImT+(s′, t)
s′2
(
s2b0
s′ − sb0
+
u2b0
s′ − ub0
)
, (A.12)
where the values of s and u of the first line lie in the hyperbola (s− a)(u− a) = b and
thus s, u are defined through
sb ≡ sb(t) = 1
2
(
2Σ− t+
√
(t+ 2a− 2Σ)2 − 4b
)
,
ub ≡ ub(t) = 1
2
(
2Σ− t−
√
(t+ 2a− 2Σ)2 − 4b
)
. (A.13)
We can now evaluate h(b, a) in a simple way, first, it is worth noticing that at t = 0
and b = b0 = a2 − 2Σa+ ∆2 we get
sb = sth = (mpi +mK)
2,
ub = uth = (mpi −mK)2. (A.14)
Now, according to our normalization, the value of the amplitude at threshold is
T+(sth, 0) = 8pim+a
+
0 , where m+ = (mpi +mK), so if we set t = 0 and b = b0 we get
h(b0, a) = 8pim+a
+
0 −
1
pi
∫ ∞
m2+
ds′
ImT+(s′, t′b)
s′
( sb0,t=0
s′ − sb0,t=0
+
ub0,t=0
s′ − ub0,t=0
)
. (A.15)
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As a result, the value of c+(t) obtained is
c+(t) = 8pim+a
+
0 +
t
pi
∫ ∞
4m2pi
ImT It=0(t′, s′b0)√
6 t′(t′ − t) dt
′
+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, t′b0)
s′
[( sb0
s′ − sb0
+
ub0
s′ − ub0
)
−
( sb0,t=0
s′ − sb0,t=0
+
ub0,t=0
s′ − ub0,t=0
)]
− 1
pi
∫ ∞
m2+
ds′
ImT+(s′, t)
s′2
(
s2b0
s′ − sb0
+
u2b0
s′ − ub0
)
. (A.16)
In the same way, by equating both amplitudes first at t = 0, and calculating c+(0) in
terms of a+0 we get
h(b, a) = 8pim+a
+
0 +
1
pi
∫ ∞
m2+
ds′
ImT+(s′, 0)
s′2
[(
s2
s′ − s +
u2
s′ − u
)
−
(
s2th
s′ − sth +
u2th
s′ − uth
)]
− 1
pi
∫ ∞
m2+
ds′
ImT+(s′, t′b)
s′
( sb,t=0
s′ − sb,t=0 +
ub,t=0
s′ − ub,t=0
)
. (A.17)
These two subtraction constants can be simplified taking into account that (s−
a)(u− a) = (s′ − a)(u′ − a) = b in all hyperbolic integrals, using Eq. (A.13) and the
relation between Mandelstam variables s+ t+ u = 2(m2K +m2pi). The final result for
both the fixed-t and hyperbolic dispersion relations is:
T+(s, t) = 8pim+a
+
0 +
1
pi
∫ ∞
m2+
ds′
ImT+(s′, t)
s′2
[(
s2
s′ − s +
u2
s′ − u
)
− k(s′, t)
]
+
t
pi
∫ ∞
4m2pi
ImT It=0(t′, s′b)√
6 t′(t′ − t) dt
′+
1
pi
∫ ∞
m2+
ds′ImT+(s′, t∆2)
(
h(s′, t,∆2, 0)− h(s′, 0,∆2, 0)) ,
T+(sb, t) = 8pim+a
+
0 +
t
pi
∫ ∞
4m2pi
ImT It=0(t′, s′b)√
6 t′(t′ − t) dt
′
+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, tb)
s′
[h(s′, t, b, a)− h(s′, 0, b, a)]
+
1
pi
∫ ∞
m2+
ds′
ImT+(s′, 0)
s′2
[
g(s′, b, a)− g(s′,∆2, 0)] , (A.18)
where the kernels are defined as
h(s′, t, b, a) =
s′(2Σ− t)− 2[b− a2 + (2Σ− t)a]
s′2 − s′(2Σ− t) + [b− a2 + (2Σ− t)a] ,
g(s′, b, a) =
s′(2Σ)2 − 2[b− a2 + 2Σa](s′ + Σ)
s′2 − s′2Σ + [b− a2 + 2Σa] ,
k(s′, t) =
1
s′2
s′(2Σ− t)2 − 2∆2s′ −∆2(2Σ− t)
s′2 − s′(2Σ− t) + ∆2 . (A.19)
One can follow the same steps for the derivation of the subtraction constant of the
once-subtracted T−/(s− u) dispersion relation. After using the projecting formulas
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Eqs (1.48) and (1.49) we get Eqs.(2.27) and (2.28). However, in this case the kernels
read
d(s′, t, b, a) =
1
s′2 − s′(2Σ− t) + [b− a2 + (2Σ− t)a] ,
f(s′, b, a) =
1
s′2 − s′2Σ + [b− a2 + 2Σa] . (A.20)
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Appendix B
Roy-Steiner range of validity
We have made use of different kinds of Roy-Steiner dispersion relations in sections
2.2.4, 2.3 and 2.4.3. Although there are several works explaining their region of
applicability [114, 120, 163, 167, 178, 265], we will briefly review their applicability
domain in the complex plane in this appendix.
B.1 Fixed-t dispersion relations
Fixed-t dispersion relations have been shown to be very effective in the study of both
equal mass and different mass particles. In the s-channel, they usually offer a bigger
applicability region over the more complicated Hyperbolic Dispersion Relations, with
a physical region that goes up to smax ∼ 1.1GeV for both pipi → pipi and piK → piK
scattering.
In order to calculate the applicability domain in the complex plane we must first
evaluate the double-spectral boundaries for each process. These are obtained from the
singularities arising from the box diagrams of Appendix D in 2.2.4, which appears at the
energies for which the inner particlescan be on-shell according to the Landau-Kutkowski
rules. In the case of pipi → pipi scattering the only relevant boundary, called ρst is
defined by [80]
bI(s, t) : t (s− 4m2pi)− 16sm2pi = 0, (B.1)
bII(s, t) : t (s− 16m2pi)− 4sm2pi = 0, (B.2)
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which produces the following maximum values allowed for t
Tst(s) =
16sm2pi
s− 4m2pi
, ∀s ≤ s0, (B.3)
Tst(s) =
4sm2pi
s− 16m2pi
, ∀s ≥ s0, (B.4)
where s0 = 20m2pi.
Now, let us recall that this fixed-t value, appearing inside the Roy-Steiner equations
will be related with the internal variable of the integral s′, not s, which is the external
energy variable at which we are evaluating the amplitudes. Taking into account the
large Lehmann-Martin ellipse [83, 266, 267], the t variable must be contained in an
ellipse with foci at t = −λs′/s′ and t = 0, with right extremity at Tst(s′).
Figure B.1: Domain of validity in the complex s-plane of the fixed-t dispersion relations
for pipi → pipi scattering, in mpi units. The shadowed areas represent the typical region
where the σ/f0(500) pole could lie at.
Such an ellipse can be obtained in a very simple way if we use polar coordinates
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over the fixed foci at t = 0. Producing the following result for the radius
T (s′, θ) =
Tst(s
′)(λs′ + s′Tst(s′))
λs′ cos2
θ
2
+ s′Tst(s′)
. (B.5)
This equation defines the maximum allowed value for the modulus of t for a given
value of the integration variable s′. Now, the t variable will be considered inside the
applicability region if it lies inside all possible ellipses, so that the allowed radius is
T (θ) = min
sth≤s′≤∞
T (s′, θ). (B.6)
Finally, the external s variable will only be inside the domain of validity if the
partial wave projection can be performed without touching any boundary. Thus taking
into account the s-channel projection formula:
f`(s) =
1
32piN
∫ 1
−1
dzsP`(x)T (s, t (zs) , u) , (B.7)
and using the relation
zs = 1 +
2st
λs
, (B.8)
we can obtain the allowed values for s in the complex plane throughout the equation
λs + sT (θ) exp(iθ) = 0. (B.9)
Finally, the equation above defines the region of validity for both pipi → pipi (Fig. B.1)
and piK → piK (Fig. B.2) scattering, respectively.
A simple evaluation of the σ/f0(500) and κ/K∗0(700) parameters with large un-
certainties in the s plane entails that while fixed-t dispersion relations are suitable
to determine the σ/f0(500) pole in the complex plane (see Fig. B.1), the κ/K∗0(700)
cannot be obtained with high precision from fixed-t dispersion relations, as it is outside
their applicability region (see Fig. B.2). This is the main reason why we have to resort
to this very same analytic features for the Hyperbolic Dispersion Relations in the next
section.
B.2 Hyperbolic Dispersion Relations
While the region of validity of the fixed-t dispersion relations is easily calculated, the
one of the Hyperbolic Dispersion Relations is way more complicated. It involves first
the equation over the hyperbola (s− a)(u− a) = b, and second it involves both the
s-channel ellipse and the t-channel one. Fortunately, almost all needed equations are
provided in appendix D of section 2.2.4. In this section we will follow the derivation
of [124].
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Figure B.2: Domain of validity in the complex s-plane of the fixed-t dispersion relations
for piK → piK scattering, in mpi units. The shadowed areas represent the typical region
where the κ/K∗0(700) pole is found.
Let us start with the simpler derivation of the range of validity over the s-channel
Lehmann-Martin ellipse, which is again defined throughout the ellipse with foci at
t = −λs′/s′ and t = 0. However, we shall now use the hyperbolic relation for the b
variable
bs(s, t) = (s− a)(2Σ− s− t− a), (B.10)
so that we end up with an ellipse over b with foci at bs = (s − a)(2Σ − s′ − a) and
bs = (s−a)(2Σ−s′+λs′/s′−a). This ellipse does not have any fixed foci, which makes
the calculation a bit more complicated. Given the value bs(s′, θ) over the boundary,
calculated from the origin of coordinates, the value b inside all possible ellipses is
bs(θ) = min
sth≤s′≤∞
bs(s
′, θ). (B.11)
Finally, the t-channel Lehmann-Martin ellipse must be addressed carefully, as it
is fairly more complicated, first, the ellipse must be defined by modifying its original
axis, from an ellipse in zt to a new one in z2t as(
Re {z′2t } − 12
)2
A˜2t
+
(Im {z′2t })2
B˜2t
= 1, (B.12)
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where A˜t and B˜t are related to the original semi-major and semi-minor axis obtained
from the boundaries as
A˜t =
A2t +B
2
t
2
= A2t −
1
2
, B˜t = AtBt = At
√
A2t − 1, (B.13)
next, we use the linear relation
z′2t =
(t′ − Σ + 2a)2 − 4b (s′, t′; a)
16p′2t q′2t
, (B.14)
in order to define the left and right extremities for the ellipse in the b variable, which
read
b−t (t
′, a) =
1
4
(t′ − Σ + 2a)2 − 4m2Nst (t′)2 , (B.15)
b+t (t
′, a) =
1
4
(t′ − Σ + 2a)2 − 4p′2t q′2t + 4m2Nst (t′)2 = (t′ − Σ) a+ a2 + Σ2− + 4m2Nst (t′)2 ,
where the Nst(t′) formula is given in the appendix of section 2.2.4. Again, this formula
provides a family of ellipses in t′, of which the minimum value will be the b contained
inside all of them
bt(θ) = min
4m2pi≤t′≤∞
b(t′, θ). (B.16)
Finally, the s variable will remain inside the boundary anytime the b values needed
for the s-channel partial-wave projection are inside their limits. We use again the
partial wave projection formula of Eq. (B.7) and perform the corresponding change of
variables from t to b. We finally get that the more restrictive equation for s is
(2Σ− s− a)(s− a) + b(θ) exp(iθ) = 0. (B.17)
The regions of applicability corresponding to both ellipses in Eqs. (B.11) and (B.16)
are shown in Fig. B.3, where we have used a = −9m2pi in order to maximize the real
axis for which the κ/K∗0 (700) pole and its uncertainties lie within the boundaries. Note
that as explained in section 2.2.4 the maximum analyticity domain in the real axis is
reached for a = −13.9m2pi, but it narrows the domain of validity in the complex plane so
that the κ/K∗0 (700) gets out of the region. Notice that the κ/K∗0 (700) pole parameters√
spole ∼ 670 + i290MeV lie well inside both ellipses.
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Figure B.3: Domain of validity in the complex s-plane of Hyperbolic Dispersion
Relations for piK → piK scattering, in mpi units. The red curve depicts the allowed
region due to the s-channel contributions, while the green line encloses the very same
region for the t-channel contributions, both for a = −9m2pi. The black line represents
the most restrictive allowed area for a = 0 [178]. The shadowed areas represent the
region where the κ/K∗0(700) pole is found. Although the applicability region in the
real axis can be extended by taking a = −13.9m2pi, we find that with this value the
κ/K∗0 (700) pole lies out of the boundary in the complex plane, so that a = −9m2pi will
be used instead to obtain its parameters.
Appendix C
Muskhelishvili-Omnès problem
In this section the solution for the dispersive system of the crossed pipi → KK¯ partial
waves gI` (t) is reviewed in more detail that in section 2.2.4. We derive the general
analytic solution, and apply it to our particular case. Finally, a remark on the numerical
treatment and continuity of the solution is discussed.
As can be seen in Eq. (2.28), in order to solve the pipi → KK¯ system of dispersion
relations, the integrals must be calculated from the pipi threshold. However, the
physical region of this process starts at the KK¯ threshold and thus an extrapolation
to the pseudo-physical region must be performed without any guidance from data.
Nevertheless, below the inelastic threshold we can neglect any channel but pipi and then
Watson’s Theorem implies that the gI` phase below KK¯ threshold is just that of pipi
scattering. Thus we can write φI`(t) = δI`,pipi→pipi(t). Unfortunately, Watson’s Theorem
does not constrain the modulus of the partial wave in any way, so that an alternative
approach to an ordinary dispersive calculation must be performed. Determining the
modulus in the unphysical region once the phase is fixed is known as the standard
Muskhelishvili-Omnès (MO) problem [268,269]. Starting from the original partial-wave
dispersion relation
gI` (t) = ∆
I
`(t) +
1
pi
∫ tm
tpi
dt′
T (t′)∗ gI` (t
′)
t′ − t +
1
pi
∫ ∞
tm
dt′
Im gI` (t
′)
t′ − t , (C.1)
where we know the discontinuity up to tm
Disc gI` (t)
2i
= Im gI` (t) = T (t)
∗gI` (t)θ (t− tpi) , (C.2)
the solution can be obtained following the same approach as in [2, 122,124,132,133].
We first start by rewriting the dispersive equations as
gI` (t) = ∆
I
`(t) +
1
pi
∫ ∞
4m2pi
dt′
Im gI` (t)
t′ − t , (C.3)
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where we have assumed that no subtractions are necessary for simplicity, although we
will include them later depending on the behavior of each partial wave. The function
∆I`(t), known as the inhomogeneity, contains all contributions coming from the rest of
the partial waves, both from piK → piK and pipi → KK¯ scattering, and produces only
the left and circular cuts. The right-hand cut is the integral over the discontinuity of
the partial wave itself.
Now we define the so-called Omnès function
ΩI`(t) = exp
(
t
pi
∫ tm
4m2pi
φI`(t
′)dt′
t′(t′ − t)
)
, (C.4)
which satisfies
ΩI`(t) ≡ ΩIl,R(t)eiφ
I
` (t)θ(t−4m2pi)θ(tm−t), (C.5)
where, in the real axis, ΩIl,R(t) can be written as:
ΩIl,R(t) =
∣∣∣∣tmtpi (t− tpi)−φI` (t)/pi(tm − t)φI` (t)/pi
∣∣∣∣ exp( tpi
∫ tm
4m2pi
dt′
φI`(t
′)− φI`(t)
t′(t′ − t)
)
= ΩIl (t)|tm − t|φ
I
` (t)/pi. (C.6)
It is worth noticing that, by construction, the Omnès function contains the very
same phase shift as the partial wave up to tm and hence they share the same right-hand
cut. We thus define a new function, containing only a right-hand cut starting above tm
as
F I` (t) =
gI` (t)−∆I`(t)
ΩI`(t)
, (C.7)
where the analytic structure is as follows, there is a finite cut from 4m2pi up to tm due
to ∆I`(t)/ΩI`(t), and an infinite cut from tm up to infinity due to gI` (t)/ΩI`(t). Hence,
by assuming that no subtractions are needed for F I` (t), as we did for gI` (t) we get
F I` (t) =
1
pi
∫ tm
4m2pi
dt′
∆I`(t
′) sinφI`(t
′)
ΩI`,R(t
′)(t′ − t) +
1
pi
∫ ∞
tm
dt′
|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)(t′ − t) . (C.8)
The equation above then produces the following result for the partial wave
gI` (t) = ∆
I
`(t) + Ω
I
`(t)
[
1
pi
∫ tm
4m2pi
dt′
∆I`(t
′) sinφI`(t
′)
ΩI`,R(t
′)(t′ − t) +
1
pi
∫ ∞
tm
dt′
|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)(t′ − t)
]
,
(C.9)
or more conveniently, in terms of a principal value integral
gI` (t) =
{
∆I`(t) cos δ
I
` (t) + |ΩI`(t)|
[
1
pi
PV
∫ tm
4m2pi
dt′
∆I`(t
′) sinφI`(t
′)
ΩI`,R(t
′)(t′ − t)
+
1
pi
∫ ∞
tm
dt′
|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)(t′ − t)
]}
eiδ
I
` (t). (C.10)
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There are two different kinds of subtractions that may be included depending on the
behavior of the partial wave. One the one hand, there are are the genuine subtractions
necessary to ensure the convergence of the original dispersion relation Eq. (2.28). As a
result, this new equation turns out to be
gI` (t) = ∆
I
`(t)+t
nΩI`(t)
[
1
pi
∫ tm
4m2pi
dt′
∆I`(t
′) sinφI`(t
′)
ΩI`,R(t
′)t′n(t′ − t) +
1
pi
∫ ∞
tm
dt′
|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)t′n(t′ − t)
]
.
(C.11)
On the other hand, the second kind of subtractions depend on the behavior of ΩI`(t)
when t→ tm. If for example φI`(tm) > pi, then according to Eq. (C.6) the singularity
produced by the Omnés function is not integrable. Another subtraction should be
included to ensure the integrability of the MO equations when t′ → tm. Thus, by
defining a new function
Fˆ I` (t) =
(gI` (t)−∆I`(t))(tm − t)
ΩI`(t)
, (C.12)
the singularity is now integrable, and we can thus write a dispersion relation for gI` (t).
However, one subtraction needs to be included to ensure that the dispersion relation
for Fˆ I` (t) converges. The final result reads:
gI` (t) = ∆
I
`(t) + t
n Ω
I
`(t)
(tm − t)
[
α +
t
pi
∫ tm
4m2pi
dt′
(tm − t′)∆I`(t′) sinφI`(t′)
ΩI`,R(t
′)t′n+1(t′ − t)
+
t
pi
∫ ∞
tm
dt′
(tm − t′)|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)t′n+1(t′ − t)
]
. (C.13)
Taking into account all these results we can finally calculate the complete system
of equations for pipi → KK¯ scattering, which read
g00(t) = ∆
0
0(t) +
tΩ00(t)
tm − t
[
α +
t
pi
∫ tm
4m2pi
dt′
(tm − t′)∆00(t′) sinφ00(t′)
Ω00,R(t
′)t′2(t′ − t)
+
t
pi
∫ ∞
tm
dt′
(tm − t′)|g00(t′)| sinφ00(t′)
Ω00,R(t
′)t′2(t′ − t)
]
, (C.14)
g11(t) = ∆
1
1(t) + Ω
1
1(t)
[
1
pi
∫ tm
4m2pi
dt′
∆11(t
′) sinφ11(t
′)
Ω11,R(t
′)(t′ − t) +
1
pi
∫ ∞
tm
dt′
|g11(t′)| sinφ11(t′)
Ω11,R(t
′)(t′ − t)
]
,
g11(t) = ∆ˆ
1
1(t) + tΩ
1
1(t)
[
1
pi
∫ tm
4m2pi
dt′
∆ˆ11(t
′) sinφ11(t
′)
Ω11,R(t
′)t′(t′ − t) +
1
pi
∫ ∞
tm
dt′
|g11(t′)| sinφ11(t′)
Ω11,R(t
′)t′(t′ − t)
]
,
g02(t) = ∆
0
2(t) + tΩ
0
2(t)
[
1
pi
∫ tm
4m2pi
dt′
∆02(t
′) sinφ02(t
′)
Ω02,R(t
′)t′(t′ − t) +
1
pi
∫ ∞
tm
dt′
|g02(t′)| sinφ02(t′)
Ω02,R(t
′)t′(t′ − t)
]
.
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Note that we have written two dispersion relations for g11(t): In the second line
with no genuine subtractions and in the third line with one genuine subtraction. In
section 2.3 we explained why we are interested in studying these two cases.
Even though all analytic MO expressions are manifestly integrable, the divergent
nature of the Omnès function produces a large cusp at tm that cannot be handled by
standard integration subroutines. The solution of a standard algorithm will largely
depend on the grid of points and the integration time taken to perform the evaluation.
In order to avoid these drawbacks we will perform a suitable change of variables
following [2] which ensures a much smoother behavior close to tm. We start by splitting
the integrals below and above tm by a small value τ , for simplicity we will study the
case of a non subtracted MO equation
gI` (t) = ∆
I
`(t) +
ΩI`(t)
pi
[∫ tm−τ
4m2pi
dt′
∆I`(t
′) sinφI`(t
′)
ΩI`,R(t
′)(t′ − t) +
∫ tm
tm−τ
dt′
∆I`(t
′) sinφI`(t
′)
ΩI`,R(t
′)(t′ − t)
+
∫ ∞
tm+τ
dt′
|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)(t′ − t) +
∫ tm+τ
tm
dt′
|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)(t′ − t)
]
. (C.15)
If τ is small enough, we can approximate ΩI`(t) by its asymptotic form∣∣ΩI` (t ≈ tm)∣∣ ≈ ∣∣∣ΩI` (tm)∣∣∣ |tm − t|φI` (t)/pi , (C.16)
so that, after defining the new integration variable as v(t′) = (t′ − tm)/(tm − t) one
obtains
ΩI`(t)
pi
∫ tm
tm−τ
dt′
∆I`(t
′) sinφI`(t
′)
ΩI`,R(t
′)(t′ − t) =
∆I`(tm) exp(iφ
I
`(tm)) sinφ
I
`(tm)
pi
∫ τ(t)
0
dv
vφ
I
` (tm)/pi(1− v) ,
ΩI`(t)
pi
∫ tm+τ
tm
dt′
|gI` (t′)| sinφI`(t′)
ΩI`,R(t
′)(t′ − t) =
gI` (tm) sinφ
I
`(tm)
pi
∫ τ(t)
0
dv
vφ
I
` (tm)/pi(1 + v)
. (C.17)
Now this equations can be easily evaluated by any standard integration subroutine,
and the numerical problem is gone.
Apart from this behavior, the equations above also imply that at tm, the modulus of
the input coming from the partial wave and the output provided by the MO equations
match each other. Explicitly, if we take into account that τ(tm) = ∞ the equations
above read
1
pi
PV
∫ ∞
0
dv
vφ
1
1(tm)/pi(1− v) = −
cos(φI`(tm))
sin(φI`(tm))
,
1
pi
∫ ∞
0
dv
vφ
I
` (tm)/pi(1 + v)
=
1
sin(φI`(tm))
, (C.18)
which, if included in Eq. (C.10) produce the desired result
|gI` (tm)|out=
{
∆I`(tm) cos δ
I
` (tm)−∆I`(tm) cos δI` (tm) + |gI` (tm)|in
}
= |gI` (tm)|in. (C.19)
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The matching condition of Eq. (C.19) must be carefully studied. Let us assume
that the MO input and output do not agree well in the region surrounding the energy
point tm, where the method imposes the output to be exactly the same as the input.
This would be a clear indication that the data parameterization does not satisfy well
the dispersion relations in that region. However the equations would be forcing the
output to describe the modulus at tm. This will thus provoke a deviation across the
whole energy region, propagating a systematic effect that cannot be fixed. In order to
avoid this problem, several values of tm will be tested, an we will fix tm to be the value
where input and output lie close to each other.
The MO formalism presented above is applied in this thesis to meson-meson
scattering only. However, MO like equations have recently been successfully applied
to many other interesting processes, like η → 3pi decays [108,110,214], heavy meson
decays [270–272], form factors [103] and even to the study of XYZ states [273].
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Appendix D
Kernels
In the previous Appendix A we detailed the derivation of several Roy-Steiner like
equations, which, after projecting into partial waves, provide us with the necessary
tools to perform a rigorous and model-independent analysis of several scattering
processes. Even though some integral kernels of the partial-wave dispersion relations
are included in section 2.2.4, we will present here the whole system of integrands we
have used to perform a coupled study of both pipi → KK¯ and piK → piK scattering.
Namely, we present kernels for fixed-t and Hyperbolic Dispersion Relations in the s-
and t-channels. Only those corresponding to the t-channel T+ and T− with one and
no subtractions, respectively, were already given in section 2.2.4.
Let us recall that the hyperbolae we use for our dispersion relations are defined
through the equation (s− a)(u− a) = b, as well as some previous useful definitions
zs = 1 +
2st
λs
, λs = (s−m2+)(s−m2−) = s2 − 2sΣ + ∆2 = 4s q2Kpi(s) .
In addition, in order to further simplify our equations we will now define
x(t, s′) =
4qK(t)qpi(t)
2s′ + t− 2Σ , A(t, s
′) = Arcth
(
x(t, s′)
)
,
B(s, s′) =
s
λs
[
log (s′ + s− 2Σ)− log
(
s′ − ∆
2
s
)]
,
C(s, s′) = 1− 2s(s
′ + s− 2Σ)
λs
. (D.1)
Note that C(s, s′) 6= C(s′, s), and both cases will appear below.
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D.0.1 Fixed-t
In this subsection we provide the explicit expressions for the LI``′(s, s′) and L
±
``′(s, t
′)
kernels needed in the partial-wave dispersion relations in Eq. (2.19), only up to the
vector resonance, as no tensor resonance will be studied within this thesis, although
they will be included as input. Let us recall that s corresponds to the “output” partial
wave, while s′ and t′ correspond to the “input”. At the same time, ` and `′ stand for the
“output” and “input” angular momenta respectively. Finally, the s-channel kernels read
L+0,0(s, s
′) =
s2
s′2(s′ − s) −
2Σs′ − 2∆2
s′λs′
+
∆2 + s′s+ 2Σs
s′2s
+B(s, s′),
L+0,1(s, s
′) = 3
(s′3 + s′2s− s′s2 + s∆2)
s′2λs′
+ 3C(s′, s)B(s, s′),
L+1,0(s, s
′) = −2s
λs
+ C(s, s′)B(s, s′),
L+1,1(s, s
′) =
sλs
λs′s′(s′ − s) +
λs
s′λs′
+
−6s′3s+ 6s′s∆2 + 12s′2s(Σ− s)
s′λs′λs
+ C(s′, s)
(
C(s, s′)B(s, s′)
)
,
L−0,0(s, s
′) =
1
s′ − s −B(s, s
′),
L−0,1(s, s
′) = 3
[
1
s′ − s −
2s′
λs′
− s
′λs
(s′ − s)sλs′ − C(s
′, s)B(s, s′)
]
,
L−1,0(s, s
′) = −C(s, s′)B(s, s′)− 2 s
λs
,
L−1,1(s, s
′) =
s′λs
(s′ − s)sλs′ − 3C(s
′, s)
(
C(s, s′)B(s, s′) + 2
sC(s′, s)
λs
)
, (D.2)
In addition, the t-channel contribution kernels are way simpler
L00,2`(s, t
′) =
2(2`) + 1√
3
(qpi(t
′)qK(t′))(2`)
s
λs
[
log
(
1 +
λs
st′
)
− λs
st′
]
,
L01,2`(s, t
′) =
2(2`) + 1√
3
(qpi(t
′)qK(t′))(2`)
s
λs
[(
1 +
2st′
λs
)
log
(
1 +
λs
st′
)
− 2
]
. (D.3)
D.0.2 Hyperbolic
t-channel projection
In this subsection we provide the explicit expressions for the GI``′(t, t′) and G
±
``′(t, s
′)
kernels needed in the partial-wave dispersion relations in Eq. (2.28). Let us recall that
` ≤ 2 corresponds to the angular momentum of the partial-wave dispersion relation,
i.e. the “output” partial wave, whereas `′ corresponds to the angular momentum of the
“input” wave inside the integral of the dispersion relation. Similarly, s′ and t′ are the
integration variables, whereas t is the variable of the “output” partial wave coming out
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of the dispersion relation. Note that, in the input, partial waves with `′ > 2 can be
safely neglected, except for the `′ = 4 partial wave needed for the g02 equation, which
nevertheless gives a rather small contribution.
We start by listing the kernels appearing in the g11(t) dispersion relation. As in the
main text of section 2.1, for the antisymmetric case, those with a hat correspond to
one-subtraction and those without to the unsubtracted case
G11,3(t, t
′) = Gˆ11,3(t, t
′) =
7
48
(t′ + t− 4Σ + 10a), (D.4)
G−1,0(t, s
′) = 4
√
2
[
(2s′ − 2Σ + t)A(t, s′)− 4qK(t)qpi(t)
16(qK(t)qpi(t))3
]
,
G−1,1(t, s
′) = 12
√
2
[
P1(zs′)
(2s′ − 2Σ + t)A(t, s′)− 4qK(t)qpi(t)
16(qK(t)qpi(t))3
− 2s
′
3(s′ − a)λs′
]
,
G−1,2(t, s
′) = 20
√
2
[
P2(zs′)
(2s′ − 2Σ + t)A(t, s′)− 4qK(t)qpi(t)
16(qK(t)qpi(t))3
− 2s
′z′s
(s′ − a)λs′
+
s′2(2s′ + t− 2Σ)2
2(s′ − a)2λ2s′
− 24s
′2(qK(t)qpi(t))2
5(s′ − a)2λ′2s
]
,
Gˆ−1,0(t, s
′) = 4
√
2
[
(s′ − Σ + t/2)A(t, s
′)− 4qK(t)qpi(t)
16(qK(t)qpi(t))3
− 1
3λs′
]
,
Gˆ−1,1(t, s
′) = 12
√
2
[
(s′ − Σ + t/2)P1(zs′)A(t, s
′)− 4qK(t)qpi(t)
16(qK(t)qpi(t))3
− 1
3λs′
]
,
Gˆ−1,2(t, s
′) = 20
√
2
[
(s′ − Σ + t/2)P2(zs′)A(t, s
′)− 4qK(t)qpi(t)
16(qK(t)qpi(t))3
− 1
3λs′
− 2s
′2t
λ2s′(s
′ − a))
]
,
where Pl(zs′) are the Legendre polynomials. For the symmetric case we find
G02,4(t, t
′) =
3
8
(t+ t′ − 4Σ + 7a), (D.5)
G+2,0(t, s
′) =
√
3(2s′ + t− 2Σ)2
32qK(t)5qpi(t)5
[
(3− x(t, s′)2)A(t, s′)− 3x(t, s′)] ,
G+2,1(t, s
′) =
3
√
3(2s′ + t− 2Σ)2
32qK(t)5qpi(t)5
P1(zs′)
[
(3− x(t, s′)2)A(t, s′)− 3x(t, s′)] ,
G+2,2(t, s
′) = 5
√
3
[
(2s′ + t− 2Σ)2
32qK(t)5qpi(t)5
P2(zs′)
(
(3− x(t, s′)2)A(t, s′)− 3x(t, s′)
) 16s′2t
5(s′ − a)2λ2s′
]
.
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Finally, for the g00(t) dispersion relation the kernels we need are
G00,2(t, t
′) =
5
16
(t+ t′ − 4Σ + 6a),
G+0,0(t, s
′) =
√
3
[
A(t, s′)
qK(t)qpi(t)
+
2(Σ− s′)
λs′
]
,
G+0,1(t, s
′) = 3
√
3
[
A(t, s′)
qK(t)qpi(t)
P1(zs′)− (2s
′ + 2t− 2Σ)
λs′
− 2at
(s′ − a)λs′
]
,
G+0,2(t, s
′) = 5
√
3
[
A(t, s′)
qK(t)qpi(t)
P2(zs′)− 2s− 2Σ
λs′
− 6st(∆
2 + s′(3s′ + 2t− 4Σ)
(s′ − a)λ2s′
+
3s′2t(2s′ + t− 2Σ)2
2(s′ − a)2λ′2s
− 8s
′2t(qK(t)qpi(t))2
(s′ − a)2λ2s′
]
. (D.6)
s-channel projection
Finally, we provide theK±`,`′(s, s
′) kernels that are needed for the dispersive contributions
of Eq. (2.27). Let us recall that in this case we neglect ` ≥ 2, since their contribution
to the partial waves of interest is very small. The conventions regarding the variables
and angular momenta are the ones explained above. The s-channel kernels of the
unsubtracted antisymmetric amplitude thus read
K+0,0(s, s
′) =
2((s′ + Σ)∆2 − 2s′Σ)
s′2λs′
− s
′2 + 2s′(Σ− s)− 2sΣ
s′2(s′ − s) +B(s, s
′), (D.7)
K−0,0(s, s
′) =
1
s′ − s −B(s, s
′),
K+0,1(s, s
′) = 3
[
s(s′ + 2Σ)−∆2
λs′s
− s
′λs
(a− s′)λs′s + C(s
′, s)B(s, s′)
]
,
K−0,1(s, s
′) = −3
[
(s′s+ ∆2)
λs′s
− s
′(3s2 − 2Σs+ ∆2)
(a− s′)λs′s + C(s
′, s)B(s, s′)
]
,
K+1,0(s, s
′) = −K−1,0(s, s′) = C(s, s′)B(s, s′) + 2
s
λs
,
K+1,1(s, s
′) = 3C(s′, s)
[
C(s, s′)B(s, s′) + 2
s
λs
]
+
s′(a− s)λs
(s′ − s)s(a− s′)λs′ ,
K−1,1(s, s
′) = −3C(s′, s)
[
C(s, s′)B(s, s′) + 2
s
λs
]
+
s′(a− s)λs
(s′ − s)s(a− s′)λs′ , (D.8)
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whereas the once-subtracted kernels for the antisymmetric case read
Kˆ−0,0(s, s
′) =
1
s′ − s −B(s, s
′) +
λs
2sλs′
− 2(s− Σ)
λs′
,
Kˆ−0,1(s, s
′) = 3
[
1
s′ − s − 2
(s′ + s− Σ)
λs′
− λs(s
′ + s)
2(s′ − s)sλs′ − C(s
′, s)B(s, s′)
]
,
Kˆ−1,0(s, s
′) = −C(s, s′)B(s, s′)− 2s
λs
− λs
6sλs′
,
Kˆ−1,1(s, s
′) = −3C(s′, s)
[
C(s, s′)B(s, s′) +
2s
λs
]
+
(s′ + s)λs
2s(s′ − s)λs′ . (D.9)
Next, we provide the kernels for the t-channel contribution, which read
K00,0(s, t
′) =
1√
3
s
λs
[
log
(
1 +
λs
st′
)
− λs
st′
]
,
K00,2(s, t
′) =
5√
3
(qpi(t
′)qK(t′))2
s
λs
[
log
(
1 +
λs
st′
)
− λs
st′
]
+
√
3λs(s− a)
16st′
,
K01,0(s, t
′) =
1√
3
s
λs
[
P1(zs) log
(
1 +
λs
st′
)
− 2
]
,
K01,2(s, t
′) =
5√
3
s
λs
(qpi(t
′)qK(t′))2P1(zs)
[
log
(
1 +
λs
st′
)
− 2
]
+
5λs(s− a)
16
√
3st′
,
K10,1(s, t
′) =
3
4
√
2
s(t′ + 2s− 2Σ)
λs
[
log
(
1 +
λs
st′
)
− λs
s(t′ + 2s− 2Σ)
]
,
K11,1(s, t
′) =
3
4
√
2
s(t′ + 2s− 2Σ)
λs
[
P1(zs) log
(
1 +
λs
st′
)
− 2
]
,
Kˆ10,1(s, t
′) =
3
4
√
2
s(t′ + 2s− 2Σ)
λs
[
log
(
1 +
λs
st′
)
− 2λs
t′s
+
λ2s
t′s2(t′ + 2s− 2Σ)
]
,
Kˆ11,1(s, t
′) =
3
4
√
2
s(t′ + 2s− 2Σ)
λs
[
P1(zs) log
(
1 +
λs
st′
)
− 2
]
− λs
8
√
2t′s
, (D.10)
where once again we have used a hat for the once-subtracted kernels of the T− amplitude.
All these kernels produce smooth integrable inputs in the physical region, they
are suppressed at higher energies and match the kinematic behavior of every partial
wave. They also produce the left and circular cut structures required by partial-wave
projection.
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