The Soil and Water Assessment Tool (SWAT) is a well established, distributed, eco-15 hydrologic model. However, using the study case of an agricultural intensive irrigated 16 watershed, it was shown that all the model versions are not able to appropriately reproduce the 17 total streamflow in such system when the irrigation source is outside the watershed. The 18 objective of this study was to modify the SWAT2005 version for correctly simulating the 19 main hydrological processes. Crop yield, total streamflow, total suspended sediment (TSS) 20 losses and phosphorus load calibration and validation were performed using field survey 21 information and water quantity and quality data recorded during 2008 and 2009 years in Del 22
altitude of 390 m. Parameters of farmers' current management operations as tillage, planting 1 dates, fertilization, irrigation and harvesting were provided as inputs to the model. 2 The amounts of organic and inorganic fertilizers applied to each crop grown in DRW were 3 determined through farmer's interviews performed during the 2008 and 2009 agricultural 4 seasons. For each crop, the dates of application and the type of fertilizers were determined. 5
Regarding irrigation management, dates and amounts of water applied to each crop during 6 each irrigation event were obtained from the databases facilitated by the Alconadre Irrigation 7 District. 8
The crop parameter values for corn used in this study were the same as those used by Cavero southwestern France. In regard to alfalfa, parameter values were set according to Confalonieri 12 and Bechini (2004). 13 14
Model modification 15
The application of the original SWAT2005 version in semiarid irrigated DRW using actual 16 farmer's irrigation practices was not possible because as previously indicated the excess 17 irrigation depths are returned to the irrigation source instead of taking them into account in the 18 daily soil water balance calculations (Neitsch et al., 2005) . Therefore the following 19 modifications in the source code were performed in the new SWAT-IRRIG version to include 20 the above mentioned excess water in the soil water balance calculations: 21 22 1-The maximum amount of water to be applied corresponds to the depth of irrigation water 23 applied to each HRU as specified by the user in the irrigation operation instead of the amount 24 of water held in the soil profile at field capacity. This modification is included in the "irrsub" 1 subroutine as following: 2
Original version:
Modified version:
where vmm is the maximum amount of water to be applied (mm H 2 O), sol_sumfc is the 5 amount of water held in the soil profile at field capacity (mm H 2 O) and irr_amt is the depth of 6 irrigation water applied to each HRU (mm H 2 O) as specified by the user. 7 8 2-As the original percolation calculation subroutine (percmain subroutine) included only the 9 excess precipitation, the water excess arising from irrigation practices when the amount of 10 irrigation exceeds field capacity was added in the percolation subroutine as follows:. 11 3-In the SWAT2005 source code, the subroutine "subbasin" that controls the simulation of 20 the land phase of the hydrologic cycle performs the soil water balance before considering the 21 irrigation operations from sources outside the watershed. This order doesn't impair a change 22 in the soil water balance since there is no excess water generated by irrigation. After making 23 the changes in the subroutines "irrsub" and "percmain", an excess water will be generated 24 each time the depth of irrigation water applied is higher than field capacity. So, the simulation 25 order of the land phase of the hydrologic cycle was changed so that the "subbasin" subroutine 1 will perform the irrigation operations before the soil water balance calculations. 2 3
SWAT-IRRIG calibration and validation 4
Simulations were carried out from January 1 st , 2007 to December 31 st , 2009 using the 5 standard split sample calibration-validation procedure (Klemeš, 1986 For every SWAT simulation, the summary input file (input.std), the summary output file 10 (output.std), the HRU output file (output.hru), the subbasin output file (output.sub), and the 11 main channel or reach output file (output.rch) (Neitsch et al., 2005) were generated. The 12 output.rch file contains the summary for each routing reach in the watershed and its data were 13 used for the calibration and validation processes. 14 For the hydrological model calibration and validation, the observed streamflow values were 15 compared with the FLOW_OUT values. The simulated sediments yields (SED_OUT) were 16 compared with the total suspended sediments measured at the DRW outlet. The simulated 17 mineral phosphorus (MIN_P) was compared with the measured total dissolved phosphorus 18 (TDP), while the simulated organic phosphorus (ORG_P) was compared with the measured 19 particulate phosphorus (PP). Nevertheless particulate P does not necessarily coincide with the 20 total organic P. However, for the P calibration process, the model parameters that give the 21 best adjustment between total simulated (MIN_P + ORG_P) and observed phosphorus were 22
considered. 23
The standard output file (.std) provides information about the average crop yields represented 24 by the parameter YLD (Mg ha -1 considered. In total, seven crop parameters were adjusted to get crop yields similar to those 8 measured in the study area (biomass energy ratio, harvest index, maximum leaf area index, 9 optimum air temperature, base temperature, maximum root depth and light extinction factor). The separation of the measured streamflow at the DWR outlet between direct runoff and 13 baseflow was performed because SWAT simulates separately these streamflow components. 14 The baseflow separation technique detailed in Arnold and Allen (1999) was used to separate 15 the simulated baseflow values from the total simulated streamflow values. This technique has 16 been also used to estimate baseflows in several SWAT studies (Kalin and Hantush, 2006; Jha 17 et al., 2007) . In this study, the electrical conductivity (EC) of the drainage waters measured at 18 the DWR outlet was used to separate the total streamflow into its components (Matsubayashi 19 et al., 1993) , based on the principle of water dilution during periods of high discharge. 20
As SWAT includes several parameters related to the site and management characteristic, a 21 sensitivity analysis was carried out to detect the most relevant parameters in the hydrology 22 calibration process. A parameter sensitivity analysis provides insights on which parameters 23 contribute most to the output variance due to input variability. The sensitivity analysis method 24 used in this study was the Latin Hypercube One-factor-At-a-Time (LH-OAT) (van Griensven The calibration objectives for streamflows and sediments and phosphorus loads were to 6 maximize NSE and R 2 , and to minimize the absolute value of PBIAS, RMSE, and RSR. 7
Based on the guidelines proposed by Moriasi et al. (2007) , the model performance can be 8 evaluated as satisfactory if NSE > 0.5, RSR ≤ 0.70, and PBIAS < ± 25% for streamflow, < ± 9 55% for sediments and < ± 70% for phosphorus loads. 10 11 Table 1 shows the final values of the parameters used to calibrate the yields of corn, alfalfa, 14 barley and sunflower. The optimum air temperature is the same for corn, alfalfa, and 15 sunflower (25 ºC) which are summer crops; whereas for barley the optimum air temperature is 16 set at 15.0 ºC since it is winter crop. For the same reasons, the base temperatures for corn, 17 alfalfa and sunflower are above zero, whereas the base temperature for barley is set at 0.0 ºC. 18 The results indicate a good adjustment between the simulated and the observed mean crop 19 yields obtained during the calibration and validation periods (Fig. 2) . The mean simulated 20 alfalfa yield was about 15.1 Mg ha -1 and the mean measured yield was 14.0 Mg ha
Results and discussion 12

Crop model calibration and validation 13
indicating that SWAT-IRRIG over-estimated the alfalfa yield by 7.8%. The variability of the 22 measured alfalfa yield (CV = 13%) was higher than the variability of the estimated alfalfa 23 yield (CV = 5%). SWAT-IRRIG also over-estimated the mean barley yield by 9.6% (5.8 Mg 24 ha -1 vs. 6.3 Mg ha -1 ), and the simulated yield was less variable (CV = 3%) than the observed 25 yield (CV = 15%). In contrast, SWAT-IRRIG under-estimated the mean corn and sunflower 1 yield by 4.5% and 6.7%, respectively. The variability of the observed and simulated corn 2 yields were similar (CV = 10% and 9%, respectively). 3
In regard to crop's actual evapotranspirations (Fig. 2) , the results indicate that the mean 4
annual ETa values simulated by SWAT-IRRIG (736, 730, 515, and 696 mm, for alfalfa, corn, 5 barley, and sunflower, respectively) were quite similar to those calculated with the soil water 6 balance. The differences between the simulated and calculated ETa values for corn, barley and 7 sunflower ranged from 3.7 to 7.0%. In the case of alfalfa, the soil water balance over-8 estimated the value of ETa by almost 17.4%. 9
For all crops, the lowest values of average simulated yields and ETa were obtained in the 10 platform soils, whereas the highest values were found in the deep alluvial soils (Fig. 3) . 11
Intermediate simulated values of crop yields and ETa were obtained in the shallow alluvial 12 soils. Average yields of corn and alfalfa obtained in deep alluvial soils were found to be 19% 13 and 6% higher than those obtained in platform and shallow alluvial soils, respectively. Also, 14 higher mean sunflower yields were obtained in the deep alluvial soils than in the platform 15 soils (3.2 Mg ha -1 vs. 2.4 Mg ha -1 , respectively). The mean barley yields obtained in the deep 16 and shallow alluvial soils were similar, whereas the yields in the platform soils were 7% 17 lower. These results were expected and could be for the most part driven by the variability of 18 the soil types characteristics. Moreover, a Duncan's multiple comparison analysis indicated 19 that differences in irrigation water use between soil types were not significant (P < 0.1) for 20 both calibration and validation periods. 21
The small depth (0.6 m on average), the existence of a petrocalcic horizon limiting rooting 22 depths, and the small average value of the soil total available water (TAW = 70 mm) of 23 platform soils resulted in the lowest average simulated values of yields and ETa. Platform 24 soils are stony (20% on average) so that the applied irrigation water quickly percolates 25 through the soil profile. This explains the highest annual volumes of baseflow (GWQ) 1 generated during the calibration and validation periods (Fig. 3) 
SWAT2005 vs. SWAT-IRRIG 8
Comparisons between the monthly streamflows measured and estimated using SWAT2005 9
and SWAT-IRRIG indicated very large differences between the observed and the SWAT2005 10 simulated data (Fig. 4 ). These differences were most important during the months where 11 irrigation is intensive (Jun to September). The SWAT2005 predictions for the lateral flow 12 (LATQ), baseflow (GWQ) and transmission losses (TLSS), which are the main SWAT model 13 processes that affect the total water yield at the outlet of the system, were underestimated by 14 74.0, 341.1, and 6.7%, respectively (Table 2) in comparison with the SWAT-IRRIG 15 predictions. These differences were due to the fact that during some irrigation events, the 16 irrigation depths were higher than those needed to fill the soils up to field capacity and 17 therefore the remaining amounts of water applied were lost and not used in the daily soil 18 water balance calculation. As a result, the total water yield (WYLD) at the outlet of DRW was 19 underestimated by 117.6% ( Table 2 ). The Nash and Sutcliffe (NSE) increased from -0.50 20 using SWAT2005 to 0.90 using SWAT_IRRIG. 21
Sensitivity analysis 22
The sensitivity analysis performed with the observed data indicated that the effective 23 hydraulic conductivity in main channel alluvium (CH_K2) was the highest sensitive 24 parameter (S = 0.43). ALPHA_BF (baseflow alpha factor), SURLAG (surface runoff lag 25 coefficient) and CN2 (curve number) have a medium sensitivity (S = from 0.06 to 0.20) and 1 the remaining parameters were classified as low (S < 0.06). Without the use of observed data, 2 the sensitivity of the parameters that govern groundwater and surface water flows increased 3 and more parameters were in the "high" and "medium" sensitive classes.. The threshold depth 4 water in the shallow aquifer for "revap" and percolation (REVAPMN) was ranked as the most 5 sensitive parameter (S = 0.91), followed by the deep aquifer percolation (RCHRG_DP) and 6 the soil evaporation compensation factor (ESCO) with S values of 0.74 and 0.43, respectively. 7
The sensitivities obtained for REVAPMN, RCHRG_DP and ESCO were classified as high. 8
These parameters were followed by six parameters with medium sensitivities, (CN2, 9 SOL_AWC (soil available water capacity), SOL_Z (soil depth), GW_DELAY (groundwater 10 delay time), BLAI (maximum potential leaf area index) and ALPHA_BF). The sensitivities of 11 the remaining parameters were classified as low (S < 0.06). 12
Streamflow calibration and validation 13
Only those parameters with high and medium sensitivities were considered in the calibration 14 process except for SOL_Z (Depth from soil surface to bottom of layer) and BLAI (maximum 15 potential leaf area index for the plant). For SOL_Z the measured values were considered and 16 BLAI was already adjusted in the process of crop parameters adjustment. The default values 17 and the adjusted values for each parameter considered in the calibration process are presented 18 in Table 3 . 19 SWAT-IRRIG was manually calibrated and the daily simulated and observed streamflows at 20 the DRW outlet were compared considering the calibration (Fig. 5A ) and the validation (Fig.  21 5B) periods. Minor discrepancies between the observed and simulated stream discharges can 22 be observed. During the calibration period, the calculated R 2 on a daily scale was about 0.55, 23 which can be considered as acceptable. However the NSE value was very low (NSE = -0.23), 24 mainly driven by the two very high stream discharges recorded on 28/10/08 and 02/11/08 25 (Fig. 5A) . It seems that this problem in simulating high peaks flows is typical in SWAT model 1 when implemented in particular climatic conditions as the Mediterranean ones (Panagopoulos 2 et al., 2011b). In addition, the SWAT-IRRIG over-estimation of streamflows during high 3 discharges might result from an underestimation of the daily precipitations (especially those 4 events corresponding to peak stream discharges) arising from an inadequate sampling of 5 subbasin precipitations. In fact, a comparison between the monthly precipitations recorded at 6 the weather station located at 6 km from the study area and those measured with a 7 pluviometer installed in the middle of the study area indicated that they were quite different in 8 those months with high rainfall events. , If these high stream discharges were not considered, 9
the NSE value increased to 0.47. A similar tendency was observed in the validation process. 10
On a daily basis, the R 2 values were high (about 0.86), but the NSE was very low (-0.64) due 11 mainly to two very high stream discharges recorded on 11/04/09 and 09/08/09 (Fig. 5B) . 12 A good agreement between the monthly observed and simulated stream discharges was 13 observed in the calibration and validation processes ( Fig. 6B and 6D For the validation process, the R 2 value calculated using daily data was 0.74, indicating a good 9 agreement between observed and simulated daily streamflows. The slight discrepancy 10 between observed and simulated data was also mainly driven by the two extreme discharge 11 values recorded on dates of 11/04/09 and 09/08/09. The value of NSE obtained using the daily 12 data was -0.64, and increased to 0.22 when the two high discharge values were eliminated. 13
The SWAT-IRRIG estimations of the monthly stream discharges were classified as "very 14 good" according to Moriasi 
Sediments calibration and validation 3
Large discrepancies between daily observed and simulated total suspended sediment (TSS) 4 loads were observed in the calibration process (Fig. 7A) . The R 2 value was about 0.12 5 indicating a poor correlation between observed and simulated TSS loads. On a monthly basis 6 the measured and simulated TSS loads were close, except in June, July and August 2008 (Fig.  7   7B ). The R 2 value was high (0.87) showing a good correlation between simulated and 8 observed TSS loads (Table 4) . Also, the NSE and PBIAS values (0.72 and 15.87%, 9 respectively) were considered as 'good', and the RSR value (0.38) was considered as 'very 10 good' according to Moriasi et al. (2007) . and simulated sediment yields was satisfactory (Fig. 7D ). As shown in Table 4 
Total phosphorus (TP) calibration and validation 11
The daily observed and simulated TP loads showed a relatively good agreement (R 2 = 0.34) 12 during the calibration process. The simulated and measured monthly TP loads were close 13 ( Fig. 8A and B) . The NSE, RSR, and PBIAS values (0.66, 0.57, and -9.75%, respectively) 14 indicate a "good" simulation of monthly TP loadings during the calibration period (Table 4) . 15 These results are considerably better or similar than the monthly TP calibration reported by 16 Grunwald and Qi (2006). They found lower NSE values, ranging from -0.89 to 0.07. Hanratty 17 and Stefan (1998) calibrated SWAT phosphorus predictions using measured data collected in and observed TDP loads shows that they were under-predicted (PBIAS of 11.82%) and that 1 the RSR was unsatisfactory (RSR of 0.74) ( Table 4) . 2
The validation results were better than the calibration results. A good relationship between 3 observed and simulated TP loads was observed on a daily (R 2 = 0.72) and on a monthly (R 2 = 4 0.67) basis (Table 4 ). The statistical results indicate a "satisfactory" SWAT-IRRIG 5 performance in describing monthly TDP loads at Del Reguero watershed outlet. Indeed, the 6 NSE monthly value of 0.56 was considered 'satisfactory'. The value of PBIAS (19.96%) 7
shows that simulated TDP loads were somewhat over-predicted, but it was considered as 8 "very good" according to Moriasi et al. (2007) . The monthly NSE value was about 0.66, indicating a good agreement between observed and 24 simulated PP loads in the calibration period. This result was better than those obtained in 25
