The Next Release Problem consists in selecting a subset of requirements to develop in the next release of a software product. The selection should be done in a way that maximizes the satisfaction of the stakeholders while the development cost is minimized and the constraints of the requirements are fulfilled. Recent works have solved the problem using exact methods based on Integer Linear Programming. In practice, there is no need to compute all the e cient solutions of the problem; a well-spread set in the objective space is more convenient for the decision maker. The exact methods used in the past to find the complete Pareto front explore the objective space in a lexicographic order or use a weighted sum of the objectives to solve a single-objective problem, finding only supported solutions. In this work, we propose five new methods that maintain a well-spread set of solutions at any time during the search, so that the decision maker can stop the algorithm when a large enough set of solutions is found. The methods are called anytime due to this feature. They find both supported and non-supported solutions, and can complete the whole Pareto front if the time provided is long enough.
Introduction
Developing software systems that meet stakeholders' needs and expectations is the ultimate goal of any software provider seeking a competitive edge. Software development processes, specially if agile methodologies are applied, carry requirements prioritization, not only as a way to identify and filter the important requirements, but also to solve conflicts and plan the different releases or deliveries of the software product [29] . These complex decisions require a detailed knowledge of the domain and good quantification and estimation techniques of the requirements' properties that usually involve contradictory criteria. These criteria are defined either by the customers or product quirements are further refined, requirements selection is done at a more granular level and will incorporate additional bases when they become appropriate.
Due to the computational complexity of the problem of choosing a set of requirements that will add the most to a software product, it has been also formulated as an optimization problem. Search methods emerged as an alternative strategy to solve it within the framework defined by Search Based Software Engineering (SBSE) discipline [26, 27] . This discipline has been successfully and prolifically applied to di↵erent problems in requirements engineering (e.g. requirements prioritization, requirements selection, release planning, next release problem, requirement triage) [41] . In most of the literature, Metaheuristic algorithms have been applied to solve these problems.
In a recent work, Veerapen et al. [54] showed that Integer Linear Programming solvers can, nowadays, solve the biobjective version of the Next Release Problem in a few hours for reasonable sizes of the instances. They used the "-constraint method to find the complete Pareto front of the problem.
Finding the whole Pareto front might require too much computational time in practice, even hours or days. For example, this happens in instances with many non-dominated points. The drawback of "-constraint is that if the algorithm is stopped before it finishes, the partial Pareto front could lie in a specific region because it finds the solutions in lexicographic order according to some objective, and, therefore, it could be useless to the decision maker. From a practical point of view, the decision maker should be interested in a set of solutions as well spread as possible in the objective space. This is achieved by designing algorithms which jump in the objective space, finding scattered solutions and getting the whole Pareto front if there is enough available time. These algorithms are known as anytime, because the decision maker can interrupt the execution whenever s/he wishes, and take the partial Pareto front provided by the algorithm. Veerapen et al. used the dichotomic search [51] to solve the bi-objective NRP. The dichotomic search can only find supported solutions, missing the non-supported ones. In all of the instances used in the work of Veerapen et al. [54] , the number of supported e cient solutions is below 6% of the total number of e cient solutions.
In this work, we improve the state-of-the-art methods for solving the bi-objective Next Release Problem by defining five new anytime algorithms for solving bi-objective optimization problems and we apply them to the problem. Four of the designed algorithms are able to find all the e cient solutions, not only the supported ones, and can provide a well-spread set of e cient solutions in a few seconds. Thus, they are more appropriate than the previous state-of-the-art techniques when a set of non-dominated solutions is required in a short time. This work answers the following two main Research Questions:
RQ1 Which of the proposed anytime algorithms is the best one applied to the bi-objective Next Release Problem? RQ2 Do anytime algorithms find a better-spread set of solutions in the objective space than the classical algorithms when there is a time limit?
The paper is organized as follows. The formulation of the bi-objective Next Release Problem is presented in Section 2. In Section 3, we define concepts related to multi-objective integer linear problems. In Section 4, five di↵erent anytime algorithms are described to solve the bi-objective Next Release Problem.
Section 5 presents the analysis of the algorithms and the computational results. Section 6 presents a discussion on the utility of the new anytime algorithms from the point of view of requirements engineering, while Section 7 describes the identified threats to validity. Section 8 analyzes the relevant previous work on Next Release Problem. The last section, presents our final conclusions and future work.
Next Release Problem formulation
The Next Release Problem (NRP) was originally proposed by Bagnall et al. [5] . It consists in finding a subset of requirements or a subset of stakeholders that maximizes a desirable property, such as revenue, while being constrained by an upper 2 bound on the cost. The bi-objective NRP was formulated by Zhang et al. [56] . In this case, the upper bound of the cost is lifted and that constraint is transformed into a second objective.
Then, the decision-maker is presented with a set of solutions which are all e cient in the Pareto sense.
Let R be the set of n requirements which are not developed yet and r = (r 1 , ..., r n ) 2 {0, 1}
n the binary vector of require- 
where Eq. (1) are the two objective functions to be minimized (satisfaction is to be maximized and this is why it is preceded by a minus sign), Eq. (2) are the precedence constraints among the requirements, Eq. (3) forces all requirements of a stakeholder to be implemented in order to satisfy him/her, and Eqs. (4) and (5) are the domain equations.
Background
In this section we present all the basic elements required to follow our proposal and the experimental section. We will start with some definitions of the domain of multi-objective optimization followed by the presentation of the classical ILPbased algorithms to find the Pareto front in a bi-objective problem.
Multi-objective Optimization
A multiple criteria optimization problem is defined without loss of generality by min f (x) = ( f 1 (x), . . . , f p (x)), subject to x 2 X (6)
where p 2 N, p 2, f i : X ! R are the objective functions, i = 1, ..., p, and X , ; denotes the feasible solution set. In this article, we consider X discrete and bounded. Every element in X is a vector of dimension n, being n the number of variables in the decision space .
The notion of optimality with several objective functions is considered in the sense of Pareto optimization. A feasible solution x 2 X is called dominated if there exists another y 2 X with
. . , p, and f k (y) < f k (x) for at least one k 2 {1, ..., p}. In this case, y dominates x and x is dominated by y (y x). If strict inequality holds for all k 2 {1, . . . , p}, then we say that x is strictly dominated by y, and y strictly dominates
Definition 3.1. x 2 X is an e cient solution if there is no y 2 X which dominates x. Definition 3.2. x 2 X is called a weakly e cient solution if there is no y 2 X which strictly dominates x.
The image of an e cient solution x, is called a non-
The image of a weakly e cient solution x 0 , is called a weakly non-dominated point,
The set of all e cient solutions of a multiple criteria optimization problem is called e cient set, X E , and its image is called Pareto front, PF = f (X E ). Because many of the elements of X E could lead to the same image, we are only interested in the set PF and one anti-image for every element of this set.
Definition 3.
3. An e cient solution is called supported if its image lies on the frontier of the convex hull of PF 2 R p . Equiv-
, and is in the convex part of the box when (y)  0 .
Classic algorithms for bi-objective optimization
In this section we present four well-known methods for computing the complete Pareto front of a bi-objective optimization problem. They are the "-constraint method, the Augmented "-constraint method, Ehrgott Hybrid's method and the Augmented Tchebyche↵ method. We also include a description of the dichotomic search used by Veerapen et al. [54] , which is the first phase of the Two Phase Method proposed by Ulungu and
Teghem [51] .
"-constraint method
The general bi-objective "-constraint method is one of the best-known techniques to solve bicriteria optimization problems. The idea of the algorithm is to minimize one of the objectives while the other is transformed into a constraint [21] . Since there are two objective functions, we can implement two variants of the method, depending on which function we minimize.
In general, the result of the method is a set of weakly e cient solutions that must be filtered to find the set of non-dominated points. At the end, this algorithm certifies that the whole Pareto front is found. There is another variant of this method which avoids the use of the filtering process. It requires to solve two subproblems to obtain each e cient solution [7] .
Augmented "-constraint method
This method, also called Augmecon [37, 38] 
has an optimal solution, it must be e cient for the original biobjective problem.
The EHybrid method can start with the lexicographical optimal solutions. At every iteration, it analyzes a box with two adjacent non-dominated points as opposite corners, and looks for a new non-dominated point between them. In Figure 2 , we can see how the method adds constraints in the two axes when searching for a non-dominated point in a box. When analyzing the box with corner points z 1 and z 2 , being z
, where is small enough to avoid omitting solutions. If the subproblem is infeasible, no new non-dominated point exists between them and the box is discarded. If a solution exists, it is e cient for the bi-objective problem and is added to the Pareto Optimal set.
Augmented Tchebyche↵ method
This algorithm was introduced by Dächert et al. in [12] and uses an augmented weighted Tchebyche↵ norm in order to avoid the generation of weakly non-dominated points. In this paper, this algorithm will be called Tchebyche↵. The method uses as objective function a weighted sum of the k·k 1 metric with an added term using the k·k 1 metric. This way, we guarantee that a solution to the problem is e cient. The level curves in the objective space for certain value ↵ are unions of linear segments (see Figure 3 ). Starting with the lexicographical optimal solutions, the algorithm analyzes boxes in the objective space, looking for new non-dominated points in between. If the algorithm finds a solution whose image is an extreme of the box it is discarded. Otherwise, the box is broken down into two new boxes to explore.
The objective function to minimize is max(w 1 z 1 (x), w 2 z 2 (x)) + ⇢|z(x)|, where z(x) = f (x) t, and t = (t 1 , t 2 ) is the local ideal point of the box, that is, if we analyze the box with corners
). The vector w determines the associ-5 ated weights of the vector z and the positive real value ⇢ is fixed and should have the maximum value possible in order to avoid numerical errors in the solver. The values of w and ⇢ depend on the coordinates of the corners in the current box analyzed.
Anytime dichotomic search
Veerapen et al. [54] use an anytime method based on Aneja and Nair's dichotomic scheme [2] . The idea is also quite similar to the first phase of the Ulungu and Teghem two-phase method [51] . The algorithm starts computing the two lexicographical optimal solutions, form a box with the images of both of them and adds the box to a list of regions to explore. In each iteration of the algorithm the box with the largest diagonal, say 
Anytime algorithms
In this section we present the main contribution of this work:
five new anytime algorithms based on some of the algorithms described in Section 3.2. The algorithms presented in this section have a similar structure. They start computing the images of the optimal lexicographical solutions and define a set of boxes. Each box is represented by its upper-left and bottomright corners. As long as the set of boxes is not empty, one box is extracted from it, the one with largest area, and it is explored to search for new non-dominated points inside. If a new point is found, two new boxes are to be explored. They are the result of breaking apart the original box in four pieces and removing the dominated and empty ones. All the algorithms stop when a time limit is reached or when there is no box to explore. of Algorithm 1 we extract the box with the largest area from the set Boxes.
Anytime version of Augmecon
The anytime version of Augmecon will be called AnyAug- 
if (P is feasible) then 10:
x ⇤ Optimal solution of P 11:
⌘ then 13: In Figure 4 we analyze the box In Figure 5 , we analyze box
No new non-dominated point is found, so it explores 
Anytime version of Tchebyche↵
The anytime version of Tchebyche↵, called AnyTchebyche↵ 2 , is presented in Algorithm 3. The only di↵erence with the Tchebyche↵ method is the way it chooses the boxes to be explored next (Line 5), which is the one with the largest area.
This box will be in most of the cases the one increasing the hypervolume [24] in the largest amount.
Anytime version of the EHybrid method
The anytime variant of the EHybrid method commented in The only di↵erence between them is the way in which AnyHybrid chooses the boxes to be explored next (Line 5), which is the one with the largest area.
Recall that in the AnyHybrid algorithm, an explored box could contain no non-dominated points, in which case, the box is discarded. In AnyAugmecon and AnyTchebyche↵ a solution is always found, maybe a new one with image in the interior of the box, or maybe a repeated or dominated solution previously found. In all the algorithms that we have exposed so far, when a new non-dominated point is found, two new boxes are generated, but in AnyAugmecon, if the image of the new solution is not inside the box, only one reduced box is created.
Mixed anytime algorithm
We present in this section two variants of an algorithm that combines two anytime methods on-the-fly: AnyHybrid and AnyTchebyche↵. The selection on which approach to use depends on the solution found in the previous iteration. EHybrid Algorithm 2 AnyAugmecon (obj, ) 1 :
Images of lexicographical optimal solutions
while (Boxes , ;) do 5:
Extract box with the largest area 6:
if (z ⇤ is in the interior of the box) then 13:
else 16:
else 19: end if 23: end while method is fast but not very good for concave fronts, and Tchebyche↵ method is good finding spread solutions, so it seems natural to combine their anytime variants together in one algorithm.
Before presenting the algorithm, we need to introduce a definition.
Definition 4.1. Let a and b two integer numbers, with a < b.
Let c be such that a < c < b. We say that c is close to a if c a < 
if (P is feasible) then 9:
x ⇤ Optimal solution of P 10:
11: 
12: The second variant presented in this section, called MixSHT, is shown in Algorithm 6 and is similar to the previous one, with the di↵erence that the supported non-dominated points are obtained first. The rationale behind this approach is that the supported solutions give a very good hypervolume. After that, we analyze the non-supported points using MixHT algorithm. We begin exploring the entire supported Pareto front using SPF, and every time we find a non-supported point, we store it in another set, which will be processed later. Therefore, we need to consider two sets of boxes, named 
12: 
end if
18:
if ⇣ z 2 is close to z 
else 21:
end if 23:
end if 25: end while part of the box, the two new boxes to be explored are stored in Boxes 2 , which will be explored after Boxes 1 has been exhausted. The exploration of Boxes 2 is done using MixHT algorithm.
Analysis and computational results
In order to answer our research questions we perform a thorough experimental study using well-known benchmarks for Explore box (z 1 , z 2 ) using alg method 8:
if (Problem is feasible) then 9:
10:
if (z is in the convex part) then 12:
else 14: if (Problem is feasible) then 22:
⌘ and (z 1 is in the concave part)
if ⇣ z 2 is close to z 1 2 ⌘ and (z 2 is in the concave part) Next Release Problems and the algorithms defined in the previous sections.
Instances and parameters
To perform the computational experiments, we used the instances presented in [54] which were previously described in [55] . They are divided into two groups of datasets, called classic instances and realistic instances. The first group is composed of five synthetic datasets named nrp1 to nrp5. The realistic instances use the bug repositories for the Eclipse, Gnome, and Mozilla open-source projects. Four subsets of bugs were extracted from the three repositories (nrp-e1 to nrp-e4, nrp-g1
to nrp-g4, nrp-m1 to nrp-m4). We set the CPLEX parameters, CPXPARAMEPGAP = CPX-PARAMEPAGAP = CPXPARAMEPINT = 0 , as used in [54] . All the anytime methods are stopped after 60 seconds of computation, unless a di↵erent stopping condition is indicated.
Although all the algorithms are deterministic, the number of solutions found can di↵er for di↵erent executions, also for a fixed time. In each call to the solver, CPLEX manages some internal parameters, such as the remaining available memory of the machine, which can have an influence in the tree exploration to obtain the next solution. This explains why we can obtain a di↵erent number of solutions even when we execute the same instance for the same amount of time.
To check these variations, we did 30 executions for every instance and for every algorithm, and then use the average values.
The Pearson coe cient, /µ (standard deviation divided by the average), does not exceed the amount of 2% in the worst case, so the results can be considered stable. If a solution is found after the runtime limit (60 seconds), it is discarded.
Answering RQ1: Comparison of anytime methods
In Table 2 , we execute the SPF algorithm without time limit to calculate the complete supported Pareto front for all NRP instances. We indicate the number of supported non-dominated points found by Algorithm 1, which is exact, and by [54] , which is approximate. The reader can observe the great di↵erence of the total percentage of solutions found in every algorithm. The largest di↵erence occurs in nrp5, where SPF finds around three times the number of supported solutions of ADS. We can also observe that the number of supported solutions can be as low as 2% of the total number of non-dominated solutions.
Now we study the results of the remaining four anytime algorithms for the NRP instances. We use two variants for AnyAugmecom, each one with a di↵erent objective function as main goal to optimize in the subproblem and the parameter as used in [11] . We also use the two variants described for the Mixed algorithm combining EHybrid and Tchebyche↵. In total, we compare six algorithms in our experiments. As a quality of the solution to measure, we consider the percentage of the to-tal hypervolume in the criteria space and the percentage of total solutions. These results are displayed in Table 3 .
As we can see in the results, every anytime algorithm can solve the nrp1 instance before the total time is reached. Moreover, every anytime method reaches more than the 99% of the maximum hypervolume for all NRP instances except for nrp2, nrp4 and nrp5, where the percentages are higher than 60%, 67% and 90%, respectively. Nevertheless the results are quite similar, so we need to take three decimal numbers to show the di↵erences between them. Notice that for nrp5, algorithm AnyTchebyche↵, but there is no significant di↵erence between AnyAugmecon(1, ) and MixSHT.
In conclusion, we can say that for these instances, AnyThebyche↵ is worse than the others, but for the rest, there is no clear winner.
The main feature of the anytime methods is that they are able to increase the hypervolume very fast during the search process.
To see this, we show in Figure 7 the curves for the anytime algorithms in instance nrp3 which provides a very good hypervolume for all of them after 10 seconds. However, there also exist di↵erences at the beginning, being MixSHT the best and
AnyTchebyche↵ the worst, in this case. In the supplementary material the reader can observe the progress in the hypervolume of all the anytime methods in all the NRP instances.
Answering RQ2: Traditional multi-objective against anytime algorithms
In this section we want to explore what is the real advantage of anytime methods compared to the classic multi-objective algorithms (described in Section 3.2). In order to do this, we run all the algorithms with a limited runtime: 60 seconds. The results of the classic methods are displayed in Table 5 . Additional results of the classic methods can be found in the supplementary material. For each instance, we consider the total percentage of hypervolume and the total percentage of total solutions within 60 seconds. The "-constraint method commented in Section 3.2.1 had two variants, depending on which function we minimize. This is done including an input parameter obj 2 {1, 2}.
Considering the two approaches, we call Econst1 the one which uses one call to the solver at every iteration (with an ulterior filtering of weakly e cient solutions) and Econst2 the algorithm which solves two subproblems to obtain every non-dominated point. As we can see, every algorithm can solve the nrp1 in- We conclude from Table 5 that after 60 seconds the results for the hypervolume are around 70% of the maximum hypervolume in the best cases, excluding nrp1.
In order to answer RQ2, in Table 6 , we compare the best classic algorithm against the worst anytime algorithm, in terms of hypervolume. We see that for all instances there are more than 22% of improvement for anytime methods, except for nrp2 and nrp5, where the best classic algorithm is better than the worst anytime, but not better than the best anytime. Interestingly, Table 6 : Comparing the approximated total percentage of hypervolume for the best classic algorithm versus the worst anytime algorithm.
We omit instance nrp1 because its Pareto front is completely found by all methods.
Discussion
In this section we discuss the connection between the results obtained in the previous section and the results in the literature, in particular, regarding the application of metaheuristic algorithms. We also analyze the utility of the proposed anytime methods for requirements engineering.
Results with metaheuristic algorithms
The we have shown that the anytime methods proposed here clearly beat the Dichotomic Search and are able to find the complete Pareto front if this is the desire of the user. Thus, we conclude that, for the sizes of the instances used in our experimental evaluation, anytime methods, proposed in this paper, should be clearly the preferred methods to find an appropriate (well-spread) set of e cient solutions for the bi-objective NRP. They have the advantage over the dichotomic search that all the non-dominated solutions are found (with enough time), not only the supported solutions. They have also the advantage over the metaheuristic algorithms that all the solutions found are provably e cient (metaheuristics cannot guarantee that the solutions found are e cient) and they can be faster. In our previous report [11] it was clear that anytime methods outperform NSGA-II, GRASP and ACO, both in runtime and quality of solutions.
Anytime methods in requirement engineering
Regarding the use of anytime methods in Requirements Engineering, they are specially useful in the following scenarios:
• To check "What if" scenarios that allow the user to interactively try di↵erent values for the cost or value of the requirements in a short time. A slow method (like "-constraint) is not appropriate for this purpose, since the user has to wait for the answer before checking a di↵erent scenario. Furthermore, the value and cost of the requirements are usually not precisely known, they are uncertain.
Anytime algorithms can help to try di↵erent combinations of the requirements' parameters in a short time. This approach has been used in the past by Li et al. [35] , and they conclude that the use of exact algorithms (like the proposed in this work) is important to avoid algorithmic uncertainty. • Sensitivity analysis and uncertainty, recently studies for the problem by Li et al. [33, 34] require fast exact methods to find the solutions to the problem. Thanks to the use of anytime methods, this sensitivity analysis is possible in a short time (minutes) compared to the previous approaches that would require days of computation. • While the requirements selection is a problem to be solved every few months using a traditional waterfall methodology, in agile methodologies the sprints usually last for one or two weeks, and the selection of requirements (user stories) for a sprint is something done every one or two weeks. Thus, the time to solve the problem should be accordingly short compared to the duration of the sprint. A runtime of eight hours is too much time to make the selection. A few seconds or minutes, as the anytime methods require, is more appropriate.
• When the number of requirements is in the order of tens or hundreds of thousands, finding the complete Pareto front is not viable in a reasonable time, but finding a set of a few well-spread solutions is possible using anytime algorithms.
When the selection of the requirements to implement in the next release does not need to be solved very often, non-anytime exact methods (like the ones proposed by Veerapen et al. [54] ) are also useful. They require a few hours to compute the Pareto front, but in these cases the algorithm to find the e cient solutions should be run every few months. Thus, the fact that the algorithms takes a few hours to compute the Pareto front is not a big issue for the software development team, and anytime methods have no clear advantages in these cases.
Threats to validity
Construct validity concerns the relation between theory and observation. We use the hypervolume metric to assess the quality of the results. This quality is potentially subjective to the decision maker's opinion. Moreover, the hypervolume measures the convergence to the front and the spread of the solutions.
Since in this paper the convergence of the solutions to the front is assured because the algorithms are exact, the hypervolume measures the spread of the solutions.
Internal validity is concerned with the causal relationships that are examined. We are working with exact algorithms, but their runtime is critical in our study and is subject to stochasticity due to the load of the machines used for the experiments and the internal mechanisms of CPLEX. We used several runs We have used well-known benchmarks of instances. We were not able to compare with real-world instances, but we have a benchmark with realistic ones. The results in [54] show that real-world instances are usually smaller than benchmark instances, so we think that our approach should be applicable also to real-world instances.
Literature review
Many ranking, release planning and prioritization techniques have been defined, each one using a subset of the information collected for requirements [1, 6, 48, 49] . These methods may Another point to be considered in the problem definition is requirements interaction [29] , that is, constraints among the requirements that must be considered. Some works prioritize the interactions to the value-cost criterion for requirement triage [13, 46] , that is, interactions represent a stronger constraint than the resources. These interactions were unified and classified as strong and weak (functional, value based) [9] , but until 2002 they were not totally formalized [8] . The complete list of interactions, including exclusion and time-value dependencies, appeared later [31, 32, 53] . Interactions are constraints that should be represented in the problem formulation. Precedence rela- However, other objectives have also been considered, such as client dissatisfaction, risk or urgency, [39, 42] .
There are some works that propose combining search techniques with human preferences [4, 15, 22] , learning algorithms [3] , statistical methods to deal with uncertainty [33, 34] and AHP [50] .
Integer linear programming (ILP) had been applied from the very beginning to NRP even before the name NRP was coined.
Jung [28] used this method to reduce the complexity of AHP to large instances of the problem. Bagnall et al. [5] , who named the problem, had used exact techniques to solve a linear programming relaxation of the problem, in addition to greedy and hill climbing algorithms. They concluded that, despite the results, there was scope for further development on both heuristic and exact techniques, as has been demonstrated along the more than fifteen last years.
As Bagnall et al.
[5] said, linear programming solutions proved to be su cient on small problem instances but required a long time for larger problems. ILP was also used in a release planning tool that managed requirements interactions [8] and stakeholder's opinions for release planning [45] .
An extended ILP technique that manages the list of requirements, requirements' interactions, requirements' projected revenue, and requirements' resource claim per development team was proposed later to support software vendors in determining the next release [52, 53] . Two integer ILP models that integrate requirement selection into software release planning have been successfully used to minimize project duration in the first model and to maximize revenues and calculate an on-timedelivery project schedule [31, 32] . A reconsideration of ILP for the single-objective formulation of the problem and its in-tegration within the ✏-constraint method has also been used to address the MONRP [54] . Exact approaches are unappealing when the number of requirements or interactions grows up because of large run times. Iterated applications of ILP (solving a series of single objective subproblems) are used to generate the exact Pareto front obtaining very fast results on smaller instances of the problem but can take several hours for larger, more complex instances [54] .
None of the previous work using exact techniques focused on anytime methods. This paper makes a contribution to the line of research using exact ILP-based methods to solve the biobjective formulation of the Next Release Problem. We propose five anytime methods that improve the state-of-the-art in the problem by finding a well-spread set of solutions in a few seconds for instances with up to several thousands of requirements.
Conclusions and future work
Many optimization problems in Software Engineering can be modeled as multi-objective optimization problems. This is the case of the bi-objective Next Release Problem used here. Finding the whole Pareto front for these problems is time consuming and unnecessary in most of the cases, since the decision maker just needs a few solution well-spread in the objective space to take the decision. We propose here some exact algorithms to find a well-spread set of solutions at anytime from the beginning of the search. We have seen that, in practice, for the Next Release Problem, they obtain a set of well-spread solutions in the objective front within a few seconds, while the complete front require several hours of computation for the instances used. We claim that this kind of algorithm (anytime) should be the preferred ones by the decision makers in Software Engineering, since they allow them to play with di↵erent parameters and have exact answers in seconds. In the literature of the Next Release Problem, however, most of the works use metaheuristic algorithms, that cannot guarantee that e cient solutions are found.
We have worked here with the bi-objective Next Release Problem, but the same idea can be applied to other Software Engineering Problems as future work. The main key ingredient for a successful application of anytime algorithms is an e cient exact method to find the e cient solutions. Regarding the Next Release Problem, there are other variants where the value or satisfaction are not certain or depend on the presence/absence of other requirements. These variants would require a di↵er-ent, more complex, formulation to be solved with our anytime algorithms that can be addressed in future work. Other lines of future work include solving largest instances, probably combining exact methods and heuristics, improving the anytime algorithms, and extending them to more than two objectives. Supplementary material of "E cient anytime algorithms to solve the bi-objective Next Release Problem"
MiguelÁngel Domínguez-Ríos, Francisco Chicano, Enrique Alba,
Isabel delÁguila and José del Sagrado
We present in this document additional material of the paper "E cient anytime algorithms to solve the bi-objective Next Release Problem". In Section A we develope with more detail that in the paper, the classical exact algorithms to solve a BOILP. In Section B we present some numbers related to the complete Pareto front of the instances used in the paper. Section C shows the results obtained by the classic exact methods and the anytime algorithms when they are run without time limit to find the complete Pareto front. Finally, in Section D we show the progress of the hypervolume during the search as a function of time for all the anytime algorithms in all the instances and a comparison of the best/worst classic and best/worst anytime algorithms.
A Classical methods for solving bi-objective ILP
A.1 "-constraint method
The general bi-objective "-constraint method is one of the best known technique to solve bicriteria optimization problems. There is no aggregation of criteria, instead only one of the original objectives is minimized, while the other is transformed into a constraint. Since we can choose two di↵erent objective functions, this will be considered as an input parameter. In general, the method makes two calls to the solver to obtain every non-dominated point.
The first call provides a weakly e cient solution, and the second one guarantees that the solution is e cient. Another option is to use a variant of this process with a unique call to the solver per iteration. In this case, as the solutions obtained are weakly e cient, we need to do an ulterior filtering of dominated solutions to obtain the exact Pareto front. In this work we have implemented both variants and they are called Econst2 and Econst1, respectively, referring to the number of calls to the solver for each point.
In algorithm Econst1 we minimize one objective, and restrict the other in every iteration, obtaining one weakly e cient solution, until the last solution has reached. In algorithm Econst2 we have chosen to begin with the lexicographic optimal solutions, and then solving two subproblems in every iteration, avoiding a final filtering of all the solutions to obtain the Pareto front.
Algorithm 1 and Algorithm 2 show in pseudocode algorithms Econst1 and Econst2, respectively, taking into account the distinct objective functions to minimize, f 1 or f 2 . The variables obj and rest verify obj 2 {1, 2} and rest = 3 obj.
while min x2X^frest(x) " {f obj (x)} is feasible do 5:
8: end while 9: Efic Filter dominated solutions in Efic 10: P F = {(f 1 (x), f 2 (x)) : x 2 Efic} Algorithm 2 Econst2 (obj) z min x2X^frest(x)" {f obj (x)} 8:
x ⇤ argmin x2X^f obj (x)z {f rest (x)} 9:
Algorithm Augmecon is based on the general "-constraint method with the advantage that in every iteration we obtain one non-dominated point, until the last solution is found. Chosen a objective function, we create a new variable t, which has a coe cient > 0, usually a fixed value in the interval ⇥ 10 6 , 10 3 ⇤ . It is possible to use a coe cient which changes in every iteration, as used in the Spanish congress JISBD 2016. In Algorithm 3, we show the pseudocode of Augmecon. Once again, where the input variable obj = 1, then rest = 2, and vice versa.
Algorithm 3 Augmecon (obj, )
Images of lexicographical optimal solutions 2: extreme = z 
10: end while
A.3 EHybrid method
EHybrid method combines a parametrization of the two objectives with the "-constraint method. In this case, given a point L = (L 1 , L 2 ), we restrict the search of new non-dominated points in the region dominated by L in the criteria space. With an adequate seletion of the L-points as corner of boxes, it is easy to explore the whole space to obtain the complete Pareto front. Every time we find a new non-dominated point, we create two new boxes and analize them for new solutions. The pseudocode of this algorithm is shown in Algorithm 4.
A.4 Augmented Tchebyche↵ method
The Augmented Tchebyche↵ method uses as an objective function a ponderate metric k . k 1 with an added term using the metric k . k 1 . The objective function is min {max (wz) + ⇢ |z|}. Concretely, when a box is analyzed, the selection of the parameters is done in a way such that the solution is always e cient. The vector z is z(x) = f (x) t, being t = (t 1 , t 2 ) the local ideal point of the box, that is, if we analyze a box with corners (" 1 , " 2 ), then t = ("
2 ). The vector w determines the associated weights of the vector z. The positive real value ⇢ is fixed and should have the maximum value possible in order to avoid numerical errors in the solver. The values of w and ⇢ depend on the coordinates of the corners in the current box analyzed. Precisely, if x is the x-lenght of the current box and y is its y-lenght, the parameters are obtained according Figure 1 .
Starting once more with the lexicographical optimal solutions, we analyze boxes looking for new solutions in between. In this case, a infeasible solution never can be found. If the algorithm find a solution which is an extreme of the box, we discard it and take the next box. Otherwise, we divide into two new boxes to explore. As the 
Extract some box from Box 6: 
B Sizes of Pareto fronts and total hypervolumes
In Table 1 we summarize the sizes of the Pareto fronts for every instance and the corresponding total hypervolumes. If we compare these datasets with those for Table 2 in the paper of Veerapen et al., which are reproduced in the last two columns of Table 1 , we can see a small di↵erence in the total number of solutions for nrp-e2 instance. They found 10572 solutions instead of the 10573 non-dominated points that we found. Maybe this di↵erence is due to numerical errors in the version of the solver they used, or in the configuration of CPLEX parameters.
C Classic exact methods and anytime algorithms without time limit
C.1 Exact methods without limit time
The results for the classic exact algorithms without time limit are shown in Table 2 . We use a 3.1 GHz CPU machine, with four cores and 16 GB of RAM. We can observe that for a fixed instance, execution times can vary considerably for distinct algorithms. In algorithms Econst1 and Econst2 there is also a di↵erent execution time when the same instance is chosen, which is significant in some cases. In the case of algorithm Augmecon there is an observable di↵erence when using f 1 or f 2 as the objective function. Nevertheless, there not seem to be a significant variation in time when we compare a fixed versus a variable . This is the reason why we only include a variable in the results of the paper. We noticed that some of the algorithms did not provide the correct solution for some instances, probably due to numerical errors, so we repeated those experiments setting CPXPARAMEPINT = 10 5 , which is CPLEX default value. These instances are marked in bold in shadow cells in Table 2 . After doing that, it remained three more instances with the incorrect solution. One of them, instance nrp5 with algorithm Augmecon(1, ), fails because of 
if min x2D
if (z 6 = " 1 ) and (z 6 = " 2 ) then 11: Table 1 : Sizes of Pareto fronts and hypervolumes for NRP instances using all the classic exact algorithms proposed in the main paper. They are compared with the results of Veerapen et al. paper in the last two columns. We can observe a di↵erence in instance nrp-e2
an out of memory error. We mark this result with asterisk. Surprisingly, the same instance using Augmecon(2, ), takes less than three minutes to obtain the whole Pareto front. This is the best example to confirm the great di↵erence that could exist when solving a problem using the same algorithm and the same instance but only changing the objective function. The other two instances provided an incorrect number of the total solutions, and they are also marked with asterik.
As a conclusion of the results of Table 2 , we can say that algorithm Econst1 has the shortest run time, and
Augmecon requires the minimum number of calls to the solver. In both cases the results were better using f 1 as the objective function.
In the following, we comment on how many CPLEX calls are employed by every method. Let N be the total number of non-dominated points for a certain instance, and I t , the number of iterations employed by the algorithm.
Econst1 finds a weakly non-dominated point in every iteration, so the value I t is, in general, greater than N , being I t N the number of weakly non-dominated points found during the filtering process.
In Econst2 we begin with the two lexicographical optimal solutions, so four iterations are done. Then, we need two calls to the solver to find every of the remaining solutions. In the last iteration, we spend two more calls to obtain a lexicographical optimal solution again. Thus, I t = 4 + 2(N 2) + 2 = 2N + 2. This happens regardless the use of f 1 or f 2 as the objective function. Note that it is possible to design this method in a way such that we save one iteration and I t = 2N + 1, but we have decided to maintain a similar structure in all algorithms, beginning with the calculus of the lexicographical optimal solutions. Augmecon algorithm is obviously the best in number of iterations, because it only takes one iteration to obtain one non-dominated point. Regardless the input parameters, we begin with the calculation of the two lexicographical optimal solutions, so we need four iterations. Then, based on the image of one of the corner solutions, we need one call to the solver to find every remaining solution. If the image of the penultimate solution is close to the last one, in the sense that the corresponding rest-coordinate only di↵ers in one unit, then we can save the last iteration and I t = 4 + (N 2) = N + 2. Otherwise the algorithm spends one extra iteration to find again the lexicographical optimal solution, and I t = N + 3.
Algorithms EHybrid and Tchebyche↵ works in the same way, and they do the same number of calls to the solver for every instance, but we do not know how many iterations they will take. In the best case, they will find the remaining N 2 solutions in N 2 calls to the solver, and finish if the image of all the solutions di↵er each other in one unit for some coordinate. In the worst case, they will spend N 2 iterations plus N 1 iterations checking boxes which are empty (case EHybrid ) or obtaining a repeated non-dominated point (case Tchebyche↵ ). So, for these two algorithms 4 + (N 2)  I t  4 + (N 2) + (N 1), that is, N + 2  I t  2N + 1.
C.2 Anytime algorithms without limit time
The results for the anytime exact algorithms without time limit are shown in Table 3 . We use a 3.1 GHz CPU machine, with four cores and 16 GB of RAM. We can see, comparing with the results in Table 2 , that in some cases, the results for anytime algorithm when are treated without time limit, are also better than the classical exact algorithms, but this is not true in general, because the power of our anytime methods resides in finding well-spread solutions in a few seconds.
D Plots

D.1 Anytime algorithms
The results for the anytime algorithms are very similar after 60 seconds of execution. To compare the behavior of them, we show graphically in Figures 2, 3, 4 and 5, the total percentage of hypervolume obtained by the algorithms at any time during the search. We adjust the scale of the axis for every instance in order to properly see the di↵erences of the algorithms.
From the classic instances (nrp1 to nrp5 ), we obtain similar results from all of them, excluding AnyAugmecon(1, ) for nrp5. Nrp2 has a concave Pareto front and it is a great example to analyze the di↵erences in the behaviour of the algorithms. For example, AnyHybrid finds consecutive non-dominated points in the criteria space, because of its concavity, so its accumulate hypervolume grows very slow. In MixSHT, it grows quickly at the beginning, because of the first phase of the algorithm, which calculates the supported Pareto front. Then, it takes about 12 seconds with a very slow growing and then grows faster again. At 30 seconds of time execution, all the algorithms, excluding AnyTchebyche↵ has a similar total hypervolume. In nrp3 and nrp4, AnyTchebyche↵ is also the slower, but it does not take too much time to get closer to the others (10 and 20 seconds, respectively). Note again the behaviour of MixSHT, which is very fast during the first phase of the algorithm. The results for the realistic instances (nrp-e1 to nrp-m4 ) have a very similar performance, and the di↵erences are minimal. In 10 seconds, all of them are very homogeneous.
D.2 Classic vs Anytime algorithms
We see in Figures 6, 7, 8 and 9, the progress in hypervolume for the best and worst classic exact and anytime algorithms in all the NRP instances. In this study, we exclude nrp1 because all methods obtain the complete Pareto front in a few seconds. In the figures we see in red the curves for the best and worst anytime algorithms for the corresponding instance. In blue, we draw the best and worst classic exact algorithm. As expected, all anytime algorithms work much better, except for two classic instances, nrp2 and nrp5.
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