In a bid to solve the gyroscope temperature drift problem, a parallel denoising model based on PE-ITD and SA-ELM has been proposed in this paper, wherein, Intrinsic time-scale decomposition (ITD) is an effective signal decomposition algorithm, Permutation entropy (PE) is a entropy to accurately determine the complexity of the signal, Extreme Learning machine (ELM) is a machine learning algorithm for predicting, and Simulated Annealing(SA) for finding the optimal parameter set. First, ITD is employed to decompose the output signal of the gyroscope and the PE can distinguish the decomposition results into noise-only component, mixed component and trend component. Secondly, the mixed component is filtered by Forward liner prediction (FLP), the denoised signal can be obtained after processing. Finally, the trend component is compensated by SA-ELM, through reconstruction, the compensation result can be obtained. As is shown in experimental results, the parallel model proposed in this paper is able to effectively eliminate the temperature error compared with the traditional serial model. Compared with the EMD analysis method, the ITD is superior to the EMD analysis method in terms of computational efficiency and instantaneous information. The proposed SA-ELM algorithm takes simulated annealing algorithm to find hidden layer neurons' optimal number adaptively, which can improve the model's accuracy and generalization. This paper demonstrates the superiority of this method.
I. INTRODUCTION
Micro-electro-mechanical systems (MEMS) gyroscope is a kind of rate sensor, it has been generally applied in aviation, aerospace, marine, and civil electronic equipment in recent years due to their high stability, low price and low energy consumption [1] . Although MEMS gyroscopes are far superior The associate editor coordinating the review of this manuscript and approving it for publication was Yasar Amin .
to traditional rate gyros in performance and efficiency, their performance is largely affected by temperature changes, and it is necessary to eliminate gyroscope temperature errors [2] . Temperature error processing methods are mainly divided into two types, one is hardware compensation, and the other is software compensation. Hardware compensation is a method of using hardware to improve the temperature performance of MEMS gyroscopes, including circuit control and architectural improvements. For example, the robust structural design of MEMS vibratory gyroscopes is proposed in [3] to compensate for temperature effects drift. In [4] , it decreases the effects of the damping coefficient and resonant frequency by designing an effective circuit. Gyroscope researches use a lot of hardware compensation, however, it is expensive and cumbersome to operate. Software compensation is a method of temperature compensation by establishing a mathematical model, compared with hardware compensation, software compensation is cheaper and easier to operate. Signal filtering and temperature compensation are the most commonly used software-compensated temperature error processing methods, and they have been widely used in a variety of gyroscopes including MEMS gyroscopes. For example, a model based on empirical mode decomposition(EMD) and forward liner prediction(FLP) was proposed in [5] to reduce the standard deviation of the processed gyroscope output signal to 0.02634 at temperatures ranging from −40 • to 60 • . In [6] , a drift model based on genetic algorithms and Kalman filter is proposed to eliminate temperature errors over the entire temperature range.
The software temperature error processing of MEMS gyroscope is mainly for the drift part of low-frequency variation and the noise part of high-frequency variation, eliminating drift and noise to obtain the final compensation signal, and the main processing methods are serial processing and parallel processing. The serial processing method is a method of filtering first, it may damage the static drift model [7] . Therefore, the parallel processing method is necessary, that is, the noise and the drift are extracted separately to different scales for processing. The multi-scale analysis methods like empirical mode decomposition (EMD) and wavelet decomposition methods are the most commonly used, both of them belong to the time-frequency-energy (TFE) analysis method. However, they still have great drawbacks in terms of the correctness and efficiency of the instantaneous frequency calculation. For example, EMD causes boundary effects at both ends of the signal and creates modal aliasing problems, and requires constant iteration and high computational complexity [8] - [12] .
At present, machine learning algorithms are widely applied in various fields, like k-Nearest Neighbor(KNN), Support vector machine(SVM) and Extreme learning machine(ELM) and so on are effective algorithms, here the machine learning algorithm will be applied in the establishment of temperature drift models for gyroscopes [13] , [14] . ELM is a single hidden layer neural network, and it has the features of fast learning speed and high precision [13] , Selecting the quantity of neurons in the hidden layer correctly can greatly reduce the prediction error, so this paper proposes SA-ELM. The simulated annealing algorithm (SA) takes the mean square error as the objective function and searches for the optimal quantity of hidden layer neurons, which avoids the process of repeated debugging [15] . This paper proposes a parallel denoising model for temperature error based on PE-ITD, FLP and SA-ELM. ITD is an emerging TFE analysis method, it can get multiple rotation components and a monotone trend component after decomposing the original signal. In contrast to the typical TFE analysis method (EMD and wavelet method), it avoids the cumbersome process of multiple iterations. It is faster, more accurate when calculating the instantaneous frequency of the signal and efficient for analyzing non-stationary or non-linear signals [16] . PE can judge and classify the rotational component and monotonic trend after ITD decomposition, and divide it into noise-only component, mixed component and drift component. The noiseonly component is deleted, the mixed component is filtered by FLP, and the trend component is compensated by the SA-ELM temperature drift model, and finally, the processed mixed component and trend component are reconstructed to obtain the final signal. We will describe it below. 
II. DUAL-MASS MEMS GYROSCOPE A. GYRO STRUCTURE INTRODUCTION
In this article, the MEMS turning-fork gyroscope is used. Figure 1 shows the structure of the gyroscope, we can know that there are two masses and two modes in the turning-fork gyroscope: drive mode and sense mode. The drive mode is composed of three parts, in terms of drive frame, drive combs and drive springs [17] , [18] . The sense mode is composed of three parts, in terms of sense frame, sense combs and sense springs. Mass is a common part of both modes and the two modes are isolated from each other with no coupling displacement. Electrostatic force can drive the drive mode and the two masses vibrate in opposite directions along the X axis. After reaching the angular rate input z around the Z-axis, the vibration mass generates the Coriolis force and transmit it to the sense frame on the Y-axis, and the monitoring circuit can monitor the entire process [19] .
Gyroscope structure's drive mode follows the theory of turning-fork, the connect U-shaped spring connects the two drive masses, and the x-axis warp of the drive springs connects the two sense masses. The first four order modes are simulated with Ansys soft, as shown in Figure 2 . Due to the frequencies of the first mode and the fourth mode differ greatly(>1000Hz), and because the quality factor of the fourth mode Q x2 is greater than 2000, and the drive mode specific simulation approach, the fourth mode is deemed to be the actual working drive mode. Due to the second and third modes together constitute the actual working sense mode, the structure motion mode of the gyroscope under ideal conditions is as shown in Figure 2 [20] , [21] . Figure 3 shows the gyroscope monitoring system. In the drive loop, the drive sense combs detect the displacement of the drive frame x(t) and uses the split amplifier to pick up the displacement of the drive frame, and then the signal phase has been delayed by 90 • with the aim of satisfying the phase requirement of the AC drive signal V dac Sin(ω d t), after which V dac Sin(ω d t) is full-wave. The rectifier and low pass filter pick up and then V dac is used to compare with the reference voltage V ref . The integrator controller then produces a controlling signal to drive the DC signal V DC to accumulate V dac Sin(ω d t) to form a stimulus to drive the mode. The sense circuit is an open loop circuit, the interface it has is same as the drive circuit. The differential detection amplifier is used to detect the left and right mass sense signals respectively, and the output signal is secondarily differentially generated to generate the sensing mode amplified signal V stotal . The V stotal signal is demodulated by V dac Sin(ω d t) and filtered by a low pass filter to obtain a sense mode moving signal. V Oopen (yellow block in the figure) V Oopen is also the output signal of sense open loop [22] , [23] .
B. GYRO MONITORING SYSTEM INTRODUCTION

III. ALGORITHMS A. INTRINSIC TIME-SCALE DECOMPOSITION (ITD)
In recent years, there are many studies on gyroscope output signal decomposition algorithms. The most commonly used method is EMD (Empirical Mode Decomposition). In EMD, multiple IMFs (Intrinsic Mode Function) can be obtained after decomposing the input signal, but EMD has many iterations, and it has boundary effects and modal aliasing problems [24] . EEMD solves the modal aliasing problem of EMD to some extent, but the running time is slower. In this paper, we use ITD to decompose the original signal.
ITD is an emerging algorithm that can efficiently and accurately analyze the time-frequency energy of signals. It is suitable for signal denoising [25] and circuit fault diagnosis [26] . Compared to EMD and EEMD, ITD overcomes the limitations of them, which can decompose the signal into multiple intrinsic rotation components and a monotonic trend component, the instantaneous frequency and amplitude are well defined, and there is no need for laborious and ineffective screening or splines, greatly improving processing speed. ITD calculates the instantaneous information well to accurately identify the input signal, it is very efficient for non-stationary and non-linear signals' analysis and processing [27] . The ITD algorithm is as follows [16] , [28] : a. Decompose the original signal P i into baseline signal λP t and recompose residual components into appropriate rotation components, thereby the original signal can be expressed as:
here, λ is the piecewise linear baseline extraction operator,
is a real signal sequence consisting of multiple original signals, {ε w , w = 1,2,. . . } is the local extreme point in P i and ε 0 = 0. P i remains constant and constant for any period of time, select ε w as the right extreme point of the time interval. c. Use the real signal P i and the baseband signal L i represent P(ε w ) and L(ε w ) respectively. Therefore, in (ε w ,ε w+1 ]:
Constructing the baseline signal in this manner can preserve the monotonic quality between the extreme points and preserve the envelope created by the waves on this baseline, the extreme point in this method is evidence for judging the rotation component. d. According to equations (2) and (3), obtain the extraction operator H of the baseline signal and the residual signal (intrinsic rotation component):
e. Use the rotation signal, and the trend signal represent the original signal:
because H+λ = 1, according to the condensation formula:
therefore, the original signal can eventually be broken down into:
where λ q P i is the monotonic trend component or the baseline of the lowest frequency obtained due to incomplete decomposition, Hλ w P i is the (w+1)th layer rotation component.
If the input signal is divided into a rotation component and a baseline signal, the baseline signal is decomposed multiple times until a monotonic trend component L is obtained. f. ITD can accurately calculate the instantaneous information of the signal, which reflects the real-time transformation characteristics of the signal. The method is as follows:
calculate the instantaneous phases ϕ i1 and ϕ i2 :
where A i1 and A i2 is the instantaneous amplitude,
, after obtaining the instantaneous phase, the instantaneous frequency can be obtained according to the differential equation f = 1 2π dθ di .
B. PERMUTATION ENTROPY (PE)
In this paper, PE is used to judge and classify the rotation components and monotonic trend generated by ITD. PE can amplify small signals in the system, detect dynamic variability and nonlinear and non-stationary signals well. it can work well with ITD to make the process simpler [29] . The PE algorithm can be described as the following three parts [29] , [30] :
a. Phase space reconstruction Using a phase space of length L to reconstruct a time sequences {u(t),t = 1, 2, · · · , l} to obtain a phase sequence:
where v is the inlaid dimension, g = 1,2,· · · ,Z, Z+(v-1)λ = l, each F(g) is the reconstructed ingredient, thus, the number of F(g) is Z, λ is the delay time. b. Rearrange the reconstructed ingredient in ascending order Select any row g and rearrange the reconstructed ingredient F(g) of the row in ascending sequence. Each element in the reconstructed ingredient is arranged in t1,t2,t3. . . t v order, which is:
easy to know if t p <t q , then
for any reconstructed ingredient F(t), we can get a series of sequences D(g) = (t 1 ,t 2 ,. . . ,t v ), g = 1,2,· · · ,z. There are a total of v! sequence of different positions of the v-dimensional vector space map which are in the same ascending order, so z≤v!. c. The normalization and calculation of PE Assuming that the probability of each position index sequence after rearranging is P 1, P 2 ,. . . ,P z , then define the PEs of the vector of z different sequences of the time series as:
after normalization, H p is:
after normalization, the permutation entropy (PE) is simpler and more convenient for comparison. The value of H p here varies with the degree of regularity of the time sequences. For example, if the time sequences are more random, the value of H p is larger and vice versa. Therefore, we can observe small changes in the time series by changing the value of H p .
C. FORWARD LINEAR PREDICTION (FLP)
Mixed component filtering is a crucial step in gyroscope temperature error processing. FLP is a filtering method that effectively suppresses random noise. FLP predicts data for the current sample by multiplying multiple past samples by their corresponding weights, because the FLP filter can effectively suppresses the random noise, this paper uses FLP to filter the mixed component processed by PE-ITD. A brief introduction is as follows [31] , [32] : Define the output of the N-order filter:
the filter output is determined by the weight value, so the optimal weight value must be obtained to get the optimal filter output. The optimal weight value is calculated as followsčž
when a(m) is the minimum, the weight value is optimal, that is, when the weight vector Y = Y 0 , the weight value is optimal. Any weight vector can be estimated by equation (16) so as to obtain the optimal weight value, thereby gaining the best filter output by Equation (15) In this part, we first introduce the background of Extreme Learning Machine (ELM) and then introduce the ELM based on Simulated Annealing (SA).
Extreme learning machine is a new type of fast learning algorithm and is for solving single hidden layer neural network. Compared with other machine learning algorithms, like BP neural network, it needs to perform continuous loop iterative calculation, resulting in slow training. In contrast, the ELM randomly sets the weight between the hidden layer and the input layer, and once the setting is completed, no adjustment is needed. The connection weight between the hidden layer and the output layer is calculated once by solving the equations to determine, therefore, ELM has faster computing speeds while guaranteeing accuracy and generalization performance. ELM is a single-hidden layer feedforward networks (SLFN) learning platform, which has a large number of feature mapping types, and it is very effective for classification and regression problems [33] . In this paper, ELM is used as single input and the regression of single output, a brief introduction is as follows [13] , [33] :
There are N arbitrary samples (X i ,t i ), among them X i ∈[x i1 ,x i2 ,. . . ,x in ] T , t∈[t i1 ,t i2 ,. . . ,t in ] T , g (x) is the activation function. According to Figure 4 , a single hidden layer neural network with L hidden layer nodes is able to be expressed as: where β i is the output weight, W i = [w i,1 ,w i,2 ,· · · ,w i,n ] T is the input weight, b i is the bias of the ith hidden layer neuron. According to Figure 4 , the ELM can be expressed as matrix form:
where H is hidden layer node's output matrix, β is the output weight vector, T is the expected output vector. Each row represents the output of one sample on L neurons, each column represents the output of N samples of a certain neuron, and the ith column represents hidden node's ith output vector. It can be found that after the input weight W i and the hidden layer bias b i have randomly determined, the hidden layer's input matrix H is uniquely determined. Solving β is the main goal of ELM learning, and it can be obtained by using the least square method, then the output weight β can be determined as:
here, H † is the Moore-Penrose generalized inverse of H. However, the choice of the number of neurons in the hidden layer will affect the prediction accuracy of the model and affect the final temperature error compensation. Therefore, the Simulated Annealing algorithm (SA) is used to search the optimal number of neurons in the hidden layer to improve the training of the ELM model.
The SA algorithm is a memoryless algorithm based on a search program, similar to the hill climbing method. The advantage of SA is that SA can accept non-preferred solutions, so SA will not be trapped in an optimal local state and cause premature convergence. It can be seen that the SA algorithm only needs an initial point to perform optimization, avoiding a large number of iterative processes and greatly reducing the computation time. Therefore, the SA algorithm is very suitable for the temperature compensation process of the MEMS gyroscope. The SA algorithm is as follows [34] :
First, randomly generate a target value for the initial solution for an objective function. Then, through a search program such as exchange, the target value of the latest solution for each iteration is calculated. If the target value of the latest scheme is better than the target value of the previous scheme, the current target value is replaced with the latest target value.
If the target value of the latest solution is equivalent to the target value of the present solution or better than the target value of the present solution, then using the probability function to determine whether to replace the present solution with the latest solution, the probability function can be expressed as:
where D is the deviation between the target value of the latest solution and the target value of the present solution, L is the control parameter in each iteration, K is Boltzmann constant. When the value of L is high, the higher probability will accept a solution that is worse than the present solution, when L = 0, the solution that is worse than the present solution is not accepted. Through above steps, use mean square error as the objective function, it is used to measure the accuracy of predictions after each ELM training. After a certain number of iterations of the update calculation, the SA can obtain hidden layer neurons' optimal number of ELM, and the speed of the SA in the iterative process is very fast, and the locally optimal solution is not trapped. The optimal parameters of the ELM can be quickly obtained. Thereby getting a better model. The algorithm flow is shown in the Figure 5 . 
IV. EXPERIMENTS AND DISCUSSION
A. TEMPERATURE EXPERIMENT
To certify the necessity of the proposed PE-ITD-SA-ELM parallel denoising model, we took a temperature experiment to detect MEMS gyroscope's temperature characteristics. In the experiment, the gyroscope we used was GY-027#. Figure 7 shows the gyroscope and the experimental equipment. A detection circuit is arranged in each of the three PCBs, and metal pins are used to connect their structures and electronic signal. In order to protect the structural chip and the PCB from the shock, the rubber pad is used to wrap the PCBs and then put the Rubber-wrapped PCBs into the metal casing. The metal casing is connected to the ''GND'' signal to shield the electromagnetic field. The first PCB is the interface and used to process the weak signals, and the structure chip is connected with the first PCB, the remaining two PCBs are the sense loop and the drive closed loop.
The experimental equipment includes the signal generator (Agilent 33220A) which generates test voltage V Tes ; the multimeter (Agilent 34401A) and oscilloscope (Agilent DSO7104B) are used to measure and observe the amplitude and signal phase; the power (Agilent E3631A), which provides ±10V DC voltage and GND; the temperature oven and turn table are utilized to provide full temperature range environment and measure gyroscope's real bandwidth.
At room temperature, the MEMS gyroscope was energized for one hour. Then, the oven was heated to 60 • C and allowed to stand for one hour to maintain gyroscope inner-shell temperature at 60 • C.
The Gyroscope's initial temperature is set to 60 • C during data acquisition, and the oven temperature was allowed to stand at 10 • C for one hour in order to insure that the gyroscope inner temperature and the oven temperature were consistent and stable. When the oven temperature was lowered to −40 • C and allowed to stand for one hour, Finished test. Figure 8 shows the test result and we can see that the output of the MEMS gyroscope is largely affected by temperature, therefore, it is necessary to establish a parallel denoising model of the MEMS gyroscope. Figure 9 is the result of the gyroscope's original signal decomposition based on ITD. Here the decomposition layers of rotational component in ITD is set to 6, from the Figure 9 , we are able to clearly see that the gyro's output signal is decomposed into six rotational components of H1 to H6 and a monotonic trend L by ITD.
B. EXPERIMENTAL RESULTS
After proper processing of these seven components, the denoising signal can be obtained. In the traditional decomposition signal processing method, the workload optimized for each component is too large. Therefore, the original components are classified and identified by PE.
PE is an entropy used to perform feature extraction and classification on each component. In order to divide components better, here set the inlaid dimension v = 5. And then, a reasonable choice of threshold is also very important, after the experiment summary, we have come that it works well when the threshold is set to 0.6 and 0.2 with a temperature range from −40 • to 60 • . That is, if the entropy is higher than 0.6, this part is almost entirely irregular noise with no effect on the final signal reconstruction, so it is pure noise component. If the entropy is between 0.2 and 0.6, it is mixed component, it contains both noise and useful drift trends and requires further filtering. If the value of entropy is less than 0.2, we can see a clear temperature drift and this component is a key temperature feature term. As shown in Figure 10 parts, 1st, 2nd and 3rd have pure noise characteristics, 4th has mixed features, 5th, 6th and monotonous trends have trend characteristics. According to the autocorrelation of the PE, the above three parts are respectively reconstructed, as shown in Figure 11 , and the pure noise part (C1), the mixed part (C2) and the trend part (C3) are respectively obtained. Then, C1, C2, and C3 are respectively processed, firstly, the pure noise part C1 is removed, then the mixed part C2 is filtered by the FLP filter, and finally, the denoising result of C2 and C3 are reconstructed, and the denoised signal is obtained, such as Figure 12 shows. From Figure 12 , by comparison with the original signal, we can easy to see that the PE-ITD-FLP decomposition method can handle noise errors very well and is efficient.
After the mixed component C2 is denoised by FLP and the drift component C3 is compensated by SA-ELM, rebuild them and the final compensation signal can be obtained, as shown in Figure 13 . It can be concluded that the proposed PE-ITD-SA-ELM temperature error parallel processing model can effectively eliminate the temperature error.
C. COMPARISON
This section compares the algorithm results by first comparing the eigenvalues of the two signals, one is the original signal, and the other is the signal through the PE-ITD-SA-ELM model, the Allan variance proves the validity of the model. Then, the ELM prediction is compared with the improved SA-ELM method. The prediction results show that SA-ELM can adaptively find the best parameters and the prediction results have higher precision.
Here we use Allan variance to analyze the performance of the proposed method. Allan variance is widely used in gyroscope performance analysis as a standard analysis method recognized by IEEE [35] . Figure 14 shows the Allan variance of the original signal and the signal processed by the PE-ITD-SA-ELM parallel model proposed in this paper. As can be seen from the figure, the angular random walk of the original signal is 0.0104 • /h/ √ Hz, and the angular random walk of the processed signal is 2.665×10 −5• /h/ √ Hz, which is optimized by 99.7%. The original signal has a bias stability of 0.1874 • /h, and the processed signal has a bias stability of 1.599×10 −3• /h, which is optimized by 99.1%. Therefore, the parallel model proposed in this paper has excellent performance for temperature error processing. Figure 15 shows the process of simulated annealing algorithm. The mean square error is used as the fitness function of the simulated annealing algorithm. Here, the search range of SA is set to [5, 120] , which means that the range of the number of neurons in the ELM is from 5 to 120. After 100 iterations, the optimal fitness value is found to be 1.08064×10 −6 , and the number of optimal hidden layer neurons found is 18. The simulated annealing algorithm is highly efficient and can handle any fitness function. Combined with the fast running speed of the ELM algorithm, it can find the optimal number of hidden layer neurons. Figure 16 is the prediction results of ELM. Figure 17 is the prediction results of SA-ELM. When using ELM and SA-ELM predictions, this paper used a set of measured gyroscope data as the training set, and another set of data as the testing set, randomly select 30 samples in the testing set to display in the figures. By comparing the two figures, we can see that the prediction accuracy of SA-ELM is higher. This is because the prediction accuracy of the model is directly determined by the number of hidden layer neuron, while ELM cannot adaptively select the optimal number of hidden layer neurons, so that the prediction accuracy of ELM is lower. The SA-ELM proposed in this paper uses SA to adaptively search for the optimal number of hidden layer neurons, therefore, the prediction accuracy of ELM model is improved to some extent.
V. CONCLUSION
This study investigated the MEMS gyroscope temperature error denoising and compensation method, a novel parallel denoising model based on PE-ITD and SA-ELM has been proposed. First, the parallel denoising model can reduce the noise effectively, and extract the drift precisely which can greatly improve the precision of parallel processing. According to the strong non-stationary of temperature errors, the permutation entropy can classify the intrinsic rotation components and a monotonic trend component into noiseonly component, mixed component and drift component, this can greatly reduce the calculation cost. Then compared with the traditional prediction algorithm the SA-ELM is able to build higher precision model that reduces the error of temperature drift compensation. After that, temperature experiments are arranged, and the result shows that the angular random walk is decreased obviously from 0.0104 • /h/ √ Hz to 2.665×10 −5• /h/ √ Hz, the bias stability improves from 0.1874 • /h to 1.599×10 −3• /h with a temperature range from −40 • to 60 • (enhanced by 99.1%). The experimental results show that the new method proposed in this paper is more accurate and effective.
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