The purpose of this paper is to prove some xed point results using JS-G-contraction on G-metric spaces, also to prove some xed point results on G b -complete metric space for a new contraction. Our results extend and improve some results in the literature. Moreover, some examples are presented to illustrate the validity of our results.
Introduction
Mustafa and Sims [1] introduced the notion of G-metric spaces as a generalization of classical metric spaces and obtained some xed point theorems for mappings satisfying di erent generalized contractive conditions. Thereafter, the concept of G-metric space has been studied and used to obtain various xed point theorems by several mathematicians (see ( ).
De nition 1.1. [1] Let X be a non empty and G : X × X × X → [ , ∞) be a function satisfying the following properties Then the function G is called a generalized metric, or, a G-metric on X and the pair (X, G) is called a G-metric space. Throughout this paper we mean by N the set of all Natural Numbers.
= L.
To be consistent with Jleli and Samet [25] , we denote by the set of all functions ψ : ( , ∞) → ( , ∞) satisfying the conditions (ψ − ψ ). Also, they established the following result as a generalization of Banach Contraction Principle. 
Then f has a unique xed point.
In 2015, Hussain et al. [26] customized the above family of functions and proved a xed point theorem as a generalization of [25] . They customized the family of functions ψ : [ , ∞) → [ , ∞) to be as follows: (ψ ) ψ is nondecreasing and ψ (t) = if and only if t = ; (ψ ) for each sequence {tn} ⊆ ( , ∞), limn→∞ ψ (tn) = if and only if limn→∞ tn = ; (ψ ) there exist r ∈ ( , ) and L ∈ ( , ∞] such that lim t→ + ψ(t)− t r = L; (ψ ) ψ (u + v) ≤ ψ (u) ψ (v) for all u, v > . To be consistent with Hussain et al. [26] , we denote by Ψ the set of all functions ψ : [ , ∞) → [ , ∞) satisfying the conditions (ψ − ψ ). For more details in this direction, we refer the reader to [27] [28] [29] [30] .
In this paper, we introduce a new contraction called JS-G-contraction and we prove some xed point results of such contraction in the setting of G-metric spaces, also we prove some xed point results on G bcomplete metric space for a new contraction.
Fixed Point Results on G-Metric Space
We start this section by introducing the following de nition.
De nition 2.1. Let (X, G) be a G-metric space, and let g : X → X be a self mapping. Then g is said to be a JS-G-contraction whenever there exist a function ψ ∈ Ψ and positive real numbers r , r , r , r with ≤ r + r + r + r < such that Proof. Let a ∈ X be arbitrary. For a ∈ X, we de ne the sequence {an} by an = g n a = ga n− . If there exist n ∈ N such that an = a n + , then an is a xed point of g, and we have nothing to prove. Thus, we suppose that an ≠ a n+ , i.e., G (gan− , gan , gan) > for all n ∈ N. Now, we will prove that limn→∞ G (an , a n+ , a n+ ) = .
Since g is a JS-G-contraction, by using condition ( . ), we get that
Using (G5) and (ψ ), we get
and
Therefore,
So, by reordering the product terms of the above inequality, then using the induction, we get that From the condition (ψ ), there exist < r < and L ∈ ( , ∞] such that
Suppose that L < ∞. In this case, let B = L > . From the de nition of the limit, there exists n ∈ N such
for all n > n . This implies that
where A = B . Now for L = ∞, let B > be an arbitrary number. From the de nition of the limit there exist n ∈ N such that
where A = B . Thus, in both cases, there exist A = max{A , A } > and n * = max{n , n } ∈ N such that
Now, using (2.2) we get
where, α = r +r +r
which implies that limn→∞ n(G (an , a n+ , a n+ )) r = , thus there exists n ∈ N such that
that {an} is a G-Cauchy sequence. Completeness of (X, G) ensures that there exists a * ∈ X such that an → a * as n → ∞. Now we shall show that a * is a xed point of g. Using (G5) we get that
Hence, by the properties of ψ we get that
However, by using (2.1), (ψ ) and (2.9) we have
(2.10)
Now, substituting (2.10) in (2.7) we get that
(2.12)
By taking the limit as n → ∞ and using (2.4), (ψ ), Proposition 1.3 and the convergence of an to a * in the above equation we get that
which implies by (ψ ) that G(a * , a * , ga * ) = and so ga * = a * . Thus, a * is a xed point of g.
Finally to show the uniqueness, assume that there exist a ≠ a * such that a = ga . By (G ),
Thus, by (2.1) we get
r +r +r , which leads to a contradiction because r + r + r < . Therefore, g has a unique xed point.
The following result is a direct consequence of Theorem 2.2 by taking ψ (t) = e √ t in ( . ).
Corollary 2.3. Let (X, G) be a complete G-metric space and g : X → X be a mapping. Suppose that there exist
positive real numbers r , r , r , r with ≤ r + r + r + r < such that
for all a, b, c ∈ X. Then g has a unique xed point.
Remark 2.4. Note that condition (2.14) is equivalent to
Next, in view of Remark 2.4 and by taking r = r = r = in Corollary 2.3, we obtain the following corollary. 
Fixed Point Results on G b -Metric Spaces
In this section, using the concepts of G b -metric space which was introduced by Aghajani et al. [31] we establish some new xed point results in this setting.
De nition 3.1.
[31] Let X be a nonempty set and s ≥ be a given real number. Suppose that G b : X × X × X → [ , ∞) be a function satisfying the following properties It is clear that the class of G b -metric spaces is e ectively larger than that of G-metric spaces given in [1] . Indeed, each G-metric space is a G b -metric space with s = .
De nition 3.2. [31] A G b -metric space is said to be symmetric if
G b (u, v, v) = G b (v, u, u) for all u, v ∈ X.
Proposition 3.3. [31] Let X be a G b -metric space. Then for each u, v, w, c ∈ X it follows that:
Remark 3.11. [27] Note that the conditions (ψ ) and (Θ ) are independent of each other. Indeed, for p ≥ , θ(t) = e t p satis es the conditions (ψ ) and (ψ ) but it does not satisfy (ψ ), while it satis es the condition (Θ ). Therefore Ω ̸ ⊆ Ψ . Again, for a > , m ∈ ( , a ), θ
(t) = + t m ( + [t]), where [t] denotes the integral part
of t, satis es the conditions (ψ ) and (ψ ) but it does not satisfy (Θ ), while it satis es the condition (ψ ) for any r ∈ ( a , ). Therefore Ψ ̸ ⊆ Ω. Also, if we take θ(t) = e √ t , then θ ∈ Ψ and θ ∈ Ω. Therefore Ψ ∩ Ω ̸ = ∅. Proof. Let an = g n a and assume that n = m + k for some integer k ≥ . Since α(a , ga , ga ) ≥ and g is 
De nition 3.12. [4] Let
for all u, v, w ∈ X with at least two of gu, gv and gw being not equal, where
Also, suppose that the following assertions hold:
(i) There exists a ∈ X such that α (a , ga , ga ) ≥ .
(ii) For any convergence sequence {an} to a with α (an , a n+ , a n+ ) ≥ for all n ∈ N∪{ }, we have α (an , a, a) ≥ for all n ∈ N ∪ { }. Then g has a xed point. Proof. Let a ∈ X be such that α (a , ga , ga ) ≥ . De ne a sequence {an} by an = g n a for all n ∈ N.
Since g is an α-admissible mapping and α (a , a , a ) = α (a , ga , ga ) ≥ , we deduce that α (a , a , a ) = α (ga , ga , ga ) ≥ . Continuing this process, we get that α (an , a n+ , a n+ ) ≥ for all n ∈ N ∪ { }. Without loss of generality, we assume that an ≠ a n+ for all n ∈ N ∪ { }. We shall proceed in proving the theorem using the following two steps.
Step 1: We shall show that limn→∞ G b (an+ , an , an) = . Now, an , a n+ ) , and so
Therefore, we have
Taking limit as n → ∞, we get lim
This gives us, by (θ ), lim
(3.5)
Step 2: We shall prove that the sequence {an} is a G b −Cauchy sequence. Suppose on the contrary that {an} is not a G b −Cauchy sequence. Then there exists ε > for which we can nd two subsequences {am i } and {an i } of {an} such that n i is the smallest index for which
This means that G b (am i , a n i − , a n i − ) < ε.
By using (3.6) and (G b ), we get
Taking the upper limit as i → ∞ and using (3.5) we get
Notice that from (3.3) and (θ ), we get which is a contradiction. Hence, either
holds for all i ∈ N. First suppose that
From the de nition of M (u, v, w) and using (3.5) and (3.7) we have
Note that, m i ≠ n i − , as otherwise G b (am i , a n i − , a n i − ) = and so, by (3.11)
which contradicts our assumption that an ≠ a n+ for all n ∈ N. Hence, α (am i , a n i − , a n i − ) ≥ . Based on the assumption (3.11), (θ ), α (am i , a n i − , a n i − ) ≥ , (3.8), (3.1) and the above inequality, we obtain that
holds for all i ∈ N. Further, from (3.6) and using (G b ), we get Also, from (G b ), we get G b (am i + , a n i − , a n i − ) ≤ sG b (am i + , an i , an i ) + sG b (an i , a n i − , a n i − ) .
Taking the upper limit as i → ∞, and using (3.5) and (3.7) we get lim i→∞ sup G b (am i + , a n i − , a n i − ) ≤ sε. (3.14)
From the de nition of M (u, v, w) and using (3.5) and (3.14), we have lim i→∞ sup M (am i + , a n i − , a n i − ) = = , which contradicts our assumption that an ≠ a n+ for all n ∈ N. Hence, α (am i + , a n i − , a n i − ) ≥ . Based on the assumption (3.12), (θ ), α (am i + , a n i − , a n i − ) ≥ , (3.13), (3.1) and the above inequality we obtain that θ s . ε s ≤ α (am i + , a n i − , a n i − ) θ s . lim 
