Accurate and efficient entity resolution is an open challenge of particular relevance to intelligence organisations that collect large datasets from disparate sources with differing levels of quality and standard. Starting from a first-principles formulation of entity resolution, this paper presents a novel entity resolution algorithm that introduces a data-driven blocking and record linkage technique based on the probabilistic identification of entity signatures in data. The scalability and accuracy of the proposed algorithm are evaluated using benchmark datasets and shown to achieve state-ofthe-art results. The proposed algorithm can be implemented simply on modern parallel databases, which we have done in the financial intelligence domain with tens of Terabytes of noisy data.
INTRODUCTION
Entity resolution (ER) is the process of identifying records that refer to the same real-world entity. Accurate and efficient ER is needed in various data-intensive applications, including but not limited to health studies, fraud detection, and national censuses [7] . In this paper, we describe a novel ER approach that is employed within AUSTRAC, Australia's Financial Intelligence Agency, to link disparate datasets from across the financial system to obtain a single view of entities.
Two of the main challenges of ER are imperfect data quality and large data size. In AUSTRAC, we have both problems in spades. Our data comes from ∼14,000 reporting entities (e.g. financial institutions, casinos, remitters) and other government agencies over a 20 year period. As one can expect, there are significant data quality problems originating in a myriad of issues within the wide range of data sources that we have little control over. In terms of volume, we have over 800 million reports and growing by about a million reports per day. With five parties involved in each transaction on average, we need an ER solution that scales to 4 billion records.
Besides good ER accuracy, AUSTRAC has several other major requirements. First, the results of our ER system can be used as witness statements in court cases so the evidential requirements of having simple explainable results with good data provenance is important. Second, the ER system needs to be built not as a standalone system but as part of a larger suite of data analytics and analysis tools (a combination of bespoke, open-source and commercial technologies) and therefore algorithm simplicity, which leads to code maintainability, is another important requirement. Third, the ER system needs to be tuned largely based on domain knowledge because there is no meaningful amount of labelled data for supervised learning algorithms to work well.
When we started our ER journey at AUSTRAC two years ago to replace a legacy rule-based system, we had expected that there would be existing scalable and reliable ER solutions that can satisfy all our requirements given the large literature on ER. That proved to be optimistic. After a tortuous journey trying out a range of approaches without success -a list that includes standard blocking approaches [7] , MinHash [6] , matrix factorisation techniques like compressive sensing, nearest-neighbour algorithms like KD-trees, search engines like ElasticSearch, and specialised web-scale ER algorithms [30] -we went back to first principles and ultimately settled on an algorithm that sits in a part of the ER algorithm design space that is relatively unexplored, with roots that can be traced to [3] . The algorithm is simple but works well. A version of it has been implemented in a large-scale data matching engine that has delivered over $30 million in savings for the Australian government through improved detection of welfare fraud [2, 34] . The version described in this paper has been implemented in AUSTRAC's Analyst Workbench, which has a target user base of around 4,000 analysts across different agencies. We believe our story of going back to first principles and off the beaten path to construct a simple, slightly unusual but highly practical algorithm is one worth telling. The key ideas behind our approach to ER are described next.
Using redundancy to overcome data quality issues: The most common way to tackle data quality issues is to standardise and cleanse raw data before the linking operation [7] . The problem with standardisation and cleansing is that it is in itself a challenging problem. For example, 01/02/2000 can be parsed as either 1st of Feb 2000 or 2nd of Jan 2000. St can mean either Street or Saint in addresses. If a mistake is made during standardisation and cleansing, it is usually difficult to recover from it to perform linkage correctly.
Instead of standardising and cleansing data into canonical forms, we rely on redundancy in data to overcome data quality issues. We say a record contains redundancy if one of its subrecords can uniquely identify the same entity. For example, if there is only one John Smith living in Elizabeth Street, then John Smith, 45 Elizabeth Street as a record of a person contains redundancy, because specifying street number 45 is not really necessary.
Redundancy exists widely in data. Not every country has a city named Canberra. Not every bank has a branch in Bungendore. As an extreme case, three numbers 23 24 5600 can be sufficient to specify an address globally, if there is only one address in the world containing these three numbers at the same time. In this case, we do not even need to know if 23 is a unit number or the first part of a street number. Such seemingly extreme examples are actually quite common in practice. For example, 1, 374, 998 of the 13.9 million Australian addresses in the Open Address [1] database can be uniquely identified by just three numbers in them.
Redundancy simplifies ER. If two records share a common subrecord that can be used to uniquely identify an entity, then these two records can be linked no matter what data quality issues they each have. We call such a subrecord a signature of its entity. Probabilistic identification of signatures in data and linking records using such probabilistic signatures is the first key idea of our algorithm.
Data-driven blocking using signatures: Blocking is a widely used technique to improve ER efficiency [7] . One first partitions a database according to a blocking key. During linkage, comparison is only carried out between records that fall into the same block, based on the assumption that records sharing no blocking key value do not match with each other. Examples of blocking keys include attributes such as postcode or last name [7] .
The selection of blocking keys is a challenging problem that affects the efficiency and completeness of ER. If the keys are not distinctive between disparate entities, many irrelevant records will be placed into the same block, which leads to little improvement in efficiency. If the keys are not invariant with respect to records of the same entities, then these records will be inserted into different blocks and true matching record pairs will be missed. If the key values are not distributed evenly among the records, the largest blocks will form the bottleneck of ER efficiency. When dealing with a large dataset, it is challenging to balance all these issues.
In an ideal world, we would like to use signatures as the blocking key and place only records of the same entity into the same block. In practice, we do not know which subrecords are signatures but we can still approximate the strategy by blocking on probabilistically identified signatures, as we describe in Section 3.2. These probabilistic signatures tend to be empirically distinctive and exhibit low-frequency in the database, which allows small and accurate blocks to be constructed. The only risk is these blocking keys may not be invariant with respect to records of the same entities. To address this, we introduce an inter-block connected component algorithm, which is explained next.
Connected components for transitive linkage: As discussed above, the blocking-by-probabilistic-signature technique leads to quite targeted blocking of records, with high precision but possibly low recall. This is in contrast to standard blocking techniques that tend to have low precision but high recall [7] . To compensate for the loss in recall, we allow each record to be inserted into multiple blocks, using the fact that each record may contain multiple distinct signatures. Moreover, to link records of the same entity that do not share the same signature, we allow two records in two different blocks to be linked if they are linked to the same third record in their own blocks. To implement such an indirect (transitive) link, we run a connected component algorithm to assign records connected directly or indirectly with the same label (entity identifier).
A particular challenge in our context is the size of the graphs we have to deal with. There are as many nodes as the number of records. Such a graph can be too large to fit into main memory. Random access to nodes in the graph, which is required by traditional depth/breadth-first search algorithms, might therefore not be feasible. To address this, we propose a connected-component labelling algorithm that fits large graphs that are stored in a distributed database. The algorithm uses standard relational database operations, such as grouping and join, in an iterative way and converges in linear time. This connected component operation allows us not only to use small-sized blocks, but also to link highly inconsistent records of the same entity transitively.
Implementation on parallel databases: Massively parallel processing databases like Teradata and Greenplum have long supported parallelised SQL that scales to large datasets. Recent advances in large-scale in-database analytics platforms [17] have shown how sophisticated machine learning algorithms can be implemented on top of a declarative language like SQL or MapReduce to scale to Petabyte-sized datasets on cluster computing.
One merit of our proposed method is that it can be implemented on parallelised SQL using around ten SQL statements. As our experiments presented in Section 6 show, our algorithm can link datasets containing thousands of records in seconds, millions of records in minutes, and billions of records in hours on medium-sized clusters built using inexpensive commodity hardware.
Our contributions in this paper is a novel ER algorithm that: (1) introduces a probabilistic technique to identify, from unlabelled data, entity signatures derived from a first-principles formulation of the ER problem; (2) introduces a new and effective data-driven blocking technique based on the occurrence of common probabilistic signatures in two records; (3) incorporates a scalable connectedcomponent labelling algorithm that uses inverted-index data structures to compute transitive linkages in large graphs (tens to hundreds of millions of nodes); (4) is simple and scalable, allowing the whole algorithm to be written in around ten standard SQL statements on modern parallel data platforms; and (5) achieves state-of-the-art performance on several benchmark datasets and pushes the scalability boundary of existing ER algorithms.
Our paper also provides a positive answer to an open research problem raised by [30] about the existence of scalable and accurate data-driven blocking algorithms.
PROBLEM FORMULATION
The ER problem is usually loosely defined as the problem of determining which records in a database refer to the same entities. This informal definition can hide many assumptions, especially on the meaning of the term "same entities". To avoid confusion, we now define our ER setting in a more precise manner.
Definition 2.1. A possible world is a tuple (W , R, E, D), where W denotes a set of words; R denotes the set of all records, where a record r ∈ R is a sequence of words from W (i.e. order matters); E = {e 1 , e 2 , . . . } denotes a set of entity identifiers; and D : E × R is a subset of the Cartesian product between E and R.
We say record r ∈ R refers to entity e ∈ E, if (e, r ) ∈ D. Note that an entity may be referred to by multiple (possibly inconsistent) records, and each record may refer to multiple entities, i.e., there are ambiguous records. Some records may belong to no entities in E. For example, John Smith, Sydney is likely referring to several individuals, and therefore this record is ambiguous as it can refer to any of them. On the other hand, in real-world databases there are often records that contain randomly generated, faked, or corrupted values, such as those used to test a system or that were intentionally modified (for example John Doe or (123) 456-7890) by a user who does not want to provide their actual details.
In practice, a possible world is only 'knowable' through a (finite) set of observations sampled from it.
Definition 2.2. Given a possible world (W , R, E, D), we can sample an (e, r ) pair using some (usually unknown) probability distribution on D. By repeating the sampling n times, we obtain a set of labelled observations of the possible world, {(e i , r i )} i=1...n . From labelled observations, we can derive unlabelled observations by removing all the e i 's.
Roughly speaking, ER is the problem of reconstructing labelled observations from unlabelled observations. Definition 2.3. Given a set of unlabelled observations O sampled from a possible world (W , R, E, D), entity resolution is the problem of constructing a partition O = i O i satisfying the following two properties: (1) for each O i , there exists an e ∈ E such that {(e, r ) | r ∈ O i } ⊆ D; and (2) the number of partitions is minimised.
A trivial way to satisfy the first condition of Definition 2.3 is to assign each record in O to its own partition. The second condition is needed to make sure records of the same underlying entity are assigned to the same partition. ER as defined above is an underconstrained optimisation problem. For example, there could be multiple ways of partitioning a set of unlabelled observations that all satisfy Definition 2.3 because of the existence of ambiguous records that refer to multiple entities. We need further assumptions on the structure of possible worlds, in particular the structure of D, to be able to distinguish between possible solutions. There are two main approaches of refining the ER problem, each with its own assumptions on D.
Supervised learning methods: The first class of methods assume that a set of labelled observations is available with which we can apply supervised learning techniques to label a much larger set of unlabelled observations [7, 23] . In particular, these methods assume the joint probability distribution of entities and records P : E × R → [0, 1] induced by the unknown D and the observations' sampling process have enough structure, in the learning-theoretic sense [4] , to be learnable from finite sample sizes and suitable model classes. Note the probability of learning good models is with respect to a probability distribution on the possible worlds that are consistent with a set of labelled observations.
Distance based methods: The second class of methods work only with unlabelled observations and assume records can be embedded into a metric space, where records of an entity fall in a compact region [21] . One first finds such a metric space in the form of a suitable distance function that incorporates domain knowledge on what constitutes records that likely belong to the same entity. Records are then clustered, either exactly through a nearestneighbour algorithm or approximately using blocking or clustering techniques [7] , and then labelled based on some linkage rule. This is by far the most common approach to ER and has a long history going back nearly fifty years [13] . Distance based methods are sometimes used in conjunction with supervised learning algorithms to determine the linkage rule or clustering thresholds [7] .
SIGNATURE-BASED ENTITY RESOLUTION
We consider in this paper a family of signature-based methods, where we assume each entity has distinctive signatures that can be detected from a set of unlabelled observations (sampled from a possible world) and that the signatures so-detected can be used to link records of the same entities. Compared to the other two types of methods described above, signature-based methods make a number of alternative assumptions on the structure of possible worlds which we now describe.
A sufficient condition for a record to be a signature is that it belongs to one and only one entity in a possible world. However, the condition is not a necessary one because a signature of an entity e does not have to be a record of e, but merely one computationally derivable from a record belonging to e. We now formalise the idea. One way to understand Definition 3.1 is that T defines a computable transform of a record s into all its variants {r | (s, r ) ∈ T }, and s is a signature of e if all its variants obtained via T contain and only contain records belonging to e. A signature provides sufficient condition to link two records. To familiarise readers with our formulation, we now describe some traditional ER algorithms with our concepts. A common design in traditional ER algorithms is to find a relation T which contains all pairs of records s and r referring to the same entities. Two records s and r are then linked using the fact (s, s) ∈ T , (s, r ) ∈ T and Proposition 3.2. The concept of signature is not explicitly used in this design because every unambiguous record in a dataset will then be a signature. The challenge is all about finding the relation T . In this paper, we follow a different strategy. Instead of searching for an unknown relation T , we start with one (or more) known relation(s) T and then search for records which are signatures subject to this known T A trivial example is when T = {(s, r ) | s = r }. Signatures subject to equality are those records that belong to one and only one entity. These signatures are not particularly interesting, as they can only be used to find exact duplicate records in a database.
Signatures Based on the Subrecord Relation
Consider now the more powerfulT defined by the subrecord relation. Given a record r , we say s is a subrecord of r , denoted s ⪯ r , if s is a subsequence of r , i.e. s can be derived from r by deleting some words without changing the order of the remaining words. We sometimes say r is a superrecord of s to mean s ⪯ r . Figure 1 , in which W ={Victoria, Street, St, George}, E={e 1 , e 2 , e 3 }, and D={(e 1 , "Victoria Street"), (e 1 , "Victoria St"), (e 2 , "George Street"), (e 2 , "George St"), (e 3 , "St George Street"), (e 3 , "St George St")}. Figure 1 shows the six records in D as well as their subrecords. Records of different entities are shown in different colours. We add thick outlines to records/subrecords which are signatures subject to the subrecord relation. For example, the word Victoria is a signature because all records in D containing Victoria as a subrecord belong to the same entity e 1 . We can therefore link these records during ER despite their inconsistency. In contrast, Street is not a signature because it has three superrecords in D that belong to three distinct entities. Since a record is a subrecord of itself, some of the records appearing in D are signatures as well. A special case is entity e 2 , which does not have any signature subject to the subrecord relation because all its records, George Street and George St, are subrecords of another entity's records as well. Therefore all their subrecords are shared by at least two entities. However, entities like this, whose records are all subrecords of other entities, are rare in practice, especially when multiple attributes are considered.
From this example we can also see the following distinction between our method and traditional ER methods. By explicitly introducing the concept of signatures, we no longer deal with pairwise linkage between records in O, but the linkage between records in O and signatures.
This distinction is illustrated in Figure 2 , where records are variants of the same address. Although both graphs depict the same linkage solution, the one used by our method (right-hand side) contains less links due to the usage of signatures. This distinction partly explains why our proposed method is more efficient. In practical applications of ER, ⊑-signatures are common. For example, in a database where entities have unique identifiers such as passport numbers, driver's licenses or tax file numbers, each unique ID is a signature of its entity (recall that the subrecord relation captures the equality relation as a subset).
Given a set of unlabelled observations sampled from an unknown possible world, in the following section we provide an algorithm that can resolve, with high probability, those entities that have (one or more) ⊑-signatures. In the rest of this paper, signatures always refer to ⊑-signature unless otherwise indicated.
Probability of Observing a Signature
Our general strategy for ER is to probabilistically identify signatures from unlabelled observations and then transitively link records via the identified signatures.
Given a set of unlabelled observations O, our first step is to remove all exact duplicate records to arrive at a deduplicated set of records. In a deduplicated dataset containing n records, a subrecord recurs m times if m out of the n records are its superrecord. By definition, a signature is unique to an entity. Further, a signature may not appear in every record of the entity to which it belongs. A non-signature, in contrast, can appear in many distinct records of Industry and Case Study Paper CIKM'18, October 22-26, 2018, Torino, Italy many distinct entities. Thus as more and more records are added to a dataset, after deduplication, the recurrence frequency of a signature is upper-bounded by the number of distinct records of its entity. The recurrence frequency of a non-signature, however, may keep on growing. This is intuitively clear from Figure 1 , where the recurrence frequencies of non-signature records like Street and St increases much more quickly, upper-bounded only by the size of the database, as more street names are added into the database.
Empirically, setting the probability of a subrecord being a signature to go down as its recurrence goes up using a Poisson distribution with a low mean parameter is sufficient for our setting.
Record Linkage via Common Signatures
In practice, computing the common subrecords between every pair of records, checking the recurrence of these subrecords in the database, and then computing the signature probabilities is prohibitively expensive. We now show how these probabilities can be approximated efficiently in a large database. The main idea is to pre-compute a set of subrecords, called candidate signatures, from each record in the database, as well as the probability for each of these subrecords to be a signature. Given two records r i and r j , we approximate the probability for them to share a signature with the probability of at least one candidate signature shared by both records being a signature.
More specifically, let I = {(s, R s , p s )} denote the inverted index of a database, where each s (inverted index key) denotes a subrecord, R s denotes the set of records that contain s as a subrecord, and p s = P (s ∈ S | k = |R s |) is the probability of s being a signature, which is a Poisson distribution on k. Computing linkage probabilities consists of the following steps:
(1) Generation: From each (s, R s , p s ) ∈ I , generate all tuples of the form of (r i , r j , s, p s ) such that r i , r j ∈ R s . (2) Elimination: From all tuples (r i , r j , s, p s ) containing the same r i and r j , we eliminate those tuples whose s appears as a subrecord in another tuple. Following Proposition 3.8, this is because if a subrecord is a signature, then all its superrecords must be signatures. We therefore only need to assess the superrecords. (3) Product: We assume the probability for two subrecords being signatures to be independent if they are not a subrecord of each other. The probability of r i and r j sharing a signature can then be computed as 1 − s (1 − p s ) over all s in the remaining tuples (r i , r j , s, p s ) for the record pair r i and r j .
We can further improve the efficiency by setting a probability threshold during generation. That is, we only generate tuples (r i , r j , s, p s ) whose p s > ρ. In other words, when generating tuples we only consider subrecords whose probability of being a signature exceeds the threshold ρ. This filtering allows us to remove a large number of subrecords with low probability of being signatures at an early stage.
The Elimination step above can be skipped, if the precomputed subrecords from each raw record by design do not contain each other as subrecords.
After obtaining the probability for a pair of records to share a signature, we can place the two in a block if this probability exceeds the threshold τ . Note that blocks built this way contain two and only two records each. One can then employ any similarity function, such as Jaccard similarity, edit distances like Levenhstein and Jaro, or some other domain-specific functions [7] , to decide whether to link them at all.
CONNECTED COMPONENTS: A SCALABLE IN-DATABASE ALGORITHM
The previous section describes how pairs of records can be linked via probabilistic identification of common signatures. In this section, we present a scalable algorithm to assign a consistent label (entity identifier) to records which are linked either directly or indirectly. The problem is equivalent to the problem of finding connected components in a general graph [10] , except that the graph in our case is too large to allow random access. In the following, we propose a connected-component labelling algorithm that works on large graphs stored in a distributed, parallel database. Without loss of generality, we label each connected component with the smallest node (record) identifier of the component. Our algorithm contains two iterative steps. We first transform the input graph into equivalent trees (a forest) such that nodes on each connected component are in the same tree, and that the identifier of a descendant is always larger than that of its ancestors. We then transform the forest into an equivalent forest in which the height of all trees is one. Upon convergence, all nodes in the same connected component will be connected directly to the root node, which can then be used as the consistent identifier for all entities in the tree. Figure 3 shows an example. The input (left) is a set of nodepairs (e 1 ,e 2 ), (e 1 ,e 4 ), (e 2 ,e 3 ), (e 2 ,e 4 ), (e 2 ,e 5 ), and (e 3 ,e 5 ). Without losing generality, we always use the smaller entity identifier as the first element in each pair. We know this is not yet a forest because some nodes, such as nodes e 4 and e 5 , have more than one parents. When a node has more than one parents, namely when the node-pairs contain patterns like (e 1 ,e j ), (e 2 ,e j ), . . ., and (e i ,e j ), we do the following replacement: (e 1 , e j ), (e 2 , e j ), . . . , (e i , e j ) ⇒ (e ⋆ , e j ), (e ⋆ , e 1 ), (e ⋆ , e 2 ), . . . , (e ⋆ , e i ), where e ⋆ = min(e 1 , e 2 , . . . , e i ) . This grouping operation can be implemented efficiently in a parallel database. During the replacement we drop duplicated edges and self-loops (an edge connecting a node to the node itself).
Using such a replacement we guarantee that (1) the connections between e 1 , e 2 , . . ., e i , e j are preserved; and (2) e j ends up with a single parent. The newly added node pairs may introduce new parents to existing nodes in the graph. We therefore apply the replacement step recursively until every node has a single parent. Convergence is guaranteed because the sum of node identifiers in the list is non-negative and each replacement always reduce this sum by a positive integer. Upon convergence of the first replacement step, we obtain the second graph (middle) in Figure 3 which is a forest with node-pairs (e 1 ,e 2 ), (e 1 ,e 4 ), (e 2 ,e 3 ), and (e 2 ,e 5 ).
A tree's height is larger than one if its node-pairs contain patterns like (e i ,e j ) and (e j ,e k ), namely a node exists as a parent and a child at the same time. For a tree whose height is larger than one, we iteratively do the following replacement (e i , e j ), (e j , e k ) ⇒ (e i , e j ), (e i , e k ) until the height of all trees become one, as shown in Figure 3 . This is a join operation that can be implemented efficiently in a parallel database. If we denote by h the height of the highest tree in the forest, then the above converges in log 2 (h) rounds.
THE P-SIGNATURE ALGORITHM
We are now ready to present our signature-based algorithm for ER, which is given in Algorithm 1. The algorithm requires these inputs: (1) O = {r }, a set of unlabelled observations; (2) U = {s}, a set of subrecords selected by users as candidate signatures based on domain knowledge; (3) ρ and τ , thresholds: we consider a subrecord only if its probability of being a signature exceeds ρ; and we adopt a link if the probability for two records to share a signature exceeds τ ; and (4) v, an optional similarity function.
The first four steps of the algorithm are as described in Section 3.3. In the algorithm, ← denotes the addition of an element to a set and \ denotes removal of an element from a set.
In Step 1, I = {(s, R s , p s )} denotes the inverted index of O with respect to U , where s ∈ U , R s ⊆ O denotes the set of records all containing s as a subrecord, and each p s = P (s ∈ S | k = |R s |) is the probability of s being a signature given that s appears in |R s | different records in the database. In Step 2, the condition r i < r j is there to ensure we don't generate symmetric entries. Step 3 can be done because of Proposition 3.8.
Step 4 selects the final pairwise linkages based on the potential linkages computed earlier. The first three steps can be thought of as the blocking/indexing step in a standard ER framework, and Step 4 can be thought of as the record comparison step. At the end of Step 4, L = {(r i , r j )} holds all the detected links between records in O. In Step 5, c denotes the connected components algorithm described in Section 4.
Candidate signatures: The ER algorithm requires the specification of a set of candidate signatures as input. These candidate signatures have an impact on both the accuracy and computational complexity of the algorithm and should be chosen based on domain knowledge. In Section 6, we will provide some concrete examples of candidate signature specifications and discuss the issue of how to construct good candidate signatures.
Post-verification rules: An important but optional parameter in Algorithm 1 is v, the post-verification rules. It is largely an optional parameter when training data is available to tune the other parameters. But when training data is not available, v is a mechanism for the user to supply additional domain knowledge to improve ER accuracy. The post-verification rules can be as simple as a suitably thresholded distance function like Jaccard or Jaro-Winkler [7] . However, it is more commonly used to resolve prickly and context-dependent cases like family members that live at the same address, a person and his company (e.g. John Smith and John Smith Pty Ltd), and distinct franchisees that use a common account.
Computational complexity and implementation: The computational complexity of Algorithm 1 is dominated by the first two steps, which have time and space complexity O (m), where m is the number of distinct candidate signatures extracted. Most natural choices of candidate signatures leads to m ∼ O (n), where n is the size of the (deduplicated) dataset. The scalability of the algorithm is studied empirically in Section 6.
We have two implementations of the algorithm, one in SQL running on Greenplum, and one in Scala running on Spark SQL. The SQL programs are similar in structure to that in [34] and involves only joins (all efficiently executable using hash-join [33] ) and straightforward group-by operations.
EXPERIMENTAL EVALUATION
We use six different ER problems to empirically evaluate the proposed algorithm. The entities in these six problems range from academic publications and commercial products, to individuals and organisations. The datasets range from thousands to billions of records in size. There is also a large diversity of data quality issues, including incompleteness, incompatible formats, errors, and temporal inconsistency. We use these datasets to benchmark the accuracy as well as scalability of our proposed algorithm. All the experiments are conducted using the open-source Greenplum Database running on 8 servers, each with 20 cores, 320 GB, and 4.5 TB usable RAID10 space. The results are summarised in Table 1.
Entity Resolution Quality
In the first experiment, we apply our algorithm to the four publicly available datasets evaluated in [23] where ground truth is available: (1) DBLP-ACM, (2) DBLP-Google Scholar, (3) Apt-Buy, and (4) Amazon-Google-Products. The entities in the first two datasets are academic publications, and each record contains title, authors, venue, and year of publication. The entities in the third and fourth datasets are consumer products, and each record contains name, description, manufacturer, and price.
For academia publications, we use the following types of subrecords as candidate signatures: (1) three consecutive words in title; and (2) two consecutive words in title, plus two random words in authors. For commercial products, we use the following types of candidate signatures: (1) one word from name; (2) two consecutive words from name; and (3) three consecutive words from name.
Following previous evaluation work [23] , we run our algorithm multiple times with varying parameters and then pick the bestperforming model. We use F-measure to quantify the performance, which is defined as the harmonic mean of precision and recall [7] . We note that the legitimacy of using the F-measure to evaluate ER algorithms is questioned in a recent paper [14] . However, we use the F-measure here because it allows direct comparisons with the earlier evaluation presented in [23] (which does not include precision and recall results). The result of our method and five other algorithms, three of which are supervised machine learning based classification algorithms, are presented in Table 2 . The performance of the other algorithms is taken from [23] . The top performer for each dataset is highlighted in bold. Our proposed method turns out to achieve state-of-the-art results on all four datasets (tied for first in one case). Although the winning margin may not always be statistically significant, the consistent good performance across the four diverse datasets is significant, however.
Entity Resolution Scalability
To test the scalability of our method, we employ it to link records across two snapshots of the North Carolina Voter Registration (NCVR) database (http://dl.ncsbe.gov/). We used a snapshot from October 2014 and linked it with a snapshot from October 2017. We used the following information of each voter for the linkage: full name (first, middle, and last name); residential address (street, city, zipcode and state); mail address (street, city, zipcode and state); phone number; birth state; and birth age. Note that there is a temporal aspect to this particular ER problem, in that some attributes for the same voter may change over the three years. Among the 5,015,915 voters that appear in both datasets, the percentage of voters who changed their name, residential address, mail address, or phone number are 5%, 33%, 33%, and 48%, respectively. Moreover, 3% of the voters had a different birth state, and 6% of the voters have inconsistent age (not differing by 3 years) in the two datasets. Each voter also has an identifier (NCID), which is used to generate the ground truth for ER.
We used the following subrecords as candidate signatures: (1) two random words from name, two consecutive words from residential address; (2) two random words from name, two consecutive words from mail address; (3) two random words from name, last six digits from phone number; and (4) full name, birth state, birth age.
As Table 1 shows, while the size of the NCVR dataset is about 1,000 times larger than the other benchmark datasets, the total time used for ER only increased 30 to 50 times.
No previous ER work has been applied to the same NCVR dataset at the scale we have done, which makes comparison difficult. A relevant previous work is [19] , which randomly sampled subsets of size 5,000, 10,000, 50,000, and 100,000 from the NCVR dataset to implement temporal ER. As [19] shows, the performance of the considered algorithms monotonically declines as the size of the sampled dataset increases. The top performer on the largest subset, which contains 100,000 records, achieved an F-measure of 92% per [19] . Our method is applied to the complete datasets between two time points and achieved comparable accuracy.
Large Scale Transitive ER
So far we only considered the scenarios where ER is between two different datasets in a pairwise manner. Now we consider ER within a single dataset (deduplication). The considered dataset is maintained by an Australian Government agency, containing over 690 million reports submitted by over 10,000 organisations over 10 years. More than 3.9 billion individuals and organisations appear in these reports. Our aim is to identify records by the same individuals and organisations and link them together.
When an entity appears in a report, some or all of the following information may be provided: name, proof of ID (such as driver's license or passport), address, date of birth, company number, telephone number, email, bank account number. The format of each type of information differs from report to report. In most reports, one or more attributes are not available. Since we have no ground truth for this dataset, we report only the scalability of our algorithm.
After removing exact duplicate records, the number of distinct records was reduced to around 300 millions. To handle the poor data quality, we generated 13 types of candidate signatures from each record. In particular, the first seven types of candidate signatures contain two random words from name followed by any of the following: (1) two consecutive address words;
(2) last six digits of ID number; (3) date of birth; (4) last six digits of company number; (5) last six digits of telephone number; (6) email; and (7) last six digits of account number. The other six types of candidate signatures contain two consecutive address words followed by one of (2)- (7) . We do not require two name words to be consecutive to allow names in inconsistent formats to be compared. We however require address words to maintain their input order because the order of address words is more consistent than that of name, and an address is usually much longer than a name, and there would be too many unordered combinations to consider. We use the last six digits of account number, telephone number, and proof of ID, because these attributes are usually longer than six digits, the ending parts of these attributes usually have more consistent format than their starting parts, and being identical in the last six digits rarely leads to false matches especially when they are concatenated with name.
One practical difficulty in applying the proposed algorithm to a real and large dataset is that we have no labelled data to tune our parameters. In our business context, a false link usually has a much higher cost than a missing link. We therefore adopted some post-verification rules such as Jaccard distance on linked entities to further improve precision at the cost of lower recall.
Some statistics of our proposed method on this large dataset is given in Table 3 . As can be seen, resolving over 3.9 billion records with the proposed method takes around three and a half hours. Compared to resolving 12 million records in the NCVR datasets in 307 seconds, our algorithm scales in sublinear time.
Besides Greenplum, we also implement our algorithm with Spark-SQL and resolve the over 3.9 billion entities a server which 4-time as large as the Greenplum server. The processing time reduces to 5,044 seconds. Note that the 5,044 seconds include the time of saving output of each step to HDFS for debugging purpose.
Practical Considerations
We now discuss important practical considerations of our approach.
Choice of candidate signatures: As stated earlier, the choice of candidate signatures depends on domain knowledge and has an impact on both the accuracy and computational complexity of the ER algorithm. Here are some guidelines on setting this parameter:
(1) A candidate signature should be short so that it has a good chance of recurring in multiple records. (2) A candidate signature should be distinctive enough so that it has a good chance to be a signature. (3) All (unambiguous) records should have at least one non-empty signature.
These three guidelines can pull us in opposite directions. We usually want to extract small subrecords from key attributes in a record as candidate signatures, but these subrecords may not be sufficiently distinctive on their own. An effective way to improve the distinctive power of such short candidate signatures is to concatenate subrecords from multiple attributes, such as using name+address, name+phone number, and so on.
To the extent possible, we want to make sure each record in the dataset has at least one candidate signature that can be extracted. This is not always possible when there exist inherently ambiguous records like (John, Sydney NSW) that cannot be adequately resolved. But there are plenty of interesting cases in the spectrum of distinctiveness that we would need to handle. Examples of difficult cases include names like John James Duncan (all common first names), names from certain ethnicity like Arabic and Vietnamese names, and addresses in certain countries like India. In such situations, we should take longer candidate signatures into consideration.
When prior knowledge is not available or inadequate, we can generate candidate signatures randomly. Because of our probabilistic formulation, randomly generated subrecords are unlikely to cause false links but to fully link all relevant records, we may need to generate a large number of candidate signatures. In such cases, we may resort to the use of grammars [9, 24] to concisely define a search space of candidate signatures that can be enumerated in a systematic and exhaustive way for testing.
Limitations of P-signature: For efficiency, we choose not to compute all the common subrecords between a pair of records, but to approximate them with a set of precomputed subrecords, typically of limited length. When the precomputed subrecords of a record are all non-distinctive, we will not be able to link this record distinctively to other records of the same entity. To improve the situation, one may consider more diversified and longer candidate signatures at the price of lower efficiency. Besides, the granularity of our token set W also affects how robust our signatures are against inconsistency. Currently words are the finest granularity of our algorithm. That means, we will not be able to link a record if it contains typos in every word. To tackle this challenge, we need to define our vocabulary on q-grams (character substrings of length q) or even individual characters instead. Yet in return, the distinctiveness of each candidate-signature will be weaker. The challenge is, following its current design, P-Signature can hardly link Smith with Smithh, but not link Julie with Juliet at the same time.
RELATED WORK AND DISCUSSION
Entity resolution (ER), also known as record linkage and data matching [7] , has a long history going back over five decades ago [26] . The major challenges of linkage quality and scalability have been ongoing as databases continue to grow in size and complexity, and more diverse databases have to be linked [11] . ER is a topic of research in a variety of domains, ranging from computer science [7, 11, 25] and statistics [18] to the health and social sciences [15] . While traditionally ER has been applied on relational databases, more recently the resolution of entities in Web data [8] has become an important topic where the aim is to for example facilitate entity-centric search. The lack of well defined schemas and data heterogeneity [16] , as well as dynamic data and the sheer size of Web data, are challenging traditional ER approaches in this domain [8] .
The general ER process can be viewed to consist of three major steps [7] : blocking/indexing, record comparison, and classification, which is sometimes followed by a merging step [5, 8] where the records identified to refer to the same entity are combined into a new, consistent, single record. For the classification step, various methods have been employed in ER [7, 11, 25] , ranging from simple threshold-based to sophisticated clustering and supervised classification techniques, as well as active learning approaches.
Our work is most relevant to the blocking and indexing step of ER. Most traditional blocking and and indexing techniques [7, 25] are schema-based and require a user to decide which attributes(s) to use. More recent work has investigated schema-agnostic approaches that generate some form of signature for each record automatically from all attribute values [8, 27, 28, 32] . While schema agnostic approaches can be attractive as they do not require manual selection of blocking or sorting keys by domain experts, they can lead to sub-optimal blocking performance and might require additional meta-blocking steps [8, 12, 29] to achieve both high effectiveness and efficiency (by for example removing blocks that are too large or that have a high overlap with other blocks).
One schema-agnostic approach to blocking is Locality Sensitive Hashing (LSH), as originally developed for efficient nearestneighbour search in high-dimensional spaces [20] . LSH has been employed for blocking in ER by hashing attribute values multiple times and comparing records that share some hash values [22] . However, a recent evaluation of blocking techniques has found [31] that blocking based on LSH needs to be carefully tuned to a specific database in order to achieve both high effectiveness and efficiency. This requires high quality training data which is not available in many real-world ER applications.
Compared to existing approaches to ER, the distinguishing feature of our ER algorithm is a data-driven blocking-by-signature technique that deliberately trade-off recall in favour of high precision. This is in contrast to the standard practice of trading off precision in favour of high recall in most existing blocking algorithms. To compensate for potential low-recall resulting from our blocking technique, we introduce an additional Global Connected Component step into the ER process, which turns out to be efficiently computable. As shown in Section 6, this slightly unusual combination of ideas yielded a new, simple algorithm that achieves state-of-the-art ER results on a range of datasets, both in terms of accuracy and scalability.
CONCLUSION
We have presented and evaluated a novel Entity Resolution (ER) algorithm that (1) introduces a data-driven blocking and record linkage technique based on the probabilistic identification of ⊑signatures in data; (2) incorporates an efficient connected-components algorithm to link records across blocks; and (3) is scalable and robust against data-quality issues. The simplicity and practicality of the algorithm allows it to be implemented simply on modern parallel databases and deployed easily in large-scale industrial applications, which we have done in the financial intelligence domain.
