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Abstract 
We derive separate spectral functions for the even and odd spectra of a real symmetric Toeplitz matrix, which are 
given by the roots of those functions. These are rational functions, also commonly referred to as secular functions. Two 
applications are considered: spectral evolution as a function of one parameter and the computation of eigenvalues. (~) 
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1. Introduction 
Spectral equations, or secular equations, as they are frequently called, for the eigenvalues of a 
matrix appear naturally when modifying matrices [17], which in turn occurs in many applications, 
such as updating the singular-value decomposition, eigenvalue computations and constrained least 
squares, to name but a few. A very important application is in the divide and conquer methods 
for symmetric eigenvalue problems, first used in [9]. These equations are different from the charac- 
teristic polynomial (even though equivalent) and contain rational functions, which therefore xhibit 
singularities. Sometimes these singularities are known explicitly, but this is not always the case such 
as for the equations that will be considered here. 
In this paper we derive such spectral, or secular, equations for real symmetric Toeplitz matrices, 
which are matrices that appear in quite a large number of applications. For an overview we refer 
to [6]. All the concepts we need will be defined and explained in the following section, so for the 
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moment let us just say that Toeplitz matrices have two kinds of eigenvalues: even and odd. Our 
central result is a set of two equations, one for each type of eigenvalue. 
We stress that the concept of these equations, albeit in a different form, is not new and we note 
that these equations appear in [14] in an equivalent form that is less suitable for computation and are 
hinted at in [15] without being explicitly stated. No applications of these equations were considered 
in either paper. In a less known publication [19], an equation such as one of ours is derived in a 
different way, without taking into account the spectral structure of the submatrices of the matrix, 
thereby obscuring key properties of the equation. It is used there to compute the smallest even 
eigenvalue. 
Such a separation of even and odd eigenvalues has both theoretical and numerical implications, and 
can be applied to the solution of various problems uch as the computation of the smallest eigenvalue 
of a symmetric positive-definite Toeplitz matrix (important in signal processing, see [26]), the effect 
on the eigenvalues of varying a parameter in the matrix (see [28]), and the computation of the 
eigenvalues themselves. We will not concern ourselves here with the numerical solution of these 
spectral equations. Many papers exist on the solution of these and similar equations and we refer 
to, e.g., [7, 5, 16, 22-25]. 
In Section 2 we present a few basic properties of Toeplitz matrices. In Section 3, we derive the 
spectral functions and then consider specific applications in Section 4. 
2. Definitions and properties 
Let us begin with some definitions and properties of real Toeplitz matrices. A matrix T E R (n'n) is 
said to be Toepl i tz if its elements T~j satisfy T~j =tj_g for some vector t=( t -n+1, . . . , to , . . . , tn - l )TE  
E2n-l. If the matrix T is also symmetric, then T~j = tlj_il and it is completely determined by a vector 
t=(t0 , . . .  ,tn-i ) rE R n. In what follows, we consider only symmetric matrices, which exhibit some 
special properties that will be useful later on and which we now briefly present. Many early results 
about such matrices can be found in, e.g., [4, 8, 14]. 
Toeplitz matrices belong to the larger class of persymmetr i c  matrices, i.e., matrices symmetric 
about their southwest-northeast diagonal. For such a matrix T, this is the same as requiring that 
J TT J  = T, where J is a matrix with ones on its southwest-northeast diagonal and zeros everywhere 
else (the n x n exchange matrix). It is easy to see that the inverse of a persymmetric matrix is also 
persymmetric. 
We define a symmetr ic  vector v as a vector satisfying .Iv = v and a skew-symmetr i c  vector w 
as one that satisfies Jw  = -w.  I f  these vectors are eigenvectors, then the associated eigenvalues 
are called even and odd, respectively. Drawing on results in [4], it was shown in [8] that, given a 
real symmetric Toeplitz matrix T of order n, there exists an orthonormal basis for ~", composed of 
n - [n/2J symmetric and [n/2J skew-symmetric eigenvectors of T, where [~J denotes the integral 
part of ~. In the case of simple eigenvalues, this is easy to see from the fact that, if Tu = 2u, then 
T( Ju )  = 2(Ju), because J T J  =- T and j2  = I. Therefore u and Ju must be proportional, and therefore 
u must be an eigenvector of J ,  which means that either Ju = u or Ju = - u. 
The identity matrix is denoted by I throughout this paper, without specifically indicating its di- 
mension, which is assumed to be clear from the context. 
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3. Spectral functions 
To derive our spectral functions, we will partition the matrix T in different ways. The first partition 
is given by 
t T 
where t=(t l  .... ,tn_l) T and Q is a (n - 1) x (n - 1) symmetric Toeplitz matrix, generated by the 
vector (to,... ,t.-2) T. The second partition is more natural for a matrix that is both symmetric and 
persymmetric and is obtained by separating not only the first row and column from the rest of the 
matrix, but the last row and column as well: 
( tO ?T tn-1 ) 
T= ~ G J? , 
t,-1 (j~')T to 
where i" = (t l , , . . . ,  t,_2) T and G is an (n -  2 )x  (n -  2) symmetric Toeplitz matrix, generated by the 
vector (to,,.. . ,  t,-3) T. We shall denote the eigenvalues of T by 2i, and, where necessary, its even 
and odd eigenvalues by 2~ and 2 °, respectively. The eigenvalues of Q will be denoted by o9i, and 
the even and odd eigenvalues of G by #; and v~, respectively. 
The first theorem we state is well known and was extensively used for the computation of eigen- 
values of Toeplitz matrices, see [12, 23, 27], with ideas going back to [29]. We will just state it 
here for reasons of completeness. It can be derived in a straightforward way using the first partition 
of T. 
Theorem 3.1. The eigenvalues of  T that are not shared with those eigenvalues of  Q, whose asso- 
ciated eigenspaces are not entirely contained in {t} ±, are given by the solutions of  the equation 
-to + 2+ tT (Q-  2/ ) - I t=0.  (1) 
The eigenvectors belonging to eigenvalues of  T that are not in the spectrum of  Q are then given 
by (1 , - (Q  - 2/)-lt)T. 
As also shown in, e.g., [27], one can write for 2 not in the spectrum of Q: 
det(T - 2/) 
to - 2 - tT(Q -- M)-Lt--  det(Q 2/)" 
To elucidate the properties of Eq. (1), let us denote the orthonormal eigenvectors of Q by {u~}7= t 
and their corresponding eigenvalues, which we assume to be simple (i.e., there are no repeated 
eigenvalues and therefore no common eigenvalues with T), by ¢o~. These eigenvectors therefore 
n--1 span ~,-1 and we have that t= ~i=1 c~ui for some real numbers c/. This means that (1) can be 
written as 
"-' -0 .  (2) to - 2 -  ~ o)i - 2 
i=1 
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The rational function appearing in this equation has n -  1 simple poles, dividing the real axis into n 
intervals on each of which it is monotonely increasing from -oo  to +e~. It is therefore clear that 
the n solutions {2i}7 = 1 of Eq. (2) satisfy 
21 <O-)1 <22<(02< "'" <(0n--I </]'n, 
i.e., the eigenvalues of Q interlace those of T, as it should be by Cauchy's interlacing theorem. 
This also means that T has no repeated eigenvalues if and only if T and Q have no eigenvalues in
common. 
Eq. (1) is used in [12, 23] to compute the smallest eigenvalue and in [27] to compute all eigen- 
values of T. 
In the following theorem we present wo equations: one for even and one for odd eigenvahies 
of T. 
Theorem 3.2. The even eigenvalues of  T that are not shared with those even eigenvalues of  G, 
whose associated eigenspaces are not entirely contained in {[}±, are the solutions of  
-to - t,- i  + 2 + IT(G-- M)- l ( t  " + J [ )=O,  (3) 
whereas the odd eigenvalues of  T that are not shared with those odd eigenvalues of  G, whose 
associated eigenspaces are not entirely contained in {/}±, are the solutions of  
-to + t,_, + 2 + [Z(G - 21)-'([ - J [ )  = 0. (4) 
The symmetric and skew-symmetric eigenvectors of  T, belonging to eiyenvalues that are not in the 
spectrum of  G, are then given by (1 , - (G-  2I)-1([ + J~), 1) T and (1 , - (G-  21) -1( [ -  J?) , -1)T, 
respectively. 
Proof. Using the second partition of T, the problem Tx = L,c, or (T - 2/)x = 0, is equivalent to the 
following system of equations: 
(to - 2)Xl + ?Ty+ tn_lX, =0, 
Xl t  -}- (G - 2I)~ + (J[)x. = O, 
t,-lXl + (Jt')Vx 4- (to - 2)x, = 0, 
(5) 
(6) 
(7) 
where 5= (x2,,..-,Xn--l) T and, as before, [ = (t l  . . . . .  , tn_2)  y. If 2 is not an eigenvalue of G, we have 
from (6) that 
~= - (G  - 21) -1 (x , [  -~- Xn(J?)). (8) 
First of all, this means that Xl and Xn cannot be simultaneously zero without £ being zero as well. 
Substituting (8) into (5) and (7) yields the following system of linear equations in Xl and Xn: 
(to - 2 - t'T(G -- M)-1[)Xl + (t,-i -- [T(G -- M)- I ( J [ ) )x ,  =0, (9) 
(t._~ - (J[)T(G - -  /]./ )-- l ? )x 1 -1 t- (to -- 2 -- (J[)T(G - M)-~(J[))x. = O. (I0) 
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For this system in xl and x, to have a nontrivial solution, its determinant has to be zero, which 
means that 
(to - 2 - ~V(G - 2 / ) -~' )  2- (t,_l - t'V(G - 2 / ) - l ( j t ' ) )  2 =0,  (11) 
where we have used the fact that j 2  = I and the persymrnetry of the inverse of a Toeplitz matrix. 
Thus, the values of 2 satisfying (11) are the solutions of the following two equations: 
to + tn-, - )~ - t'T(G -- jtj)-l(~- + Jt ')  = 0, (12) 
to - t,_l - 2 - t'X(G - ,~ j ) - l (~  _ j~ ' )= 0. (13) 
This also means that either xl =x ,  or xl = - x,, corresponding to symmetric or skew-symmetric 
eigenvectors, respectively, and this could also have been used to derive our equations directly from 
(9) and (10). Even eigenvalues are therefore obtained by solving Eq. (3), whereas the solutions 
of Eq. (12) yield odd eigenvalues. Since 2 was not in the spectrum of G, Eq. (11) provides the 
expression for the eigenvectors. 
Let us now denote an orthonormal basis of R "-2, composed of orthonormal eigenvalues of G, by 
{/')i}7= 1 [-j {Wj}j= 1' where r=n-2 - [ (n -2 ) /2 / ,  s= [(n-Z)/2J ,  (vi,#i) are symmetric eigenvector-- 
even eigenvalue pairs and (wj, v~) skew-symmetric eigenvector---odd eigenvalue pairs. This is always 
possible because of the results in [8], as was explained in the preliminaries. We can therefore write 
S = ~i~=l aivi + ~j=l bjwj. However, some eigenvalues might have an associated eigenspace that is 
$ ! 
entirely contained in {~'}±, so that we actually have i" = ~ir'=l a~vi+~j=t bjwj with r' ~< r and s' ~< s 
and the summation does not contain the eigenvectors, associated with these particular eigenvalues. 
This means that 
r ! s t r ! $ t 
J t  = Z a,(Jv,) + E bj(Jwj)= Z aiv, - Z bjwj, 
i=l j=l i=1 j=l 
and therefore 
gT(G-- +Jg)=2 a vi+ _bjwj 
\ i=1  j= l  
(G - M) -1 (z 
i=1 
~il)i) 
=2 r~_.~ ail)i
i=1 
+ ~_, bjwj ai 2 vi 
j= l  \ i=1 #i - -  
r I 
=2~--~ a/2 
i=1 #i -2"  
Analogously we obtain 
S I 
~.T(G _ M)_I(~. j~)_  2 Z b2 
]=1 Fj - -  /~" 
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Eqs. (3) and (4) now become 
r/ a----~i2 --0 (14) 
tO+tn--1 - -2 - -2Z  #i_) ]  " 
i=1 
s t 2 
to - t,_l - 2 - 2 ~f~ --bJ -0 ,  (15) 
j=l Fj--~, 
which means that no eigenvalues, whose associated eigenspaces are entirely contained in {?}±, 
appear as poles, so that some of the solutions of (14) or (15) might coincide with these eigenvalues. 
This concludes the proof. [] 
Eqs. (14) or (15) also show that the rational functions in each of Eqs. (3) and (4) are of the 
same form as the function in (1). They are, in fact, Pick functions (see [1]). The meaning of these 
two equations is therefore that even and odd eigenvalues of G interlace even and odd eigenvalues 
of T, respectively. This result was obtained in [14] in a different way, and restated in [15] using 
equations as the ones we just derived, even though they were not explicit in the sense that they were 
derived assuming knowledge of the eigenvalues of G. This was of course sufficient for the purpose 
of that paper, but unsuitable for practical applications. 
As before, we can also express our equations in terms of determinants. Let us denote by £(2) the 
solution of (G - 2/)£(2) = ? (which implies (G - M)(J£(2)) = J? )  and let us consider the second 
partition of T - 2/. Subtracting £i(2) times column i + 1 from the first column and (J£)i(,~) times 
column i + 1 from the last column, for i = 1 .. . .  , n - 2, yields 
( to - -2  ?T£(/~) ~"T tn_l__~Tj~()~) I 
det(T - 2/) = det 0 G - 2/ 
tn-, -- ~'wj£()~) (j~')T to - 2 - ~-T£(,~)j 
Setting f (2 )  = to - 2 - •T£(2) and g(2) = t,-i - ~Tj£(,~,), we have 
det( T - 2/) = f ( 2 )det/~ G(j?)T- 2 / f (2 ) /0  ) _ ( _  1 )" g( 2)det f~ 
so that when 2 is not an eigenvalue of G, we obtain 
det(T - 2/) 
f2(2) - g2(2) -  det(G 2/)" 
G-  2/  
With the definition of £(2), it is easy to verify that this is exactly the expression in Eq. (11). 
4. Applications 
4.1. One-parameter  spectral  evolution 
In [28], a study was undertaken of the spectral evolution of a Toeplitz matrix as a function of 
a parameter, apparently as a consequence of investigations into the inverse Toeplitz problem. It is 
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interesting that all the results from that study can be obtained in a shorter and, in our opinion, 
more transparent way by using Eqs. (3) and (4), or (14) and (15), which will be more convenient 
here. This is a different approach from the one in [28] and also enables us to obtain more explicit 
expressions for certain quantities. 
The problem considered in [28] is the evolution of the eigenvalues of a n x n Toeplitz matrix, 
generated by the vector (to . . . . .  ,t,_l) T, where t,_l is varied from -oo  to +e~, while holding the 
remaining components of the vector constant. As it turns out, Eqs. (14) and (15) contain all that is 
necessary to answer the questions raised in [28]. 
For simplicity, we will assume that T and G have no eigenvalues in common, as the general 
case does not differ significantly. This means that all eigenvalues of T are given by the solutions of 
Eqs. (3) and (4). We consider only even eigenvalues and symmetric eigenvectors as the odd coun- 
terparts of the results can be obtained completely analogously. Let us return to Eq. (14), the equation 
for the even eigenvalues. In it, the quantity t,_~ appears linearly and just once, making it easy to 
perform an analysis of the effects of varying it. We have from this equation 
r 
- t0+2+2~ a2i --t ._ l .  
i=1 # i - -2  
Denoting the even and odd eigenvalues of T by f ]e l r+ l  and " f ] ° l s+ l  respectively (with, as before, I."~i J i = 1 I.*~j J j = 1, 
r and s the number of even and odd eigenvalues, respectively, of G), it is easy to see from the 
form of the function in the left-hand side that, for 1 ~< l ~< r, 27 tends to #t as t._~ tends to +oo. 
Looking at one such particular eigenvalue, 27, for 1 ~< 1 ~< r , we find 
t.-1 - - -  27 
This can be written as tn-I =7(1 + ~/7), where 7=2a2/ (#1-  27) and c~ a constant hat converges 
to a finite number as t._l ~ +c~, or, equivalently, as 27~/.q and therefore 7~ + c~. Since 
7 = t._~/(1 + ~/7), we can write 
ct(1 + o¢/r/)'] 
in_l=7 1+ 
t~_ l .] 
or, since 0~(1 + 0~/7 ) remains finite for tn_ 1 ~ ~-QX~, tn_ 1 =7(1 + (9(1/tn-l)). After letting t,_i and 7 
switch sides and substituting back for 7, we obtain for tn-~ --~ +o~: 
2a~(1 + (9(1/t._1)) 
2~ = #1 - (16) 
t.-I 
For l=r+ 1, it is clear from Eq. (14) that 2re+l ~ -4-00 as t,_~ --- +~.  We have from this same 
equation that 
r 
2r~+ 1 = t._ 1 + to + 2 y~ 
i=1 2r~+l - -  # i  
240 
which can be further written as 
2 " 
2re+l = tn-I -~- to + ~ ~ a~(1 -- #//2r~+1) -  
r+l i=1 
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= t._ 1 + to + 
EiL1 2a/2( 1 + el) 
r+l 
with e I ----¢'0 as tn-I ---* +~, since this implies that )~re+l ~ "q-a(]. Substituting this value for 2~+~ in 
the denominator, we obtain 
2e+1 = t._ 1 2f- to + EiL1 a~(1 + ~1) 
t._l(1 + (to + g2)/tn--1 )' 
with e2 ~ 0 as t._l ~ + c~. This finally leads to 
r 
2er+l =tn - ,  +to  + 2)-~i=l a2(1 + O(1/ t . _ , ) ) .  (17)  
We now turn to the even eigenvectors, tarting with the eigenvector belonging to 2~ for 1 ~< l ~< r. 
Without loss of generality, we can assume this eigenvector to be of the form ( -1 ,£~, -1)  T, where 
£z E R n-2, as in the proof of Theorem 3.2. The choice of -1  for the first and last elements of the 
eigenvector is for convenience as these are the values that are used in [28]. With this choice, Eq. (8) 
/3 r yields £l = (G-  27I)-1(? + J?),  the right-hand side of which can be expanded in the basis { i}i= 1 
of even eigenvectors of G, as we did in the previous section. With the use of (16), we therefore 
have 
£l = 2 ~ ai 
i=l  ~ i  - -  2 Ui = 
2attn_l(l+Cg(1/t~_l))) ~-~( ai ) 
2a~ v~+2 =~ #~-#t+(9(1/t~_~) 
i#[ 
Dividing both sides of the last equation by tn-1 and letting t._~ tend to +~ yields 
lim { 2t~_tl}=V--~ 
tn- 1 ---++~ al  " 
For the eigenvector belonging to 2~+~, we have 
-~r÷l (a  e -1 ~ e = __2r+ff) ([+j[)= ((1/2.+1)G_I) t([+j[), 
so that, with (17), one easily obtains 
lim {t._l£.+,} -- - (? +J[). 
tn- 1 ---*+~x~ 
For tn_l --~ - c~, we completely analogously obtain, for 2 ~< l ~ r + 1, 
2a2 1(1 + C(1/t._l)) 
27 = ]'~1--1 -- 
tn-1 
t._ l ---* -- oo a l_ l 
Vi. 
(18) 
(19) 
(20) 
(21) 
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and for l = 1, 
r 2 
2~ =tn-~ + to + 2~i=1 ai (1 + (9(1/tn-l)), (22) 
tn-I 
lim {tn-tXl} = - (? -q-J?). (23) 
tn 1---'* - -  00  
These are the exact same results obtained in [28] except for the different normalization of the eigen- 
vectors of G there, which, denoting the even ones by ~7i, is given by requiting that ?'rfi--- 1. To see 
this, we write vi=eif i .  Since IIv, II = 1, this means that ei = 1/11 ,11. It also means that a i=Uv i=~i .  
The equivalence of our results with those in [28] then follows easily. 
For the odd eigenvalues, one can proceed analogously to obtain similar results, which the interested 
reader can find in [28]. 
There is one last result in [28] concerning the location of the even and odd eigenvalues, that can 
also easily be deduced. From Eqs. (14) and (15), we have 
F 
tn_~=-t0+2+2y~ a~ 2, (24) 
i=1 # i -  
s 
tn-, =to - -  2 - -  2 ~ b2- (25) 
j=~ vj 2" 
We note that the function on the tight-hand side of the equation is increasing for Eq. (24) and 
decreasing for Eq. (25). Let us define two functions ~p and ~ as follows: 
4~(2) = - to + 2 + U(G - M)- I?  , f f (2)=?T(G - M)-~(J?). 
Since Eqs. (24) and (25) are equivalent to Eqs. (3) and (4), they can then also be written as 
t,_~ = ~(2) + q~(2), (26) 
t,_, = ~(2) - q~(2). (27) 
We recall that the eigenvalues {o9;}~'-I 1 of the matrix Q, obtained in the first partition, interlace those 
of G, which was obtained in the second partition. Since G is also a submatrix of Q, one has, similar 
to (1), that the ogi's satisfy ~b(o9i)=0. We recall that we assumed the eigenvalues of Q to be all 
distinct. 
Suppose now that there is a particular value of t,_~ for which 2 e, an even eigenvalue of T, satisfies 
2e< o9 < #, where o9 is the eigenvalue of Q closest o 2 e from above and # the even eigenvalue of 
G, closest o o9 from above. If we let t,_~ increase, then 2 e will move towards # and in the process 
go through 09. At this point, another eigenvalue has to take its place because the eigenvalues of Q 
interlace those of T. How this happens is explained by Eqs. (24)-(27), and. Because ~b(og)= 0, we 
have from Eqs. (26) and (27) that an even and odd eigenvalue coincide with o9 for tn_l = ff(og). As 
t,_l increases from this value, Eqs. (24) and (25) show that the even eigenvalue increases, whereas 
the odd one decreases. For decreasing tn_~ the opposite happens. This means that when t,_~ goes 
through ~b(og), an even and an odd eigenvalue cross through o9 in opposite directions. We note 
that unlike in [28], we have found a simple and explicit expression for the values of t,_l at which 
eigenvalues of T and Q coincide. 
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The previous argument also proves Theorem 3 in [11], where the smallest eigenvalue of an 
embedded Toeplitz matrix is considered, with the difference that our argument actually supplies the 
value of a particular parameter in that theorem, instead of merely proving its existence. This relation 
to [11] was also pointed out in [28]. 
4.2. Eigenvalue computations 
Another application of Eqs. (3) and (4) is in the computation of the eigenvalues of symmetric 
Toeplitz matrices and of the smallest eigenvalue of positive-definite symmetric Toeplitz matrices. 
Several algorithms for the former problem (see, e.g., [27]) as for the latter (see, e.g., [12, 23]) use Eq. 
(1), combined with the Levinson-Durbin algorithm (see, e.g., [10, 18, 21]) or with superfast Toeplitz 
solvers (see, e.g., [2, 3, 13]) and an appropriate rootfinder. The eigenvectors are then computed as by- 
products at almost no additional computational cost. However, Eqs. (3) and (4) more fully exploit he 
spectral structure of Toeplitz matrices and should therefore prove more useful. First of all, they allow 
us, if so desired, to compute the even and odd eigenvalues separately. Moreover, the interpolations 
used in the rootfinder should become more accurate now that only roughly half of the terms appear 
in the function to be interpolated. Another advantage is that quantities, already computed for the 
even eigenvalues, can be used in the computation of the odd eigenvalues and vice versa. 
For the computation of the smallest eigenvalue, we have the additional benefit hat this eigenvalue 
is now farther emoved from the first singularity in the equation (the smallest eigenvalue of G is 
greater than the smallest eigenvalue of Q), so that once again an improved interpolation can be 
expected. 
These conceptual considerations show that it is possible, if beyond the scope of the present paper, 
to construct an efficient method for the computation of eigenvalues of symmetric Toeplitz matrices, 
based on Eqs. (3) and (4). We shall take up this issue in a forthcoming paper. 
Remark 
It was brought o the author's attention after the present work had already been completed, that, 
independently and simultaneously with it, H. Voss also derived a version of Theorem 3.2 in a paper 
to be published in Linear Algebra and Applications. 
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