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ABSTRACT 
Genomic researchers commonly study complex phenotypes by identifying experimentally 
derived sets of functionally related genes with similar transcriptional profiles. These gene sets 
are then frequently subjected to statistical tests of association relating them to previously 
characterized gene sets from literature and public databases. However, few tools exist examining 
the non-coding, regulatory sequence of gene sets for evidence of a shared regulatory signature 
that may signal the involvement of important DNA-binding proteins called transcription factors 
(TFs). Here, we proposed and developed new computational methods for identifying major 
regulatory features of co-expressed gene sets that incorporate TF-DNA binding specificities 
(“motifs”) with other important features such as sequence conservation and chromatin structure. 
We additionally demonstrated a novel approach for discovering regulatory signatures that are 
shared across gene sets from multiple experimental conditions or tissues. Given the co-expressed 
genes of a particular cell type, we also attempted to annotate their specific regulatory sequences 
(“enhancers”) by constructing models of enhancer activity that incorporate the expression and 
binding specificities of the relevant transcription factors. We first developed and tested these 
models in well-characterized cell types, and then evaluated the extent to which these models 
were applicable using only minimal experimental evidence to poorly characterized systems 
without known transcriptional regulators and functional enhancers. Finally, we developed a 
network-based algorithm for examining novel gene sets that integrates many diverse types of 
biological evidences and relationships to better discover functionally related genes. This novel 
approach processed a comprehensive, heterogeneous network of biological knowledge and 
ranked genes and molecular properties represented in the network for their relevance to the given 
set of co-expressed genes.  
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1 INTRODUCTION 
A major paradigm of genomic research is for investigators to experimentally identify sets 
of co-expressed genes in their system of interest. Researchers strive to uncover insights of the 
system based on characterization of these novel gene sets. There are many methods to 
characterize the expression of genes in tissues and other cell types, including measurement by in 
situ hybridization techniques [1], microarrays [2], or high throughput sequencing technologies 
like RNA-seq [3]. These methods have been employed to find sets of genes that are naturally 
expressed in different tissues, from developmental cell types [1] to regions of the adult brain [4]. 
They are able to determine differentially expressed genes in tissues in response to chemical 
stimuli [5], in regulatory networks that are affected by the disturbance (knockdown) of an 
important regulator [6], or in the brains of social animals that are exposed to behavioral 
provocations [7]. Important to the study of human health, these experimental assays find sets of 
genes whose transcription has been disrupted in the transition from healthy to cancerous tissues 
[8]. 
Once a novel, experimentally characterized gene set is identified, it is primarily analyzed 
by comparing it to other curated or experimental gene sets [9]. For example, researchers would 
like to understand if their novel gene set is enriched with genes that direct a particular biological 
process, perform a specific molecular function, are part of the same cellular component [10], or 
catalyze specific metabolic pathways [11]. Investigators are also interested in identifying similar 
gene sets from other experimental conditions and tissues. For example, they may want to know if 
their set of differentially expressed genes from a metastatic tissue originating from a breast 
cancer primary tumor is more similar to genes identified in other breast cancer tumors or in other 
metastatic tumors from different cancers. There are many published tools [9] that perform 
enrichment analysis on experimentally produced, co-expressed gene sets with two of the most 
popular being DAVID [12] and GSEA [13].  
1.1 Predicting transcriptional regulators of a co-expressed gene set 
One important reason for many genes to have a common transcriptomic profile is that 
they may share regulatory signals. Proteins that bind to the DNA near a gene and affect its level 
of expression are called transcription factors (TFs). The nearby regulatory sequence of genes of a 
novel co-expressed set may be enriched in binding sites of the same TF [14]. These major 
regulatory proteins are of great interest to investigators, but fewer tools exist to identify them. 
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There are some tools [15, 16] that rely on experimentally characterized TF binding from 
chromatin immunoprecipitation (ChIP) based methods [17] to identify these regulators, but 
producing such ‘ChIP-seq’ data for hundreds of TFs is currently infeasible. Other methods 
search the regulatory DNA of the co-expressed genes for overrepresented sequence patterns [18, 
19], but these suffer from poor statistical power [20].  
In Chapter 3, we will present a method to find regulatory signal enrichments by 
approximating ChIP TF binding information using the DNA binding specificity (“motif”) of a 
transcription factor. Unlike the above-mentioned approaches, this approach allows us to 
specifically test for enrichment with hundreds of potential regulators. To distinguish our method 
from other motif-based enrichment tools [21, 22], we developed procedures from incorporating 
TF binding conservation and information on chromatin structure [23]. We developed and 
evaluated our regulatory enrichment tool in ~200 co-expressed gene sets from embryonic 
development in the fruit fly [1] and compared our method to alternatives. From this analysis, we 
built a compendium of >1000 relationships between these gene sets and their predicted major 
regulators. This compendium enabled us to discover additional biological insights into the TFs 
and cell types involved in this developmental system. 
1.2 Discovery of shared regulatory signatures across multiple gene sets 
Often, researchers want to analyze multiple co-expressed gene sets from several related 
experiments. Examples of this include gene sets from separate studies of a type of cancer [8], 
from different brain tissues of organisms exhibiting the same behavior [24, 25], or from 
orthologous tissues across several species [7]. The most common approach to examining 
multiple gene sets at once is to find core gene modules with biclustering tools [26, 27]. These 
core modules are a subset of genes that share a particular expression pattern across several, but 
not necessarily all of the examined sets. After finding the core modules, sequence patterns are 
found in the regulatory sequence of the module genes [18, 28]. This is sometimes done in an 
iterative manner that converges on gene modules with the strongest sequence signals [29]. 
The approach we present in Chapter 4 is distinct from the methods discussed above. We 
independently searched for the regulatory signals in each of the user-provided gene sets and then 
combined the significance of those signals to find common regulators. Rather than applying the 
standard techniques for combining significance values [30, 31], we developed a novel test 
statistic that enables us to identify instances when the regulator is important in only a subset of 
3 
the original gene sets. We also introduced a method for identifying shared combinations of 
regulatory signals because TFs are often observed interacting during transcriptional regulation in 
eukaryotes. We evaluated and compared our method, called ‘cis-Metalysis’, on synthetic data 
and in the context of differentially regulated gene sets from eleven determinants of honeybee 
maturation. Finally, we applied our novel tool to gene sets derived from human cancer tissues 
and the brains of aggressively behaving social animals [7].  
1.3 Modeling enhancers of gene expression in well and poorly studied cell types 
Sets of genes with the same expression pattern in a cell type are likely to be regulated by 
the shared regulators that are expressed in the cell type. These genes are also expected to contain 
regulatory control regions (enhancers) that encode binding sites for the relevant TFs. These 
enhancers are typically 500-1000 base pair sequences that directly affect the transcription of the 
genes [32]. The annotation of regulatory enhancers enables researchers to better understand the 
signals and mechanisms that affect specific transcriptional responses. A collection of annotated 
enhancers also provides an important subset of functional segments in the large non-coding 
genome that may aid in the discovery of genetic mutations that correlate with disease [33]. There 
are many methods that annotate putative enhancers that rely only on DNA sequence and/or TF 
motifs [34-36]. There are also methods that rely on experimental assays for characterizing 
structural or state information of chromatin to identify potential regulatory sequences [23, 37]. 
For a cell type with a set of experimentally validated enhancers and a collection of known 
regulatory TFs, models of enhancer activity can be developed and applied to enhancer 
annotation. These models incorporate the binding and expression information of the relevant TFs 
to predict the gene expression driven by the enhancers of the cell type. Such models have been 
developed with ChIP [38-42] and motif [43-48] based TF binding features and using Bayesian 
Network [49], support vector machine [38], and thermodynamic [44, 45] modeling frameworks.  
Chapter 5 is dedicated to the construction of simple models of enhancer activity and their 
application in annotating regulatory sequences for genes expressed in a cell type. We began with 
an examination of the well-studied Drosophila anterior-posterior (AP) segmentation system. We 
trained an activity model using 46 characterized enhancers and 10 TFs known for their role in 
A/P patterning [50]. With our model, we annotated putative regulatory sequences for other A/P 
expressed genes and examined the specific edges in the underlying regulatory network. We next 
attempted to learn a model of enhancer activity for 195 poorly characterized cell types of 
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Drosophila development [1] for which there is scant knowledge of functional enhancers and 
relevant TFs. For 77 of these cell types, we were able to construct predictive models from 
putative enhancers using the expression and motif-based binding of predicted regulatory TFs as 
well as chromatin accessibility information [23]. Our method to identify a collection of specific 
regulatory sequences in a novel cell type has the advantage of only requiring a single 
experimental assay (on chromatin accessibility), as opposed to hundreds of ChIP-seq assays 
required by its closest alternative. 
1.4 Characterizing gene sets with algorithms using heterogeneous biological networks 
Typically co-expressed gene sets are examined for enrichment with different “properties” 
(genes of particular biological process, pathway, or other experimental condition) independently, 
one at a time. This process ignores the potential relationships between the properties as well as 
relationships among the genes themselves. The dependencies between the properties and genes 
may be exploited to reinforce the statistical association between a novel gene set and an 
annotation that the gene set is enriched for [51], and may be able to better characterize closely 
related genes. For example, if a novel gene set is enriched for properties P1 and P2, and the 
orthologous gene set in another species is enriched in the same two properties, then any gene 
with strong signals for P1 and P2 are likely to be related to the novel gene set. These types of 
finding may only be possible by combining multiple evidences. Frequently, this combination is 
achieved by building networks of biological knowledge. There are many network-based 
approaches for ranking genes for their relationship to a given gene set based on multiple, 
biological evidences [52]. Some approaches collapse all properties onto a single homogeneous 
gene-gene network [51, 53, 54]; while others rely on the simple relationships between their 
evidence types to create a heterogeneous network with two or three edge or node types [55, 56]. 
GeneMANIA [57] employs an approach that constructs multiple homogeneous gene-gene 
networks, one for each property type, and given a novel gene set, combines the networks to find 
the most related genes. 
In Chapter 6, we present a method for ranking genes related to a given co-expressed gene 
set in the context of a large, heterogeneous collection of characterized gene relationships and 
properties. Our method builds an initial network with multiple node and edge types, preserving 
more of the original, specific property information than the methods describe above. In the first 
stage of our novel algorithm, we find the properties that are the most relevant to the co-expressed 
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gene set. We applied this knowledge to extract a subnetwork of the original network only 
containing relevant properties. In the second stage, we report the rankings of genes related to the 
co-expressed gene set based on a random walk with restart on the relevant subnetwork. We 
demonstrated the effectiveness of this algorithm for ranking genes related to embryonic 
Drosophila development [1] and aggressive responses in the brains of social animals [7]. 
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2 BACKGROUND 
2.1 Basics of gene regulation 
To understand why genes are expressed in similar patterns, we need to understand the 
basics of transcriptional regulation. Each cell of an organism contains a copy of the DNA 
sequence containing the genomic instructions for all of its necessary biological processes. 
Typically, a small percentage of the genome will encode the instructions for assembling new 
proteins, which drive development and function within an organism. For example, the ~23,000 
genes in the human genome only represent about three percent of the DNA sequence. 
Transcription is the intermediate process before protein production in which genetic DNA is 
transcribed in the nucleus into mRNA. To initiate the transcription process, RNA-polymerase 
enzymes will bind to the “transcription start site” (TSS). In eukaryotes, the mRNA may be 
spliced with a subset of the protein encoding regions, exons, preserved. The mRNA then 
undergoes the process of translation into a sequence of amino acids, which will fold into a 
functional protein.  
Protein production from a gene (also called ‘gene expression’) may vary between cells of 
different tissues in an organism. Instructions for the control of cell type-specific gene expression 
are often found in the nearby non-coding DNA regions. These regulatory sequences of DNA 
interpret the biological condition of the cell to control the timing and quantity of gene 
expression. In the transcription process, the RNA polymerase’s initiation of transcription is 
affected by the presence of other proteins, known as transcription factors (TFs). The transcription 
factors bind to short 5-15 base pair sequences called transcription factor binding sites (TFBS) in 
the neighboring non-coding regions of the gene. When these bound proteins attract the RNA-
polymerase and increase the rate of transcription, they are known as activators. When the bound 
proteins limit transcription by directly or indirectly hindering the ability of the RNA-polymerase 
to bind to the promoter, they are known as repressors. A transcription factor may bind to similar, 
but not identical base pair sequences. The DNA binding specificity of a TF, or motif, is often 
approximated by a position weight matrix (PWM). A cis-regulatory module (CRM) or 
“enhancer” is a homotypic or heterotypic cluster of transcription factor binding sites that act in 
concert to regulate gene expression [58]. Validated Drosophila and mouse enhancers from the 
REDfly [59] and VISTA [60] databases are around 500 to 3000 bp in length. Heterotypic clusters 
of binding sites found in complex organisms are the signature of combinatorial regulation of 
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genes involving interactions of multiple transcription factors. Additionally, eukaryotes may have 
multiple enhancers per gene, each affecting expression in one or several cellular conditions [61]. 
While often found near the transcription start site of a gene, enhancer sequences have been 
shown to affect gene transcription even from distances of several hundred kilobases [32]. 
A gene expression pattern refers to the spatial or temporal localization within and among 
cells and tissues where transcription of the gene occurs. An expression pattern may be composed 
of a single or multiple domains. Cells or tissues where genetic transcription is not occurring are 
called non-expressed regions of a gene. Regulation of gene expression patterns depends on both 
the presence of transcription factor binding sites in an enhancer and the presence or absence of 
the transcription factor proteins in different cells or tissues. The enhancers of a gene may 
independently drive separate domains of expression because their TF inputs have non-uniform 
concentrations and the modules are composed of dissimilar configurations of TFBS. Regulation 
of a gene’s expression is also affected by the three dimensional shape of the DNA sequence and 
other various proteins bound to it in a cellular condition, also referred to as chromatin structure. 
When DNA is tightly wrapped around histone protein complexes forming nucleosomes, TF 
binding and gene transcription are hindered. On the other hand, loosely packed, more 
“accessible” DNA regions may be bound by regulatory proteins, and nearby genes may be 
actively transcribed [62]. Transcription factors known as pioneer factors are thought to find 
inaccessible regions of chromatin, disassemble the nucleosomes, and enable other TFs to bind to 
their cognitive sites in previously inactive enhancers [63].  
2.2 Methods for characterizing components of regulation 
There are many important technologies in use today for characterizing the genome in 
specific cellular contexts. As discussed in Chapter 1, hybridization based microarray [2] and 
sequencing based RNA-seq [3] technologies quantify the amount of a gene’s mRNA that is being 
transcribed. Fluorescence in situ hybridization [1] assays additionally provide complex spatial 
patterns of gene expression. Patterns of enhancer driven expression are often identified by 
incorporating reporter constructs containing regulatory sequences and a gene encoding a 
fluorescent protein into the genome [60]. There also exist high throughput methods, like 
STARR-seq [64], that are able to quantify the expression levels driven by millions of candidate 
enhancers in parallel using barcodes or self-transcribing reporter constructs and sequencing.  
8 
There are also several experimental assay for assessing the state of chromatin within a 
cell. In the DNase-seq method [65], accessible regions of the genome that are available for 
enzymatic cleavage are isolated and sequenced. When sequenced to a great depth, these 
experimental methods are even able to show individual transcription factor binding sites that 
were protected from cleavage by bound TFs [66]. Formaldehyde-assisted identification of 
regulatory elements followed by deep sequencing (FAIRE-seq) is an alternative method for 
discovering accessible regions by sequencing regions that were not bound to cross-linked 
proteins [67]. Chromatin accessibility is often predictive of enhancers in a particular cell type 
[23]; however, it has been noted that some accessible regions are sites of insulator proteins and 
other transcriptionally repressive elements [64]. 
Chromatin immunoprecipitation followed by deep sequencing (ChIP-seq) is the standard 
method for measuring the level of TF binding (or “occupancy”) at each position in the genome 
[68] . In a ChIP-seq experiment, DNA bound to a TF is isolated and sequenced. Newer methods, 
like ChIP-exo [69], are able to improve the resolution of the sequencing results and more 
precisely identify the TF binding peaks. ChIP-based experiments show that TF binding occurs 
throughout the genome, often in common, non-specific regions called high occupancy target 
(HOT) regions [70, 71]. ChIP technologies are also able to identify sequences bound to histone 
proteins containing various post-translation modifications. Active enhancers are often found in 
regions with H3K4me1 and H3K27ac marks. Other histone marks like H3K27me3 typically 
denote inactive regions of tightly compacted DNA [72].  
Computational analysis provides a complementary means to discover functional 
enhancers in the genome. These methods rely on experimentally characterized DNA-binding 
specificities for each TF. There are a number of methods to characterize the binding specificities 
of transcription factors. Protein binding microarrays measure the level of TF binding of the 
protein to each possible 10-mer DNA sequence to characterize the motif [73]. [74] employs a 
high throughput SELEX method that involves multiple rounds of isolation and amplification of 
short sequences bound by the TF. The bacterial-one hybrid strategy [75] creates a system in E. 
coli where only clones containing constructs with TF target sequences will have a survival 
advantage. Far more TFs have had their motifs characterized with in vitro assays than have been 
subjected to ChIP-seq analysis [76]. For example, while about 60% of the nearly 1400 human 
TFs have motifs available today [74], less than 10% of human TFs in the ENCODE project [77] 
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have ChIP data available in a limited number of cell types/lines, though the number is growing. 
It is reasonable to expect that in the near future, most TFs in human and certain model organisms 
will have characterized motifs either from direct experimental assay or by imputation via 
homology. Initial work [78, 79] demonstrates the possibility of using these motif collections to 
perform regulatory analysis on less studied organisms. Later chapters will apply computational 
techniques to take these characterized TF motif specificities and predict TF binding and annotate 
the activity of cell type specific enhancers.  
Finally, experimental assays of three-dimensional spatial proximity in chromatin regions 
improve mapping of enhancers to their regulatory gene targets. First, ChIP methods identify 
binding of insulator proteins that induce chromatin looping. Enhancers have been shown to 
regulate genes within the same chromatin loop but not genes outside of the insulator boundaries 
[80]. Additionally, chromosome conformation capture methods (3C, 4C, 5C, Hi-C [81]) identify 
regions of the genome that are in close physical contact. In these experimental assays, proximal 
regions are cross-linked and are identified through sequencing. These methods help identify 
which gene is regulated by an enhancer in a cellular condition. However, the chromosome 
conformation capture methods currently have relatively poor resolution and are difficult and 
expensive to apply at the genome-wide scale.  
2.3 Drosophila embryonic development 
In Chapters 3, 5, and 6, we will apply our methods to the well-studied system of 
Drosophila embryonic development. The first fifteen hours of embryonic development after 
fertilization are divided into 16 stages. In the first three stages, the embryo undergoes nine 
rounds of nuclear division. In stages 4-6, the blastoderm (a single cell with hundreds to 
thousands of nuclei) undergoes cellularization and cellular membranes between the nuclei form. 
Gastrulation of the blastoderm forms the mesoderm, endoderm, and epidermis during stages 7-8. 
Features of the head begin to develop in stages 9-10. In stages 11-12, the anterior and posterior 
midgut fuse and body segments are initially observable. In the final studied stages (13-16), the 
central nervous system and most other organ primordia differentiate [82]. Images of in situ 
hybridization of over 7,000 genes in each of these developmental stages were cataloged by the 
Berkeley Drosophila Genome Project [1]. Genes are annotated by the differentiated organs in 
which they are expressed (e.g., malpighian tubules). If the organ has not yet differentiated, but 
has a distinguishable morphology, the gene is annotated as being expressed in the organ 
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primordium (e.g., malpighian tubules primordium). Finally, if the gene is expressed in nuclei or 
cells that are morphologically indistinct but will eventually give rise to a particular organ, the 
gene is annotated as anlage in statu nascendi (e.g., dorsal ectoderm ASN). Over 195 different 
developmental stage and annotation term combinations were assigned to thousands of genes in 
this expression database.  
A particularly well studied system within the Drosophila blastoderm is anterior/posterior 
segmentation. This system has well-characterized transcription factors that act in a hierarchical 
structure to generate increasingly complex gene expression patterns along the A/P axis of the 
embryo, which eventually results in the segmented body plan of Drosophila adults. The 
examined transcription factors in this pathway are classified into three groups: maternal, gap, and 
pair-rule. These categories loosely capture the temporal development of the network, with the 
transcription factors encoded by the genes in earlier groups being a prerequisite for the 
expression of the later genes. The mRNAs of the maternal genes are deposited in the oocyte 
before fertilization. For example, the mRNA of the maternal gene bicoid (bcd) is localized 
during oogenesis in the future anterior of the embryo. In the zygote after translation, the BCD 
protein will be present in a decreasing anterior to posterior concentration gradient. The 
overlapping combinations of concentration profiles (expression patterns) of the maternal factors 
will activate regions of expression of gap genes along the anterior/posterior axis. Along with 
maternal inputs, the domain boundaries of later gap gene expression are partially regulated 
through other gap factors. The last group of genes to show expression before the formation of 
cellular membranes is the pair-rule genes. “Primary” pair-rule genes are initially regulated by 
maternal and gap transcription factors. The expression of the pair-rule genes is typically 
expressed in seven anterior/posterior domains across the embryo. Primary pair-rule genes also 
serve to regulate the later “secondary” ones. Our focus on the known cis-regulatory modules of 
the segmentation network forms the basis of the study in Section 5.2. 
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3 PREDICTING REGULATORS OF EXPERIMENTAL GENE SETS 
This chapter introduces a novel pipeline for identifying potential transcriptional 
regulators of co-expressed gene sets. The pipeline is described in greatest detail in [83] from the 
2014 Web Server edition of Nucleic Acids Research. The procedure for incorporating sequence 
conservation in Section 3.2.1 was part of a joint work with Majid Kazemian that was published 
in PLoS Biology [84]. 
3.1 Background 
Few tools exist that take an experimentally derived gene set and examine their 
corresponding non-coding regions for evidence of a shared regulatory signature. This is an 
important analysis that uncovers major transcriptional regulators of the novel gene set and 
suggests mechanistic explanations for the results of the experiment. Some of these tools [15, 22, 
85] are designed to identify major regulators of novel gene sets using data from experimental 
assays, especially ChIP-seq data. The problem with relying on these approaches is that 
generating ChIP-seq data to exhaustively identify all gene set regulators in a cell type is too time 
consuming and expensive to be feasible. For example, the well funded ENCODE [86] and 
ModENCODE [17] consortiums only produced ChIP-seq data for tens of transcription factors in 
a limited number of tissues. There are also technical issues such as the amount of sample 
required or characterizing efficient antibodies that make producing ChIP-seq data difficult for 
many tissues and organisms of interest.  
De novo motif discovery is another common approach to identify relevant motifs from 
the regulatory sequences of a novel gene set. There are several tools that implement this type of 
search for overrepresented sequence patterns [18, 19, 87]. The problem with these methods [20] 
is that the significance of the results is lessened by the large space of solutions searched and that 
the biological interpretation of the results is often difficult.  
In this chapter, we present our pipeline for the regulatory signal enrichment task, which 
assembles the sets of genes that are likely to be regulated by each transcription factor and 
quantifies the significance of their overlap with the experimental gene set. Our method relies on 
computational prediction of transcription factor binding based on DNA sequence and 
characterized TF DNA-binding motifs. This allowed us to search for the signature of the 
hundreds of transcription factors whose motifs have been experimentally characterized. 
Computational prediction of TF binding is susceptible to high false positives, especially in large 
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genomes. Our approach is able to mitigate this problem by incorporating additional data such as 
binding site clustering and sequence conservation. Our method is also sensitive to the G/C 
content of the regulatory sequence and the transcription factor motifs, which was demonstrated 
to be important in [88].  
We found, like [43, 89], that chromatin accessibility data from the related cell type 
significantly improves the accuracy of our computational predictions. This experimental data 
must only be generated once for each cell type, not for each transcription factor as with ChIP 
assays. We go beyond studies [23, 43, 89-95] that explore how well motifs and/or accessibility 
data predicts ChIP-based occupancy profiles to assess how these approaches fare in the ultimate 
goal of identifying relevant TFs. These evaluations were primarily done in the well-studied 
system of Drosophila embryonic development. Ultimately, we found that our method to identify 
transcriptional regulators of novel gene sets compares favorably to methods that rely on ChIP-
seq data and was able to identify regulatory characteristics of TFs and co-expressed genes. We 
applied our method to several other systems and made an online web tool Motif Enrichment Tool 
(MET) available to researchers. 
3.2 Computational prediction of TF binding 
The first step in our method to identify transcriptional regulators of an experimental gene 
set is to produce computational predictions of genome-wide TF binding profiles. We begin by 
masking the tandem repeats in the genome of interest with the Tandem Repeat Finder [96]. 
Tandem repeats are short, repetitive DNA sequences non-uniformly interspersed throughout the 
genome and not known to be important in transcriptional regulation. For this reason, repeat 
masking has the effect of ignoring regions where the experimentally characterized DNA-binding 
specificities of TFs (“motifs”) may match the pattern of the tandem repeats.  
We next take a TF motif from one of several public databases [73, 74, 97-99] and create a 
genome-wide scoring profile of that TF’s binding using the motif and computational motif 
scoring software. Our profile assigns a score to every 500 bp window in the genome (in shifts of 
50 or 250 bp depending on genome size), representing the strength of that motif in the window. 
These 500 bp windows represent potential enhancers, the major regulatory sequences embedded 
in the genome. In the REDfly [59] and VISTA [60] enhancer databases, the common and 
minimum size of characterized enhancers is approximately 500 bp. It is also the size adopted by 
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enhancer finding tools like PhylCRM [100] and experimental enhancer finding techniques like 
STARR-seq [64].  
To increase TF binding efficiency, enhancers are likely to contain homotypic clusters of 
binding sites. For this reason, we score each genomic window for a motif with the HMM-based 
program Stubb [101]. Stubb computes a single score that integrates over all strong and weak 
matches to the motif present in a window. We typically run Stubb with a fixed motif state 
transition probability of 0.0025 and with a set of 5 kbp upstream or gene desert sequences from 
the genome to train the background model. Once we have scored every window in the genome 
for the motif, we record the average and standard deviation of the genome-wide Stubb scores for 
the particular motif.  
3.2.1 Incorporating sequence conservation  
Another important assumption of enhancers is that in order to maintain their function 
across species, they will conserve their TF binding sites/content at higher rates than non-
functional regions. Following this assumption, we designed a novel method for phylogenetically 
averaging the motif scores computed from orthologous genomic regions. In principle, this 
method enables us to remove false positive high scoring windows because only true enhancers 
will have a high score across multiple related species. Our approach models the motif score of a 
region as a random variable evolving through Brownian Motion dynamics [102] along the 
branches of the phylogenetic tree and computes the expected tree-wide average of this variable 
given its observed values in the extant species. The computation of this “Brownian Motion 
average” required a novel implementation of the “upward-downward” algorithm [103].  
Our novel procedure takes a phylogeny, T, and a motif score value for each extant species 
at the leaf nodes. We describe our method with the following notation: 
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In order to calculate the “Brownian motion average”, we need to take a temporal average 
of the random variable X over the entire phylogenetic tree. We calculate this as the sum of the 
expected values of each branch, 𝐸𝑖,𝜋(𝑖), weighted by its branch length, 𝑡𝑖 :  
 
To define the expected value of the branch, 𝐸𝑖,𝜋(𝑖), we average the expected value at each 
of its endpoints, i and π(i), of the random variable X given all of the observed values at the 
leaves.  
 
We utilize the upward-downward algorithm and our assumption of Brownian Motion to 
compute the expected value of the random variable at any node, 𝐸(𝑋𝑖|𝑂1). The upward-
downward algorithm produces two probability distributions for every node on the tree. The first 
is the “downward” probability distribution 𝛼𝑖(𝑚) that captures the probability of the random 
variable taking the value m at node i and the observations at the leaves not under node i. 
 
This “downward” probability has a recursive formulation that is computable given its 
values higher in the tree. The “upward” probability distribution 𝛽𝑖(𝑚) captures the probability of 
the observations at the leaves under node i given the value of the random variable is m at node i. 
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It has a recursive formulation that depends on its values lower in the tree. The product of 
these two distributions at a node i is the joint probability of all observations and the value of the 
random variable at node i. 
 
Since we model the evolution of our random variable with Brownian Motion, we will 
always be able to represent its probability distribution with a Gaussian probability distribution 
function. This relies on the important identity that the product of two Gaussian distributions is a 
Gaussian. In our framework, the calculation of probability distributions 𝛼𝑖(𝑚) and 𝛽𝑖(𝑚) are 
Gaussian, so the joint probability distribution 𝑃(𝑋𝑖 = 𝑚,𝑂1) is also a Gaussian represented 
generically with the notation 𝑁(𝑚; 𝜇𝑖, 𝜎𝑖
2). The expected values of the random variable at any 
node, 𝐸(𝑋𝑖|𝑂1), we use to calculate our phylogenetic averages are just the 𝜇𝑖 means of the joint 
Gaussian distributions returned by the upward-downward algorithm. The recursive definitions of 
the upward and downward probabilities as well as a more explicit derivation of the result are 
found in the supplementary materials of [84].  
In practice, we create a Brownian Motion average motif profile by first performing the 
Stubb scan independently in each species and converting the Stubb score profiles into z-score 
profiles by subtracting the corresponding genomic average and dividing by the standard 
deviation. We then map the scores from all auxiliary species to the coordinates of the genome of 
the species of interest. For every window in the genome of the species of interest, we take the 
phylogenetic tree and the non-negative z-scores of the window and its orthologs to compute the 
corresponding Brownian Motion average. Our multi-species motif profiles in Drosophila 
melanogaster are computed from scores of genomes for 11 species of flies [104].  
3.2.2 Normalization of motif scoring profiles  
The next step in our pipeline of producing computationally predicted profiles of TF 
binding is to rank-normalize the single or multi-species scoring profiles, converting the original 
motif scores into scores from 0 to 1 where 0 represents the best value. This is helpful for 
comparisons across multiple motifs. The range of Stubb scores for two different motifs may vary 
significantly depending on the complexity of the motif. However, the rank normalized window 
score of 0.01 means that the window is in the top 1% genome-wide for that motif, regardless of 
its complexity. We also perform at this stage a variant of this normalization procedure, which 
considers the local G/C content. The motivation is straightforward. If a motif is composed of 
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mostly C’s and G’s, then a high Stubb score is expected to be computed in a G/C rich window. 
We are interested in those windows where the motif matches are much stronger than expected by 
G/C content alone. Thus, the ‘G/C normalization’ procedure separates genomic windows into 20 
equal-sized bins based on their G/C content and performs rank-normalization within each bin 
separately. In the study of honeybee behavioral genes [88], a significant G/C bias was discovered 
in the promoters of the genes. Only after applying the G/C normalization procedure were a 
majority of the spurious results from this confounding signal eliminated.  
3.2.3 Chromatin accessibility filters 
Another method for increasing the accuracy of predicted TF-DNA binding profiles is 
using cell type specific chromatin accessibility data as a filter. It combines the static sequence-
encoded information about TF-binding potential of motif scoring with the dynamic, tissue or 
stage-specific data from chromatin accessibility. Chromatin accessibility is characterized with 
the DNaseI hypersensitivity [23], FAIRE-seq [67], or ATAC-seq technology [105]. It may also 
be inferred from ChIP-seq characterized histone modifications and other epigenetic marks 
(reviewed in [32]). Chromatin accessibility information for several tissues from fruit flies and 
humans are available from the BDTNP [106] and ENCODE [86] projects. We download raw 
chromatin accessibility data for a specific tissue and create an average accessibility score for 
each 500 bp window in the genome. While the percentage of the genome that is accessible and 
functional may vary across cell types and species, we rely on estimates from the developing 
Drosophila embryo [23] and consider only motif scores that fall within the top 10% of 
accessibility as potential enhancers in that tissue. Practically, this means all windows not within 
the top 10% of accessibility scores have their Stubb score re-assigned to 0. We call the scoring 
profiles that have been filtered by this chromatin structure data our “motif + accessibility” 
scores. 
3.3 Evaluation of computational TF profiles  
The current gold standard for predicting regulatory roles in gene expression is TF 
occupancy data from ChIP-seq experiments. We determined to show that these data could be 
substituted with computational TF motif scans, especially when complemented with cell type 
specific chromatin accessibility data. We began with 69 ChIP datasets covering over 40 TFs in 
various stages of Drosophila embryonic development [17, 38, 107-110]. The raw ChIP data was 
converted into averaged values for each of our 500 bp genomic windows. For each ChIP dataset, 
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we selected 1000 non-overlapping ChIP peak genomic windows and 1000 random, non-coding 
windows. Consistent with previous studies [17, 107], we found that most pairs of TFs have very 
highly correlated binding profiles. This is commonly attributed to the strong influence of 
chromatin accessibility on TF binding [23].  
In order to create computational motif scoring profiles, we started with a collection of 
DNA binding specificities characterized with the bacterial one hybrid (B1H) technology made 
available by FlyFactorSurvey [99]. This collection contained 325 motifs of distinct fly TFs. We 
produced single species scores for every motif as well as multi-species scores from the Brownian 
Motion averages on 12 Drosophila species. We also downloaded DNaseI-seq chromatin 
accessibility data from BDTNP [106] from five stages of fly embryonic development (5, 9, 10, 
11, and 14) to serve as stage-specific chromatin filters for our computational motif scores. We 
examined the correlation between the ChIP scores of the 2000 windows of each dataset and the 
corresponding single species “motif + accessibility” scores, and found an average Pearson 
correlation coefficient (PCC) of 0.52 across the 69 datasets. This average correlation improved to 
0.66 when we incorporated multi-species “motif + accessibility” scores, with 61 of the 69 
datasets having a PCC > 0.5 (Figure 3.1). This is an intriguing observation since the ChIP data 
reflects binding specific to D. melanogaster, however, we speculate that evolutionary 
conservation serves as a proxy for the contextual information that is necessary for in vivo TF 
binding. 
 
Figure 3.1 Evaluations on 69 ChIP Datasets. Each line plots for a given correlation value (x-axis) the percentage 
of the 69 ChIP sets (y-axis) that are greater than that correlation value. The evaluations using multi-species (single-
species) scores are solid blue (dotted red) lines. The darker lines represent evaluations between ChIP scores and 
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“motif + accessibility” scores, while the lighter lines represent evaluations comparing ChIP scores to “motif only” 
scores in only accessible regions. 
We wanted to separate the improvement in the correlation due to accessibility from the 
specific TF motif that produced the scores. To do this, we generated a second set of 2000 
windows for each ChIP dataset, this time additionally requiring that each window be in the top 
10% of accessibility for the matching developmental time point. We observed an average PCC of 
0.311 for multi-species motif scores with ChIP scores in accessible regions only. Forty of the 69 
datasets had a PCC greater than 0.3, confirming that motifs are highly informative of TF-DNA 
binding levels, even within accessible regions of DNA. We also noted negative PCC values in 8 
of the 69 datasets similar to some previous reports [17, 89]. Many of these negative instances 
occurred with ModENCODE ChIP datasets, which may in part be because these datasets often 
correspond to relatively broad developmental intervals and in part due to technical limitations in 
some of these assays. We tested the multi-species motif scores for specificity to the appropriate 
“accessible regions only” ChIP dataset. Figure 3.2 shows that in most cases the score predictions 
from the corresponding motif exhibits greater concordance with its ChIP dataset than the 
predictions from motifs of different TFs. Our results support the premise that TF motifs together 
with accessibility data may approximate TF-DNA binding profiles in instances where ChIP 
assays on multiple TFs may be impractical. 
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Figure 3.2 Correlation between Motif and ChIP Scores in Accessible Regions.  The columns of the heatmap 
represent the 69 ChIP named for the assayed TF, laboratory source, and developmental stage. The rows represent the 
experimentally determined motifs of the 40 corresponding TFs. Each cell is colored for the Pearson correlation 
between 2000 accessible windows selected to have 1000 non-coding ChIP profile peaks and 1000 non-coding 
random regions. In a cell where the motif and ChIP profile represent the same TF, the rank (or star if rank > 3) of 
that motif by its correlation among the 40 TFs is enumerated.  
We examined if any multi-species motif scores correlate with chromatin accessibility 
scores alone as this might be anticipated for pioneer factors that establish a permissive chromatin 
state [63]. For each DNaseI-seq dataset from a distinct developmental stage, we selected 1000 
non-overlapping accessibility peak genomic windows and 1000 random, non-coding windows. 
We found several motifs with strong positive correlation to accessibility scores; including known 
pioneer factors such as Trithorax-like (TRL) [111] and Vielfaltig (VFL) [112], also called Zelda, 
as well as basic helix-loop-helix TFs such as Medea (MED), and Mothers against dpp (MAD). 
Surprisingly, many of these correlations are comparable to or even better than the correlations 
between the motif-based scores and their corresponding ChIP profiles. We observed clear trends 
in time-dependent roles of motifs in predicting accessibility, e.g., VFL is correlated primarily at 
the earliest stages of development and TRL increases in importance during later stages, as has 
also been reported previously [89, 112]. Interestingly, there were also several homeodomain TFs, 
including Bicoid (BCD), Caudal (CAD), Engrailed (EN), and Invected (INV) that are negatively 
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correlated (SPCC ≤ -0.35 over 2000 windows, p-value ≤ 1E-56) with chromatin accessibility, a 
phenomenon for which we are unaware of any suggested mechanisms in the literature. Overall, 
our analysis of accessibility data strongly suggests the potential of a motif-based computational 
method to approximate accessibility profiles, as long as the relevant motifs are identified for the 
cell type of interest.  
3.4 TF target set construction and enrichment tests 
The main goal of this chapter is to identify major regulators of novel gene sets. We 
approach this problem by computationally predicting the sets of genes that are likely to be 
regulated by each transcription factor and quantifying the significance of their overlap with the 
gene set of interest. In the proceeding sections, we demonstrated an accurate method for the 
prediction of TF binding genome-wide using the TF’s characterized DNA-binding motif and 
available cell type specific chromatin accessibility data. The rest of this chapter will focus on 
how to define the set of genes targeted by each TF.  
To define the “target gene set” of the TF, we identify the genes that have the strongest 
profile scores in their regulatory regions. When TF motifs are relied on to generate the TF 
binding profiles, we call the identified gene sets “motif target sets” or motif modules. Our 
procedure also is able to process the windowed ChIP occupancy profiles in order to make ChIP-
based TF target sets. The most important parameter in defining these gene sets is the definition 
of the regulatory region. The most common regulatory region definitions involve predefined, 
fixed lengths around the transcription start site (TSS), e.g., “1 kbp upstream”, “10 kbp 
upstream”, or “5 kbp upstream and 2 kbp downstream”. We also create several definitions of 
regulatory regions of variable length. The “nearest TSS” defines regulatory regions as the 
genomic windows that are closer to the gene’s TSS than to any other TSS. This maps every 
window in the genome to a single gene, with closely packed genes only receiving a few windows 
apiece. The “gene territory” regulatory region definition includes the gene’s body and half the 
distance to the nearest non-overlapping genes upstream and downstream, with a minimum of 5 
kbp included upstream. This enables each gene to map to several windows, but it also means that 
windows are able to map to more than one gene. We also allow for regulatory region definitions 
based on experimental assays of the chromatin. For example, in Drosophila, we define the 
“intergenic” (IG) control region suggested in [80]. We downloaded the 1% FDR ChIP-chip data 
for three known insulator proteins (BEAF-32, CP190, and CTCF_C) for early embryonic 
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development (E0-12h) from ModENCODE [17]. For each gene, the IG regulatory region 
includes the gene and extends on either side of the gene by 50 kbp or until a window in which 
two of the three insulator proteins are bound, whichever happens first [80]. Short regulatory 
region definitions are likely to contain most enhancers in compact genomes. Longer regulatory 
region definitions (>5 kbp) are more likely to be noisy, but necessary to capture distal enhancers 
in large vertebrate genomes. The noise introduced by large regulatory region definitions increase 
the importance of incorporating additional motif prediction filters such as conservation and 
chromatin accessibility. 
Once a regulatory region type has been selected, we produce a score 𝑆𝑔 for each gene 𝑔 
for the presence of a given cis-regulatory feature in that gene’s regulatory region. This is given 
by:  
𝑆𝑔 = 1 − (1 − 𝑃𝑔)
𝑤𝑔
 
where 𝑃𝑔 is the best normalized score (either among all or windows of similar G/C 
content) of the regulatory feature in the regulatory region of 𝑔, and 𝑤𝑔 is the number of windows 
in the region. The best normalized window score 𝑃𝑔 is an empirical p-value that will be between 
0 and 1, with an approximately uniform distribution, and may be interpreted as the probability 
that a random window will score as well or better for the given motif. When one interprets 𝑃𝑔 
this way, 𝑆𝑔 is just the probability of finding the minimum p-value of 𝑃𝑔 when given 𝑤𝑔 IID p-
values. Figure 3.3 shows the normalized score profile for a single motif in the regulatory region 
of gene 𝑔 filtered by chromatin accessibility and the components for computing the 
corresponding regulatory feature score, 𝑆𝑔.  
 
Figure 3.3 Calculation of Motif Score for Gene.  Shown is an upstream regulatory region of a gene 𝑔. The 
horizontal bars within the regulatory region represent the normalized motif score of each window for a single TF 
motif with higher bars representing better scores. Below in blue is a chromatin accessibility profile of the genomic 
locus and the thick blue bars indicate accessible regions of chromatin in which we will consider motif-based scores. 
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The regulatory feature score of 𝑔 for this example TF motif is calculated as shown on the right using the best score, 
𝑃𝑔, in the accessible windows of the regulatory region. 
To create the final target gene set corresponding to the feature (motif or TF), we select a 
fixed number of genes (often 400) with the best 𝑆𝑔 scores. We do not claim that these 400 genes 
are in fact the direct regulatory targets of the TF, or that every TF has the same number of 
targets. Rather this methodological choice is made in order to ensure parity among the many 
enrichment tests (one for each TF). We have tried different thresholds on the number of genes or 
the values of 𝑆𝑔, but these did not improve our evaluations. 
After defining the target gene set of the motif, we quantify the significance of its overlap 
with the original gene set of interest using the p-value of the one-sided Fisher’s exact test. This is 
the standard approach using the hypergeometric distribution employed by ~60% of the 68 
enrichment tools surveyed in [9]. The motif target sets are constructed and tested for every motif 
in the collection with the top results assigned as the major regulators of the co-expressed gene set 
predicted by our method. Evaluation of the results may be necessary to ensure the proper 
selection of the parameters of the algorithm (e.g. the choice of normalization procedure, the 
definition of the regulatory region, or the size of the motif target sets).  
3.5 Application in fruit fly embryonic development 
We next sought to identify the best strategy for discovering TFs associated with a co-
expressed gene set and to compare our methods to similar ones using ChIP data. Drosophila 
embryonic development offers an ideal system to evaluate our method because of the relatively 
mature status of the data types involved; gene expression, chromatin accessibility, TF motif 
specificities, and ChIP binding profiles. Our first step was to construct 195 co-expressed gene 
sets from the Berkeley Drosophila Genome Project (BDGP) [113]. They have annotated in situ 
images for over 7000 genes in developing embryos for specific “expression domains”, tissue or 
cell types and developmental stage describing the gene’s expression pattern. These domains span 
four developmental stages labelled “4-6”, “9-10”, “11-12”, and “13-16”. We only focused on the 
195 expression sets that contained between 20 and 1,500 genes and which had a spatially 
descriptive annotation. 
Using our collection of 325 TF motifs and our stage specific chromatin accessibility data, 
our goal is to identify when a TF plays a broad role in regulating the genes of an expression 
domain. We call such a statistical finding a “TF - domain association”. To test for an association 
23 
between a particular TF and expression domain, we started by creating the single or multi-
species motif scoring profile from the given TF’s motif (see Section 3.3). We then filtered this 
profile by the DNaseI-seq accessibility data from the stage that corresponds to our expression 
domain of interest. From this filtered profile, we constructed a motif target set for each one of 
three regulatory region definitions. The regulatory regions defined in this study are 1 kbp 
upstream (“p1K”) or 5 kbp upstream (“p5K”) of the transcription start site, or the insulator-
defined “intergenic” regulatory region defined previously (“IG”). The p-values of enrichment 
were calculated for the overlap of each of the three motif target sets with the expression domain 
gene set, and the result from the most significant test was recorded as the significance of the “TF 
- domain association”.  
To evaluate our TF-domain association pipeline, we collected 3,412 (TF, domain) pairs 
as a proxy for the ground truth where the TF gene is specifically expressed in the domain. We 
then evaluated our pipeline by comparing its (TF, domain) pair predictions to the ground truth 
and reporting the area under receiver operator curve (AUROC). The overview summary of this 
entire pipeline is illustrated in Figure 3.4. 
 
Figure 3.4 Summary of Association Pipeline  The association tests are performed between 195 gene sets defined by 
BDGP expression annotations and gene sets formed from motif scans of 325 transcription factor motifs filtered by 
chromatin accessibility from 4 developmental stages with 3 different regulatory region definitions. The associations 
are evaluated by the expression of the transcription factors in the expression domains. 
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Our results showed that our pipeline using multi-species “motif + accessibility” scores 
(AUROC = 0.67) was (a) slightly better than when using motif scores from D. melanogaster 
only (AUROC = 0.66), and (b) significantly better than when ignoring accessibility information 
(AUROC = 0.605). Our strategy of opportunistically taking the best of three regulatory region 
definitions (p1K, p5K, IG) was found to be slightly superior to any method that only considers 
one definition alone. At a p-value threshold of 1E-7 (Bonferroni corrected p-value < 0.0064), 
5,716 (TF, expression domain) pairs were designated as significantly associated, with a true 
positive rate of 24% and a false positive rate of 8% based on TF presence in that domain. We 
also examined how predicted associations based on multi-species “motif + accessibility” scores 
compare to similar associations that are inferred when we incorporate ChIP scores in their place. 
We analyzed ChIP datasets from early embryonic development that span 35 distinct TFs, and 
predicted TF-domain associations among all possible 35 x 195 = 6,825 pairs, using the same 
approach association pipeline. Using TF expression annotations as ground truth, we were 
surprised to find that the AUROC of ChIP-based predictions (0.698) was comparable to the 
motif-based method (AUROC = 0.704, Figure 3.5), all other aspects of the evaluation being the 
same. We noted the ChIP-based method to have increased sensitivity at high levels of specificity, 
while the motif-based method recovered more true TF-domain relationships at a 50% false 
positive rate. The TF-domain associations predicted by these two approaches overlap 
significantly, with 53% of the 567 ChIP-based associations being recovered from 710 motif-
based associations (p-value < 1E-162). This analysis suggests that motif-based approximations 
of TF-DNA binding profiles are not only strongly similar to ChIP-based profiles, but also that 
they may be as useful as ChIP data for assigning TFs their regulatory roles in specific expression 
domains.  
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Figure 3.5 Comparing Motif and ChIP Associations.  For 35 TFs and 195 expression domains, we compare our 
“MultiSpec + Acc + BestReg” method of calculating TF-domain associations using the enrichment with the best of 
the motif target sets defined from three regulatory regions and multi-species motif scores filtered by chromatin 
accessibility to an equivalent method that instead incorporates ChIP scores. The ROC curves are calculated using 
domain specific expression of the TF as the ground truth and the AUROC is reported in the legend.  
We next focused on the 819 significant TF-domain associations (identified above) that 
were supported by TF expression data. However, we noted that for a predicted TF-domain 
association to be concordant with TF expression data, the TF gene need not be annotated with 
that expression domain. For instance, TFs that are ubiquitously expressed may have a regulatory 
effect on any expression domain in the corresponding stage. Alternatively, repressive TFs are 
expected to be expressed in spatio-temporal domains bordering the expression domain of their 
target genes rather than overlapping it. To discover related expression domain pairs, we 
downloaded the controlled-vocabulary anatomical term hierarchy from FlyBase [114] and 
mapped expression domains onto it. We identified 1068 pairs of “related” expressions domains 
as any two expression domains connected by a relationship type in the term hierarchy with 
distance one or two. When we considered expression support of the TF in the specific domain, in 
one of its related domains, and by ubiquitous TF expression in the corresponding developmental 
stage, we found that 1,232 (22%) of all significant TF-domain associations were supported. 
Overall, these supported TF-domain associations involved 251 of the 325 TFs that we analyzed 
and 110 of the 195 expression domains analyzed. 
 
Table 3.1 Commonly Identified Regulators. For each developmental stage, the regulators that are expressed in and 
significantly associated with the most number of expression domains (in parenthesis) are listed. 
Stage 4-6 Stage 9-10 Stage 11-12 Stage 13-16
TRL (22) TRL (12) TRL (24) TRL (20)
VFL (21) Z (12) Z (21) ADF1 (19)
ADF1 (21) CG13897 (11) CG13897 (17) Z (15)
MED (20) VFL (11) ADF1 (15) DEAF1 (14)
Z (20) MED (10) MED (14) BLIMP-1 (11)
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The TFs with the most supported domain associations included known pioneer factors 
VFL and TRL. We also identified Zeste (Z) and Adh transcription factor 1 (ADF1) as important 
regulators of many expression domains in multiple developmental stages (Table 3.1); both TFs 
have been linked to regulating polycomb group complexes by binding to polycomb response 
elements throughout the genome [115, 116]. Many TF-domain associations, such as Brinker 
(BRK) regulating embryonic ventral epidermis, Twin of eyeless (TOY) regulating embryonic 
brain, and Serpent (SRP) regulating embryonic/larval fat body, were also corroborated through 
phenotypic data of mutant alleles curated by FlyBase. As an example, Figure 3.6 illustrates a 
subset of significant, expression supported TF-domain associations related to the development of 
the larval feeding organ, clypeolabrum. This regulatory network shows transcription factors that 
are predicted to be related to all developmental stages (TRL, ADF1), primarily early stages (e.g., 
Adult enhancer factor 1 (AEF1), Sister of odd and bowl (SOB), VFL), or only later stages 
(Tinman (TIN)), based on motif analysis as well as expression data. The full set of TF-domain 
associations is made available through an easy-to-navigate online interface at 
[http://veda.cs.uiuc.edu/B1H_GRN] 
 
Figure 3.6 Clypeolabrum Network Example. Four expression gene sets from BDGP related to clypeolabrum 
development in the early embryo are shown as blue nodes ordered counterclockwise from the top left. Grey nodes 
indicate TFs. Edges are drawn when the corresponding TF-domain association is significant (<1E-7). TF nodes are 
colored from light to dark by the number of association edges they have. Edges are colored by the type of expression 
support indicated in the legend. Below the network are in situ images of four different TFs at different stages whose 
clypeolabrum associations are supported with consistent expression (circled). 
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3.6 Systematic distance biases for regulatory signals 
Analysis of TF-domain associations provided systems-level insights into cis-regulatory 
architecture by specifically revealing TFs and expression domains with systematic biases for 
regulatory regions that are gene-proximal or distal. Our TF-domain associations were based on 
the strongest association between the expression domain gene set and motif target sets defined 
from three regulatory regions definitions – 1 kbp upstream (“p1K”), 5 kbp upstream (“p5K”) and 
intergenic with insulator site boundaries (“IG”). Nearly 56% of all significant associations were 
derived from the p1K definition, which capture only proximal regulatory signals; while for ~28% 
of associations, the strongest signal came from the “IG” definition, which is of variable length 
and frequently captures distal regulatory signals. We attempted to quantify if certain TFs or 
expression domains tend to have stronger regulatory signals in one of these classes of regulatory 
regions versus others [21, 117]. 
For every TF-domain pair, we separately recorded the association p-values of the 
association test using the “p1K”-based motif target set and the “IG”-based motif target set. We 
converted these p-values to the corresponding z-scores of the standard Normal distribution. To 
determine if a TF, F, had a bias for regulating via proximal promoters, we first counted the 
number of its expression domain associations out of 195 that were significant (p-value < 0.001) 
with either regulatory region definition. We define NFp1K as the number of expression domains 
associated with F where the z-score for the “p1K” definition was at least three greater than the z-
score of the “IG” definition. NFIG is the corresponding count where the z-score of the “IG” 
definition is at least three greater. We similarly find NALLp1K and N
ALL
IG which count the 
appropriate associations across all transcription factors. These four numbers define the values of 
a 2x2 contingency table on which we employ the Hypergeometric test to quantify the 
significance of NFp1K. A TF’s bias for regulating its targets via distal sites was tested in an 
analogous manner. We examined the expression domains for regulatory biases using the same 
approaches except counting over the 325 motifs. 
Each of the TFs, TRL, Zeste (Z), ADF1, Deformed epidermal autoregulatory factor-1 
(DEAF1), CG4360, Klumpfuss (KLU), MAD, and MED, were found to have p1K-specific 
associations, i.e., associations seen only in promoter scans, with over 50 expression domains but 
no IG-specific associations. Zeste has been demonstrated to frequently bind proximally to a gene 
and facilitate communication with distal enhancers [118]. Alternatively, Disconnected (DISCO), 
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Extradenticle (EXD), Goosecoid (GSC), and BCD showed IG-specific associations with tens of 
expression domains, but few or no p1K-specific associations, thus pointing to dominance of 
distal regulatory action for these TFs (Figure 3.7). Overall, we found that as a class, 
homeodomain TFs have a preference for acting via distal regulatory regions, consistent with 
[21]. We also found several predominantly late-stage expression domains that prefer TF 
associations with proximal regulatory signals and several early stage domains that are skewed 
towards distal signals, pointing to an architectural difference between early and later 
developmental regulation that had not been previously appreciated. 
 
Figure 3.7 Regulatory Distance Bias by TF.  Each bar represents a different TF with its color indicting its DBD 
family and height indicting the statistical strength of the bias between the proximal regulatory region and the more 
distal, insulator defined regulatory region. The starred transcription factor DISCO is shown in detail in the inset plot 
with the p-values of the two methods for all TF-domain pairs in blue and for the 195 DISCO-domain pairs in red. 
Only points outside of the green lines are considered to be significantly biased.  
3.7 Applications in other species 
Although we have performed our most exhaustive evaluations in the context of 
Drosophila embryonic development, we also applied our pipeline for finding major regulators of 
co-expressed gene sets to several other species and investigations. These previous applications in 
other species have employed the same general framework, but lack the incorporation of 
Brownian Motion multi-species motif scores and chromatin accessibility score filters that are 
available in the very well-studied Drosophila. First, in another study of insect genomes [78], 
29 
associations were discovered between motif target gene sets and gene sets defined from Gene 
Ontology terms. In Figure 4D of that paper, it is reported that almost 40% of the top TF-GO 
associations recovered with this motif based approach overlap a validation set of ChIP-based 
associations. This paper also lists a large number of significant TF-GO associations discovered 
by our approach in both Drosophila and Nasonia that have strong literature support. 
In the songbird genome paper [119], we utilized this method with standard normalization 
and 5 kbp upstream and 2 kbp downstream regulatory regions on JASPAR [97] and TRANSFAC 
[98] motifs to analyze differentially expressed genes in the brains of birds exposed to song. In 
Supplementary Table 6 of that paper, we recovered 12 of 19 motifs from transcription factors 
that were selected from prior knowledge to have neural activity. We also applied our analysis 
pipeline on differentially regulated gene sets from four different brain regions and seven separate 
time points in a recent study of songbird singing [24]. Our analysis revealed that the motifs of 
early-activated transcription factors that respond quickly to the singing stimuli are enriched in 
the singing-regulated immediate early genes in multiple brain tissues. In the next chapter, we will 
present additional regulatory discoveries made with the help of this pipeline in co-expressed sets 
of genes relating to social behaviors in honeybees, stickleback fish, and mice.  
In order to enable researchers to easily employ our method of identification of gene set 
regulators, we produced an online web tool, MET, for on-demand analysis [83]. Our tool 
currently functions for a dozen species from flowering plants to bees and from planarian to 
humans. The tool incorporates several large collections of experimentally characterized TF 
motifs and enables the multi-species motif scoring and chromatin accessibility filters on well-
studied species (i.e. humans and fruit flies). The association results returned by MET are linked 
to a genome browser of regulatory features that display the regulatory landscape of the putative 
motif target genes. Finally, the interface is designed to produce regulatory enrichment results in 
real-time, which enables researchers to explore the several parameters of the pipeline that may 
affect their results. The address of this webserver is http://veda.cs.uiuc.edu/MET/. 
3.8 Discussion 
In the evaluations presented in Section 3.3, we demonstrated that computational scoring 
of motifs is able to predict TF binding profiles. Unlike previously reported methods that trained 
free parameters from ChIP data, [89, 90, 94], our prediction approach was completely free of 
hand-tuned parameters. Consistent with our findings in [84] on only 6 TFs, we noted that 
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evolutionary conservation, measured by a phylogenetically weighted average score of motif 
presence in orthologous segments, provides substantial improvements in the accuracy of 
occupancy prediction for dozens of transcription factors. We additionally observe that filtering 
motif-based computational predictions with cell type-specific accessibility profiles is able to 
significantly improve the predictions. In this “motif + accessibility” approach, only one 
experimental assay is needed to study the regulatory landscape of a novel cell or tissue type 
rather than one assay for every TFs required by ChIP. Additionally, we noted very strong 
positive and negative correlations between motif presence and accessibility. The informative 
motifs were often stage-specific, e.g., VFL correlated strongly in the earliest stage analyzed and 
poorly in the last stage, consistent with its temporal expression profile. Thus, in principle, future 
methods may be able to utilize expression data on TFs along with their motif profiles to predict 
approximate accessibility profiles in a stage-specific manner, which then may be utilized to 
predict stage-specific occupancy profiles for other transcription factors.  
Our pipeline relies on finding enrichments with motif target gene sets produced from 
motif computations scans [35, 120]. This is distinct from ab initio motif-finding tools in a few 
key ways. First, MET implicitly searches the genome for enhancer-like windows that are 
targeted by a particular transcription factor. Our score for a regulatory feature is not summed 
over the entire length of a long intergenic regulatory region, but a search for the 500 bp with the 
strongest regulatory signal in that region. The regulatory region does not have to be the 
immediate upstream region (e.g., 1 kbp promoters); rather, it may be much longer (e.g., tens of 
kbp) and is configurable by the user. It would be extremely challenging for standard motif-
finding tools like MEME [18] or CONSENSUS [19] to search large regulatory regions for 
overrepresented motifs whose matches (sites) are localized to one or a few enhancers in the 
region. Secondly, we provide a more generalized framework than motif-finding methods that 
associates additional types of regulatory features (chromatin accessibility, chromatin state, TF 
occupancy) with novel gene sets. Thirdly, a major advantage of our procedure (i.e., enrichment 
tests with known motifs) over ab initio motif-finding algorithms is the reduction of the search 
space. Motif-finding tools perform a search over large space of possible k-mers (or PWMs) 
reducing the power of the statistical tests. Moreover, ab initio motif discovery is often followed 
by a post-processing step to relate the identified motif to the most similar known motif. We are 
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limiting the number of statistical tests by only analyzing experimentally validated TF-DNA 
binding specificities and thereby potentially increasing the statistical power. 
In Section 3.5, we demonstrated our ability to leverage TF motifs to create a large 
compendium of statistical associations between regulatory TFs and their target tissues and cell 
type-specific programs. We noted that our motif-based approach has roughly the same accuracy 
as a ChIP-based approach, again arguing for the proposed alternative paradigm at the heart of 
this work. With increasing availability of accessibility data, the efficacy of this approach is 
expected to improve, especially for vertebrate genomes where such data will greatly reduce the 
search space for cis-regulatory signals. The computational pipeline presented here will be 
particularly useful to biologists who want to understand regulation of genes in non-model 
organisms or specific cell types that are not investigated by well-funded projects such as 
ENCODE.  
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4 SHARED REGULATORY SIGNATURES ACROSS MULTIPLE GENE SETS 
This chapter introduces an algorithm for identifying regulatory signal enrichments that 
are shared across multiple gene sets. The majority of this chapter is taken from a joint work with 
Seth Ament published in the Proceedings of the National Academy of Sciences [121]. A portion 
of Section 4.5 is from a collaboration with Prof. Alison Bell’s laboratory, published in the 
Proceedings of the Royal Society B [25]. 
4.1 Background 
The study of the evolution of developmental processes resulted in the observation that 
underlying the complexity and diversity of animal body plans are a small set of common, highly 
conserved regulatory components. In fact, many complex phenotypes may be shaped in part by 
common molecular mechanisms [122]. For example, although a common behavior between two 
species or metastatic tumors from different primary cancer types may have distinct differential 
gene expression profiles, both profiles might share an influence by a single sequence-specific 
transcription factor. Motivated by this observation, in this chapter, we sought to identify a 
common regulatory signature across multiple, functionally related gene sets derived from 
different species, tissues, or experimental determinants of a phenotype.  
While there are many tools to search for associations with a single gene set, like the work 
in the previous chapter or popular web tools like DAVID [12] and GSEA[13], there are far fewer 
that attempt to find shared or “meta-” associations across multiple transcriptomic states. Our 
approach combines the p-values of multiple association tests into a novel test statistic whose 
significance can be computed analytically. Unlike most methods for combining p-values from 
multiple statistical tests, like Fisher’s, Stouffer’s, and others (reviewed in [31]), our novel 
statistic is ideal for instances when an unknown subset of the tests are expected to provide 
evidence against the null hypothesis. This is an extremely useful ability in comparing 
transcriptomic profiles that might not all share the same molecular underpinnings. 
In this chapter, we examine the specific problem of identifying regulatory associations 
across multiple experimental conditions. We compare our novel framework for common 
regulator identification in multiple gene sets to basic methods. These alternative methods 
separately identify core sets of genes (“modules”) with shared aspects of their transcriptomic 
profiles and then subject the modules to follow up regulatory analysis with motif discovery tools 
like MEME [18]. Biclustering tools like SAMBA [27] and BiMax [26] are designed to identify 
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these core gene sets that may have similar expression in a subset of conditions. Other methods 
like COALESCE [29] integrate the two steps described above in an iterative method that 
identifies modules of genes that simultaneously have a common expression pattern and 
regulatory motif enrichment. However, these methods are performing ab initio discovery of core 
gene sets and de novo discovery of regulatory motifs, two tasks with very large search spaces, 
and may thus have less statistical power when subjected to rigorous multiple hypothesis 
correction.  
Our method, on the other hand, reverses the two steps of the shared regulator search by 
first finding associated TF motifs in each condition independently and then combining the 
multiple p-values into a novel meta-statistic. By only searching with experimentally 
characterized TF motifs and by defining the allowable relationship between the multiple 
expression gene sets, we limit the number of statistical tests performed. We also control for the 
effects of multiple hypothesis testing by comparing our results to empirical extreme value 
distributions. Another important feature of our novel meta-statistic is that it integrates multiple 
significance p-values without using any thresholds, unlike methods employed in [8]. Finally, 
transcriptional regulation in eukaryotes often involves combinations of several transcription 
factors. Our cis-Metalysis tool is able to find user defined, logical combinations of TF motifs that 
are shared among several gene sets. The cis-Metalysis tool provides biologists with a unique 
ability to discover shared regulatory mechanisms important across multiple transcriptomic states. 
4.2 Novel score for combining p-values 
Independent gene expression experiments are often performed to better understand the 
same phenomenon. Each experiment may result in its own set of differentially expressed genes. 
One approach to identify regulatory associations that are shared across multiple gene sets is to 
perform independent association tests with each gene set and then combine the significance p-
values. The most popular p-value combination approach [30, 31] is the Fisher method, which 
identifies when at least one of the null hypotheses is rejected and is sensitive to the smallest p-
value. Our “meta-p value”, on the other hand, identifies when a subset of null hypotheses are 
rejected. In order to calculate the meta-p value from a list of p-values from n independent tests, 
we order the list from smallest to largest: {𝑝𝑖}. For each 𝑘 ∈ [1. . 𝑛], we compute a meta-statistic:  
𝜙𝑘 = 1 − ∏(1 − 𝑝𝑖)
𝑘
{𝑖=1}
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which combines the k most significant p-values. Note our meta-statistic is a value 
between 0 and 1 and is very small only if every 𝑝𝑖 for 𝑖 ≤ 𝑘 is small. We extend the work of 
[123] to calculate the p-value of the meta-statistic, 𝑃(𝜙𝑘), conditional on the fact that the k 
smallest p-values were chosen from a set of n. This is done analytically with the derived 
calculation: 
 
where 𝐴(𝑡, 𝑘, 𝑥) denotes the probability that the product of k independent variables, each 
of which is uniformly distributed on [t, 1], ≤ τ and is calculated with a function provided in 
[123]. 
We find the min
𝑘
𝑃(𝜙𝑘) because we do not assume a priori that we know the number of 
tests that will carry evidence against the null hypothesis and refer to this value the “meta p-
value” of a meta-association shared across conditions. An example calculation of the “meta p-
value” is worked out in Figure 4.1.  
 
Figure 4.1 Meta P-value Calculation Example. The top table shows the best association p-value from each 
condition (D1 … D4). For each K=1…4, the statistic K combining the best K p-values is computed and translated to 
a p-value P(K) in the center table. The minimum P(K) over all K is the “meta p-value” (highlighted in yellow 
within the red border) and considers the number and strength of the combined p-values. The meta-association is 
represented in the bottom table with selected significant conditions colored and the remaining in gray. 
The meta p-value score is ideal for the application in regulatory TF discovery because it 
considers the number and strength of the combined p-values without assuming the TF was a 
Pr(fk £ t )=1-
n
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regulator in all conditions. One important assumption required is that the combined p-values 
come from independent tests. In practice, this assumption may be violated; which is why we 
follow up our meta-analysis with estimations on the false discovery rate.  
4.2.1 Comparison of novel statistic to standard method 
The popular Fisher’s combined probability test calculates the statistic: 
. 
Our meta p-value is designed to be most sensitive to the largest of the k best p-values 
unlike Fisher’s method, which is most sensitive to the smallest p-value. In order to compare 
between Fisher’s method and meta p-value in terms of their ability to score meta-associations, 
we created a synthetic dataset of artificially generated “candidate meta-associations”. Each 
candidate meta-association is an 11-tuple of p-values, whose strength is parameterized by two 
numbers, k and . The integer k is the number of “significant” p-values in the 11-tuple and the 
real number   [0, 1] is a “strength” parameter for choosing those k significant p-values. Given 
(k, ), we randomly generated (11 – k) real numbers from Uniform[0, 1], and k real numbers (the 
“significant p-values”) from the range [0, ] following an empirical distribution on significant 
association p-values from real data. We evaluated each candidate meta-association by the meta 
p-value and the Fisher’s combined probability statistic separately and asked which method’s 
significance evaluation correlated better with the parameters k and .  
At a fixed value of k, we varied  to take eight values (0.00001, 0.0001, 0.001, 0.01, 
0.05, 0.1, 0.5, and 1), generated 200 candidate meta-associations for each value of , computed 
the test statistic (meta p-value or significance of Fisher’s combined probability statistic) on each 
candidate meta-association, and determined the Spearman’s rank correlation coefficient between 
the statistic and  over all (200 x 8 = 1600) candidate meta-associations. The correlation with 
our meta p-value statistic was higher than the correlation with the Fisher combined statistic for 
the tested values of k (1, 2, 3, 4). We also found that at the fixed value of  = 0.05, when we 
varied k to take values in [1..11], generated 200 candidate meta-associations for each value of k, 
and determined the Spearman’s rank correlation coefficient between the statistic and k, our 
statistic was better correlated than the Fisher statistic (0.91>0.87). 
c 2F = -2 ln pi
i=1
n
å
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We also attempted to compare our method for selecting the top association p-values in 
the meta-association to the standard multiple hypothesis correction procedure of using q-values 
[124]. For five values of , we created 2200 candidate meta-associations (200 for each value of 
𝑘  [1, … 11]). Calculation of the “meta p-value” on any candidate meta-association involves 
choosing an integer k’ such that P(k’) is minimized; this may be adopted as an approach to select 
a subset of significant p-values from a given set of p-values. We called the integer k’ the “topk” 
statistic and determined the correlation between the parameter k and the topk statistic. 
Alternatively, we performed multiple hypothesis correction on the 11 p-values in a candidate 
meta-association, counted the number of p-values that meet a q-value threshold of 0.05, and 
called this value the “topq” statistic. We then determined the correlation coefficient between the 
parameter k and the topq statistic. We found that for each value of   
{0.00001, 0.0001, 0.001, 0.01} the “topk” statistic is better correlated with the true number of 
significant p-values than the more standard approach represented by “topq” (Figure 4.2), 
suggesting that the meta p-value based approach to select the subset of tests where the null 
hypothesis was false is better than standard false discovery rate methods. 
 
Figure 4.2 Identifying Significant Associations.  For each value of  (x-axis), we plot the Pearson correlation 
coefficients between each statistic (topk or topq) and the true value of parameter k (number of significant p-values) 
across 2200 synthetic, candidate meta-associations. 
4.2.2 Metalysis framework 
We created a framework called Metalysis, which systematically searches for significant 
meta-associations using our novel test statistic. Let G denote the universe of all genes, C denote 
the set of experimental conditions for which expression data (on G) is available, and M denote 
some collection of annotations for the genes (e.g., several Gene Ontology terms). The Metalysis 
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program expects two inputs: (i) a “GxM” matrix with a row for each gene in G, a column for 
each annotation in M, and binary membership values that indicate that a gene has a given 
annotation and (ii) a “GxC” matrix with a row for each gene in G, a column for each 
experimental condition in C, and 1, -1, 0, and 2 values if the gene in that condition was up 
regulated, down regulated, not differentially regulated, or not experimentally assayed 
respectively. We will refer to the genes annotated with annotation property Mk as Gk and the 
up/down regulated genes of experimental condition Ci as Gi,+ and Gi,– respectively. With these 
two input matrices, the steps of Metalysis for each possible Gk are: (i) calculate p-values of a 
Hypergeometric test of association between Gk and Gi,+ and between Gk and Gi,– for each 
condition Ci, (ii) select the lower p-value pi for each condition Ci, and (iii) compute the meta p-
value from the resulting {𝑝𝑖} as the significance of meta-association between Mk and the set of 
conditions. The current implementation calculates the Hypergeometric tests for quantifying 
significance because the discretized differential gene sets are most often reported in literature 
and therefore most widely available. Alternative procedures for calculating significance from 
continuous expression values (e.g. GSEA [13]) may be substituted into the Metalysis framework.  
4.2.3 Multiple hypothesis correction 
Since the Metalysis procedure is repeated for each given gene module Mk and since step 
(ii) amounts to performing two tests for each Ci, a multiple hypothesis correction is required. In 
order to quantify the quality of meta-associations, we examine the outcomes of random 
permutations of the real data. The gene labels of the GxM matrix of annotation membership are 
randomly shuffled. The entire analysis is repeated on the permuted data and the most significant 
meta p-value reported by Metalysis is recorded. We repeat this exercise many times and 
construct an empirical extreme value distribution (EVD) of meta p-values. We then approximate 
the empirical EVD by fitting a Gamma distribution to it, as has been reported previously in the 
context of ab initio motif discovery tools [125]. We examine this smooth distribution to calculate 
an “EVD p-value” corresponding to each meta p-value in the original dataset. We set thresholds 
on the EVD p-value to control for multiple hypothesis testing and return only the most reliable 
significant meta-associations. This is a very conservative form of multiple hypothesis correction 
because it places a threshold on the chance of finding any meta-association of a given 
significance.  
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4.3 cis-Metalysis framework for identifying shared regulators 
We have developed a specific version of the Metalysis framework to rigorously test for 
shared regulatory signatures across gene sets from multiple experiments. It relies on the scans of 
gene promoters for transcription factor DNA-binding motifs to predict which genes may be 
regulated by that TF, and then performs meta-analysis using this information. In this cis-
Metalysis framework, we define motif modules using the same techniques described in Chapter 
3. However, because TF regulation in eukaryotes is often combinatorial in nature, we extend our 
method and additionally create new motif modules defined from logical combinations of the 
presence and absence of TF motifs. Moreover, it can be configured so that different logical 
combinations of the same motifs may be associated with DEGs in different experiments, thereby 
offering a flexible model of regulatory mechanisms shared by multiple transcriptomic states. 
Figure 4.3 provides an overview of the cis-Metalysis pipeline.  
 
Figure 4.3 Overview of cis-Metalysis.  Steps 1 and 2: Motif modules are defined based on the presence (green cells) 
of single motifs e.g., M1, or their Boolean combinations, e.g., M1 & M2 in the 5 kbp promoter sequences of each 
gene. Step 3 and 4: Sets of up- (orange) and down- (blue) regulated genes and identified from experimentally 
profiling gene expression for each determinant. Step 5: Statistical enrichments are conducted between motif modules 
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and expression sets producing all of the motif-expression association p-values (shaded cells) that are combined by 
cis-Metalysis. In its most flexible mode, cis-Metalysis attempts to combine the best p-value (bordered in yellow) per 
determinant. Step 6: Calculation of meta p-value test statistic. 
4.3.1 Modes of cis-Metalysis 
An important component of cis-Metalysis is the different ways of defining the cis-
regulatory logic shared by multiple conditions. Particular hypotheses may be examined 
depending on whether different experimental conditions must be associated with rigidly or 
flexibly defined regulatory modules. There are five distinct modes of cis-Metalysis, which the 
user must specify at runtime. The “Single motifs” mode of cis-Metalysis is an instance of the 
general Metalysis framework. Each motif module is treated as a separate motif module and 
examined for its own meta-associations. No combinatorial motif modules are created in “Single 
motifs” mode. The “Identical logic” mode enforces the most rigid definition of regulatory 
modules involving multiple motifs. For any motif pair (m1, m2), the combinations m1  m2, m1 
m2, and m2 m1 are analyzed separately by constructing the respective combined motif 
modules from the motif modules of m1 and m2. Each meta p-value significance is calculated for 
each meta-association between one of the three derived modules and only the up regulated (Gi,+) 
or down-regulated gene set (Gi,–) in every experimental condition Ci. The best meta p-value 
among the motif combinations is reported for the motif pair. In the “identical logic” mode, meta-
associations are reported when the same motif signature has the same differential regulatory 
effect in multiple conditions. The third mode, “Role consistent logic”, requires that meta-
associations involving multi-motif regulatory modules use the component TFs in the same 
regulatory role (effective activator or repressor of gene expression). For any motif pair (m1, m2), 
associations with different conditions may involve any of the following motif modules: m1, m2, 
m1  m2, m1 m2, and m2 m1; however all associations must be mutually “role consistent” 
in the sense that if mi is associated with up-regulated genes in one condition, then mi may not be 
associated with down-regulated genes in another condition, nor may mi be associated with up-
regulated genes in any condition. Figure 4.4 shows an example meta-association derived from 
the combinatorial rules of each of these modes. 
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Figure 4.4 Modes of cis-Metalysis.  Multiple modes of cis-Metalysis enable discovery of simple or combinatorial, 
identical or plastic forms of regulatory logic shared across transcriptomic states (conditions) by selecting specific 
subsets of association p-values to combine. For each mode, an example subset of associations (shaded cells) as well 
as the selected best p-values (bordered in yellow) is depicted. In “single motif” cis-Metalysis, p-values are selected 
from the association tests with the gene modules defined by a single motif (M1). In the “identical logic” 
configuration, a rigidly defined combination of two motifs (!M1 & M2 here) defines the gene module that is tested 
for association with a fixed direction of regulation (“down” in example shown). In “role consistent”, a meta-
association of a motif pair (M1,M2) is allowed to take different Boolean combinations of the two motifs, and 
different directions of regulation, in different determinants. However, in “role-consistent” mode, each motif-
expression association must use a particular motif in the same “role” (activator or repressor); here, M1 is an effective 
activator and M2 a repressor. 
The “Flexible logic” mode allows for any combination of motif module combinations and 
differential expression direction combinations across experimental conditions. Specifically, for 
any motif pair (m1, m2), associations with different conditions may involve any of the following 
motif modules: m1, m2, m1  m2, m1 m2, and m2 m1. No further constraints are imposed 
here in defining a valid meta-association. Panel 5 of Figure 4.3 shows a meta-association defined 
with “flexible logic”. The final mode, “Pattern logic” is able to test very specific hypothesis that 
involve the relationship between experimental conditions. For example, if two different tissues 
have opposite responses in an experiment, there might be an important relationship between the 
up-regulated genes in one tissue in the down-regulated genes of the second. “Pattern logic” will 
require that the expression directions of the motif-expression associations that comprise the 
meta-association follow the restrictions set by the pattern. The source code for the cis-Metalysis 
program is available for free download at http://veda.cs.uiuc.edu/cisMetalysis/. 
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4.4 Application to nursing and foraging behavior in honeybees 
We have successfully applied our new statistic and framework to a number of biological 
systems. Our initial and most detailed application of the cis-Metalysis framework was to study 
the determinants of honeybee maturation. Honeybees perform tasks inside the hive for the first 2-
3 weeks of their adult life and then switch into roles of foraging for food outside. Many known 
determinants delay or accelerate this behavioral maturation including pheromones, nutrition, and 
genetic factors. Our task was to identify a shared regulatory signature across the differentially 
expressed genes of subsets of eleven maturation determinants. The 11 maturation determinants 
and the relationships between them are summarized in Figure 4.5. 
 
Figure 4.5 Determinants of behavioral maturation.  The 11 maturation determinants in this study are listed within 
the yellow boxes representing different classes of maturation. “Mat” represents maturation (nurses vs. foragers). For 
genetic comparisons, Africanized vs. European sub-species (AvE), Northern (A. mellifera mellifera) vs. Southern 
European (A. mellifera ligustica) sub-species (LvM), and high vs. low pollen-hoarding genetic strains (PH), the first 
genotype shows faster maturation. Environmental factors like Queen Mandibular Pheromone (QMP), brood 
pheromone (BP), and rich vs. poor diet (“Diet”) also affect maturation. Finally, chemical determinants of maturation 
include vitellogenin RNAi (Vg), juvenile hormone analog treatment (JHA), manganese treatment (Mg), and cyclic-
guanosine monophosphate treatment (cGMP). Known stimulating or inhibiting relationships between maturation 
determinants are represented by “+”or “-” arrows respectively.  
In this study, microarray experiments on nearly 400 bees provided transcriptomic 
profiles. For each maturation determinant, 100s-1000s of differentially expressed genes were 
identified. The genes that were more highly expressed in the faster or slower maturing bees were 
referred to as the “fast” or “slow” maturation genes and took the place of “up” and “down” 
regulation labels in the Metalysis framework. These “fast” and “slow” gene sets defined the 
required GxC matrix with one column for each maturation determinant. Similarity between the 
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determinants was quantified by comparing their gene expression profiles; however, this analysis 
did not reveal any insights into shared gene modules that might underlie the common phenotypic 
effect of distinct maturation determinants. The application of Metalysis and cis-Metalysis 
enabled us to identify these types of relationships and quantify their significance.  
4.4.1 Results of Metalysis and cis-Metalysis 
First, we employed Metalysis to identify Gene Ontology [10] defined gene modules that 
relate to behavior maturation. We focused on 613 biological process GO terms with between 10 
and 1000 annotated genes in D. melanogaster. We mapped the annotations of these terms to their 
A. mellifera orthologs to construct the GxM matrix with 613 annotation columns required by 
Metalysis. Metalysis was applied to find meta-associations between each GO gene set and the 
differentially regulated gene sets from subsets of the 11 maturation determinants. We found 
biological processes enriched in as many as 8 of 11 maturation determinants (Table 4.1). These 
meta-associations included processes occurring in the brain related to macronutrient and energy 
metabolism (translation, mitochondrial electron transport, glycolysis), neuronal plasticity 
(synaptic transmission, nervous system development), and stress responses (protein folding, 
response to heat). The EVD p-value threshold of 0.05 was applied to guarantee the significance 
of the reported results. 
 
Table 4.1 Metalysis Results with Gene Ontology.  Significant meta-associations between Gene Ontology biological 
processes and maturation determinants are reported with their EVD p-value. Colored cells indicate the individual 
maturation determinants was included in the meta-association with orange (resp., blue) denoting an association with 
“fast” (resp., “slow”) maturation genes. 
Next, we wanted to examine the hypothesis that multiple maturation determinants operate 
through the actions of a common set of TFs. To do this, we employed the various modes of cis-
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Metalysis to explore both simple and complex models of regulation. To construct the GxM 
matrix, we needed to find the motif modules for each of 602 TF motifs that were downloaded 
from multiple sources [97, 98, 104]. These motif modules, originally created in [126], are 
defined with a method similar to our approach in Chapter 3. We searched up to 5 kbp upstream 
of a gene for a motif’s presence using the SWAN program [78], which captures the presence of 
one or more, strong or weak matches to the motif in the genomic segment, and accounts for the 
local G/C composition as well as the global frequency of motif occurrence. The motif modules 
defined the GxM Boolean matrix with 602 columns and values representing if the TF binding 
motif is present in the gene’s upstream region. Using the “single motif” mode of cis-Metalysis, 
we found meta-associations for 22 motifs that spanned four to six of the determinants. We then 
tested the “Role-Consistent” mode of cis-Metalysis to find motif pairs with significant meta-
associations. This analysis returned meta-associations (Table 4.2) involving up to ten maturation 
determinants and involving motifs for well-known TF regulators of neuronal plasticity (CREB) 
and stress response (XBP1). Finally, when allowing for the “flexible logic” mode, we identified 
16 meta-associations involving 20 TFs with very significant EVD p-values (< 2E-16) and 
spanning all 11 of the maturation determinants. These results suggest that many different 
maturation determinants use the same TFs to exert common effects on behavior, but that 
different determinants employ some of them in distinct ways. 
 
Table 4.2 Top Role Consistent Meta-Associations.  Top three most significant meta-associations between 
maturation determinants and pairs of motifs that interact with role-consistent logic. Orange (resp., blue) denotes that 
the motif combination was associated with “fast” (resp., “slow”) maturation genes in that experiment. Motifs whose 
presence is associated with “fast” and with “slow” maturation genes are in green and red font, respectively. 
Several of the TFs (including CREB, BR, DL, XBP1) identified by cis-Metalysis have 
also been implicated as high-level regulators of maturationally related gene expression in a bee 
brain transcriptional regulatory network reconstructed from gene expression datasets [127]. 
Additionally, we identified meta-associations involving ultraspiracle, a JH-related TF that has 
been demonstrated with ChIP-ChIP to bind near maturation-related genes, and whose RNAi 
knockdown has been shown to delay the onset of foraging behavior [6]. 
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4.4.2 Comparison to other methods 
Our final analysis on the honeybee maturation data was a comparison of cis-Metalysis to 
alternative algorithms that depend on biclustering, a procedure for finding the subsets of genes 
and experiments such that the chosen genes are coordinately expressed in the selected 
experiments. Once such a co-expressed gene set has been discovered, it is common to test for 
cis-elements overrepresented in their promoters, thereby inferring meta-associations between cis-
elements and the selected experiments. To test this strategy, we applied the BiMax tool [26] to 
find biclusters across the 11 maturation determinants. 492 biclusters were discovered, each 
including at least five genes and spanning at least three determinants. The genes in each of these 
biclusters were then tested for enrichment of motifs in our collection of 602 motifs. We then 
repeated the entire analysis 50 times on randomized datasets, exactly as described for Metalysis, 
to obtain empirical EVD p-values that correct for multiple hypothesis testing. We repeated the 
above analysis with another biclustering tool called SAMBA [27]. Here we input the log2 fold-
change values of genes, rather than their discretization into one of three categories (up, down, or 
neither) and the default SAMBA parameters. Twelve biclusters were discovered that contained 
between 19 and 90 genes and covered 4 to 5 maturation determinants. We subjected these 
biclusters to motif enrichment tests and performed the EVD analysis with 50 randomized 
datasets. Figure 4.6 shows the empirical EVD from each of the 50 negative controls for meta-
associations discovered with single motif cis-Metalysis, the method using BiMax biclusters, and 
the method using SAMBA biclusters. This figure shows that cis-Metalysis is best suited for 
finding meta-associations that are statistically significant (i.e. to the right of the empirical EVD). 
The relative lack of statistically significant meta-associations in the BiMax and SAMBA 
analyses were also observed for combinations of motifs (not shown). 
 
Figure 4.6 Comparison to Biclustering Methods.  The empirical EVD distribution from the runs of each method on 
50 randomized datasets is represented with the blue tick marks and its fitted Gamma distribution is represented by 
the blue curve. Each red tick mark represents a meta-association found on the real, non-permuted data with an EVD 
p-value less than 0.01. 
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4.5 Application to other systems 
The flexible and powerful statistical framework of cis-Metalysis leads to its broad 
applicability. As an illustrative application of cis-Metalysis, we attempted to identify potential 
regulatory signals that underlie the development of cancer. We extracted thirteen sets of 
differentially expressed genes involved in breast cancer from the curated gene set collection of 
MSigDB [13]. cis-Metalysis was run on the gene sets defined by these thirteen cancer studies 
with 432 motif target modules defined from scanned human gene promoters as described in 
[128]. We found thirteen TF motifs with significant meta-associations (EVD p-value < 0.05) 
spanning at least two studies. We also conducted a literature survey and discovered that most of 
our identified TFs have been previously linked to breast cancer (Table 4.3). We repeated the 
procedure separately for 6 kidney and 10 liver cancer gene sets and discovered 16 and 15 
significant meta-associations respectively.  
 
Table 4.3 cis-Metalysis Results on Breast Cancer Gene Sets.  Significant meta-associations (EVD p-value < 0.05) 
spanning at least two studies were identified for thirteen motifs. Each column in the above table represents one of 
thirteen breast cancer gene sets labeled with the PubMed ID of its source publication. The orange (resp., blue) cells 
indicate that the motif (row) is enriched in up- (resp., down-) regulated genes from the breast cancer study (column). 
The PubMed ID of each publication discovered in our literature survey that suggests a relationship between the 
motif’s corresponding transcription factor and breast cancer is reported in the rightmost column. 
In another study [25], we applied our cis-Metalysis tool to the differentially expressed 
gene sets from multiple brain tissues produced in response to a behavioral stimuli. The male 
stickleback fish has a well-characterized aggressive behavior when other male fish intrude their 
nesting territories. In this study, microarrays characterized the transcriptomic profiles of four 
distinct brain tissues (diencephalon, telencephalon, cerebellum, and brain stem) of aggressive 
fish 30 minutes after exposure to an intruder. We constructed a four-column GxC matrix for cis-
Metalysis using the differentially regulated genes in the four brain regions. Our GxM matrix was 
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constructed with 661 TFs motif modules using the techniques described in Chapter 3. We found 
significant meta-associations for 13 TF motifs using “single motif” cis-Metalysis. Many of these 
were consistently associated with one direction of differential regulation across all or most brain 
regions (NRF2, RREB1, PPARG, POU3F2, etc.). In the examination of the gene expression 
evidence, one of the most striking observations was that many genes that were upregulated in the 
diencephalon were down regulated in all other brain regions. We applied the “pattern logic” 
mode of cis-Metalysis and identified several significant motif pairs (NRF2/ER, 
BACH2/LMO2COM, and NRF2/SRF). These motif pairs are part of meta-associations in which 
the TF motifs are associated with the up-regulated genes in diencephalon and the down-regulated 
genes in the other brain regions.  
The cis-Metalysis framework is especially useful in studying co-expressed gene sets of 
multiple species. It was applied to identify common elements of the transcriptional regulatory 
network in a study that examined the brain’s response to social challenges in species as diverged 
as the honeybee, stickleback, and mouse [7]. It found the nuclear receptor “toolkit” TF NR2E1 
enriched in all species and several other TFs enriched in two of the three species, including the 
neuroendocrine signaling NRFA, mentioned above. 
4.6 Discussion 
We solved a fundamental statistical problem in meta-analysis by developing informatics 
tools that analyze sequence and expression data to reveal a flexible cis-regulatory code 
underlying a complex phenotype. We employ a meta-analytic strategy where multiple assays of 
the same experimental condition are analyzed first, gathering robust information on differentially 
regulated genes of that condition, which is then integrated across multiple conditions. This is in 
contrast to strategies devoted to finding core set of genes with coordinated expression in multiple 
experiments and then examining for their regulatory signature. Our approach relies on a more 
fundamental notion that it is not a list of common genes that are shared across multiple 
transcriptomic responses, but a common biological process or a common regulatory logic.  
Our findings may reflect a significant theme in the regulation of complex behavior 
phenotypes. The observation that multiple determinants of the same phenotype utilize common 
regulatory components is not surprising and is reminiscent of the diverse mechanisms for 
development which rely upon a common toolkit of regulatory genes [129]. Less appreciated is 
the possibility that these common components may be wired differently in the different 
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regulatory networks, reflecting the different adaptive forces that shaped the evolution of each of 
those networks. This possibility poses significant challenges to characterizing an underlying 
regulatory code for the phenotype, which cis-Metalysis attempts to overcome.  
Our approach has some parallels with [8], where reported gene modules exhibit 
associations with several transcriptomic states (cancer types) that have a common annotation 
(e.g., metastatic cancer). However, their approach requires a priori annotation of the 
transcriptomic states into two categories, and thus cannot reveal meta-associations in a 
framework such as the one described here. Moreover, its meta-analytic statistics count the 
number of significant associations at an arbitrary threshold, as opposed to Metalysis, which 
integrates the strengths and number of associations without imposing thresholds. In addition, 
their approach does not report gene modules representing combinatorial cis-regulatory codes.  
A potential limitation of the work presented here is that cis-regulatory analysis was based 
on analysis of promoter regions, whereas regulatory information in metazoan (especially 
vertebrates like humans or stickleback fish) is frequently located more distally. We note however 
that our definition of a “promoter” is the region 5 kbp upstream of a gene, which is expected to 
include a substantial fraction of regulatory elements. As discussed in Chapter 3, in a genome 
where additional clues about regulatory locations, such as DNA accessibility and co-factor 
binding, are available, one may be able to scan more comprehensively for motif matches. We 
also note that cis-Metalysis may be run with any definition of the sequence space and any 
collection of characterized TF motifs, not just the particular choices made here. We have 
implemented cis-Metalysis to be able to efficiently explore a large motif collection with many 
options for controlling the complexity of the uncovered meta-associations. Finally, we anticipate 
that future improvement to our approach presented in this chapter will incorporate information 
about TF expression levels when predicting regulatory roles for motifs. We will show the value 
of this additional information source in the next chapter in modeling the transcriptional effect of 
regulatory sequences in Drosophila development. 
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5 MODELING AND ANNOTATING CELL TYPE SPECIFIC ENHANCERS 
This chapter describes enhancer activity models developed for the annotation of 
enhancers in embryonic fruit flies. The study on anterior-posterior segmentation is part of a joint 
work with Majid Kazemian that was published in PLoS Biology [84]. 
5.1 Background 
A central challenge in understanding metazoan genome sequences is to identify and 
annotate the enhancers that regulate the complex spatial and temporal patterns of gene 
transcription. Recent progress in identifying enhancers has been made with the advent of high 
throughput experimental assays that measure the state of cell type specific chromatin [23, 130]. 
There are also experimental methods that enable the quantification of gene expression driven by 
enhancer elements mostly by creating and incorporating reporter constructs into the genome that 
contain the sequence near either a fluorescent gene or transcribed barcode (reviewed in [32]). 
However, the task of assigning the cell type specific regulatory output of each enhancer to 
specific facet(s) of the gene expression activity of its target gene(s) is largely unsolved. This is 
complicated by the fact that enhancers may regulate multiple, non-neighboring genes. Spatial 
organization maps of chromatin [131] may help identify the enhancer’s target gene, but the 
sequencing requirements of the technology make it prohibitive for most applications.  
It has been suggested that while dynamic chromatin states paint broad brushstrokes of the 
regulatory landscape, transcription factors help set up more nuanced, cell type-specific 
expression programs [72, 132]. Computational annotations of enhancers typically rely on 
discovering a heterogeneous cluster of TF binding sites (matches to their DNA-specific binding 
motifs); however, these approaches often result in many falsely annotated enhancers. Thus, an 
alternative strategy for assigning enhancer driven expression activity may rely on binding 
potential and expression of the enhancers’ regulatory TFs. Successful models of enhancer 
activity have been constructed using TF binding data from ChIP experiments on relevant 
transcription factors [38-40, 60, 133]. Others have created enhancer activity models from motif 
based computational approaches to infer binding and then gene expression [44, 45, 48, 134]. 
These enhancer models have been based on machine learning approaches like SVMs or 
thermodynamic based systems [44, 45]. Our approach for enhancer activity modeling 
incorporates TF expression and predicted TF binding strength in a simple regression framework 
that provides a simple understanding of the role of the transcription factor and enables the 
49 
application of the model to sequences throughout the genome. Since a single enhancer may only 
drive a discrete aspect of the full expression pattern of its gene, we developed a novel score of 
enhancer activity prediction that rewards sequences that drive a subset of its neighboring gene’s 
expression pattern. We apply our enhancer activity model to produce a detailed transcriptional 
regulatory network of the anterior/posterior segmentation in Drosophila embryos. We 
demonstrate how our enhancer annotation approach allows additional insights into how multiple 
enhancers contribute to gene expression patterns and how individual TFs directly or indirectly 
regulate the expression of multiple target genes.  
Most of the previously mentioned enhancer activity models have been limited to very 
few, well-characterized cell types and regulatory networks. This is because these approaches 
require significant prior knowledge in the form of the relevant TFs, genetic knockdowns, 
validated enhancers, etc. We sought to understand how well our approach would apply to the 
many tissue types where the available data is limited to the genomic sequence, the tissue specific 
gene expression, and experimentally assayed chromatin accessibility. Like [23], we employ 
accessibility to initially identify putative enhancers. Then for each cell type, we build an 
enhancer activity model that incorporates computational prediction of relevant transcriptional 
regulators (Chapter 3), their TF binding score in the enhancers and their gene expression, along 
with the chromatin accessibility of the enhancers. Without using any prior knowledge to train 
models, we were able to accurately recover enhancers for over 50% of our evaluation cell types 
and outperform ChIP-based models. Finally, we annotated ambiguous enhancers for the likely 
expression pattern they produce, finding a large number of distal cell type specific regulatory 
sequences [135]. 
5.2 Enhancer modeling in segmentation system of Drosophila embryos  
Our first goal was to successfully model the 46 well-studied enhancers involved in the 
anterior-posterior (A/P) segmentation of the blastoderm stage Drosophila embryo [50] that have 
been characterized with reporter gene assays. The pattern of gene expression driven by each of 
these enhancers along the A/P axis was represented by a binary expression value for 100 bins 
along the axis (bin 1 is most anterior and bin 100 is most posterior. The enhancers and genes in 
the A/P system have been well studied (see Chapter 2) and the 10 transcription factors (BCD, 
CAD, HB, KNI, KR, GT, HKB, TLL, FKH, and CIC) are believed to be important for the 
formation of the proper segmentation in the embryo. For these 10 transcription factors, we found 
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the DNA binding specificities (“motifs”) as characterized by the bacterial-one hybrid assay [75]. 
For each of the ten motifs, we produced the multi-species Brownian Motion scores from 11 
Drosophila genomes as is described in Chapter 3. We also extracted in situ images of the 10 
transcription factors [50, 136] to converted their blastoderm stage expression patterns 
(“concentrations”) into 100 bin representations with values between 0 (for no expression) and 1 
(maximum expression).  
5.2.1 Model construction and evaluation 
We developed a simple regression based model that captures the expression driven by an 
enhancer in a bin as a function of (i) each TF’s multi-species motif score in the enhancer’s 
sequence and (ii) each TF’s concentration value at that position bin. Specifically, we employed a 
logistic regression model, which has the desirable property of constraining the minimum and 
maximum activity for all enhancers to 0 and 1 respectively. The parameters of the model include 
a coefficient representing each TF’s regulatory effect and a baseline expression value for each 
enhancer (which is constant across all bins). This separate parameter for each enhancer is 
motivated by (i) the fact that the discrete (0/1) expression values that form the desired output do 
not reflect the variation in basal gene expression levels and (ii) an opportunity to compensate for, 
at least partially, the lack of complete knowledge of relevant TFs, especially of ubiquitous 
activators and/or repressors. These parameters were trained on the known expression profiles 
from the 46 enhancers simultaneously. 
The basic model for predicting enhancer expression patterns is as follows: 
 
where  
  is the expression value (between 0 and 1) of the enhancer l in bin b 
  is the concentration of TF i in bin b,  
  the is the multi-species motif score of TF i in the enhancer l,  
 wi is the regression coefficient for TF i 
  is the “basal” expression level of enhancer l  
 sig(x) is a “sigmoid” function 1/(1+exp(-x)).  
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We additionally included a higher order term, called “BCD2”, in our model. BCD2 is the 
square of the covariate “BCD” for the factor BCD. Utilizing the glm (generalized linear model) 
function in R’s “stats” package [137], we trained the parameters of the model using iteratively 
reweighted least squares (IWLS) to minimize the error between predicted and true expression 
values. The overall quality of fit of the model to the data was measured by standard statistics 
such as the root mean squared error (RMSE), average Correlation Coefficient (CC), and the 
Akaike Information Content (AIC). 
The fitted model provides “systems level” insights into the A/P network. Overall, it 
captured 20, 15, and 11 of the 46 enhancers well, fairly, or poorly respectively, with an average 
correlation coefficient across all enhancers of 0.48. We observed that coefficients for BCD, 
CAD, and FKH were fit to positive values, while KNI, KR, GT, HB, TLL, HKB, and CIC were 
fit to negative values, which is broadly consistent with the activator/repressor roles known for 
these factors. (Although dual roles for some of these factors have been noted in the literature 
[138], our model learned a single dominant role consistent with the dataset.) Of several “second 
order” terms we explored, only the one for BCD significantly improved the model (Table 5.1). 
This BCD2 term produced a broad anterior dip in the BCD concentration gradient and may 
reflect that our model may not completely account for some aspect of down regulation of BCD 
target genes by the terminal patterning system, either by converting BCD into a repressor [139] 
or through regulation of other repressors [140, 141]. We also found that the enhancer activity 
model that incorporates multi-species motif scores outperforms the one with single species 
scores. This fact is broadly consistent with previous studies demonstrating that A/P enhancers 
with conserved activity patterns and similar binding site composition are identifiable in related 
species [142, 143]. For the eight transcription factors for which ChIP data is available [71, 107], 
we replaced the motif score profiles with ChIP scores, and retrained the regression model using 
these data. By statistical measures, the overall quality of fit of the ChIP-based model was inferior 
to that with multi-species motif profiles, suggesting in the context of this experimental system, 
comparative genomics may have equal or even greater utility than ChIP-based measurements of 
TF occupancy (Table 5.1). 
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Table 5.1 Evaluation of A/P Enhancer Model.  Evaluation of different variants (column 1) of the logistic regression 
model, using three different goodness of fit measures: RMSE, Average CC, and AIC.  
5.2.2 Annotating putative enhancers 
We next employed our fitted regression model to identify novel enhancers by scanning 
the flanking genomic sequences of a gene for segments whose predicted activity pattern agrees 
with the gene’s endogenous pattern. For this purpose, we developed a new measure of similarity 
between our 100 bin expression profiles called the “Pattern Generating Potential” (PGP). The 
scoring measure was designed to: 1) be sensitive to both the shape and magnitude of the 
predicted expression profile, 2) avoid biases towards or against overly broad or overly narrow 
domains of expression, and 3) automatically select aspects of a gene’s expression pattern to be 
captured by the enhancer. Figure 5.1 visualizes these desirable properties. 
 
Figure 5.1 Properties of PGP.  Design features of the PGP score that distinguish it from the correlation coefficient 
(CC) or the root mean square error (RMSE). For each desired feature (“Characteristic”), two scenarios of 
comparison between known (red) and predicted (dark blue) expression profiles (“Expression”), along with PGP, CC, 
and 1-RMSE values are shown. A perfect match would correspond to a value of 1 for each score. Cases where the 
value of a score in the two scenarios captures the desired feature are shaded in green. 
Given a predicted expression profile (real numbers between 0 and 1 for each bin along 
A/P axis) and an endogenous expression profile (0 or 1 values for each bin), we defined the PGP 
score as follows: 
Model Implementation RMSE Avg. CC AIC
Single Species (without BCD2) 0.3135 0.43 3028
Single Species (with BCD2) 0.3088 0.46 2962
Multi-Species (simple Averaging) 0.309 0.47 2966
Multi-Species (BM Averaging) 0.3046 0.48 2894
ChIP-chip 0.3162 0.36 3109
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where Eg,b is the expression value (0 or 1) of the gene g in bin b and  is the predicted 
expression value (between 0 and 1). This score ranges from -1 to +1. It rewards correctly 
predicted domains of expression and penalizes false prediction of expression. If the endogenous 
profile has multiple domains of expression, a subset of those domains are selected based on the 
predicted profile and then compared to the predicted profile using PGP.  
With the PGP score able to correctly identify expression predictions that capture discrete 
aspects of a binary A/P expression pattern, we designed a method for finding putative enhancers 
of A/P genes. We began by obtaining 100 bin A/P expression profiles for the 22 genes regulated 
by our set of 46 enhancers from data obtained BDGP [113] and FlyExpress [144]. We scanned 
the regulatory region of each gene (starting from 10 kbp upstream of the gene until 10 kbp 
downstream) with a sliding window of size 1 kbp. We extracted the multi-species motif score 
and applied our fitted model to predict the A/P expression profile of that window. Finally, we 
calculated the PGP score using the predicted enhancer activity and the known gene expression. 
We calculated an empirical p-value for each PGP score estimated based on how frequently we 
observed a window with equally high PGP score when scanning genome-wide. Of the 62 
significant modules predicted, 34 overlapped (>50%) with known enhancers, indicating our 
approach has 55% specificity at 74% sensitivity. Seventeen of the remaining 28 predicted 
modules overlapped the bound regions of at least one transcription factor (ChIP data at 1% FDR 
from [71, 107]), suggesting that the majority of predicted enhancers are functional and/or 
biochemical targets of A/P factors. The 12 known modules not recovered included 10 that were 
not predicted well by the original regression model. The genomic location and predicted 
expression activity for each of these enhancers are available at http://veda.cs.uiuc.edu/lmcrm. 
Unlike the other enhancer prediction approaches, the PGP method predicts which aspect 
of the gene’s pattern is regulated by an individual enhancer, allowing the range of regulatory 
architectures for the A/P-22 genes to be examined: solitary enhancers, multiple enhancers 
contributing to distinct aspects of the pattern, or multiple “sibling” enhancers with a similar 
predicted activity (Figure 5.2). In all but one gene (btd), two or more regulatory modules were 
predicted in a single gene’s control region. These included cases where distinct aspects of a 

ˆ E g,b
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gene’s activity are captured by distinct predicted enhancers (e.g., five enhancers near the gene 
eve, including four known enhancers), a well-established phenomenon reported for primary pair-
rule genes. We also found several cases of “sibling” enhancers, where multiple modules near a 
maternal/gap gene were predicted to drive highly similar expression patterns. Given the previous 
identification of “shadow” enhancers in the dorsal-ventral patterning network [145], the 
utilization of functionally similar enhancers may be a more common theme of cis-regulatory 
organization than currently recognized. 
 
Figure 5.2 Redundant Putative Enhancers.  Several of the 22 A/P genes have two or more related enhancers (either 
predicted or known) that drive similar expression patterns. For each gene, the endogenous gene expression is shown 
(red), along with predicted expression profiles of identified enhancers (blue). Labels in bold indicate known 
enhancers. Predicted expression pattern is shown with color intensity proportional to expression value. 
We applied the PGP method to a larger collection of 144 genes with patterned expression 
along the anterior-posterior axis [146]. We automatically extracted the A/P expression profiles of 
these genes from the FlyExpress database [144], transformed the intensity values into binary 
expression domains, and identified flanking sequences with significant pattern generating 
potential at the same empirical p-value described above. Overall, we identified 123 putative 
enhancers from 68 genes, of which 44% overlapped a ChIP-chip peak (at 1% FDR; 65% when 
considering peaks at 25% FDR). The predictions included enhancers for genes with a single 
expression domain and genes with multiple expression domains (e.g., slp1 and ara, respectively). 
Among enhancers corresponding to genes with multi-domain patterns, 53% capture only one of 
the domains of the endogenous pattern (e.g., drm); while 47% capture more than one domain 
(e.g., emc). 
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Sixteen of the above enhancer predictions overlapped previously verified regulatory 
sequences, of which 12 have blastoderm stage expression that agrees with the predicted 
expression profile from our model. These provide an independent experimental validation for our 
enhancer activity prediction pipeline. In addition, we tested seven enhancer predictions using 
new reporter transgenes. These lines were created as part of an ongoing project to systematically 
examine regulatory regions surrounding a subset of Drosophila genes with patterned expression 
in the nervous system [147]. Only predictions in genes with intergenic or intronic regions of at 
least 10 kbp were chosen for analysis. Selections included regions flanking genes with “strong” 
or “weak” A/P patterned expression. Four of 7 tested regions exhibited reporter gene expression 
patterns resembling the predicted pattern. For one of these, Ubx, reporter expression is in the 
correct region of the embryo, but initiation of the pattern is delayed relative to the endogenous 
gene. All three of the remaining tested reporters exhibit expression in the developing CNS, 
where many of the same TFs that regulate A/P patterning are expressed. It is possible that the 
same combinations of TFs that predict an A/P pattern in our model act to direct patterned 
expression in the developing CNS. We note that the specificity we observed here (57%) is about 
the same as that recorded in cross validation tests on the A/P gene set. 
5.2.3 Construction of regulatory networks 
Unlike other methods of enhancer discovery that rely on binding site clustering [34, 101], 
the PGP method incorporates both the binding specificities of TFs and their expression pattern to 
identify and predict the expression activity of an enhancer. Using the PGP method, it is possible 
to computationally assess the contribution of each TF to the enhancer by asking if altering the 
expression of the TF affects the quality of the prediction. We employed this strategy to infer 
direct regulatory interactions between TFs and enhancers, depicted as edges in the transcriptional 
regulatory network. To visualize the effect of removing an individual TF from the model, we 
simulated a “knock down” of the transcription factor (by setting its motif score to 0) and 
compared the predicted enhancer expression in this “in silico mutant” background and in “wild 
type”. Unlike traditional in vivo genetic assays where observed changes may be the indirect 
effect of mis-regulation of other genes, this approach examines the direct contribution of a TF to 
a specific enhancer. In order to assign a statistical significance to this contribution, we created a 
null distribution of PGP similarity scores by generating random activity profiles from 
permutations of the TF’s concentration profile and comparing them to the “true” activity. The 
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score obtained with the actual profile is compared to this distribution to produce an empirical p-
value. When there are few binding sites in the enhancer, the TF pattern has little influence on 
enhancer predictions and the null distribution of scores is very narrow. When there are more 
binding sites in the enhancer, there is a broader distribution of similarity scores from the random 
profiles and the position of the actual profile within this distribution reflects the combined 
contribution of the binding sites and the normal TF expression pattern on enhancer activity. 
Using this procedure to infer a p-value for every TF-enhancer combination, we constructed a 
transcriptional regulatory network (involving the 35 enhancers where the model’s quality of fit 
was not poor).  
 
Figure 5.3 Inferred Regulatory Network  Inferred Regulatory Network of 10 TFs and 35 enhancers. Colored edges 
indicate a regulatory influence between the corresponding TF on the left and the enhancers on the right grouped by 
their related gene (shaded box). 
A total of 102 regulatory edges were predicted (at p-value < 0.05) between the 10 TFs 
and 35 enhancers, revealing a very dense network (Figure 5.3). 82 edges were supported by 
ChIP-based evidence of occupancy at the strongest level (1% FDR). 63 of the 102 edges have 
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been previously reported in the literature, mostly by examination of enhancer activity in mutant 
embryos lacking the TF. In some cases, confidence in experimentally determined TF-enhancer 
edges is further increased by in vitro confirmation of TF binding sites by DNaseI footprinting. 
For 12 of the 35 enhancers analyzed above, the FlyReg database [148] catalogs at least one such 
interaction with either BCD, CAD, KR, KNI, HB, GT, or TLL. These validated TF-enhancer 
edges were significantly enriched in our network (Hypergeometric test, p-value = 0.0026). 
Remarkably, the PGP-based regulatory network exhibited a greater enrichment for the validated 
TF-enhancer interactions than the ChIP-derived network, primarily by predicting fewer 
interactions with higher precision. Among the examples of interactions predicted by ChIP, but 
not PGP, we found multiple surprising examples of ChIP data indicating TF occupancy that 
should adversely affect the module’s expression profile. Specifically, we identified enhancers 
with ChIP signals for the repressors KR, KNI, or GT, and whose activity domains overlap the 
bound repressor. Overall, we found 19 such cases of apparently “incongruous” occupancy. In 17 
of these cases, we did not find corresponding support for evolutionarily conserved binding sites 
from multi-species motif profiles. These examples indicate a discrepancy between motif-based 
evidence and ChIP evidence, and suggest that the observed biochemical occupancy does not act 
to shape the activity pattern of the enhancer. 
We applied the above statistical procedure to construct a regulatory network from all 
enhancer predictions (62 in the 22 A/P genes, 123 in the set of 144 genes). Analysis of the 
predicted network revealed several common patterns. A recurring theme in the TF-enhancer 
interactions was that of potential “auto-regulation” by activators. For example, all three predicted 
modules near the cad gene had significant regulatory input from CAD. In each case, this 
predicted auto-regulation was supported by ChIP data (at 1% FDR). Similarly, 4 out of 5 
predicted modules for fkh are predicted to have FKH-driven activation. Fkh auto-regulation (in 
salivary glands) has been experimentally shown by [149]. On the other hand, auto-regulation by 
repressors is not seen in our predictions, as anticipated. Another common theme observed was 
that of mutual repression by pairs of TFs, e.g., HB – KNI, GT – KR, KR – KNI, HB – KR, GT – 
KNI, and TLL – KR, some of which were reported previously [138, 150-152]. We also 
characterized “complexity” of the enhancers with the edges of the network. Each enhancer on 
average had about three incoming regulatory TF edges, except enhancers driving expression in 
the anterior seem to have relatively low complexity. 
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5.3 Enhancer modeling in poorly characterized cell types 
In this section, we show that similar enhancer activity models can be developed and 
applied to systems where validated enhancers with known expression patterns do not exist and 
where the set of relevant transcription factors are unknown. Specifically we will assess how well 
we are able to annotate regulatory elements that control gene expression in these poorly 
characterized cell types using TF motifs and limited experimental data. 
5.3.1 Identifying putative enhancers and preliminary functional assignments 
High throughput chromatin state (e.g., DNaseI hypersensitivity) data has been applied to 
identify putative enhancers in the genome [40, 48, 72, 130, 153-155]. However, these approaches 
typically do not associate enhancers with genes and expression domains. We sought to predict 
the target gene and expression domain of putative enhancers using enhancer activity models that 
incorporate the predicted TF motif profiles and TF-domain associations from Chapter 3.  
We began by evaluating several types of genome-wide assays to identify the best method 
for locating putative enhancers, using 684 non-overlapping REDfly enhancers [59] as a 
benchmark. For each REDfly enhancer of length 100 to 3000 bp, we selected a size-matched, 
random intergenic region near an early development gene. We then calculated the values of 
several features for these 1,368 regions. We downloaded ChIP-chip datasets for the CREB 
Binding Protein (CBP) at 11 developmental time points and for 6 histone marks for 6 
developmental time points from ModENCODE [17] and downloaded the Drosophila phastCons 
track [156] from UCSC Genome Browser [157]. We also examined the DNaseI chromatin 
accessibility from BDTNP and each of the 325 multi-species motif scores from Chapter 3. 
Multiple time points for CBP, histone marks, and accessibility were combined by selecting the 
best scoring time point per region. The 325 motif scores were summarized by the best per region, 
the average of all, and the number that were significant. These score features are independently 
evaluated for their ability to identify REDfly enhancers by the AUROC metric. 
Open chromatin, as indicated by high accessibility scores, was found to be the best 
method with an AUROC of 0.789. The occupancy profiles of the general transcriptional co-
activator CREB Binding Protein (CBP), as well as histone marks associated with enhancer and 
promoter regions (H3K4Me3, H3K4Me1, H3K9Ac, and H3K27Ac) were also predictive, while 
phastCons scores of evolutionary conservation and methods based on combining motif scores 
were considerably worse at discriminating REDfly enhancers (Figure 5.4).  
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Figure 5.4 Discriminative Features of REDfly Enhancers.  The ROC curves for methods of detecting 684 REDfly 
enhancers from 684 negative sequences. AUROC for each method is reported in the legend. 
These observations confirmed our decision to define our set of putative enhancers as 
those non-overlapping 500 bp segments that are among the top 10% most accessible regions in 
any of the four developmental stages: 5, 9, 11, and 14. In Chapter 3, we also demonstrated the 
utility of this single experimental assay in combination with motif scoring profiles in identifying 
major regulators of cell type specific co-expressed gene sets. We did not consider any genomic 
segments that overlapped exons or regions of tandem repeats by more than 50% of their length. 
As an additional filter, we only considered segments whose combined multi-species Brownian 
Motion motif score (sum over all 325 motifs) was above a threshold of 10. This filter was 
motivated by observations of the summed motif score distributions of REDfly enhancers. We 
henceforth refer to this putative set of enhancers defined by these accessible genomic segments 
as “open regions”. Table 5.2 shows that these regions are highly enriched for gene-proximal 
locations (≤ 5 kbp upstream of transcription start sites), similar to [106]. 
 
Table 5.2 Distribution of Open Regions.  Regions are assigned a label based on their position relative to their 
nearest gene depending on whether they are intronic, exonic (within CDS), or >20 kbp (Far), 5-20 kbp (Med), <5 
Location OpenRegion% Genome% Fold Change
FarUp 2.2% 5.2% 0.43
MedUp 5.6% 6.8% 0.83
NearUp 21.5% 10.2% 2.11
CDS 0.0% 13.3% 0.00
Intronic 53.4% 45.1% 1.18
NearDown 10.7% 8.8% 1.21
MedDown 4.8% 6.2% 0.77
FarDown 1.8% 4.5% 0.39
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kbp (Near) from the upstream or downstream end of the gene. The distribution of the open regions (in first column) 
is compared to the genome-wide distribution (in second column) with their fold change (in third column). 
5.3.2 Model training and evaluation metrics 
We sought to annotate the collection of open region for their most likely activity in the 
195 BDGP [113] based expression domains we defined in Chapter 3. We created a preliminary, 
“noisy” assignment of each enhancer to one or more expression domains based on gene 
proximity, gene expression annotations, and the accessibility profiles of enhancers. For a given 
expression domain, D, all open regions accessible during the appropriate developmental stage 
with at least one within 5 kbp neighboring gene annotated with D were preliminarily assigned 
with that expression activity. On average, about 14 expression domains were tentatively assigned 
to each enhancer, suggesting that further methods are required to resolve ambiguities.  
To further refine these tentative domain assignments, we learned computational models 
(classifiers) capable of predicting expression driven by an enhancer. This requires training sets of 
“positive” and “negative” examples, i.e., open regions known to drive or not drive expression in 
a particular domain. Reliable training sets of this type are rare for most expression domains. 
Enhancers from the REDfly database may be used for training models, but this would limit the 
model training to relatively few expression domains. Instead, we chose to train models on the 
numerous open regions putatively assigned to each domain, so that the positive (negative) 
training sets are likely to be enriched in (depleted of) enhancers of an expression domain. 
Incorporation of these “noisy training sets” also allowed us later to treat REDfly enhancers as 
“unseen” test data for evaluating the models.  
For each expression domain, D, we selected up to 500 “noisy” positive enhancers and an 
equal number of negative enhancers. We marked ¾ of these data for training and the remaining 
¼ for testing. The model is trained and the “test” AUROC is recorded. For the 40 expression 
domains with at least 10 open regions overlapping REDfly enhancers annotated with the domain, 
additional testing sets “REDfly vs. Open Regions” (RFVO) and “REDfly vs. Enhancers” 
(RFVE) are created. Both RFVO and RFVE test sets take the open regions overlapping the 
REDfly enhancers as positives. The negatives for the RFVO test set are sampled from the 
negatives from the general testing set. For the RFVE set, the negatives are chosen from open 
regions that are accessible during the developmental stage of D and overlap REDfly enhancers 
that are not annotated D. The RFVO test set allows us to evaluate if our classifier distinguishes 
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enhancers of the expression domain from other open regions, while the RFVE test set evaluates 
our ability to distinguish enhancers of the expression domain from other validated enhancers of 
other expression domains. The AUROC for the RFVO and RFVE test sets for the 40 applicable 
expression domains are also calculated and recorded.  
5.3.3 Formulation of enhancer activity model  
For each expression domain, we trained a “complete” linear model to discriminate 
positive and negative open region examples using features that correspond to each of the 325 
TFs in our collection and each of the four stages of development. Each TF-related feature was 
the product of four quantities: the multi-species motif score of the TF in the open region, the 
strength of statistical association between the TF’s motif and the expression domain, the 
expression annotation of the TF’s gene in the given expression domain, and the RNA-seq 
expression level of the TF’s gene in the appropriate developmental stage. Accessibility scores of 
the open region in each of the four developmental stages were also included as features modeling 
the open region.  
The activity-prediction model (henceforth called the “complete” enhancer model) for a 
domain D is formally described as:  
𝑦𝑟 = ∑ 𝛼𝑚
325
𝑚=1
𝑍𝑚
𝑟  𝑆𝑚
𝐷  𝐸𝑚
𝐷  𝑅𝑚
𝐷 + ∑𝛾𝑠𝐴𝑠
𝑟 
4
𝑠=1
+ β 
where  
 𝑦𝑟 is the prediction indicating whether region r is in the positive set 
 m is one of the 325 motifs 
 s is one of the four developmental time points (stage 5, 9, 11, and 13) 
 𝛼𝑚, 𝛾𝑠, and β are the domain-specific parameters 
 𝑍𝑚
𝑟  is the non-negative multi-species motif scores for region r for the mth motif 
 𝑆𝑚
𝐷  is the negative logarithm of the p-value of association between the expression 
domain D and the TF represented by the mth motif 
 𝐸𝑚
𝐷  indicates whether the TF related to the mth motif is expressed in D or in a 
related expression domain 
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 𝑅𝑚
𝐷  is the “fragments per kilobase of exon per million fragments mapped” 
(FPKM) reported from [158] for the TF related to the mth motif in the 
developmental stage related to expression domain D 
 𝐴𝑠
𝑟 is the chromatin accessibility score for region r for the sth developmental stage.  
In Figure 5.5, we illustrate the training set selection, the model features and formulation, 
and our procedure annotating cell type specific enhancers (explained in the Section 5.3.5). 
 
Figure 5.5 Enhancer Modeling Pipeline.  To train an expression domain specific model of enhancer activity, our 
linear model combines each putative enhancer’s accessibility features with TF features that are the product of the 
motif score, the importance from TF-domain analysis, and the TF’s expression from in situ annotations and from 
RNA-seq data. “Good” models (RFVO AUROC > 0.7 or test AUROC > 0.6) are applied to annotate likely 
enhancers of domain specific expression genome-wide. 
Our “complete” linear models exhibited an AUROC of at least 0.7 on RFVO test sets 
from 21 of the 40 expression domains where RFVO evaluation was possible. Sixteen of 40 linear 
model classifiers exhibited an AUROC of at least 0.7 when evaluated with the RFVE test set, 
which did not occur in any negative controls. For the remaining 155 expression domains, REDfly 
evaluations were not possible and AUROCs were obtained using “left-out” test sets from the 
noisy training sets. Fifty-six of these expression domains exhibited a test AUROC of at least 0.6, 
a level of discrimination observed on only 3 of 155 domains in negative controls. We allow for 
the lower AUROC threshold because we expect the model will be unable to capture these noisy 
test sets as well. Overall, we learned accurate models for 77 of the 195 expression domains.  
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5.3.4 Comparison to other models 
We applied the same evaluation framework to compare the “complete” model (containing 
TF motif, TF expression, and accessibility information) to simpler variants that ignored certain 
types of features. For instance, we found the complete model to accurately predict more 
expression domains than analogous linear models that incorporate only motif features (“Motif * 
Express”) or only accessibility features (“Access”) (Figure 5.6). The advantage of using motif 
features over only accessibility-based features was most conspicuous for earlier expression 
domains prior to developmental stage 13.  
 
Figure 5.6 Comparison of RFVO AUROCs.  For four different model constructions, we calculated the 
corresponding AUROC using the RFVO test set on each of the 40 expression domains. The distribution of these 
forty values is visualized with the x-axis showing a particular value of the AUROC and the y-axis indicating the 
percentage of the domains with a stronger AUROC. Of the four models compared, the best model, “Motif * Express 
+ Access”, combines 325 motif based features with four accessibility based features in a linear model (see panel C).  
Since our approach incorporates computationally predicted TF-DNA binding, it is 
reasonable to compare it to a baseline that utilizes TF-DNA binding data from ChIP experiments 
in a similar manner. To this end, we trained an alternative classifier where TF-related features 
utilized 69 publicly available genome-wide ChIP profiles rather than the 325 motif profiles 
computed by us (see Chapter 3).  
The form of the full enhancer model using ChIP and TF expression data for a domain D 
is described as:  
𝑦𝑟 = ∑𝛼𝑐
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𝑐=1
𝐶𝑐
𝑟 𝐸𝑐
𝐷 𝑅𝑐
𝐷 + 𝛽  
where  
 𝑦𝑟is prediction indicating whether region r is in the positive set 
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 c is from the 69 ChIP datasets 
 and 𝛼𝑐 and 𝛽 are the domain-specific parameters 
 𝐶𝑐
𝑟 is the averaged ChIP score for the region r for the cth ChIP set 
 𝐸𝑐
𝐷 indicates whether the TF related to the cth ChIP dataset is expressed in D or in 
a related expression domain 
 𝑅𝑐
𝐷 is the fragments per kilobase of exon per million fragments mapped (FPKM) 
reported from [158] for the TF related to the cth ChIP dataset in the 
developmental stage related to expression domain D.  
The “complete” motif-based model performed accurately on more expression domains 
than the ChIP-based models (Figure 5.6), suggesting that having computationally characterized 
TF-DNA binding features spanning more TFs is better than relying on experimentally 
characterized occupancy for fewer TFs. On closer examination, we noted that an improved 
performance of motif-based models over ChIP-based models frequently corresponded to 
expression domains from developmental stages 13-16. This may be because of poor temporal 
resolution of these stages in the available ChIP data or because the crucial TFs of these later 
stages have not yet been subjected to ChIP assays.  
We also compared our linear classification method to other classification schemes such as 
logistic regression and support vector machines. Overall, we found the linear model to perform 
marginally better. The regression model also has the advantage that the explicit activity pattern 
predictions are easily interpreted, compared to other machine-learning techniques such as 
Bayesian networks [49] or support vector machines [38]. 
5.3.5 Application to enhancer annotation 
We next attempted to assign expression activity to putative enhancers using the motif-
based models trained as above, focusing on the 77 expression domains for which such models 
were assessed to be accurate. We attributed an expression domain to an open region if one of the 
neighboring genes is annotated with the domain and the complete model for the domain scored 
the open region in the top 5% of all 23,529 open regions genome-wide (Figure 5.5). This resulted 
in a compendium of 7,824 high-confidence enhancer activity predictions spanning 4,197 open 
regions. Over 30% (2,354) of these predictions involved putative enhancers located > 5 kbp 
away from the target gene. A large number corresponded to annotated REDfly enhancers, even 
though these enhancers had not been seen in training models. In order to evaluate the accuracy of 
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genome-wide enhancer activity prediction for each REDfly enhancer, we examined the strength 
of its association with each possible expression domain (as predicted by the appropriate model) 
and found that the experimentally annotated expression domain ranked first significantly more 
often than expected by chance. This result was stronger with predictions by the motif-based 
models than with equivalent predictions by ChIP-based models. One successful example of 
enhancer activity assignment procedure comes from the string (STG) gene locus (Figure 5.7). In 
this region, there are a number of REDfly enhancers annotated to drive expression in the ventral 
nerve cord and the ventral epidermis. We highlight five open regions in this locus whose 
predictions for domain specific expression agree with the known expression patterns of 
overlapping REDfly enhancers. 
 
Figure 5.7 Annotated Enhancer Example.  Genome browser view of enhancer predictions near stg gene with the 
position and structure of genes is shown at the top. At the bottom, the chromatin accessibility from DNaseI-seq of 
four developmental time points is shown as colored profiles. Each possible expression domain of stg is shown 
(“Gene Expression Domains”) and color-coded. The “REDfly enhancers” are shown with the fill and border color 
matching their annotated gene expression domains. Finally, the “Open Region Assignments” show which expression 
domains are likely driven by each 500 bp open region. The color and size of the open region box indicate the driven 
expression domain and the significance of the prediction. Five different open regions are circled where the most 
significant expression domain prediction is consistent with the annotation of an overlapping REDfly enhancer. 
5.4 Discussion 
In this chapter, we presented enhancer modeling approaches to address the problem of 
annotating enhancers throughout the genome. We began by creating a model of enhancer activity 
in the well-studied A/P segmentation system from validated collections of known enhancers and 
TF regulators. We demonstrated how to annotate additional enhancers on A/P genes from this 
model and to build regulatory gene networks that were more specific than ChIP. We then 
attempted to assess this enhancer modeling approach on 195 cell types in the Drosophila 
embryo, most of which have no validated enhancers and very limited knowledge of TF 
regulators. With the incorporation of stage specific chromatin accessibility information and our 
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methods for identifying regulatory TFs, we were able to build and apply models of enhancer 
activity for over 75 of the cell types.  
In the study of the A/P system, we introduced a novel similarity score for comparing a 
predicted enhancer activity pattern to the expression of its neighboring gene. We applied this 
pattern generating potential (PGP) as a tool to annotate the non-coding genome. Unlike the 
similar “regulatory potential” score of [159], which generally classifies non-coding sequences as 
regulatory or neutral, PGP scores sequences by their ability to contribute to the specific 
expression pattern of a nearby gene. It further facilitates a quantitative inference of TF-enhancer 
interactions, whose validity may then be assessed though in vivo observations. We have 
specifically applied this approach to the A/P network, but it should be applicable to any system 
in which adequate expression data is available for relevant TFs, enhancers, and target genes. It is 
especially relevant to systems with complex expression patterns that may include distinct spatial 
and temporal dimensions. One example application is suggested by [160]. In their work, they 
categorized lateral gene expression in the Drosophila oocyte as unions and intersections of two-
dimensional primitive patterns. These primitive patterns are mapped onto the oocyte in order to 
partition it into non-overlapping regions, which may form the bins of expression in the PGP 
modeling framework. There are many other datasets where these techniques could be applied 
where complex gene expression patterns are captured by automated image-processing pipelines.  
The logistic and linear models presented in this chapter are “simpler” than 
thermodynamic models of the sequence to gene expression relationship [44, 45]. At the same 
time, they perform well compared to the thermodynamic model and have the added advantages 
of easily incorporating multiple species comparisons and of computations that are orders of 
magnitude faster. This enables fast, genome-wide prediction of other enhancers, examination of 
the effect of each motif on each putative enhancer, and empirical assessment of its statistical 
significance through permutation tests. However, the regression model does not incorporate 
known mechanistic features of enhancer function, such as cooperative TF binding. More detailed 
models of enhancer function have been developed for individual enhancers [151, 161, 162], 
which accurately describe changes in enhancer activity over developmental time or due to 
mutation. While models with additional parameters may provide better predictions, they also 
require additional prior knowledge and may not generalize as well. We also note that the TF 
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motif scoring incorporated in our models are based on evolutionary conservation at the ~500 bp 
resolution and are thus likely robust to local turnover of sites [163].  
Finally with high throughput technologies becoming the norm [164] for predicting 
enhancer locations, the challenge of enhancer functional annotation is increasingly important. 
Our work represents one of the most ambitious attempts to date at tackling this challenge, 
assigning activity to enhancers for as many as 77 of the 195 expression domains. Prior work in 
the field has attempted this with one [44, 45] or a handful [38, 39, 48, 134] of domains. Since 
validated training datasets are generally not available for most tissues, we considered the 
possibility of defining “noisy” training sets of enhancers active in an expression domain based on 
their accessibility and the distance and expression of their nearby gene. This pragmatic choice 
allowed us to successfully build regulatory maps for many domains beyond the handful with 
validated enhancers. We found our motif-based approach to annotate enhancer activity to be as 
effective as an analogous approach based on ChIP data. This is not a fair comparison since one 
method incorporates motifs for 325 TFs and the other relies on ChIP data for 40 TFs. However, 
the comparison should be interpreted in light of the costs of generating equivalent data for the 
two methods, a single accessibility profile for the domain versus hundreds of ChIP-seq 
experiments.  
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6 CHARACTERIZING GENE SETS WITH RANDOM WALKS ON 
HETEROGENEOUS BIOLOGICAL NETWORKS 
6.1 Background 
In the previous chapters, we have focused on characterizing co-expressed gene sets by 
common transcriptional regulatory features of the genes. However, this is only one way in which 
the co-expressed genes might be related; these genes may also exhibit other relationship such as 
shared protein domains, evolutionary origins, biological processes, etc. The experimental 
techniques to characterize genes and the public databases of curated annotations are rapidly 
increasing and incredibly diverse. There are resources with data on gene sequence conservation 
(e.g. OrthoDB [165]), protein sequence function annotation (e.g. Pfam [166]), condition specific 
transcript expression levels (e.g. GEO [167]), physical and genetic protein interactions (e.g. 
BIND [168]), associations of genes with diseases (e.g. OMIM [169]), detailed reaction pathways 
(e.g. KEGG [11]), curated annotations of proteins of their cellular localization and function (e.g. 
Gene Ontology [10]), binding to and chemical marks of chromatin (e.g. ENCODE [86]), etc. 
This chapter will address the challenge of incorporating these heterogeneous data from multiple 
sources (“types”) into the task of characterizing a given gene set and identifying additional genes 
that are important and related.  
One broad approach that researchers employ to perform analysis with these different 
public resources is to represent the data in a biological network. Rather than using each data 
source, one at a time, to analyze a co-expressed gene set, sources may be integrated within a 
network and simultaneously leveraged to identify related genes. This idea was rigorously tested 
in the MouseFunc challenge [52] where nine algorithms for integrating genomic evidence in a 
heterogeneous biological network of mouse genes were evaluated for their ability to discover 
genes functionally related to a given gene set. Other network-based gene ranking algorithms 
have been applied to the important tasks of identifying driver genes in cancer [53], potential gene 
targets for drugs [55] or microRNAs [170], and disrupted protein complexes involved in disease 
[171]. Network-based analyses of gene sets have also been designed to extend and annotate gene 
modules [172], quantify gene set enrichment for functional molecular networks [51], identify 
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frequent subnetworks shared across multiple diseases [173], or cluster and find signatures of 
cancer subtypes [54, 174].  
Most gene set analyses performed on a biological network from heterogeneous data 
sources discard a majority of the data in the construction of the network. Most commonly [51, 
53, 54], the rich and diverse public datasets are converted to homogeneous gene-gene networks: 
these vastly simplified networks contain only nodes representing genes of a single species and 
unweighted edges of a single type. In these homogenous networks, the edges only represent a 
relationship between a pair of genes, but details about the number, types, and strength of the 
evidences for that relationship is lost. Algorithms that rely on these networks assume that all 
relationships in the network are as reliable as any other. Others improve upon this unweighted, 
homogeneous (one edge type) network of gene-gene interactions by weighting the edges based 
on the strength of relationship (e.g. transformed correlation values [51]). However, the 
calculation of these weights often involves the assumption that each type of relationship (i.e. 
source database or experimental assay) is equally valuable. There are several papers with specific 
applications (e.g. identifying interactions between pharmacological drugs and their protein 
targets [55] or between genes and diseases [56]) that integrate biological networks containing 
more than one edge or node type. However, the networks in these papers usually have a structure 
specific to their system of interest; most often containing nodes of two different types and three 
types of edges capturing similarity within each type of node sets and the known relationships 
between them. Although they construct heterogeneous networks, they strictly rely on the 
structure of the problem and do not attempt to incorporate data from all possible sources.  
GeneMANIA [57] is a popular, network-based gene ranking algorithm that performed 
well in the MouseFunc evaluations. The GeneMANIA approach specifically integrates data from 
many different sources without sacrificing the edge source information. Data from each source 
informs the creation of its own “affinity” network of gene-gene interactions. The multiple 
affinity networks are up- or down- weighted based on their relevance to the original functional 
gene set before being combined into a single composite network [175]. While the GeneMANIA 
approach works well and specifies the types of edges that are most important to the ranking task, 
it still discards the specific details about the gene-gene relationship when constructing each 
affinity network. For example, the edges within a Gene Ontology affinity network indicate that a 
70 
pair of genes share a GO annotation, but does not preserve which annotation(s) that it may have 
been.  
Our goal in this chapter was to develop an algorithm that identifies genes related to a 
given set using biological networks that maintain detailed information from public data sources. 
Our algorithm was explicitly designed to work on networks with heterogeneous node and edge 
types that represent the complete collection of public knowledge. We relied on the algorithm to 
perform the gene ranking task and simultaneously return the specific, relevant network features. 
Like many other network ranking algorithms that rely on guilt-by-association approaches [53, 
54, 176], our algorithm implemented a modified random walk with restart (RWR). However, 
unlike other methods, we employed a first round of RWR to simplify our large, noisy network of 
all public data and to report the features related to the given gene set. We found improved 
ranking results after a second stage RWR using only the relevant features of the original 
network. We evaluated our method’s ability to recover left out genes from the expression domain 
gene sets of Drosophila embryonic development from Chapter 3 and Chapter 5. We showed that 
our gene ranking method improves when multiple data sources are combined and when 
additional species are added to create the original network. We finally applied the algorithm to a 
multi-species study of aggression in social animals [7]. 
6.2 Building a heterogeneous network 
Our first task was to construct a heterogeneous network, which represents specific 
information from multiple public resources. We started by adding a “gene” node to our network 
for every gene in a species. We connected a pair of gene nodes with an undirected “homology” 
edge with significant protein sequence similarity if their BLAST e-value score [177] was less 
than 0.01. Additionally, we assigned weights to the homology-based edges that are calculated 
from the z-transform of their e-value significance (maximum value is set to a z-score of 8). We 
then created “feature” nodes in the network that represent computationally or experimentally 
derived characteristics of genes. The feature nodes derived from the same data source are said to 
have the same “feature type”. A feature node was always connected to genes nodes by undirected 
edges of the same feature type with weights proportional to the reliability of the feature 
annotation. To incorporate protein structure data into our network, we first created ~3,700 new 
feature nodes of type “prot_domain”, each representing a protein domain from Pfam [166]. We 
then connected each “prot_domain” type feature node to all of the gene nodes whose protein 
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contained that domain, as identified by HMMER [178] scans. The weight of the new edge was 
the thresholded z-transform of the HMMER e-value score of that domain in that gene. Homology 
and protein domain information was included for every species included in the network. 
Additionally, in our Drosophila melanogaster network, we incorporated hundreds of 
feature nodes of type “motif” that represent distinct TF binding specificities (motifs). A motif 
node connected to the genes whose 5 kbp upstream regulatory region contain the motif, i.e., if 
the regulatory region includes one of the top 0.5% of the highest scoring 500 bp windows 
genome-wide as scored by the Stubb program for that motif [35]. The weights on these edges 
were the z-transform of that window’s empirical p-value (see Chapter 3). Also for the D. 
melanogaster network, we incorporated feature nodes of type “ChIP”, representing TF 
occupancy obtained from each of 75 ChIP-seq experimental datasets corresponding to the early 
fruit fly embryo (see Chapter 3). Each “ChIP” type feature node represented an experimental 
assay and was connected to a gene if the TF in the developmental stage assayed binds to the 
gene’s 5 kbp upstream gene regulatory region. The specifics of assigning weights to these edges 
were the same as those for “motif”-gene edges. 
For the network used to study aggression across species, we defined 1,827 feature nodes 
of type “Gene Ontology”, each one representing a term from Gene Ontology [10]. GO 
annotations for three species (human, mouse, and fly) were downloaded from Ensembl [179] and 
only terms with at least 20 annotated genes across the three species became feature nodes and 
were connect to their annotated genes in the three species. The edges of this feature type had 
weight 2 if the corresponding GO annotation was curated and weight 1 if it was inferred 
computationally. Also for the aggression study, we added 12 mouse-specific “brain atlas” feature 
nodes derived from gene expression information produced as part of the Allen Brain Atlas [4]. 
Each feature nodes corresponded to a specific region of the mouse brain and each connected with 
an edge of weight 1 to the 100 genes that are most specifically expressed in that region. 
For each application of our algorithm, we created a weighted, undirected network, 
choosing some or all of the above-mentioned components, as appropriate. Given k selected 
feature types, our initial network was constructed with gene nodes G and sets of feature nodes 
for each different type, 𝐹1, 𝐹2, … 𝐹𝑘, (e.g. “motif”, “brain atlas”, etc.). We represented the edges 
of this network with an adjacency matrix with the form  
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𝑀 =
[
 
 
 
𝑀𝐺𝐺 𝑀𝐺𝐹1
𝑀𝐹1𝐺 ⋱
⋯ 𝑀𝐺𝐹𝑘
⋮
⋮
𝑀𝐹𝑘𝐺 ⋯
⋱ ⋮
⋯ 𝑀𝐹𝑘𝐹𝑘]
 
 
 
 
where all of the homology type edges were contained in the submatrix 𝑀𝐺𝐺 , while 𝑀𝐹𝑖𝐺 
and 𝑀𝐺𝐹𝑖 were the submatrices that represent edges between all feature nodes of type i and genes 
in G. There were no edges between feature nodes, meaning 𝑀𝐹𝑖𝐹𝑗 = 𝟎 for all i, j.  
6.3 Functional annotation from two stage random walk  
Given a biological network M, a novel experimental gene set (referred to as the “query” 
set Q), and the universe U of genes to rank, we employed a two stage algorithm based on a 
modified random walk with restart (RWR) approach [180] to rank the gene nodes of U. The 
algorithm also ranks the feature nodes in the network by their relevance to the query set Q. One 
may understand the effect of a RWR algorithm by imagining a walker on a node in the network. 
With probability (1-c), where c is the restart parameter, the walker follows an outgoing edge to a 
neighboring node and with probability c, the walker resets to one of the genes in the “restart set”, 
defined as the query set Q in our algorithm. In properly formed networks over the long run, the 
probability distribution of the walker over all nodes will converge to a so-called stationary 
distribution. This distribution produces a ranking on all nodes that incorporates the 
connectedness of the node in the network as well as the proximity of the node to the query set. In 
the first stage of our algorithm, we applied RWR to find the highest ranking feature nodes to 
extract a relevant subnetwork of the initial network. The results of the second stage RWR on the 
subnetwork provide us the final rankings of nodes in U. Both stages are described in detail 
below. 
6.3.1 Algorithm design 
Before applying our RWR algorithm, we first must normalize the edge weights in the 
initial heterogeneous, biological network. We first normalized the weights of all edges of the 
same type (e.g. all homology edges, or all edges connecting genes to nodes of type 
“prot_domain”) to create the normalized adjacency matrix N. In terms of our notation, for any 
two sets of nodes of a given type (X and Y) where at least one is the set of gene type nodes: 
(𝑁𝑋𝑌)𝑖,𝑗 =  
(𝑀𝑋𝑌)𝑖,𝑗
∑ (𝑀𝑋𝑌)𝑖,𝑗𝑖,𝑗
⁄  
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We did this to equalize the global probability of the walker following a specific edge 
type. For example, even though “motif” type edges might account for 10 times the weight as the 
“prot_domain” edges, this heuristic adjusted the edge weights so the walker takes “motif” edges 
as often as “prot_domain” edges overall.  
Next we normalized each of the columns the matrix N to form a transition matrix, A. 
𝐴𝑖,𝑗 =  
𝑁𝑖,𝑗
∑ 𝑁𝑖,𝑗𝑖
⁄  
The value 𝐴𝑖,𝑗 is the probability that the walker following an outgoing edge will transition 
from node j to node i.  
We define 𝒗𝒕 to be calculated probability distribution (or “relevance vector”) of the 
walker over all nodes in the network after t steps of the RWR algorithm. We initialized this 
probability distribution, 𝐯𝟎, to be the uniform distribution over all nodes by default. Each step of 
the random walk is notated as:  
𝐯t+1 = (1 − c)𝐀𝐯𝐭 + c𝛂 
where c is the restart probability and 𝛂 reflects the probability of jumping to a gene in the 
restart set. When the restart set is defined as the set of query genes Q, then  
 𝜶𝑖
𝑄 =  {
1
|𝑄|⁄
0
 for gene nodes in Q 
As the random walk is irreducible and aperiodic, the iterative update of this procedure is 
guaranteed to converge to the stationary distribution of the random walk regardless of the initial 
probability distribution 𝐯𝟎. We ran iterations of the RWR with the query set defining the restart 
set (𝛂 =   𝜶𝑄 ) until the relevance vector converged (|𝐯t+1 − 𝐯𝐭 | <  0.05). We notate this 
converged probability distribution as ?̃?𝑸. The ranking of all nodes by the probabilities of ?̃?𝑸 is 
referred to as the “stage 1 query ranking”. We repeated the RWR procedure using the set U of all 
genes we are trying to rank as the restart set (in place of set Q above). We arrived at a second 
converged relevance vector ?̃?𝑼 and refer to the ranking it induces on all nodes as the “baseline 
ranking”. Note, ?̃?𝑼 captures the overall relevance/importance of each node in the network 
without consideration of the query set, whereas ?̃?𝑸 incorporates overall network structure as well 
as proximity to the query set. Therefore, to find the feature nodes most specifically relevant to 
the query genes, we examine the difference between these vectors, ?̃?𝑸 − ?̃?𝑼, as described next.  
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For the second stage of our two stage RWR, we selected the 50k most query specific 
feature nodes (greatest values in ?̃?𝑸 − ?̃?𝑼,) and created a subnetwork M’ from the initial matrix 
M by removing all non-selected feature nodes and their connected edges. Thus, 
𝑀′ =
[
 
 
 
 
𝑀𝐺𝐺 𝑀𝐺𝐹1′
𝑀𝐹1′𝐺 ⋱
⋯ 𝑀𝐺𝐹𝑘′
⋮
⋮
𝑀𝐹𝑘′𝐺 ⋯
⋱ ⋮
⋯ 𝑀𝐹𝑘′𝐹𝑘′]
 
 
 
 
 
where 𝐹𝑖
′ represent only selected feature nodes of feature type i. Using the same 
normalization procedure as above, renormalized M’ by type and converted it to the transition 
matrix A’. We repeated the random walk using A’ and  𝜶𝑄  (restart set defined from the query set 
Q) until we converged to the new relevance vector ?̃?𝑄
′ . The ranking of all nodes induced by this 
relevance vector was called the “stage 2 query rankings”.  
6.3.2 Evaluation of two stage RWR algorithm 
We employed a cross validation scheme to evaluate the results of our ranking method. 
For each given gene query set, we held out 10% of the genes for testing, 𝑄𝑇𝑒, and the remaining 
90% of the gene set are supplied to the algorithm as the query set 𝑄𝑇𝑟. With a query set 𝑄𝑇𝑟 , we 
produced the “stage 1 query rankings”, identified the relevant features nodes and extracted the 
query specific subnetwork, and repeated the RWR to produce the stage 2 query ranking. From 
the calculated rankings and the held out test sets 𝑄𝑇𝑒, we produced receiver operating 
characteristic (ROC) curves and quantified the performance of our algorithm with the area under 
these curves (AUROC).  
6.4 Evaluations in Drosophila developmental cell types 
We first applied our gene ranking and feature selection algorithm to the sets of genes 
defined from insitu images of gene expression in Drosophila embryos from BDGP [113]. For 
this analysis, we focused on 92 spatio-temporal expression domains that contained between 100 
and 1200 genes with the specific expression pattern. We applied the algorithm to each expression 
domain gene set separately and evaluated gene rankings with the AUROC on the held out test 
set. In this application, we tested the feasibility of our algorithm to find additional genes related 
to each query set (using the AUROC measures described above). This application is important in 
instances where experimental annotation of genes has a non-trivial cost (as with image in situ 
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hybridizations). Finding related genes through our gene ranking procedure provides investigators 
a limited number of additional genes to assay.  
We began by creating a Drosophila -specific heterogeneous network that contained the 
“homology”, “prot_domain”, ”motif”, and “ChIP” type edges described in Section 6.2. The 
number of nodes and edges of each feature type are described in Table 6.1. For each of the 92 
expression domain gene sets, we ranked the 13,609 gene nodes in this network and reported on 
where the held out genes fall in this ranking. We also found the most relevant features nodes for 
each gene set. 
 
Table 6.1 Composition of Drosophila Network.  Lists the number of nodes and edges of each type in the 
heterogeneous network containing only Drosophila genes. 
6.4.1 Results on Drosophila networks 
The AUROC values on the 92 expression domain gene sets are shown in Figure 6.1. We 
observed that the rankings produced by our second stage RWR are better than the rankings from 
the first stage. For instance, the AUROC of the two stage procedure is > 0.6 for 76 of the 92 gene 
sets, while that of the first stage along is >0.6 for only 66 gene sets. (0.656 > 0.643). The 
improvement in the second stage presumably resulted from removing unrelated features for a 
particular query gene set from the random walk. Since we do not know a priori which features 
may be important to any given set, this two-stage approach allows us to begin with all known 
data encoded in the network, reduce to a relevant subnetwork, and produce better rankings. This 
is an important improvement over a majority of RWR algorithms that only produce rankings 
from the original networks that contain edges potentially irrelevant to the query gene set. 
FeatureType nNodes nEdges
homology 13,609  270,125  
motif 223       222,191  
prot_domain 3,579    34,244    
ChIP 75          53,710    
Total 17,486 580,270 
76 
 
Figure 6.1 Comparison of Stage 1 and 2 Rankings on Drosophila Heterogeneous Network.  We compared the 
rankings produced at the end of the first stage random walk to the second stage random walk on query specific 
networks. We calculated the average stage 1 and stage 2 AUROCs for each of the 92 expression domains and then 
plot the number of domains (y-axis) that were above each possible AUROC threshold (x-axis). 
The next observation was that rankings are better due to our use of a heterogeneous 
network that combined data from multiple sources. Instead of the heterogamous network (with 
four different edge types) that was used in the test reported above, we produced four separate 
networks each with only the edges of a single type. We ran our two-stage algorithm on the 92 
expression domain gene sets on each network and found that the heterogeneous network 
provides the highest AUROC on average (0.656). In general, the heterogeneous network 
outperformed the homogeneous “prot_domain” and homogenous “ChIP” networks, which were 
much better than the homogenous “motif” network (Figure 6.2). At high AUROC thresholds 
(0.8), the homogenous “prot_domain” network was able to correctly rank genes of expression 
domains including sensory system (stage 13-16), germ cell (stage 9-10), procephalic ectoderm 
AISN (stage 4-6), and embryonic anal pad (stage 13-16). However, at moderate thresholds of 
AUROC (0.65), the number of significant expression domains from the heterogeneous network 
(47) is much more than from the homogenous “prot_domain” network (32). The “ChIP” only 
network was expected to outperform the “motif” only network because the ChIP data was from 
the corresponding developmental stage. 
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Figure 6.2 Comparison of RWR on Different Drosophila Networks.  We compared the stage 2 rankings produced 
by our algorithm when the initial network was defined by single (“Domain”, “ChIP”, “Motif”) or “Heterogeneous” 
feature types. We calculated the stage 2 AUROCs for each of the 92 expression domains and then plot the number of 
domains (y-axis) that were above each possible AUROC threshold (x-axis). The inset shows more detail for the 
chart region of high AUROC.  
The first step of our procedure was to normalize the initial adjacency matrix by edge type 
to equalize the global probability that a walker follows a particular edge type. Without this 
normalization procedure, the average AUROC results of our two-stage method on the 
heterogeneous network are somewhat worse (0.646). We also examined the main parameter of 
the RWR method, the restart parameter, c. We ran the two-stage procedure on the heterogeneous 
network with six different values of the restart probability between 0 and 1. We found the best 
performance with the relatively high restart probability of 0.7 (Figure 6.3). The restart 
probability controls the influence of the network structure and the proximity of the query set on 
the final relevance vector. A high restart probability may be needed in the first stage to select 
relevant feature nodes that are more proximal to the query set than that are functioning as hubs in 
the network.  
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Figure 6.3 Effect of Restart Probability.  For seven separate values of the restart probability (x-axis), we calculated 
the stage 2 AUROCs for each of the 92 expression domains and plotted the average value (y-axis). 
6.4.2 Two stage RWR on multi-species networks 
Our algorithm was designed to work with large, heterogeneous networks built from many 
public databases of biological knowledge. With improving high throughput sequencing 
techniques, the number of publicly available genomes is rapidly growing. We next sought to test 
whether including additional genomes in our biological network would improve ranking 
performance on the developmental gene sets. To this end, we constructed a “5 Insect” network 
with gene nodes representing genes from the fruit fly D. melanogaster, the mosquito A. gambiae, 
the honeybee A. mellifera, the jewel wasp N. vitripennis, and the beetle T. castaneum. As 
described in Section 6.2, the gene nodes within and between the five species were connected 
with weighted “homology” edges when they share high protein sequence according to BLAST. 
Additionally, all “prot_domain” and “motif” feature nodes were connected to gene nodes in all 
five species in the manner described in 6.2. Since the ChIP experiments were only available for 
Drosophila, the “ChIP” feature nodes only connect to fruit fly gene nodes. The new network had 
five times the number of species, but thirteen times the number of edges (Table 6.2). This was 
mostly due to the homology edges, which account for 78% of the edges in the “5 Insect” 
network.  
 
Table 6.2 Composition of 5 Insect Network.  Lists the total number of nodes (“nNodes”) of each feature type as 
well as the number of incoming edges (“nEdges”) of each feature type for all genes nodes of a given insect in the 
multi-species, combined heterogeneous network. 
FeatureType nNodes mosquito fly bee wasp beetle Total
homology 58,147    1,157,075  1,115,104  958,832     1,428,339  1,289,844  5,949,194   
motif 222         285,774     165,577     208,123     339,611     429,526     1,428,611   
prot_domain 3,671      31,372        34,244        31,865        33,701        35,039        166,221      
ChIP 75            53,710        53,710        
Grand Total 62,115   1,474,221 1,368,635 1,198,820 1,801,651 1,754,409 7,597,736  
nEdges
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Although there were 58,147 gene nodes, spanning five species, in this new network, our 
task was still to rank the 13,604 gene nodes in Drosophila for their relatedness to a specific 
developmental gene set. For this reason, the universe U of genes needed to calculate the 
“baseline ranking” in the first stage comprised only fruit fly genes. In this way, the baseline 
ranking shows the relevance of the features nodes with respect to the network and all fruit fly 
genes. This careful construction of the baseline ranking prevents features like the “ChIP” nodes 
that are Drosophila specific from always being selected as relevant features for the second stage 
simply because they are only connected to genes from the same species as the query genes. Apart 
from this modification, the two-stage RWR ranking algorithm and its evaluations were run on 
the “5 Insect” network in the same manner as Drosophila network discussed above. Because of 
the increased size of the data, number of iterations required to converge, and computational 
demands to perform the algorithm on the “5 Insect” network, we focused on only 12 of the 92 
expression domains (Table 6.3). 
 
Table 6.3 List of Selected Expression Domains.  Twelve expression domains from various developmental stages 
and gene set sizes were selected for additional analysis. 
The average AUROC value for the stage 2 query rankings using the “5 Insect” 
heterogeneous network was higher (0.752) than the corresponding value on the Drosophila only 
heterogeneous network (0.728) (Figure 6.4). As before, the stage 2 rankings in the “5 Insect” 
heterogeneous network were also better than the stage 1 rankings. The improvement upon 
incorporating additional species was in addition to the improvement we observed with 
heterogeneous over homogenous networks. The “5 Insect” network contained many additional 
nodes and edges that do not directly relate to the fruit fly genes we are ranking. However, the 
Expression Domain Stage #Genes
brain primordium 11-12 779
dorsal ectoderm anlage in statu nascendi 4-6 255
dorsal ectoderm primordium 9-10 217
dorsal epidermis primordium 11-12 354
embryonic dorsal epidermis 13-16 714
embryonic ventral epidermis 13-16 638
procephalic ectoderm anlage in statu nascendi 4-6 229
procephalic ectoderm primordium 9-10 426
ventral ectoderm anlage in statu nascendi 4-6 221
ventral ectoderm primordium 9-10 287
ventral epidermis primordium 11-12 295
ventral nerve cord primordium 11-12 720
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advantage of the network approach is that many indirect connections contribute meaningfully to 
the rankings. Presumably, more meaningful “motif” or “prot_domain” features will be conserved 
in multiple species and form dense subnetworks within our “5 Insect” heterogeneous network. 
The relevance of these nodes within dense subnetworks containing query genes will be 
additionally increased by the RWR algorithm, and the feature nodes corresponding to these 
conserved “motif” or “prot_domain” features will be ranked higher for selection for the second 
stage. 
 
Figure 6.4 Comparison between Single and Multi-Species Networks.  We compared the stage 1 and stage 2 
rankings when the initial network was defined as the heterogeneous network either from a single species (“Fly”) or 
from multiple species (“5Insect”). We calculated the AUROCs from each stage’s rankings for each of the 12 
selected expression domains and then plot the number of domains (y-axis) that were above each possible AUROC 
threshold (x-axis). 
6.4.3 Query specific feature nodes 
To create the query specific subnetwork for the second stage RWR, we identified the set 
of feature nodes that are the most specifically relevant to the query gene set. If there are k feature 
types, we select 50k feature nodes to be included in the subnetwork. Of the 150 features nodes 
selected from our heterogeneous Drosophila network, on average, 6 were “motif” nodes, 107 
were “prot_domain” nodes, and 38 were “ChIP” nodes. This was a strong enrichment for ChIP 
feature nodes, which only account for 2% of all feature nodes. This enrichment is not surprising 
given that the ChIP features were derived from experiments performed in the same 
developmental stages as query gene sets. This was a crude confirmation that our feature selection 
procedure is selecting query relevant features. Some ChIP feature nodes were selected for many 
(>65) of the 92 different query gene sets. These nodes corresponded to the DNA-binding of 
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pioneer factors TRL and VFL or important developmental regulators, such as TWI, HB, and 
EVE. The zinc-finger, homeobox, and helix-loop-helix protein domains also appeared as selected 
features for more than 50 of the 92 expression domains. These were the most common DNA-
binding protein domains, and their appearance on the list of most relevant features is consistent 
with the common knowledge that transcription factors are a key component of gene expression 
control during development. We also compared the feature selection results between “5 Insect” 
and “Drosophila only” evaluations. For the 12 selected expression domain gene sets, a total of 
1800 features were selected in each evaluation. 1540 (85%) of the features selected in the “Fly” 
only analysis were also selected in the corresponding test using the multi-species network. 
6.4.4 Comparison to GeneMANIA 
We attempted to compare the performance of our two-stage random walk-based ranking 
procedure to the popular tool GeneMANIA. This tool implements label propagation on a gene-
“gene affinity network” to rank genes on their similarity to a given set. The only data type in our 
previous analysis that has already been preprocessed into a GeneMANIA affinity network was 
the “prot_domain” feature type of Pfam domain annotations. In the GeneMANIA affinity 
network, two genes are joined if they share Pfam domains, but the number and types of the 
domains shared are lost in the collapsed one edge representation. In our network, we explicitly 
connected gene nodes that share protein domains to the same feature node (representing that 
protein domain) preserving the specific details of gene-gene relationships. Using 10% of each 
expression domains as test sets and the AUROC evaluation metric, we compared the 
GeneMANIA algorithm with its Pfam protein domain affinity network to our two-stage RWR 
method with the homogeneous “prot_domain” network in Drosophila. We found that our two-
stage algorithm outperforms GeneMANIA at high values of AUROC threshold (Figure 6.5). For 
example, at an AUROC threshold of 0.7, significant rankings were discovered for 17 expression 
domains with our RWR procedure and for only 8 expression domains with GeneMANIA. Our 
algorithm was also able to return the most relevant protein domains, a capability that 
GeneMANIA lacks.  
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Figure 6.5 Comparison to GeneMANIA.  We calculated the AUROCs produced from stage 1 and stage 2 rankings 
for the 92 expression domains when the initial network was constructed from only “Prot_Domain” feature nodes and 
Drosophila gene nodes. We also calculated comparable AUROCs for the same expression domains using the 
GeneMANIA algorithm and their affinity network defined from Pfam protein domain annotations. For each 
evaluation, we plot the number of domains (y-axis) that were above each possible AUROC threshold (x-axis). 
6.5 Evaluations with multi-species behavioral aggression sets 
Finally, we applied our algorithm to experimentally derived gene sets that are challenging 
to analyze with common existing tools. In a recent study [7], investigators attempted to 
understand if there are conserved neuromolecular mechanisms that underlie the common 
behavior of aggressive response to territorial intrusion in social animals. This study examined the 
transcriptomic state of brains in three greatly diverged social animals, the mouse M. musculus, 
the stickleback fish G. aculeatus, and the honeybee A. mellifera. The analysis in this paper, 
following the common analysis paradigm, separately examines differentially expressed (DE) 
genes in each species to find statistically significant Gene Ontology terms and cis-regulatory 
elements that are shared across species. Our method offers the potential for studying the DE gene 
sets from three species in an integrated framework that may enable more subtle signals of 
potential conserved genetic “toolkits” to reveal themselves.  
6.5.1 Construction of aggression network and query sets 
To construct the network for the analysis of this dataset, we incorporated heterogeneous 
information from all three of the species in the study as well as two additional, well-annotated 
species D. melanogaster and H. sapiens. We constructed a weighted network with nodes and 
edges described in detail in Section 6.2. We connected the gene nodes within and between 
species with “homology” edges defined from all-pairs BLAST results. We connected 3,671 
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“prot_domain” feature nodes to gene nodes in all five species based on the corresponding 
HMMER scans results. In this “aggression” network, we included “Gene Ontology” feature 
nodes for 1,827 GO terms with frequent annotation. For the human, mouse, and fly genes, we 
added “Gene Ontology” edges of weight 2 for curated GO annotations and weight 1 for inferred 
annotations. We do not include any edges between “Gene Ontology” feature nodes and genes 
nodes of the fish or bee because most of their GO annotations included in Ensembl [179] are 
derived from orthology. Finally, we add “brain atlas” nodes and edges that connected these 
feature nodes to mouse gene nodes that are specifically expressed in one of twelve defined brain 
regions. This new “aggression” network Table 6.4 has the same number of species as the “5 
insect” network, but is 74% larger because of the greater number of vertebrate genes. This 
network is dominated by the homology edges, which account for 95% of all edges. Overall, there 
are 76,060 genes in the multi-species, heterogeneous aggression network and over 13 million 
edges. 
 
Table 6.4 Composition of Aggression Network.  Lists the total number of nodes (“nNodes”) of each feature type as 
well as the number of incoming edges (“nEdges”) of each feature type for all genes nodes of a given species in the 
multi-species, combined heterogeneous network. 
We obtained one gene set of differentially expressed (DE) genes from each species from 
the aggression study [7]. At a FDR of 0.1, they report 153 bee genes, 499 fish genes, and 883 
mouse genes to be differentially expressed in the brains of the social animals when exposed to an 
intruder. In this analysis, we were interested in ranking genes and features for their relatedness to 
all three DE gene sets simultaneously. To this end, we created a “3 species” gene set from the 
combination of all 1,535 DE genes. For each of these four DE gene sets, we created an 
appropriate gene universe set (genes that need to be ranked by our procedure). The gene universe 
set that corresponded to each DE gene set was defined as all of the genes from only the 
corresponding species. This means that although there are five species represented in the 
“aggression” network, we were not interested in ranking the genes of the fruit fly or human.  
 
FeatureType nNodes human fish mouse fly bee Total
homology 76,060    2,336,732  3,876,000  3,036,361  1,712,592  1,609,365  12,571,050   
prot_domain 3,671      71,324        64,373        71,795        34,244        31,865        273,601        
Gene Ontology 1,827      182,858     171,027     51,515        405,400        
Brain Atlas 12            1,086          1,086             
Grand Total 81,570   2,590,914 3,940,373 3,280,269 1,798,351 1,641,230 13,251,137  
nEdges
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6.5.2 Aggression related features  
We ran our two-stage RWR pipeline with the “3 species” DE query gene set and the 
heterogeneous, multi-species aggression network. We found that many of the feature nodes that 
most specifically related to the query set of DE genes (greatest value of ?̃?𝑸 − ?̃?𝑼) and report the 
top ten in Table 6.5.  
 
Table 6.5 Ten Query Specific Features The top ten feature nodes selected with our algorithm on the “3 species” 
query set and multi-species, heterogeneous aggression network. Each node is listed along with its feature type.  
 In particular, the feature node corresponding to the “Striatum” brain region was ranked 
first. This is consistent with the striatum being the part of the brain responsible for coordinating 
movement with motivation, an important component of an aggressive behavior response to an 
intruder. It has been demonstrated that damage to the striatum can result is aberrant social 
behavior [181]. The next most relevant feature nodes include the retrohippocampus, the 
hippocampus, and the pallidum, which are known to be involved in emotions and movement or 
motivation and behavior. We also found the protein domain feature nodes for major royal jelly 
protein (MRJP), juvenile hormone binding protein (JHBP) in our top ten list. Genes containing 
the MRJP domain have been previously implicated in behavior because of their expression in the 
mushroom bodies of honeybee brains [182, 183]. JHBP domain genes have also been correlated 
with hygienic behaviors in honeybees in response to infestations of parasitic mites [184]. There 
were several “Gene Ontology” features identified by our method as relevant to our “3 species” 
DE query set that were ranked in the top forty feature nodes. These included terms involving the 
plasma membrane, protein binding, and ribosome. The fifth most related Gene Ontology feature 
node was for the term “Hormone activity”, which was also discovered in the original study [7]. 
Rank Feature Node Feature Type Species
1 Striatum Brain Atlas M
2 Retrohippocampal Brain Atlas M
3 Hippocampus Brain Atlas M
4 Pallidum Brain Atlas M
5 MRJP Prot_domain B
6 PMP22_Claudin Prot_domain F
7 JHBP Prot_domain B
8 Olfactory Brain Atlas M
9 Globin Prot_domain FM
10 Claudin_2 Prot_domain BF
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6.5.3 Observations about gene rankings in aggression study  
Table 6.5 shows AUROC evaluations on the 10% held out test sets on the stage two 
rankings produced by our algorithm in the aggression study. For ranking the DE query set 
defined from three species (“3 species” column of Table 6.6), we found that the heterogeneous 
multi-species network (AUROC 6.97) perform better than any homogeneous, multispecies 
network containing a single feature type. Our method successfully enabled us to integrate 
experimental results from different species with knowledge from many different sources in a 
single framework.  
 
Table 6.6 AUROCs in Aggression Network.  The query sets are differently expressed genes in a single species or 
the combination across all three studied species. The initial network is defined either from the single species that 
matches the query set or from all five species. It is also the heterogeneous combination of all feature types or a 
network containing only edges of a single feature type. Combinations of initial networks and query sets that were 
not examined are reported as gray cells. 
We also examined the DE gene set of each species separately to check if the DE gene sets 
have varying levels of coherence that may make it more or less difficult to identify related genes. 
For each species, we tested their specific DE genes within our multi-species network as well as 
networks constructed by extracting all edges that connect to gene nodes of that single species. In 
general, we found that the DE gene sets of species that perform poorly in their single species 
networks show the greatest improvement when using the multi-species networks. In particular, 
we poorly ranked the mouse DE genes in the mouse single species heterogeneous network. 
However, when incorporating information from additional species, we see a great improvement 
(AUROC in heterogeneous, multi-species network 0.762). We also tested whether including the 
computationally inferred “Gene Ontology” edges improved or worsened the ranking predictions. 
In all cases, inclusion of the inferred edges enabled better rankings, suggesting future techniques 
in constructing these heterogeneous networks may choose to instantiate specific inferred 
relationships to poorly annotated genomes from orthology rather than relying on the information 
to propagate through homology edges.  
Network Features 3 Species Mouse Bee Fish
Multi-species Heterogeneous 0.690 0.788 0.595 0.647
Prot Domain 0.567 0.611 0.692 0.627
Brain Atlas 0.556 0.556
Gene Ontology 0.568 0.568
Single Species Heterogeneous 0.631 0.696 0.651
DE Gene Sets
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6.6 Discussion 
We have developed a method to rank genes for their relatedness to a given set in the 
context of large, heterogeneous information represented as a network. We have shown that the 
rankings improve when more sources of information are incorporated into the network and even 
when data from additional species are appended. Our algorithm applies a two-stage RWR to rank 
related genes and, as a byproduct, produces a list of features that are specifically related to the 
gene set. We have shown its application in examining embryonic expression domains in 
Drosophila and transcriptomic responses to intruders in a cross-species study. 
One of the driving reasons for selecting a random walk with restart approach is 
scalability. With genome sequencing projects like the 10,000 Vertebrate Genomes (Genomes 
10k) and 5000 Insect Genomes (i5k) underway and high throughput technologies becoming less 
expensive and more efficient, a biological network containing all public data would need to scale 
to thousands of species, covering tens of millions of genes and potentially billions of functional 
interactions. One common approach to address computational scalability is the paradigm of data 
and computation distribution offered by MapReduce [185]. The reliability and efficiency of this 
framework has led to its widespread adoption, and public instances (e.g. the Amazon Elastic 
Compute Cloud) provide a platform for users to store large networks and deploy analysis tools 
on them. We chose to implement a message passing based Random Walk with Restart (RWR) 
algorithm for our functional annotation tool because this algorithm easily maps to a MapReduce 
framework. The RWR algorithm implemented in the graph mining software PEGASUS [186] 
has been shown to scale to graphs with billions of nodes and edges. More recent software, 
B_LIN [180], Pregel [187], GraphLab [188], and GraphX [189], are explicitly designed to 
improve performance in scalable graph processing by carefully distributing data and minimizing 
communication costs. In the 80K node, 13M edge multi-species heterogeneous aggression 
network runs presented in this chapter, representing the data required at least 4 GB of RAM and 
processing it took several hours. At these requirements, it becomes difficult to optimize the 
restart parameter or the number of selected features in the second stage subnetwork for each 
query set. Scalability is of utmost importance since all of our results suggest that the algorithm is 
able to produce the best rankings when given the largest, most diverse initial network. 
There are several limitations to the random walk based approach. First, we are only able 
to represent positive information. Edges are only able to convey how closely related two nodes 
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are and nodes are only allowed to be annotated as belonging to the given gene set. However, 
negative information may perhaps create a more nuanced network and produce better outcomes. 
For example, we may want to add edges that represent mutual exclusivity or strong anti-
correlation between two nodes in the network. We may also have negative examples of our gene 
set property of interest that we would like to annotate and incorporate to make rankings more 
accurate. Many of these properties may be addressed by remapping our random walk on a 
connectivity network algorithm into an application of belief propagation on probabilistic 
graphical models [190, 191]. Additionally, although we normalize our edges by type, the RWR 
does specifically treat different types of edges in a distinguishable way. Some studies have 
attempted to control how information is passed through different edge types by defining specific 
meta-paths [192] that dictate a sequence of node types that must be followed to inform a 
relationship between two nodes. Our simple, two-stage RWR algorithm for gene ranking 
provides a solution to and highlights the challenges of performing analysis of experimental data 
on massive, heterogeneous networks of biological knowledge.  
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7 CONCLUSION 
Analysis of co-expressed gene sets is fundamental to genomic research. Especially 
important are analyses that attempt to understand the transcription factors and regulatory 
enhancer sequences that are crucial in the set of genes sharing a similar expression pattern. These 
examinations into transcriptional regulation provide the investigator with insights into the signals 
and mechanisms that affect the outcomes in their cell type of interest. In this dissertation, we 
have attempted to 1) provide this type of regulatory analysis using TF motif based methods with 
limited additional experimental data and 2) demonstrate network based methods that integrate 
regulatory analysis with other heterogeneous data types in a single framework. The specific 
contributions of the dissertation were: 
1. We developed a pipeline for identifying putative regulators of a co-expressed 
gene set. Because our method relies on TF motifs, we are able to investigate the 
regulatory potential of hundreds of transcription factors. This is in contrast to 
alternative ChIP based methods that are only possible for a limited number of TFs 
in a limited number of well-studied tissues. We demonstrated the effectiveness of 
incorporating a novel sequence conservation score and data from a single 
experimental assay of chromatin accessibility into our pipeline. After applying 
our methods to hundreds of expression domain in Drosophila embryos, we 
discovered novel insights into developmental regulators and tissues. We also 
demonstrated the applicability of the pipeline to several other species and cell 
types and made available a real-time web tool for this type of analysis. 
2. We also developed a method for identifying these regulatory signals when they 
are shared across genes from multiple experimental conditions, tissues, or species. 
Our cis-Metalysis program incorporates a novel statistical procedure for 
combining independent p-values from multiple tests with only an unknown subset 
expected bear evidence of a signal. It also is one of few frameworks that are able 
to systematically test for regulatory signatures of combinations of TFs, a common 
feature of transcriptional regulation of gene expression in eukaryotes. We applied 
the method to gene sets relating to honeybee behavioral maturation and were able 
to discover informative results after applying strict EVD-based significance 
criteria.  
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3. We demonstrated that models of enhancer activity are effective in annotating 
enhancers of genes expressed in a cell type. For the complex patterns in the A/P 
segmentation system, we developed a “pattern generating potential” similarity 
measure that identifies when putative enhancers capture discrete aspects of their 
target gene’s expression. With PGP and our enhancer model, we were also able to 
identify a network of regulatory edges that were well supported by literature and 
more consistent with known regulatory roles of TFs than one produced from ChIP 
data. We applied our enhancer modeling and annotation strategy to 195 poorly 
characterized expression domains of fly embryonic development by creating 
“noisy” sets of training enhancers and identifying putative regulators of each cell 
type. With motif scores combined with a single chromatin accessibility 
experimentally assay, we were able to identify enhancers in more expression 
domains than any other method. 
4. Finally, we designed a novel algorithm that, given a heterogeneous network 
containing a large amount of biological knowledge and a co-expressed query gene 
set, identifies the most related genes and biological properties. Our tests show that 
the results of this algorithm improve as more information and additional species 
are added to the original network. We also demonstrated its applicability to an 
aggression study involving three separate species where standard methods do not 
apply. 
In the future, we expect high throughput characterization assays of the non-coding 
genome to improve and become more cost effective. However, until there is a more cost-
effective method for characterizing TF binding than ChIP assays, we expect that there will 
remain great value in TF motif based methods for their approximation. Driven by the rise of high 
throughput technologies, gene set analysis in the context of “big data” heterogeneous, biological 
networks is an emerging topic. Principles from social networks and recommendation systems 
must be integrated into biological settings to guide researchers and physicians in their 
investigations into drivers of disease and in their treatment of patients. Additional network-aided 
analysis tasks beyond gene ranking (such as classification and clustering) will enable even 
further understanding of related transcriptomic profiles.   
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