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Abstract
We consider a general class of degenerate elliptic problems of the form Au + g(x,u,Du) = f , where
A is a Leray–Lions operator from a weighted Sobolev space into its dual. We assume that g(x, s, ξ) is a
Caratheodory function verifying a sign condition and a growth condition on ξ . Existence of renormalized
solutions is established in the L1-setting.
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1. Introduction
Let Ω be a bounded domain in RN , p be a real number with 1 < p < ∞, and X :=
W
1,p
0 (Ω,ω) be the weighted Sobolev space associated with a vector of weight functions
ω = {ωi(x)}0iN , endowed with the usual norm ‖ · ‖1,p,ω . Assume that:
• The expression
‖|u|‖X :=
(
N∑
i=1
∫
Ω
∣∣∣∣∂u(x)∂xi
∣∣∣∣
p
ωi(x) dx
) 1
p
is a norm defined on X and is equivalent to ‖ · ‖1,p,ω .
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such that
σ 1−q ′ ∈ L1(Ω),
with q ′ = q
q−1 and such that the Hardy inequality:
(∫
Ω
∣∣u(x)∣∣qσ dx) 1q  c
(
N∑
i
∫
Ω
∣∣∣∣∂u(x)∂xi
∣∣∣∣
p
ωi(x) dx
) 1
p
holds for every u ∈X with a constant c > 0 independent of u. Moreover,
the embedding X ⊆ Lq(Ω,σ) is compact. (1)
Consider the nonlinear problem
E(f ):
{
Au+ g(x,u,Du)= f in Ω,
u= 0 on ∂Ω,
where A is defined from W 1,p0 (Ω,ω) into the dual W
−1,p′(Ω,ω∗) by Av = −diva(x, v,Dv)
with a :Ω ×R×RN →RN a Caratheodory vector field, monotone in ξ ∈RN ,
(
a(x, r, ξ)− a(x, r, ν)) · (ξ − ν) > 0 for r ∈R, ξ, ν ∈ RN, a.e. on Ω (2)
satisfying the growth condition
∣∣ai(x, r, ξ)∣∣ βω 1pi (x)
(
k(x)+ σ 1p′ |r|
q
p′ +
N∑
j=1
ω
1
p′
j (x)|ξj |p−1
)
(3)
and the coercivity condition
a(x, r, ξ) · ξ  α
N∑
i=1
ωi |ξi |p, for r ∈ R, ξ, ν ∈ RN, a.e. on Ω, (4)
where k(x) is a positive function in Lp′(Ω) ( 1
p
+ 1
p′ = 1) and α,β are positive constants. Assume
that g :Ω ×R×RN → R is a Caratheodory function and satisfies the following conditions:
g(x, r, ξ) · r  0, (5)
and
∣∣g(x, r, ξ)∣∣ h(|r|)
(
N∑
ωi |ξi |p + c(x)
)
, (6)i=1
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L1(Ω) is positive. Conditions (2)–(4) are classical in the study of elliptic problems in divergence
form (see cf. [15]).
In [1], an existence result for E(f ) has been proved in the variational setting under the as-
sumptions (2)–(6). Roughly speaking, the authors have proved that for every f ∈W−1,p′(Ω,ω∗),
there exists u ∈W 1,p0 (Ω,ω) such that g(x,u,Du) ∈ L1(Ω), g(x,u,Du)u ∈ L1(Ω) and
Au+ g(x,u,Du)= f in D′(Ω). (7)
Here, we extend this existence result to general data f ∈ L1(Ω). It is well known (see [4,8]
and [14]) that the existence of a weak solution in the usual distributional sense is not expected
for L1 data f and p < 2 − 1
N
. Indeed, the solution constructed via approximation methods is not
necessarily in W 1,1(Ω,ω) and has not necessarily a gradient in the usual sense. In order to solve
this difficulty, we argue as in [4] and seek a solution in a new space τ 1,p0 (Ω,ω) ⊃ W 1,1(Ω,ω),
in which we can give a sense to the gradient of v which is in general not in L1(Ω). In fact,
we consider only the truncations Tkv of v which turn out to be in W 1,p0 (Ω,ω). This leads to
the notion of renormalized (or entropy) solution precisely defined in Section 2. We prove its
existence under the hypothesis (2)–(6) and its uniqueness under some additional assumptions on
a and on g.
The plan of the paper is as follows: in the next section we give some preliminaries, then we
define renormalized solutions for E(f ). In Section 3, we announce and prove the existence result
of such a solution. Finally, in the last section, we give some further remarks and discuss possible
extensions of our result. In particular, we give some additional conditions on a and g which
assure uniqueness of a renormalized solution for E(f ).
2. Preliminaries, definitions
Throughout this section we assume that the vector field a :Ω × R × RN → RN satisfies
assumptions (2)–(4) and g satisfies (5) and (6).
Let ω = {ωi}0iN be a vector of measurable weight functions strictly positive a.e. on Ω ,
such that
ωi ∈ L1loc(Ω) and ω
− 1
p−1
i ∈ L1loc(Ω). (8)
We denote by W 1,p(Ω,ω) the space of all real-valued functions u ∈ Lp(Ω,ω0) such that the
derivatives in the sense of distributions satisfy
∂u
∂xi
∈ Lp(Ω,ωi) for all i = 1, . . . ,N.
Endowed with the norm
‖u‖1,p,ω =
(∫ ∣∣u(x)∣∣pω0(x) dx + N∑
i=1
∫ ∣∣∣∣∂u(x)∂xi
∣∣∣∣
p
ωi(x) dx
) 1
p
,Ω Ω
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respect to the norm ‖ · ‖1,p,ω . Then (X,‖ · ‖1,p,ω) is a reflexive Banach space whose dual is
equivalent to W−1,p′(Ω,ω∗), where ω∗ = {ω∗i = ω1−p
′
i }, i = 1, . . . ,N, and p′ = pp−1 . For more
details on weighted Sobolev spaces, the reader is referred to [2,13,17] and [18].
We recall, cf. [5] that for 0 < q < ∞, the Marcinkiewicz space Mq(Ω) can be defined as
the set of measurable functions f :Ω → R such that the corresponding distribution functions
φf (k) = meas{x ∈ Ω: |f (x)| > k}, k > 0, satisfies an estimate of the form φf (k)  Ck−q ,
C <∞.
As usual, for k > 0, we denote by Tk the truncation function defined by Tk(v) =
sign0(v)(|v| ∧ k).
Definition 2.1. A renormalized solution of E(f ) is a measurable function v :Ω → R satisfying
(i) v ∈M 1p′ (Ω),
(ii) Tk(v) ∈W 1,p0 (Ω,ω) for any k > 0,
(iii) for all S ∈ C1c (R), ζ ∈D(Ω),∫
Ω
ζf S(v)=
∫
Q
a(x, v,Dv) ·D(S(v)ζ )+ ∫
Ω
g(x, v,Dv)S(v)ζ (9)
and moreover,
∫
Ω∩{n|v|n+1}
a(x, v,Dv) ·Dv → 0 as n→ ∞. (10)
This definition in rather classical in the theory of differential equations in L1 with operators in
divergence form (see for example [4,10–12,16] and the bibliography cited in).
Remark 2.2. Note that in (9) and (10) each term is well defined. Indeed, the term on the right-
hand side of (9) has to be understood as
∫
Ω∩{|v|<k}
a
(
x, v,DTk(v)
) ·D(S(Tk(v))ζ ) (11)
for k > 0 such that supp(S)⊂ [−k, k]. Due to the growth condition (3), a(x, v,DTk(v))χ{|v|<k}
is in
∏N
i=1 Lp
′
(Ω,ω∗i )N such that the integral (11) is well defined. Similarly, the integral in (10)
has to be understood as ∫
Ω∩{n<|v|<n+1}
a
(
x, v,DTn+1(v)
) ·DTn+1(v) (12)
which is meaningfull by the assumptions on a and v. Throughout the paper we use the integral
in (9) and (10) only as a notation for the corresponding integral (11) and (12).
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The main result of this section is the following:
Theorem 3.1. Let f ∈ L1(Ω). Then there exists at least a renormalized solution u of E(f ).
Proof. We proceed by approximation: for n ∈ N, let fn = Tn(f ) and vn satisfying∫
Ω
a(x, vn,Dvn) ·Dϕ +
∫
Ω
g(x, vn,Dvn)ϕ =
∫
Ω
fnϕ, ∀ϕ ∈D(Ω). (13)
The function vn exists by the results of [1]. Moreover, vn ∈ W 1,p0 (Ω,ω), g(x, vn,Dvn) ∈
L1(Ω), and g(x, vn,Dvn)vn ∈ L1(Ω). By a convenient choice of test functions in (13), we prove
thanks to (5) and (4) that
α
N∑
i=1
∫
Ω
ωi
∣∣∣∣∂Tkvn∂xi
∣∣∣∣
p

∫
Ω
fnTkvn,
i.e.
α‖|Tkvn|‖p  k‖f ‖L1(Ω).
Thus, thanks to (1), we can extract a subsequence denoted also (vn)n such that
(vn)n → v a.e. in Ω (14)
and
(Tkvn)n ⇀ Tkv in W 1,p0 (Ω,ω). (15)
By (3), we can also assume that
(
a(x,Tkvn,DTkvn)
)
n
⇀ σk ∈ Lp′
(
Ω,ω∗
)N
. (16)
Moreover, due to (1)
∣∣{|vn|> k}∣∣=
∫
{|vn|>k}
|Tkvn|σ
1
q
kσ
1
q
dx
 1
k
‖Tkvn‖Lq(Ω,σ)
∥∥σ 1−q ′∥∥
L1(Ω)
 Ck
−1
p′
∥∥σ 1−q ′∥∥
L1(Ω) (17)
which implies that v ∈M 1p′ (Ω).
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denote by Dv the generalized gradient of v ∈ τ 1,p0 (Ω,ω) defined by
Dvχ{|v|k} =DTkv ∀k > 0.
In the following, we prove that
(
Tkv
+
n
)
n
→ Tkv+ strongly in W 1,p0 (Ω,ω). (18)
To this end, we adapt the ideas of [1] (see also [9]) to the L1-setting.
Define yn = Tkv+n − Tkv+. By Lemmas 2.3 and 2.4 in [1], yn ∈W 1,p0 (Ω,ω).
First step: Let
In :=
∫
Ω
(
a
(
x,Tkvn,DTkv
+
n
)− a(x,Tkvn,DTkv+)) ·D((Tkv+n − Tkv+)+).
We prove that
lim sup
n→+∞
In = 0. (19)
Indeed,
In =
∫
Ω
(
a
(
x,Tkvn,DTkv
+
n
)− a(x,Tkvn,DTkv+)) ·D((Tkv+n − Tkv+)+)χ{|vn|k}χ{|v|k}
+
∫
Ω
(
a(x, k,0)− a(x, k,DTkv+)) ·D((k − Tkv+)+)χ{vn>k}χ{|v|k}
+
∫
Ω
(
a
(
x,Tkvn,DTkv
+
n
)− a(x,Tkvn,0)) ·DTkv+n χ{0vnk}χ{v<−k}
=: I 1n + I 2n + I 3n .
Taking into account (14) and that DTkv = 0 a.e. on {|v| = k}, it is easily shown that
lim
n→+∞ I
2
n = 0.
Moreover, due to assumption (2), we have for l  k,
I 1n =
∫
{|vn|k}∩{|v|k}
(
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)) ·DTk((v+n − Tlv+)+)

∫ (
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)) ·DTk((v+n − Tlv+)+).
Ω
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∫
Ω
a
(
x, vn,Dv
+
n
) ·DTk((v+n − Tlv+)+)
∫
Ω
fnTk
(
v+n − Tlv+
)+
which yields
I 1n 
∫
Ω
fnTk
((
v+n − Tlv+
)+)− ∫
Ω
a
(
x, vn,DTlv
+) ·DTk((v+n − Tlv+)+). (20)
Invoking (14),
lim
n→+∞
(
Tk
(
v+n − Tlv+
)+)= Tk(v+ − Tlv+)+ a.e. on Ω.
Moreover,
Tk
(
v+n − Tlv+
)
is bounded in W 1,p0 (Ω,ω),
Tk
(
v+n − Tlv+
)+
⇀Tk
(
v+ − Tlv+
)+ in W 1,p0 (Ω,ω).
Consequently,
lim sup
n→+∞
I 1n 
∫
Ω
f Tk
(
v+ − Tlv+
)− ∫
Ω
a
(
x, v,DTkv
+) ·DTk(v+ − Tlv+).
Letting l → +∞, we get lim supn→+∞ I 1n  0.
As far as I 3n is concerned, this term is split into
I 3n = I 3n,1 + I 3n,2,
where
I 3n,1 =
∫
Ω
a
(
x,Tkvn,DTkv
+
n
) ·DTkv+n χ{0vnk}χ{v<−k},
and
I 3n,2 = −
∫
Ω
a(x,Tkvn,0) ·DTkv+n χ{0vnk}χ{v<−k}.
It is clear that limn→+∞ I 3 = 0. Moreover, by (2),n,2
8 K. Ammar / J. Differential Equations 234 (2007) 1–25I 3n,1 =
∫
Ω
a(x, vn,Dvn) ·DTkv+n χ{(vn−v)>k}χ{v<−k}
 lim inf
m→+∞
∫
Ω
a(x, vn,Dvn) ·DTkv+n χ{vn−vm>k}χ{vm<−k}. (21)
Then by (4),
I 3n,1  lim infm→+∞
∫
Ω
a(x, vn,Dvn) ·DTkv+n χ{vn−vm>k}
 lim inf
m→+∞
∫
Ω
a(x, vn,Dvn) ·DTkv+n χ{vn−vm>k}. (22)
To prove assertion (19), it remains only to estimate
lim inf
m→+∞
∫
Ω
a(x, vn,Dvn) ·DTkv+n χ{vn−vm>k}.
Let Z be a smooth positive nondecreasing function with supp(Z′) compact and such that
Z(r) = 1 for |r| k and Z(0)= Z′(0)= 0. We first estimate
Im,n :=
∫
Ω
a(x, vn,Dvn) ·Dvnhε(vn)Z(vn − vm),
with
hε(r) :=
{0 if r > k + ε or r < 0,
− k
ε
if k  r < k + ε,
1 if 0 < r < k.
Let Hε(r) :=
∫ r
0 hε(s) ds. It is not difficult to verify that supp(Hε) ⊂ [0, k + ε] and that
Hε(r) 0 on R. Moreover,
Im,n =
∫
Ω
a(x, vn,Dvn) ·D
(
Hε(vn)Z(vn − vm)
)
−
∫
Ω
a(x, vn,Dvn) ·D(vn − vm)Z′(vn − vm)Hε(vn). (23)
Then by (13),
Im,n =
∫
Ω
fnHε(vn)Z(vn − vm)−
∫
Ω
g(x, vn,Dvn)Hε(vn)Z(vn − vm)
−
∫
a(x, vn,Dvn) ·D(vn − vm)Z′(vn − vm)Hε(vn)
Ω
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Im,n 
∫
Ω
fnHε(vn)Z(vn − vm)−
∫
Ω
a(x, vn,Dvn) ·D(vn − vm)Z′(vn − vm)Hε(vn). (24)
Invoking (14) and as Z(0) = 0, the first term in the right-hand side converges to 0 when m and
n→ +∞ respectively. The last term of (24) reads as
−
∫
Ω
a(x, vn,Dvn) ·D(vn − vm)Z′(vn − vm)Hε(vn)
= −
∫
Ω
a(x, vn,Dvn) ·DvnZ′(vn − vm)Hε(vn)
+
∫
Ω
a(x, vn,Dvn) ·DvmZ′(vn − vm)Hε(vn). (25)
As Z is nondecreasing and Hε(r)  0 for all r ∈ R, the first term on the right-hand side is
negative. The second is estimated as follows:∫
Ω
a(x, vn,Dvn) ·DvmZ′(vn − vm)Hε(vn)
=
∫
Ω
a
(
x,TMv
+
n ,DTMv
+
n
) ·DT2MvmZ′(vn − vm)Hε(vn),
with M > k + ε is such that supp(Z′ ⊂ [−M,M]). Invoking (16), (14), (15) and that Z′(0) = 0,
we deduce that the right-hand side converges to 0 when m,n→ +∞.
Finally, we have shown that
lim
n→+∞ limm→+∞Im,n = 0, (26)
which in turn implies that
lim
n→+∞ limm→+∞
∫
Ω∩{|vn|k}
a(x, vn,Dvn) ·DvnZ(vn − vm)
= lim
n→+∞ limm→+∞
k
ε
∫
Ω∩{k|vn|k+ε}
a(x, vn,Dvn) ·DvnZ(vn − vm). (27)
In order to estimate I 3n,1, we must go to the limit when ε → +∞ in (27).
For K > 0, let θk,K be defined by
θk,K(r) =
{0 if |r| k,
r − k sg r if k  |r| k +K,
K sg r if |r| k +K.
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converges in W 1,p0 (Ω,ω) to θk,K(v).
Moreover,
1
ε
∫
Ω∩{k|vn|k+ε}
a(x, vn,Dvn) ·DvnZ(vn − vm)
 1
ε
‖Z‖L∞(R)
∫
Ω∩{k|vn|k+ε}
a(x, vn,Dvn) ·Dvn
 1
ε
‖Z‖L∞(R)
∫
Ω
[
fn − g(x, vn,Dvn)
]
θk,ε(vn).
Using (14) and (6), it follows that
1
ε
lim
n→+∞
∫
Ω∩{k|vn|k+ε}
a(x, vn,Dvn) ·Dvn
 1
ε
∫
Ω
f θk,ε(v).
Hence, letting ε → +∞ in (27), we get
lim
n→+∞ limm→+∞
∫
Ω∩{|vn|k}
a(x, vn,Dvn) ·DvnZ(vn − vm) 0. (28)
Taking into account the definition of Z, we deduce that
lim sup
n→+∞
I 3n,1 = 0.
This completes the proof of assertion (19).
Second step: Let
Jn := −
∫
Ω
[
a
(
x,Tkvn,DTkv
+
n
)− a(x,Tkvn,DTkv+)] ·D(Tkv+n − Tkv+)− dx.
We prove that
lim supJn  0. (29)
n→+∞
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Bj : r →
⎧⎪⎨
⎪⎩
1 if |r| j,
0 if |r| > j + 1,
r + j + 1 if −j − 1 r −j,
−r + j + 1 if j  r  j + 1.
Through the choice of Tj+1(vn) − Tj (vn) and Bj (vn)ρλ(z−n ) respectively as test functions in
(13), we get
∫
{j|vn|j+1}
a(x, vn,Dvn) ·Dvn dx 
∫
{|vn|>j}
|fn| (30)
and ∫
Ω
a(x, vn,Dvn) ·D
(
ρλ(z
−
n )Bj (vn)
)
dx +
∫
Ω
g(x, vn,Dvn)ρλ(z
−
n )Bj (vn) dx
=
∫
Ω
fnρλ(z
−
n )Bj (vn). (31)
Let En := {x ∈ Ω,v+n (x)  Tlv+(x)} and Fn := {x ∈ Ω,0  vn(x)  Tlv+(x)}. Since
ρα(z
−
n )= 0 in Ecn,∫
Ω
g(x, vn,Dvn)ρλ(z
−
n )Bj (vn) dx =
∫
En
g(x, vn,Dvn)ρλ(z
−
n )Bj (vn) dx.
When vn  0, we have g(x, vn,Dvn) 0 and since ρλ(z−n ) 0, we obtain:∫
En
g(x, vn,Dvn)ρλ(z
−
n )Bj (vn) dx

∫
Fn
g(x, vn,Dvn)ρλ(z
−
n )Bj (vn) dx

∫
Fn
h(Tlvn)
[
N∑
i=1
ωi
∣∣∣∣∂vn∂xi
∣∣∣∣
p
+ c(x)
]
ρλ(z
−
n )Bj (vn) dx

∫
Fn
h(l)
[
N∑
i=1
ωi
∣∣∣∣∂vn∂xi
∣∣∣∣
p
+ c(x)
]
ρλ(z
−
n )Bj (vn) dx
 h(l)
α
∫
a(x, vn,Dvn)DTlvnρλ(z
−
n )Bj (vn) dx + h(l)
∫
c(x)ρλ(z
−
n )Bj (vn). (32)Fn Fn
12 K. Ammar / J. Differential Equations 234 (2007) 1–25For j  l, define
J 1n := −
∫
Ω
[
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)]D(ρλ(zn)−Bj (vn))dx.
Then
J 1n =
∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,Dv
+
n
)]
D
(
ρλ
(
Tlv
+)Bj (vn))
−
∫
Ω
a(x, vn,Dvn)D
(
ρλ(zn)
−Bj (vn)
)+ ∫
Ω
a
(
x, vn,DTlv
+)D(ρλ(zn)−Bj (vn))
=
∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,Dv
+
n
)]
D
(
ρλ
(
Tlv
+)Bj (vn))+ 〈−fn,ρλ(z−n )Bj (vn)〉
+
∫
Ω
g(x, vn,Dvn)ρλ(z
−
n )Bj (vn)+
∫
Ω
a
(
x, vn,DTlv
+)Dz−n ρ′λ(z−n )Bj (vn)
+
∫
Ω
a
(
x, vn,DTlv
+)ρλ(z−n )D(Bj (vn)).
Using (31) and (32), we get
J 1n 
∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,Dv
+
n
)]
D
(
ρλ
(
Tlv
+)Bj (vn))+ 〈−fn,ρλ(z−n )Bj (vn)〉
+ h(l)
α
∫
Fn
a(x, vn,Dvn)DTlvnρλ(z
−
n )Bj (vn) dx + h(l)
∫
Fn
c(x)ρλ(z
−
n )Bj (vn)
+ a(x, vn,DTlv+)Dz−n ρ′λ(z−n )Bj (vn)+
∫
Ω
a
(
x, vn,DTlv
+)ρλ(z−n )D(Bj (vn)).
Hence,
−
∫
Ω
[
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)]ρ′λ(z−n )D(zn)−Bj (vn) dx
−
∫
Ω
[
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)]ρλ(z−n )D(Bj (vn))dx

∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,Dv
+
n
)]
D
(
ρλ
(
Tlv
+)Bj (vn))+ 〈−fn,ρλ(z−n )Bj (vn)〉
+ h(l)
α
∫
a
(
x, vn,Dv
+
n
)
DTlv
+ρλ(z−n )Bj (vn) dx
Ω
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α
∫
Ω
[
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)]D(vn − Tlv+)ρλ(z−n )Bj (vn) dx
+ h(l)
α
∫
Ω
a
(
x, vn,DTlv
+)D(zn)ρλ(z−n )Bj (vn) dx
+ h(l)
∫
Ω
c(x)ρλ(z
−
n )Bj (vn)
+
∫
Ω
a
(
x, vn,DTlv
+)Dz−n ρ′λ(z−n )Bj (vn)
+
∫
Ω
a
(
x, vn,DTlv
+)ρλ(z−n )D(Bj (vn)).
As in [1], we choose λ= h(l)24α2 so that ρ′λ − h(l)α ρλ  12 and we deduce
−1
2
∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,DTlv
+)]D(z−n )Bj (vn)

∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,Dv
+
n
)]
D
(
ρλ
(
Tlv
+)Bj (vn))+ 〈−fn,ρλ(z−n )Bj (vn)〉
+
∫
Ω
[
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)]ρλ(z−n )D(Bj (vn))dx
+ h(l)
α
∫
Ω
a
(
x, vn,Dv
+
n
)
DTlv
+ρλ(z−n )Bj (vn) dx
+ h(l)
α
∫
Ω
a
(
x, vn,DTlv
+)D(zn)ρ′λ(z−n )Bj (vn) dx
+ h(l)
∫
Ω
c(x)ρλ(z
−
n )Bj (vn)
+
∫
Ω
a
(
x, vn,DTlv
+)Dz−n ρ′λ(z−n )Bj (vn)
+
∫
Ω
a
(
x, vn,DTlv
+)ρλ(z−n )D(Bj (vn)).
Now, as (Tj+1vn)n is bounded in X, we can assume thanks to (4) that
a
(
x,Tj+1vn,DTj+1v+n
)
⇀ σ˜j+1 in Lp
′(
Ω,ω∗
)N
. (33)
14 K. Ammar / J. Differential Equations 234 (2007) 1–25Letting n→ +∞, we get
− lim inf
n→+∞
1
2
∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,DTlv
+)]D(z−n )Bj (vn)

∫
Ω
[σj+1 − σ˜j+1] ·D
(
ρλ
(
Tlv
+)Bj (v))+ 〈−f,ρλ(v+ − Tlv+)−Bj (v)〉
+ lim sup
n→+∞
∫
Ω
[
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)]ρλ(z−n ) ·D(Bj (vn))dx
+ h(l)
α
∫
Ω
σ˜j+1DTlv+ρλ
(
v+ − Tlv+
)
Bj (v) dx
+ h(l)
α
∫
Ω
a
(
x,Tj+1v,DTlv+
) ·D(v+ − Tlv+)−ρλ(v+ − Tlv+)−Bj (v) dx
+ h(l)
∫
Ω
c(x)ρλ
(
v+ − Tlv+
)−
Bj (v)
+
∫
Ω
a
(
x,Tj+1v,DTlv+
) ·D(v+ − Tlv+)−ρ′λ(v+ − Tlv+)−Bj (v)
+ lim inf
n→+∞
∫
Ω
a
(
x, vn,DTlv
+)ρλ(z−n ) ·D(Bj (vn))
=
∫
Ω
[σj+1 − σ˜j+1]D
(
ρλ
(
Tlv
+)Bj (v))
+ lim sup
n→+∞
∫
Ω
[
a
(
x, vn,Dv
+
n
)− a(x, vn,DTlv+)]ρλ(z−n )D(Bj (vn))dx
+ lim sup
n→+∞
∫
Ω
a
(
x, vn,DTlv
+)ρλ(z−n )D(Bj (vn)).
Now, for j  2l, the second term in the right-hand side reads as
lim sup
n→+∞
∫
{−j−1vn−j}
[
a(x, vn,0)− a
(
x, vn,DTlv
+)]ρλ(Tlv+)D(vn).
Invoking (14) and (15), we deduce
− lim inf
n→+∞
1
2
∫ [
a
(
x,Tkvn,DTkv
+
n
)− a(x,Tkvn,DTkv+)]D(Tkv+n − Tkv+)−Bj (vn) dx
Ω
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∫
Ω
[
σj+1(x)− σ˜j+1(x)
]
DTlv
+ρ′λ
(
Tkv
+)dx
+
∫
{−j−1v−j}
(
a(x,Tj+1v,0)− a
(
x,Tj+1v,DTlv+
)) · σj+1vρλ(Tlv+)
+
∫
{−j−1v−j}
a
(
x,Tj+1v,DTlv+
) · σj+1ρλ(Tlv+)
=
∫
Ω
[
σj+1(x)− σ˜j+1(x)
]
DTkv
+ρ′λ
(
Tlv
+)dx.
Moreover, if vn < 0, we have v+n = 0, hence,∫
Ω
[
a(x,Tj+1vn,DTj+1vn)− a
(
x,Tj+1vn,DTj+1v+n
)]
DTkv
+
n = 0
and ∫
Ω
(
σj+1(x)− σ˜j+1(x)
)
DTkv
+ = 0.
This implies
lim sup
n→+∞
−
∫
Ω
[
a
(
x,Tkvn,DTkv
+
n
)− a(x,Tkvn,DTkv+)]D(Tkv+n − Tkv+)− dx  0.
On the other hand,
1
2
∫
Ω
[
a(x,Tkvn,DTkvn)− a
(
x,Tkvn,DTlv
+)] ·D(Tkv+n − Tkv+)−
−1
2
∫
Ω
[
a(x, vn,Dvn)− a
(
x, vn,DTlv
+)] ·D(z−n )Bj (vn)
+ 1
2
∫
Ω
[
a(x,Tkvn,DTkvn)− a(x,Tkvn,0)
] ·D(Tkv+n )χ{0vnk}χ{v>k}
− 1
2
∫
Ω
[
a(x,−k,0)− a(x,−k,DTkv+)] ·D(Tkv+)χ{vn<−k}χ{|v|k}
:=H 1n +H 2n +H 3n .
We have already shown that limn→+∞ H 1n = 0 and it is easily shown that
lim H 3n = 0.
n→+∞
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H 2n =
1
2
∫
Ω
a(x,Tkvn,DTkvn) ·D
(
Tkv
+
n
)
χ{|vn|k}χ{v>k}
− 1
2
∫
Ω
a(x,Tkvn,0) ·D
(
Tkv
+
n
)
χ{|vn|k}χ{v>k}.
Thanks to (15) and (14), the second term in the right-hand side converges to 0 when n → +∞.
The first term can be estimated as follows: for k >K > 0, we write
1
2
∫
Ω
a(x,Tkvn,DTkvn) ·D
(
Tkv
+
n
)
χ{0vnk}χ{v>k}
= 1
2
∫
Ω
a
(
x,Tkvn,DTkv
+
n
) ·D(Tkv+n )χ{0vnk−K}χ{v>k}χ{v−vn>K}
+ 1
2
∫
Ω
a
(
x,Tkvn,DTkv
+
n
) ·D(Tkv+n )χ{k−Kvnk}χ{v>k+K}χ{v−vn>K}
+ 1
2
∫
Ω
a
(
x,Tkvn,DTkv
+
n
) ·D(Tkv+n )χ{k−Kvnk}χ{kvk+K}χ{0v−vn2K}
 lim inf
m→+∞
1
2
∫
Ω
a
(
x,Tkvn,DTkv
+
n
) ·D(Tkv+n )χ{0vnk−K}χ{vm>k}χ{vm−vn>K}
+ lim inf
m→+∞
1
2
∫
Ω
a
(
x,Tkvn,DTkv
+
n
) ·D(Tkv+n )χ{k−Kvnk}χ{vm>k+K}χ{vm−vn>K}
+ lim inf
m→+∞
1
2
∫
Ω
a
(
x,Tkvn,DTkv
+
n
) ·D(Tkv+n )χ{k−Kvnk}χ{kvmk+K}χ{0vm−vn2K}
= lim inf
m→+∞G
1
m,n +G2m,n +G3m,n.
Invoking again (2), it yields
G3m,n 
1
2
∫
Ω
(
a(x, vn,Dvn)− a(x, vm,Dvm)
) ·DT2K(vn − vm)
+ 1
2
∫
Ω
a(x, vn,Dvn) ·D(vm)χ{k−Kvnk}χ{kvmk+K}
+ 1
2
∫
a(x, vm,Dvm) ·Dvnχ{k−Kvnk}χ{kvmK+k}.Ω
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Ω
(fn − fm)T2K(vn − vm)−
∫
Ω
(
g(x, vn,Dvn)− g(x, vm,Dvm)
)
T2K(vn − vm).
It is clear that
∫
Ω
(fn − fm)T2K(vn − vm)→ 0 as m,n→ +∞. Moreover,∣∣∣∣
∫
Ω
(
g(x, vn,Dvn)− g(x, vm,Dvm)
)
T2K(vn − vm)
∣∣∣∣
 2K
(∫
Ω
∣∣g(x, vn,Dvn)∣∣+ ∣∣g(x, vm,Dvm)∣∣
)
.
Now, using 1
k
Tkvn as a test function in (13), letting k → 0, we get thanks to (4) and (5),
0
∫
Ω
∣∣g(x, vn,Dvn)∣∣ ‖f ‖L1(Ω) (34)
which implies that (g(x, vn,Dvn))n is bounded in L1(Ω). Hence, there exists C > 0 such that
lim
m,n→+∞
∫
Ω
(
a(x, vn,Dvn)− a(x, vm,Dvm)
) ·DT2K(vn − vm) 2KC.
On the other hand,
lim
n→+∞ limm→+∞
1
2
∫
Ω
a(x, vn,Dvn) ·D(vm)χ{k−Kvnk}χ{kvmK}
:= lim
n→+∞ limm→+∞
1
2
∫
Ω
a
(
x,Tkv
+
n ,DTkv
+
n
) ·Dθ+k,K(vm)
− lim
n→+∞ limm→+∞
1
2
∫
Ω
a(x, k,0) ·Dθ+k,K(vm)χ{vnk}
− lim
n→+∞ limm→+∞
1
2
∫
Ω
a(x, vn,Dvn) ·Dθ+k,K(vm)χ{0vnk−K}
− lim
n→+∞ limm→+∞
1
2
∫
Ω
a(x,0,0) ·Dθ+k,K(vm)χ{vn0}
= 1
2
∫
Ω
σ˜kDθ
+
k,K(v)−
1
2
∫
Ω
a(x, k,0)Dθ+k,K(v)χ{vk}
− 1
2
∫
a(x,Tkv,DTkv)Dθ
+
k,K(v)χ{0vk−K} −
1
2
∫
a(x,0,0)Dθ+k,K(v)χ{v0} := LΩ Ω
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Going to the limit on n in the equality
a
(
x,Tkv
+
n ,DTkv
+
n
)= χ{vnk}a(x,Tk+1v+n ,DTk+1v+n )+ a(x, k,0)χ{vn>k},
we get
σ˜k = χ{vk}σ˜k+1 + a(x, k,0)χ{v>k}, a.e. on Ω ∩ {v = k}.
Hence, as DTk+K(v)= 0 a.e. on {v = k},
(
θ+k,K
)′
(v)DTk+K(v)σ˜k
= (θ+k,K)′(v)DTk+K(v)[χ{vk}σ+k+1 + a(x, k,0)χ{v>k}]. (35)
Thus L= 0.
Now, we are going to prove that limn→+∞ limm→+∞M= 0, where
M := 1
2
∫
Ω
a(x, vm,Dvm) ·D
(
Tkv
+
n
)
χ{k−Kvnk}χ{kvmk+K}.
With the same notations as before, M reads as
M := 1
2
∫
Ω
a
(
x, θ+k,K(vm)+ k,Dθ+k,K(v)
)
Dθ+k−K,Kvn −
1
2
∫
Ω
a(x, k,0)Dθ+k−K,K(vn)χ{vmk}
− 1
2
∫
Ω
a(x, k +K,0)Dθ+k−K,K(vn)χ{vmk+K}.
As (a(x, θ+k,Kvm + k,Dθ+k,Kvm))m is bounded in Lp
′
(Ω,ω∗)N , we can suppose that
(
a
(
x, θ+k,Kvm + k,Dθ+k,Kvm
))
m
⇀ δk,K ∈ Lp′
(
Ω,ω∗
)N
. (36)
Hence
lim
n→+∞ limm→+∞(M) :=
1
2
∫
Ω
δk,KDθ
+
k−K,Kv −
1
2
∫
Ω
a(x, k,0)Dθ+k−K,K(v)χ{vk}
− 1
2
∫
Ω
a(x, k +K,0)Dθ+k−K,K(v)χ{vk+K}.
Going to the limit on n in the equality
a
(
x, θ+k,Kvm + k,Dθ+k,Kvm
)= χ{kvmk+K}a(x, θk−1,K+2(vm)+ k − 1,Dθk−1,K+2(vm))
+ a(x, k,0)χ{vmk} + a(x, k +K,0)χ{vmk+K},
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δk,K = χ{kvk+K}δk−1,K+2 + a(x, k,0)χ{v<k} + a(x, k +K,0)χ{vk+K},
a.e. on {v = k} ∩ {v = k +K}.
This implies as before that
lim
n→+∞ limm→+∞(M)
:= 1
2
[∫
Ω
χ{kvk+K}δk−1,K+2Dθ+k−K,Kv +
∫
Ω
a(x, k,0)χ{vk}Dθ+k−K,Kv
]
+ 1
2
[∫
Ω
a(x, k +K,0)DTkv+χ{vK+k} −
∫
Ω
a(x, k,0)Dθ+k−K,Kvχ{v<k}
]
− 1
2
∫
Ω
a(x, k +K,0)Dθ+k−K,Kvχ{vk+K}
= 0.
Hence,
lim
n→+∞ limm→+∞G
3
m,n  2K, ∀K > 0,
which yields
lim
n→+∞ limm→+∞G
3
m,n = 0.
The estimates of G1m,n and G2m,n are very similar to that of I 3n,1 in the first step and are dropped
for convenience.
The proof of assertion (29) is now complete.
Using the same techniques as in step 1 and step 2, we can prove that
lim sup
n→+∞
∫
Ω
[
a(x,Tkvn,−DTkv−n )− a(x,Tkvn,−DTkv−)
]
D(Tkv
−
n − Tkv−)± dx  0
which in turn with (19) and (29) yields that for a subsequence
(Tkvn)→ Tkv in W 1,p0 (Ω,ω) and a.e. in Ω,
(Dvn)n →Dv a.e. in Ω.
This implies
g(x, vn,Dvn)→ g(x, v,Dv) a.e. in Ω.
On the other hand, for any measurable set E of Ω , we have
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∫
E
∣∣g(x, vn,Dvn)∣∣dx =
∫
E∩{|vnk}
∣∣g(x,Tkvn,DTkvn)∣∣+
∫
E∩{|vn>k}
∣∣g(x, vn,Dvn)∣∣.
Using Tkvn − Tk−1vn as test function in (13), we prove that
∫
E∩{|vn|k}
∣∣g(x,Tkvn,DTkvn)∣∣ h(k)
∫
E
N∑
i=1
ωi
∣∣∣∣∂Tkvn∂xi
∣∣∣∣
p
+ c(x).
Hence,
g(x, vn,Dvn)n is equiintegrable in L1(Ω). (37)
Invoking (34), (37) and by Vitali’s theorem,
g(x, vn,Dvn)→ g(x,u,Du) strongly in L1(Ω).
Now, it is easy to pass to the limit in∫
Ω
a(x, vn,Dvn) ·D
(
S(vn)ξ
)+ ∫
Ω
g(x, vn,Dvn)S(vn)ξ =
∫
Ω
fnS(vn)ξ
to obtain: ∫
Ω
a(x, v,Dv) ·D(S(v)ξ)+ ∫
Ω
g(x, v,Dv)S(v)ξ =
∫
Ω
f S(v)ξ.
The proof of Theorem 3.1 is complete. 
4. Extensions and further remarks
From now on, we suppose that g := g(x, r) is independent of ξ ∈ RN . Moreover, we assume
that g(x,0) ∈ L1(Ω) , Gc(x) := sup{|u|c}{|g(x,u)|} ∈ L1(Ω) and that
g(x, r) is nondecreasing in r ∈R. (38)
It is easy to verify that G(x, r) := g(x, r) − g(x,0) satisfies the sign and growth conditions
(5) and (6). Then, thanks to the preceding results, we prove the existence of an entropy so-
lution to the problem −diva(x, v,Dv) + G(x, v) = f − g(x,0), or equivalently of E(f ):
−diva(x, v,Dv)+ g(x, v)= f, for every f ∈ L1(Ω).
In order to assure uniqueness of the renormalized solution of E(f ), we assume also that a
satisfies the additional condition
(
a(x, r, ξ)− a(x, s, ξ)) · (ξ − η)−C(x, r, s)(1 + |ξ |p + |η|p)|r − s| (39)
for all r, s ∈R, ξ, η ∈RN , where C :Ω ×R×R→R+ is a Caratheodory function.
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renormalized solution of E(f ) is unique. Moreover, if fi ∈ L1(Ω) and vi is a renormalized
solution of E(fi), i = 1,2, then the following comparison result holds:
∫
Ω
(
g(x, v1)− g(x, v2)
)+  ∫
Ω
(f1 − f2)+. (40)
Proof. Let Hε ∈ W 1,∞(R) be defined by Hε(r) = H(rε ) where H ∈ W 1,∞(R) with H(r) = 0
for r  0, H(r) = r for 0 < r < 1, H(r) = 1 if r  1. As v1, v2 are renormalized solutions,∫
Ω
a(x, v1,Dv1) ·D
(
Bj (v1)Hε(v1 − v2)
)+ ∫
Ω
(
g(x, v1)− f1
)
Bj (v1)Hε(v1 − v2)= 0
and ∫
Ω
a(x, v2,Dv2) ·D
(
Bj (v2)Hε(v1 − v2)
)+ ∫
Ω
(
g(x, v2)− f2
)
Bj (v2)Hε(v1 − v2)= 0.
Taking the difference yields
∫
Ω
[
a(x, v1,Dv1) ·D
(
Bj (v1)
)− a(x, v2,Dv2) ·D(Bj (v2))]Hε(v1 − v2)
+
∫
Ω
[
Bj (v1)a(x, v1,Dv1)−Bj (v2)a(x, v2,Dv2)
]
DHε(v1 − v2)
+
∫
Ω
(
g(x, v1)Bj (v1)− g(x, v2)Bj (v2)
)
Hε(v1 − v2)
=
∫
Ω
(
f1Bj (v1)− f2Bj (v2)
)
Hε(v1 − v2)= 0.
For convenience, the preceding equality is written
K1 +K2 +K3 =K4.
There is no difficulty to pass to the limit on ε → 0 in Ki , i = 1,3,4. As far as K2 is concerned,
this term is split into
K2 =
∫
Ω
Bj (v1)
(
a(x, v1,Dv1)− a(x, v2,Dv2)
) ·DHε(v1 − v2)
+
∫ (
Bj (v1)−Bj (v2)
)
a(x, v2,Dv2) ·DHε(v1 − v2)Ω
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∫
Ω
Bj (v1)
(
a(x, v1,Dv1)− a(x, v1,Dv2)
) ·DHε(v1 − v2)
+
∫
Ω
Bj (v1)
(
a(x, v1,Dv2)− a(x, v2,Dv2)
) ·DHε(v1 − v2)
+
∫
Ω
(
Bj (v1)−Bj (v2)
)
a(x, v2,Dv2) ·DHε(v1 − v2). (41)
Thus, thanks to (2) and (39),
K2 −1
ε
∫
{0<v1−v2<ε}
Bj (v1)C(x, v1, v2)
(
1 + |Dv1|p + |Dv2|p
)|v1 − v2|
+ 1
ε
∫
{0<v1−v2<ε}
(
Bj (v1)−Bj (v2)
)
a(x, v2,Dv2) · (Dv1 −Dv2)
−
∫
{0<v1−v2<ε}
Bj (v1)C(x, v1, v2)
(
1 + |Dv1|p + |Dv2|p
)
+ 1
ε
∫
{0<v1−v2<ε}
(
Bj (v1)−Bj (v2)
)
a(x, v2,Dv2) · (Dv1 −Dv2)
where all the integrals are well defined: indeed, as v1 and v2 are ε-close on the integration set,
cutting of one of these two functions implies truncation of the other. Note that the integrand in
the first term on the right-hand side belongs to L1(Ω) and thus the integral converges to 0 when
ε → 0. In order to estimate the remaining term, denote Lj := supB ′j . Then, for ε sufficiently
small,
1
ε
∫
{0<v1−v2<ε}
(
Bj (v1)−Bj (v2)
)
a(x, v2,Dv2) · (Dv1 −Dv2)

∫
{0<v1−v2<ε}
LjC(j + 1)×
(
1 + ∣∣DTj+1(v1)∣∣p−1)(∣∣DTj+1(v1)∣∣+ ∣∣DTj+1(v2)∣∣).
Using the same arguments as above, we prove that the term on the right-hand side converges also
to 0 when ε → 0. Hence, limε→0K2 = 0 and (41) yields
∫
Ω
[
a(x, v1,Dv1) ·D
(
Bj (v1)
)− a(x, v2,Dv2) ·D(Bj (v2))] sign+0 (v1 − v2)
+
∫ (
g(x, v1)Bj (v1)− g(x, v2)Bj (v2)
)
sign+0 (v1 − v2)
Ω
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∫
Ω
(
f1Bj (v1)− f2Bj (v2)
)
sign+0 (v1 − v2)= 0.
By (17) and (30), the term on the left side converges to 0 when j → +∞ and as Bj (r) → 1
on R, (40) follows.
The proof of Proposition 4.1 is complete. 
Corollary 4.2. Assume that (38) and the additional condition (39) are satisfied. Then, the
operator A := {(v,−diva(x, v,Dv) + g(x, v));v ∈ W 1,p0 (Ω,ω) ∩ L∞(Ω),diva(x, v,Dv) +
g(x, v) ∈ L∞(Ω)} verifies the following properties:
(i) A is T -accretive in L1(Ω);
(ii) R(I + σA)= L∞(Ω) for all σ > 0;
(iii) D(A) is dense in L1(Ω).
Moreover the closure of A in L1(Ω) is the m-T -accretive operator A := {(v, f ) ∈ L1(Ω)×
L1(Ω);v is a renormalized solution of E1(f )}, with
E1(f ): v − diva(x, v,Dv)+ g(x, v)= f.
Proof. Assertions (i) and (ii) are directly deduced from the existence theorem and the compari-
son principle. It remains only to prove assertion (iii): let f ∈ L∞(Ω) and for n ∈N denote by vn
the unique solution of
nv − diva(x, v,Dv)+ g(x, v)= nf.
Using convenient test functions, we prove that ‖vn‖L∞(Ω)  ‖f ‖L∞(Ω) and that
α
N∑
i=1
∫
Ω
ωi
∣∣∣∣∂vn∂xi
∣∣∣∣
p
 n‖f ‖2L∞(Ω).
Then, we can suppose that (vn)n converges strongly in Lq(Ω) (for every q > 1) to v ∈ L∞(Ω)
and that (vn)n converges weakly in W 1,p0 (Ω,ω) to v.
Now, let ϕ ∈ C∞(Ω). Then,
∫
Ω
vnϕ + 1
n
(∫
Ω
a(x, vn,Dvn) ·Dϕ + g(x, vn)ϕ
)
=
∫
Ω
fϕ. (42)
Using (3), we prove that
1
n
∫
a(x, vn,Dvn) ·Dϕ 
N∑
i=1
β
n
∫
ω
1
p
i
(
k(x)+ σ 1p′ ‖f ‖
q
p′
L∞(Ω) +
(
n‖f ‖2L∞(Ω)
) 1
p′
) ∂ϕ
∂xi
.Ω Ω
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lim
n→+∞
∫
Ω
vnϕ =
∫
Ω
fϕ.
This in turn implies that v ≡ f . The proof of Corollary 4.2 is complete. 
Remark 4.3. Assumption (39) is not optimal to obtain uniqueness of a renormalized solution
of E(f ) (see cf. [11] for a more general condition). However, the problem of uniqueness is still
open when g depends also on Dv.
Corollary 4.2 allows to study the Cauchy problem associated to E(f ) via the semi-group
theory (see cf. [6] and [7]). In a forthcoming paper, we study the elliptic–parabolic problem
(EP)(b, v0, f ):
{
(b(v))t + g(t, x, v)= diva(t, v,Dv)+ f on Q,
v = 0 on Σ,
v(0, ·)= b(v0) on Ω,
(43)
where b :R→ R is continuous nondecreasing and satisfies the normalization condition b(0)= 0.
This problem was studied in [3] and in [11] in the particular case where g = 0 and a is inde-
pendent of t . Existence and uniqueness results were proved under extra conditions on a. We
generalize these results for a depending also on t and without additional conditions on a.
References
[1] Y. Akdim, E. Azroul, A. Benkirane, Existence of solutions for quasilinear degenerate elliptic equations, Electron.
J. Differential Equations 2001 (71) (2001) 1–19.
[2] A. Kufner, Weighted Sobolev Spaces, Wiley, 1985.
[3] K. Ammar, P. Wittbold, Existence of renormalized solutions of degenerate elliptic–parabolic problems, Proc. Roy.
Soc. Edinburgh Sect. A 133 (2003) 477–496.
[4] Ph. Bénilan, L. Boccardo, T. Gallouët, R. Gariepy, M. Pierre, J.L. Vazquez, An L1-theory of existence and unique-
ness of solutions of nonlinear elliptic equations, Ann. Sc. Norm. Super. Pisa Cl. Sci. 22 (1995) 241–273.
[5] Ph. Bénilan, H. Brézis, M.G. Crandall, A semi-linear equation in L1, Ann. Sc. Norm. Super. Pisa Cl. Sci. 2 (1975)
523–555.
[6] Ph. Bénilan, M.G. Crandall, A. Pazy, Evolution equations governed by accretive operators, in preparation.
[7] Ph. Bénilan, P. Wittbold, On mild and weak solutions of elliptic–parabolic equations, Adv. Differential Equations 1
(1996) 1053–1073.
[8] Ph. Bénilan, W. Strauss, Semi-linear elliptic equations in L1, J. Math. Soc. Jpn. 25 (1973) 565–590.
[9] A. Bensoussan, L. Boccardo, F. Murat, On a nonlinear partial differential equation having natural growth terms and
unbounded solution, Ann. Inst. H. Poincaré 5 (4) (1988) 347–364.
[10] D. Blanchard, Truncations and monotonicity methods for parabolic equations, Nonlinear Anal. 21 (1993) 725–743.
[11] J. Carrillo, P. Wittbold, Uniqueness of renormalized solutions of degenerate elliptic–parabolic problems, J. Differ-
ential Equations 156 (1999) 93–121.
[12] J. Carrillo, P. Wittbold, Renormalized entropy solution of a scalar conservation law with boundary condition, J. Dif-
ferential Equations 185 (1) (2002) 137–160.
[13] P. Drabek, F. Nicolosi, Existence of bounded solutions for some degenerate quasi-linear elliptic equations, Ann.
Mat. Pura Appl. CLXV (IV) (1993).
[14] L. Boccardo, T. Gallouët, J.L. Vazquez, Solutions of nonlinear parabolic equations without growth restrictions on
the data, Electron. J. Differential Equations 2001 (60) (2001) 1–20.
[15] J. Leray, J.-L. Lions, Quelques résultats de Vis˜ik sur les problèmes elliptiques non linéaires par les méthodes de
minty-browder, Bull. Soc. Math. France 93 (1965) 97–107.
[16] F. Murat, Soluciones renormalizadas de edp elipticas non lineales, Technical report, Cours à l’université de Séville
Publication R93023, Laboratoire d’analyse numérique, Paris VI, 1993.
K. Ammar / J. Differential Equations 234 (2007) 1–25 25[17] P. Drabek, A. Kufner, V. Mustonen, Nonlinear Elliptic Equations, Singular and Degenerate Cases, University of
West Bohemia, 1996.
[18] P. Drabek, A. Kufner, V. Mustonen, Pseudo-monotonicity and degenerate or singular elliptic operators, Bull. Aus-
tral. Math. Soc. 58 (1998) 213–221.
