Abstract. This paper assesses the empirical content of one of the most prevalent assumptions in the economics of networks literature, namely the assumption that decision makers have full knowledge about the networks they interact on. Using network data from 75 villages, we ask 4,554 individuals to assess whether five randomly chosen pairs of households in their village are linked through financial, social, and informational relationships. We find that network knowledge is low and highly localized, declining steeply with the pair's network distance to the respondent. 46% of respondents are not even able to offer a guess about the status of a potential link between a given pair of individuals. Even when willing to offer a guess, respondents can only correctly identify the links 37% of the time. We also find that a one-step increase in the social distance to the pair corresponds to a 10pp increase in the probability of misidentifying the link. We then investigate the theoretical implications of this assumption by showing that the predictions of various models change substantially if agents behave under the more realistic assumption of incomplete knowledge about the network. Taken together, our results suggest that the assumption of full network knowledge (i) may serve as a poor approximation to the real world and (ii) is not innocuous: allowing for incomplete network knowledge may have first-order implications for a range of qualitative and quantitative results in various contexts. JEL Classification Codes: D85, L14, D8, C8
Introduction
One of the most prevalent assumptions in the network economics literature is that decision makers have correct, complete, and common knowledge about the structure of the networks they interact on. For instance, various models of social learning over networks (Banerjee, 1992; Smith and Sørensen, 2000; Mossel, Sly, and Tamuz, 2015) , the literature on network games of strategic complementarities (Ballester, Calvó-Armengol, and Zenou, 2006; Calvó-Armengol, Patacchini, and Zenou, 2009; Candogan, Bimpikis, and Ozdaglar, 2012) , as well as the growing literature on the econometrics of network formation (Sheng, 2016; Leung, 2015a; Menzel, 2017; de Paula, Richards-Shubik, and Tamer, 2018) implicitly or explicitly assume that agents have full knowledge about the underlying network structure.
In this paper, we assess the empirical content and theoretical implications of this assumption. Using observational data, we document substantial departures from full network knowledge, underscoring that the assumption of complete network information may serve as a poor approximation to the real world. We then investigate the theoretical implications of relaxing this assumption in each of the three different domains mentioned above -social learning, network games, and estimation of models of network formation. Our results illustrate that, while a sensible first step, this assumption is not innocuous: violations of full network knowledge may have qualitatively and quantitatively important implications for the predictions of each of these models.
Our empirical investigation uses data collected in 75 villages in Karnataka, India, where we have previously collected detailed network data across all 16,500+ households (Banerjee et al., 2016) . Our network data consists of information on whether or not a link exists across a number of informational, financial, and social dimensions for over 98% of pairs of households in each village. Against this backdrop, we returned to the 75 villages and asked 4,554 respondents about existence of various forms of linkages between five pairs of individuals from their village. In particular, we first asked the respondents whether they are unable to offer a response -either because they are not certain enough or because they do not know at least one of the individuals in the corresponding pair. If the respondents were able to offer an answer, we then solicited their guess about the link's existence.
As our main empirical finding, we document a substantial lack of knowledge about the network structure, both in terms of respondents' uncertainty as well as the extent to which they correctly identified the presence or absence of links in the underlying network.
Consistent with a basic lack of network knowledge, we find that almost half (46%) of respondents reported that they "don't know" the link status between a given pair (j, k) of individuals in their village. We then regressed the dummy variable capturing respondent's uncertainty regarding the link on the respondent's distance to j and k, controlling for the respondent's eigenvector centrality, the average centrality of j and k, and a number of demographic controls (such as caste, amenities, geography). We find that respondents are more likely to express uncertainty about the existence of a link between j and k the further they are in the network: a one-step increase in the average distance of j and k to the respondent is associated with a 12.2 percentage point (pp) increase (p=0) in the probability of expressing uncertainty. This effect is sizable, specially relative to the mean of 46%.
We then investigate the quality of the respondents' information by regressing whether the respondent correctly identifies the link status of a given pair (j, k) on network distance, while controlling for centralities and demographic covariates. We find that the quality of the respondent's information also declines steeply in social distance: a one-step increase in the average distance of j and k to the respondent is associated with a 9.3pp decline (p=0) in the respondent's probability of correctly identifying that j and k are linked in the underlying network. This also captures a sizable effect, especially given that the mean rate of correctly identifying a link's status is only 20%.
1 Even conditional on expressing certainty, we find that being one step further is associated with a 1.1pp to 2.1pp decline (p=0.005) in the probability of correctly identifying that j and k are linked. The bulk of the aforementioned results are not explained by other demographic covariates. We include geographic distance between respondents and jk pairs, dummies for whether the respondent is of the same caste or subcaste, has the same household amenities (e.g., electrification, roof type, ownership) as j and k, interactions of all of these covariates with actual jk link status, as well as village fixed effects and even respondent fixed effects. Across specifications, our conclusions are predominantly unchanged both qualitatively and quantitatively. We then conduct a post-LASSO exercise to determine a sparse set of covariates that predict our key outcomes, namely, the respondent's correct assessment of link status as well as her claim whether to know or not know the status of a given link. Both in terms of correct assessments and degree of certainty, we find that it is the average network distance to j and k that is selected (along with respondent centrality and the average centrality of j and k). In contrast, except for caste and subcaste, all other demographic variablesincluding geographic distance between the respondent and jk -are not selected. This finding is consistent with a story where agents learn about the structure of the network through interactions on and through the network, where knowledge tends to be localized.
We next turn to the theoretical implications of our empirical findings by showing that relaxing the widespread assumption that the network structure is commonly known can have first-order implications for a range of qualitative and quantitative results in various contexts. As a first application, we focus on a simple model of Bayesian learning over social networks. We show that partial network knowledge may lead to identification problems that can impede learning, even though information would have been efficiently aggregated had individuals faced no uncertainty about the network structure. This rests on the observation that knowledge about the intricate details of the network structure provides the agents with valuable information on how to discern the correlations and redundancies in their neighbors' estimates. Our result thus demonstrates that predictions about learning dynamics may be sensitive to the extent and nature of agents' knowledge about the social network structure.
As a second case study, we illustrate how assuming full network knowledge may lead to biased structural estimates if in fact decision makers face some uncertainty about the underlying network. We focus on the canonical network interaction game of Ballester et al. (2006) with strategic complementarities. This game, which serves as one of the workhorse models for studying strategic network interactions in the literature, allows for simple structural estimates, counterfactuals, and policy prescriptions. We show that uncertainty about the extent of strategic complementarities outside one's neighborhood results in a systematic shift in equilibrium actions (relative to the complete information benchmark). Hence, ignoring the possibility of incomplete network knowledge may lead to biased structural estimates for the degree of complementarities, mis-specified cost-benefit analyses, and potentially counterproductive intervention policies (such as identifying "key players" to target for interventions).
Finally, we shift our attention to investigating the implications of network knowledge for parameter identification in network formation games. We study a fairly standard econometric model of network formation, where the literature has grappled with partial identification of parameters when agents have complete information about the realization of pairwise preference shocks. However, we show that the equilibrium network in the game with incomplete information provides the econometrician with sufficiently rich observations to point-identify all structural parameters. This result suggests that introducing the (more realistic) assumption of incomplete information may transform a model that is fundamentally hard to identify to a straightforwardly estimable model.
Our work is not the first paper to introduce incomplete information into the above mentioned contexts. For instance, in the context of social learning, Acemoglu et al. (2011) and Lobel and Sadler (2015) allow for randomly generated networks of various kinds. Similarly, papers such as Leung (2015b) and more recently Ridder and Sheng (2017) study network formation with incomplete information. Our goal here is primarily pedagogical, strongly motivated by the data. Specifically, our results are meant to clarify the extent to which a potentially unrealistic assumption plays a critical role in a wide variety of applications and how incorporating partial or lack of network knowledge into fairly standard models can lead to vastly different conclusions.
In addition to the network theory and econometrics literatures discussed above, our paper is related to works in sociology that explore limits to knowledge about others' traits as well as perceptions of friendships in networks (Friedkin, 1983; Krackhardt, 1987 Krackhardt, , 2014 . For instance, using network data among several departments at the University of Chicago and Columbia University, Friedkin (1983) showed that a respondent i was less likely to know about another faculty member j's current research if the respondent was further from j in the network. This is in line with findings of Alatas et al. (2016) , who show that subjects are much less likely to know about the wealth status of individuals in their village who are further away in the network. Relative to these findings, our paper emphasizes that knowledge about the network itself is similarly limited and localized through the network.
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The rest of the paper is organized as follows. Section 2 describes the setting, data, and sample statistics. Section 3 contains our main empirical findings, where we document how network knowledge relates to the average distance between the respondents and the pair of individuals they are being inquired about. In Section 4, we discuss how our findings regarding limited network knowledge can be relevant for theoretical, applied, and econometric work. Section 5 is a conclusion. All proofs are provided in Appendix A. An online appendix contains some additional empirical results.
Setting and Data
2.1. Network data collection. We collected data in 75 villages in Karnataka, India, where we have previously worked. The villages span 5 districts around Bangalore where we have collected network data in the past: Wave I in 2006 (Banerjee et al., 2013) and Wave II in 2012 (Banerjee et al., 2016) . In 2012, we collected network data from 89% of the over 16,500 households across the 75 villages. These links spanned financial, social, and informational relationships across 12 dimensions.
3 Because such a high share of households were surveyed and every household could name links to any other household in the census in each village, we have 98.8% of all links in the resulting undirected, unweighted network. It is against this backdrop that we conducted a subsequent survey to explore network knowledge.
2.2. Knowledge data collection. We conducted a network knowledge questionnaire in 2015 by asking 4,554 randomly selected individuals across the 75 villages about network relationships between various other individuals in their community. We asked every respondent i about network relationships among five distinct pairs j and k. This was stratified in the following way. We ensured that for each i, one jk pair of each distance 1-1.5, distance 2-2.5, distance 3-3.5 distance 4-4.5, and distance 5+ (including unreachables) was selected in the survey, using our pre-existing network data. 4 For each jk pair we asked about the existence of specific types of network relationships: informational, financial, and social. We 2 Krackhardt (1987 Krackhardt ( , 2014 was the first to advocate for collecting data not only about network interactions, but also about others' perceptions of such interactions. Krackhardt (1987) called these cognitive social structures (CSS). Our data could be interpreted as sampling from CSSs in 75 distinct networks. 3 (1) whose house the respondent visits, (2) who visits her house, (3) kin, (4) whom they socialize with,
who gives information when there is a medical need, (6) whom they gives advice to, (7) whom they get advice from, (8) whom they lend material goods to, (9) whom they borrow material goods from, (10) whom they borrow money from, (11) whom they lend money to, (12) with whom they go to pray (e.g., at a temple or mosque). 4 We also asked i about several demographic traits of j and k. analyze responses to informational, financial, and social relationships, denoted by index r.
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The resulting object is a graph g r for each r. For every pair jk and relationship type r, we asked i whether g jk,r = 1 or g jk,r = 0. The respondent could tell us their estimate or tell us that they "Don't know." A response of "Don't know" could arise for two reasons: either the respondent does not feel certain enough to offer a guess or because the respondent does not know who either j or k are. The respondent i's response is therefore h i,jk,r ∈ {1, 0, Don't Know}.
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Our outcomes of interest are whether the respondent correctly identified link status, i.e., y i,jk,r = 1{h i,jk,r = g jk,r }, and whether they were sure enough to offer a guess to being with, i.e., DK i,jk,r = 1{h i,jk,r = Don't Know}.
We are chiefly interested in how y i,jk,r and DK i,jk,r depend on the network distance between the respondent i and the pair jk, conditional on the centralities of the nodes involved and demographic covariates. While we consider the respondents' outcomes y i,jk,r = 1{h i,jk,r = g jk,r } for each type of relationship r separately in our regressions, we follow previous work and measure distances and centralities in the union network g = ∪ r g r , according to which two agents are assumed to be linked if either agent reports having any of the 12 relationship dimensions with the other. Table 1 , Panel A. 59% of the respondents were female and the average age in the sample was 42.55. Males were typically born in the village (51%) whereas most females married in (only 11% were born in the village). The average degree is 19.5 which indicates a sparse network (the average number of households in the village is 196). Panel B describe pair characteristics. 99% of the pairs belonged to the same connected component as the respondent (i.e., the pair was 'reachable'), and in our stratified sample, 34% of the time they were linked. On average, the distance from i to jk was 2.13, and 59% of the time they were of the same caste category. Panel C presents our knowledge survey outcomes. 46% of the time the respondents expressed that they did not know the linking status of the pairs in question. When willing to offer a guess, the respondents correctly identified the linking status of the pair only 20% of the time. Conditional on a link existing, a correct guess was offered 57%
5 Specifically, we collapsed some of the Banerjee et al. (2013) survey, leaving us with 3 dimensions: (1) social interaction; (2) borrowing/lending of money; (3) giving/receiving advice before an important decision; 6 Note that even though the subjects report whether or not they believe a given pair of individuals are linked, we do not observe the respondents' subjective beliefs (i.e., the probability that i assigns to the existence of a link j and k). 7 This choice is made to generate the regressors as independent variables because we believe that this generates the most natural definition of social distance for our setting. Individuals might learn about a financial relationships existing in other parts of the network, for example, through financial ties but also through information and social ties.
of the time. This immediately illustrates that respondents systematically overestimated the existence of a link. Table 1 already indicate poor average knowledge about the network. We next explore how the relative position of nodes influences i's ability to know whether j and k are linked.
To this end, we run core regressions of the following form:
Here, Y i,jk,r will either be y i,jk,r , which is a dummy that measures whether i correctly identified the link status between j and k, or DK i,jk , which is whether i reported not knowing the status.
Taking for now the case where y i,jk,r is the outcome variable of interest, coefficient θ measures the difference in the probability of being correct if the link g ij,r exists, whereas coefficients λ r are relationship type-fixed effects. Coefficient β not measures the marginal change in i's probability of correctly identifying that j and k are not linked when the average distance increases by 1, while β link records how knowledge changes with distance when g jk,r = 1.
9 Similarly, γ not and γ link measure the marginal effect of being one standard deviation more central on the probability of being correct when the link does not exist, and that probability when the link does exist. δ not and δ link play the same role but now looking at j and k's centralities. Finally, X i,jk will include a vector of covariates: average geographic distance of i from j and k, their geographic centralities, and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, and has the same ownership status for each of j and k, as well as all these variables' interactions with linked status g jk,r .
8 Assuming that each respondent simply offers a response about the existence of a link uniformly at random, a back-of-the-envelope calculation shows that the implied density of the network by our respondents is at least 37.9% higher than that in the data. 9 Note that even if respondents have biased guesses about whether links exist when they do not truly know (meaning that their guesses may differ on average from the true rate) this does not affect the test of whether β not or β link is non-zero.
The main results can be seen in the raw data in Panels A-C of Figure 1 . Panel A depicts the share of correct guesses by average network distance between i and the (j, k) pair. It is immediate to see that the fraction of correct guesses steadily declines in distance down to the unreachable pairs. Panel B illustrates that the share of respondents who do not know jk's link status increases across network distance. In Panel C, we condition on having a view on the link status and then look at whether the guess is correct or not. We see in the raw data that there is a negative correlation between the share of correct guesses and the network distance, meaning that even beyond having a view on the link, there is residual information which is more accurate for pairs that are on average socially closer to the respondents.
We can also consider how network knowledge varies with the centralities of j and k. In Panels D-F of Figure 1 , we plot the same outcomes of interest, varying average centralities. Here, we see that when j and k are more central, i is more likely to offer a correct guess, is less likely to say that she "Doesn't know" the link status, and has better information about the existence of a link conditional on having a view. Note that more central j and k are mechanically closer to any arbitrary i, so the relationship between centrality and knowledge is likely a direct consequence of the relationships in Panels A-C. Table 2 contains our main network distance results. Panel A looks at how whether i knows jk's linking status, y i,jk,r depends on the relative network distances between parties and their centralities. Column 1 presents the regression just with the network position variables, column 2 adds the aforementioned vector of demographic controls contained in X i,jk , column 3 adds village fixed effects, while column 4 also includes respondent fixed effects. Note that the specification with respondent fixed effects holds the demographic and network characteristics of the respondent fixed, comparing close versus far jk, within respondent.
11
We focus on column 1 for exposition. We see that having j and k be on the same connected component as i leads to a 6.5pp increase (p=0.001) in the probability of guessing the status correctly when there is no link. Further, this corresponds to a 54.7pp increase (p=0) in the probability of guessing the status correctly when there is a link.
Next, we study how respondents' knowledge depends on their network distance to the pair in question. Note that to understand the effect of distance, we need to condition on reachability through the network, as unreachable individuals have infinite distance to the respondent. We find that being one step further than j and k on average leads to a 1.8pp decline (p=0) in the probability of guessing correctly when there is no link, and more importantly a 10.9pp decline (p=0) in the probability of guessing correctly when there is a link. This is a very large effect relative to the mean (19.9%). Furthermore, columns 2-4 illustrate that this pattern is robust to a wide range of specifications, clearly indicating that the quality of respondent's information is steeply declining in her network distance to the pair and is not explained by similarities in demographics such as wealth, caste, electrification, geography, and so on. Table 2 focuses on the first component. The specifications and control sets are the same as in Panel A, but now our outcome variable is DK i,jk,r , a dummy for whether the respondent declared that they "Don't know" whether j and k are linked.
We find that respondents are considerably more likely to have a view about the network structure local to them and are much more uncertain at larger distances. Once again, we focus on column 1 for exposition, though the results are largely robust to controls and fixed effects. Relative to a mean of 46%, we observe that being reachable leads to a 32.1pp decline (p=0) in the probability of declaring "Don't know" when g jk,r = 0 and a 46.6pp decline (p=0) when g jk,r = 1. These large magnitudes suggests that i has extremely limited knowledge when j and k are unreachable. Then, conditional on reachability, every extra step leads to a 10.9pp (or 14.8pp) (p=0) increase in the probability of declaring "Don't know" when there is no link (when there is a link) which again is a very large effect relative to the mean.
Next, we further decompose the "Don't know" response into its two components -not knowing that either j or k exist and knowing of j and k, but not having a view on their relationship. We explore this decomposition in Table 3 . Columns 1 and 2 consider whether respondent i knows of both j and k as a function of distance and reachability. Note that this variable is defined at the (i, j, k) level and does not vary across relationship types. We therefore collapse the data in columns 1 and 2 to that level. First note that i knows of both j and k only 64% of the time. This means that approximately three-fourths of the "Don't know" responses come from not knowing anything about one or both of the nodes in question. Unsurprisingly, the patterns of knowledge as a function of reachability and distance look very similar to those in Table 2 , Panel B. In columns 3 and 4, we ask whether conditional on knowing that j and k exist, there is a residual relationship between DK i,jk,r and the distance between i and jk. We find that all of the qualitative patterns survive in this conditional regression: reachability is correlated with a lower likelihood of "Don't know", while larger social distances make a "Don't know" response more likely. For example, when 12 We note that adding controls does reduce the magnitude of the coefficient on reachability when there is a link. The other three coefficients are stable across specifications.
g jk,r = 1, moving jk one step further from i is associated with a 4.5pp increase (p=0) in DK i,jk,r . 13 3.1.3. Is there residual information conditional on a degree of certainty? Having established that the likelihood that a guess is correct and the likelihood of having a view both decline in distance, we now study whether these results are solely driven by respondents' uncertainty ("Don't know") or whether within a certainty bin, i's responses are more accurate when jk are socially closer. Table 2 , Panel C presents the results of regressions that condition on having a view about the relationship. The control sets across columns are the same as those used in Panels A and B.
We first note that these regressions condition on individuals i, pairs jk, and relationship dimensions r for which respondent i claims to know about the relationship status. Given that we just showed that having a view is also a function of distance, this creates a censoring problem that could lead to bias in the estimated relationship of interest. We believe that the most logical form of bias should make it harder to detect a negative relationship between social distance and bias. This would be the case if i were more likely to have an opinion about far jk pairs who were nonetheless "closer" on unobservables and if those unobservables also corresponded to a higher likelihood of a correct guess.
Keeping that caveat in mind, we do find evidence that distance is correlated with making a correct guess, even conditioning on DK i,jk,r = 0. We again find that being 1 step higher in terms of average distance to j and k leads to a decrease of between 1.1 and 2.1pp (p=0.005) in the probability of guessing correctly when there is a link between jk. However, there is no detectable pattern in distance when g jk,r = 0.
That network distance still predicts accuracy, even conditional on having a view, is consistent with the idea that simply knowing something about j and k does not drive the entire relationship identified in Table 2 , Panel A. Instead, a systematic bias develops more strongly outside the local radius.
3.2. What best predicts network knowledge? Our findings thus far illustrate that network knowledge is systematically predicted by and related to the social distance between respondent i and the pair jk in question. We also demonstrated that this correlation is not affected by the inclusion of numerous controls including amenities, caste, geography, village fixed effects, and respondent fixed effects.
We now ask something stronger: out of all the variables we have at our disposal, what best predicts network knowledge? For example, it may be geography, because people observe those who live nearby interacting with others, even if they are not themselves linked. Or it may be the network itself, because people interact on and through the network, so one 13 We note that the regressions in columns 3 and 4 control on an outcome that we have already shown to be correlated with distance. See Section 3.1.3 below for a discussion of the likely bias.
is more likely to know about relationships among one's friends or friends of friends rather than someone who is an effective stranger.
To this end, we conduct a post-LASSO procedure (Belloni and Chernozhukov (2013) and Belloni, Chernozhukov, and Hansen (2014b,a) ) by regressing the outcome, whether i knows link jk exists or not (or how certain i is), on the network variables and all the demographic variables as before. Since this procedure penalizes putting in many parameters with the aim of selecting a sparse subset of covariates, it may wind up picking a minimal model that excludes network variables altogether. Alternatively, it may include networkbased variables, viewing them as more predictive than any of our demographic covariates. Note that since LASSO is a shrinkage estimator, the post-LASSO procedure ensures that consistent estimates are being used. Table 4 presents the results of this exercise. Column 1 contains the estimates when the outcome is whether the respondent's guess is correct (y i,jk,r ). Three core network variables are selected: the distance to the pair when there is no link, centrality of i when jk are linked, and the average centrality of the pair jk when they are linked. As we have mentioned before, the centralities of j and k are highly (negatively) correlated with average distances with an arbitrary i. Additionally (but omitted from the display), the following demographics are selected: dummies for whether i and j, i and k, and j and k are of the same caste, subcaste, have the same occupation, house ownership status, roof type, and electrification status.
14 In column 2 we predict the responses DK i,jk,r of the agent. We find that the distance is selected both when g jk,r = 0 and g jk,r = 1. Being one step further corresponds to a 8.99pp (or a 19.6%) (p=0) increase in the probability of declaring "Don't know". Two other network measures are selected here: the centrality of the respondent when g jk,r = 1 and the average centralities of jk when g jk,r = 0. In this case, a smaller set of demographics is selected: average geographic distance between j and k, and all variables relating to the castes and subcastes of i, j, and k. 15 Note that in either case geographic distance from respondent to respondees or geographic centralities are not selected. This suggests that an important set of predictive variables in terms of network knowledge or certainty about this knowledge consists of distance in the network from the respondent, how central the respondent is, and how central those in consideration are. These variables are selected by a post-LASSO procedure in a large horserace against a number of alternatives, including geographic variables. This is consistent with a story where people learn about their social structure by exploring/interacting through their social structure.
Importance of assumptions on network knowledge
In this section, we discuss how our findings regarding limited network knowledge can be relevant for theoretical, applied, and econometric work. Assuming that agents have complete information about the underlying network is an oft-used assumption in the literature (with applications ranging from social learning and peer effects to network formation games). In what follows, we demonstrate how such an assumption (or lack thereof) can have first-order implications for a range of qualitative and quantitative results in various contexts.
4.1. Social learning. As our starting point, we explore the implications of network uncertainty in the context of learning over social networks. Many models of Bayesian social learning assume that agents have complete knowledge about the social network structure.
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In what follows we use a simple framework to illustrate that relaxing the assumption of full network knowledge may lead to identification problems that can serve as impediments to learning, even when agents have access to enough information to uncover the state. Crucially, we also show that these identification problems do not arise when individuals face no uncertainty about the network.
Consider a collection of n + 1 individuals, denoted by {0, 1, . . . , n}, who wish to estimate an unknown state of the world θ ∈ R. Each agent i receives a noisy private signal s i = θ + i about the underlying state, where the error terms i ∼ N (0, σ 2 ) are drawn independently across agents. Prior to observing their private signals, all agents share an (improper) uniform prior belief about the state.
In addition to her private signals, each agent observes the point estimates of a subset of other individuals, whom we refer to as her neighbors. More specifically, we assume that agents are located on a directed, acyclic network that determines the patterns of observations: agent i can observe agent j's point estimate ω j about the state if and only if there is a directed link from agent j to agent i.
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We represent the potential lack of knowledge about the social network structure by assuming that agent 0 is ex ante uncertain about the patterns of connections among other individuals. More specifically, we assume that the underlying network is drawn randomly from the set G = {g 1 , g 2 } with probabilities p 1 and p 2 = 1 − p 1 , respectively, where
Welch (1992), and Smith and Sørensen (2000) as well as models of repeated network interactions such as Mossel, Sly, and Tamuz (2015) and Mossel, Olsman, and Tamuz (2016) . 17 A directed network is said to be acyclic if it contains no directed cycles. The assumption that the network is acyclic ensures that information flows are unidirectional. This assumption is also equivalent to imposing an exogenous sequence of timing for agents' observations and assuming that each agent i can only observe the point estimates of a subset of her predecessors, as in Banerjee (1992) and Acemoglu, Dahleh, Lobel, and Ozdaglar (2011) , among others.
and jk denotes the directed edge from agent j to agent k. Thus, whereas in both networks agent 0 can observe the estimates of all other individuals, agents labeled j = 3, . . . , n can only observe the estimate of agent i ∈ {1, 2} in network g i . The two networks are depicted in Figure 2 . We have the following result. Statement (a) of the above result establishes that regardless of what the realized network and state are, agent 0 uncovers the true state with arbitrarily high confidence as n → ∞ as long as she has full knowledge about the underlying network. Note that even though 0's neighbors (partially) rely on a common source of information, agent 0 can use her knowledge about the network structure to account for any redundancies in her neighbors' estimates. More specifically, when the realized network is g i , the point estimate of each agent j ∈ {3, . . . , n} is equal to ω j = (s j + s i )/2, while ω 1 = s 1 and ω 2 = s 2 . Hence, with access to the point estimates of agents 1 and 2, agent 0 can simply back out agent j's private signal s j by computing 2ω j −ω i . Such a calculation enables agent 0 to discern any correlation in her neighbors' estimates that is due to their common neighbor i. Consequently, agent 0's point estimate of the true state is given by
which by the law of large numbers, converges to the true state with probability one as n → ∞.
Contrasting the above observation with statements (b) and (c) of Proposition 1 underscores the crucial role of correct and complete network knowledge for successful learning in part (a): whereas agent 0 learns the state with probability one when she observes the realized network, she fails to learn the state if she has either incorrect or incomplete knowledge about the realized network.
To see the intuition for this contrast, first consider the case in which agent 0 has misspecified beliefs about the social network (statement (b)). More specifically, suppose without loss of generality that the true realized network is g 1 , but agent 0 believes (mistakenly) that the underlying network is g 2 . Such a misspecification means that even though the point estimate of agent j ∈ {3, . . . , n} is given by ω j = (s j + s 1 )/2, agent 0 assumes that the correlation in her neighbors' estimates are due to agent 2's private signal. As a result, agent 0's point estimate is given by
which converges to θ + s 1 − s 2 with probability one, whenever the true state is θ. In other words, agent 0's misspecified belief about the network structure manifests itself as a bias in her estimate about the state.
Finally, part (c) of Proposition 1 illustrates that uncertainty about the network structure can create an identification problem that would serve as an impediment to learning. In the context of the above example, no matter how many neighbors agent 0 has, she can only learn the state by properly accounting for the redundancies and patterns of correlations in her neighbors' estimates. Yet, uncertainty about the identity of her neighbors' neighbors means that agent 0 cannot identify the source of such redundancies. More specifically, when the true state and the realized network are θ and g 1 , respectively, agent 0 has no way of distinguishing whether the underlying state-network pair is (θ, g 1 ) or (θ + s 1 − s 2 , g 2 ), even as n → ∞. This is despite the fact that she can hold and update beliefs not only about the state but also about the underlying network structure.
18
Taken together, Proposition 1 illustrates that incorrect or incomplete knowledge about the social network can undermine information aggregation, even in fairly simple environments that would have otherwise led to learning. This observation, alongside our empirical findings in Section 3, suggests that Bayesian models that allow for uncertainty about the network structure (such as Lobel and Sadler (2015) ) as well as behavioral models (such as DeGroot (1974), Eyster and Rabin (2014) , and Li and Tan (2017) ) that assume agents cannot fully account for how the network structure shapes their observations may be useful and important starting points for applied work to focus on. 4.2. Network interactions and peer effects. We next focus on network peer effect games and illustrate how assuming full network knowledge may lead to biased structural estimates when in fact agents face uncertainty about the underlying network.
To this end, we focus on the canonical network interaction model of Ballester, Calvó-Armengol, and Zenou (2006) . Besides their widespread use, models that build off this linear-quadratic framework lend themselves to readily obtainable structural estimates, as well as counterfactual and policy analyses (such as which "key" players to target with an intervention). Applications include peer effects in education (Calvó-Armengol, Patacchini, and Zenou, 2009), local consumption externalities (Candogan, Bimpikis, and Ozdaglar, 18 In this sense, our result on the role of network uncertainty is similar to Acemoglu, Chernozhukov, and Yildiz (2016) , who argue that uncertainty about the signal generating process can result in an identification problem for a single Bayesian agent in isolation, as the same long-run frequency of signals may be consistent with multiple states. 2012), research collaboration among firms (Goyal and Moraga-González, 2001 ), among numerous others.
The basic setup is an n-player game in which agents' payoffs are given by
where x i denotes the action (say, effort) of agent i, g ij regulates the strength of strategic complementarities between i and j, and parameters α ∈ [0, 1) and θ i > 0 are common knowledge among all agents. As is common in the literature, pairwise interactions can be represented by a directed and weighted network g = [g ij ], with the convention that g ii = 0 for all i. In a departure from the rest of the literature, however, we assume that this interaction network is drawn randomly prior to the start of the game. More specifically, we assume that for any pair of agents i = j, the weight g ij is drawn independently from the rest of the weights according to a non-degenerate probability distribution with density f ij . Throughout, we assume that j =i max supp(f ij ) ≤ 1 for all agents i.
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We consider two variants of the above game. In what we call the complete information benchmark, we assume that the realized network g is observed by all agents prior to making their decisions. Therefore, ex post, our complete information benchmark coincides with the canonical model of Ballester, Calvó-Armengol, and Zenou (2006) . On the other hand, under the incomplete information variant of the game, we assume that each agent i can only observe the set of weights {g ij : j = i} in her neighborhood. Hence, in contrast to the complete information benchmark, agents choose their actions with no knowledge about the strength of strategic complementarities among other agents. We have the following result:
Proposition 2. The vectors of equilibrium actions under the complete and incomplete information variants of the game are given by
The above result establishes that equilibrium actions are sensitive to whether agents have full knowledge about the patterns of interactions in the network. More importantly however, Proposition 2 also illustrates that uncertainty about the network structure results in a systematic shift in equilibrium actions: each agent's action in the incomplete information game is in expectation less than her action in the complete information benchmark.
What this means, practically, is that estimates of θ and α obtained under the assumption of complete information may be biased if agents are in fact uncertain about the network structure. Such biases can in turn substantially affect not only counterfactuals but also policy prescriptions by potentially impacting (i) cost-benefit assessments, (ii) the predicted extent of externalities, and (iii) the relative network centralities of various agents; a statistic that is central to policy prescriptions in this literature.
4.3. Identification in network formation games. We conclude this section by investigating the implications of incomplete network knowledge for identification of structural parameters in network formation games. As our main result, we show that introducing the (arguably more realistic) assumption of incomplete information may transform a model that is fundamentally hard to identify to a straightforwardly estimable model.
Consider a simultaneous-move game of network formation with n players, indexed {1, . . . , n}. Each agent i is endowed with some attribute z i ∈ {a, b}. These attributes, which are common knowledge among all agents and are observable to the econometrician, may represent agents' gender, caste, race, or other characteristics. Throughout, we use λ to denote the fraction of agents with attribute a.
Agents draw utilities by forming direct and indirect links with other individuals. More specifically, the utility function of agent i is given by
where g denotes the undirected, unweighted network of linkages (with g ij = 1 if i and j are linked and g ij = 0 otherwise), z = (z 1 , . . . , z n ) denotes the vector of population attributes, and ij is a preference shock that determines agent i's idiosyncratic cost of establishing a link to agent j. Throughout, we assume that preference shocks are drawn independently from a common probability distribution F (·) with a continuous density and full support over R.
The first two terms on the right-hand side of (4) capture the (net) direct utility of forming linkages: agent i obtains a net marginal utility of α − ij of forming a direct link to agent j, with an additional marginal benefit of β if the two agents have identical attributes. On the other hand, the third term on the right-hand side of (4) allows for the possibility that indirect connections can also be payoff relevant. For example, when γ > 0, agent i draws a benefit if any of her neighbors form links with other individuals.
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Players simultaneously announce the set of agents they wish to link to, with links formed by mutual consent. Formally, each player i chooses the action x ij ∈ {0, 1} indicating 20 As in Sheng (2016) and Mele (2017) , the specification in (4) assumes that the indirect benefits of forming links are proportional to the number of connections of i's neighbors. An alternative specification is to assume that indirect benefits only depend on the number of distinct connections of i's neighbors, as in de Paula, Richards-Shubik, and Tamer (2018). Our choice of the specification in (4) is made to simplify the analysis. However, our main result on the relationship between network knowledge and the identifiability of structural parameters holds for a broader class of specifications.
whether she wishes to form a link with agent j. The undirected link (i, j) is then formed if both parties agree, i.e., g ij = x ij x ji .
The econometrician is interested in estimating the structural parameters α, β, and γ in (4) while only observing the equilibrium network g. The literature typically assumes that the realizations of preference shocks ij are common knowledge among the agents and that agents are in a pairwise stable network (de Paula, Richards-Shubik, and Tamer, 2018; Leung, 2015a; Menzel, 2017; Sheng, 2016) . This observability assumption means that agents' link formation decisions x ij ∈ {0, 1} can be contingent on the realization of all pairwise preference shocks.
The fact that network formation games of complete information tend to pose a challenge for identification has been at the forefront of the literature. To overcome this issue, the literature has resorted to imposing subsequent stronger assumptions on agents' payoffs, the number of preference shocks, or the network formation process (see, e.g., de Paula et al. (2018); Leung (2015a); Menzel (2017); Sheng (2016) ).
In a departure from the literature, we assume that preference shocks are only locally observable: the realization of agent i's preference shocks i = ( i1 , . . . , in ) are i's private information and hence are unobservable to all other agents. Given the incomplete information nature of this specification, we focus on (symmetric monotone) Bayes-Nash equilibrium as our solution concept, according to which each agent i chooses the action x ij = 1 if the realized preference shock ij falls below some given threshold that only depends on i and j's attributes.
Before presenting our result, we remark that the notion of incomplete information in this context is slightly different from those in Subsections 4.1 and 4.2. Whereas our earlier examples focused on the observability (or lack thereof) of the network structure itself, the incomplete information variant of the network formation game above requires the agents to be uncertain about the realizations of the underlying pairwise preference shocks. The proposition illustrates that relaxing the complete information assumption leads to a diametrically opposite result of that in the literature: observing the pattern of linkages provides the analyst with sufficiently rich information to point-identify all structural parameters. This contrast is driven by the fact that when players have limited information, they are unable to condition their decisions on the fine details of the entire set of realized shocks { ij }, leading to coarser linking strategies and hence facilitating identification. This illustrates that imposing the simple and -in view of our empirical findings in Section 3 -more realistic assumption of incomplete information transforms a model that is fundamentally hard to identify to a realistic and straightforwardly estimable model, without changing the payoffs, imposing specific link formation dynamics, or restricting the number or types of links that can be formed.
Conclusion
We present a new set of stylized facts about the extent to which individuals are informed about network relationships in their own communities. We collected survey data in 75 communities where we had already documented the full network structure across a number of dimensions. We find that network knowledge is low and localized: respondents often do not know linking statuses among others in their village and that network knowledge decays steeply in network distance to the pair. These patterns are robust to the inclusion of numerous covariates (e.g., amenities, caste, geography) and are consistent with individuals learning about the social network through the network itself.
Our findings are at odds with many commonly-used modeling techniques in network economics across a range of questions and applications. Moving from a complete information framework to an incomplete information framework can lead to changes in the behavior of agents in the models and, thus different predictions or equilibria, thereby affecting qualitative conclusions and structural estimates. Further, we show that typical econometric models of network formation have the features that moving to the more realistic assumption of incomplete information may make parameters identifiable whereas under the less realistic assumption of complete information, parameters may not be identifiable or only partially identifiable. We are certainly not the first to explore incomplete information in any of these cases. However, we view our examples playing a pedagogical role, pointing out how this ubiquitous assumption in the literature, inconsistent with the data, may affect widespread conclusions.
Taken together, our empirical and theoretical results suggest that the complete information benchmark is not an accurate view of the world for the setting we study, and moreover, is not always a benign assumption. Rather, incorporating incomplete network information may yield theoretical predictions that better match the behaviors of agents in real-world networks. Incomplete information may also play a simplifying role in the theory, both yielding a smaller set of equilibria in games of cooperation and also leading to smaller identified sets in network econometric models. Notes: Standard errors (clustered at village level) are reported in parentheses. p-values are reported in brackets. All columns control for eigenvector centrality of i and avg. eigenvector centrality of j,k, when g jk is 1 and 0. All columns also include dimension fixed-effects. Columns (2), (3) and (4) control for demographic covariates. Demographic controls include average geographic distance of i from j and k and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, has the same number of rooms, and has the same house ownership status for each of j and k, when g jk is 1 and 0. They also include the above-mentioned dummies for when j and k have the same demographic traits. Columns (3) and (4) include village and respondent fixed-effects, respectively. Notes: Standard errors (clustered at village level) are reported in parentheses. p-values are reported in brackets. All columns control for eigenvector centrality of i and avg. eigenvector centrality of j,k, when g jk is 1 and 0. Columns (3) and (4) include dimension fixed-effects. Columns (2) and (4) control for demographic covariates. Demographic controls include average geographic distance of i from j and k and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, has the same number of rooms, and has the same house ownership status for each of j and k, when g jk is 1 and 0. They also include the above-mentioned dummies for when j and k have the same demographic traits. Notes: Standard errors (clustered at village level) are reported in parentheses. p-values are reported in brackets. Demographic controls include average geographic distance of i from j and k and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, has the same number of rooms, and has the same house ownership status for each of j and k, when g jk is 1 and 0. They also include the above-mentioned dummies for when j and k have the same demographic traits. Post-LASSO procedure used with optimal penalty parameter to select variables.
identical to the proof of part (a), the log-likelihood ratio of agent 0's posterior beliefs is given by (6). Consequently, the log-likelihood ratio of agent 0's posterior beliefs as n → ∞ satisfies (7) almost surely. In the above expression, we are using the fact that the true underlying network is g 1 , and hence, lim n→∞ (1/n) n i=3 ω i = (ω 1 + θ)/2 with probability one. Settinĝ θ = θ + ω 1 − ω 2 therefore implies that the right-hand side of (7) is strictly positive for all
almost surely for allθ = θ + ω 1 − ω 2 . In other words, as n → ∞, agent 0 becomes certain that the realized state is θ + ω 1 − ω 2 ; a state that is distinct from the true underlying state θ with probability one.
Proof of part (c).
Without loss of generality let θ and g 1 denote the realized state and network, respectively, and letθ = θ. Agent 0's posterior likelihood ratios are given by
where we are using Bayes' rule and the assumption that agents have improper uniform prior beliefs. Consequently,
Letθ = θ + ω 1 − ω 2 . Equation (8) in the proof of part (b) implies that the last term on the right-hand side of the above equation converges to zero as n → ∞ almost surely whenever the true state-network pair is (θ, g 1 ). Therefore,
On the other hand, note that
Sinceθ = θ + ω 1 − ω 2 , the first and third terms on the right-hand side of the above equation is equal to zero. As a result,
which is a finite constant that does not depend on n. Hence, the inequality in (9) reduces to
almost surely. Hence, the belief that agent 0 assigns to the true state θ remains bounded away from 1. This observation, coupled with the fact that a Bayesian agent never rules out the true state as impossible implies that agent 0 remains uncertain forever with probability one.
Proof of Proposition 2.
We start by analyzing the complete information benchmark. Under complete information about the realized network, the first-order condition of agent i is given by
Therefore, the vector of equilibrium actions in the complete information variant of the game is equal to x com = (I − αg) −1 θ, thus establishing (2). Note that the assumptions that j =i max supp(f ij ) ≤ 1 and α < 1 guarantee that (I − αg) −1 always exists and is element-wise non-negative. Next, consider the incomplete information game, in which agent i only observes the realization of the weights in the set {g ij : j = i}, with no information about g jk for j = i. We establish (3) by verifying that the vector x = (I + αgL)θ satisfies the best-response equations of all agents simultaneously, where L = (I − αE[g]) −1 . To this end, recall that the first-order condition of agent i is given by
where E i [x j ] is i's expectation of j's action conditional on observing her own local neighborhood weights g ij . Suppose that the action of each agent j = i is given by the conjectured actions x j = θ j + α k =j n r=1 g jk kr θ r . Plugging this expression into the left-hand side of agent i's first-order condition in (10) implies that
where we are using the fact that
This is a consequence of the assumption that the information set of agent i provides no information about g jk when j = i. Furthermore, the fact that
Consequently, the strategy profile x = (I + αgL)θ satisfies the first-order conditions of all agents simultaneously, establishing (3).
We complete the proof of Proposition 2 by establishing that E[
] for all agents i. As a first observation, note that equation (3) implies the ex ante vector of equilibrium actions in the incomplete information game is given by E[
On the other hand, equation (2) implies that the ex ante vector of equilibrium actions of actions in the complete information benchmark is given by
The juxtaposition of (11) and (12) implies that the proof is complete once we show that
for all non-negative integers k, with at least one inequality being strict. We show this by establishing that
for any sequence of agents j 1 , j 2 , . . . , j k and all k.
To prove the this claim, note that if j m = j m+1 , then both sides of the above inequality are equal to zero. Therefore, suppose that the sequence of agents j 1 , j 2 , . . . , j k is such that j m = j m+1 throughout. We have,
where B(i, l) = {r : j r = i, j r+1 = l} and the second equality is a consequence of the assumption that all elements of g are drawn independently from one another. Let
where the second implication is a consequence of Jensen's inequality. Furthermore, note that the inequality is strict whenever there exists pair of agents i and l in the sequence such that b il ≥ 2. As a result,
The above inequality guarantees
for all integer k ≥ 0 and hence completes the proof.
Proof of Proposition 3. Consider a monotone symmetric equilibrium of the incomplete information game, according to which each agent i with attribute z i ∈ {a, b} chooses to link to an agent j with attribute z j if and only if ij falls below the threshold τ z i z j . Hence, any monotone symmetric equilibrium is characterized by four thresholds τ aa , τ ab , τ ba , and τ bb . As a starting point, we determine the moments of these thresholds that are identifiable from the observed network g. Recall that the formation of each link requires the mutual consent of both parties. This means that a link between agents i and j with attributes z i = z j = a exists if and only if ij , ji ≤ τ aa . Consequently,
where p aa is the fraction of linkages within type-a agents and F (·) denotes the common distribution of preference shocks. A similar argument implies that
where p bb and p ab denote the fraction of linkages within type-b agents and across agents of types a and b, respectively.
Next we use the equilibrium conditions to relate the model's structural parameters α, β, and γ to the observables. More specifically, note that for τ aa to correspond to an equilibrium threshold, agent i with attribute z i = a must be indifferent between linking to an agent j with the same attribute whenever ij = τ aa . In other words,
Furthermore, note that
Replacing for these terms from equations (13) and (15) therefore implies that
where λ denotes the fraction of agents with attribute a. A similar argument applied to linkages within type-b agents implies that
Equations (16) and (17) provide the econometrician with two equations that relate network observables to the structural parameters α, β, and γ and hence can be used for identification. Specifically, as long as
the two equations are linearly independent and hence γ and α + β are point-identified.
With the above in hand, the next step is to determine conditions under which α and β are separably identifiable. To this end, note that τ ab and τ ba correspond to equilibrium thresholds if and only if
where once again we are using equations (13)- (15) to replace for the thresholds in terms of the observables fractions p aa , p ab , and p bb . Consequently,
Using equation (15) one more time implies that G(β, γ) = p ab , where
Recall that, by assumption, the preference shocks have full support over R, which implies that F is strictly increasing. This means that G(β, γ) is strictly decreasing over its domain. This observation, alongside the fact that lim β→∞ G(β, γ) = 0 and lim β→−∞ G(β, γ) = 1, implies that for every γ, there exists a unique β such that G(β, γ) = p ab . This implying that β is also point-identified. Since α + β was already identified, this means that all structural parameters are point-identified for all values of n. The proof is complete once we verify that, as n → ∞, the identification requirement on λ expressed in (18) is always satisfied as long as λ = 1/2. To this end, suppose that (18) is violated, that is,
which reduces to
as n → ∞. Plugging back this expression into equations (16) and (17) implies that (18) is violated asymptotically only if p aa = p bb , which by (19), is equivalent to λ = 1/2. Thus, as long as λ = 1/2, the identification requirement (18) on λ is always satisfied as n → ∞.
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Appendix B. Main Tables with Centralities Displayed Demographic controls include average geographic distance of i from j and k and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, has the same number of rooms, and has the same house ownership status for each of j and k, when g jk is 1 and 0. They also include the above-mentioned dummies for when j and k have the same demographic traits. p-values are reported in brackets. Demographic controls include average geographic distance of i from j and k and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, has the same number of rooms, and has the same house ownership status for each of j and k, when g jk is 1 and 0. They also include the above-mentioned dummies for when j and k have the same demographic traits. Demographic controls include average geographic distance of i from j and k and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, has the same number of rooms, and has the same house ownership status for each of j and k, when g jk is 1 and 0. They also include the above-mentioned dummies for when j and k have the same demographic traits. p-values are reported in brackets. Demographic controls include average geographic distance of i from j and k and dummies for each of whether i is of the same caste, subcaste, has the same electrification status, has the same roof type, has the same number of rooms, and has the same house ownership status for each of j and k, when g jk is 1 and 0. They also include the above-mentioned dummies for when j and k have the same demographic traits.
