It is shown that the Shields-Harary index of vulnerability of the complete bipartite graph K m,n , with respect to the cost function 
Introduction
Suppose that G = (V , E) is a finite simple graph, and that g : V → [0, ∞) is a weighting of the vertices of G. We will say that a subset S ⊆ V is g-dismantling if and only if, for each component H of G − S, v∈V (H ) g(v) < 1.
Suppose that f : [0, ∞) → [0, ∞] (f is allowed to take the value ∞) is non-increasing. We will call f a cost function. The cost, with respect to g and f, of removing a subset S ⊆ V , is u∈S f (g(u) ). The minimum dismantling cost of the weighted network (G, g) with respect to the cost function f is m f (g, G) = min[ u∈S f (g(u) ); S ⊆ V is g-dismantling]. The Shields-Harary number of G with respect to f is
where the supremum is taken over all weightings g : V → [0, ∞).
In the situation model whose theory begins with these definitions, the weighted network (g, G) is a fortified network whose potency or danger level is the maximum over its components of the total potency of the component, which is the sum of the values of g at the vertices of the component. The enemy of the network wishes to reduce the potency to below a certain threshold, 1, by knocking out vertices, at a cost of f (g(v) ) per vertex v. The cost function f is non-increasing on the grounds that the more danger syrup stored at a vertex, the harder it will be to defend, and thus the easier to knock out. The enemy has perfect knowledge of (g, G), and will always pay the least necessary dismantling cost m f (g, G) . (For the fundamentals of another model, in which the enemy is not all-knowing but will knock out any vertex which is detected, see [5] .) Thus SH (G, f ) can roughly be thought of as the most the enemy can be made to pay for dismantling, by shrewd choice of the weighting g.
In fact, it is shown in [1] that if f is continuous from the right then the "sup" in the definition of SH is really a "max", so that the interpretation suggested above is exact, not rough. Any g : V → [0, ∞) for which m f (g, G) = SH (G, f ) will be called an optimal weighting of G, with respect to f. Obviously, finding optimal weightings is a "solution" of the model problem, for any given G and f. In the past, the tendency has been to give results in the form of an announcement of the value of SH (G, f ), leaving it to the reader to extract the optimal weightings from the proof. Here, we shall give optimal weightings in a "corollary of the proof", following the proof. (Best of all would be to give all possible optimal weightings, but that we are not prepared to do.)
The reason for the overlining of m f and SH is that there is a parallel complex of definitions departing from a different definition of a g-dismantling set of vertices, in which the strict inequality in the definition here is replaced by a non-strict inequality; the analogues of m f and SH are denoted by m f and SH. While it often happens that m f (g, G) < m f (g, G) , it is shown in [1] that if f is continuous from the right then SH (G, f ) = SH (G, f ). We prefer to work with the latter because of the achievability of SH (G, f ) by optimal weightings; the sup in the definition of SH is practically never a max (see [1] ).
It is straightforward to see that in the pursuit of SH (G, f ), we may as well confine ourselves to weightings g with values in [0, 1]; for if g takes values > 1, replace each of those by 1 to obtain a weightingĝ with m f (ĝ, G) m f (g, G) (because f is non-increasing). It follows that if The Shields-Harary numbers originated from a problem posed by the late Allen Shields in 1972. In current terms, the problem was to show that if G = P n , the path with n vertices, and
However, the original conjecture (brilliantly confirmed in [6] ) was formulated in language not suggestive of graphs or networks; the elevation of Shields' problem to the network setting was achieved in the unpublished work by Shields and Harary, 1972 Harary, -1973 , and then resurrected in [4] and [7] , always with the original cost function, f (x) = 1 x . The first consideration of arbitrary (non-increasing) cost functions appears in [1, 2] .
SH (G, f ) is known for arbitrary cost functions f only when G is a complete graph [1] , and for arbitrary continuous cost functions only for complete graphs, complete graphs minus one edge [2] , and stars [1] . Here we give bounds on and sometimes exact values of SH (G, f ) when G is a complete bipartite graph, and f is confined to a particular class of cost functions: f is continuous, f (1) = 0, and f is concave on [0, 1], which means: for
. It is well known that if f is continuous on [0, 1], and f 0 on (0, 1), then f is concave on [0, 1].
Results
As is common, the complete bipartite graph with parts M and N of sizes m and n, respectively, will be denoted by K m,n . A cost function is a non-negative, non-increasing function on [0, 1]. A weighting of the vertices of a graph G is a function g :
Lemma 1. For any graph G, cost function f, and a 0, SH (G, af ) = aSH (G, f ).
Proof. For any weighting g of the vertices of G, and any g-dismantling set S ⊆ V (G), the cost of removing S with respect to af is a times the cost of removing S with respect to f.
Lemma 2. For any graph G and cost functions
f 1 ,f 2 if f 1 f 2 then SH (G, f 1 ) SH (G, f 2 ).
Proof. For any weighting g of the vertices of G and any
S ⊆ V (G), u∈S f 1 (g(u)) u∈S f 2 (g(u)).
Lemma 3. If f is a concave continuous cost function and f (1) = 0, then for each complete multipartite graph there is an optimal (with respect to f) weighting of the vertices of the graph which is constant on each part.
Lemma 3 appears in [3] , where it is a corollary of the main result. We happen to know that the hypothesis f (1) = 0 cannot be omitted from that main result, but we do not know whether or not it can be omitted from Lemma 3.
Lemma 4. Suppose that 0 a b < 1 and m n. Let g be the weighting of V (K m,n ) = M N which assigns a to each vertex of M and b to each vertex of N. Then with respect to any cost function f there is a cheapest g-
dismantling set S ⊆ V (K m,n ) such that either S = M or S ⊆ N .
Proof. S being cheapest means that m f (g, G) = u∈S f (g(u)
). Let S be some cheapest g-dismantling set with respect to f, and let m 1 = |S M|, n 1 = |S N |. Because a b < 1 and removing either part leaves isolated vertices of the other part, if m 1 = m then we may assume that S = M, and if n 1 = n then we may assume that S = N . If m 1 = 0 then S ⊆ N. So assume that 0 < m 1 < m and 0 n 1 < n.
Then we can modify S by removing a vertex of S M from S and adding a vertex of N \S. Because a b and f is non-increasing, the new S is still g-dismantling and is of no greater cost than S; its cost is therefore m f (g, K m,n ). We continue trading light vertices in M for heavy vertices in N until either m 1 = 0 or n 1 = n; in the latter case, N is a cheapest g-dismantling set. Proof. If b = 1 then N is a cheapest g-dismantling set and M is a cheapestĝ-dismantling set, and m < n implies
So assume that b < 1. By Lemma 4 there is a cheapest g-dismantling set of vertices S, such that either
Lemma 6. If h is concave on
Proof. Rearranging 
.
Proof. Elementary analysis shows that max 1 k n−1
(n+m) 2 4 , so it suffices to show that for each
. It is easy to see that the desired inequality is equivalent to k(n+m−k) < m(n+1).
Again by elementary analysis
; (n+m) 2 4 < m(n + 1) follows from the assumption m n < m + 2 √ m.
Proof (n+m) 2 4 , thereby showing that SH (K m,n , f )
, and set
. It is straightforward, (n+m) 2 4 , which was to be proved.
It remains to be shown that SH (K m,n , f ) 1 n+1 (n+m) 2 4 , if m n < m + 2 √ m. By Lemma 3, K m,n has an optimal weighting g with respect to f which is constant, say a, on M, and constant, say b, on N. By Lemma 5, we may assume that a b. We want to show that m f (g, K m,n ) 1 n+1 (n+m) 2 4 . Clearly b = 1 implies that m f (g, K m,n ) = 0, because f (1) = 0, so we have that 0 a b < 1. By Lemma 4, either M or some subset of N is a cheapest g-dismantling set, with respect to f.
Suppose that a = 0, so that the cost of M as a dismantling set is m. It must be that nb 1, for otherwise the empty set of vertices would be g-dismantling, at no cost. A cheapest dismantling set among subsets of N will have k vertices, where
We may as well assume that (n − k + 1)b = 1, since if (n − k + 1)b > 1, reducing b a bit will increase the cost of a cheapest dismantling set among subsets of N. The cost of a cheapest g-dismantling subset of N is kf (
< m, by Lemma 8 and remarks above. Thus m f (g, K m,n ) = min(m,
(n+m) 2 4 , in this case.
We may as well assume that a > 0. Applying Lemma 4 and assuming
(n+m) 2 4 , the contrary of what we aim to prove, we break into three cases. Now, ma + b < 1 implies that a cheapest g-dismantling set among the subsets of N will have k vertices, where k satisfies ma + (n − k)b < 1 ma + (n − k + 1)b, and k ∈ {1, . . . , n − 1}; k = 0 is impossible because if ma + nb < 1 then ∅ is a cheapest dismantling set of vertices.
Proof of claim. First, if both m(1 − a) < k(1 − b) and 1 < ma + (n − k + 1)b, then, keeping in mind that 0 < a, we can reduce a slightly to a new valueã satisfying 1 mã +(n−k +1)b and m (1−ã) k(1−b) . Call the new weightingg. But then, by appeal to Lemma 4, M is a cheapestg-dismantling set, and m f (g, K m,n )=m(1−ã) > m(1−a)=m f (g, K m,n ) contradicting the assumption that g is an optimal weighting, with respect to f. 
Solving the two equations
(n+m) 2 4 , contrary to assumption. Case 2. M is not a cheapest g-dismantling set; some proper subset of N is. A cheapest g-dismantling set among subsets of N will consist of k vertices of N, k ∈ {1, . . . , n − 1}, satisfying ma to each vertex of M is optimal, with respect to f.
In fact, the proof shows that when m n < m + 2 √ m, the weighting given in the corollary is a unique optimal weighting among those constant on M and on N. (n+m) 2 4
, m], there exists a concave continuous cost function h satisfying h(0) = 1 and h(1) = 0, such that SH (K m,n , h) = s.
However, the obvious next step is to look into the Shields-Harary numbers of complete r-partite graphs, r 3, with respect to continuous concave cost functions vanishing at 1. As should be clear from the work here, the cost function f (x) = 1 − x will play a special role in such an investigation.
The other obvious departure from here would be to estimate or calculate SH (K m,n , h) for cost functions h other than those satisfying the hypothesis of Lemma 3.
