We propose some class of statistics suitable for estimation of the Hurst index of the fractional Brownian motion based on the second order increments of an observed discrete trajectory.
Introduction
The aim of this short note is to present some class of statistics suitable for estimation of the Hurst index from discretely observed trajectory of the fractional Brownian motion (fBm). The idea behind construction is fairly simple and makes use of self-similarity and stationarity of the second order increments. Employment of these properties immediately enables to prove usual asymptotic results, namely strong consistency and normality. Perhaps the most interesting feature of the present work is an intersection with results of [4] suggesting one of possible generalizations. It appears that in case of the fBm increment ratio (IR) statistic of [4] belongs to the class of statistics considered in the paper. Therefore it seems that following along the lines of [4] one can build a class of statistics similar to the ones considered here and suitable for measuring the roughness of random paths considered in [4] .
The structure of the paper is as follows. In section 2 we state theoretical result. In section 3 we give two concrete examples from the class of suggested statistics. Finally section 4 contains a proof of the main theoretical result together with a short subsection of auxiliary results needed for the proof and collected only for the reader's convenience. The reader unfamiliar with a topic should consult that subsection first and then proceed to the main result.
Main result

Statement
We assume that an observed discrete sample corresponds to the uniform partition of a time interval of a trajectory (B 
. . , n − 1 be an array of the second order differences obtained from the sample and ri =
. . , n − 1. Our main result is contained in the proposition given below.
, x ∈ (0; 1), K denotes a standard Cauchy r.v. 1 and h : R → R be measurable. Assume that:
h is precisely defined in subsection 4.2.
Concrete examples
In this section we give two examples of functions which satisfy conditions (i) − (ii) stated in proposition 2.1. The first function is considered because it usually happens that arcsin transform symmetrizes distribution and improves normal approximation. The second one demonstrates a connection with [4] discussed in the introduction. It is worthwhile to mention that in [4] the reader can find an example of applications for estimation problems within a framework of diffusions. Statistics introduced in this paper may be applied in a similar way.
In case of the first example we check conditions (i) − (ii) and give an expression for ϕ. In case of the second example we simply state a form of h and E h(K + ρ(H)) referring for the details to [4] .
Before proceeding to the mentioned examples note that x → ρ(x) is increasing with a range equal to − and derivative
In the rest of this subsection we omit an argument for ρ(H) when it appears unnecessary and write ρ instead.
Then h is bounded and (i) holds. Next, note that K is symmetric r.v. Hence, its characteristic function ψK (t) = E cos(tK) = e −|t| and for any odd g it holds that E g(K) = 0. Therefore
Properties of H → ρ(H) imply that H → e −1 sin ρ(H) is increasing on (0; 1) with an inverse ϕ(y) = ρ −1 (arcsin(ey)), y ∈ sin(−2/3) e ; sin −2 + 9 8 ln 9 ln 4 e and derivative ϕ ′ (E sin(K + ρ(H))) = e (ρ ′ (H) cos ρ(H)) −1 .
Example 2. Setting h(x) = |1+x| 1+|x|
one gets statistic of [4] with
4 Auxiliary facts and the proof
Auxiliary facts
Below we list several facts needed for the proof of the main result.
Properties of the fBm
• Fractional Brownian motion (B H t ) t 0 is a centered continuous Gaussian process with a covariance function
• A sequence of the second order increments
. Moreover (see, e.g. [3] ),
Central limit theorem for a stationary sequence of Gaussian random vectors
where m is any natural number satisfying m, m + k 1. Note that
We make use of the following result given in [1] (Theorem 2).
where
Proof
Retain the notions introduced in the previous sections and consider a bivariate Gaussian sequence Zi = (Zi,1, Zi,2) =
It follows from the properties listed above that (Zi) i 1 is stationary and that
for all p, q = 1, 2, k 1, and finite positive constant C depending only on H. The bound implies convergence of
Thus, it suffices to show that for any p, q = 1, 2, there exist limits 
