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Employing the optimal fluctuation method (OFM), we study the large deviation function of long-
time averages (1/T )
∫ T/2
−T/2 x
n(t)dt, n = 1, 2, . . . , of centered stationary Gaussian processes. These
processes are correlated and, in general, non-Markovian. We show that the anomalous scaling with
time of the large-deviation function, recently observed for n > 2 for the particular case of the
Ornstein-Uhlenbeck process, holds for a whole class of stationary Gaussian processes.
I. INTRODUCTION
Large deviations of stochastic processes remain a fo-
cus of non-equilibrium statistical mechanics and proba-
bility theory [1–6, 8]. Among them an important role
is played by dynamical, or additive large deviations: of
quantities, obtained by integrating the stochastic process
or a function of it (and/or of its time derivative) over
time. Dynamical large deviations emphasize temporal
correlations of the process and exhibit a non-equilibrium
behavior even if the system is in equilibrium. Here we
consider long-time averages of positive integer powers of
some centered stationary stochastic processes in contin-
uous time. If we denote such a process by x(t), then the
time-average x¯n is defined by
x¯n =
1
T
∫ T/2
−T/2
xn(t) dt, n = 1, 2, . . . . (1)
Obviously, x¯n is a random quantity. What is the proba-
bility P(a, T ) of observing a specified value x¯n = a, when
the averaging time T is much longer than the characteris-
tic correlation time τ of the process? For many stationary
Markov processes, the logarithm of P(a, T ) turns out to
be proportional to T at large T :
− lnP(a, T →∞) ' Tf(a). (2)
This simple scaling behavior of lnP(a, T ) is considered
“normal”. In this case the rate function f(a) can be
obtained from the largest eigenvalue of the Feynman-Kac
equation for the generating function of x¯n. For a whole
class of models it is possible, and convenient, to recast the
eigenvalue problem into a problem of finding the ground
state energy of an effective quantum oscillator [7], see
also Ref. [8] for an accessible review.
Remarkably, Nickelsen and Touchette (NT) [9] have
recently observed that the scaling behavior of lnP(a, T )
can be anomalous. For large T and large a they obtained
− lnP(a→∞, T →∞) ' T ξf(a), (3)
with ξ < 1. NT considered the Ornstein-Uhlenbeck (OU)
process – a Markov process, generated by the Langevin
equation
x˙ = −x
τ
+  η(t), (4)
where η(t) is a Gaussian white noise, and 〈η(t)η(t′)〉 =
δ(t − t′). At long times, this process is stationary with
the covariance
〈x(t)x(t′)〉 = 
2τ
2
e−
|t−t′|
τ . (5)
For n = 1 and 2 the Feynman-Kac equation for this prob-
lem leads to a Schro¨dinger equation with a quadratic po-
tential. The normal scaling immediately follows [7, 8].
For n > 2 the effective quantum potential is not con-
fining, implying a breakdown of the standard dominant-
eigenvalue formalism, and raising the possibility of a dif-
ferent scaling behavior of lnP(a, T ) with T . In order to
probe this regime, NT employed the optimal fluctuation
method (OFM) (sometimes also called the weak noise
theory) [10–13]. In the OFM the problem reduces to a
minimization of the action functional of the OU process,
where the constraint x¯n = a is accommodated via a La-
grange multiplier. For the OU process the minimization
procedure defines an effective one-dimensional classical
mechanics, and the dominant contribution to the me-
chanical action [that is, to − lnP(a, T )] comes from the
optimal path x(t) - the solution of the minimization prob-
lem constrained by the condition x¯n = a.
As NT found, for n = 1 and 2 and in the regime T  τ ,
the optimal path x(t) stays, for most of the time, very
close to the unique stable fixed point on the phase plane
of the effective classical mechanics. (An identical behav-
ior was previously predicted, by a different version of the
OFM [14], for the continuous-time Ehrenfest urn model
[15] and its extensions.) As a result, the classical action
S ' Tf(a) is proportional to T , immediately leading to
Eq. (2).
For n > 2 the stable fixed point on the phase plane
continues to exist. However, an additional solution for
the optimal path x(t) appears [9]. This solution is local-
ized in time on a time scale of τ . As T →∞ the localized
optimal path becomes a homoclinic orbit encircling the
stable fixed point on the phase plane. The localized so-
lution has a lesser action, and it causes the anomalous
scaling (3) with ξ = 2/n [9].
Scaling behaviors, different from the “normal” scaling
of the type (2), were previously observed in the long-
time statistics of time-integrated quantities in spatially
extended systems such as diffusive lattice gases. These
include the statistics of time-integrated current on an in-
finite line [16] and the statistics of the position of a tagged
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2particle in the single-file diffusion [17]. The emergence of
anomalous scaling in a (much simpler) stochastic process,
that is in zero spatial dimension, caught us by surprise.
What is the “warning signal” that points out to anoma-
lous scaling? For a whole class of Markov processes
this is a non-confining quantum potential. But what if
the correlations make the process non-Markov, and the
Feynman-Kac method does not apply? This is the ques-
tion that we address in this work. The OU process, that
NT dealt with, is unique because it is both Markov and
Gaussian. Here we abandon the Markov property but
keep the Gaussianity. We assume a centered stationary
Gaussian random process with finite energy. The statis-
tical properties of such a process are fully determined by
the covariance
〈x(t)x(t′)〉 = V κ(t− t′), (6)
where κ(z), an even function of its argument, is normal-
ized to unity, ∫ ∞
−∞
κ(z)dz = 1, (7)
and V > 0 is the process’ magnitude. A convenient al-
ternative is to define the process by its spectral density
Vκω, where κω is the Fourier transform of κ(z):
κω =
1
2pi
∫ ∞
−∞
e−iωzκ(z) dz. (8)
κω is a real function because of the symmetry κ(−z) =
κ(z), and we will assume that it is non-negative.
As in Ref. [9], we will employ the OFM which cor-
rectly predicts the large-a asymptotic of − lnP(a, T ) at
any fixed V. For non-Markov processes, that we are in-
terested in, the OFM minimization procedure will lead
us to a non-local theory, in contrast to the local “classical
mechanics” of Ref. [9]. Still, we will argue that the main
predictions of Ref. [9] hold. That is, for n = 1 and 2 the
normal scaling (2) is observed, as we obtain
− lnP(a→∞, T →∞) ' Ta
2/n
2V . (9)
At n > 2 the normal scaling gives way to the anomalous
scaling (2) with ξ = 2/n. In this regime we obtain
− lnP(a→∞, T →∞) ' Cnτ
1− 2nA
2
n
V , (10)
where A = aT is the area under the graph of xn(t).
The dimensionless factor Cn depends on n and on the
problem-specific covariance κ(z), but the scaling with A,
V and τ is universal. Overall , the n-dependence of the
exponent ξ is (see Fig. 1)
ξ =
{
1, n = 1, 2 .
2/n, n = 3, 4, 5 , . . . .
The case of n = 2 (when the scaling is normal) was
solved by Bryc and Dembo exactly (that is, for any a)
for arbitrary κω [18]. We will compare our large-a asymp-
totic (9) with their exact result as we proceed.
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FIG. 1. The n-dependence of the exponent ξ in the long-time
large-a expression − lnP(a→∞, T →∞) ' T ξf(a).
II. OPTIMAL FLUCTUATION METHOD AND
CALCULATIONS
Our starting point is the statistical weight of a given
realization of the stationary Gaussian process x(t), see
e.g. Ref. [19]. Up to normalization, the statistical weight
is equal to ∼ exp{−S[x(t)]}, where the action functional
is [20]
S[x(t)] =
1
2V
∫ ∞
−∞
dt
∫ ∞
−∞
dt′K(t− t′)x(t)x(t′). (11)
Here K(t − t′) = K(t′ − t) is the inverse kernel, defined
by the relation∫ ∞
−∞
dt′′K(t− t′′)κ(t′ − t′′) = δ(t− t′). (12)
By virtue of Eq. (12), K(. . . ) is automatically normal-
ized to unity:
∫∞
−∞K(z)dz = 1. In addition, the Fourier
transform of K(z), which we will denote by Kω, is simply
related to κω: Kωκω = (2pi)
−2.
Now we assume a very large a and employ the OFM.
We should minimize the action functional (11) over all
possible paths x(t) obeying the constraint x¯n = a. In-
troducing a Lagrange multiplier, we proceed to minimize
the modified functional
Sλ[x(t)] =
1
2V
∫ ∞
−∞
dt
[∫ ∞
−∞
dt′K(t− t′)x(t)x(t′)− 2λxn(t)
]
. (13)
3A linear variation δSλ must vanish:
δSλ =
1
V
∫ ∞
−∞
dt δx(t)
[∫ ∞
−∞
dt′K(t− t′)x(t′)− λnxn−1(t)
]
= 0. (14)
This condition generates a nonlocal theory, described by
the integral equation∫ ∞
−∞
dt′K(t− t′)x(t′) = λnxn−1(t). (15)
Using Eq. (12), we can invert Eq. (15) and arrive at
an equivalent but more convenient equation with a well-
behaved kernel κ(z):
λn
∫ ∞
−∞
dt′ κ(t− t′)xn−1(t′) = x(t). (16)
Once Eq. (16) is solved for x(t) for a given λ, λ should
be expressed through a from the condition x¯n = a.
For any n Eqs. (15) and (16) have a constant solution,
x(t) = const. For λ ≡ λn = (1/n) a 2−nn , the constant
solutions, obeying the condition x¯n = a, are x(t) = a1/n
for even n, and x(t) = ±a1/n for odd n. Let us consider
the cases of n = 1, n = 2 and n > 2 in more detail.
A. n = 1 and 2
For n = 1 Eq. (16) degenerates into x(t) = λ, and we
must choose λ = a. Here x = a is the only solution: the
system stays at the fixed point of our nonlocal “classical
theory”. Now we can evaluate the action (11), or rather
directly compute f(a):
f(a) = lim
T→∞
a2
2VT
∫ T/2
−T/2
dt
∫ T/2
−T/2
dt′K(t− t′). (17)
The T → ∞ limit of the internal integral is equal to
unity, and we arrive at a simple large-a asymptotic
f(a) =
a2
2V for n = 1, (18)
corresponding to a Gaussian tail of the distribution
P(a, T ), for the whole class of stationary Gaussian pro-
cesses that we consider. For the OU process the rate
function (18) is exact, see e.g. Ref. [8].
For n = 2 Eq. (16) is a homogeneous linear Fredholm
equation of the second kind, and 2λ plays the role of
an eigenvalue. (An infinite number of) nonzero solutions
exist only for λ = 1/2, and all of them are constant. The
correct constrained solutions, x = ±√a, are set by the
condition x¯2 = a. This leads to
f(a→∞) = a
2V for n = 2, (19)
describing an exponential tail of P(a, T ). Equation (19)
agrees with the large-a asymptotic of the exact rate
function f(a) for n = 2, obtained by Bryc and Dembo
[18]. Indeed, their f(a) is given, in our notation, by the
Fenchel-Legendre transform
f(a) = max
y
[ay − L(y)]
of the function
L(y) = − 1
4pi
∫ ∞
−∞
ln (1− 4piyVκω) dω, (20)
where −∞ < y < (2V)−1. For a → ∞ the maximum of
the function φ(y) = ay−L(y) is achieved at the maximum
allowable value of y: y = ymax = (2V)−1. Therefore,
maxφ(y) ' aymax, whereas the function L(y) does not
contribute in the leading order, and we arrive at Eq. (19).
Equations (18) and (19) show that different Gaussian
processes with different correlations but the same magni-
tude V have exactly the same large-a asymptotics of the
rate functions f(a). The situation is different for pro-
cesses with the same variance Var = Vκ(0), but different
covariances. As an example, let us consider a process
with a non-monotonic covariance:
〈x(t)x(t′)〉 = 
2τ
2
e−
|t−t′|
τ cos [Ω(t− t′)] , (21)
where there are alternating regions of positive and nega-
tive correlations. This process generalizes the OU process
and reduces to the latter when Ω = 0. The process (21)
has the same variance 2τ/2 as the OU process (4), but
the magnitude of the process (21), V = 2τ2(1+Ω2τ2)−1,
is smaller than that of the OU process. As a result, the
rate functions f(a) of the process (21) for n = 1 and 2 are
larger (for Ωτ  1 much larger) than those of the OU
process. That is, the presence of negative correlations
makes the observation of a given value of the long-time
averages x¯ and x¯2 less likely.
B. n > 2
For n > 2 the integral equation (15) is nonlinear, and
one can expect multiple solutions. When more than one
solution is present, and they have different actions, the
one with the least action must be selected. Before we
continue, let us use Eq. (16) to simplify the expression
(11) for the action. We can rewrite Eq. (16) as
x(t′) = λn
∫ ∞
−∞
dt′′ κ(t′ − t′′)xn−1(t′′)
4and plug this expression into Eq. (11). By virtue of
Eq. (12), the integral over t′ yields the delta-function
δ(t − t′′). After integration over t′′, we obtain a simple
expression
S =
λn
2V
∫ ∞
−∞
xn(t)dt =
λnTa
2V , (22)
which is valid for any n. We still need to express λ
through a and T . For the constant solution this leads
to Eq. (9), reproducing Eqs. (18) and (19) for n = 1 and
2, respectively.
Now let us consider n > 2 and assume that a localized
solution exists. In order to determine the scaling behav-
ior of S ' − lnP(a, T ), let us return to Eq. (16) and in-
troduce the dimensionless variable y(t) = λ
1
n−2x(t). The
resulting equation for y(t),
n
∫ ∞
−∞
dt′ κ(t− t′)yn−1(t′) = y(t), (23)
is λ-independent. Its solution y(t) should obey the con-
straint x¯n = a, and we obtain∫ ∞
−∞
xn(t)dt = λ
n
2−n
∫ ∞
−∞
yn(t)dt = aT, (24)
assuming that the integral converges. The quantity
aT ≡ A is the area under the graph of xn(t). As we
can see, the A-distribution is T -independent at large T ,
as a consequence of the localization of the optimal path
x(t) on the time scale of the correlation time τ . Rescaling
time by the correlation time τ , t˜ = t/τ , we obtain from
Eq. (24)
λ = Bn
( τ
A
)n−2
n
, (25)
where the dimensionless factor
Bn =
[∫ ∞
−∞
yn(t˜) dt˜
]n−2
n
(26)
depends only on n and on the particular form of the
covariance. Plugging Eq. (25) into Eq. (22), we arrive at
the announced Eq. (10) with Cn = (n/2)Bn. Comparing
Eqs. (10) and (9), we see that a localized solution, when it
exists, provides a lesser action than the constant solution
and should therefore be selected.
Integrating both parts of Eq. (23) over t and using
Eq. (7), we see that the localized solutions obey the gen-
eral relation∫ ∞
−∞
y(t)dt = n
∫ ∞
−∞
yn−1(t)dt, n > 2. (27)
Now we consider some examples of Gaussian processes,
where all the calculations can be performed analytically,
demonstrating the existence of localized solutions and
anomalous scaling of lnP(a, T ) at n > 2.
C. Analytical solutions
1. The OU process
We start by revisiting the anomalous scaling of the OU
process, see Eqs. (4) and (5), studied by NT [9]. Here
κ(z) = (2τ)−1e−|z|/τ and V = 2τ2. The spectral density
is
κω =
1
2pi(1 + ω2τ2)
. (28)
Using the relation Kωκω = (2pi)
−2, we obtain
Kω =
1 + ω2τ2
2pi
. (29)
Expressing K(z) in Eq. (11) as the inverse Fourier trans-
form of this Kω, we obtain after some algebra
S[x(t)] =
1
22
∫ ∞
−∞
dt
(
x˙2 +
x2
τ2
)
, (30)
the familiar action functional of the OU process. Further-
more, using the inverse Fourier transform, we can recast
the integral equation (15) into a second-order ordinary
differential equation:
x¨(t)− x(t)
τ2
+
λn
τ2
xn−1(t) = 0, (31)
which is nothing but the Euler-Lagrange equation for the
action (30), with the constraint x¯n = a accommodated
via a Lagrange multiplier [9]. NT determined the action,
corresponding to the (zero-energy) homoclinic solution
of Eq. (31) for n > 2, without finding the solution itself.
For our purposes we need the homoclinic solution, and it
can be found in a straightforward manner:
x(t) = (2λ)
1
2−n sech
2
n−2
[
(n− 2)t
2τ
]
, (32)
up to an arbitrary time shift, t → t + C [21]. As one
can see, the optimal path is exponentially localized in
time in this example. A direct integration shows that
this x(t) solves our integral equation (16) with κ(z) =
(2τ)−1e−|z|/τ . The Lagrange multiplier λ is given by
Eqs. (25) and (26). The action, calculated from Eq. (22),
conforms to the general scaling form (10) and coincides
with the action found by NT [9].
2. Gaussian covariance
As a previously unexplored example, let us consider a
Gaussian covariance:
〈x(t)x(t′)〉 = v e−(t−t′)2/τ2 , (33)
with variance v and the correlation time τ . In this case
κ(z) = (
√
piτ)−1e−z
2/τ2 and V = √piτv. This process
5is non-Markov, so there is no local stochastic ODE that
would describe it. But here too there is a localized solu-
tion x(t) of Eq. (16) as soon as n > 2. This solution can
be easily guessed to be a Gaussian:
x(t) = βne
− t2
σ2n , (34)
up to an arbitrary time shift. We plug the Ansatz (34)
into Eq. (16) and determine the a priori unknown βn and
σn. The result, in terms of λ, is
x(t) =
(√
n− 1
λn
) 1
n−2
e
− (n−2)t2
(n−1)τ2 , n > 2. (35)
Here the solution is localized even stronger than expo-
nentially. Again, Eqs. (25) and (26) give λ and, using
Eq. (22), we finally obtain
S =
cn
v
(
A
τ
)2/n
, (36)
where
cn =
(n− 1)n−1n
2pi
1
n [n(n− 2)]n−22n
.
This result conforms to the general scaling form (10).
3. Inverse problem
We are unaware of a general method of solving the non-
linear integral equation (23) analytically for a given κ(z).
Many instructive examples, however, can be produced by
solving the inverse problem, that is by determining the
covariance κ(z), for which the equation has a specified lo-
calized solution. Let this solution be y(t) = αf(t), where
f(0) = 1, and α > 0 is an a priori unknown constant. We
demand that the Fourier transforms of f(t) and fn−1(t),
that we will denote by fω and (f
n−1)ω, exist and are pos-
itive. An additional condition will arise shortly. Using
the convolution theorem, we can rewrite Eq. (23) as
κω =
fω
2pinαn−2 (fn−1)ω
. (37)
In view of the normalization condition (7) we must de-
mand κω=0 = (2pi)
−1, which sets α:
αn−2 =
fω=0
n (fn−1)ω=0
. (38)
As a result,
κω =
1
2pi
fω
(
fn−1
)
ω=0
fω=0 (fn−1)ω
. (39)
If this κω obeys the additional condition
∫∞
−∞ κωdω <∞,
which can be written as∫ ∞
−∞
fω
(fn−1)ω
dω <∞, (40)
the desired covariance κ(z) of our stationary Gaussian
process exists and is given by the inverse Fourier trans-
form of κω. Now we return from y(t) to x(t), express
λ through A from the condition x¯n = a, and calculate
the action. Using Eqs. (22) and (38), we finally arrive at
Eq. (10), where
Cn =
fω=0
2
[
∞∫
−∞
fn(z)dz
] 2
n−1
(fn−1)ω=0
. (41)
Here is one of many exactly solvable examples that can
be obtained using this method. Let n = 3. Which covari-
ance κ(z) gives rise to the localized solution y(t) = α(1+
t2/τ2)−2 as the optimal path conditioned on x¯3 = a?
In this example the localization of the optimal solution
is only algebraic. Let us set τ = 1 for brevity. Then
f(t) = (1 + t2)−2, and the Fourier transforms fω and
(f2)ω,
fω =
1
4
e−|ω| (1 + |ω|) , (42)
(f2)ω =
1
96
e−|ω|
(
15 + 15|ω|+ 6ω2 + |ω|3) , (43)
are everywhere positive. Equation (39) yields the spec-
tral density
κω =
15 (|ω|+ 1)
2pi
(
|ω|3 + 6ω2 + 15 |ω|+ 15
) , (44)
which decays as ω−2 as |ω| → ∞ and therefore satisfies
the finite-energy condition (40). This spectral density
and the resulting covariance κ(z), for z > 0, are shown
in Fig. 2.
D. Numerical solution
For a general κ(z) the localized solutions can be found
by solving the integral equation (23) numerically for spec-
ified n. We found it convenient to discretize the integral
in the left hand side of Eq. (23) in a straightforward way
and use the standard FindRoot option of “Mathematica”
to solve the resulting system of nonlinear algebraic equa-
tions. The success of numerical solution depends on the
choice of the (localized) trial function. For a wrong choice
“Mathematica” returns a trivial, constant (up to bound-
ary layers of numerical origin) or more complicated, os-
cillating solution. For suitable functions κ(z) these may
be correct solutions of Eq. (23), but they are non-optimal
[22]. Changing the amplitude and width of the localized
trial function, we obtained well-behaved localized solu-
tions for many different κ(z). We tested the accuracy of
the numerical method on the two exactly solvable solu-
tions from Secs. II C 1 and II C 2, and observed a very
good accuracy. With the numerical solution at hand,
one can evaluate the constant Cn in the general expres-
sion (10). Figure 3 shows the numerical localized solution
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FIG. 2. The spectral density (44) (top) and the covari-
ance κ(z) given by its inverse Fourier transform (bottom).
In this case the (rescaled) localized solution for n = 3 is
y(t) = (8/15)(1 + t2)−2.
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FIG. 3. The localized solution of Eq. (23) for n = 3, obtained
numerically for κ(z) = (piτ)−1(1 + z2/τ2)−1. This solution
decays as t−2 at large |t|. We set τ = 1.
y(t) in one of the examples that we explored: for n = 3
and the covariance κ(z) = (piτ)−1(1 + z2/τ2)−1.
III. DISCUSSION
We demonstrated that an anomalous scaling with time
of lnP(a, T → ∞) at n > 2 holds for a whole class of
stationary Gaussian processes. The anomalous scaling,
that we probed at a → ∞, is closely related to the ex-
istence of a localized solution of the nonlinear integral
equation (23). This solution describes, at n > 2, the
most probable trajectory x(t), conditioned on the area
under xn(t). A natural conjecture is that a localized
solution exists if the spectral density κω of the Gaus-
sian process in question is bounded, positive and has a
finite energy:
∫∞
−∞ κωdω <∞. It would be very interest-
ing to prove (or improve) this conjecture. Finally, it is
both challenging and important to devise a method that
would allow one to go beyong the large-a asymptotics
(9) and (10) and calculate lnP(a, T →∞) exactly in the
anomalous scaling regime n > 2. The most general scal-
ing behavior of lnP at long times can be represented as
− lnP(a, T →∞) = Tµφ(A/T ν , n). The large-a asymp-
totic (10) imposes a relation between the presently un-
known exponents µ and ν: ν = nµ/2, and we obtain
− lnP(a, T →∞) = Tµφ
(
A
T
nµ
2
, n
)
, (45)
leaving us with a single exponent µ to be found.
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