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1
1.1

INTRODUCTION

Rigor in Systems Engineering
Systems Engineering is an interdisciplinary technical field that involves leading the

overall design and development effort of complex system design projects. Formally, a System is
defined below (INCOSE, 2015):
An integrated set of elements, subsystems or assemblies that accomplish a
defined objective. These elements include products (hardware, software and
firmware), processes, people, information, techniques, facilities, services and
other support elements.
The discipline of Systems Engineering (SE) is defined below (INCOSE, 2015) :
Systems Engineering is an interdisciplinary approach and means to enable the
realization of successful systems.
Although SE principles have been practiced for centuries, SE has only recently been recognized
as a distinct engineering discipline for approximately eight decades (Kossiakoff & Sweet, 2003).
The discipline of SE emerged in the 1940’s during World War II as an approach to handling the
increasingly complex systems being developed, including radar, sonar, rockets and the atomic
bomb (Kossiakoff & Sweet, 2003). SE practice was further emphasized and refined as the
National Aeronautics and Space Administration (NASA) executed the Apollo Program that
culminated in putting a man on the moon (Johnson, 2002). Since that pinnacle moment, the
effectiveness of SE methods and practices has received mixed reviews (Augustine, 1997;
Collopy, 2015; Griffin, 2010). There is no debate that numerous large engineering successes
have been enabled through effective utilization of SE methods. Engineering marvels such as the
nuclear submarine (Rockwell, 2002), Moon Landing (Johnson, 2002) and B-2 Bomber (Rich &
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Janos, 1994) were enabled by application of SE principles. However, the Department of Defense
(DoD) is suffering a loss of $200 Million per day in project overruns, cancellations and delays
(Maddox, Collopy, & Farrington, 2013), which SE ought to prevent. Furthermore, researchers
claim that SE principles are unable to evolve quickly enough to keep up with the pace of
technology advancement (Collopy, 2015). To deal with this problem, more rigorous SE methods
are needed that are grounded in theory. For the purposes of this research, the term rigor is
defined as (Goldberg, 2009):
Starting with a set of well founded premise and move step by step using laws of
logic to a well founded end result
Complex technologies such as the microprocessor would be impossible to understand
without an underlying theoretical foundation (Pollard, 1990). Similarly, SE must make the same
advancement in theory to successfully manage the complexity of the systems being envisioned
by ambitious business and Government organizations (Wall, 2018; NASA, 2017). In this paper,
theory is defined as follows (Merriam-Webster, 2008):
a formula, proposition, or statement in mathematics or logic deduced or to be
deduced from other formulas or propositions
Numerous current SE methods are based on heuristics and rules of thumb. In fact, many
SE pioneers and practitioners advocate this approach as cost effective and necessary (Maier &
Rectin, 2009; Clausing, 1994). SE activities that commonly use heuristics are System
Architecting (Maier & Rectin, 2009), applying Factors of Safety (Petroski, 1996), applying
Requirements Margin (NASA, 2007), Risk Management (PMI, 2008) and Conceptual Design
(Pugh, 1981). Others have been critical of this approach to SE. Michael Griffin (2010) suggests
that current SE practice is similar to the state of Civil Engineering (CE) at the beginning of the
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eighteenth century. That is, no theoretical basis existed for CE and bridges, buildings and roads
were built using heuristics and rules of thumb. Successful bridge designs created bridges that did
not collapse. A CE might not be able to explain why their design did not collapse, but they could
potentially teach an apprentice how to design bridges that did not collapse. However, research
progressed, and theoretical foundations were developed for CE. Theories such as Statics
(Hibbeler, Engineering Mechanics Statics, 2001), Mechanics of Materials (Hibbeler, 2000),
Mechanism Design (Shingley, Mischke, & Budynas, 2004) and Materials Science (Callister,
2003) have been codified in textbooks and rigorous theory can now be applied to CE. Similarly,
SE today lacks a rigorous theoretical foundation. Good SE projects are those that do not fail—
yet SE cannot explain why the project succeeded. Like CE, SE needs to develop a theoretical
foundation that can be codified and taught. Collopy (2015) suggests that “Systems Engineering
is due for a theoretical overhaul” and points to several existing fields from which to draw a
foundation, including Microeconomics, Game Theory, Decision Theory, Optimization Theory
and Probability Theory. Collopy points to several SE methods that are “low hanging fruit” for
theoretical research, including Requirements Engineering, Verification and Validation,
Contracting and Risk Management.
Example 1. Evaluation of Risk Matrices

A risk is defined as “an uncertain event or condition that, if it occurs, has a positive or negative
effect on a project's objectives” (PMI, 2008). Risk management is defined by the U.S. Department
of Defense (2017) as “the overarching process that encompasses identification, analysis, mitigation
planning, mitigation plan implementation, and tracking.” The industry standard Risk Management
process involves the following five iterative steps (PMI, 2008):
1.
2.
3.
4.
5.

Risk Identification
Risk Analysis
Risk Mitigation Planning
Risk Mitigation Plan Implementation
Risk Tracking
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The process involves identifying potential risks through brainstorming, interviews, expert
judgement, requirements analysis and project constraints. These risks are then placed on a 5x5,
two-dimensional grid that decomposes each risk by “Likelihood” and “Consequence”. The grid
is color-coded as “green”, “yellow” and “red” based on grid location. The risks are prioritized
based on their location in the 5x5 grid and the color code the risk received. An example of the
standard Risk Management grid is shown in Figure 1.

Likelihood

5
4
3
2
1
1

2

3
4
5
Consequence
Figure 1. Risk Matrix Template

Consider the set of five risks shown below in Table 1, decomposed into probability of occurrence
and financial impact estimates.
Table 1. Risk Register

Risk Probability Consequence
1
12%
$500k
2
98%
$99k
3
5%
$850k
4
0.95%
$10M
5
51%
$84k

Common practice in Risk Management is to establish a scoring rubric to place risks onto the
5x5 grid. Consider the rubric in Table 2 for assessment of the five risks.
Table 2. Risk Scoring Rubric

Score
Probability
Impact

1
<1%
<$20k

2
3
4
5
1-5%
5-20%
20-50%
50-100%
$20k-$50k $50k-$200k $200k-$800k >$800k

Using the scoring rubric, the five risks are placed on the Risk Matrix as shown in Figure 2.

4

5

2

5

Liklihood

4
3

1

3

2
1

4
1

2

3
4
5
Consequence
Figure 2. Populated Risk Matrix

Analysis of the location of these five risks would likely result in the following prioritization of
the risk planning activities. In this ordering, one is the highest priority and five is the lowest
priority.
1.
2.
3.
4.
5.

Risk 3
Risk 5
Risk 1
Risk 4
Risk 2

Based on this standard practice of Risk Analysis, Risk 3 is prioritized as the highest risk and
Risk 2 is prioritized as lowest. A program manager would use this assessment to perform
mitigation planning. That is, she would use this assessment to prioritize the allocation of time,
money and personnel resources to deal with reducing the likelihood and/or impact of these risks.
However, is this prioritization correct? By correct, has the program manager reduced the
expected negative impacts of these risks for the project? To answer this question, Decision
Theory will be applied to the problem. As will be discussed in depth in Chapter 2, the Decision
Theoretic approach to this problem is to minimize the Expected Loss for the program
(Thompson & Violet, 2010). Assuming the Program Manager is “Risk Neutral”, the Expected
Loss metric will be called Risk Exposure, and it is computed using Equation 1:
𝑅𝑖𝑠𝑘𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒 = 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 × 𝑖𝑚𝑝𝑎𝑐𝑡

Computing the risk exposure for each of the five risks is shown in Table 3:
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Equation 1

Table 3. Risk Exposure

Risk Exposure
1
$60k
2
$97.02k
3
$42.5k
4
$95k
5
$42.8k

Prioritization based on minimizing Risk Exposure yields the priorities below:
1.
2.
3.
4.
5.

Risk 2
Risk 4
Risk 1
Risk 5
Risk 3

Notice, the prioritization based on Decision Theory is the exact opposite of the standard
approach. This so-called “Qualitative Risk Management” (PMI, 2008) does not correctly order
the risk priorities if the program manager wishes to minimize the amount of financial loss she
should expect to suffer as a result of these uncertain events. This effect, known as Range
Compression, is a principle reason why Louis Cox Jr., a leading Actuarial Science researcher,
calls Risk Matrices “Worse Than Useless” (Cox, 2015).
This is just one of many examples where rigorous theory is needed in SE practice. Heuristic
methods such as Risk Management can have significant effects on the outcome of a project.
Moreover, without a rigorous theoretical basis, the SE has no way to identify the effect the
method had—positive or negative—and has no basis to make a poor method better (Griffin,
2010).
This research is intended to advance the cause of adding a theoretical foundation to SE.
The intent is to apply Decision Theory to evaluate current conceptual design methods commonly
practiced in SE. Much like in Example 1, this research will evaluate the effectiveness of these
methods and try to understand when these methods work and when they break down. When they
break down, this research will seek to rigorously quantify the impact to the overall system design
effort.
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1.2

Normative Theory vs. Descriptive Theory
In theoretical engineering research, there are two approaches to theory development. The

first is descriptive theory, which attempts to develop a theoretical basis for how engineers
actually perform engineering activities (Peterson, 2017; Collopy, 2015). This research would
typically be conducted through observing engineers performing engineering activities,
conducting surveys and interviews with engineers or analyzing the work performed by engineers.
These observations would be used to attempt to make generalizations about the way engineers
perform their work. This generalization will then be used to predict how engineers will perform
their work in the future.
The second type of theoretical research is normative theory. Normative theory attempts
to develop a theory to describe how engineers should perform engineering activities. Engineers
should perform design according to the normative theory because the normative theory is
optimal in some sense. Decision theorists refer to the normative decision-maker as rational,
which is defined as follows (Rescher, 1988):
A matter of doing the best one can in the circumstances—of optimization relative
to situational constraints
Although engineers might not actually perform engineering activities according to the
normative theory, the closer they can approximate the normative theory the better off they will
tend to be. If they endeavor to make as much money as possible, for example, a normative
theory would seek to maximize this goal, not to describe how the engineers performed their jobs
in the past.
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1.3

Engineering Conceptual Design
Conceptual design is a key activity performed by SE practitioners. The Conceptual

Design is typically determined early in the product lifecycle and defines how the system to be
developed intends to satisfy the needs of the user, contractual requirements, etc. These early
design decisions can have enormous impact on the final outcome of the project (Blanchard &
Fabrycky, 2011). For a given system development lifecycle, the earlier in the design lifecycle
mistakes are made, the more costly they are to correct at the end (Boehm, 1981). Intuitively,
selection of the wrong system concept at the beginning would be prohibitively expensive to
correct—it would require the project to be redone almost entirely. Conceptual design is known
by several names in practice. Preliminary Design (U.S. Department of Defense, 2017), Concept
Selection (Pugh, 1991) and Trade Studies (Clausing, 1994) involve the SE design methods that
will be evaluated in this research. In the following chapters, this paper will refer to these
activities as conceptual design, but it is important to recognize these methods are used in other
areas of the design lifecycle and these activities are referred to by many names in practice.
Many conceptual design methods use heuristic tools to help the engineers perform their
tasks. Several of these tools involve decomposition of the system design problem into a number
of key attributes that are important to the design team (Akao, 1990; Clausing, 1994). Attributes
are defined as follows (Merriam-Webster, 2008):
a quality, character, or characteristic ascribed to someone or something
In this case, “someone or something” is the system to-be designed, therefore system attribute is
defined as:
a quality or characteristic ascribed to a system
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After the important system attributes have been defined, each design alternative is
compared using a heuristic method to rank order the candidates from “best” to “worst”
(Clausing, 1994; Pugh, 1991). The objective is to select the design that possesses the
combinations of system attributes that best meets the needs of the customer (Akao, 1990;
Clausing, 1994). This paper will often use “system attributes” to refer to the set of system
attributes that are important to the engineering design team. It is understood that there are
additional attributes of the system as well that are not considered in the Conceptual Design
activities.
Several conceptual design methods have been proposed and used in practice. Two of the
most notable methods for conceptual design are the Pugh Method of Controlled Convergence
(Pugh Method) and Quality Function Deployment (QFD) (Clausing, 1994). Both approaches
have enjoyed reasonably widespread adoption and have been successfully used to perform
conceptual design activities. However, similar to Example 1 and Risk Management, do design
engineers pay a price for using these heuristic tools to make design decisions?
1.4

The Value of this Research
This research seeks to develop a normative theory for evaluation of conceptual design

methods used in practice. This normative theory forms an ideal conceptual design approach that
can be used to assess the effectiveness and risk associated with using various conceptual design
methods to make design decisions. Particularly in conceptual design, an incorrect or suboptimal
decision can potentially cost billions of dollars, cause a company to go bankrupt, cause a project
to fail, or cause the U.S. to lose a conflict due to inferior products and technologies being
delivered by the DoD.
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1.5

Scope of the Dissertation
The scope of this research is to develop a normative theoretical framework for the Pugh

Method and QFD and to evaluate these methods using this framework. Specifically, this
dissertation intends to answer the following four research questions:
1. Under what conditions does the Pugh Method lead to the best design?
2. When the Pugh method does not lead to the best design, how much worse is the selected
design?
3. Under what conditions does the Quality Function Deployment lead to the best design?
4. When the Quality Function Deployment method does not lead to the best design, how
much worse is the selected design?
This research is not intended to propose an alternative conceptual design approach that
outperforms the Pugh Method or QFD. This research is also not intended to extensively discuss
how engineers actually make design decisions in practice. That is, this research is not concerned
with development of a descriptive theory. Finally, this research does not include case studies.
Since bad decisions can result in good outcomes, and visa-versa, anecdotal evidence is of little
use when developing a normative theory for engineering design and to infer how engineering
design decisions will fare “in the long run”.
1.6

Organization of the Dissertation
This dissertation is organized into seven chapters. The Introduction, which just

concluded, defined scope of the research, highlighted the value of the research and attempted to
provide context for the reader to become oriented, enabling the proper interpretations of the
chapters that follow. The second chapter provides a comprehensive review and discussion of the
research from which this dissertation will draw upon. The mathematical frameworks of Social
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Choice Theory, Value Modeling and Expected Utility Theory are reviewed and form the basis for
our mathematical evaluation of conceptual design. Engineering Design theory will be discussed
to provide the theoretical basis for the following evaluation of the Pugh Method and QFD. This
discussion will cover the critique of the Pugh Method and QFD and the ongoing debate in the
research literature regarding the usefulness of these methods. Chapter 3 will outline the
mathematical framework—the normative theory—that will be used to evaluate Pugh and QFD.
Chapters 4 and 5 will evaluate the Pugh Method and QFD, respectively, using the outlined
mathematical framework. Chapter 6 will present a detailed discussion regarding the current
unsettled debate in the literature surrounding the applicability of the Pugh Method. Finally,
Chapter 7 will form the conclusion and discuss future research to be conducted as a result of this
dissertation.
1.7

Summary
This chapter outlined the problem facing the SE community. Being a relatively newly

recognized discipline in Engineering, SE lacks rigorous, theoretical foundations that is causing
SE to have difficulty keeping up with the rapid increase in complexity of technologies being
developed and on the horizon. The traditional approach to SE using best practices, rules of
thumb and heuristics must evolve into a rigorous field with a theoretical backbone. This research
attempts to advance the cause, so to speak, regarding SE conceptual design methods by
developing a normative theory for evaluation of conceptual design methods. This normative
theory will then be used to evaluate the Pugh Method and QFD.
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2
2.1

THEORETICAL FOUNDATIONS

Normative Decision Theory
Normative Decision Theory is the theory of rational decision-making. A decision is

defined as the following (Lewis, Chen, & Schmidt, 2006):
An irrevocable allocation of resources
In order to make an irrevocable allocation of resources, decisions must be made in the present. If
an individual says, “I will write my dissertation tomorrow”, and the following day he sleeps in,
goes to the gym and takes his wife to dinner, he didn’t actually make a decision when he
declared his intention to work on his research. Decisions are made in the present and cannot be
rescinded without a penalty—they’re irrevocable. Normative Decision Theory is concerned with
how individuals make decisions among a set of alternatives (Kreps, 1990). Group decisionmaking will be discussed later in section 2.3.
To make decisions among a set of alternatives, an individual must have preferences over
the outcomes. Preferences and outcomes require definitions and will be dealt with one at a time.
Preferences are defined as follows (Hausman, 2012):
Total comparative evaluation taking into account every consideration the agent
judges to be relevant.
In Normative Decision Theory, preferences are assumed to possess the following properties
(Hausman, 2012):


Completeness: for any two outcomes A and B, that either the decision-maker prefers A to
B, B to A or is indifferent between A and B.



Transitivity: for any three outcomes A, B and C, if the decision-maker prefers A to B and
prefers B to C, then the decision-maker prefers A to C.
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Preference rankings are totally ordered sets, meaning they are ordinal sets that are both complete
and transitive. The notation that will be used in this dissertation for ordinal sets is described by
(Halmos, 2011) and is shown below:


A is ranked higher than B in the set is represented as “A > B”



A is ranked lower than B in the set is represented as “A < B”



A is ranked neither higher or lower than B in the set is represented by “A ~ B”



A is ranked at least as high as B in the set is represented by “A ≥ B”



A is ranked no higher than B in the set is represented by “A ≤ B”

The usage of “<” and “>” is referred to as strict ordering. That is, alternatives are strictly ranked
higher or lower in the set. The usage of “~”, “≤” and “≥” is referred to as weak ordering. Weak
ordering means that the alternatives could be ranked the same in the set. Applying this
terminology to preferences, “ranked higher” translates to “is preferred to”, ranked lower
translates to “is less preferred to” and “neither higher or lower than” translates to “indifferent to”.
Preferences that are complete and transitive are referred to as rational preferences
(Hausman, 2012). Preferences are held by the decision-maker (agent) and are her comparative
evaluations regarding the possible outcomes of the resource commitment being considered.
Outcomes are defined as follows (Merriam-Webster, 2008):
The way something turns out.
Outcomes are often uncertain, meaning that the outcome is not guaranteed to occur. In
fact, a range of outcomes are usually possible as a result of a decision. For example, when
selecting an airline flight, a person’s preferred outcome is to land safely at her destination as
close to on time as possible with all her luggage. However, a range of other outcomes can occur,
such as flight delays, a missed connection, lost bags, obnoxious passengers, food poisoning at the
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airport, a terrorist attack, or a plane crash. Typically, she will try to fly specific airlines, use
airports that are familiar, bring her own food, and carry her bags with her to try and improve her
outcome.
Normative Decision Theory describes how decision-makers make rational decisions.
von Neumann and Morgenstern developed a set of axioms that describe the conditions required
for rational decisions. The axioms are described in terms of lotteries. Lotteries are described
according to their outcomes and probability of occurrence. The rational decision-making axioms
developed by von Neumann and Morgenstern are the following (von Neumann & Morgenstern,
2004):
1. Completeness: For any two lotteries L1 and L2, the decision-maker prefers L1 to L2,
prefers L2 to L1 or is indifferent between L1 and L2.
2. Transitivity: For any three lotteries L1, L2 and L3, if the decision-maker prefers L1 to L2
and L2 to L3, then the decision-maker also prefers L1 to L3.
3. Continuity: For any three lotteries L1, L2 and L3, if the decision-maker prefers L1 to L2
and L2 to L3, then there exists a lottery with probability p where the decision-maker is
indifferent between L2 and p*L1 + (1-p)*L3.
4. Independence: If the decision-maker prefers L1 to L2, then for any lottery L3 with
probability p, the decision-maker prefers p*L1 + (1-p)*L3 to p*L2 + (1-p)*L3.
Therefore, rational decision-making requires individual preferences to be complete and
transitive. Rational decisions require a decision-maker to be willing to substitute a certain
outcome with a lottery between a more preferred and less preferred outcome at some probability.
Finally, rational decisions require that preferences between two outcomes only depend on the
decision-makers preference ordering between those two outcomes.
The concept used to express the economic implications of decision-making is value.
Value is defined as follows (Merriam-Webster, 2008):
a fair return or equivalent in goods, services, or money for something exchanged
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Value is implied by the choices that people make. If an individual chooses to consume or
use one option over a set of alternatives, it implies that they value the chosen option over the
others (Keeney, 1992). This choice among alternatives reflects the preference of the individual.
Therefore, value is inferred by the preferences of individuals (Farquar, 1984). Value under
risk—meaning in the presence of uncertainty—is referred to as utility. von Neumann and
Morgenstern (2004) define utility as a function that represents preferences on an interval scale,
uniquely, up to a linear transformation. von Neumann and Morgenstern developed Expected
Utility Theory as a normative decision framework. Using the axioms above, they proved that
rational decision-makers should seek to maximize their expected utility.
2.2

Subjective Expected Utility Theory
Although von Neumann and Morgenstern proved that rational decision-making under

uncertainty should seek to maximize expected utility, their proof assumes that the decisionmaker knows the probability of each outcome. How the decision-maker knows this probability
or how it was determined was not specified—the decision-maker’s knowledge of the
probabilities was assumed. Leonard Savage (1972) developed Subjective Expected Utility
Theory (SEU) and established that rational decision-making using subjective probabilities was
consistent with von Neumann and Morgenstern—that rational decision-making involved
maximizing the expected utility based on subjective probabilities.
Subjective probabilities represent the “degree of belief” of the decision-maker
(Weatherford, 1982). Under this definition of probability, probabilities are not defined by the
outside world. Rather, probabilities exist in the head of the decision-maker based on their
knowledge of the decision and their experience regarding previous decisions. In SEU, decisions

15

are rational when the decision-maker bases her decision on her subjective “degree of belief”
regarding the outcomes and her preference over those outcomes.
2.3

Social Choice Theory
Whereas Expected Utility Theory provides a theoretical framework for how an individual

should make decisions, Social Choice Theory is the study of how groups make decisions
(Gaertner, 2009). Much of Social Choice Theory involves voting (Arrow, 1951). Voting requires
each person involved in the decision revealing some or all of their preferences and using a social
welfare function to aggregate the preferences of the voters into a single preference profile for the
society or group. From this societal preference profile, the social choice function selects the
candidate most preferred by the society (Saari, 2001).
In the case of ordinal preference profiles, this profile represents an ordinal ranking of
group preferences from most preferred to least preferred. If the profile ranks the most preferred
as “1”, the second most preferred as “2” and so on, the Social Choice problem can be depicted as
shown in Figure 3.

Figure 3. The Social Choice Problem
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As an example, in many elections, each voter casts a ballot for their preferred candidate
and the candidate with the most votes wins. This procedure is known as plurality voting (Saari,
2001). Although plurality voting is perhaps most common, many other social choice functions
exist for group decision-making (Condorcet, 1785; de Borda, 1774; Saari, 2008; Saari, 2001).
Using the axioms above in section 2.1, von Neumann and Morgenstern define how
individuals can make rational decisions. Unfortunately, Kenneth Arrow proved in his famous
Impossibility Theorem that this framework does not extend to group decision-making (Arrow,
1951). Often, it is desirable to obtain information regarding the preferences of multiple
individuals, aggregate these preferences using a social welfare function and make a decision
based on these aggregated preferences. Unfortunately, Arrow proved that no social choice
function exists that is guaranteed to be rational with the exception of a dictatorship. The social
welfare function aggregates the preferences of the voters into a single preference ordering.
Arrow’s theorem makes the following two assumptions regarding voter preferences:
1. Voter preferences are strict, complete and transitive
2. Unrestricted Domain: There is no restriction on how voters rank candidates
Arrow makes the following three assumptions regarding the Social Welfare Function:
1. Transitivity: The societal ranking is transitive.
2. Pareto Efficiency: If all voters share the same ranking about the ranking between two
candidates, the Social Choice function shall choose the same ranking.
3. Binary Independence: The societal rank of a pair of candidates shall only depend on how
the voters rank that pair of candidates. This is also commonly referred to as
Independence of Irrelevant Alternatives (IIA).
Arrow proved that, for scenarios involving more than two candidates and more than two
voters, any social welfare function that is guaranteed to be rational is necessarily a dictatorship.
A dictatorship is defined by the outcome of the social welfare function being based solely on the
preferences of a single voter in the decision—the preferences of all other voters are irrelevant.
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It is important to point out that Arrow proved that no non-dictatorial social welfare
function can guarantee to satisfy the aforementioned axioms. That does not imply that violation
of the axioms is not a rare occurrence—simply a possibility. The frequency of occurrence of
these violations has been a subject of debate in the literature for various social choice functions
(DeMeyer & Plott, 1970; Makie, 2003; Regenwetter & Grofman, 1998). Two social choice
functions of particular interest in this research are the Condorcet Method and Borda Count.
2.3.1

Condorcet Method
The Condorcet voting method was devised by Marie Jean Antoine Nicolas de Caritat,

Marquis of Condorcet (commonly known as Nicolas de Condorcet) and involves performing a
pairwise comparison between each pair of candidates and aggregating the pairwise results into a
candidate selection. The Condorcet Winner is defined as the candidate who is preferred by a
majority of voters to every other candidate in a pairwise vote. Similarly, the Condorcet Loser is
defined as the candidate who is least preferred to all other candidates in a pairwise vote. For
example, consider the three voter profiles shown below:




Voter 1: Candidate 1 > Candidate 2 > Candidate 3
Voter 2: Candidate 2 > Candidate 1 > Candidate 3
Voter 3: Candidate 1 > Candidate 3 > Candidate 2

Performing the Condorcet Method shows that the majority of voters (2/3) prefer Candidate 1 to
Candidate 2 and a majority of voters (all of them) prefer Candidate 1 to Candidate 3. Therefore,
the Condorcet Winner would be Candidate 1. When the Condorcet Winner exists, then the
Condorcet method satisfies all of Arrow’s axioms (Saari, 2008).
2.3.2

Condorcet Paradox

Condorcet himself identified voter preference profile combinations that led to paradoxical
outcomes (Saari, 2008). Although his analysis was well before Arrow’s seminal work, the
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Condorcet Paradox is a violation of Arrow’s axioms. As an example, consider the three voter
profiles below:




Voter 1: Candidate 1 > Candidate 2 > Candidate 3
Voter 2: Candidate 3 > Candidate 1 > Candidate 2
Voter 3: Candidate 2 > Candidate 3 > Candidate 1

Using this profile, a majority of voters (2/3) prefer Candidate 1 to Candidate 2, a majority
(2/3) of voters prefer Candidate 2 to Candidate 3 and a majority of voters (2/3) prefer Candidate
3 to Candidate 1. A Condorcet Winner does not exist. Moreover, a winner does not exist
because the resulting preferences of the group are intransitive. Clearly, this Social Choice
Function does not guarantee that the resulting societal preference profile is transitive. Saari and
Sieberg (2004) show that this outcome occurs alarmingly often when performing a decision
procedure involving paired comparisons. Preference profiles such as this are known as
Condorcet terms (Saari, 1995). Although the Condorcet Method satisfies binary independence,
Pareto efficiency and is non-dictatorial, it cannot guarantee a transitive societal preference profile
(Saari, 1995).
2.3.3

Borda Count
The Borda Count was developed by Jean-Charles de Borda (1774), a contemporary of

Condorcet. The Borda Count is a so-called positional voting method. Positional voting methods
assign points to candidates based on their location in the ordinal ranking of each voter’s
preference profile. The Borda Count method assigns zero points to the least preferred candidate.
The candidate preferred to the least preferred candidate receives one point. The candidate
preferred to the next to last candidate received two points, and so on. For a vote involving N
candidates, the top ranked candidate receives N-1 points. The points are then summed over all
voters and the candidate with the highest score wins.
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Example 2. Borda Count

Consider an example with three candidates and four voters. The preference profiles are shown
below:





Voter 1: Candidate 1 > Candidate 2 > Candidate 3
Voter 2: Candidate 1 > Candidate 2 > Candidate 3
Voter 3: Candidate 2 > Candidate 1 > Candidate 3
Voter 4: Candidate 2 > Candidate 3 > Candidate 1

Using these preference profiles, Voter 1 would assign two points to Candidate 1, one point to
Candidate 2 and zero points to Candidate 3. Since Voter 2 has the same preference profile as
Voter 1, the point assignments are the same. Voter 3 assigns one point to Candidate 1, two points
to Candidate 2 and zero points to Candidate 3. Finally, Voter 4 assigns zero points to Candidate
1, two points to Candidate 2 and one point to Candidate 3. The Borda Count method is shown
below in Table 4.
Table 4. Borda Example with Three Candidates

The results are summed for each candidate and the candidate with the highest total wins the
election. In this example, Candidate 2 wins the election with an aggregate score of six.
Candidate 1 is the runner-up with an aggregated score of five. Candidate 3 is the last place
finisher with one point.
2.3.4

Inconsistencies with the Borda Count
The advantage of the Borda Count is the societal preference profile is always transitive

(Saari, 2001). However, there are still inconsistencies in the Borda Count, this is guaranteed by
Arrow’s Theorem.
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Example 3. Borda Count Paradox

Suppose a fourth candidate (Candidate 4) is added to the election in Example 2. The preference
orderings for the original candidates is unchanged, but Candidate 4 is inserted into the preference
profiles of each voter as shown below:





Voter 1: Candidate 1 > Candidate 4 > Candidate 2 > Candidate 3
Voter 2: Candidate 1 > Candidate 4 > Candidate 2 > Candidate 3
Voter 3: Candidate 2 > Candidate 1 > Candidate 3 > Candidate 4
Voter 4: Candidate 2 > Candidate 3 > Candidate 1 > Candidate 4

The Borda Count method is shown below in Table 5.
Table 5. Borda Example with Four Candidates

The addition of Candidate 4 caused the election result to change in favor of Candidate 1.
Therefore, the existence of Candidate 4 changed the election result—but either way Candidate
4 did not win. This is the violation of binary independence. The societal preference between
Candidate 1 and Candidate 2 depends on whether Candidate 4 is included in the election.
In Example 3, the Borda Count violates the axiom of binary independence.
2.3.5

Black’s Single Peakedness Theorem
Duncan Black (1948) proved that under conditions of so-called single peaked

preferences, that the societal preference ordering is guaranteed transitive, Pareto efficient and to
possess binary independence. Single Peaked preferences pose a constraint on the preference
profile of each voter which violates Arrow’s axiom of “Unrestricted Domain”. Therefore,
Arrow’s Theorem does not apply. Single peaked preferences indicate that a single continuum in
which every voter’s preferences are single peaked. That is, each voter has a preferred point on
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the continuum and they strictly prefer the alternative that is closest to the preferred point on the
continuum.
Example 4. Black's Single Peakedness Theorem

Consider an election where every voter participating votes strictly according to their preference
on the liberal/conservative continuum shown in Figure 4. “Hard Right” conservatives (like voter
2) prefer conservative candidates—and the more conservative the better. Conversely, “Left
Wingers” prefer just the opposite. The more liberal the candidate, the better (represented by
Voter 1). Independents prefer a candidate that is as close to neutral as possible (voter 3). Each
of these voters has only a single peak in their voting profile. The profiles are “Single Peaked”
as defined by Duncan Black (1948).

Figure 4. Single Peaked Preferences

Now, consider a forth voter profile shown in Figure 5. Voter 4 prefers candidates strictly based
on their age—the younger the better. Voter 4’s profile is not single-peaked on the
liberal/conservative continuum. The existence of voter 4 in the election violates the singlepeaked axiom (there are three peaks) required by Black’s Theorem and the resulting election
will again be subject to Arrow’s Theorem.
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Figure 5. Multi-Peaked Preferences

2.4

Saari’s General Inconsistency Theorem
Social Choice Theory has been shown to apply to a much broader set of problems than

originally envisioned. Don Saari (2010; 2015) has demonstrated that the application to Social
Choice is a special case of the "Reductionist Approach". The Reductionist Approach is a class of
problems that involves the following steps:
1. Decomposition of a system into parts
2. Analysis of the individual parts
3. Aggregation of the analysis results to make inferences about the system

In the context of Social Choice, the society is decomposed into individuals. Each
individual's preferences are analyzed and the analysis results are aggregated using a Social
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Choice Function in order to select the winner of the election. The Social Choice Function is
intended to reflect the preferences of the Society.
However, this problem is more generic than voting in an election. The mathematics of
Social Choice Theory have been shown to apply to nonparametric statistical hypothesis testing
(Haunsperger & Saari, 1992), the Newtonian “N-Body” problem (Saari, 2015) and engineering
design (Saari, 2010).
2.5

Engineering Design Theory
Engineering design theory involves descriptive, prescriptive and normative theories

(Lewis, Chen, & Schmidt, 2006). Descriptive engineering design theory involves research that
attempts to understand and explain how engineers make design decision in practice. Prescriptive
engineering design theories provide guidance—such as a procedure or process to follow—to
engineers making design decisions. As discussed in the Introduction, many of these prescriptive
theories involve heuristics and rules of thumb. Normative engineering design theories involve
research that rigorously derives what practicing engineers should do when making engineering
decisions. In the literature, there has been substantial disagreement between the researchers in
the prescriptive and normative research communities (Hazelrigg, 1996; Franssen, 2005; Frey, et
al., 2009; Hazelrigg, 2010; Frey, et al., 2010; Reich, 2010) regarding the usefulness of various
prescriptive and normative methods. Particularly, these debates surround the Pugh Method. A
critique of these arguments will not be provided in this literature review, but instead will be
provided in Chapter 6.
2.5.1

The Pugh Method
The Pugh Method is a common prescriptive approach to concept selection that involves

decomposing a design problem into a set of key attributes such as reliability, cost, weight, etc.
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The Pugh Method was developed by Stuart Pugh in response to his research conclusions
regarding the shortcomings of the so-called “weight and rate method” of engineering decisionmaking (Pugh, 1991).
In the Pugh Method, each alternative solution is ranked relative to a “datum”
configuration that is used as a benchmark (such as the market leader) (Pugh, 1991). Each design
attribute of each design alternative is given a score of “+”, “-“, or “0” for “better than the
datum”, “worse than the datum” or “equivalent to the datum”, respectively. The scores are
determined by a group of subject matter experts through deliberation and discussion. Often, if
consensus is not reached about an attribute for an alternative, the rating of “0” is used. Some
method for elimination of design alternatives is established to cull the set of design alternatives.
New alternative solutions are devised, often involving hybrid solutions between existing design
alternatives, and added to the set of design alternatives and scored. The procedure is iterated
until the team converges to a single preferred solution.
The steps to the Pugh Method are shown below:
1. Gather set of initial concepts
2. Select evaluation criteria
3. Select one strong concept as the datum
4. Subject Matter Experts (SMEs) Rank each criterion for every design alternative against
the datum as better (+), worse (-), same (0)
5. Tally scores
6. Remove weak design alternatives
7. Generate new design alternatives
8. Select new datum (typically strongest design alternative from step 5)
9. Iterate until single design alternative has emerged as best
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Example 5. Pugh Method

As an example, consider a problem where an automobile shopper is trying to select an
automobile among a set of alternative automotive designs. The design attributes are fuel
economy, horsepower, safety and passenger capacity. The automobile shopper is
considering the following four alternatives: (1) Dodge Dart, (2) Corvette, (3) Jeep and (4)
Caravan. The Dart is his current car, so he makes it the datum and compares the alternatives
to the Dart. The matrix is shown in Table 6.
Table 6. Automobile Selection Pugh Matrix 1

Based on this evaluation, the Caravan appears to be the superior choice due to its improved
safety and passenger capacity compared to the Dart. Having evaluated a sports car, a sport
utility vehicle and minivan, he learned that the minivan has better performance relative to
the design attributes compared to the datum vehicle. He also learned that the sports car is
clearly inferior. Looking at alternatives similar to the minivan, he generates two new vehicle
alternatives that he thinks would be competitive with the Caravan—the Outback and the
Tahoe. The Outback is a new concept that is essentially a new class of automobile. The
Tahoe is somewhat of a hybrid concept between the Jeep and the Minivan. He removes the
Corvette from the design alternatives. Since the Caravan was superior in the last matrix, he
makes the Caravan the new datum, creates the new matrix and evaluates the alternatives.
This is shown in Table 7.
Table 7. Automobile Selection Pugh Matrix 2

In this iteration, the Outback is superior to the datum based on the design attributes. The
Jeep is clearly inferior. Based on this information, the Jeep might be eliminated from further
evaluation and other alternatives added. The process is repeated until the automobile
shopper has converged on a single concept that is superior.
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The Pugh Method offers several advantages, according to the literature. Some of the
claimed advantages are listed below:
1. Robust (Clausing, 1994)
2. Leads to “better” solutions than other methods (Frey, et al., 2009)
3. Easy to learn and use (Pugh & Smith, 1976)
4. Collaborative evaluation of concepts and generation of new concepts (Clausing, 1994)
5. Fact based evaluation (Frey, et al., 2010)
6. Cost effective (Frey, et al., 2010)
7. Avoids false sense of confidence (Pugh, 1981)
Several case studies have been presented in the literature that feature the successful
application of the Pugh Method (Pugh, 1991; Dym, Wood, & Scott, 2002; Ullman, 2002). A
survey by Yang (2007) found that 15% of the 106 engineers interviewed had heard of the Pugh
Method and 13% (of the 15%) found the method “useful”. Simulations performed by Frey et. al
(2009) indicated the approach to yield positive results.
The Pugh Method is a well-known method taught at the United States Air Force (USAF)
Space and Missile Systems Center (SMC) (2004), American Society of Quality (Tague, 2004),
International Council on Systems Engineering (Felix, 2004) and practiced in industry (Frey, et
al., 2009). However, there are some discrepancies regarding the usage and the procedure itself.
Pugh (1991) intended the process to be iterative and not to use the cumulative total as the
decision, but clearly some people do just that (Baker & Whalen, 2012; Cross, 2008). Others
mistakenly call the decision matrix the Pugh Method (Ullman & Spiegel, 2006). Pugh also states
that the only possible scores are “1”, “-1” and “0”. However, others allow different numbering
schemes such as “2”, “1”, “0”, “-1” and “-2” (Tague, 2004).
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2.5.2

Quality Function Deployment
Quality Function Deployment (QFD) is a structured, prescriptive method for a large

multidisciplinary team to make good decisions in the context of system design (Clausing, 1994).
QFD was developed in Japan by Yoji Akao as a method of “‘converting the consumers’ demands
into ‘quality characteristics’ and developing a design quality for the finished product by
systematically deploying the relationships between the demands and the characteristics, starting
with the quality of each functional component and extending the deployment to the quality of
each part and process” (Akao & Kanri, 1990). QFD was developed in response to the following
problems with the traditional process (Clausing, 1994):










Disregard for the voice of the customer
Disregard for the competition
Concentration on each specification in isolation
Low expectations
Little input from design and production people into product planning
Divergent interpretations of the specifications
Lack of structure
Lost information
Weak commitment to previous decisions
At the heart of QFD is the House of Quality (HoQ). The QFD approach requires a

multidisciplinary group of people working through the HoQ in a structured fashion and as a
team. The HoQ consists of the following eight “rooms”:
1. Voice of the Customer (VoC).
2. Product Expectations
3. Relating corporation to customer
4. Customer perceptions
5. Corporate measures
6. Correlation matrix
7. Planning
8. Targets
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The eight rooms are represented on a HoQ diagram depicted in Figure 6.

Figure 6. House of Quality Example (Hauser & Clausing, 1988)

The QFD process involves completing the HoQ using a multidisciplinary team of
members who have complimentary backgrounds that span the project lifecycle—from marketing
to design, manufacturing and logistics. Clausing (1994) provides a very thorough review of the
QFD process. First, in room 1, the customer requirements are captured through a variety of
means including expert analysis, surveys, focus groups, and market research. These expectations
are written in the language of the customer rather than technical language. This collection of
product expectations is known as the Voice of the Customer (VoC). In room 2, the customer
requirements are translated to engineering characteristics that resemble system requirements. In
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room 3, the relationship between the customer expectations and the system specifications are
mapped to verify the VoC is captured in the specification.
In rooms 4 and 5, the team benchmarks the product from the perspective of the customer
(room 4) and the perspective of competitors (room 5). The product being developed is
benchmarked against two or more competitor products. Often, the customer benchmark is
accomplished using a customer survey. For the technical benchmark by competitors, standard
tests used in industry would be used. For the example shown in Figure 6, this might involve a 060 mph acceleration time, gas mileage test and standard safety tests.
In room 6, conflicting and complimentary product requirements are identified and
evaluated. These relationships are evaluated using a qualitative “strong positive”, “weak
positive”, “strong negative” or “weak negative” scoring schema. This helps the team understand
the relationships that exist between the requirements. Conflicts such as improving gas mileage is
negatively related to horsepower can be identified and discussed by the team in a structured way.
In room 7, the team estimates the level of technical difficulty and the importance of
achieving each product specification. In this room, much of the product planning can take place
on a typical QFD team activity. In room 8, the team aggregates the information from the
previous seven rooms to determine the final product targets for each specification. This process
ensures that the requirements capture the VoC, are competitive, do not conflict and are
achievable based on the cost and schedule targets.
QFD is used widely in industry and the Government. The DoD Defense Acquisition
Guidebook (2017) refers to QFD as a useful tool that is a “structured approach to understanding
customer requirements and translating them into products that satisfy those needs”. The process
is detailed out in the SMC Systems Engineering Handbook (2004). QFD was used on the Joint
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Strike Fighter (JSF) Program. The JSF program stated “QFD has helped enable the program
office to build a consensus across a large group of individuals and organizations representing
different experiences, operational needs, and priorities” (U.S. Department of Defense, 1998).
NASA frequently uses QFD to design subsystems (Dean, 1992). The QFD Institute holds an
annual conference on research related to QFD (QFD Institute International Symposium, 2019).
2.6

Criticisms of the Pugh Method and QFD
Pugh and QFD have both drawn criticism from the research community. George

Hazelrigg (1996) was among the first to suggest deficiencies in QFD by applying Arrow’s
Impossibility Theorem to QFD and other similar approaches to engineering design. Central to
Hazelrigg’s argument is that QFD relies on the aggregation of the preferences of a group of
individuals in order to formulate the VoC. He claims that aggregating the preferences of a group
of individuals is analogous to the voting paradoxes in Social Choice Theory formulated by
Arrow. Based on this similarity, he concludes that any aggregation method to engineering design
will be limited by the results of Arrow’s Impossibility Theorem. According to his conclusion,
QFD cannot guarantee the selected design concept is the rational choice among the set of
alternatives.
Hazelrigg’s conclusion, however, was challenged by Scott and Antonsson (1999) based
on the argument that the axioms of Arrow’s Impossibility Theorem do not entirely apply to
engineering decision-making. For designs with multiple attributes used as criteria, the axiom of
unrestricted domain does not apply. For example, if cost is an attribute and each design has an
estimated cost, it does not hold that each participant in the group decision can have unrestricted
preferences. They argue that it is not realistic to assume that some members of the group would
prefer the most expensive design and others would prefer the least expensive design. If
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evaluating cost in isolation, members of the decision-making group should have single-peaked
preferences. Given single-peaked preferences, the paradox of Arrow’s Impossibility Theorem
does not apply. Additionally, they argue that unrestricted domain is not applicable due to the
existence of constraints placed on the design. For example, there may be a maximum cost
constraint applied to the problem by management or marketing analysis. They also argue that
Arrow’s Theorem does not apply inter-attribute comparisons of criteria such as weights to
attributes to capture their relative importance to the decision. On the other hand, QFD weights
the various attributes in the design, resulting in a different problem formulation between QFD
and Arrow’s Theorem.
Saari and Sieberg (2004) show paradoxical outcomes similar to Arrow’s Theorem when
evaluating decision methods that utilize the approach of comparing pairs of alternatives and
using the results of these pairwise comparisons to make a decision. They show the underlying
mechanism that causes these erroneous outcomes to be the detail lost when reducing the decision
down to pairs of alternatives. Clearly, the Pugh Method involves pairwise comparisons between
design alternatives.
Maarten Franssen (2005) draws the parallel between the Pugh Method and Arrow’s
Theorem by showing the problem formulated by voting in Social Choice Theory and the problem
formulated by the Pugh Method are equivalent. However, rather than aggregating the
preferences of the customers in the discussion for individual attributes, the impossibility result
occurs when attempting to aggregate the rankings of the design attributes into a ranking of each
design alternative. That is, each design attribute being evaluated and ranked in the engineering
decision problem is equivalent to a voter in the social choice problem. He argues that, although
each attribute can be rank ordered completely and transitively, aggregating these rankings into a
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concept selection based on the attributes is subject to Arrow’s Theorem. To illustrate his point,
Franssen shows an example using the Pugh Method that causes the best design output from the
matrix to change if the datum is changed. Several of these examples will be examined in
subsequent chapters of this paper.
2.6.1

Model Based Evaluation of Pugh
Frey et al. (2009) published a defense of the Pugh Method using a simulation of the Pugh

Method as well as refuting a number of criticisms made by Hazelrigg (1998), Saari and Sieberg
(2004) and Franssen (2005). The authors argue that since engineering design has achieved a
strong track record in practice that the methods must be using “good decision-making
capabilities”. The authors argue that the discussions held by the design team lead to resolve
potential inconsistencies as well as lead to a better—more creative—set of design alternatives.
They assert that “there is no voting in Pugh’s method”. Alternatively, the group must reach
through consensus whether an attribute is better or worse between two alternatives; otherwise
they are scored as equivalent.
The authors argue that the inconsistencies generated by changing the datum can be
largely mitigated by selecting a datum that is “significantly stronger than the rest of the
population.” This assertion is intended to refute the claims of Franssen (2005) that the outcome
of the Pugh evaluation is dependent on the selection of the datum.
The authors consider the effect of interaction between criteria in their model. These
interactions capture the phenomenon that occur when improving multiple attributes leads to a
negative consequence. Using the simulation as a basis, the authors conclude that rank reversals
discussed by Saari and Sieberg (2004) “should be rare”. However, this is not what was described
by Saari and Sieberg. Saari and Sieberg claimed that pairwise comparisons can lead to
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intransitive rankings. This claim has nothing to do with interactions between attributes. This
disconnect will be discussed further in Chapter 4.
The authors conclude that the simulation results show that the Pugh Method “can
improve the creative process.” This benefit of the Pugh Method is discussed by the authors as a
primary benefit of the Pugh Method over alternative methods proposed by Hazelrigg (1998) and
Saari and Sieberg (2004). Furthermore, the authors postulate that their simulation is pessimistic
and that real engineers are probably even more creative using the Pugh Method than the
simulation results suggest.
Using the simulation created by Frey et al (2009)., the authors conclude that “decisionmaking is greatly facilitated” using the Pugh Method. They claim that the potential for new
concepts to be generated using the Pugh Method far outweighs the concerns of inconsistencies.
They claim the Pugh Method facilitates discussion and convergence among experts that are “fact
based” and less emotional than other methods.
Hazelrigg responded to the assertions made by Frey et al. (2009) in a letter to the journal
editor (2010). Several points made in the paper are refuted. He first points out that the argument
made by Frey et al. that methods such as the Pugh Method must be value added due to their
frequent use in industry is unfounded. Hazelrigg argues that, in order to know the engineering
community is better off using the Pugh Method than an alternative, Frey et al. would need to
know the outcome that would have occurred if other methods had been used. He concludes that
this is “unknowable”.
Hazelrigg argues that there is voting in the Pugh method. He argues that reaching a
consensus during the discussions to rank order the design attributes requires the decision-makers
to aggregate their preferences. Additionally, he adds that aggregating the attribute rankings to
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make a decision is also analogous to voting. The latter argument is the same argument made by
Franssen (2005).
Frey et al. suggest that the Pugh Method reliably converges and that paradoxical
outcomes are uncommon. However, this claim is not substantiated in their research. Hazelrigg
argues that, regardless of convergence, the method may or may not result in selection of the best
design. He suggests that the method could result in selection of the worst design. This claim
made by Hazelrigg is not substantiated. Further, he asserted that the likelihood of not selecting
the best design is high. He claims that, as the number of alternatives and attributes increases, the
likelihood of selecting a design other than the best design increases. However, these claims are
not substantiated either.
In their paper, Frey et al. (2009) states that design alternatives are removed from the
matrix only when they are dominated by another design. That is, when they are ranked below
the datum for every design attribute. Hazelrigg offers a counter-example from Saari (2001) that
shows a case where a dominated alternative is removed and changes the outcome of the matrix
evaluation.
Hazelrigg argues against the claims made Frey et al. that the interactions between
attributes is negligible. He points out that the claim they make is unsubstantiated and makes an
anecdotal claim that optimizing the individual attributes in isolation does not necessarily lead to
the optimal design.
In response to Hazelrigg’s letter to the editor (Hazelrigg, 2010), Frey et al. (2010) wrote a
letter to the editor containing several counterarguments. First, they offer an overarching claim
that Hazelrigg’s model is incorrect due to the success of the Pugh Method in practice. The
authors go on to state that critique of commonly used methods should be viewed with skepticism
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and that “The burden of proof therefore lies upon the ones claiming the existence and importance
of the flaws.” The authors assert that frequency of use of a method is validation of the value
added of the method.
Frey et al. (2010) assert that the primary claim being made in their previous paper (Frey,
et al., 2009) is that significant interaction exists between decision-making (analysis) and concept
generation (synthesis) that should be studied by the research community. They claim that the
Pugh Method is a methodology that exploits this interaction to yield better outcomes than the
methods proposed by Hazelrigg (1998) and Saari and Sieberg (2004). These claims are not
substantiated. The authors also do not provide a definition of “better”.
The authors further contend that voting is not performed in the Pugh Method and discuss
the actual decision-making process posed in the Pugh Method (Frey, et al., 2010). The
aggregated scores are not intended to be the sole basis for a decision but rather an aspect of the
analysis to use for discussion. They discuss the role of a chief engineer and their ultimate
responsibility for the decision. However, the authors main point is that the matrix in the Pugh
Method is not intended to be an automated algorithm but rather a means to facilitate a discussion.
Although the authors refute the assertions regarding voting in the ranking procedure of the
decision-making body, they neglect the assertions made by Hazelrigg (2010) and Franssen
(2005) regarding the structure of the matrix and the aggregation of attribute rankings being
mathematically equivalent to voting.
Frey et al. (2010) refute the claim by Hazelrigg (2010) that the likelihood of suboptimal
decisions approach certainty as the number of attributes and alternatives increases. The authors
claim the data from their model shows the opposite. Additionally, they argue their model shows
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the concerns posed by Saari (2001) regarding path dependence and the ranking of designs
changing as alternatives are removed are infrequent and “the consequences are mild”.
2.6.2

Inconsistencies in QFD
Although the same level of debate has not occurred in the literature specifically

surrounding QFD, there is still disagreement. QFD has been widely accepted as a useful
engineering design method (Clausing, 1994; Hauser & Clausing, 1988; Cross, 2008; U.S.
Department of Defense, 2017) and its effectiveness demonstrated through case studies (Hauser,
1993; Bergquist & Abeysekera, 1996; U.S. Department of Defense, 1998; Mehrjerdi, 2010).
Numerous variants and extensions of QFD have emerged, including “AHP and QFD”, “Fuzzy
QFD”, “Statistically Extended QFD” and “Dynamic QFD” and has been used by numerous
companies is the U.S., including Xerox, AT&T, Ford Motor Company, Chrysler, General Motors
and Goodyear (Mehrjerdi, 2010). The QFD Institute holds an annual conference on research
related to QFD (QFD Institute International Symposium, 2019).
QFD is not without its criticism. As previously mentioned, Hazelrigg (1996) claimed that
aggregation of customer preferences—called the Voice of the Customer in QFD—is subject to
irrationalities due to the implications of Arrow’s Impossibility Theorem. He argues that
specification of Customer Requirements in QFD by compiling surveys or questionnaires is
analogous to voting.
Franceschini and Rossetto (1995) discussed methodological issues with use of the
Relationship Matrix. Primarily, they argue that transformation from an ordinal scale to a cardinal
scale is an “arbitrary passage” that imparts more “information content than has in fact been
expressed”. Additionally, they critique the arithmetic operations performed on Ordinals in QFD
as violations of the mathematics of ordinal numbers.
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Shin, Kim and Chandra (2002) discuss the occurrence of inconsistencies between the
Relationship Matrix and the Roof Matrix such as the Roof Matrix showing a relationship
between two Engineering Characteristics (ECs) without corresponding similarities in the
Customer Requirements (CRs). The authors propose an approach to check and correct these
inconsistencies prior to proceeding ahead with analysis using the developed House of Quality.
As will be discussed in 5.2, traditional QFD assumes certainty in the ECs and CRs.
Asadabadi (2015) discussed the difficulty with QFD to address variability and proposes a
modified approach to QFD to address uncertainty.
Olewnik and Lewis (2008; 2005) performed a designed experiment using simulation of
QFD to evaluate the feasibility of using QFD as a “quantitative” design tool. Based on the
results of their experiment showing negligible impact between the qualitative scale chosen for
the Relationship Matrix and the final prioritization of ECs, the authors conclude that the
usefulness of QFD is limited. The experiment consisted of a single relationship matrix and a
simulated series of CRs. They use various ordinal scales for the relationship matrix, including 13-9 and others.
Van de Poel (2007) authored perhaps the most comprehensive critique of QFD and
pointed out several methodological flaws in the methodology. He argues, in detail, that the
aggregation of customer preferences is subject to Arrows Impossibility Theorem. Additionally,
similar to Franssen (2005), he claims that the aggregation of the Relationship Matrix into a
prioritization of requirements is also subject to Arrow’s Theorem. He also points out that QFD
assumes a linear relationship between ECs and CRs which is often unrealistic.
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2.6.3

Convergence Versus Correspondence
Katsikopoulos (2009) addresses the disconnect between the two sides of the research

debate as Coherence and Correspondence. He states that researchers advocating for heuristic
tools such as the Pugh Method (because they yield good designs) are advocating for
correspondence. He defines correspondence as “external performance”. Alternatively,
researchers advocating for utility theory-based methods are advocating for coherence. He
defines coherence as “internal consistency”. Katsikopoulos claims that coherence does not
imply correspondence. Additionally, he argues that engineers are not making decisions when
performing engineering design which implies that the advocates for correspondence are applying
the wrong mathematical model to the problem. Reich (2010) states that—although mathematical
rigor is helpful—the ultimate test of any method is success in practice. This is analogous to the
debate between prescriptive and normative theory. Prescriptive Theory offers a procedure for
real people to perform a task. In contrast, Normative Theory offers a mathematical basis for
what people should do to perform a task correctly (Bell, Raiffa, & Tversky, 1988).
2.6.4

Arrow’s Theorem for Engineering Design
Jacobs, van de Poel and Ossweijer (2014) attempt to clarify the discussion revolving

around the application of Arrow’s Impossibility Theorem to Engineering Design by removing the
confusing term “preference” from the definitions. They recast the axioms of Arrow’s Theorem
in terms of engineering design to emphasize the limitation of aggregating attributes of design
alternatives in the decision process. The axioms applied to engineering design are below:


Independence of Irrelevant Design Alternatives: The global performance structure
between two design concepts only depends on the relative performance between
those two concepts.
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Non-dominance: The global performance structure is not determined solely by a
single design attribute performance structure.



Unrestricted Scope: The performance structure for a single criterion or the global
performance structure are only limited by transitivity, completeness and
reflexivity.



Weak Pareto Principle: If a design concept is strictly superior for every single
performance structure, it must be superior in the global performance structure.

The authors define a performance structure as a complete ordering of each alternative by a single
design attribute. The global performance structure is a complete ordering of each alternative as
an aggregate of its performance attributes. Using these axioms and definitions, they recast
Arrow’s Impossibility Theorem in terms of engineering design:
If there is a finite number of evaluation criteria and there are at least three design
alternatives, no aggregation method can simultaneously satisfy independence of
irrelevant design alternatives, non-dominance, unrestricted scope and weak Pareto
principle.
For consistency and clarity, this paper will utilize these definitions and terminology for purposes
of discussion engineering design in the context of Arrow’s Theorem.
2.7

Value Driven Design
Value driven design is an approach to systems engineering that involves designing to

optimize an objective function (Collopy, 2001) rather than the conventional approach of
attempting to meet a series of performance requirements (Blanchard & Fabrycky, 2011;
Kossiakoff & Sweet, 2003). Herbert Simon (1996) first proposed the concept of designing to
objective functions as opposed to “satisficing” a set of requirements to find an acceptable design.
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He did acknowledge the value of designing with heuristics rather than designing using intuition
alone. However, he goes on to say, “no one in his right mind would satisfice when he could
optimize; no one will settle for good or better when he can have the best”. Collopy developed an
approach to design optimization in his paper “Economics Based Distributed Optimal Design”
(2001). At the heart of this approach is the Value Model. The value model is intended to
correctly aggregate the design attributes into an objective function. A “correct” value model
generates a scalar metric that orders the alternative designs in the same order the decision-maker
would order the designs (Collopy, 2009).
2.7.1

Linear Value Models
The most basic form of a value model is the linear value model. In the linear value

model, the system value is the weighted sum of the attribute value contributions. The linear
Value Model is represented in Equation 2, where 𝑉

is defined as the system value metric

aggregated over N attributes, 𝑤 is the importance weight of attribute i and 𝑓(𝑥 ) is value
function for attribute xi.

𝑉 (𝑥 , 𝑥 , … , 𝑥 ) =

𝑤 𝑓(𝑥 )

Equation 2

Each of the value functions is typically normalized and the weights are constrained by
Equation 3 (Arora, 2012).

𝑤 =1

Equation 3

Linear value models are commonly used in Conceptual Design—typically known as
Decision Matrices (Blanchard & Fabrycky, 2011; Larson, Kirkpatrick, Sellers, Thomas, & Verma,
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2009) or a Weighted Sum (Marlor & Arora, 2009). Linear models are commonly used in practice
and are easy to use (Arora, 2012).
Example 6. Linear Value Model

A design team is evaluating three design alternatives for a radar receiver for their aircraft. The
four attributes of interest are weight, cost, sensitivity and reliability. The requirements for the
three attributes from their customer are shown in Table 8.
Table 8. Sample Customer Requirements

Requirement

Weight
Cost
Sensitivity
Mean Time Between Failures

Threshold
4 lbs.
$1200
-95 dBm
8000 hours

Objective
8 lbs.
$3000
-105 dBm
15000 hours

Per the contract with the customer, the threshold is the minimum requirement that will be
accepted for each attribute. The objective is the performance desired and the customer has
financially incentivized the design team to meet as many of the objectives as possible. The
design team is only willing to look at design alternatives that meet all four requirements. The
attributes are normalized using Equation 4.
𝑓(𝑥 ) =

𝑥 − 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 − 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

Equation 4

The three design alternatives are shown in Table 9 with their corresponding importance weights.
Table 9. Radar Receiver Design Alternatives

Attribute
Weight
Cost
Sensitivity
MTBF

Importance
Weight (wi)
0.40
0.20
0.25
0.15

Design
Alternative 1
4.3 lbs
$1800
-95 dBm
8200 hrs

Design
Alternative 2
7.8 lbs
$1400
-98 dBm
8500 hrs

Design
Alternative 3
5.6 lbs.
$1900
-100 dBm
12000 hrs

Design
Alternative 4
6.0 lbs
$2500
-103 dBm
11000 hrs

The design team creates the decision matrix shown in Table 10 and evaluates the three design
alternatives.
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Table 10. Normalized (Weighted) Radar Receiver Scores

Attribute
Weight
Cost
Sensitivity
MTBF
TOTAL

Design
Alternative 1
0.075 (0.03)
0.333 (0.067)
0.000 (0.000)
0.029 (0.004)
0.101

Design
Alternative 2
0.950 (0.380)
0.111 (0.022)
0.300 (0.075)
0.071 (0.011)
0.488

Design
Alternative 3
0.400 (0.160)
0.389 (0.078)
0.500 (0.125)
0.571 (0.086)
0.448

Design
Alternative 4
0.500 (0.200)
0.722 (0.144)
0.800 (0.200)
0.429 (0.064)
0.609

Based on the analysis of the weighted sum, design alternative 4 is the best design alternative.
Linear models have been shown to have some issues with optimization. Most notably, the
a-priori selection of weights does not necessarily result in a solution that is acceptable (Das &
Dennis, 1997). Also, nonconvex portions of the Pareto optimal set cannot be obtained (Marlor &
Arora, 2009).
A variation of the linear value model used in Systems Engineering for decision-making
that utilizes the weighted sum technique is to use a subjective, ordinal scoring system for attributes
(Blanchard & Fabrycky, 2011; Cross, 2008; Larson, Kirkpatrick, Sellers, Thomas, & Verma, 2009).
An example is to score each attribute from one to ten, one being the worst performance and ten
the best performance. Note that the scoring is not a strict ordering. Two design alternatives could
have the same score for a particular attribute. This type of ordinal decision matrix is the decisionmaking approach that Stuart Pugh (1991) sought to replace with the Pugh Method. He suggested
these methods are “fraught with peril” due to their reliance on “judgment numbers” (Pugh, 1991).
Pugh (1991) provides anecdotal evidence that over numerous comparisons between the Pugh
Method and the ordinal, weighted sum method, never once did the weighted sum method give the
correct solution—correct being the solution resulting from the Pugh Method.
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2.7.2

Non-Linear Value Models
Many value models are not a linear function of the attributes. Some common examples

of non-linear value model attributes are the time-value of money (Keller, 2013), reliability and
maintainability (Ebeling, 2010). The time value of money is exponentially related to the number
of compounding periods (Eschenbach, 2011). Reliability and Maintainability are attributes that
are combined into an availability term (Ebeling, 2010). Therefore, reliability and maintainability
are not independent in the value model. If the system is highly reliable, then the maintainability
is less important. Conversely, if the maintainability is extremely high, the reliability can be less
important, depending on the failure mode. There are numerous examples of nonlinear value
models in the literature including the Defense Advanced Research Project Agency (DARPA) F6
program (Brown, Eremenko, & Collopy, 2009), Missile Defense Agency (MDA) “cost per kill”
replacement metric (Collopy, 2008), Deep Space Radar Value Model (Nicholson & Peterson,
2018) and the Lunar Helium-3 Mining Mission (Keller, 2013).
Example 7. Nonlinear Value Model

Consider a manufacturing machine in a factory that creates production units for sale. The
organization is evaluating the Benefit-to-Cost Ratio of various machines to determine which
production system is the best investment. The attributes of interest are below:









Machine Acquisition Cost (MAC) (Dollars)
Production Cost (PC) (Dollars per unit)
Sale Price per Unit (Punit) (Dollars per unit)
Design Life (DL) (years)
Throughput (th) (units/hour)
Annual Operating Cost (OC) (Dollars)
Mean Time Between Failures (MTBF) (hours)
Mean Time to Repair (MTTR) (hours)

The factory staff is using a 6% interest rate, compounded annually, for the evaluation. The
Benefit-to-Cost Ratio (BCR) is defined in Equation 5.
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𝐵𝑒𝑛𝑒𝑓𝑖𝑡𝑠
𝐶𝑜𝑠𝑡𝑠

𝐵𝐶𝑅 =

Equation 5

For this value model, it is necessary to define a common unit of time to evaluate both Cost and
Benefit. Years will be used since the compounding period is annually. The Cost (per year) for
production of 𝑛
units is shown in Equation 6.
𝐶𝑜𝑠𝑡 = 𝑀𝐴𝐶 + 𝑂𝐶 ∗ (𝑃/𝐴, 𝑖, 𝐷𝐿) + 𝑃𝐶 ∗ 𝑛

∗ (𝑃/𝐴, 𝑖, 𝐷𝐿)

Equation 6

Due to different DL for alternative machines, the OC and annual PC must be adjusted to a Net
Present Worth (NPW) (Eschenbach, 2011)i. It is assumed the production cost metric is a NPW.
For the number of units per year, the operating time per day (tday) is assumed to be 12 and the
number of operational days per year (d) is assumed to be 330. Therefore, the number of units
per year (n) produced by a machine that never fails is shown in Equation 7.
= 3960 ∗ 𝑡ℎ

Equation 7

= 3960 ∗ 𝑡ℎ ∗ 𝐴

Equation 8

𝑛 = 𝑡ℎ ∗ 𝑑 ∗ 𝑡

The throughput metric assumes the machine is operational. Therefore, when breakdowns occur
necessitating repair actions, the number of units produced will be reduced. The proportion of
the time the machine is operational is defined as Inherent Availability (Ainh) (Ebeling, 2010).
We replace n with the effective number of units produced (n eff), shown in Equation 8.
𝑛

=𝑛∗𝐴

Inherent availability is related to MTBF and MTTR according to Equation 9 (Ebeling, 2010).

𝐴

𝑀𝑇𝐵𝐹
=
𝑀𝑇𝐵𝐹 + 𝑀𝑇𝑇𝑅

Equation 9

The Benefit is the product of the effective number of units produced in a year, the Sale Price per
Unit and the DL. This must be converted to NPW. The Benefit is shown in Equation 10.
𝐵𝑒𝑛𝑒𝑓𝑖𝑡 = 𝑃

∗𝑛

∗ (𝑃/𝐴, 𝑖, 𝐷𝐿)

Equation 10

Substituting Equation 6, Equation 8 and Equation 10 into Equation 5 yields the value model
shown in Equation 11.
𝐵𝐶𝑅 =
=

𝐵𝑒𝑛𝑒𝑓𝑖𝑡𝑠
𝐶𝑜𝑠𝑡𝑠

𝑃
∗𝑛
∗ (𝑃/𝐴, 𝑖, 𝐷𝐿)
𝑀𝐴𝐶 + 𝑂𝐶 ∗ (𝑃/𝐴, 𝑖, 𝐷𝐿) + 𝐷𝐿 ∗ 𝑃𝐶 ∗ 𝑛
∗ (𝑃/𝐴, 𝑖, 𝐷𝐿)
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=

𝑃
∗𝑛
∗ (𝑃/𝐴, 𝑖, 𝐷𝐿)
𝑀𝐴𝐶 + 𝑂𝐶 ∗ (𝑃/𝐴, 𝑖, 𝐷𝐿) + 𝑃𝐶 ∗ 𝑛
∗ (𝑃/𝐴, 𝑖, 𝐷𝐿)

Equation 11

Assuming the attribute values shown in Table 11, the impact of DL on BCR can be analyzed.
Table 11. BCR Calculation Values

Attribute
Machine Acquisition Cost
Production Cost
Sale Price Per Unit

Value
$400,000
$10/unit
$50/unit

Throughput
Annual Operating Cost
Mean Time Between Failures
Mean Time to Repair

10 units/hour
$10,000/year
400 hours
12 hours

With these attribute values, the non-linear effect of Design Life is shown in Figure 7.
4.3
4.25
4.2
4.15
4.1
4.05
4
3.95
3.9
3.85
3.8

5

10

Design Life (years)

15

20

Figure 7. Design Life Impact on BCR

Additionally, the impact of MTBF and MTTR are not independent. That is, if MTBF is higher,
MTTR is less important to BCR. Similarly, if MTTF is low, MTBF is less important. Using a
Design Life of ten years, the attribute values in Table 11 (except MTBF and MTTR), the effect
of MTBF and MTTR on BCR is shown in Figure 8.
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Figure 8. Impact of MTBF/MTTR on BCR
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3
3.1

RATIONALITY IN ENGINEERING DESIGN

Engineering as Decision-Making
Engineering design has been increasingly identified as a decision-making activity (Lewis,

Chen, & Schmidt, 2006). Engineering design involves a decision-maker—the design engineer—
making a design decision among a set of alternative design possibilities. The design engineer is
making a decision based on his preferences in order to realize a particular outcome in the future.
Of course, different engineers can have different preferred future outcomes. As an example,
some engineers may want the most reliable design, some desire the most technically “cutting
edge” and others may prefer the most profitable design. These preferences may drive the
decision-maker to select different design alternatives. If the design engineer has no preferences,
then he is unable to rank design alternatives and engineering design is impossible – a broken or
inefficient or unaffordable product is just as good as a reliable, high-performance, inexpensive
product.
There are two classes of decisions that are relevant to the discussion of engineering
design: (1) decisions under certainty and (2) decisions under uncertainty. Most, if not all,
engineering design decisions are made under uncertainty (Dodson, Hammett, & Klerx, 2014).
That is, the design engineer is making decisions without knowing everything about the product,
the environment, or the future. There are three aspects to a decision under uncertainty (Binmore,
2009; Resnik, 1987):
1. Alternatives the design engineer is choosing among
2. The design engineer’s beliefs regarding the future
3. The design engineer’s preferences among the outcomes
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For example, a particular automobile design alternative might have an estimated price
point, fuel efficiency, reliability and acceleration. However, these values cannot be known until
the automobile is actually built and tested. Even then, these values will still be estimated based
on statistical sampling due to variation in the manufacturing process (Montgomery, 2013).
Therefore, the design engineer is making a choice among a set of alternative designs based on
her preferences among the outcomes. The outcomes are assessed based on her beliefs about the
future. However, early in the design cycle, these are only predictions. The design engineer is
making a decision based on her beliefs about the outcome of the design process for each design
alternative.
Although nearly all engineering design is analogous to decision-making under
uncertainty (Dodson, Hammett, & Klerx, 2014), some engineering design methods—including
the Pugh Method and QFD—assume the decision is being made under certainty (Akao, 1990;
Pugh, 1991). These design methods assume that the outcome of the design process is known
with certainty, leading to attributes that are known and deterministic. In this context, the design
engineer’s beliefs about the future are omitted from the decision procedure. Therefore, only two
aspects of the decision are considered:
1.

Alternatives the decision-maker is choosing among

2.

The decision-maker’s preferences among the alternatives

When considering decisions in the absence of uncertainty, the decision-makers beliefs
regarding the future are either not considered or the decision-maker is certain regarding the
outcome of the design and development process. In this context, the design engineer merely
determines which outcome he most prefers and selects the alternative that deterministically leads
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to that outcome. For example, if the design engineer prefers the lowest cost design, and all the
design attributes are known with certainty, he simply selects the design that is the lowest cost.
Rather than dealing with uncertainty in parameter estimates, an alternative approach is to
simplify the design attribute values in some way to recast the design decision from a decision
under uncertainty into a decision under certainty. One approach is to reduce the attribute value
from cardinal numbers into an ordinal ranking that the designer knows with certainty (Pugh,
1991). The designer is stripping design detail from the attribute values in order to simplify the
evaluation. Additionally, this simplification is thought to “normalize” decisions with multiple
attributes in order to allow value judgements between alternatives with competing design
attributes (Pugh, 1991). In both the Pugh Method and QFD, simplifications are made in order to
treat the decision as a decision under certainty (Akao, 1990; Pugh, 1991).
3.2

Rationality in Engineering Design
Rational decision-making requires that the decision-maker make a decision that is

consistent with her beliefs and preferences. That is, the decision-maker is going to choose the
alternative that results in the most preferred outcome. Rationality is “optimization relative to
situational constraints” (Rescher, 1988). Cast into the context of engineering design, rational
engineering design requires the design engineer to make a decision that is consistent with her
beliefs and preferences. The design engineer must select the design alternative that leads to the
best outcome. For decisions under uncertainty, the design engineer must seek to maximize
expected utility to be rational (von Neumann & Morgenstern, 2004). For decisions under
certainty, the design engineer must select the design alternative that has the most preferred
outcome to be rational.

50

In the context of a decision under certainty, rational decisions are decisions in which the
decision-maker selects the alternative with the most preferred outcome. For example, consider a
soda machine that contains Coca Cola, Dr. Pepper and Mountain Dew If a person’s favorite soda
is Dr. Pepper and he hates Mountain Dew, it would be irrational for him to pay a dollar and
select a Mountain Dew from the machine. In this case, he selected a soda from the machine
when there is a different soda in the machine that he prefers over the soda he selected. Similarly,
based on an engineer’s notion of “good design”, it would be irrational for the engineer to select a
design if there is a design alternative that is “better” based on his preferences. Therefore, based
on his preferences, rational decision-making consists of selecting the design that has the most
preferred outcome. Note that he’s neglecting any uncertainty associated with the machine or the
products. He is neglecting the possibility that selecting a Coke from the machine can result in
the machine dispensing Dr. Pepper or the possibility that the Coke is flat or damaged. He does
this to simplify the analysis in his decision. If these aspects were incorporated, it is unlikely his
decision would be changed unless he had additional information about the machine or products.
For example, if the person ahead of him selected Coke and was dispensed a Dr. Pepper, this
might alter his beliefs about the outcome of the “Select Coke” action. If these beliefs are
incorporated into the decision, he might make a different decision.
For decisions under certainty, the decision process is simplified. The decision-maker
identifies which alternative is most preferred and selects that alternative. Similarly, rationality
takes on a simplified definition—the decision-maker selects the alternative that leads to her most
preferred outcome. In this framework, only two axioms are necessary regarding the preferences
for outcomes (Arrow, 1951):
1. (Completeness) For all x and y in S, either x ≥ y, or y ≥ x
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2. (Transitivity) For all x, y and z, x ≥ y and y ≥ z implies x ≥ z
Often in engineering design, assessments such as reliability, efficiency and performance
attributes are treated as deterministic quantities rather than estimates. The Pugh Method and
QFD both assume deterministic attribute values (Akao, 1990; Pugh, 1991). Therefore, they are
cast as decision-making methods under certainty.
When making engineering design decisions, design engineers should strive to be rational.
In the deterministic case, it makes intuitive sense to select the alternative whose outcome is most
preferred. This assumes that designs can be weakly ordered from most preferred to least
preferred. Weak order implies that there can be design alternatives that are “tied”. That is, the
decision-maker is indifferent between the two alternatives. In contrast, strict order implies there
is no indifference, meaning there are no ties. Strict ordering means that for each pair of
alternatives, one is strictly preferred to the other. Weak ordering is a more general assumption.
The two assumptions made for rational decision-making under certainty are completeness
and transitivity. Therefore, an analysis of these two assumptions in the context of engineering
design is required to determine if rationality applies in the context of engineering design
methods.
3.2.1

The Completeness Assumption in Engineering Design
In order to select a design among a set of alternatives, there must be a method to rank

order every alternative from least preferred to most preferred. In other words, the ordering must
be complete. If this is impossible, then no decision-making tool or method will provide a
benefit. If design alternatives cannot be compared, then the entire design effort is pointless. It
does not make sense to compare and contrast design alternatives that are incomparable. Given
any two design alternatives, there must be a way to compare them and determine which design is

52

preferred. If this cannot be done, the Pugh Method and QFD have been invalidated along with all
other decision-making methods used in engineering design. In fact, making a choice between
alternative designs implies the designer engineer’s preference for the selected design over the
alternatives (Lewis, Chen, & Schmidt, 2006). Within this framework, rationality indicates that
the decision made by the design engineer selects the design she prefers most. This assumption is
equivalent to the completeness assumption in 2.1.
3.2.2

The Transitivity Assumption in Engineering Design
Similar to the Completeness Assumption, Transitivity is necessary in order for rational

engineering design to be feasible. If preferences between design decisions are not transitive, that
means a designer could prefer design A to design B, design B to design C and design C to design
A. This preference profile is shown in Figure 9.

Figure 9. Intransitive Preference Profile

With intransitive preferences such as this, it is impossible to make rational decisions
because, regardless of the design selected, there is always a design that is more preferred. Again,
if preference over designs is not transitive, it doesn’t matter what decision-making tool or
method is selected because there is no best design among designs A, B and C. This preference
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ordering forms what economists refer to as the Money Pump (Peterson, 2017). The Money
Pump argument is a pragmatic argument involving an individual with intransitive preferences.
An opportunistic individual could exploit this preference ordering by using the following
procedure:
1.
2.
3.
4.
5.

Give the irrational individual design A
Offer to sell her design C for 1¢ (she will since she prefers design C to design A)
Offer to sell her design B for 1¢ (she will since she prefers design B to design C)
Offer to sell her design A for 1¢ (she will since she prefers design A to design B)
Return to Step 2 or until she has no more money

When selecting between design A, B and C, any method including coin flipping is
equally effective since no method will select the best design. The best design does not exist.
Clearly, this is not a satisfying result. If no best design exists, rational design is not possible.
Furthermore, engineering design is not possible altogether since there is no method that will help
the designer make a design selection.
Not all intransitive preferences prevent rational design decision-making. Some preference
profiles can have intransitive preferences yet still contain an alternative that is most preferred.
Consider the preference profile shown in Figure 10.
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Figure 10. Intransitive Preference Profile with Preferred Design

The reference profile shown in Figure 10 is D > A > B > C > A. There is an intransitive cycle
between A > B > C > A. however, alternative D is preferred to A, B and C. In this situation,
intransitive preferences exist but a most preferred design exists as well. In this case, rational
decision-making is still possible. However, if the preferences are transitive and complete, a best
design is guaranteed (von Neumann & Morgenstern, 2004). The assumption of transitivity is
slightly more strict than necessary, but conclusions drawn for transitive preferences will apply
for this case as well. The minimal assumption is the existence of a most preferred design in the
set. That is, there must be a design that has no other designs preferred over it (weak dominance),
and the preferences are complete.
3.2.3

The Need for Rationality in Engineering
Based on the discussion above, rational engineering design requires design preferences to

be both Complete and Transitive. Without these conditions, engineering decision-making is
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futile as it is not much better than random chance. All decision-making methods and tools
assume that the designs can be ordered from most preferred to least preferred (including ties) and
that this ordering is transitive. This includes both the Pugh Method and QFD. Therefore,
rational decision-making in this framework for deterministic decisions requires that the decisionmaker select the most preferred design from the alternatives. The decision-maker ranks the
alternatives in order of her preference and then selects the design alternative she prefers the most.
In other words, rational decision-making requires the decision-maker to select the most preferred
design—assuming one exists.
Much of the current engineering design practice is irrational (Arora, 2012; Collopy, 2007;
Hazelrigg, 1997). The design engineer selects among a set of alternatives and chooses an
alternative that does not lead to the most preferred outcome. For the design firm, selecting an
irrational design leads to lower quality, less customer satisfaction, lower sales and lost profits.
This is because there was a design alternative that was more preferred that was not selected.
Although engineers must accept the inevitability of irrationality in some cases, the methods and
tools used should strive to reduce the potential for irrational engineering design decisions.
Certainly, the methods and tools should not increase the potential for irrational design decisions.
In the context of design decisions, the standard for decision-making tools and methods should
indeed be the elimination of irrationality from the engineering design process. This maximizes
the value delivered by the design to the engineering firm, thus making the company more
competitive.
3.3

Normative Theory for Engineering Design
In economics research, normative theory draws a large amount of criticism when

comparing the theoretical models to consumer behavior (Peterson, 2017; Kreps, 1990; Wakker,
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2010). This is primarily due to its conflict with descriptive theory and behavior studies that real
people do not act according to the assumptions used in the normative models (Kahnman, Slovic,
& Tversky, 1982). Real people are not always rational actors. Real people occasionally have
intransitive preferences. In the context of engineering design, similar arguments have been
made. It has been argued that actual engineering design is similar to real consumer behavior and
real engineers also possess intransitive preferences and act irrationally (Broniatowski, 2017).
With this in mind, when are normative theories useful? In Blackjack, there are normative
theories that tell gamblers how to maximize their odds of winning ii (Bluejay, 2018). For
example, don’t “hit” when you have two face cards. Although real gamblers might not act
consistent with the theory, real gamblers should act consistent with the theory. Gamblers who
act consistently with the theory have a competitive (and financial) advantage over those who do
not. This advantage comes from the gambler maximizing the expected value of each bet made
during the Blackjack game.
Normative theory in engineering design is analogous. Real engineering designers may
not act according to the theory, but they should attempt to approximate the theory using design
methods. Engineers should strive to act rationally to obtain a competitive advantage over
engineers who do not. Engineers should develop tools and methods that aid them in making
rational decisions and improve their ability to act consistent with the normative theory. Rational
engineering design means selecting the design that is the most preferred. This means that
engineers should use methods that assist them at selection of the most preferred design.
Effectively, the engineer is maximizing the expected value delivered by the system.
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3.4

Rationality of Aggregating Multiple Design Attributes
Much of the debate in the literature has been surrounding the applicability of Arrow’s

Impossibility Theorem to engineering design methods (Broniatowski, 2017; Franssen, 2005;
Frey, et al., 2009; Hazelrigg, 1996; Scott & Antonsson, 1999). The debate began with Hazelrigg
(1996) arguing that Pugh, QFD and many other design methods were subject to Arrow’s
Impossibility Theorem due to the process of aggregation of preferences of the many design
engineers and other stakeholders involved in group design decision methods. Later, Franssen
(2005) argued that Arrow’s Impossibility Theorem applies to engineering design methods that
involve decomposition of designs into attributes, evaluation of the attributes and aggregation of
the design attributes into a design selection. Franssen’s conclusions are generally confirmed by
Saari (2015), who showed that the Impossibility Theorem for Social Choice Theory is a special
case of a more general Inconsistency Theorem associated with methods he calls the
“Reductionist Approach”.
Reductionist methods involve the three steps outlined in 2.4 and will be repeated here for
convenience:
1. Decomposition of a system into parts
2. Analysis of the individual parts
3. Aggregation of the analysis results to make inferences about the system

Many engineering design methods—including the Pugh Method and QFD—involve the steps
outlined above. The step “Analysis of the individual parts”, in the context of engineering design,
could be an ordinal ranking of each design alternative according to each attribute. The ranking of
the design alternatives according to each design attribute is then aggregated into a design
selection using a chosen concept selection method. This method could be the Pugh Method or
QFD. The process is depicted in Figure 11.
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Figure 11. Reductionist Approach to Engineering Design

In this example, each design alternative is ranked from best to worst for each attribute.
The attribute values are an ordinal ranking of candidates. For example, Attribute 1 in Figure 11
has the following attribute performance profile:
design 1 > design 2 > design 3 > design 4
Inspection of Figure 3 and Figure 11 shows that these problems are equivalent. The
following substitutions must be made to transform the Social Choice problem into the
Engineering Design problem:





Substitute "design" for "candidate"
Substitute "attribute" for "voter"
Substitute "concept selection method" for "social choice function"
Substitute "attribute performance profile" for "preference profile"

The Social Choice problem formulation can be recast into the Engineering Design
problem. As discussed in 2.6.4, the Social Choice axioms of Social Choice Theory can be
modified for the Engineering Design application and their applicability discussed, which will be
done in the following sections. Completeness of Design Attribute Rankings (3.4.1) and
Transitivity of Design Attribute Rankings (3.4.2) are requirements on the attribute rankings for
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the design decision. That is, the evaluation of each design alternative according to a specific
design attribute such as weight, cost, etc. The next four axioms (3.4.3-3.4.6) are restrictions on
the concept selection method. The final axiom (3.4.7) is a restriction on the Global Performance
Structure
3.4.1

Completeness of Design Attribute Rankings
In order to rank the design attributes of each design alternative, the ranking for each

design attribute must be complete. This means that, for each attribute of the design, every design
alternative can be compared to every other design alternative. For every pair of design
alternatives, A and B, each attribute can be described as "A is better than B", "B is better than A"
or "neither A or B is better". Completeness is required for the Pugh Method to be accomplished
as described in the procedure in 2.5.1 and the QFD procedure in 2.5.2.
3.4.2

Transitivity of Design Attribute Rankings
The ordinal rankings of the design attributes of each design alternative must be transitive.

Transitivity implies that, for any three designs alternatives A, B and C, if "A is better than B" and
if "B is better than C" for a given attribute, then "A is better than C" for that same attribute. In
Example 5, if the Jeep has superior passenger capacity than the Dodge Dart and the Dodge Dart
has superior passenger capacity to the Corvette, then Jeep has superior passenger capacity to the
Corvette. Intransitive design attribute rankings would make it impossible to evaluate design
alternatives for that design attribute. Indeed, the Pugh Method and QFD both assume transitive
design attribute rankings. As noted by Scott and Antonsson (1999) and Broniatowski (2017),
nearly all design attributes are single-peaked and, therefore, transitive.
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3.4.3

Independence of Irrelevant Design Alternatives
Independence of Irrelevant Design Alternatives (IIA), also called Binary Independence, is

the requirement that the concept selection function should rank any two designs A and B strictly
by the relative attributes between design A and design B. The existence of an additional design
C should not impact the relative ranking between design A and design B. For example, consider
four designs A, B, C and D. If a concept selection function selects design A as the best design
when evaluating all designs but selects design B when design C is omitted, IIA has been violated.
In both cases, design C is not selected as the best design, but somehow the omission or inclusion
of design C changes the selected concept.
Violations of IIA are troublesome when design alternatives are being generated and
included in the decision or weaker design alternatives are being removed from the design
decision through iteration or pre-screening. If only one design alternative is the best design and
the selected design can change based on the design alternatives being included or excluded from
the decision method, irrationalities must exist in a design method that is vulnerable to IIA. This
is because the concept selection method can select more than one design alternative although
only one is the best designiii. The Analytical Hierarchy Process (AHP) developed by Saaty
(2008) has been critiqued for “rank reversals” caused by violations of the axiom of IIA (Belton &
Gear, 1982; Dyer, 1990; Forman E. , 1987; Forman & Glass, 1999).
3.4.4

Non-Dominance
Non-Dominance is the engineering design analog to Non-Dictator in Social Choice

Theory. Whereas a dictator in the context of Social Choice is a single voter who entirely
determines the outcome of the decision, a dominant design attribute determines the outcome of
the concept selection regardless of the relative rankings of the other design attributes. In
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Example 5, the design alternatives are decomposed into four attributes: fuel economy, safety,
horsepower and passenger capacity. If the concept selection method always selects the vehicle
with the highest horsepower, completely independent of the other three attributes, then
horsepower is dominant. In the case of a dominant attribute, the single attribute forms the Global
Performance Structure and the other design attributes can be dropped from the analysis. One can
avoid violating any other axioms since there is only a single attribute and Arrow’s Theorem
applies when there are three or more attributes.
Non-dominance is necessary whenever an engineer wishes to decompose the design into
more than one design attribute. In other words, engineers always require non-dominance when
utilizing the Pugh Method and QFD. Otherwise, the procedure cannot work effectively as there
was no benefit to the process of decomposition into design attributes.
3.4.5

Unrestricted Scope
The axiom of Unrestricted Scope requires that the concept selection method not restrict

the potential design attribute ranking profiles that are possible. The procedure would be required
to a priori determine whether specific design attribute rankings are permissible. Consider a
procedure for the automobile selection problem described in Example 5. A pre-screening
procedure that will only include design attributes that rank the Corvette above the Jeep restricts
the permissible design attribute rankings. This sort of restriction is nonsensical in the context of
engineering design. The attributes are generally developed completely independently from and
prior to the design alternatives and, therefore, must have unrestricted scope.
3.4.6

Weak Pareto Principle
The Pareto Principle requires that if design A is better than design B for every design

attribute then the concept selection function cannot select design B. Design A dominates design
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B for every design attribute in consideration so design B cannot be the best design. Therefore,
selection of design B would be irrational. The Weak Pareto principle is a relaxation of the Pareto
Principle. Weak Pareto does not require design A to be better for every attribute. Rather, if
design B is not better than design A for any attribute and design A is better for at least one
attribute, then design B cannot be selected by the concept selection function.
3.4.7

Transitivity of the Global Performance Structure
Although Transitivity is not explicitly stated in the formulation of Arrow’s Theorem for

Engineering Design by Jacobs, van de Poel and Osswiier (2014), it is assumed to be required for
rational design decision-making, as described in 3.2.2. Similar to the Social Choice requirement
for Transitive Societal preferences, engineering design methods require transitive design
rankings. In the Social Choice context, a best candidate cannot be selected from intransitive
societal rankings because a best candidate does not exist. In the context of engineering design, a
best design cannot be selected from an intransitive design alternative ranking because a best
design does not exist. No matter what design is selected, a better design can be selected. The
engineering staff is subject to the Money Pump.
3.5

Summary
In this chapter, it is established that engineering is analogous to decision-making. In this

context, the concept of rationality in decision-making can be extended to engineering design.
Rational engineering design involves making the best design decision based on the information
at the disposal of the design engineer. Irrational engineering design is the selection of a design
alternative that is not the best design. Rational engineering design is desirable because selection
of a design that is not the best design results in a loss of value. Engineering firms that select
inferior design concepts should expect to lose profit and customer satisfaction.
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The parallel between engineering design and decision-making was extended to show the
applicability of Arrow’s Impossibility Theorem to engineering design problems that involve
decomposition of design alternatives into attributes, analysis of the design attributes and
aggregation of the attribute analyses into a design decision. The Pugh Method and QFD are both
concept selection methods that fall into this category and are, therefore, susceptible to Arrow’s
Impossibility Theorem. Therefore, it is expected that both methods will violate one or more of
the axioms outlined in 3.4 under certain conditions.
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4

RATIONALITY OF THE PUGH METHOD

In this chapter, the rationality of the Pugh Method will be discussed and analyzed. In
Chapter 3, the applicability of Arrow’s Impossibility Theorem was established. Therefore,
irrational concept selections must result from the Pugh Method. However, it has been argued
that these irrational results are inconsequential, and their presence is more of an “Optical
Illusion” rather than a legitimate concern (Frey, et al., 2010). This chapter will analyze the
conditions that lead the Pugh Method to irrational results, determine the frequency of occurrence
of irrational concept selections and attempt to quantify the expected loss in value due to
irrational concept selection.
In order to precisely discuss the rationality of the Pugh Method, it is necessary to define
several terms before proceeding. First, the Pugh Method is defined as the entire process
described in 2.5.1, including generation of new design alternatives and iteration. The Pugh
Matrix is defined as the actual matrix structure, including the aggregated scores, as shown in
Table 14. The formation of the Pugh Matrix is at the heart of the Pugh Method and will be
evaluated in detail in this chapter.
Additionally, the performance profile is defined as the set of attribute performance
structures in the Pugh Matrix. In Figure 11, a single row of the matrix is a performance
structure. The entire matrix in Figure 11 is the performance profile. The aggregated ordering of
the alternatives is called the global performance structure. The design alternative selected as
the best is the concept selection.
4.1

The Structure of the Pugh Method
As described in 2.5.1, the Pugh Method involves decomposition of the design alternatives

into design attributes, analysis of the design attributes relative to each design alternative and
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aggregation of the design attribute evaluations into a concept selection—that is the selection of a
design alternative as the best. It is assumed that each design alternative can be ranked from best
to worst for each design attribute, including ties. It is further necessary for the design attributes
to be transitive. As discussed in 3.2, completeness and transitivity are required for engineering
design to be possible. The assumptions made by the Pugh Method are discussed in 4.2.
The Pugh Method begins with a decomposition of the design alternatives into design
attributes. Each design attribute is estimated for each design alternative. However, the Pugh
Method strips the estimated design attribute values from the decision and instead ranks each
design alternative against a datum design alternative for each design attribute.
Example 8. Microwave Design Problem Structure

A design team is attempting to design a microwave oven. The design team has decomposed the
design problem into the following three attributes of interest:




Power (W), where more is preferred
Cost ($), where less is preferred
Volume (ft3), where more is preferred

They have three design alternatives under consideration. The estimated value for each design
attribute of each design alternative is shown in Table 12.
Table 12. Microwave Design Attribute Values

Rank ordering the design alternatives according to each design attribute yields the following
performance profile:




Power: B > A > C
Cost: A > C > B
Volume: C > B > A
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Alternatively, the performance profile can be represented in matrix form, shown in Table 13.
Table 13. Microwave Design Ordinal Attribute Rankings

Design alternative A is the current design that the company has on the market. Therefore, design
A will be used as the datum. The Pugh Matrix can be formulated as shown in Table 14.
Table 14. Microwave Problem, Design A as Datum

Design B is better than the datum (design A) for two of the three design attributes and is selected
as the best design.
4.1.1

Applicability of Arrow’s Theorem
The assumptions regarding the design attributes in the Pugh Matrix are the same as for

Arrow’s Impossibility Theorem. The attribute performance profile formulation shown in Table
13 is equivalent to the formulation shown in Figure 11. Therefore, the structure of the Pugh
Matrix makes the Pugh Method susceptible to violations of Arrow’s Impossibility Theorem as
formulated for Engineering Design in 2.6.4 by Jacobs, van de Poel and Osswiier (2014).
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4.2

Assumptions Made by the Pugh Method
Although the Pugh Method assumes completeness and transitivity of the performance

structures for each design attribute, the method makes several other assumptions. While these
additional assumptions are not required to show the irrationalities in the Pugh Matrix, they are
necessary to assess the impact of irrationalities of the Pugh Method. Additionally, violations of
these assumptions introduce additional irrational results that will be discussed later in this
chapter.
4.2.1

Unrestricted Ordinal Ranking
The Pugh Method, as well as any other ordinal design method, does not restrict the

attribute rankings of the design alternatives. That is, any design alternative could be better or
worse than any other design alternative relative to any particular attribute.
4.2.2

Deterministic Attribute Values
The Pugh Method assumes that the relative attribute values between the design

alternatives is deterministic. All attribute values are predictions in the design process because
the design has not yet been completed. In most cases, even when the design process is
completed, there is still uncertainty in the attribute values. That is, each Corvette coming off the
production line is going to have some variability in the Horsepower, Fuel Economy, and Safety
Rating. The Pugh Method does not have a mechanism to handle the uncertainty associated with
prediction or estimation. Therefore, the Pugh Method assumes deterministic attributes or, at a
minimum, that the variability in the attribute values is negligible relative to the concept selection.
4.2.3

Equally Weighted Attributes
When tallying the attribute score for each design alternative, each attribute is weighted

equally. An attribute that is better than the datum gets one added to its tally. An attribute worse
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than the datum gets a one subtracted from the tally. Therefore, all attributes have the same
ability to impact the final tally and therefore, the final recommendation made by the matrix. In
Example 5, Safety, Fuel Economy and Horsepower are equally important to the decision-maker.
4.2.4

Linear Attributes
The contribution of each attribute to the overall system value is assumed to be linearly

related to the attribute value. An improvement over the datum contributes one unit to the overall
tally. Conversely, a degradation compared to the datum reduces the overall tally by one unit.
Moreover, all improvements over the datum are assumed to be equally related to system value.
A ten percent improvement in horsepower over the datum results in incrementing the tally by one
unit, as does a 200% improvement in horsepower. This attribute value compression is assumed
to be negligible. Therefore, the differences in attribute values between design alternatives must
be relatively "small"—"small" being defined as not having a substantially different impact to
overall system value.
4.2.5

Independent Attributes
It is assumed that the attributes are independent. That is, improvement or degradation in

one attribute for a particular design alternative does not imply an improvement or degradation in
another attribute value for that design alternative. Additionally, an improvement or degradation
in a particular design alternative does not impact the contribution of any other attributes to the
overall system value. An example of dependent attributes might be Mean Time Between
Failures (MTBF) and Mean Time to Repair (MTTR). If the MTBF is extremely high, then the
MTTR is less important. Conversely, if the MTTR is extremely low, then the MTBF is less
important. These attributes are interrelated. The Pugh Method has no mechanism to deal with
such relationships between attributes.
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4.3

Conditions Leading to Irrational Concept Selection
The Pugh Method strips design detail from the design decision. If estimates of design

attribute values exist (such as those shown in Table 12), they are intentionally omitted from the
decision procedure. Numbers are omitted because “numbers, as such, are not of much use in
non-quantifiable situations” (Pugh, 1996). The Pugh Matrix also strips out the complete, ordinal
ranking from the procedure and only considers relative evaluation between each design
alternative and the datum for each design attribute.
For the moment, it is assumed that all the assumptions made by the Pugh Method are
valid. That is, design decision has complete and transitive performance structures, unrestricted
ordinal design attribute rankings of each design alternative, deterministic design attribute values,
equally weighted design attributes, linear design attributes and independent design attributes.
Assuming these to be true, two primary inconsistencies arise from the Pugh Matrix: the
Condorcet Paradox and attribute confounding.
4.3.1

Condorcet Paradox
The Pugh Matrix is similar to the Condorcet Method in Voting Theory in that it relies on

pairwise comparisons. In the case of the Pugh Matrix, each design alternative is compared to the
datum for each design attribute. Therefore, the Pugh Matrix is equivalent to the Condorcet
Method except that the Pugh Matrix only uses a subset of the pairwise comparisons that are
possible. In Example 8, the attributes of design B and design C were not compared.
Considering that the Pugh Matrix involves pairwise comparisons, it is expected that
intransitive global performance structures should result from the so-called Condorcet terms
(Saari & Sieberg, 2004). Indeed, this is the case, as shown in the following example.
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Example 9. Microwave Example, Condorcet Paradox

Continuing Example 8, the Pugh Matrix was generated using design A as the datum and design
B emerges as the best design. However, consider the matrix shown in Table 15 when design B
is selected as the datum.
Table 15. Microwave Problem, Design B as Datum

When design B is selected as the datum concept, design C is recommended by the Pugh Matrix
as the best design. Finally, when design C is selected as the datum, the Pugh Matrix is formed
in Table 16.
Table 16. Microwave Problem, Design C as Datum

When design C is the datum, design A is recommended as the best design. Therefore, the design
alternative recommended by the Pugh Matrix is completely dependent on the selection of the
datum design rather than the performance structures of the attributes.
In the Microwave example, the performance profile for the design attributes is shown below:




Power: B > A > C
Cost: A > C > B
Volume: C > B > A
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It can be seen that the performance profile is equivalent to the Condorcet terms shown in 2.3.2.
The Condorcet terms lead to an intransitive global performance structure and therefore an
irrational concept selection. This is because, under the assumptions of the Pugh Method, no best
design exists—design A is better than design C for 2/3 attributes, design B is better than design A
for 2/3 attributes and design C is better than design B for 2/3 attributes. Since only 2/3 of the
paired comparisons are considered in the Pugh Method as determined by the selection of the
datum, selection of the datum is the deciding factor regarding which design alternative is
selected by the Pugh Matrix.
4.3.2

Attribute Confounding

Because the Condorcet Paradox is a result of pairwise comparisons, it is common to any
procedure that involves comparing the design alternatives in pairs. However, only a subset of the
pairs is considered using the Pugh Matrix which leads to an additional condition that leads to
irrational results.
Example 10. Microwave Design Problem, Modified for Attribute Confounding

Consider the microwave design problem described in Example 8 and Example 9 with the
modified attribute values shown in Table 17.
Table 17. Modified Microwave Problem

Rank ordering the design alternatives according to each design attribute yields the following
performance profile:


Power: A > B > C
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Cost: A > B > C
Volume: B > C > A

Inspection of this performance profile reveals that design A is the so-called Condorcet Winner
because it is better than design B for 2/3 of the design attributes and better than C for 2/3 of
the design attributes. However, consider the formulation of the Pugh Matrix shown in Table
18 when design C is selected as the datum.
Table 18. Modified Microwave Problem, Design C as Datum

Although design A is the Condorcet Winner, design B is selected by the Pugh Matrix as the best
design when design C is selected as the datum.
The inconsistency shown in Example 10 will be referred to as attribute confounding. Attribute
confounding occurs due to omitting the evaluation of the additional pairs of design alternatives.
The relative ranking of these omitted pairs is confounded in the analysis. If two design
alternatives are better than the datum for a particular design attribute, both design alternatives are
considered equal in the Pugh Matrix where, in reality, one is possibly better relative to the other.
If this is the case, the relative difference between the two design alternatives is lost when
evaluating using the Pugh Matrix.
In Example 10, design A is the Condorcet Winner. Therefore, under the assumptions
made by the Pugh Matrix, design A should be selected as the best design—but it was not. The
reason for this irrational result is the superiority of design A to design B for the design attributes
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of Power and Cost are confounded in the Pugh Matrix. The matrix form of the performance
profile is shown in Table 19.
Table 19. Performance Profile Modified Microwave

However, some of these differences are confounded, effectively creating the following
performance profile shown in Table 20 to be evaluated by the Pugh Matrix.
Table 20. Compressed Performance Profile

In fact, using strict preferences, the Pugh Matrix shown in Table 18 can represent four different
performance profiles that are indistinguishable using the Pugh Matrix. The four performance
profiles are listed below:






Profile 1
─ Power: A > B > C
─ Cost: A > B > C
─ Volume: B > C > A
Profile 2
─ Power: B > A > C
─ Cost: A > B > C
─ Volume: B > C > A
Profile 3
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─ Power: A > B > C
─ Cost: B > A > C
─ Volume: B > C > A
Profile 4
─ Power: B > A > C
─ Cost: B > A > C
─ Volume: B > C > A

The loss of design detail using the Pugh Matrix in this situation creates ambiguity. For each
design attribute confounded by the Pugh Matrix, an additional c! (c factorial) performance
structures are represented by the resulting Pugh Matrix, where c is the number of confounded
design alternatives for a given design attribute. As the number of m confounded design attributes
increases, the number of N ambiguous profiles increases exponentially (Montgomery & Runger,
2011), as shown in Equation 12.
𝑁

Equation 12

= 𝑐!

It is worth noting that the Condorcet Paradox is also due to the attribute confounding
effect. In fact, the Condorcet Paradox is a special case of attribute confounding where selection
of any design alternative as the datum results in confounding and reversal of the two design
alternatives in the matrix that are compared to the datum. For the Condorcet Paradox, no best
design exists. However, for the attribute confounding, a best design (Condorcet Winner) exists
but is not the concept selected by the Pugh Matrix.
4.3.3

Applicability of Black’s Theorem
It has been argued that Arrow’s Theorem does not apply to engineering design problems,

particularly the Pugh Matrix, due to the applicability of Black’s Theorem (Broniatowski, 2017).
Black’s Theorem states that Arrow’s axioms are not violated if the preference profiles of the
voters are “single peaked”. That is, that all the voters have preferences that are single peaked
over a single continuum. It has been argued that, if all the design attribute structures are single
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peaked, then the concept selection method is not subject to violation of the axioms of Arrow’s
Theorem.
This assertion is incorrect, due to an incorrect interpretation of the definition of single
peaked preferences. Although all the design attribute structures are single peaked, they are not
single peaked over a single continuum. A single metric would be required in which all design
attributes would be single peaked over. This concept is not feasible for the engineering design
formulation. That is, to develop a single continuum in which all design attributes would have
single peaked performance structures. Consider the example in 2.3.5 of Liberal/Conservative in
a voting context. There is no analogous example for design attribute structures (acting in place
of the voters).
Consider the microwave performance profile in Example 8. In this example, all three
design attribute structures are single peaked. More power is better. Lower cost is better. More
volume is better. However, the aggregation of these attribute performance structures yields an
intransitive global performance structure. Therefore, the example has violated Arrow’s
Impossibility Theorem and proven that Black’s Theorem does not necessarily apply when all
attribute performance structures are single peaked. If Black’s Theorem applied, it would not be
possible to develop such an example.
4.4

Probability of Irrational Results
Although a handful of examples can be derived to illustrate the conditions that lead to

irrationalities in the Pugh Method, it is necessary to understand the probability of an irrational
result when formulating a Pugh Matrix. Similar to the formulation in Equation 12, the number
of possible performance structures increases as the number of n design alternatives increases and
then number of m design attributes increases.
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For any given performance structure, the number of permutations of the n design attribute
rankings is n! (Montgomery & Runger, 2011). Since each performance structure is assumed to
be independent and unrestricted, the number of possible performance profiles for m design
attributes is shown in Equation 13.
𝑁

Equation 13

= 𝑛!

For various numbers of design attributes and design alternatives, the proportion of
possible global performance structures that are irrational will be computed. To simplify the
analysis, the performance structures will have strict order. Therefore, no ties will occur in the
performance structure. Weak order will be evaluated in the following sections. Assuming all
permutations of the Pugh Matrix are equally likely, the proportion of irrationalities will be
equivalent to the probability of an irrational outcome.
4.4.1

Probability of Irrational Results in the 2x4 Pugh Matrix
Given that irrational outcomes can occur due to Condorcet terms and attribute

confounding, the proportion of irrational outcomes can be determined by computing the number
of occurrences caused by each condition and adding them together. These calculations will be
confirmed using computer simulation in 4.4.3. For violations of Arrow’s axioms to be
guaranteed, a minimum of three design alternatives and three design attributes are necessary.
However, the Pugh Matrix allows irrational results when only two design attributes are present,
due to the attribute confounding effect.
In the 2x4 case (2 design attributes by 4 design alternatives), changing the datum can
change the concept selection by the Pugh Matrix. Consider the performance profile shown
below for design alternatives A, B, C and D:


Design Attribute 1: D > C > B > A

77



Design Attribute 2: B > A > D > C

Evaluation of this preference profile using C as the datum yields the Pugh Matrix shown in Table
21.
Table 21. 2x4 Pugh Matrix, C as Datum

With C as the datum, design D is the recommended design. Evaluation of this preference profile
using A as the datum yields the Pugh Matrix shown in Table 22.
Table 22. 2x4 Pugh Matrix, A as Datum

With design A as the datum, design B is the recommended design. If either design B or design D
are selected as the datum, the Pugh Matrix yields a tie.
In the 2x4 case, the attribute confounding is created by the reversal of the pairs A/B and
C/D is the attribute performance structures. In both attribute performance structures, B > A and
D > C, but the location in the profile flips, causing attribute confounding resulting in a different
selection made by the matrix when the datum is either design A or design C. This occurs because
the difference in the pair not included in the datum selection is confounded for both attribute
performance structures. For example, when design A is the datum, the differences between the
C/D pair are completely confounded in the matrix.
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Looking at all the paired comparisons shows the underlying problem. Design D
dominates design C and design B dominates design A. Design B and design D tie with one
attribute better and one worse. This tie cannot be captured with a Pugh Matrix unless design B
and design D are compared directly, meaning that either design B or design D are selected as the
datum. When either design B or design D are used as the datum, the Pugh Matrix yields a tie
between design B and design D.
In order for this irrational result to occur, the attribute profile shown above must occur,
meaning the top pair in attribute performance structure 1 must be the bottom pair in attribute
performance structure 2 and the bottom pair in attribute structure 2 must be the top pair in
attribute structure 1. Additionally, the order of the pairs must be preserved. Therefore, for every
permutation of attribute performance structure 1, there is a single corresponding permutation of
attribute performance structure 2 that will lead to an irrational result. There are four design
alternatives and the number of permutations of a single performance structure with m attributes
is m! (Montgomery & Runger, 2011). Therefore, the number of irrational results possible in the
2x4 case is 4! = 24. Using Equation 13, the number of possible 2x4 matrix permutations is 4!2 =
576. Therefore, the proportion of irrational outcomes to total possible outcomes is 24/576 =
0.0417.
4.4.2

Probability of Irrational Results in the 3x3 Pugh Matrix
The 3x3 Pugh Matrix is a similar analysis as for the 2x4 case. The conditions leading to

irrational outcomes have already been discussed in Example 8 and Example 10. The total
number of irrational possibilities is the sum of the possible permutations of Condorcet terms and
the possible permutations of attribute confounding cases.
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Using the ranking wheel approach described by Saari and Sieberg (2004), there are two
sets of Condorcet terms for a 3x3 profile. They are the following attribute performance profiles:




Cycle 1
─ Attribute 1: A > B > C
─ Attribute 2: C > A > B
─ Attribute 3: B > C > A
Cycle 2
─ Attribute 1: A > C > B
─ Attribute 2: B> A > C
─ Attribute 3: C > B > A

Each of these two sets of Condorcet terms can appear for a given permutation of the three design
attribute rankings. There are 3! permutations (Montgomery & Runger, 2011) of the three
attribute rankings, yielding 2*3! = 12 possible Condorcet performance profiles.
A similar analysis can be accomplished for the attribute confounding cases. Attribute
confounding occurs every time the Pugh Matrix is formed, but it causes the result to change
when the paired comparison between two design alternatives yields one result and the nonconfounded paired comparison yields the opposite result. The performance profile in Example
10 is repeated below:


Attribute 1: A > B > C



Attribute 2: A > B > C



Attribute 3: B > C > A

When design C is the datum, the A/B comparison is confounded for design attribute 1 and design
attribute 2. Although A > B for 2/3 of the design attributes, the Pugh Matrix confounds both
attributes where A > B and does not confound the one case where B > A, leading to the false
conclusion that B > A. For the 3x3 case, this is the only form of the attribute confounding
irrational result. Therefore, for any permutation of attribute performance structure, a pair of
accompanying attribute performance structures can lead to an irrational result. “Choose
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notation” is used to compute the number of combinations of a particular permutation of a single
attribute profile. The possible C combinations of p performance structure can be computed using
Equation 13 (Montgomery & Runger, 2011).
𝑚!
𝑚
𝐶= 𝑝 =
𝑝! (𝑚 − 𝑝)!

Equation 14

For the 3x3 case, this yields “three choose one”, calculated as follows:
𝐶=

𝑚!
3!
3!
=
= =3
𝑝! (𝑚 − 𝑝)! 1! (3 − 1)! 2!

Therefore, there are 3! = 6 permutations of the attribute confounding case and each has 3
combinations, yielding 6*3 = 18 attribute confounded, irrational results.
The total number of irrational outcomes possible is the sum of the irrational outcomes
caused by Condorcet terms and the irrational outcomes caused by attribute confounding.
Therefore, there are a total of 12 + 18 = 30 possible irrational outcomes. The total number of
possible outcomes is 3!3 = 216 (using Equation 13), yielding a proportion or irrational outcomes
of 30/216 = 0.139.
4.4.3

Probability of Irrational Results for Larger Pugh Matrices
As the number of design attributes and design alternatives increase, the analysis becomes

much more complex to compute the proportion of irrational outcomes. This is because the
combinations of confounded versus non-confounded attributes is difficult to compute and only
some of the computed cases lead to irrational outcomes—because the reversal must occur for the
design alternatives that are recommended as the concept selection by the Pugh Matrix.
Although analytical evaluation of the irrational cases in the Pugh Matrix is difficult, the
proportion of attribute performance profiles that result in a different outcome based on datum
selection can be computed through “brute force” computation. That is, every permutation of
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attribute performance profile can be generated, and the Pugh Matrix can be evaluated using
every design alternative as the datum. If the design recommended by the Pugh Matrix changes
based on the datum, an irrational result occurred. This analysis can be performed for a
reasonable number of design alternatives and design attributes. As the design attributes and
design alternatives increase the number of permutations of the performance structure quickly
exceeds one billion and brute force computation is no longer feasible.
The “brute force” analysis was performed and the results are shown in Figure 12.
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Figure 12. Probability of Rational Outcomes from Pugh Matrix

The probability of an irrational concept selection from the Pugh Matrix is 38% for a Pugh
Matrix consisting of four alternatives and five attributes. The “brute force” analysis also agrees
with the analytical results for the 2x4 and 3x3 cases above.
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The impact of Condorcet terms is more severe when the number of design alternatives is
odd. This is because the Condorcet terms lead to ties in the pairwise comparisons and these ties
tend to be broken when an additional design attribute is added to the evaluation. Plotting the
same data as shown above with the number of design alternatives on the x-axis shows this effect,
in Figure 13.
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Figure 13. Probability of Rational Outcomes from Pugh Matrix, Odd/Even Attributes

4.4.4

Selection of the Datum
Previous examples have been demonstrated showing irrational results from the Pugh

Matrix (Hazelrigg, 2010). These examples have been discounted by members of the research
community by claiming that the datum design alternative should be selected based on being one
of the strongest design alternatives (Frey, et al., 2010). Therefore, the attribute performance
profile shown in Example 10 could be refuted on the grounds that design C should not be
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selected as the datum as it is clearly the weakest design alternative in the attribute performance
profile. Indeed, design C is the Condorcet Loser in this performance profile. However, consider
the performance profile below with the additional designs T, U, V, W, X, Y and Z.


Power: A > B > C > T > U > V > W > X > Y > Z



Cost: A > B > C > T > U > V > W > X > Y > Z



Volume: B > C > A > T > U > V > W > X > Y > Z

Note that the same ordinal ranking exists for designs A, B and C and the same irrational result
occurs in the subsequent Pugh Matrix. However, now design C is one of the best designs and
would make a feasible datum. The analysis in this example is more complicated so this
additional complexity is omitted in Example 10, but the resulting irrationality still exists in the
structure either way.
If the design engineer must select the strongest concept as the datum in order to make the
Pugh Matrix lead to a rational concept selection, then the Pugh Matrix is not necessary at all as
the design engineer’s intuition is sufficient to make a rational choice—in other words, the design
decision was easy to begin with. If the decision is not easy, then it is perfectly reasonable to
assume that either design B or design C could be selected as the datum and the concept selection
made by the Pugh Matrix could be irrational.
4.5

Lost Design Detail
Assuming all the assumptions made by the Pugh Method are correct, the method suffers

from a high probability of irrational outcomes. That is, the best design based on aggregated
ordinal attribute rankings is not selected or does not exist when the Pugh Method is used. In
many design decisions, several of the assumptions made by the Pugh Method are violated.
Specifically, attribute values are not always equally important (Keeney & Raiffa, 1993).
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For example, a marginally safe automobile is typically a bigger problem than a vehicle
with marginal fuel economy. Also, how much better or worse a design attribute is for a design
alternative compared to another design alternative is often important but assumed negligible
using the Pugh Matrix. The degree a design alternative is better or worse than another design
alternative will be referred to as attribute intensity.
In the preceding analysis, these assumptions were honored. In the subsequent analysis,
the impact of these assumptions deviating from reality will be explored.
4.5.1

Attribute Compression
Perhaps the most obvious assumption that may be violated is the assumption that attribute

intensity can be neglected. The Pugh Matrix assumes that there is no substantial loss in design
detail when the attribute values are transformed from the cardinal domain to the ordinal domain.
Regardless if a design alternative is marginally betteriv or substantially better than the datum, the
result is a single point added to the aggregated score for the design alternative.
Example 11. Attribute Compression Example

An automobile manufacturer is evaluating automotive designs and has four design alternatives
to evaluate. The design team plans to down-select to a single design and begin production. They
are evaluating the design alternatives against six design attributes: cost, torque, horse power,
handling, fuel efficiency and safety. The attribute performance profile is shown below:
Cost: A > B > C > D
Torque: A > B > C > D
Horse Power: A > D > B > C
Handling: A > C > B > D
Fuel Efficiency: A > B > D > C
Safety: D > C > B > A
Formulation of the Pugh Matrix shown in Table 23 using design B as the datum shows that
design A wins in a landslide.

85

Table 23. Attribute Compression

Design A is the best product in 5 of 6 categories. It is cheap to manufacture, has the best torque,
horse power handling and fuel efficiency. However, it occasionally explodes. Therefore, design
A is last in the safety category. Casting this evaluation as a Pugh Matrix causes this important
characteristic of design A to be lost.
When cast into the Pugh Matrix, the matrix shows no difference between the safety estimates
shown in Figure 14 and the safety estimates shown in Figure 15.

Figure 14. Safety Estimate Case 1
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Figure 15. Safety Estimate Case 2

Ironically, improving the design to an acceptable level could still result in the exact same ordinal
ranking and Pugh Matrix.
A proposed modification to design A that would improve safety from Figure 14 to Figure 15
would result in no change to the ordinal rankings or to the resulting Pugh Matrix. In order to
capture these preference intensity aspects of the decision, the decision must be cast in a cardinal
domain to evaluate “how much” better or worse a design alternative is from another design
alternative.
The Pugh Matrix does not have the capacity to capture the differences in design attribute
intensity. The ability to capture attribute intensity is impeded by the simplification from cardinal
attribute to ordinal attributes. The ability to capture attribute intensity is essentially eliminated
when formulated into the Pugh Matrix as the actual position in the ordered set is lost—the
attribute confounding effect.
The formulation in Example 11 is extreme—obviously so extreme that the design
engineer would obviously catch the exploding vehicle as an irrational selection. In fact, he
would probably remove this design alternative from the decision altogether. However, less
obvious manifestations of attribute compression will lead to an irrational selection. In fact, a
Condorcet Winner is not necessarily the best design, even when all other assumptions made by
the Pugh Method are true. This will be analyzed in 4.6.1.
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4.5.2

Penalty for Compromise Designs
The Pugh Method assumes that the design attributes are independent of one another.

That is, that adjusting one design attribute has no effect on another attribute. As discussed
previously in Example 7, reliability and maintainability are not independent design attributes.
Additionally, correlated attributes can be traded to form a compromise design and improve the
overall system performance for a design alternative. However, this compromise can appear in
the Pugh Matrix as a penalty and the new design alternative can appear to be worse than the
original design alternative.
Example 12. Compromise Design Example

Continuing Example 11, consider a modification to design A that would improve Safety from
what is shown in Figure 14 to what is shown in Figure 15. To accomplish this safety
improvement, the design will incur a cost increase and reduction in Fuel Efficiency. The
proposed compromise design E is shown in the attribute performance profile below:
Cost: A > B > E > C > D
Torque: A = E > B > C > D
Horse Power: A = E > D > B > C
Handling: A = E > C > B > D
Fuel Efficiency: A > B > E > D > C
Safety: D > C > B > A = E
The resulting Pugh Matrix is shown in Table 24.
Table 24. Compromise Design
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Although the compromise design E is clearly an improvement over design A, it scores
substantially lower in the Pugh Matrix due to the inability of the Pugh Matrix to capture the
dependencies between the attributes and the attribute intensity of the design attributes.
4.6

Value Loss from Pugh Method
Making all of the same assumptions as the Pugh Method, this analysis has shown the

conditions that lead to irrational outcomes and have computed the probability that an irrational
outcome can occur. This has been accomplished using ordinal attribute performance profiles. In
order to assess the impact of irrational outcomes, system value must be estimated. To do this,
cardinal measures of attributes values as well as cardinal measures of system value for each
design alternative must be determined. Value models will be utilized to make this assessment.
That is, a value model will be assumed to exist and be of a particular form, design alternatives
will be generated, cast as a Pugh Matrix and evaluated for a concept selection. If the resulting
concept selection was irrational, the value difference between the best design and the selected
design will be computed and analyzed.
It is important to note that value models are not being argued as a superior engineering
design method. Rather, value models are being utilized to assess the impact of irrational
outcomes from the Pugh Matrix. It is assumed that a certain value model exists to aggregate the
cardinal attribute values for each design alternative into a cardinal attribute value for the design
alternative.
4.6.1

Linear Value Model, Equal Attribute Weights
The value model that is most consistent with the assumptions of the Pugh Method is the

linear value model. The linear value model is consistent with all of the assumptions made by the
Pugh Method except it is susceptible to attribute compression. This means that a winning design
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from the Pugh Matrix is not necessarily the best design because the attribute intensity is
neglected by the Pugh Matrix.
Consider a case that has two design alternatives, each with three attributes. Design x has
a system value (Vx) that is the normalized sum of the design attributes values (x 1, x2 and x3).
Using Equation 2 and Equation 3, the value model is shown below in Equation 15.
𝑉 (𝑥 , 𝑥 , 𝑥 ) =

1
1
1
1
1
𝑥 = 𝑥 + 𝑥 + 𝑥 = (𝑥 + 𝑥 + 𝑥 )
3
3
3
3
3

Equation 15

𝑉 (𝑦 , 𝑦 , 𝑦 ) =

1
1
1
1
1
𝑦 = 𝑦 + 𝑦 + 𝑦 = (𝑦 + 𝑦 + 𝑦 )
3
3
3
3
3

Equation 16

Similarly, design Y has a system value of the same form, shown in Equation 16.

Consider the case where the attribute performance structure is as follows:




Attribute 1: 𝑥 < 𝑦

Attribute 2: 𝑥 < 𝑦

Attribute 3: 𝑥 > 𝑦

Evaluation of the attribute performance profile using the Pugh Method (or Condorcet, for that
matter) would result in selection of design Y. This indicates that Equation 17 is true.
𝑈 (𝑥 , 𝑥 , 𝑥 ) < 𝑈 (𝑦 , 𝑦 , 𝑦 )

Equation 17

1
1
(𝑥 + 𝑥 + 𝑥 ) < (𝑦 + 𝑦 + 𝑦 )
3
3

Equation 18

0 < (𝑦 − 𝑥 ) + (𝑦 − 𝑥 ) + (𝑦 − 𝑥 )

Equation 19

Plugging Equation 15 and Equation 16 into Equation 17, yields Equation 18.

Cancelling the normalization factor and rearraigning the terms yields Equation 19.
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When cardinal values are used, Equation 19 must be true or the result will be irrational. That is,
design X was the best design, but the Pugh Matrix yielded a concept selection of design Y.
Using the linear value models above means that, for unrestricted scope, the Pugh Method can
select the wrong design even when it resulted in a rational concept selection in the ordinal
domain. This is the result of attribute compression. The only instance where it is certain that
one design has higher value than another using ordinal ranking is when one design is weakly
dominant, in the sense of Pareto—one design alternative is better for every design attribute than
the other design alternative. Assuming all attribute utilities are Uniform Continuous random
variable from 0 to 1, the probability of an irrationality can be analyzed using Monte Carlo
simulation. Figure 16 shows the results of a 100-run simulation with the value of the concept
selection normalized to the highest value design alternative. Therefore, if the decision was
rational, the value is 1. If the decision was irrational, the relative value compared to the best
design is plotted.
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Figure 16. Simulation of 3x2 Equally Weighted Attributes with a Linear Value Model

Using a 100,000-run simulation, the probability of a rational outcome is estimated to be
0.84. Therefore, 16% of the decisions were irrational. When the outcome was an irrational
selection, a histogram of the utility loss as a result of the concept selection is shown in Figure 17.
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Figure 17. Value Loss from 3x2 Equally Weighted Attributes with a Linear Value Model

The same analysis can be conducted for any number of design alternatives and design
attributes. A random set of n design alternatives and m design attributes can be generated,
converted to an ordinal attribute performance profile, evaluated by the Pugh Matrix and the
concept selection can be compared to the design alternative with the highest system value. The
results of this analysis are shown in Figure 18.
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Figure 18. Rationality of the Pugh Matrix, Equally Weighted Attributes, Linear Value Model

From this simulation, it can be observed that the impact of compressing the attribute
value differences has a substantial negative impact on the probability the best design will be
selected by the Pugh Matrix. When the Pugh Matrix failed to select the best design, the ratio of
the selected design value and the best design value was computed to determine the value lost by
selection of an inferior design. The results are shown in Figure 19.
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Figure 19. Value Loss from Irrational Concept Selection

Under the assumptions made by the Pugh Method, the Pugh Matrix will select the best
design between 40% and 70% of the time for engineering design decisions containing between
three and ten design alternatives in the matrix. Selection of a design other than the best design
occurs as a result of Condorcet terms, attribute confounding and attribute compression. The
resulting loss in system value is between 5% and 10% for Pugh Matrices that contain between
three and ten design alternatives with equally weighted, linear and independent design attributes.
4.6.2

Linear Value Model, Unequal Attribute Weights
As discussed above, it is common for attributes to have unequal importance weights in

the overall system value. For example, a 10% safety degradation is often more serious in
automobile design than a comparable degradation in fuel economy. This was assessed using the
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same simulation framework but assigning a single attribute an importance weight of five and all
other attributes an importance weight of one. The probability of selecting the best design is
shown in Figure 20 and the corresponding value loss is shown in Figure 21.
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Figure 20. Pugh Method Results Using Linear Value Model, Unequal Attribute Weights
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Figure 21. Value Loss from Incorrect Design Selection, Unequal Attribute Weights
The impact of unequal attribute weighting is substantial. With a single design attribute
being more important, the probability of selecting the best design varies between 0.3 and 0.6.
The corresponding value loss is 10% - 20%.
4.6.3

Non-Linear Value Model
A further deviation from the assumptions made by the Pugh Matrix is nonlinear

relationships between the design attributes and the system value. Arguably, most real design
attributes will be non-linearly related to the system value as described in Example 7. To explore
the impact of nonlinearities in the underlying value model, a value model with three attributes
was selected. The value model is shown in Equation 20.
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Equation 20

𝑈 (𝑥 , 𝑥 , 𝑥 ) = 𝑥 𝑥 + 𝑥

For the simulation, all three attributes were uniformly distributed random variables from
0 to 1. The probability of selecting the best design is shown in Figure 22.
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Figure 22. Pugh Method Results Using 3 Design Attribute Nonlinear Value Model

The results are worse than the both linear value model simulations. The expected value of the
Pugh Matrix using a nonlinear value model is shown in Figure 23.
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Figure 23. Value Loss from Incorrect Selection, 3 Attribute Nonlinear Value Model

In the nonlinear case, the probability of an irrational outcome is slightly increased. However, the
reduction in system value is substantially higher ranging from 0.69 to 0.8. To visually compare,
the three-design attribute case for the linear equally weighted, linear unequally weighted and
nonlinear value models are plotted together. The probability of selecting the best design is
shown in Figure 24 and the resulting expected value is shown in Figure 25.
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Figure 24. Value Model Probability Comparison, 3 Design Attributes
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Figure 25. Value Model Utility Comparison, 3 Design Attributes

The nonlinear case has a substantial impact on the value loss from the Pugh Matrix. This
is due to the greater effect certain design attributes have on the system value—that cannot be
captured by the Pugh Matrix. Therefore, when the Pugh Matrix is wrong, it is more wrong.
4.6.4

Impact of Iteration
The above analysis and simulation quantify the impact of a single evaluation of the

design alternatives using the Pugh Matrix. However, the Pugh Method is intended to be iterative
and insert/remove design alternatives in each iteration. Therefore, it is necessary to model this
iteration and assess the impact on the probability of a rational concept selection as well as system
value. This analysis is not intended to capture the intuition of the design engineers or the
creative process, these aspects of the Pugh Method will be discussed in 4.7. This analysis
intends to model the effects of iteration of the Pugh Matrix as well as the impact of adding new
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design alternatives and deleting weaker design alternatives. To accomplish this, the linear value
model with equal weights from 4.6.1 was used with a 5x5 performance profile.
During the evaluation of the Pugh Matrix in each iteration, weak designs are removed.
The decision to remove a design is made if the design is completely dominated by the datum.
This is the guidance used in similar research (Frey, et al., 2010; 2009) so it is used for
consistency.
After each iteration, additional design alternatives are generated and added to the Pugh
Matrix. A random number of design alternatives between one and three is generated each
iteration and included in the Pugh Matrix.
During the first iteration, the datum is randomly selected from the set of design
alternatives. During each iteration, the concept selection from the Pugh Matrix is selected as the
datum for the next iteration. If multiple design alternatives tie for the concept selection, one of
the designs tied for the highest aggregate score is selected at random to be the datum in the
following iteration.
A 5x5 matrix was used to begin the simulation but note that the number of design
alternatives can grow and shrink as design alternatives are added and eliminated from the Pugh
Matrix. The simulation was performed for varying number of iterations. The probability of
selecting the best design is shown in Figure 26.
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Figure 26. Probability of Best Design, Iterated 5x5 linear Pugh Matrix

Iteration in the Pugh Method reduces the probability of selecting the best design. The
corresponding value impact is shown in Figure 27.
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Figure 27. Utility of Iterated 5x5 linear Pugh Matrix

Additionally, iteration in the Pugh Method degrades the overall expected system value of
the concept selection. This was predictable due to path dependence described by Saari (2015)
and Hazelrigg (2012). Additionally, Condorcet terms cannot be resolved by iterating or changing
the datum. The previous analysis showed that the probability of irrational outcomes increases
and expected value decreases as the number of design alternatives increases. Effectively,
iteration in the Pugh Method, involving addition of design alternatives, is adding design
alternatives to the problem in much the same way.
4.6.5

Weak Attribute Rankings
It was previously noted that much of this analysis was simplified by limiting the design

attribute performance profiles to simply the analysis. That said, the impact of weak attribute
rankings, that include ties in the matrix, was also simulated for completeness to understand the
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impact on the results. The simulation with equally weighted linear value model was modified to
produce ties in the Pugh Matrix if the attribute values were within 5% of each other. This results
in negligible differences in the probability of selecting the best design and the value of the
concept selection. These results are shown in Figure 28 and Figure 29, respectively.
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Figure 28. Probability of Best Design, Pugh Matrix with Weak Order, Linear Model
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Figure 29.Value of Pugh Matrix with Weak Order, Linear Model

The impact of including weak order to the design attribute performance structures is
minor. Neglecting this from the analysis simplifies the problem greatly and does not
substantially impact the conclusions.
4.7

Other Aspects of the Pugh Method
In order to complete the discussion about the Pugh Method, two additional topics are

worth consideration. First, it is sometimes argued that the design engineers involved in the
execution of the Pugh Method will catch some of the paradoxical outcomes and eliminate them
(Frey, et al., 2010). Therefore, the implications of these outcomes are less severe. Second, it is
often claimed that one of the primary advantages of the Pugh Method is the enhancement to idea
generation (Frey, et al., 2010). That is, executing the Pugh Method leads to overall better design
alternatives through the iterative, creative process. Although, this research is not intended to
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evaluate the complexities of the human interactions, neither of these claims are supportable
based on research. Therefore, these topics will be briefly discussed in the following sections.
4.7.1

Intuition of Design Engineers
In Systems Engineering, design decision analysis tools are intended to aid the decision-

maker in making a design selection (Larson, Kirkpatrick, Sellers, Thomas, & Verma, 2009;
Parnell, Driscoll, & Henderson, 2009). Design decision analysis tools are intended to augment
the decision-maker’s intuition rather than replace her intuition (Blanchard & Fabrycky, 2011).
Therefore, it is useful for the decision-maker to understand the implications of the decision
analysis tool being invoked to augment her decision. Using heuristic tools such as the Pugh
Matrix results in lost design detail and leads to negative effects such as intransitive global
performance structure and attribute compression. Although the Pugh Matrix itself and the
structure of the Pugh Method might help the decision-making process, this is only supported by
anecdotal evidence and case studies (Dym, Wood, & Scott, 2002; Khan & Smith, 1989; Ullman,
2002).
Pugh (1991) advocates for “a complete and absolute embargo on ‘gut feeling’ decisionmaking”, indicating that the Pugh Matrix is intended to replace the intuition of the design
engineer. Clausing (1994) suggests that “some of the most critical decisions must go beyond the
limitations of experience”. These advocates of the Pugh Method suggest that intuition is
insufficient for complex decisions. Therefore, the Pugh Matrix plays a role in augmenting (or
replacing) the intuition of the design engineer.
As shown previously, removing the performance estimates from the matrix and replacing
them with ordinal rankings results in irrational decisions. Specifically, removal of the
performance estimates results in attribute compression. Use of ordinal rankings results in
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intransitive global performance structures (due to Condorcet terms) and additional incorrect
concept selections (due to attribute confounding). Because of this, the design engineer must use
her intuition to resolve these conflicts or she should expect to suffer a significant reduction in
system value. Given that the design problems of interest are too complex for design engineers to
reliably use intuition and judgement and that advocates of the Pugh Method seek to eliminate (or
reduce) the use of intuition in the decision process, it does not follow that it should be expected
that the design engineer will resolve these irrationalities using intuition.
4.7.2

Creativity
The discussion about creativity and the Pugh Method is a complex one. Advocates of the

Pugh Method have claimed that the Pugh Method enhances creativity and leads to superior
designs compared to other engineering design methods (Clausing, 1994; Frey, et al., 2009; Pugh,
1991). However, only case studies involving the Pugh Method have been offered as evidence—
no comparative studies that involve the Pugh Method and other methods exist. One study
claimed that the Pugh Method enhanced creativity through simulation (Frey, et al., 2009). It is
unclear how creativity was modeled in the simulation but is seems unlikely that applying the
same model to any iterative engineering design method would lead to significant differences in
creativity. The claim that the Pugh Method enhances creativity is not substantiated by research.
Pugh (1991) claims that “a major advantage of controlled convergence over other matrix
selection methods is that it allows alternate convergent (analytic) and divergent (synthetic)
thinking to occur, since as the reasoning proceeds and a reduction in the number of concepts
comes about for rational reasons, new concepts are generated.” This concept of alternating
between idea generation and idea evaluation is the primary basis that the Pugh Method is
credited with enhancing creativity, making it superior to other engineering design methods
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(Clausing, 1994; Frey, et al., 2010). However, many other engineering design methods utilize
iteration involving alternating between generation and evaluation of design alternatives.
As described by Larson et al. (2009), the generic decision-making process for SE is an
iterative seven-step process:
1. Identify what needs to be done
2. Frame the decision
3. Select evaluation method
4. Generate alternatives
5. Evaluate alternatives
6. Choose the best solution
7. Test and evaluate
Paul Collopy (2001) developed an approach to engineering design that involves iterating
between design alternative generation and evaluation, as shown in Figure 30.

Figure 30. Value Driven Design
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Hazelrigg (2012) proposes an iterative engineering design method based on decisiontheory that involves design alternative generation and evaluation steps. Arora (2012) proposes a
similar approach based on optimization theory. Clearly, this approach to use iterative, alternating
steps between design alternative generation and evaluation is not unique to the Pugh Method. At
best, it could be argued that the Pugh Method offers a sort of “structured brainstorming”.
However, research in creativity lacks empirical evidence that brainstorming actually enhances
creativity (Parloff & Handlon, 1964; Sternberg, 1999). Also, the added structure has shown
mixed results in the literature as it sometimes leads to a “special kind of conformity” (Cropley,
1992). In fact, some researchers argue that creativity is not necessary to solve problems by
experts (Sternberg, 1999). Claims that the particulars of these steps in the Pugh Method offer an
improvement over other methods to the design alterative generation process are not substantiated
in the research.
4.8

Conditions Where the Pugh Method is Rational
There is only one set of conditions that would lead the Pugh Method to be guaranteed

rational—when the datum dominates every design alternative in the Pugh Matrix. Any other
scenario is subject to the effects of Condorcet terms, attribute confounding and attribute
compression. Moreover, the design engineer has no way to determine that an irrational outcome
occurred using the Pugh Matrix alone. In other words, the Pugh Matrix works only when the
concept selection is obvious.
4.9

Summary
This chapter discussed the assumptions made by the Pugh Method and their applicability

to engineering design problems. The applicability of Arrow’s Impossibility Theorem in the
context of aggregation of design attribute performance structures into a global performance

110

structure and subsequent concept selection was shown to apply. Making the assumptions
required by the Pugh Method, the conditions leading to irrational outcomes were identified and
discussed. These conditions are Condorcet terms and attribute confounding. The irrationality
associated with recasting the design problem from cardinal attribute values to ordinal attribute
ranking was discussed and analyzed. The impact of attribute compression was quantified.
Finally, deviations from the assumptions such as unequally weighted attributes and nonlinear
value models was analyzed and discussed.
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5

RATIONALITY OF QUALITY FUNCTION DEPLOYMENT

In this chapter, the rationality of QFD will be discussed and analyzed. In Chapter 3 the
applicability of Arrow’s Impossibility Theorem was established. However, Arrow’s
Impossibility Theorem applies to QFD slightly differently than in the Pugh Method. The
applications will be discussed in 5.3.1 and 5.3.3. Because of the applicability of Arrow’s
Impossibility Theorem to QFD, irrational concept selections must result from QFD. This chapter
will analyze the conditions that lead QFD to irrational results, determine the frequency of
occurrence of irrational results and attempt to quantify the expected loss in value due to irrational
results.
Similar to the Pugh Matrix, the House of Quality (HoQ) is a matrix that is at the heart of
the QFD Method. The matrix that is responsible for relating the Customer Requirements (CRs)
into Engineering Characteristics (ECs) into a set of requirement ranking is called the
Relationship Matrix.
5.1

The Structure of QFD
There are numerous variations of QFD and variants of the HoQ. This analysis will use

the same QFD methodology used by van de Poel (2007) as it follows the more traditional
approach with a couple small exceptions. First, the relationship factors are normalized in order
to preserve the importance weighting for the CRs. Second, he uses the approach presented by
Bode and Fung (1998) to optimize the so-called “customer satisfaction”. Although, this research
will not perform the optimization steps from these papers as it is unnecessary for the analysis.
However, this analysis will generally be accomplishing the same decision process. That is,
comparing various alternative designs to determine which design results in higher customer
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satisfaction. This analysis will also use the matrix to prioritize requirements ordinally, as
described by Olewnik and Lewis (2005) and Hauser and Clausing (1988).
QFD involves seven steps to transform CRs to a prioritization of ECs. The necessary
steps are as follows:
1. Develop a set of customer requirements (e.g. fast, easy to drive, etc.)
2. Determine ordinal “importance weights” for the relative importance of each
customer requirement.
3. Develop a set of technical characteristics (e.g. horsepower, turning radius, etc.)
4. Complete the relationship matrix with an ordinal scale (e.g., 1,3,9) to indicate
weak, moderate and strong relationships between customer requirements and
technical characteristics.
5. Multiply the importance weight for each customer requirement by the ordinal
relationship ranking of each pair of customer requirements and technical
characteristics that possesses a relationship.
6. Sum the results for each technical characteristic to compute EC Importance.
7. Rank the technical characteristics from highest to lowest EC Importance.
A generic HoQ is shown below in Table 25.
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Table 25. Generic QFD Relationship Matrix

The objective of the Relationship Matrix is to compute the EC Importance values (α), using the
Importance Weights of each CR (w) and the normalized relationship rankings (r) that linearly
transform the CR into the linear contribution of that CR into each EC. The procedure for
computing the EC Importance can be summarized using Equation 21 .
𝑟 =

∑

𝑜

Equation 21

𝑜

The normalized relationship ranking is the value of each ordinal relationship ranking (o) divided
by the sum of the ordinal relationship rankings for a given CR (sum of the row), as shown in
Equation 22.
𝛼 =

Equation 22

𝑤𝑟
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The requirements prioritization is found by ranking the EC importance from highest (most
important) to lowest (least important). The EC Importance Weights (d) are computed by
normalizing the EC importance by the sum of the EC Importance for all the ECs in the matrix
and diving each EC importance by the sum. This is shown in Equation 23.
𝑑 =

∑

𝛼

Equation 23

𝛼

The customer satisfaction (S) is the sum of the product of EC importance weights (d) and the
degree of attainment (e) of the individual EC. This is shown in Equation 24.
𝑆=

Equation 24

𝑑𝑒

The procedure is executed in Example 13.
Example 13. QFD Requirement Prioritization

Consider the HoQ shown in Table 26.
Table 26. QFD Relationship Matrix Example
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The design engineer completed the Importance Weightings based on a market survey. The
relationships between the CRs and the ECs is indicated by using a 1-3-9 scale, indicating a weak
relationship with a “1”, a moderate relationship with a “3” and a strong relationship using a “9”.
These relationships must be normalized in order to avoid distorting the weights. This is
accomplished using Equation 21. For example, the relationship between EC1 and CR1 is ranked
as a 3. To normalize, the relationship must be divided by the sum of the CR 1 row, so 𝑟 =
= 0.75. this is continued for every relationship in the matrix. The result is shown in Table
27.
Table 27. QFD Normalized Relationship Matrix

The EC Importance values are computed by multiplying each value by its weight and summing
down the columns as in Equation 22. For example, the EC1 Importance is 4(0.75) + 2(0.5) = 4.
This is shown in Table 28.
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Table 28. QFD Completed Relationship Matrix

The EC Weights are normalized by dividing each EC Importance value by the sum of the EC
Importance values, shown in Equation 23.
The EC weights represent the estimate made by QFD regarding the relative priority of each of
the ECs relative to importance to customer satisfaction—higher is more important. Therefore,
the ordinal ranking of these ECs is EC1 > EC3 > EC2.
QFD has been critiqued for the amount of arithmetic performed on ordinal numbers
(Franceschini & Rossetto, 1995; Hazelrigg, 2012), including computation of the relative ranking,
the normalization of the relative ranking, the computation of the EC Importance, the
normalization of EC Importance and the computation of Customer Satisfaction.
This analysis will use value to express the degree of attainment of ECs and CRs. This is
useful because value can be normalized, represents a degree of satisfaction and it is consistent
with the preceding analysis of the Pugh Method in Chapter 4.
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5.2

Assumptions Behind QFD
The assumptions behind QFD are similar to the Pugh Method. An obvious exception is

the capacity for QFD to model customer attributes with unequal importance/weights.
5.2.1

Complete and Transitive Customer Preferences
The customer preferences are expressed in the HoQ through importance weights. These

weights represent a ranking of preferences. These preferences are assumed to be complete and
transitive (van de Poel, 2007). The preferences are complete, meaning that every CR can be
assigned an Importance Weight. The preferences are transitive indicating that, if CR 1 has an
Importance Weight of W, CR2 has an Importance Weight larger than W and CR3 has an
Importance Weight smaller than W, then CR2 has an Importance Weight larger than CR3.
5.2.2

Linear Value Model
QFD assumes that customer satisfaction is the linear combination of the customer

requirements and their importance weights. QFD also assumes that customer satisfaction is the
linear combination of the ECs and the EC weights (van de Poel, 2007). These value models are
converted from one to the other through the relationship matrix. Nonlinearities cannot be
accounted for in QFD. This is evidenced by the static weights applied to the ECs and CRs.
5.2.3

Unrestricted Ordinal CR Ranking
Like the Pugh Method, QFD does not restrict the Importance Weights of the CRs. That

is, any CR could be better or worse than any other CR. Also, QFD does not restrict any
allocation into the Relationship Matrix. Any location in the Relationship Matrix can have any
allowable assignment (e.g. 1,3,9) or have no assignment –although, it would be a rather
uninteresting Relationship Matrix if none of the locations were assigned a value—indicating
there are no relationships between the CRs and the ECs.
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5.2.4

Deterministic Attribute Values
QFD assumes that the CRs and ECs are deterministic. All design attribute values are

predictions in the design process because the design has not yet been completed. In most cases,
even when the design process is completed, there is still uncertainty in the design attribute
values. That is, each Corvette coming off the production line is going to have some variability in
the Horsepower, Fuel Economy, and Safety Rating. QFD does not have a mechanism to handle
the uncertainty associated with prediction or estimation. Therefore, QFD assumes deterministic
attributes or, at a minimum, that the variability in the attribute values is negligible relative to the
concept selection.
5.2.5

Linear Attributes
The contribution of each design attribute to the overall system utility is assumed to be

linearly related to the ECs. The equation for Customer Satisfaction shown in Equation 24 is the
linear combination of the ECs. Additionally, the ECs are a linear combination of the CRs.
5.2.6

Independent Attributes
It is assumed that the ECs and CRs are independent. Similar to the Pugh Method, QFD

has no mechanism to account for dependencies between ECs or CRs. Each EC and CR is
weighted and that weight does not change due to the value of any EC or CR in the matrix.
Therefore, dependence cannot be expressed in the Relationship Matrix.
5.3

Conditions Leading to Irrational Concept Selection
Whereas the Pugh Method strips design detail from the problem as a simplifying step,

QFD does the opposite to compute the EC Weights. QFD begins with ordinal rankings of the
preferences of the customer and attempts to transform the ordinal number into a cardinal number
through performing arithmetic on ordinal numbers. This was voiced as a methodological
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inconsistency by several researchers (Franceschini & Rossetto, 1995; Hazelrigg, 2012; van de
Poel, 2007). The implications of these violations of the axioms of ordinals (Pinter, 2014) will be
discussed in the following sections.
Making all the assumptions listed for QFD, there are several methodological problems
with QFD. The theoretical basis for these inconsistencies is very similar to the inconsistencies in
the Pugh Method—however they manifest themselves slightly differently due to the differences
in the design methods.
5.3.1

Arrow’s Theorem for Aggregation of Relationship Matrix
As can be seen in Example 13, QFD involves aggregation of CRs into Customer

Satisfaction. A major difference is the addition of weights to the CRs. The analogous voting
method involves each voter having an equal number of points to assign that can be distributed in
various ways to the candidates. The candidates in this case are the ECs. If each CR profile is
considered a voter type, then the Importance Weights simply act as the number of voters (n) of
that type. The EC Importance is the score for each candidate (α), highest score wins. The
analogous Social Choice formulation is shown in Table 29.
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Table 29. Positional Voting Matrix

Whereas the Pugh Matrix took a similar form to the Condorcet Method in Social Choice
Theory, The HoQ is a positional voting method (Saari, 1995). More specifically, it is a type of
Cumulative Voting method where each voter has a number of votes they can distribute among the
candidates in various ways (Hayden, 1995). Pairwise voting methods such as Condorcet are
susceptible to intransitive outcomes, but positional voting methods are not (Saari & Sieberg,
2004). Instead, positional methods are susceptible to violations of the axiom of Independence of
Irrelevant Alternatives. Therefore, the prioritization between two ECs can flip based on the
existence of a third EC.
Example 14. IIA in QFD

A design engineer constructs the HoQ shown in Table 30.
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Table 30. 3x3 HoQ for IIA Example

Based on this assessment, all 3 ECs are equal priority, indicating that each will impact overall
customer satisfaction by 1/3. The design engineer later decides she’d like to add an additional
EC that impacts all the CRs a very small amount, but she’d like to track it in the HoQ. She
adds EC4 to the matrix and the results are shown in Table 31.
Table 31. 3x4 HoQ for IIA Example

The priority of the ECs is now EC1 > EC2 ~ EC3 > EC4. The addition of a minor EC to the
matrix impacted the priority of the other ECs relative to one another. This drives the overall
importance of EC1 by 11% relative to EC2 and EC3. The value model significantly changed
and the relative importance of EC1 relative to EC2 changed simply based on the engineer
deciding she wanted to carry an additional EC. Even if she delivered zero value in EC4 for a
particular design, EC1 would become more important than EC2.
The problem with IIA in using QFD for engineering design decisions is that inclusion of
ECs into the matrix changes the value of the other ECs relative to each other. A different
outcome could be reached by the HoQ when comparing two designs based on the inclusion or
removal of ECs in the matrix—even if zero value is delivered for the additional EC. This is an
irrational outcome based on the structure of the matrix.
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5.3.2

Attribute Compression
Like the Pugh Method, QFD converts between cardinal system attribute values (EC in

QFD) to ordinal—and visa-versa. The effect of attribute compression occurs in both directions
through the HoQ Relationship Matrix. That is, if customer value is specified and transformed
into EC values, they are multiplied by ordinals. Conversely, if utilities for ECs are specified and
transformed to CRs, these are multiplied by ordinals. Therefore, the attribute values get distorted
and compressed. This is because the relationship between CRs and ECs is assumed linear and
expressing the relationship is restricted to four ordinal options: 0 (empty), 1, 3 or 9. This
compresses the relationship between these cardinal numbers.
Because of attribute compression and the use of arithmetic on ordinals, the outcome from
the HoQ for design decisions is highly dependent on choice of the ordinal numbering scheme
used in the Relationship Matrix (e.g. 1,3,9 versus 2,5,8).
Example 15. Attribute Compression in Relationship Matrix

A design engineer constructs the HoQ shown in Table 32. The matrix has 3 CRs that are equally
weighted. Her goal is to prioritize the ECs and develop a decision-making tool for engineering
design decision-making. Her prioritization of the ECs, based on the HoQ, is 2>1>3. However,
changing the ordinal numbering system from 1-3-9 as in Table 32 to 2-5-8 is shown in Table 33.
Changing the ordinal numbering system in the matrix to 2-5-8 changed the EC priority to 1>3>2.
Nothing else changed. Therefore, choice of the ordinal numbering system selected changed the
requirements priority. Note that this effect can occur whether or not the relationship matrix is
normalized. The calculations in Figure 31 were accomplished using normalized relationship
matrices.
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Table 32. QFD with 1-3-9 Rel. Matrix Ordinals

Table 33. QFD with 2-5-8 Rel. Matrix Ordinals
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Computing every permutation of the Relationship Matrix and comparing the computed
priority between two commonly used ordinal numbering schemes, 1-3-9 and 2-5-8, yields the
result shown in Figure 31. The number of permutations (z) possible for a given matrix using O
different possible ordinal numbers (including leaving it blank) for any location in the matrix is
found using Equation 25.
Equation 25

𝑧=𝑂

The brute force calculations below were limited by the exponential relationship in
Equation 25. For example, a 4x4 matrix has 4(

)( )

= 4,294,967,296 permutations, which is too

large to evaluate using available computational resources (computations in excess of one billion
are considered infeasible).
0.5
0.45
0.4
0.35
0.3
0.25
0.2
2 CRs
3 CRs
4 CRs
5 CRs
6 CRs

0.15
0.1
0.05
0

2

2.5

3

3.5

4

4.5

Number of ECs

5

5.5

6

Figure 31. Probability of Prioritization Change Based on Ordinal Scheme
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The probability of the ordinal scheme causing the EC prioritization to change increases as
the number of ECs and CRs increase in the Relationship Matrix. A 3x3 matrix experiences
prioritization change based on switching the ordinal ranking scheme in 17.5% of cases. Addition
of one EC to create a 3x4 matrix increases the probability to 33.7%.
Research performed by Olewnik and Lewis (2008; 2005) concluded the opposite—that
the choice of the ordinal numbering scheme had negligible impact on the prioritization of ECs.
This will be discussed in more detail in 6.2.
As shown in Example 15, the choice of the numbering scheme can change the EC
prioritization and, therefore, change the value model for customer satisfaction. In fact, this is a
very common occurrence. Simulation of randomly generated relationship matrices, each
prioritized based on a randomly generated numbering scheme between 1 and 20 yields numerous
variations of EC performance structures. The results are shown in Figure 32 for the 3x3 case and
Figure 33 for the 5x5 case.
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The simulations above use the selected ordinal numbering scheme and compute the
requirements prioritization (EC Performance Structure) yielded from random permutations of
Relationship Matrix. The x-axis depicts the number of unique requirements prioritizations
generated using the ordinal scheme and the y-axis is the proportion of the permutations that
resulted in that number of unique prioritizations. From this simulation, it is apparent that
changing the ordinal scheme has a high probability of changing the performance structure and
that probability increases as the matrix size increases. This simulation was completed for several
matrix sizes—all square matrices—and the expected number of possible performance structures
is computed. The results are shown in Figure 34.
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Figure 34. Expected Number of Performance Profiles from Changing Ordinal Scheme

This plot indicates the mean number of unique performance structures that can be
generated based on selection of different ordinal ranking schemes. Based on the same
relationship matrix and CR Importance Weights, it is possible to generate over 40 different
performance structures if a HoQ larger than a 10x10 is used. Each of these structures creates a
different linear value model and can lead to different concept selection.
5.3.3

Arrow’s Theorem for Voice of the Customer
One of the assumptions stated above for QFD is complete, transitive customer

priorities—called the Voice of the Customer. However, the aggregated preferences of more than
two customers and more than two CRs is subject to Arrow’s Theorem (Franssen, 2005;
Hazelrigg, 1996; van de Poel, 2007). This analysis has shown the irrational outcomes that are
possible from the HoQ assuming the customer preferences are rational. However, when rational
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preferences are not guaranteed, this further deteriorates the QFD approach. Therefore, mapping
CRs to ECs and to customer satisfaction is limited by the design engineer’s ability to aggregate
the Voice of the Customer into rational preferences. Using paired comparisons to aggregate
customer preferences can lead to intransitive results and using positional methods leads to IIA.
That is, adding an option to the ballot or questionnaire can change the preference structure
significantly and will therefore change the relative weighting between CRs—and therefore the
linear model for customer satisfaction.
We will not analyze this problem in detail since QFD does not specify a method for
determining the Voice of the Customer and this irrationality has been extensively discussed in the
literature and does not appear to be a major point of disagreement (Franssen, 2005; Hazelrigg,
1996; van de Poel, 2007).
5.4

Value Loss for QFD
Irrationality in QFD is introduced a number of ways. The first, Voice of the Customer is

assumed to be a complete, transitive preference ordering. However, Arrow’s Impossibility
Theorem proves that this is not guaranteed. Second, adding ECs to or removing ECs from the
HoQ can change the performance structure and the relative ranking between ECs that were
already in the matrix. Third, the choice of ordinal ranking scheme for the Relationship Matrix
can result in different performance structures. These three inconsistencies result in modification
to the value model used for design decision-making and can result in irrational concept
selections. Irrationalities occur in linear value models, which QFD assumes. This leads to a
reduction in value delivered. If the value model is nonlinear, this value loss increases. These
effects will be analyzed in the following sections.
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5.4.1

Linear Value Models
In order to look at the impact to system value, cardinal measures are once again required

to make an estimate. As in the evaluation of the Pugh Method, a value model will be assumed
along with all of the assumptions necessary for QFD. First, a linear value model is assumed that
can be modeled using QFD. That is, the value model has only three coefficients to match the
three ordinal values in the HoQ. Equal Importance Weights will be assumed throughout this
analysis. This is because QFD assumes an accurate Voice of the Customer and complete,
transitive preferences. Rather than analyze the effects of an incorrect model of the customer
preferences, the analysis will be constrained to the HoQ matrix structure and the ability of the
HoQ to express the relationship in the value model.
For these simulations, ten design alternatives were randomly generated, evaluated by
QFD using a specific Relationship Matrix. The design that results in the highest customer
satisfaction as determined by QFD will be compared to the design alternative with the highest
value based on the “true” value model. The first linear value model used is intended to confirm
the simulation and verify that QFD can indeed model a linear value model correctly if the
relationship matrix is correct. The value model is shown in Equation 26, where the value of the
design alternative 𝑉 is the combination of three CRs (𝑥 , 𝑥 , 𝑥 ).
𝑉 (𝑥 , 𝑥 , 𝑥 ) = 3𝑥 +𝑥 + 9𝑥

The Relationship matrix is shown in Table 34.
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Equation 26

Table 34. Correct Relationship Matrix

As expected, QFD selected the best design in all 10,000 simulations. This is because the
Relationship is able to correctly model the value model.
The second linear model has more relationships than can be expressed by the
Relationship Matrix. The Relationship Matrix is aligned with the true model but does not have
sufficient degrees of freedom to capture the true value model. The Relationship Matrix is shown
in Table 35 and the true value model Relationship Matrix is shown in Table 36.
Table 35. Inadequate Relationship Matrix
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Table 36. Value Model Compressed in Matrix

The simulation was performed 10,000 iterations. The correct design alternative was
selected 69.9% of the time. When the concept selection was irrational, the mean value of the
selected design was 0.91. A histogram of the value from irrational concept selections is shown in
Figure 35.
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Figure 35. Histogram of Value from Irrational Outcomes (3x3 Linear Value Model)
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The QFD method exhibits very similar behavior to the Pugh Method if correct Voice of
the Customer is captured and the Relationship Matrix reasonably captures the true value model.
To explore the impact of poor relationship estimates, a random component was added to the
value model. A N(0,1) was added to every element of the matrix to model estimation error. The
result yielded a rational outcome at a rate of 57.7%. The mean value of irrational concept
selections was 0.86. The histogram is shown in Figure 36.
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Figure 36. 3x3 Linear Value Model. N(0,1)

Based on this analysis, it appears that the outcome of the concept selection is dependent
on a reasonable match between the Relationship Matrix and the true value model. The histogram
for a N(0,2) error is shown in Figure 37.
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Figure 37. 3x3 Linear Value Model. N(0,2)

Using the N(0,2) error in the Relationship Matrix, the probability of rational concept
selection was 0.45 and the mean value of the irrational concept selection was 0.78.
5.4.2

Nonlinear Value Models
The simulation framework discussed in the previous section was extended to explore the

impact of nonlinear value models. The nonlinear model used is shown in Equation 27.
𝑈 (𝑥 , 𝑥 , 𝑥 ) = 𝑥 𝑥 + 𝑥 + 𝑥

The Relationship Matrix used for this value model is shown in Table 37.
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Equation 27

Table 37. Relationship for Nonlinear Value Model

The simulation yielded a rational concept selection with a probability of 0.36. The mean
value when the concept selection was irrational was 0.84. The histogram is shown in Figure 38.
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The probability of selecting the best design predictably declines as the number of design
alternatives increases. The number of design alternatives was varied and the simulation repeated.
The result is shown in Figure 39.
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Figure 39. Probability of Rational Outcome vs. Number of Alternatives

The irrationality in this case is due to the inability of the Relationship Matrix to correctly
express the nonlinearities in the value model. Note that the histogram shown in Figure 38
yielding a probability of irrational result of 0.64 corresponds to the rightmost point in Figure 39
where the decision involved ten design alternatives.
The inability of QFD to model the nonlinear value model results in high variability in
customer satisfaction computed based on the ECs from the design alternatives. This variability
is shown in Figure 40.
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Figure 40. Nonlinearity Resulting from Inadequate Relationship Matrix

The high variability shows that a given system value results in a wide range of Customer
Satisfaction output from the HoQ. This variability results in irrational outcomes because QFD
cannot reflect the true system value model with precision.
5.5

Conditions Where QFD is Rational
Although QFD suffers from several potential causes of irrationalities, QFD can

consistently lead to the correct outcome if the customer preferences are correctly represented by
the CR weights and the transformation of the CR value model to the EC value model is correct
and can be represented by the Relationship Matrix using the chosen ordinal number scheme. A
correct transformation means that the EC value model will order designs in the exact same way
that the customer would (again, assuming their preferences can be and were correctly
aggregated). Of course, all of the assumptions made by QFD outlined above must still hold
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(linear ECs and CRs, independence, etc.). However, the engineer has no way to determine if the
customer weights are correct or the relationship matrix is correct. Additionally, it is arguable that
the assumption of linear CR and EC relationships is not realistic (van de Poel, 2007).
5.6

Summary
The results from analyzing QFD were similar to those of the Pugh Method. QFD relies

on the Voice of the Customer to be captured as an aggregation of customer preferences that are
complete and transitive—Arrow’s Impossibility Theorem proves that it is not possible without
violating one of Arrow’s axioms. The Relationship Matrix involves arithmetic with ordinal
numbers to translate CRs into ECs. This translation suffers from attribute compression much
like the Pugh Method. The choice of ordinal number system can cause drastic changes in the
final ranking of ECs. Adding or removing ECs can alter the ordering of other ECs due to IIA as
a result of Arrow’s Impossibility Theorem. These reversals lead to variation when aggregating
the ECs prioritization into a customer satisfaction measure used to make a concept selection.
All of these effects together introduce irrationality into QFD.
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6

CRITIQUE OF THE ARGUMENTS IN THE LITERATURE

The results from this research on the Pugh Method and QFD are at odds with some
claims in the research cited in the literature review. In particular, the research in the Pugh
Method disagrees with the claims of Frey et al. (2010; 2009) and the research in QFD disagrees
with Olewnik and Lewis (2008; 2005). This chapter will attempt to reconcile these differences.
6.1

Critique of Arguments Surrounding the Pugh Method
The debate in the literature between Hazelrigg (2010; 1996) and Frey (2010; 2009) has

been somewhat unsettled. Hazelrigg claimed that increasing the size of the Pugh Matrix and
iteration in the Pugh Method increased the probability of an irrational outcome (2010) but did
not substantiate this claim. Frey et al. (2010) claimed that inconsistencies in the Pugh Matrix
were nothing more than “optical illusions” and had no significant impact on the results of the
method—this was also unsubstantiated. The only evidence offered by Frey et al (2009) was a
simulation based on models of human behavior—they later denounced the use of models as
evidence regarding the usefulness of a design method (Frey, et al., 2010).
This research offers the answer to the unsubstantiated claims made by Hazelrigg and
Frey. The probability of irrational outcomes does indeed approach one as the size of the Pugh
Matrix increases—of course it can never actually reach certainty as the best design is always in
the matrix. However, several other claims in the literature are made that should be addressed for
completeness. The following sections will attempt to address these claims.
6.1.1

On Case Studies as Proof
Frey et al. (2010; 2009) claim that the Pugh Method works in practice as support for their

claims of the Pugh Method both (1) being superior to competing methods and (2) not being
significantly impacted by the implications of Arrow’s Impossibility Theorem. The authors cite
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several case studies (Dym, Wood, & Scott, 2002; Ullman, 2002) as conclusive evidence that the
Pugh Method works in practice and offer the results of a survey (Yang, 2007) that show the Pugh
Method has been widely accepted in practice.
It is known in the broader research community that positive results from studies are
published substantially more often than negative studies (Brown, Mehta, & Allison, 2017;
Francis, 2012; Kirkham, et al., 2010; Turner, Matthews, Linardatos, Tell, & Rosenthal, 2008)—a
phenomenon commonly referred to as publication bias. In fact, the literature review for this
research found no negative results published against any engineering design methods. Therefore,
it seems likely that the argument is non sequitur. That is, the conclusion that the Pugh Method is
proven in practice does not follow from only finding positive results published in the literature.
The cited survey from Yang (2007) was, essentially, a customer awareness and
satisfaction survey. The survey asked if people had used the Pugh Method in their work and if
people found it to be useful. Approximately 15% of respondents claimed to have used the Pugh
Method and 13% claimed to have found the method useful. These results do not validate that the
Pugh Method leads to the best design or even that the respondents believed it works. It showed
that 13% of respondents had used the Pugh Method and found it to be useful. The definition of
“useful” was not provided. Also, the definition of the Pugh Method was not provided. As
discussed in 2.5.1, the procedure used in the Pugh Method varies widely and is often confused
with the “Weight and Rate” decision matrix. It is hardly clear from this evidence that the Pugh
Method is “among the best-known design methodologies” (Frey, et al., 2010). The survey
included 106 engineers and that sixteen respondents had used the Pugh Method and fourteen
found it to be useful. A counter-argument using the same survey could be made that the Pugh
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Method is not widely accepted in industry because 87% of engineers in the survey have not used
the Pugh Method and found it to be useful.
6.1.2

On Viewing Contrary Views with Skepticism
Frey et al. (2010) claim that “there is a connection with the value of methods and their

frequency of use”. They go on to make the following statements:
Even though engineering can always be improved, claims of “serious flaws” or
“invalidity” of any engineering method in wide use should be viewed cautiously. The burden of
proof therefore lies primarily upon the ones claiming the existence and importance of the flaws.
In their previous paper, Frey et al (2009) cite two surveys. The first was discussed in the
previous section—that 15% of respondents had used the Pugh Method. The second survey found
that 2% of engineering firms used the Pugh Method (Salonen & Perttula, 2005). They went on
to discuss why—despite the effectiveness of the Pugh Method—it was not widely used in
practice. The authors seemed to have cherry-picked (Bennett, 2017) evidence to support their
counter-argument to Hazelrigg’s letter to the editor (Hazelrigg, 2010).
Bennett (2017) defines the “Shifting the Burden of Proof Fallacy” as a logical fallacy
taking on the logical form:
Person 1 is claiming Y, which requires justification
Person 1 demands that person 2 justify the opposite of Y
Person 2 refuses or is unable to comply
Therefore, Y is true.
This argument that “The burden of proof therefore lies primarily upon the ones claiming the
existence and importance of the flaws” is a logical fallacy. Furthermore, little evidence is
provided that the Pugh Method is widely accepted in practice. The survey evidence provided
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could be used to refute the Frey argument with equal validity. The case studies prove nothing, as
pointed out by Hazelrigg (2010). The lack of existence of negative case studies also proves
nothing. Any inference made by the lack of negative studies should be viewed with skepticism
due to the well-known existence of publication bias.
6.1.3

On Establishing the Superiority of Various Methods
Frey et al. (2010; 2009) and Reich (2010) both argue that the true test of superiority of

design methods is through successful use in engineering practice. However, it is unclear how use
of a method in practice establishes the method as superior. Frey et al. (2009) claim that the Pugh
Method “leads to better outcomes” compared to other methods. Hazelrigg (2010) states, “To
make such a claim, they would have to compare the current state with the states that could have
been achieved using alternative methods”. That is, this claim must be substantiated with
research showing comparisons of design results to the same design problem with various design
methods. This is the essence of a clinical trial against a control group. The purpose of a clinical
trial is to determine if a patient is healthier using a medication compared to without the
medication. The case studies presented as evidence by Frey et al. is equivalent to the following
scenario: A doctors seeks to determine if a drug improves intelligence. To accomplish this, he
performs the following experiment:
1. Give a handful of subjects the drug
2. Have the subjects take an exam
3. Score the exam
4. If they scored high on the exam, the doctor concludes the drug improves
intelligence.
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Framed this way, it is apparent that the study is flawed—even if backed by surveys that claim
several people use the drug and believe the drug was useful. In engineering design, it is difficult
to perform comparative studies in industry because few firms can pay to have the same products
designed multiple times for the sake of research. Therefore, this is not a feasible approach to
determining the effectiveness of design methods in engineering practice. Likewise, citation of a
few case studies and surveys to claim the superiority of an engineering method is equally flawed
for the same reason.
A second approach to comparing design methods (or any other engineering method) is to
establish a normative theory for design methods. This way, aspects of various design methods
can be compared and contrasted against the normative theory rather than compared directly.
That is what this research is attempting to establish. According to Griffin (2010), without SE
theory, engineers do not have the ability to distinguish a good SE method from a bad one, or the
ability to make a bad SE method better.
6.1.4

On Coherence and Correspondence
Katsikopoulos (2009) published an article arguing that the essence of the debate in the

literature is that of two schools of thought—Coherence versus Correspondence. Coherence is the
approach to engineering design that seeks mathematical consistency of the method. Conversely,
Correspondence is the approach to engineering that seeks success in practice. Reich (2010)
claims that Correspondence is the ultimate test of the validity of a method. However, how can
success be defined without Coherence? Without Coherence, engineers are back to the discussion
in 1.1 that involves determining successful bridge construction as building bridges that do not
collapse. However, a bridge that has not collapsed does not mean that it won’t collapse
eventually. Similarly, just because an engineering team has used a heuristic method and claimed
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success doesn’t mean that it should be expected to work consistently. As eloquently described by
Nassim Taleb (2010) in the following passage:
Consider a turkey that is fed every day. Every single feeding will firm up the bird’s belief
that it is a general rule of life to be fed every day by friendly members of the human race
“looking out for its best interests,” as a politician would say. On the afternoon of the Wednesday
before Thanksgiving, something unexpected will happen to the turkey. It will incur a revision in
belief.
Taleb calls this the “Problem of Inductive Knowledge”. That is, using experience as
evidence to make more general claims. Without a normative theory for engineering design,
engineers have the same pitfall. Considering the implications of some conceptual design
decisions, making a bad decision on the wrong design decision can kill a company—just ask
Pontiac after building the Aztek (Los Angeles Times, 2012).
Engineering design theory requires both Coherence and Correspondence. Having one
without the other indicates the design method is incomplete. For example, consider this
argument in the context of any other established engineering discipline. Building bridges that
don’t meet the theory of CE will lead to lawsuits and rework whether the bridge collapses or not.
Why is this if the only test of engineering theory is success in practice? This is why the
Professional Engineering (PE) licensure requirements for all fifty states in the United States
require proof of successful engineering experience as well as successfully passing two rigorous
exams (NCEES, 2019). The engineer must prove success in practice and sufficient
understanding of theory.
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6.2

Critique of Arguments Surrounding QFD
Olewnik and Lewis (2008; 2005) performed research similar to the analysis in 5.3.2 to

understand the impact of various ordinal ranking scales on the prioritization of the ECs in QFD.
This is contrary to the results found in this dissertation. It appears that the HoQ in the study by
Oleknik and Lewis was performed by simulating random processes in a single HoQ example,
that of a hairdryer. Selection of a different HoQ Relationship Matrix would likely lead to
different conclusions as this research shows that only a proportion of the potential Relationship
Matrices exhibit inconsistencies. This was analyzed and discussed in 5.3.1.
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7

CONCLUSIONS AND RECOMMENDATIONS

The following sections are dedicated to conclusions and discussion on future research
directions based on this dissertation.
7.1

Conclusions
This dissertation sought to establish a normative theory for evaluation of engineering

design methods. Social Choice Theory was applied as a rigorous, normative framework to
examine engineering design methods. Value models were invoked to generate simulations of
design decisions and evaluated the effectiveness of two engineering design methods.
Specifically, this research evaluated the Pugh Method and QFD. The analysis began by using the
assumptions made by these methods and evaluating their ability to select the best design using
Social Choice Theory. Next, the impact of these errors was estimated using value models and
Monte Carlo simulation. Finally, the assumptions were relaxed and the impact of various
deviations from the necessary assumptions of the Pugh Method and QFD was examined.
The Pugh Method is mathematically equivalent to a voting problem that involves
pairwise comparisons. This indicates the Pugh Method is susceptible to intransitive outcomes.
These intransitive global performance structures lead to irrational concept selections that result
from selection of the datum concept rather than the attributes of the design alternatives. The
reduction of the design attributes from cardinal performance estimates to ordinal numbers creates
attribute compression. This effect leads to irrationalities since the attribute intensity difference is
lost between design alternatives. The Pugh Method is also unable to account for unequally
weighted design attributes or nonlinearities in the underlying value model. These effects
significantly reduce the ability of the Pugh Method to make a rational concept selection.
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QFD exhibited similar irrationalities caused by similar effects. The ability to express the
Voice of the Customer as a complete, transitive ordering of Customer Requirements is subject to
Arrow’s Impossibility Theorem. The Relationship Matrix is subject to inconsistencies due to the
decomposition/aggregation process and the implications of Arrow’s Impossibility Theorem.
Additionally, the choice of an ordinal number scheme can cause irrationalities—the concept
selection can change based on ordinal numbering scheme. Variability in the linear value model
due to inability to estimate the relationships or attribute compression cause a substantial erosion
in expected system value. Finally, nonlinear value models further erode value and can lead to
probability of rational concept selection to be well under 0.4.
7.2

Recommendations for Future Research
This research is readily extended to assess other heuristic engineering design methods

such as the Analytical Hierarchy Process (AHP) developed by Saaty (2008) as well as the Weight
and Rate Decision Matrix (Cross, 2008; Pugh, 1991). Additionally, development of new
methods can be pursued and evaluated using Social Choice Theory and Value Modeling. As was
shown in this paper, nonlinear value models deviate from the assumptions of the Pugh Method
and QFD. This deviation leads to a substantial value loss in the design decision. It would be
useful to better understand the likelihood that a real-world value model would be linear. It would
seem that nonlinear value models are much more common in practice, but this claim is not
substantiated.
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APPENDIX A. MATLAB CODE
A.1 Pugh Matrix Brute Force Evaluation
clear all; close all; clc
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
nCriteria = 2; %voters
nAlternatives = 4; %candidates
% the possible preferance orderings for each voter
prefRankings = perms(linspace(1,nAlternatives,nAlternatives));
% the permutations for each set of votes based on the above number of pref
orderings
voteCombinations =
permn(linspace(1,length(prefRankings),length(prefRankings)),nCriteria);
% all possible orderings/votes
voteMatrix = zeros(length(voteCombinations(:,1)), nCriteria,nAlternatives);
errorFlag = zeros(length(voteMatrix(:,1)),1);
cycleFlag = zeros(length(voteMatrix(:,1)),1);
for i = 1:length(voteMatrix(:,1))
for j = 1:nCriteria
%for k = 1:nAlternatives
voteMatrix(i,j,:) =

prefRankings(voteCombinations(i,j),:);

%fprintf('** Criteria %u/%u complete **\n',j,nCriteria)
%end % k loop
end % j loop
resultVec = evalpughmatrix(squeeze(voteMatrix(i,:,:)));
%a = squeeze(voteMatrix(i,:,:));
winIndex = find(unique(resultVec) > 0);
if(length(unique(resultVec)) > 1)
errorFlag(i) = 1;
end
if(length(winIndex) > 1 )
cycleFlag(i) = 1;
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end
%disp('eye hee')
if(mod(i,200000) == 0)
fprintf('** %6.2f%% complete **\n',100*i/length(voteMatrix(:,1)))
end
end %i loop
totCombinations = length(errorFlag)
totalErrs = sum(errorFlag)
totalCycles = sum(cycleFlag)
percErr = totalErrs/length(voteCombinations (:,1))
percCycle = totalCycles/length(voteCombinations (:,1))
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A.2 Pugh Method Value Model Analysis
clear all; close all; clc
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
% number of monte carlos for each matrix size
nRuns = 10000;
%set vectors for matrix sizes to simulate
nCriteria = 3:1:10; %voters
nAlternatives = 3:1:10; %candidates
%initilize variables
bestDesignMat = zeros(length(nCriteria),length(nAlternatives));
utilityLossMat = zeros(length(nCriteria),length(nAlternatives));
randomLossMat = zeros(length(nCriteria),length(nAlternatives));
% loop for each matrix size
for m = 1:length(nCriteria)
for n = 1:length(nAlternatives)
bestDesignCount = 0;
utilityLoss = [];
randomLoss = [];
% loop for number of runs
for i = 1:nRuns
% value model defined here
utilityMat = rand(nCriteria(m),nAlternatives(n));
%utilityMat(1) = 5*utilityMat(1);
%utilityMat(2) = *utilityMat(2);
% total utility of each alternative
totalUtility = sum(utilityMat);
% pick one at random as the datum
datumSelection = randi(nAlternatives(n),1);
%pick a concept completely randomly
randomConcept = randi(nAlternatives(n),1);
% set the selected alt as datum
datum = utilityMat(:,datumSelection);
% remove datum from the evaluation matrix
evalMatrix = utilityMat;
evalMatrix(:,datumSelection) = [];
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%initialize scoring matrix
scoreMat = zeros(nCriteria(m),nAlternatives(n)-1);
%loop through and compare each to datum (could index this)
for j = 1:nAlternatives(n)-1
for k = 1:nCriteria(m)
if(evalMatrix(k,j) > datum(k))
scoreMat(k,j) = 1;
else
scoreMat(k,j) = -1;
end
end
end
% sum each alternatve's score against the datum
pughScore = sum(scoreMat);
% find the max score(s)
I = find(pughScore == max(pughScore));
% pull value for the max score
highScore = max(pughScore);
% if max score is negative, the datum wins
if(highScore < 0)
pughSelection = datum;
elseif(highScore == 0)
randomChoice = randi(length(I)+1,1);
if(randomChoice == length(I)+1)
pughSelection = datum;
else
pughSelection = evalMatrix(:,I(randomChoice));
end
elseif(length(I) == 1)
pughSelection = evalMatrix(:,I);
else
randomChoice = randi(length(I),1);
pughSelection = evalMatrix(:,I(randomChoice));
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end
%compute utility of selected to the best design
selectionUtilityRatio = sum(pughSelection)./max(totalUtility);
% if best design was selecetd, increment count
if( selectionUtilityRatio == 1)
bestDesignCount = bestDesignCount + 1;
% if best design not selected, add lost utility to utilityLoss
else
utilityLoss = [utilityLoss,selectionUtilityRatio];
randomLoss =
[randomLoss,totalUtility(randomConcept)./max(totalUtility)];
end
end %i loop

end

%set these variables for outer loop
bestDesignMat(m,n) = bestDesignCount/nRuns;
utilityLossMat(m,n) = mean(utilityLoss);
randomLossMat(m,n) = mean(randomLoss);

end
%compute expected loss
expectedUtilityMat = bestDesignMat+(1-bestDesignMat).*utilityLossMat;
%plot results
legendStr = {};
figure(1)
for i = 1:length(nCriteria)
plot(nAlternatives, bestDesignMat(i,:) )
legendStr{i} = strcat(num2str(nCriteria(i)),' Design Attributes');
hold on
end
grid on
%grid minor
xlabel('Number of Design Alternatives')
ylabel('Probability of Selecting Best Design')
ylim([0, 1])
% % %title('Linear Value Model')
legend(legendStr)
hold off
legendStr = {};
figure(2)
for i = 1:length(nAlternatives)
plot(nCriteria, bestDesignMat(:,i) )
legendStr{i} = strcat(num2str(nAlternatives(i)),' Design Alternatives');
hold on
end
xlabel('Number of Alternatives')
grid on
%grid minor
xlabel('Number of Design Attributes')
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ylabel('Probability of Selecting Best Design')
ylim([0, 1])
%title('Linear Value Model')
legend(legendStr)
hold off
legendStr = {};
figure(3)
for i = 1:length(nCriteria)
plot(nAlternatives, expectedUtilityMat(i,:) )
legendStr{i} = strcat(num2str(nCriteria(i)),' Design Attributes');
hold on
end
grid on
%grid minor
xlabel('Number of Design Alternatives')
ylabel('Expected Value')
ylim([0, 1])
%title('Linear Value Model')
legend(legendStr)
hold off
legendStr = {};
figure(4)
for i = 1:length(nAlternatives)
plot(nCriteria, expectedUtilityMat(:,i) )
legendStr{i} = strcat(num2str(nAlternatives(i)),' Design Attributes');
hold on
end
xlabel('Number of Alternatives')
grid on
%grid minor
xlabel('Number of Design Attributes')
ylabel('Expected Value')
ylim([0, 1])
%title('Linear Value Model')
legend(legendStr)
hold off
figure(5)
plot(nAlternatives,expectedUtilityMat(6,:),nAlternatives,randomLossMat(6,:),n
Alternatives,ones(length(nAlternatives),1))
xlabel('Number of Design Alternatives')
ylabel('Normalized Expected Value')
ylim([0, 1])
grid on
%grid minor
legend('Pugh','Random','Value Model')
figure(6)
plot(nAlternatives,bestDesignMat(6,:),nAlternatives,1./nAlternatives,nAlterna
tives,ones(length(nAlternatives),1))
xlabel('Number of Alternatives')
ylabel('Probabil0ity of Selecting Best Design')
ylim([0,1])
grid on
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%grid minor
legend('Pugh','Random','Value Model')
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A.3 Pugh Matrix Evaluation Function
function [resultVec] = evalpughmatrix(inMat)
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
datumVec = linspace(min(inMat(1,:)),max(inMat(1,:)),max(inMat(1,:)))';
resultVec = zeros(length(datumVec),1);
resultMat = zeros(length(datumVec));
for i = 1:length(datumVec) % loop through for each datum
pughScoreVec = zeros(length(datumVec),1);
for j = 1:length(inMat(:,1)) % loop for each nAlternative (voter)
datumIndex = find(inMat(j,:) == datumVec(i));
for k = 1:length(pughScoreVec)
index = find(inMat(j,:) == k);
if(index < datumIndex)
pughScoreVec(k) = pughScoreVec(k) + 1;
elseif(index > datumIndex)
pughScoreVec(k) = pughScoreVec(k) - 1;
end % if/else
end % k loop
end % j loop
% [Y,I] = max(pughScoreVec);
indexMax = find(pughScoreVec == max(pughScoreVec));
resultMat(i,indexMax) = 1;
end % i loop
%resultVec = sum(resultMat);
for m = 1:length(datumVec)
index = find(resultMat(m,:) == 1);
if(length(index) == 1 )
resultVec(m) = index;
else
resultVec(m) = 0;
end
end
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A.4 QFD Brute Force Evaluation
clear all; close all; clc
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
nExp = 3;
nReq = 3;
ordScheme1 = [1,3,9];
ordScheme2 = [2,5,8];
crWeights = ones(nExp(1),1);
relCombinations = permn([0,1,2,3],nExp(1)*nReq(1));
reverseFlag = zeros(length(relCombinations(:,1)),1);
for i = 1:length(relCombinations(:,1))
rMat = reshape(relCombinations(i,:),[nExp(1),nReq(1)]);
priority1 = computetrpriority(rMat,crWeights,ordScheme1);
priority2 = computetrpriority(rMat,crWeights,ordScheme2);
if(sum(abs(priority1 - priority2)) ~= 0)
reverseFlag(i) = 1;
end

end

if(mod(i,10000) == 0)
fprintf('Completed %u or %u\n',i,length(relCombinations(:,1)))
end

sum(reverseFlag)/length(relCombinations)
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A.5 Compute Relationship Matrix Ranking of ECs
function [orderOut] = computetrpriority(rMat,w,ordScheme)
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
rMatOrd = genqfdmat(rMat,ordScheme,'norm');
rMatOrd0 = checkmatnan(rMatOrd);
tcWeights = computetcweights(rMatOrd0,w,'norm');
tcWeights0 = checkmatnan(tcWeights);
orderOut = tiedrank(tcWeights0);
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A.6 Generate QFD Matrix
function [rMatOut] = genqfdmat(matIn,ordScheme,modeFlag)
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
[rows,cols] = size(matIn);
rMatOut = zeros(rows,cols);
for i = 1:rows
for j = 1:cols
for k = 1:length(ordScheme)
if(matIn(i,j) == k )
rMatOut(i,j) = ordScheme(k);
end
end
end

end

if( strcmp(modeFlag,'norm') == 1)
for i = 1:rows
rMatOut(i,:) = rMatOut(i,:)./sum(rMatOut(i,:));
end
end
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A.7 QFD Value Mismatch Analysis
clear all; close all; clc
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
rMat = [1,1,9;3,0,0;3,9,3]
valueMatOrig = [0.5,2,7;5,0,0;2,20,3]
% this one is for when the models don't match but are both linear
nRuns = 10000;
nDesigns = 10;
%ordScheme = [1,3,9];
modelErrDev = 0;
[matSize,~] = size(rMat);
crWeights =

ones(1,matSize);

%rMat = genqfdmat(rMatTemp,ordScheme,'abs')
for j = 1:nRuns
for k = 1:nDesigns
uVec = rand(matSize,1);
% valueMat = zeros(matSize);
for i = 1:matSize
index = find(valueMatOrig(:,i) ~= 0);
valueMat(index,i) = valueMatOrig(index,i) + modelErrDev*randn();
end
% tcWeights = computetcweights(rMat,crWeights,'abs')
s(k) = sum(computesatisfaction(rMat,uVec,crWeights));
uSys(k) = sum(computesatisfaction(valueMat,uVec,crWeights));
end
[~,I] = max(s);
value(j) = uSys(I)./max(uSys);
if(abs(value(j) > 1))
disp('huh')
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end
end
errorIndex = find(value ~=1);
fprintf('probability of irrational outcome = %f\n',length(errorIndex)/nRuns)
figure(1)
hist(value(errorIndex),sqrt(length(errorIndex)))
xlabel('Value')
grid on
fprintf('Mean Value When Irrational = %f\n',mean(value(errorIndex)))
fprintf('Mean Value of Decision = %f\n',mean(value))
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A.8 QFD Analysis of the Number of Unique Combinations Versus Matrix Size
clear all; close all; clc
% J. Morgan Nicholson, 3/3/2019, jmn0013@uah.edu
% University of Alabama Huntsville
% Ph.D. Research
sizeVec = 3:1:14;
for x = 1:length(sizeVec)
nExp = sizeVec(x);
nReq = sizeVec(x);
nRuns = 1000;
I = zeros(nRuns,nReq);
wVals = zeros(nRuns,3);
for n = 1:nRuns
relMat = randi(4,[nExp,nReq]) - 1;
relMatOrig = relMat;
for k = 1:nRuns
relMat = relMatOrig;
[~,temp] = sort(rand(20,1));
wVals(k,:) = sort(temp(1:3),'ascend')';
% build the matrix
for i = 1:nExp
for j = 1:nReq
for m = 1:3
if( relMat(i,j) == m )
relMat(i,j) = wVals(k,m);

end

end

end

end

reqScore = sum(relMat);
[~,I(k,:)] = sort(reqScore,'descend');
end
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uniqueConfigs = unique(I,'rows');
nConfigs(n) = length(uniqueConfigs(:,1));
nUniqueWinners(n) = unique(length(uniqueConfigs(:,1)));
end
fprintf('%u complete\n',x)
end

meanWin(x) = mean(nConfigs);

figure(1)
plot(sizeVec,meanWin,'o--')
xlabel('matrix size (square matrix)')
ylabel('expected number of unique performance structures')
grid on
xticks(sizeVec)
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ENDNOTES

i

The Uniform Flow is derived by Eschenbach as (𝑃/𝐴, 𝑖, 𝑁) = 𝐴

(

(

)

)

Rather, to minimize your expected losses
iii
Assuming strict preferences. IIA applies to weak preference rankings as well.
ii
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