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Editorial 
Zoltán Fülöp has decided to step down as Managing Editor. He has been 
running the Journal since 1993. Over the years, the quality of scientific content 
has been kept as high as possible. Much of this success is due to his enormous 
dedication to the Journal: He has been coordinating the review process of more 
than 200 regular papers covering a wide range of topics in Computer Science and 
co-edited several special issues: Conference of PhD Students in Computer Science 
1998, 2000, 2002, and 2004; Symposium on Programming Languages and Software 
Tools 2001; and a special issue Dedicated to Professor Ferenc Gécseg on the occasion 
of his 60th birthday in 1999. The main goal he set out for himself, namely to publish 
high quality original papers in the field of Computer Science, has been reached: our 
Journal is reviewed by Mathematical Reviews, Computing Reviews, Zentralblatt für 
Mathematics and it is indexed by DBLP. I would like to take this opportunity to 
thank him for his excellent work. In the future, Zoltán will continue to support us 
as an Editor. 
Running such a journal takes time and dedication. I talked to a number of 
colleagues to see whether they would be willing to take over the load that Zoltán 
Fülöp has been carrying for such a long time. I'm pleased to announce that Zoltan 
Kato has accepted to become Managing Editor. He is a recognized researcher in 
the field of Computer Vision and has the necessary experience in editorial work 
(currently he is on the editorial board of IEEE Transactions on Image Processing). 
I know he will continue Zoltán Fülöp's efforts in increasing the scientific impact of 
the Journal. 
Our success, however, will always critically depend on continuous commitment 
from all of us: authors who contribute high-quality manuscripts, reviewers who 
respond timely with expert recommendations, editors who take sound decisions, 
and readers who use and refer others to our published papers. With the new 
editorial board, I invite all of you to help keep this Journal exciting and efficient, 
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On the closedness of nilpotent DR tree languages 
under Boolean operations* 
F. Gécsegí and Gy. Gyurica* 
To Professor László Leindler on his 70th birthday 
Abstract 
This note deals with the closedness of nilpotent deterministic root-to-
frontier tree languages with respect to the Boolean operations union, inter-
section and complementation. Necessary and sufficient conditions axe given 
under which the union of two deterministic tree languages is also determin-
istic. The paper ends with a characterization of the largest subclass of the 
class of nilpotent deterministic root-to-frontier tree languages closed under 
the formation of complements. 
1 Introduction 
In [3] we introduced nilpotent DR tree languages and characterized them by means 
of syntactic monoids. For string languages there is another well known characteri-
zation of nilpotency: a language L is nilpotent if and only if L or the complement 
of L is finite. Obviously, this implies that the complements of nilpotent languages 
are also nilpotent. This result is true for tree languages recognized by nilpotent 
frontier-to-root tree recognizers (see, [2]), but it does not hold for nilpotent DR 
tree languages. In this note we study the closedness of nilpotent DR tree languages 
under the Boolean operations: union, intersection and complementation. We intro-
duce the concepts of union and intersection direct products of DR tree recognizers, 
which turn out to be very useful in studying unions and intersections of determin-
istic tree languages. We give necessary and sufficient conditions under which the 
union of two deterministic tree languages is also deterministic. Moreover, we deter-
mine that subclass of the class of nilpotent DR tree languages which is closed under 
complementation. It will turn out that unary tree languages play an important role 
in these classes. 
Deterministic tree languages have been intensively studied by E. Jurvanen. In [5] 
she gives several counter examples, among others, for the closedness of deterministic 
tree languages under union. 
"This work has been supported by the Hungarian National Foundation for Scientific Research, 
Grant T 048786. 
t Department of Informatics, University of Szeged, Árpád tér 2, H-6720 Szeged, Hungary. 
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2 Notions and notations 
In this paper E is always a ranked alphabet, i.e. a finite nonempty set of operation 
symbols, and for each m > 1, we denote by E m the set of m-ary symbols in E. We 
assume that there are no nullary symbols in E, but instead a finite non-empty leaf 
alphabet X is used. The set T%(X) of E-terms over X is the least set such that 
(1) X С TE{X), and 
(2) a{pi,... ,pm) € Tz(X), whenever m > 1, a G E m and pi,... ,pm e TS(X). 
Such terms are regarded as trees in the usual way and we call them 12X-trees (or 
just trees). A EX-tree language is any subset of T^(X). 
A (finite) DR H-algebra consists of a non-empty (finite) set A and a E-indexed 
family of root-to-frontier operations 
ал : A — > Am (a £ E ) , 
where the arity m is that of o(e Em) . We write simply A = {A, E). A DR E X -
recognizer is a system A = (A, ao, a), where A = {A, E) is a finite DR E-algebra, 
ao £ A is the initial state, and a : X —* pA is the final state assignment. (pA 
denotes the power set of A.) 
We extend a to a mapping ад : T%(X) —> pA in the following way: 
(1) ход = xa for each x € X , 
(2) paA = {a e A \ aA(a) € p\ctA x ... x pmaA} for p = a(pi,... ,pm). 
The tree language recognized by A is defined as the set 
T(A) = {pe TE(X) | ao € paA}. 
A EX-tree language is DR-recognizable if it is recognized by some DR T.X-
recognizer. 
The path alphabet E associated with a ranked alphabet E is defined by 
t= J Em x {1 , . . . ,m}. m> 0 
Any element (a,i) of E is regarded as a letter of an ordinary alphabet, and for 
convenience we write it as 04. Words over E are used for representing paths leading 
from the root to a leaf in a EX-tree. In a letter 04 appearing in such a representa-
tion, the component a gives the label of a node while the i indicates the direction 
taken at that node. 
For any x S X, the set gx(p) of x-paths in a given EX-tree p is defined as follows: 
(1) gx(x) = {e}, where e is the empty word; 
(2) gx(y) = 0 for У e X , У ф Х-
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(3) gx(p) = CTitfx(pi) U. . .U <Jmgx(Pm) for p = a(pi,.. .,pm). 
The mappings gx are extended to EX-tree languages in the natural way, and for 
any T C T-z(X) and x G X, we write Tx - gx{T). These sets Tx C É* are called 
the path languages of T. A EX-tree language T is said to be closed if p € T for 
any E-X-tree p such that gx{p) C Tx for every x € X. As shown in [1] and in [7], a 
regular tree language is DR-recognizable iff it is closed. 
The following result is from [4]. 
Theorem 1. For any closed T,X-tree language the following conditions are equiv-
alent: 
(1) T G Dflecs(X); 
(2) there is a congruence on E* of finite index saturating all of the path languages 
Tx (x G X); 
(3) ¡it is of finite index. 
The quotient monoid PM(T) = £*//ix is called the syntactic path monoid of 
T(C Tz(X)). As usual, set E + = E*\{e}, and denote by the same ht the restriction 
of fir to E + . Then PS(T) = E+/A¿T is called the syntactic path semigroup of T. 
Immediately from Theorem 1 one gets 
Corollary 2. A closed tree language is DR-recognizable iff its syntactic path 
monoid is finite. 
Let A = (A, E) be a DR E-algebra, a £ A an element and p G T%(X) a tree. 
Define the word fr(ap) G A* in the following way: 
1) if p = x G X then fr(op) = a, 
2) if p = er(pi,... ,pi) then fr (op) = fr(aipi).. . fr(a¡p¡), where (ai , . . . ,a ¡ ) = 
a » . 
For a EX-tree p set mh(p) = min{|u| : u G {J(gx(p) • x G X ) } , where |u| denotes 
the length of u. In words, mh(p) is the length of the shortest path leading from the 
root of t to a leaf. 
A DR E-algebra A = (A, E) is nilpotent if there are an integer k > 0 and an 
element a G A such that for all a G A and p G T^{X) with mh(p) > k, fr(op) = a1 
for a natural number I. This a is the nilpotent element of A and k is called the 
degree of nilpotency of A. A DR EX-recognizer A = {A, ao, a) is nilpotent if A is 
nilpotent. Moreover, a EX-tree language T is nilpotent if it can be recognized by 
a nilpotent DR EX-recognizer. 
A semigroup S is nilpotent if it has a zero-element 0 and there is a non-negative 
integer k such that s i . . . Sk = 0 for all s i , . . . , Sk G S. The integer k is the degree 
of nilpotency of S. 
For notions and notations not defined here, see [3] and [4]. 
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3 Union 
Let A = (j4, E) and B = (B, E) be DR E-algebras. Their direct product A x B = 
(A x B, E) is given by 
aAxB((a,b)) = ((7r1(^(a))I7r1(aB(6)))I..., (nm(aA(a)Um(aB(b)))) 
(a £ Em , (a, b) £ A x B). Take two DR EX recognizers A = (.4, ao,a) and 
B = (B,bo,/3). Their union direct product is 
A x u B = ( i x B , (ao, bo), a x u /?), 
where (a x u ¡3){x) = (a(z) x B) U (A x (3{x)) (x £ X). 
Theorem 3. Let A and B be two normalized DR EX-recognizers. Then T{A) U 
T(B) is deterministic if and only if T(A) U T(B) = T(A x u B). 
Proof. Assume that T(A) UT(B) is deterministic. Observe that 
T(A) U T(B) C T(A x u B) 
holds for arbitrary DR EX-recognizer A and B. Take a p £ T(A x u B). Then, 
by the definition of the union product, using the assumption that A and B are 
normalized, we obtain that gx(p) Q gx(T(A) UT(B)) for each x £ X. Therefore, p 
is in the closure of T(A) U T(B). However, since T(A) U T(B) is deterministic, it 
is closed, i.e it coincides with its closure. Therefore, p £ T(A) U T(B). 
The converse statement is obvious, since A x u B is deterministic. • 
We show that in order to study whether the union of two given nilpotent DR 
EX-languages is nilpotent, it is enough to check if their union is deterministic. For 
this, we need 
Lemma 4. Let A = (̂ 4, ao,a) be a nilpotent DR EX-recognizer. There exists a 
normalized nilpotent DR EX-recognizer B = (B, bo, ¡3) with T(A) — T(B). 
Proof. Assume that A is nilpotent of degree k with the nilpotent element a. Nor-
malize A in the following way: if a(a) (a 6 E, a £ A) contains a 0-state and a 
is a 0-state then replace it by a(a) = (a,.. . ,a). (Observe that none of the states 
is a 0-state if a is not a 0-state.) Let us denote by A* = (^4*,ao,a) the resultant 
recognizer. Then A* is normalized, deterministic and T(A*) = T{A) (see, p. 115 
in [4]). It remains to show that A* is nilpotent. It is enough to deal with the 
case when a is a 0-state. Let a £ A be a state and p a tree with mh(p) > k. The 
computing of p in A and A* starting in a coincides up to the point when A arrives 
at a 0-state. At this node A* will be in state a and it remains there during the 
computing of the subtree belonging to this node. Therefore, A* is nilpotent also of 
degree k with the nilpotent element a. • 
Theorem 5. Let S, T C TE(X) be two nilpotent DR tree languages. Then SUT 
is nilpotent if and only if it is deterministic. 
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Proof. If 5 U T is nilpotent then it is deterministic by definition. 
Conversely, assume that S l l T is deterministic. Let S = T(A) and T — T(B) 
where A and B are normalized nilpotent DR recognizers such that the degree of 
nilpotency of A is k and that of B is I. By Lemma 4, such A and B exist. Moreover, 
by Theorem 3, S U T = T(A x u B). It can be checked in an obvious way that 
A x u B is nilpotent with degree of nilpotency max{fc, I}. • 
Next we give necessary and sufficient conditions under which the union of two 
deterministic tree languages is not deterministic. 
Theorem 6. Let S and T be DR EX-languages. Then S U T is not deterministic 
if and only if there are a tree p £ Ts(X), two variables x, y £ X and two different 
paths u £ gx{p) and v £ gy{p) such that u £ gx(S) and u £ gx(T), and v £ gy(T) 
and v £ gv(S). 
Proof. Assume that S U T is not deterministic. Let A and B be normalized DR 
HX-recognizers with S = T(A) and T = T(B). Since S U T is not deterministic, 
there is a tree p £ T S (X) such that p £ T(A x u B), p sjL T(A) and p <£ T(B). 
Therefore, for some x,y £ X, u £ gx(p) and v £ gy(p) we have u £ gx(S) \ gx(T), 
v € 9y(T) \ 9y(S) and u ^ v. 
Conversely, assume that the conclusions of the theorem hold. Denote by w the 
maximal initial segment of u and v. Then u and v are of form u = wcTiu' and 
v = wcrjv', and i ^ j. Since u £ gx(S), there is a q £ S with u £ gx{q)- Similarly, 
there is a q' £ T with v £ gv(q'). Let r be the tree which is obtained from q' by 
replacing its subtree at wa< by the subtree of q at wai. Obviously, r is not in SUT, 
however it is in the closure of S U T. Therefore, S U T is not deterministic. • 
Obviously, the trees p satisfying the conditions of the previous theorem are not 
unary. Therefore, from Theorem 6 we directly obtain 
Corollary 7. Let S and T be two DR T,X-languages. If S\T C T E l (X) or 
T \ 5 C T S l ( X ) , then Sl\T is deterministic. • 
This corollary, by Theorem 5, implies 
Corollary 8. Let S and T be two nilpotent DR -languages. If one of them 
differs from the other one only in unary trees then S U T is nilpotent. • 
Let p £ Tz(X) \ X be a tree. Then root(p) = a if p = cr(pi,... ,pm). For a tree 
language T C TE{X), set root(T) = {root(p)|p £T\ X}. 
The following result directly follows from Theorems 6 and 5. 
Corollary 9. Let S and T be nilpotent DR T,X-languages. If 
root(S) D (root(T) = 0, 
then SliT is nilpotent. • 
Later we shall use the following obvious result. 
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Lemma 10. Let S,T C TE(X) be nilpotent DR tree languages. Then for each 
x £ X, if both gx(S) and gx(T) are infinite then gx(S) \ gx(T) and gx(T) \ gx(S) 
are finite. • 
Corollary 11. Let S and T be nilpotent DR EX-languages such that S \ T % 
Tsj(X). If for an x £ X, gx{T) \ gx(S) is infinite, then SUT is not nilpotent. 
Proof. Take a p e S\T with p 0 T^, (X). Then there exist a variable y £ X and a 
path u £ gy(p) such that u £ gy(T). Assume that the degree of nilpotency of S is k 
and that of T is I. Then for the variable x satisfying the condition of the corollary, 
all the trees r £ 7E(X) of the form fr(r) = xl with mh(p) > I are in T. Let q be 
the tree which is obtained from p by replacing each leaf, except for the leaf at u, by 
a tree r for which mh(r) > max{fc, /} and fr(r) = xl under some t. By Lemma 10, 
gx(S) is finite, thus q obviously satisfies the conditions of Theorem 6. Therefore, 
SUT is not nilpotent. • 
From Corollary 11 we directly obtain 
Corollary 12. Let S and T be two nilpotent EX-languages. If S is finite, T is 
infinite and S\T % T^ (X), then S U T is not nilpotent. 
4 Intersection 
Let A = (A, ao,a) and B = (B, bo, (3) be DR EX-recognizers. Their intersection 
direct product is 
AxnB = (AxB,(a0,b0),axn (3), 
where (a x n ¡3){x) = a(x) x ¡3{x) (x £ X). 
Theorem 13. Let A and B be DR EX-recognizers. Then T(A) n T(B) = 
T{A x n B ) . 
Proof. Obvious. • 
It is also obvious that the intersection direct product of nilpotent DR tree 
recognizers is nilpotent. Thus, from Theorem 13, we obtain 
Theorem 14. The class of the nilpotent DR EX-languages is closed under inter-
section. 
5 Complementation 
Let T C TS(X) be a tree language. The complement TE(X)\T of T will be denoted 
by c(T). Moreover, for all tree languages T C T S (X) and variables x £ X, T(x) 
will stand for T n TSl ({n}), i.e. T(x) consists of all (unary) trees from T whose 
leaves are x. 
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Lemma 15. Assume that E* = 0 for all i > 1. Then a tree language T C T^{X) 
is nilpotent if and only ifT(x) or c(T)(x) is finite for each x G X. 
Proof. If T is nilpotent, then obviously, each T(x) (x G X) is nilpotent. Since in 
the unary case we can apply the well known characterization of nilpotent string 
languages, T(x) or c(T)(x) is finite. 
Conversely, assume that the conclusions of our lemma hold. Observe that in this 
special case the path language gx(S) of S and the path language gx(S{x)) of S(x) 
coincide for all x G X and S C T^(X). Moreover, again by a well known classical 
characterization of nilpotent string languages (see, [6]), the syntactic semigroups 
of nilpotent string languages are nilpotent. Therefore, the syntactic semigroup of 
gx(T) and that of gx(c(T)) are nilpotent. This, by the proof of Theorem 5 in [3], 
implies that both T and c(T) are nilpotent. • 
Prom the above theorem we directly obtain 
Corollary 16. If Hi = 0 for all i > 1, then a tree language T C Tz(X) is nilpotent 
if and only if its complement c(T) is nilpotent. • 
Lemma 17. Suppose that E contains at least one operational symbol with arity 
greater than 1, and let T C T-£1(X) be a tree language. Then T is nilpotent if and 
only if it is finite. Moreover, ifT is nilpotent then so is its complement c(T). 
Proof. Assume that T is infinite and nilpotent, and that it is recognized by the 
nilpotent DR EX-recognizer A = (A,ao,oc) with degree of nilpotency k. Let a 
be the nilpotent element of A. Since T is infinite, there exists a p(x) G T with 
h(P) > k. Therefore, a G a(x). Thus, all trees q G TE({X}) with mh(G) > k are 
also in T, which contradicts the assumption that T C T^ {X). 
Conversely, assume that T C T^1(X) is finite. Construct a DR EX-recognizer 
A = (A, ao, a) in the following way. Let k = max{h(p) | p G T}. Set 
A = {u G E* | M < k} U { * } . 
Moreover, for all m > 0, a G Em and u G E*, let 
aA{u) = (uai,... ,uam), 
if |u| < k, and 
aA(u) = crA(*) = (*,...,*), 
otherwise. Finally, let ao = e, and a(x) = gx(T) (x G X). It is obvious that 
A = (A,ao,a) is nilpotent and T = T(A). It is also clear that A' = (A, ao, a') 
with a'{x) = A \ a(x) (x G X) recognizes c(T). • 
Lemma 18. Suppose that E contains at least one operational symbol with arity 
greater than 1, and let T C T^(X) be an infinite nilpotent tree language. If c(T) % 
T^iX), then c(T) is not nilpotent. 
456 F. Gecseg and Gy. Gyurica 
Proof. Suppose that T can be recognized by a nilpotent DR EX-recognizer A = 
(Л, ао, a) with degree of nilpotency k. Let a be the nilpotent element of A. Since 
T is infinite, there is a z £ X such that a £ a(z). Assume that с(T) % l(X) is 
nilpotent and can be recognized by the nilpotent DR EX-recognizer В = (В, bo, /3) 
with the nilpotent element b. Suppose that the degree of nilpotency of В I. Take a 
tree p £ с(T) with p £ (X). Then for some (not necessarily different) variables 
x, у £ X , there are different paths и £ дх(p) and v £ gy{p) such that aou £ a{x) 
or aov $ ct(y). Assume that aou Q(X). Suppose that I > k. Replace in p the 
variable у a.t v with an arbitrary r £ Ts({z}) (z £ X ) of height greater than or 
equal to I, and denote the resultant tree by q. Obviously, q £ с(T). Then b € 0(z) 
for all г £ X. Thus, for every tree t £ T 2 (X) with mh(i) > I we have t £ с (Г). 
Moreover, by our assumptions, every tree t £ T^({z}) with mh(t) > I is also in T, 
which is a contradiction. The case к > I can be treated in a similar way. • 
Using Lemma 18, we give a simple example showing that there exists a nilpotent 
tree language whose complement is not nilpotent. 
Example 19. Let E = cr2 = M and X = {x,y}. Take the DR E-algebra 
A = (A, E) with A = {ao} and ал(ао) = (oo,ao)- Finally, let A = (Дао, a) be 
the EX-recognizer, where a(x) — {ao} and a(y) = 0. Obviously, A is nilpotent 
and T(A) = TE{{x}). Since T(A) is infinite and Ex = 0, by Lemma 18, c(T(A)) 
is not nilpotent. 
We now state a result characterizing those DR tree languages T for which both 
T and с(T) are nilpotent. The case E = Ei is settled by Lemma 15. 
Theorem 20. Suppose that E contains at least one operational symbol with arity 
greater than 1, and let T С Tz(X) be a tree language. Then T and c(T) are 
simultaneously nilpotent if and only if one of the following two statements is true: 
(i) T С T S l (X ) and T is finite. 
(ii) с (T) С TSl (X) and с (Г) is finite. 
Proof. If (i) holds, then, by Lemma 17, both T and с(T) are nilpotent. Case (ii) 
can be treated in the same way. 
Conversely, assume that T and c(T) are simultaneously nilpotent. If T is finite, 
then c(T) is infinite. Thus, by Lemma 18, T С T S l (X) . Therefore (i) holds. If 
T is infinite, then с(T) С (X) by Lemma 18. From this, using the assumption 
that с(T) is nilpotent, by Lemma 17, we obtain that с(T) is finite. Therefore, (ii) 
holds. • 
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Finitely Presentable Tree Series 
Symeon Bozapalidis* and Olympia Louskou-Bozapalidou^ 
Abstract 
Tree height is known to be a non-recognizable series. In this paper, we 
detect two remarkable classes where this series belongs: that of polynomially 
presentable tree series and that of almost linearly presentable tree series. 
Both the above classes have nice closure properties, and seem to consti-
tute the first levels of a tree series hierarchy which starts from the class of 
recognizable treeseries. 
1 Introduction 
It is well known that some tree functions of wide use in computer science fail to 
be recognizable, that is they can not be obtained as behaviors of tree automata 
weighted over a certain semiring. Berstel and Reutenauer proved that the tree 
series height: Tr —> N sending every tree t over the ranked alphabet T to its height 
is non-recognizable (cf. [BR]). Therefore it is quite natural to search for classes 
having good closure properties in which this tree series belongs. 
In this paper, we give two such classes: the class PP of polynomially presentable 
tree series and the class ALP of almost linearly presentable tree series. 
Both PP and ALP are closed under sum, scalar product, top-catenation, left 
derivative and semiring morphism. 
Given a finite ranked alphabet T and a semiring K we denote by K ((Tr)) the 
set of all tree series S : Tr —> K, equipped with the standard operations of sum, 
scalar product and top-catenation. 
We say that a tree series S \TY K is polynomially presentable whenever it 
belongs to a finitely generated invariant subalgebra of K ((Tr)). Also, S : Tr —> K 
is said to be linearly presentable whenever it belongs to a finitely generated invariant 
/i-subsemimodule of K ((Tr)). 
The reader is assumed to be familiar with semirings, semimodules etc (for de-
tails, see [SS], [KS]). 
'Department of Mathematics, Aristotle University of Thessaloniki, GR-54006, Thessaloniki, 
Greece. 
^Technical Institute of Western Macedonia, Kozani, Greece. 
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2 Basic Facts 
2.1 Trees 
In this subsection we briefly exhibit the tree substitution operations used through-
out this paper. 
Given a finite ranked alphabet T = (Ffc)fc>0 and a set of variables Xn = 
{ x i , . . . , x n } , we denote by 7V (X„) the smallest set verifying next two items: 
• r 0 U Xn C Tr (Xn) and 
• for / 6 r fc, k > 1, and tu ..., tk £ Tr (X n ) the word / ( i i , . . . ,tk) £ Tr (X n ) . 
For n — 0, Tp (Xn) is written as Tr- The elements of Tr (Xn) are called trees 
over r indexed by the variables x\,..., xn. 
The height of a tree t £ Tr, denoted by height (t) is inductively defined by 
• height (c) = 0, for all c £ To and 
• height (/ ( i i , . . . , tn)) = 1 + max {height (U) \ 1 < i < n} . 
Consider trees 
where we assume that the variable Xi occurs exactly Xi > 0 times in the tree t. We 
use the notation: 
• t [ti/xi,..., tn/xn] or simply t[t\,..., tn] for the result of substituting ti for 
every occurrence of x, in t. 
Consider now the subset Pr of Tr (x) consisting of all trees where the variable 
x occurs once. Pr becomes a monoid, with multiplication the substitution at x; 
precisely, if r, 7r £ Pr, rn is the tree obtained by substituting n for x in r. Actually, 
Pr is the free monoid generated by the trees of the following form: 
t£Tr(Xn),t1,.. . £ Tr (Xn), 1 <i<n 
. . . for the occurrences of Xj in t from left to right (1 < i < n). 
a 
a£Tp,p>l,tj£Tr,(j^i). 
11 ti—J x it+i tp 
Figure 1: 
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On other hand, Pr acts canonically on Tp : 
PrxTr -> Tr (r, i) h-> rt = T [t/x\. 
For r £ Pr, |r| denotes its length in the free monoid Pp. If r is as in.Figure 1 
then |t| = 1 while if r = t\ • T2, then |r| = |n| + |r2|. 
2.2 Formal Series on Trees 
Assume a ranked alphabet T and a set of variables Xn = { x i , . . . , x n } are given, as 
well as a semiring K. 
The functions S : Tr (Xn) —> K are called tree series. 
The value of S at t £ Tr(Xn) is denoted by (S, t) and is refered to as the 
coefficient of S at t. 
The set K ((Tr (Xn)}} of tree series on Tr (Xn) is converted into a K-
semimodule when addition and scalar multiplication are point wisely defined: 
(Si + S2,i) = (Si,i) + (S2,i) 
(AS, i) = A (S, t) 
for all t £ Tr (Xn), A 6 K and S i , S 2 , S e K ((Tr (Xn))). 
Moreover a partial infinite addition on K ((Tr (Xn))) can be defined as follows: 
we say that a family of tree series ( S i ) i 6 / is locally finite whenever for each t £ 
Tr (Xn) the set {i | (Si,t) ± 0} is finite. Then J2 Si exists and is given by 
ie/ 
(E Si, t) = £ (Si, t) for all t £ Tr (Xn). 
\i€l J i£l 
According to this discussion every S £ K ((Tr (Xn))) can be represented as an 
infinite sum 
S= £ (S,t)t. 
t€Tr(Xn) 
The support of a series S : Tr (Xn) —* K is the tree language 
supp(S) = {t£Tr(Xn)\(S,t)^0}. 
Series S £ K ((Tr (Xn))) whose support is finite are termed polynomials and 
their set is denoted by K (Tr (Xn)). 
Given a £ Tp and Si , . . . ,SP £ K ((Tr (Xn ) ) ) , the a-top catenation series 
a (Si, . . . , Sp) : Tr (Xn) -> K 
is defined as follows. For t £ Tr (Xn) 
(a (S i , . . . , Sp) ,i) = (Si, ti) • • • (Sp, tp) iit = a(ti,...,tp) and 0 else. 
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More generally, for every n > 0, t £ Tr (Xn) and S i , . . . , S „ G K ((Tr)) we 
define the series 
inductively by the clauses 
• a; i[5i,. . . ,5„] = Si, 1 <i<n 
• c [Si, . . . ,S„] = c, c £ T0 
• CT(ii,...,ip)[Si,...,S„] = a (<i [Si,.. •, S „ ] , . . . , ip [Si , . . . , S„]), for a £ 
rp,tj G T r ( X n ) . 
Proposition 1. For every n > 1,t G Tr (Xn) ,Si,...,Sn£K {(Tr)) and s G Tr, 
(t [Si,.. .,Sn],s) = (Si, i<1}) • • • (SL t j j ) • • • (Sn , t<n)) • • • (Sn , t j j ) 
¿/ there are ..., t^j G Tr, 1 < i < n such that 
and (t [S i . . . , S„], s) = 0, otherewise. 
By linear extension, we can define p [Si , . . . , Sn] for any polynomial p G 
K(Tr(Xn)) 
p[S1,...,Sn}= Y, (p,t)t[Si,...,Sn]. 
terr(xn) 
The last operation we need is derivation. The derivative of S G K ((Tr)) at 
T G Pr is a tree series 
t€Tr 
The derivation has the following properties: 
1. T _ 1 (7R-1S) = (7TT)-1 S, for all r, 7R G Pr, S £ K ((Tr)), 
2. r - 1 ( a ( S i , . . . , S p ) ) = n (Sj>tj) 1T~iSi, if T = a ( t i , . . . , t i _ 1 ) 7 r ) t < + i , . . . , i p ) > 
for every r G Pr and S i , . . . , Sp G K ((Tr)), 
3. for every T £ Pr, index set I and family (Si,i £ I) over K ((Tr)), if Si 
iei 
exists, then ^ r _ 1 Si also exists and r _ 1 I ^ Si) = £ T - 1Si. 
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2.3 Recognizable Tree series 
Recall that a X-r-tree automaton is a triple M = (Q, /1, T) consisting of a finite set 
Q of states, a final state function T : Q —> K and a T-indexed family of functions 
describing the moves of M . 
The function : Qn —> KQ is multilinearly extended into a function fi, : (*«)" - & 
by the formula 
p,f(x i,...,x„)= xi (̂ i)" ••xn(qn)v-f (qi, •••,qn) • 
Then the behaviour of M is the series \M\ : Tr —> K defined by 
(|-M|,t) = 5 > * (t) (q) • T (q) 
96 Q 
where hm Tr —» K Q is inductively given by the clause 
fJ'M (f(ti,...,tn)) = p./ (hm (h),...,HM (tn)), / € Tn,n > 0,ii,.. .,tn e Tr. 
A tree series 5 : Tr —̂• K is called recognizable whenever it is the behaviour of 
a Jf-r-tree automaton. REC (K,.T) stands for the so obtained class. 
The tree series S : Tr —> N sending every tree t € Tr to its size (i.e. the number 
of symbols of T occurring in f), is recognizable. On the contrary, the tree series 
height: Tr —> N fails to be recognizable (cf. [BR]). 
3 Subalgebras of K (<Tr>) 
A subset AQK ((Tr)) closed under sum, scalar product and a-top catenation (for 
all a £ Tp,p > 1) is termed a subalgebra of K ((Tr)). 
Proposition 2. A C K ((Tr)) is a subalgebra iff for each polynomial p € 
K (Tr (Xn)) and a sequence of series Si,... ,Sn € A,p [Si,..., Sn] G A. 
The intersection of any family of subalgebras of K ((Tr)) is again a subalgebra 
and thus we can speak of the subalgebra generated by a subset S C K ((Tr)). It is 
denoted by (S)K V. 
Proposition 3. For every S C K ((Tr)), we have 
(S)K,r = {p\Si, • • • ,Sn) | P 6 K (Tr (Xn)) ,Si, . . . ,S„ S S,n > 0} . 
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Proof. Let 
U = {p[Si,..., S„] I V € K (Tr (Xn)), S i , . . . , S„ G S,n > 0} . 
Certainly S C U. Next we show that U is a subalgebra of K {(Tr)), i.e., that for 
every n>0,peK (Tr (Xn)) and Pi G K (Tr (Xki)), s f \ . . . , S ^ G S 1 < i < n it 
holds 
• • > akn p[pi [s™ ...,s£>] [s<B\ 
We introduce the polynomial pi, 1 < i < n by setting 
Pi - Pi, 
P2 = P2 [Xki + l/Xi,. • . ,Xkl+k2/Xk; 
G U. 




P[P i P„ S-; 
p[pi , • • • ,Pn] s[l)/xit..., s^/xkl,s[2)/xkl+u..., 
•SfcjVzfci+fc*. • • •. 5,in)/®fci+-+fc„_i+i. • • •. 5 t " ) / ï i i f - + t „ ] • 
Since p [pi,. . . ,pn] G K {(Tr (Xkl+...+k7l))) the result comes by aplying Propo-
sition 2. 
Now, let U be a subalgebraof K ((Tr)) including S. Then for any p [S^ . . . , Sn] G 
U with p G K (Tr (Xn)) and S i , . . . , S„ G S, we have p [Si , . . . , S„] G U and thus 
U is the smallest subalgebra of K {(Tr)) including S, i.e. U = (S)K r . • 
A subalgebra AC K ((Tr)) is said to be invariant if it is closed under derivation, 
i.e. 
S G A and T G Pr implies r _ 1 S G A. 
Proposition 4. The subalgebra (S) generated by S Ç K (Tr) is invariant iff it 
contains the derivatives of all its generators 
Proof. One direction is obvious. 
To establish the opposite direction we first show that if a G and Si,... ,Sk G 
S then 
T~1a(S\,..., Sfc) G (S), for all r G Pr-
Indeed, if r = cr(t\,..., £*—i, 7r, t*+i, • • • ,tk) then for all t eTr 
(T-ïa(Su...,Sk),t) = (a(Sl,...,Sk),Tt) 
= Y [ { S j , t j ) { S i t i r t ) 
= a(n~1Si, t), 
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where a = Tl(Sj,tj). In other words 
T-1a{S1,...,Sk) = air-1Sie(S), a€K 
since, by hypothesis, (S) contains all the derivatives of its generators. 
In all other instances of r, it holds 
r - V ( 5 i , . . . , 5 f c ) = oe (S ) . . 
By induction on the complexity of t £ Tr(Xn) we show that r _ 1 i [5 i , . . . , Sn] € (S). 
For t e To U Xn we have nothing to prove. Let t = a(ti,..., tk); then 
T-1t[Si,...,Sn]=T-1*(t1,...,tk)lS1,...,Sn] 
= T^aihiSu . . . , Sn ] , . . . ,tk[Si, ...,Sn}) € (S) 
Furthermore, for any polynomial p € K (Tr(Xn)) we have 
T-VISI, ..., Sn] = EteTr{Xn)(p, ty-HlSu ..., Sn] € (S) 
where the above sum is finite. • 
4 Finitely Presentable Tree series 
A series S S K ((Ir)) is said to be linearly presentable if there exist series 
Si, • • •, Sn G K ((Tp)} with the following two properties 
1. There are Ai , . . . , A„ S K such that S is expressed as a linear combination of 
them 
S = AiSi + • • • + AnSn, Aj € K 
and 
2. for each index i (1 < i < k) and each r € Pr, there are ...,ßik 6 K such 
that for each index i (1 < i < n) and each r G Pr 
n 
T_15i = VijSj, ßij € K, 1 < i < n. 
j=l 
We denote by LP (K, T) the class of linearly presentable tree series. 
Proposition 5. REC (I\ K) C LP (I\ K). 
Proof. Consider a fsf-r-tree automaton M — (Q, ß, T), its associated system 
xi = ßf{Qu---,Qk){q)f(xqi,...,xgk) ( E M ) 
fc>o,/€rfc 11 Ik 
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and for all q € Q, the if-r-tree automaton Mq = (Q, n, q) with q : Q —> K defined 
by q(p) = 1, if p = q and q(p) = 0, else. 
It is known [Bo2] that the tuple (|M9|)9€q is the unique solution of (EM) 
\Mq\ = £ M(lu---,qk)(q)f(\Mqi\,..., \Mqk\). (*) 
/6rt,fc>0 «1 9fc6(J 
By construction we have 
\M\ = J2T(q)\Mg\ 
9€Q 
that is lA Î is linear combination of the series \Mq\, q e Q. The proof will be 
completed if for each tree r € Pr of the form r = g (t\,..., ij_i, x, ti+i,..., tk), g € 
Tk,t 6 Tr and for each state q € Q show that r _ 1 \M.q\ can also be written as 
linear combination of \Mq\ ,q € Q. 
Derivating (*) at r we get 
(t-Mm,!,*) = I\MQ\,T8) 
/ 6 rt,fc>0 91 9fc£<5 
£ AIFF (91, • (9) (5 1, •••,1-M,J), rs ) 
Ik 
= £ a**« 1.*) • 
In other words 
r-1\Mq\=YJK,r \Mqt\ 
«¡60 
as wanted. • 
A tree series S £ K ((Tr)) is said to be polynomially presentable if there is a 
finite subset S C K ((Tr)) satisfying the following two conditions: 
1. there is a polynomial p € K (Tr (Xn)) and there are S i , . . . , Sn € S such that 
S = p[Si , . . . ,S„] and 
2. for every r e Pr and S & S, there is a polynomial pT<s € K (Tr (Xn)) and 
Si S „ € S such that r _ 1 (S) = pT,s [Si, . . . , S„]. 
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Let us denote the class of polynomially presentable tree series by PP (K, T). 
It should be clear that linearly presentable tree series are also polynomially pre-
sentable, hence LP (I\ K) C PP (r, K). 
Moreover, by Proposition 2 and the definition of an invariant subalgebra, S 
is polynomially presentable if and only if it is an element of an invariant, finitely 
generated subalgebra of K ((Tr)). 
Closure properties of polynomially presentable tree series are examined below. 
Proposition 6. The family PP (K, T) of polynomially presentable series of 
K ((Tr)) is an invariant subalgebra of K ((Tr)). Moreover if (j> : K —> A 
is a semiring morphism and S £ PP (K, T) , then S o (j> £ PP (r, A), where 
(S o (j,, t) = <j> (S (t)), for all t € Tr. 
Proof. According to Proposition 4, if A and A! are invariant subalgebras of K ((Tr)) 
generated by the lists Ti , . . . ,Tk and T{,... ,T'X respectively, then the subalgebra 
generated by the joint list T\,..., Tk, T[,... T'x is automatically invariant. In other 
words we may assume that any finite set of finitely presentable series is included 
into the same invariant finitely generated subalgebra. 
Thus, if Si,...,Sn € PP(K,T) and p £ K (Tr>, then there exist series 
T\,...,Tk so that 
Si=pi[T1,...,Tk], Pi G K(Tr(Xk)),i = l,...,n 
and for all r £ Pr 
T ' % = PjtT Pi , . . •, Tfc], pj,T € K (Tr (Xk)) , j = 1 , . . . , k. 
We have 
p[5i , . . . ,Sn] =p[pi [Ti,... ,T f c],... ,pn [Ti,... ,Tk}} - p[pi, . . . ,pn] [Ti,. -.,T fc]. 
Since p [pi,. . . , pn] is polynomial, we get 
p[Su...,sn]€PP(K,r). 
Therefore, by virtue of Proposition 2, PP (K , T) is a subalgebra of K ((Tr)). 
Next we establish the following identities 
T - 1 (<j>o S) = <f>o ( r - 1 5 ) , <j) o (p[Si,..., 5„]) = (<p op)[(j> o Si,... ,(j>o ¿"„J 
holding for all r € Pr, S, Si,..., Sn £ K ((Tr)) ,p £ K (Tr (Xn)) and any semiring 
morphism <j): K —* A. 
Indeed for all s £ Tr we have 
(T-1 (<t>oS),s)=(<t>o s, rs) = 4> (S, rs) = <j> (t~1S, s) = (cj> o (T - 1S) , s) 
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and 
(0 ° (P [Si, • • •, S„]), s) = <j>(p [Si,.. •, Sn], s) 
= <t>(p,t) ( s i , • • • (si,,£>) • • • (si,s(xn)) • • • (si,,<»>) 
= (<fi O p, t) (<j> O Si, s[1]) • • • O Si, ••• (4 oSu s(,n)) • • • (<£ ° Si, s ^ ) 
= {{<j>op)\<j>oSu...,<f>oSn},s) 
where 
s = i ^Sj , . . . ,sfei J ,..., ^ ,...,skn J . 
Now assume that S € K ((Tr)) is polynomially presentable, i.e. there exists a 
finite list S i , . . . , Sn e K ((Tr)) so that 
S = p [SMI, • • •, SiJJt ] and T ^ Si = T{ Sj1,..., SJA( j 
for some polynomials p £ K(Tr(Xk)), € K (Tr (X\i)) and . . . , /Xfc, 
Ji, • • • e {1,2,. . . ,n } ,1 < i < n. Then <£oS = (<£op) [<t> o SM l , . . . o SMJ and 
r _ 1 (<£ o Si) — (4>on) (j) o Sj, J..., <j> o SjA. and so ^ o S is again a polynomially 
presentable series. • 
By Proposition 4 and the remark made after the definition of polynomially 
presentable tree series, we have REC (K, T) C LP (K, T) C PP (K , T). Next we 
show that PP (K, T) - REC (K, T) + 0. 
Proposition 7. The series height: Tr —» N is polynomially presentable. 
Proof. Let A be the subalgebra of N ((Tr)) generated by the set {1, height} , where 
1 is the tree series over K and P whose all coefficients are equal to 1. Certainly, 
height G A. Let us show that A is invariant. Since, for every r 6 P r , r _ 1 (1) = 1, 
it is sufficient to show that, for every r € Pr, there is a polynomial p € N (Tr (X2)) 
such that T - 1 (height) = p [1, height]. 
We distinct the cases: 
Case 1 height (r) > |r|. Then 
71 
T"1 height = £ (height (r) - |r| - height (tk)) ifc + |r| • 1 + height 
k=1 
where ..., tn are all the trees verifying 
height (tk) < height (r) — |r|. 
Case 2 height (r) < |r|. Then it holds 
T_ 1 height = |R| • 1 + height. 
Hence, in any case r~l height £ A, as claimed. • 
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Corollary 8. PP (N, T) - REC (N, T) + 0. 
Proof. We only have to combine the previous result together with the fact that 
height is a non-recognizable tree series. • 
In [Bol], linearly presentable series are obtained as matrix representations and 
as behaviours of the so called tree modules. On the other hand, when K is a field, 
recognizable and linearly presentable series coincide (cf. [BA]). 
It is an open question whether LP (K, T) - REC (K, T) ^ 0 or PP (K, T) -
LP (K , r ) / 0 for semirings which are not fields. 
5 Almost Presentable Tree series 
We define the tree series S,S' : Tr K to be almost equal and write S = S' 
whenever (S, t) — (S',t) for all but a finite number of i's. 
The above equivalence relation is compatible with sum, scalar product and 
derivation, i.e. 
Si = SJ (¿ = 1,2), S = S', \£K,r£Pr 
imply 
Si + S2 = Si + S ,̂ AS = AS', = S'. 
Call a series S £ K ((Tp)) almost linearly presentable whenever there is a finite 
list of series Si , . . . , Sn £ K ((Tp)) such that S = AiSi + • • • + AnSn for some 
Ai, . . . , An £ K and for all T £ Pr and i = 1 , . . . , n we have T - 1Si = MiSi + • • • + 
HNSN for some . . . , FIN £ K. 
The tree series height is almost linearly presentable since for all r £ Pp it holds 
r~1height = |T| • 1 + height. 
Hence the class ALP (K, T) of almost linearly presentable series properly con-
tains that of almost recognizable tree series. 
Moreover ALP (K,T) is an invariant subalgebra of K ((Tp)). 
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On the Complete Axiomatization for Prefix 
Iteration modulo Observation Congruence* 
Taolue Chenj Tingting Hanf and Jián Lu*. 
Abstract 
Prefix iteration is a variation on the original binary version of the Kleene 
star operation P'Q, obtained by restricting the first argument to be am atomic 
action. Aceto and Ingólfsdóttir provided an axiom system for observation 
congruence over basic CCS with prefix iteration. However hitherto the only 
direct completeness proof given for such a system is very long and technical. 
In this paper , 'we provide a new proof for the completeness of the axiom 
system in [3], which is a considerable simplification comparing to the original 
proof. Thus the open problem to find a direct completeness proof is closed. 
. K e y Words : Process Algebra, Prefix Iteration, Observation Congruence, 
Axiomatization, Completeness. 
1 Introduction 
Kleene [13] defined a binary operator -*- in the context of finite automata, called 
Kleene star or iteration. Intuitively, the expression p*q yields a solution for the 
recursive equation X = p.X + q. In other words, p*q can choose to execute either 
p, after which it evolves into p*q again, or q, after which it terminates. An advantage 
of the Kleene star is that on the one hand it can express recursion,; but that on the 
other hand one can capture this operator in equational laws. Hence, one does not 
need meta-principles, such as Milner's Unique. Fixpoint Induction Principle [15]. 
Kleene formulated several equations for this operator, e.g. x*y = x(x*y) + y. 
The research literature on process theory has witnessed a resurgence of the in-
terest in the study of Kleene star-like operations (cf. e.g. the papers [1, 2, 3, 6, 8]). 
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Some researchers have studied the possibility of giving finite equational axiomati-
zation of the bisimulation-like equivalence [14, 17] over simple process algebras that 
include variations on Kleene's star operation. 
First of all, Sewell [18] shows that there does not exist a complete finite equa-
tional axiomatization for BPAj [5] with the Kleene star modulo strong bisimulation. 
In the light of this result, one way to obtain an equational axiomatization is to re-
strict the range of the terms that might occur at the left-hand side of the binary 
Kleene. The paper [6] might be the starting point of the work following this line. 
In that reference, Fokkink proposes a finite, complete equational axiomatization of 
strong bisimulation equivalence for BCCSP*(.A), that is, the language obtained by 
extending the fragment of Milner's CCS [14] containing the basic operations needed 
to express finite synchronization trees with prefix iteration a*x, where a ranges over 
the atomic actions. Aceto and Groote [1] generalize this result to string iteration 
w*x, where w ranges over strings of atomic actions whose length is smaller than 
some positive natural number N. Aceto and Ingolfsdottir study prefix iteration 
in the presence of the silent step T, in Milner's observation congruence. They ex-
tend the axiomatization from [6] with two standard equations for the silent step, 
and with three new equations which describe the interplay between the silent step 
and prefix iteration. Moreover, the completeness of their equational axiomatiza-
tion w.r.t. observation congruence is shown. By term rewriting techniques, in [7] 
Fokkink presents a considerably shorter completeness proof for prefix iteration to-
gether with the silent step in rooted branching bisimulation equivalence from van 
Glabbeek and Weijland [12] in the setting of BPA [5] with the deadlock 5 and 
empty process e. In an unpublished paper, van Glabbeek shows that the complete-
ness result in observation congruence from [3] follows from the completeness result 
in rooted branching bisimulation. The combination of the results of Fokkink and 
van Glabbeek leads to a considerably shorter completeness proof for prefix iteration 
in observation congruence than the one presented in [3]. As a conclusion, Aceto, 
Fokkink, van Glabbeek and Ingolfsdottir have merged their three papers into one 
paper [2], which deals at once with weak, branching, delay, and 77-bisimulation. 
Among other things, this paper presents a self-contained completeness proof for 
prefix iteration modulo rooted branching bisimulation. 
However, to our knowledge, all the efforts to give a direct proof of the complete-
ness theorem for prefix iteration in Milner's observation congruence [14] which is 
simpler than the one presented in [3] have failed. Let us quote what the researchers 
who are active in this area said: 
• In [7], Fokkink wrote: "... This paper results from an attempt to try and 
shorten the long and technical completeness proof in [3]. Although this at-
tempt was unsuccessful for observation congruence, it did yield a a consider-
ably shorter completeness proof for prefix iteration together with the silent 
step in rooted branching bisimulation equivalence from van Glabbeek and 
Weijland [12]...". 
• In [2], Aceto, Fokkink, van Glabbeek and Ingolfsdottir wrote: "... All the 
authors' attempts to obtain a direct proof of the completeness theorem for 
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weak congruence which is simpler than the one presented in [3] have been to no 
avail...". Note that here "weak congruence" refers to observation congruence 
in this paper. 
This paper aims at giving a contribution to the study of complete equational 
axiomatization for Kleene star-like operations (concretely speaking, prefix iteration) 
from the point of view of process theory. We are motivated to shorten the long and 
technical completeness proof in [3], that is, to close the open problem in the sense 
of obtaining a direct proof of the completeness theorem for observation congruence 
which is simpler than Aceto and Ingolfsdottir's. Following [3], we work on the 
language BCCSp*(Ar). The axiom system for observation congruence has appeared 
in that reference, therefore our contribution lies in a much simpler and shorter proof. 
The main techniques used in this paper are standard. The source of simplicity, 
in our opinion, results from the extensive application of the so-called Absorption 
Lemma and the avoidance of well-known Hennessy Lemma [14]. Below we will 
examine this in more detail. It is worth pointing out that the following observation 
is not completely new, since it has been made by Fu and Yang in [10] for a language 
of mobile processes, 7r-calculus [16]. In particular, the promotion lemma is inspired 
by [10]. 
In the standard proof of the completeness theorem for observation congruence 
on finite CCS processes [14], one verifies first that every normal form process is 
provably equivalent to a saturated normal form process using the three r-laws. 
Recall that a process P is saturated if, for each action a, one has that P P' 
whenever P =§> P'. It follows that P is in saturated normal form if and only if 
whenever P =i> P' then a.P' is a summand of P. Now if P and Q are weakly 
congruent saturated normal form processes and P P' then Q => Q' for some Q' 
such that Q' « P', where « denotes weak bisimulation equivalence. By saturation, 
Q Q' and therefore a.Q' is a summand of Q. If, and this is a nontrivial if, we 
can deduce by the induction hypothesis that a.P' is provably equal to a.Q', which 
is much weaker than saying that P' is provably equal to Q', then we can conclude 
that every summand of P is provably equal to a summand of Q, and vice versa. 
This gives us the required completeness. 
If one is only interested in a completeness proof, then the notion of saturated 
process is not needed. What is really necessary is the following saturation property, 
which is expressed by the Absorption Lemma in this paper. 
If P P' and P is in normal form, then P and P + a.P' are provably equal. 
From the point of view of obtaining complete axiomatizations, the role of the satu-
ration property is to relate operational semantics to equational rewriting. A careful 
examination of the role of the Hennessy Lemma in the completeness proof for CCS 
shows that what it really comes down to is the following property: 
If P ss Q then either T.P — Q, or P = Q, or P = T.Q is provable. 
So the Hennessy Lemma helps to transfer a semantic statement to a proof theo-
retical one. As a matter of fact, as far as completeness is concerned, the following 
474 Taolue Chen, Tingting Han, and Jian Lu 
weaker property is all one needs: 
If P « Q then T.P = T.Q is provable. 
In this paper, following [10], we call this the promotion property, expressed by 
the Promotion Lemma (Lemma 9), which relates behavioral semantics to equational 
rewriting. It promotes a pair of semantically equivalent processes to a pair of proof 
theoretically equal processes. Just by the Absorption Lemma and the Promotion 
Lemma, we circumvent the Hennessy Lemma to obtain the completeness. It is fair 
to say that actually in [2], Aceto et al. provided a similar property as promotion 
lemma (see [2], Proposition 4.3). However, there they focused on rooted branching 
bisimulation, and the motivation and details are quite different from ours. 
Note that, as in [3] and unlike [2], we only focus on completeness rather than 
w-completeness (i.e. completeness for equality of open terms over the signature of 
BCCSP* (AT)). This is not a very serious shortcoming because of two reasons: (1) As 
in [3], using a technique due to Groote [11], it is not difficult to show u-completeness. 
(2) We can provide the proof of w-completeness by a minor modification on our 
proof, just as in [2]. We avoid doing this just because we intend to help the readers 
evade some unnecessary details and pay their full attention to the essence of our 
arguments. 
The rest of the paper is organized as follows: Some preliminaries are reviewed 
in the following section. In Section 3, the simplified proof for completeness is 
presented. The paper is concluded with Section 4, where also related work is 
discussed. 
2 Preliminaries 
We assume a non-empty, countable set A of observable actions not containing the 
distinguished symbol r. Following Milner, the symbol r will be used to denote an 
def 
internal, unobservable action of a system. We define AT = A U {r} , and use a,b 
to range over A and a,/? to range over AT. Note that we follow this convention 
strictly, so a t£ r for any a £ A. We also assume a countably infinite set of process 
variables V, ranged over by x,y, z, that is disjoint from AT. 
The language of basic CCS with prefix iteration, denoted by BCCSP*(AT), is 
given by the following BNF grammar: 
P ::=x\0\a.P\P + P\ a*P 
where x £ V and a £ AT. The set of closed terms, i.e. terms that do not 
contain occurrences of process variables, generated by the above grammar, will 
be denoted by T(BCCSP*(AT)), while the set of open terms will be denoted by 
T(BCCSP*(>1T)). We shall use P, Q (possibly subscripted and/or superscripted) to 
range over T(BCCSP*(,4T)). 
The operational semantics for the language BCCSP*(AT) is given by the labelled 
transition system (T(BCCSP*(.4T)), a £ AT}), where each transition relation 
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P^P' Q^Q' 
OL.P^P P + Q-^P' P + Q^Q' 
P^P' 
OL*P 0L*P ß*P ^ P' 
Figure 1: Operational Semantics. 
is the least binary relation that satisfies the rules in Fig. 1. Following Milner 
[14], the derived transition relation => is defined as the reflexive, transitive closure 
Now, we introduce some behavioral equivalences studied in this paper. 
Definition 1. (Weak Bisimulation) A binary relation TZ over T(BCCSP*(AT)) is 
a weak bisimulation if it is symmetric and whenever P1ZQ and P —> P', then there 
Two process terms P, Q are observation equivalent, denoted by P ~ Q, if there 
exists a bisimulation TZ s.t. P1ZQ. 
As is well-known [14], « is an equivalence relation. However, it is not a congru-
ence w.r.t. the alternative composition operation and the prefix iteration operation. 
Definition 2. (Observation Congruence) For all process terms P,Q £ 
T(BCCSP*(AT)), P ~ Q iff for any a e AT, 
• If P P', then there exists some Q' s.t. Q Q' and P' «Q'. 
• If Q Q', then there exists some P' s.t. P P' and P' zzQ'. 
Definition 3. For all P,Q € T(BCCS"* (AT)), P ~ Q iff Pa ~ Qa if for every 
substitution a : V BCCSp*(Ar). 
Lemma 4. The relation ~ is the largest congruence contained in 
Proof, cf. [2], Proposition 2.8. • 
Lemma 5. Let a,b e A. If a*P « b*Q, then a = b. 
Proof, cf. [2], Lemma 2.11. • 
of and =§> are defined in the standard way as follows: 
a def a 
exists some Q' s.t. Q Q' and P'TZQ'. 
476 Taolue Chen, Tingting Han, and Jian Lu 
Al x + y = V + x 
A2 {x + y) + z = x + (y + z ) 
A3 X + X X 
A4 x - n = X 
PAl a.(a*x) + x = a*x 
PB1 a*(a*x) - a*x 
Figure 2: The Axiom System T. 
T1 a.T.x = a.x 
T2 T.X = T.X + X 
PT1 T*X = T.X 
PT2 T.(a*x) = a*(r.(a*x)) 
AT3 a.(x +.T.y) = a.(x + T.y) + a.y 
PT3 a*(x + T.y) = a* (x + T.y + a.y) 
Figure 3: r Laws for Observation Congruence. 
3 Completeness of the Axiomatization 
The main aim of this paper is to give a proof for completeness of the equational 
axiom system in [2, 3] for observation congruence. We first present the axiom 
system. The axiom system T is the one that is shown in [6] to characterize strong 
bisimulation over T(BCCSP*(^4)), which is given in Fig. 2. In addition, [3] extends 
it with two of Milner's standard r-laws and three auxiliary equations that describe 
the interplay between the silent nature of r and prefix iteration, which is reported 
in Fig. 3. We let £ denote the system T together with these laws. 
For an axiom system T, we write T b P = Q iff the equation P = Q is provable 
from the axiom system T using the rules of equational logic. Often for convenience, 
we omit T and abbreviate it as b P = Q. We write P = Q as a short-hand for 
Al, A2, X b P — Q. We use P =AC Q to denote that P and Q are equal modulo 
associativity and commutativity of +, i.e. Al, A2 b P = Q. 
For I = {i\,...,in} a finite index set, we write Pi for P^ H + Pin. By 
convention, if I = 0, then J2iei stands for 0. 
Soundness of the system is shown in [3]. The remainder of the section is devoted 
to an alternative proof of completeness w.r.t. [3]. As usual, we first identify a 
subset of process terms of a special form, which will be convenient in the proof of 
the completeness result for observation congruence. Following a long-established 
tradition of the literature on process theory, we shall refer to these terms as normal 
forms. The set of normal forms we are after is the smallest subset of process terms 
including process terms having one of the following two forms: 
iei iei 
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where the term Pi are themselves normal forms, and / , J are finite index sets. 
(Recall that the empty sum represents 0). 
Lemma 6. Each term can be proven equal to a normal form using equations A4, 
PA1, PB1. 
Proof, cf. [2], Lemma 4.1. • 
Note 7. PT1 is a powerful equation and is introduced in [4] under the name of 
"Fair Iteration Rule", it is an equational formulation of Koomen's Fair Abstraction 
Rule [5]. By using PT1, T*-like terms can be excluded from normal forms. 
In the proof of the completeness result to come, we shall make use of a weight 
function ui : T(BCCSP*(AT)) —> N . This is defined by structured induction on 
terms as follows: 
•w(O) = 0 w(a.P) = w(P) +1 
w(P + Q) = W(P) + w{Q) +1 w(a*P) = iv(P)+1 
Lemma 8. (Absorption Lemma) For any P,Q G T(BCCSp*(Ar)), if P ^ P', 
then h P = P + a.P'. 
Proof. Standard result. See [14]. • 
Lemma 9. (Promotion Lemma) For all P,Q G T(BCCSP*(;4T)), if P « Q, then 
H T.P = T.Q. 
Proof. By Lemma 6, it is sufficient to prove the statement of the lemma for weakly 
bisimilar normal forms P and Q. So let us assume that P and Q are weakly 
bisimilar normal forms and we show that T.P = T.Q by induction on the sum of the 
weights of P and Q. Recall that normal forms can take the following two forms: 
^ « ¿ . P i or a*(y^ Cij.Pi) 
i£l i€l 
where the Pi are themselves normal forms. So, in particular, P and Q have one of 
these forms. By symmetry, it is sufficient to deal with the following three cases: 
1- P = Eiei <*i-pi and Q = PyQr 
2. P = a*(ZieIai.Pi) and Q = b'(Pj-Qj)-
3• P = Eig/Oi.Pi and Q = a*(J2j€j Pj-Qj). 
We treat these three cases separately. 
1. CASE: P = ^2i€iCti.Pi and Q = J2jej Pj-Qj- Consider a summand aj.Pj 
of P. It gives rise to a transition P ^ Pi, and hence since P « Q , we can 
distinguish two subcases in the proof: 
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• a* ^ T. Then we have Q ^ Q' and PI « Q'. Since both PI and Q' are 
in normal form and w(Pi) + w(Q') < w(P) + w(Q), by the induction 
hypothesis, b T.PI = T.Q'. It follows that 
Q + cti.Q' (Lemma 8) 
Q + Oi.r.Q' 
Q + ai.T.Pi 
Q + cti.Pi 
Thus we can obtain that I~ Q = Q + oii.Pi. 
• CCI = T. Then either Q =S> Q' or Q = Q'. In both cases, PI « Q'. By the 
induction hypothesis, b T.PI = T.Q'. For the first case, it can be easily 
shown that 1- Q — Q + T.PI. In the second case one has I- T.PI = T.Q. 
In summary, for i £ I, we have either T.Q = AI.PI or Q = Q + AI.PI. It follows 
that b Q + P = Q + £ { i|a i^T ] AI.PI + £ { i | „ i = T } ^.P* = Q + ZkeK^Q 
for some index set K = {k \ AK = r and PI FA Q and k € / } . Consequently 
T2 A3 
we have b r.(P + Q) = T.(Q + J2K€K T-Q) = T Q- Symmetrically 
b r.(P + <5) = T.P. Therefore b r.P = T.Q. 
2. CASE: P = a* (£ i e / a i .P i ) and Q = b*(£jeJ fy.Qj). First of all, note that 
by Lemma 5, it must be the case that a = b. For convenience, we write 
Pi = Eiei ai-pi and Qi = E j e j M r Then P = a*Pi and Q = a'Qi. For 
each transition P ^ PI, since P « Q, we can distinguish three cases in the 
proof: 
• Pi PI and ai ^ a,T. Then it must be that Qi => Q' and PL ss Q'. 
By the induction hypothesis, b T.P1 = T.Q'. Following the same lines 
as in CASE (1), we have b Qi = Qi + ai.Pi. Thus we can obtain that 
b QI = QI + ¿{I|QI5,R,A} QI-PI-
• Pi A Pj. Then there are three subcases: 
(i) Qi Q' and Pi « Q'. Then by the induction hypothesis, b T.Pi = 
T.Q'. It follows that b QX = QI + a.Pi\ 
(ii) Q —> Q, QI => Q' and PI « Q'. Then by the induction hypothesis, 
b T.PI = T.Q'. Moreover, we have b QI = QI + T.PI. Thus we can 
show that b Qi = Qi + J2k<=Ki T-Pk f°r some index set K\ C {fc | 
ak = a and k £ I}; 
(iii) .Q Q and PI « Q. Then by the induction hypothesis, b T.PI = 
T.Q. Thus b a.Pi = a.T.Pi = a.T.Q = a.Q. 
' Therefore, from (i)-(iii), we can conclude that b Qi + Yhk€KluK2 a-Pk — 
Qi + 5Z{i|Ql=o} a-pi the index set K\ and some index set K^, where 
I- Q = 
T1 
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K\,K2 С {к | otk = a and к G 1} and К1ПК2 = 0. Moreover, b Qi = 
Q1 + J2KEK1 т-рк and I- Т.РК = t.Q for к e K2 • In the sequel, we write 
К = Ki U K2. 
• PI ^ PI. Then either QI Q' or Q = Q' (note that АФТ). In both 
cases, PI « Q'. By the induction hypothesis, b т.PI = T.Q'. For the first 
case, it can be easily shown that I— Qi — Qi 4- т.Pi. In the second case 
one has b r.P< = T.Q. Thus b QI + T.Q = QI + £{I,AI=T} TN.PT 
for some index set L = {I | a; = r and PI и .Q and I € I}. 
Combining the above three cases, actually we have b QI + PI = QI + 
E i e i T-Q + Т,к€к>ик2 a-pk- Moreover 
Ь Qi = Qi + T'Pk i1) 
fcex, 
b r.Pfc = T.Q for K e K2 (2) 
It follows that 
ЬA*(PI+QI) = A*(QI+Y,T-Q'+ E APFC) 
l€L k€KiUK2 
= a*(Qi + X > < 2 + E а-рь + E + E 
l€L k£Ki k€K2 к€Кг 
p=3 o*(Qi + 5 > Q + E T-Pfc + E a -p*) 
igi keKi кек2 
= a*(Qi + Е т , < 5 E 
l€L k€K2 
Now, we have to distinguish two cases: 
• If K2 ф 0, then we have 





a* ( Q + £> .<? ) 
l€L 
We proceed by considering the following two subcases: 
- L = 9. Then b a*{Pi + Qi) = a*Q p=: Q. 
480 Taolue Chen, Tingting Han, and Jian Lu 
- Then it follows that 
l - a* (P i+Qi ) = a*(Q + J2 T -Q) 
l€L 
= a*(r.Q) 
= a*{T.a*Q i) 
PT2 „ 
= T.Q 
• If K2 ± 0, then actually t- a*{Pi+Qi) = a*(Qi + T.Q). Similarly, 
we also proceed by considering the following two subcases: 
- L = 0. Then h a*(Pi + Qi) = a*Qx = Q. 
- L ^ 0. Then it follows that 
B A * ( P I + Q I ) = A*(QI + £ T.Q) 
l€L 






A*(Q i + T.Q + a.a*QI + QI) 
a*(r.Q + Q) 
a*(r.a*Qi) 
T.Q 
From the above, we conclude that either b T.Q = a*(Pi + Qi) or b Q = 
a*(Pi + QI). Symmetrically b r.P = a*(Pi + Qi) or P = a*(Pi + QI). For 
each of four combinations, clearly, we have b r.P = T.Q, possibly using Tl . 
3. CASE: P = a nd Q = Pj-Qj)- For convenience, we write 
Q i = ¿2jej0j.Qj. We proceed by examining to the two directions of obser-
vation congruence. 
• For each transition from P, we consider three subcases in the proof: 
— P ^ Pi and cti / r, a. Since P ss Q, this transition from P must 
be matched by a transition Qi % Q' and P, « Q'. 
— P Pi. Since P « Q, this transition from P must be matched by 
transitions Q A Q, Q\ =5- Q' and Pi ss Q', or Q A Q and Pi « Q, 
or Qi Q' and Pi « Q'. 
— P Pi. Since P « Q, this transition from P must be matched by 
transitions QI =$> Q' or just Q = Q'. In both cases, Pi « Q'. 
Following the same lines of CASE (2), we can conclude that either b 
T.Q = a*(P + Qi) or b Q = a*(P + Qi). 
• For the transition from Q, we only need to consider the following two 
situations: 
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— Qi Qj- Since P ss Q, it must be matched by a transition P ^ P' 
and P' « Qj. Following the same line of CASE (1), we obtain that 
hr . (P + Q i ) = r . P . 
- <5 A Q . Since P « Q, it must be matched by a transition P P' 
and P ' « Q. By the induction hypothesis, we have I- r.P' = T.Q. 
Clearly, it follows that b P = P + a.Q. 
Then because \~P = P + a.Q = P + a.a*(P + Qi) or b P = P + a.Q = 
P + a.r.Q = P + a.a*(P + Q\), we have b P + Qi = P + Qi +a.a*(P + Qi) P= 
a*(P + Qi). It follows that b T.Q = r.(P + Qi) = r.P. 
The proof is complete. • 
Theorem 10. (Completeness) If P — Q, then b P = Q. 
Proof. Consider two process terms P and Q that are observation congruent. We 
shall show that P + Q is provably equal to Q. Of course, by symmetry, P + Q is 
also provably equal to P. Hence we obtain completeness. 
To this end, note that by Lemma 6, P and Q may be proven equal to some 
normal forms using A4, PA1 and PB1. Possibly using equation PA1 again, we 
may therefore derive that b P = £ i e J aj.P, and b Q = Yljej Pj-Qj f°r some finite 
index sets 7, J. Consider a summand a*-Pi of P. It gives rise to a transition P ^ Pi 
and hence, since P ~ Q, there exists some Q' such that Q Q' and PI « Q'. By 
Lemma 9, we have b r.Pj = T.Q'. It follows that 
Q + oti.Q' (Lemma 8) 
Q + ai.T.Q'-
Q + oii.T.Pi 
Q + ai.Pi 
Consequently, we have b Q = Q + J2IEI AI-PI = Q + P- By symmetry, b P = P+Q. 
Thus b P = P + Q = Q. The proof is complete. • 
4 Conclusion 
Related Work. Besides the works we have pointed out in Section 1, we would 
like to mention some other related works, which are mainly dealing with the ax-
iomatization of strong bisimilarity over BPA with Kleene star-like operation. In 
[15], Milner first studies iteration in strong bisimulation equivalence in a process 
algebra equivalent to BPAae extended with the Kleene star. Bergstra, Bethke and 
Ponse [4] consider BPA with the Kleene star, and they suggest a finite equational 
axiomatization for this algebra. In [8], Fokkink and Zantema prove that this ax-
iomatization is complete w.r.t. strong bisimulation equivalence. In [7], Fokkink 
presents a simpler and shorter completeness proof. In [9], Fokkink and Zantema 
b Q = 
T1 
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also study a rewrite system that stems from axioms for prefix iteration in BPA^e 
and obtain a complete axiomatization. 
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Relational Databases and Homogeneity in Logics 
with Counting 
José Maria Turull Torres* 
Abstract 
W e define a new hierarchy in the class of computable queries to relational 
databases, in terms of the preservation of equality of theories in fragments 
of first order logic with bounded number of variables with the addition of 
counting quantifiers ( C k ) . W e prove that the hierarchy is strict, and it turns 
out that it is orthogonal to the T I M E - S P A C E hierarchy defined with respect 
to the Turing machine complexity. W e introduce a model of computation of 
queries to characterize the different layers of our hierarchy which is based on 
the reflective relational machine of S. Abiteboul, C. Papadimitriou, and V . 
Vianu. In our model the databases are represented by their Ck theories. Then 
we define and study several properties of databases related to homogeneity 
in Ck getting various results on the change in the computation power o f , 
the introduced machine, when working on classes of databases with such 
properties. W e study the relation between our hierarchy and a similar one 
which we defined in a previous work, in terms of the preservation of equality 
of theories in fragments of first order logic with bounded number of variables, 
but without counting quantifiers ( F O k ) . Finally, we give a characterization 
of the layers of the two hierarchies in terms of the infinitary logics and 
respectively. 
Keywords: query languages, database machines, query computability, complete-
ness of models, counting 
1 Introduction 
Given a relational database schema, it is natural to think about the whole class of 
queries which might be computed over databases of that schema. That is, if we 
do not restrict ourselves to a given implementation of certain query language on 
some computer, in the same way as the notion of computable function over the 
natural numbers was raised in computability theory. In [CH80], A. Chandra and 
D. Harel devised a formalization for that notion. They defined a computable query 
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as a function over the class of databases of some given schema which is not only 
recursive but preserves isomorphisms as well. Isomorphism preservation is what 
formalizes the intuitive property of representation independence. 
In [TurOla, Tur04] a strict hierarchy was defined, in the class of computable 
queries (CQ) of A. Chandra and D. Harel, in terms of the preservation of equivalence 
in bounded variable fragments of first order logic (FO), which we denote by FOk. 
The logic FOk is the fragment of FO which consists of the formulas with up 
to k different variables. We denote the whole hierarchy as QCQW. For every 
natural k, the layer denoted as QCQk was proved to be a semantic characterization 
of the computation power of the reflective relational machine of [APV98] with 
variable complexity k (RRMk). The RRMk is a model of computation of queries 
to relational databases which has been proved to be incomplete, i.e., it does not 
compute all computable queries. Then, we defined and studied in [TurOla, Tur04] 
several properties of relational databases, related to the notion of homogeneity in 
model theory [CK92], as properties which increase the computation power of the 
RRMk when working on databases having those properties. 
That research was enrolled in a very fruitful research program in the field of finite 
model theory considered as a theoretical framework to study relational databases. 
In that program different properties of the databases have been studied, which 
allow incomplete computation models to change their expressive power when com-
puting queries on databases with those properties. Order [AV95, EF99], different 
variants of rigidity [DLW95, Tur96, Tur98], and different notions related to homo-
geneity [TurOla, Tur04] are properties which turned out to be quite relevant to the 
expressive power of certain models of computation. 
In the present paper, and following the same research program, we define a 
new hierarchy in the class of computable queries, which we denote as QCQc". We 
define this hierarchy in terms of the preservation of equivalence in bounded variable 
logics with counting quantifiers (Ck). For every natural fc, we denote as QCQ? 
the layer of the hierarchy QCQ? which consists of those queries that preserve 
equivalence in Ck. The logic Ck is obtained by adding quantifiers "there exists 
at least m different elements in the database such that..." to the logic FOk for 
every natural m. The logic Ck has been deeply studied during the last decade 
[CFI92, Gro96, Hel96, Ott97], 
ck 
Defining the classes QCQ appears to be rather natural, since in the definition 
of computable query of [CH80] the property of preservation of isomorphisms is 
essential, and, as it is well known, in finite databases isomorphism coincides with 
equivalence in first order logic. Moreover, it is also well known that for every 
natural k, the logic Ck is strictly weaker than FO. So, when we define subclasses 
of computable queries in terms of the preservation of Ck equivalence, for different 
values of k, in a certain way we are classifying queries according to the different 
levels in the amount of information which we really need about the input database 
to evaluate a given query on that database. 
The hierarchy QCQ? turns out to have quite similar structure and behavior as 
the hierarchy QCQw [TurOla, Tur04]. The results of Sections 3 and 4 are analogous 
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to the results in [TurOla, Tur04] regarding QCQw, and their proofs follow a similar 
strategy. However, there is a very important difference in the expressiveness of the 
layers of both hierarchies, which is not surprising given the well known difference 
in expressive power between the logics FOk and Ck. For every k > 2 the subclass 
QCQc is "big", whereas each subclass QCQk is "small", in a sense which we will 
make precise in Section 5 using results on asymptotic probabilities. Roughly, we 
can say that for every computable query q there is a query q' in the layer QCQc 
which is equivalent to q over almost all databases. And this is not true for any 
layer in QCQU, and not even for the whole hierarchy. 
We prove that the hierarchy QCQc is strict, and that it is strictly included 
in the class CQ of computable queries. Furthermore, it turns out to be orthogonal 
to the TIME-SPACE hierarchy defined with respect to Turing machine complexity, 
as it was also the case with the hierarchy QCQU. Hence, we can define finer 
classifications in the class CQ by intersecting QCQc with the Turing machine 
complexity hierarchy (see [TurOlb] for a preliminary discussion of this approach). 
As an illustrating example, we include a classification of some problems in finite 
group theory at the end of Section 5. This may be derived from results in [KL99j 
and [KLOO] together with our characterization of the layers of QCQ" in terms of 
fragments of the infinitary logic 
Having defined the different classes QCQc in a semantic way, we look next 
for a syntactic characterization of these classes in terms of a computation model. 
For that sake we define a machine which we call reflective counting machine with 
bounded variable complexity k (RCMk), as a variant of the reflective relational 
machine of [APV98]. In our model, dynamic queries are formulas of Ck, instead of 
FOk. In [Ott96] a similar model has been defined to characterize the expressibility 
of fixed point logics with counting terms, but it was based on the relational machine 
of [AV95], instead. Then we prove that for every natural k, the class QCQc 
characterizes exactly the expressive power of the machine RCMk. 
The model RCMk turns out to be incomplete, i.e., there are computable queries 
which cannot be computed by any such machine. Then, we define several proper-
ties related to homogeneity (which are quite analogous to the properties studied in 
([TurOla], [Tur04]) regarding the model RRMk), and we study the way in which 
the computation power of the model RCMk changes when working on such classes 
of databases. Such properties are Ck-homogeneity, strong Ck-homogeneity and 
pairwise Ck -homogeneity. A database is Ck-homogeneous if the properties of every 
fc-tuple in the database, up to automorphism, can be expressed by Ck formulas 
(i.e., whenever two tuples satisfy the same properties expressed by FO formulas 
with k variables and with counting quantifiers, then there is an automorphism 
of the database mapping each tuple onto each other). We prove that for every 
k > 1 there are queries whose restriction to Cfc-homogeneous databases can be 
computed by RCMk machines, whilst the same queries cannot be computed by 
any RCMk on the whole class of databases of the given schema. A database is 
strongly Ck-homogeneous if it is Cr-homogeneous for every r > k. Here we show 
that, roughly speaking, for every r > k > 1, the class of queries whose restric-
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tion to such classes of databases can be computed by RCMT machines, strictly 
includes the class of queries whose restriction to classes of databases which are 
Cfc-homogeneous but which are not strongly Cfc-homogeneous can be computed by 
RCMr machines. Concerning the third notion, we say that a class of databases 
is pairwise Ck-homogeneous if for every pair of databases in the class, and for 
every pair of ^-tuples taken respectively from the domains of the two databases, 
if both fc-tuples satisfy the same properties expressible by Ck formulas, then the 
two databases are isomorphic and there is an isomorphism mapping one tuple onto 
the other. We show that for every k, machines in RCMk working on such classes 
achieve completeness provided the classes are recursive. 
Considering that equivalence in Ck is decidable in polynomial time [Ott97], a 
very important line of research, which is quite relevant to complexity theory, is 
the identification of classes of graphs where Ck equivalence coincides with isomor-
phism. These classes are the classes which we define as pairwise Ck -homogeneous, 
and include the class of trees [IL90] and the class of planar graphs [Gro98b]. In 
the study of C^-homogeneity we intend to generalize this approach by defining a 
formal framework, and by considering not only those "optimal" classes, but also 
other properties which, still not being so powerful as to equate Ck equivalence 
with isomorphism, do increase the computation power of the model RCMk to an 
important extent. 
S-IK 
In Section 5, we investigate the relationship between our classes QCQ and 
recursive fragments of the infinitary logic C£,u. We prove that for every natural 
k, the restriction of QCQc to Boolean queries characterizes the expressive power 
of restricted to sentences with recursive classes of models. As a corollary, 
we get a characterization of the expressive power of the model RRMk restricted 
to Boolean queries, for every natural k, in terms of the infinitary logic - C ^ . The 
characterization for the whole class of relational machines (RM ) (and, hence, also 
of RRM°(l\ given the equivalence of the two classes which was proved in [AV95]) 
in terms of the infinitary logic C ^ was proved in [AVV95], but the expressive 
power of each subclass of machines RRMk in terms of the corresponding fragment 
of the infinitary logic was unknown up to the author's knowledge. 
Some of the results presented here have been included in [TurOlb], 
An extended abstract of this article has been published as [Tur02]. 
2 Preliminaries 
Unless otherwise stated, in the present article we will follow the usual notation 
in finite model theory, as in [EF99]. We define a relational database schema, or 
simply schema, as a set of relation symbols with associated arities. We do not 
allow constraints in the schema, and we do not allow constant symbols either. If 
a = (-Ri, • • • > Rs) is a schema with arities r i , . . . , rs, respectively, a database instance 
or simply database over the schema a, is a structure I = (D1 ,R[,..., Rrs) where D1 
is a finite set which contains exactly all elements of the database, and for 1 < i < s, 
R[ is a relation of arity ri, i.e., R{ C (D1)Ti. We will often use dom(I) instead of 
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D1. We define the size of the database I as the cardinality of D1, i.e., \D!\. We will 
use ~ to denote the isomorphism relation. A k-tuple over a database I, for k > 1, 
is a tuple of length k formed from elements of dom(I). We will denote a fc-tuple of 
I by flfc, or simply by a. We use Ba to denote the class of all finite databases of 
schema a. 
2.1 Computable Queries and Relational Machines 
In this paper, we will consider total queries only. Let a be a schema, let r > 1, 
and let R be a relation symbol of arity r. A computable query of arity r and 
schema a [CH80], is a total recursive function qr : Bc —> B{R) which preserves 
isomorphisms and such that for every database I of schema a, dom(q(I)) C dom(I). 
By preservation of isomorphisms we mean that for every I,j£Ba and for every 
isomorphism / : dom(I) —> dom(J), q(J) = f(q(I)). A Boolean query is a 0-
ary query. We denote the class of computable queries of schema a as CQa, and 
CQ = UaCQa . Relational machines (RM ) have been introduced in [AV95]. A 
RM is a one-tape Turing machine (TM) with the addition of a relational store 
(rs) formed by a possibly infinite set of relations whose arity is bounded by some 
integer. The only way to access the relations in the rs is through FO (first order 
logic) formulas in the finite control of the machine. The input database as well 
as the output relation are in rs. In a transition of the machine one of these FO 
formulas can be evaluated in rs. The resulting relation is then assigned to some 
relation symbol of the appropiate arity in the rs. The arity of a given relational 
machine is the maximum number of variables (free or bound) of any formula in its 
finite control. 
Reflective relational machines (RRM) have been introduced in [APV98] as an 
extension of RMs. In an RRM, FO queries are generated during the computation 
of the machine, and they are called dynamic queries. Each of these queries is written 
on a query tape and it is evaluated by the machine in one step. A further important 
difference to RM is that in RRM relations in the rs can be of arbitrary arity. 
New relations can be created in rs during a computation, and they can be used in 
building the dynamic queries. An integer index can be used in the formulas to name 
a relation, and if that relation does not exist in rs it is created with the appropriate 
arity. The variable complexity of an RRM is the maximum number of variables 
which may be used in the dynamic queries generated by the machine throughout 
any computation. We will denote as RRMk, with k > 1, the sub-class of RRM 
with variable complexity k. Furthermore, we define RRM°W = Ufc>1 RRMk. 
In [AVV97] it was shown that RRM0(-X) = RM, i.e., that the class of queries 
which can be computed by reflective relational machines of bounded variable com-
plexity is exactly the same as the class of queries which can be computed by re-
lational machines. However, it is not known whether for every RRM of variable 
complexity O(l) there exists an equivalent RM whose arity is the same as the 
variable complexity of the given RRM. Moreover, this is strongly believed to be 
not true (see [AVV95], particularly Remark 3.3, and [AV95]). 
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2.2 Finite Model Theory and Databases 
We refer the reader to [EF99] and [Imm99] for an in-depth study of finite model 
theory, and to [AHV94] for the relation between databases and finite model theory. 
We will use the notion of a logic in a general sense. A formal definition would only 
complicate the presentation and is unnecessary for our work. The interested reader 
can see [Ebb85] for a formal study of a general framework of abstract logics. As 
usual in finite model theory, we will regard a logic as a language, that is, as a set of 
formulas (see [EF99, AHV94]). We will only consider signatures, or vocabularies, 
which are purely relational. We will always assume that the signature includes a 
symbol for equality. We consider finite structures only. Consequently, if £ is a logic, 
the notion of satisfaction, denoted as [=£, will be related to only finite structures. 
If £ is a logic and a is a signature, we will denote by Ca the class of formulas from 
L with signature a. If I is a structure of signature a, or a-structure, we define the 
C theory of I as follows: 
Thc(I) = w £ Ca : / K <p} 
A database schema will be regarded as a relational signature, and a database 
instance of some schema a as a finite and relational a-structure. If <p is a sentence 
in Ca , we define 
MOD(<p) = {I £ Ba : I \= ip} 
By <p(xi,...,xr) we denote a formula of some logic whose free variables are 
exactly { x i , . . . , x r } . Let free(tp) be the set of free variables of the formula 
If <p(xi,... ,Xk) £ £<,, I £ B<T, = • • • ,dk) is a /c-tuple over I, let I [= 
<p(xi,... ,Xfc)[ai,... denote that ip is TRUE, when interpreted by J, under a 
valuation v where for 1 < i < k v(xi) = Oj. Then we consider the set of all such 
valuations as follows: 
ip1 = { ( a i , . . . ,ak) : a i , . . . ,ak E dom(I) A I (= <¿>(2:1,... ,x fe)[ai,.. .,ak]} 
That is, ip1 is the relation defined by <p in the structure I, and its arity is given 
by the number of free variables in <p. Sometimes, we will use the same notation 
when the set of free variables of the formula is strictly included in { x i , . . . ,xk}. 
Formally, we say that a formula ip(x 1,... ,xk) of signature a, expresses a query q 
of schema <x, if for every database I of schema a, q(I) — (p1. Similarly, a sentence 
<p expresses a Boolean query q if for every database I of schema a, is q(I) = 1 iff 
I \= f. We will also deal with extensions of structures. If R is a relation of arity 
k in the domain of a structure I, we denote as (I, R) the r-structure resulting by 
adding the relation R to I, where T is obtained from a by adding a relation symbol 
of arity k. Similarly, if ak is a /c-tuple over I, we denote by (I, ak) the r-structure 
resulting by adding the /c-tuple ak to I, where r is obtained from a by adding k 
constant symbols c i , . . . , ck, and where for 1 < i < k, the constant symbol c* of r is 
interpreted in I by the ¿-th component of ak. This is the only case where we allow 
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constant symbols in a signature. We denote by FOk, where k > 1 is an integer, 
the fragment of FO where only formulas whose variables, either free or bound, are 
in {x i , . . . , Xk] are allowed. In this setting, FOk itself is a logic. This logic is 
obviously less expressive than FO. We denote as Ck the logic which is obtained 
by adding to FOk counting quantifiers, i.e., all existential quantifiers of the form 
3-mx with m > 1. Informally, 3-mx((p) means that there are at least m different 
elements of the database which satisfy <p. 
2.3 Types 
Given a database I and a /c-tuple dk over I, we would like to consider all properties 
of dk in the database I including the properties of every component of the tuple and 
the properties of all different sub-tuples of dk- Therefore, we use the notion of type. 
Let £ be a logic. Let I be a database of some schema a and let ak = (ai , . . . , flfc) 
be a fc-tuple over I. The £ type of dk in I, denoted tpf(dk), is the set of formulas 
in Ccr with free variables among {x\,... ,Xk} such that every formula in the set is 
TRUE when interpreted by I for any valuation which assigns the i-th component 
of dk to the variable xl; for every 1 < i < k. In symbols 
tpf(ak) = № £ £CT •• free(tp) C {xi, . . . , xk} A I ip[au ..., afc]} 
It is noteworthy that, according to this definition, the £ theory of the database 
I, i.e., Thc(I), is included in the £-type of every tuple over I. That is, the class 
of all the properties of a given tuple, which are expressible in £, includes not only 
the properties of all its sub-tuples, but also the properties of the database itself. 
Note that the type of two different /c-tuples of the same database may be differ-
ent, even if the types of their components are the same. Think of a complete binary 
tree of depth h. If we consider types for single elements (i.e., k = 1), then we have 
only h +1 different types, because all the nodes of the same depth satisfy the same 
properties. They can be exchanged by an automorphism of the tree. Now let us 
consider types for pairs (k = 2). We can build two pairs, such that the type of the 
two first components is the same, and the type of the two second components is 
also the same, but the types of the two pairs are different. Just take for one pair a 
node in some depth > 0 and one of its sons, and for the other pair we take a node 
of the same depth as the first component of the first pair, and another node in the 
next level of the tree, but which is not the son of the first component. 
We may also regard an £-type as a set of queries, and even as a query. We 
can think of a type without having a particular database in mind. That is, we add 
properties (formulas with the appropiate free variables) as long as the resulting 
set remains consistent. Let us denote as Tpc(a, k) for some k > 1 the class of all 
£-types for /c-tuples over databases of schema a. In symbols 
Tpc(a, k) = {tpf(dk) :IeBa Adk£ (<iom{I))k} 
Hence, Tpc(a,k) is a class of properties, or a set of sets of formulas. Let 
a £ Tpc(a, k) (i.e., a is the £-type of some fc-tuple over some database in Ba). We 
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say that a database I realizes the type a if there is a fc-tuple ak over I whose £-type 
is a. That is, if tpf(ak) = a. We denote by Tpc(I,k) the class of all £-types for 
fc-tuples which are realized in I. That is, it is the class of properties of all the 
fc-tuples over the database I which can be expressed in £. In symbols 
Tpc(I,k) = {tpf(ak) : ak £ (dom{I))k} 
The following well known fact (see [Ott97]) relates types of tuples with Ck-
theories of databases (and also FO, see Fact 2). 
Fact 1. For every k > 0, for every schema a, and for every pair of databases I, J 
of schema a, the following holds: 
I=ckJ ^Tpck{I,k)=Tpc\j,k) 
• 
The following fact means that when two databases realize the same C^-types 
for tuples, it doesn't matter which length of tuples we consider. It is well known 
(see [Ott97]). 
Fact 2. 
• For every k > 0, for every schema a, for every pair of databases I, J of schema 
cr, and for every 1 < I < k, the following holds: 
Tp°k (I, k) = Tp°k (J, k) ^ Tpck (1,1) = Tpc" (J, 0 
• For every schema a, for every pair of databases I, J of schema cr, and for 
every I > 1, the following holds: 
I=FOJ <=» TpFO(I, I) = TpFO(J, I) 
• 
Note that the £-type of the 0-tuple is the £-theory of the database. 
The following is a well known result which, among other sources, can be found 
as Proposition 2.1.1 in [EF99]. 
Proposition 3. For every schema a and for every pair of (finite) databases I, J 
of schema a the following holds: 
I=foJ I — J 
• 
Although types are infinite sets of formulas, a single Ck formula is equivalent 
to the C^-type of a tuple over a given database. The equivalence holds for all 
databases of the same schema. This result has been proved by M. Otto. 
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Proposition 4. ([Ott96]): For every schema a, for every database I of schema 
a, for every k > 1, for every 1 < I < k, and for every l-tuple ai over I, there is a 
Ck formula x G tpf (a;) such that for any database J of schema a and for every 
l-tuple bi over J 
J^x[h\^tpf{al)=tpcj\bl) 
• 
Moreover, such a formula \ c a n be built inductively for a given database. If a 
Ck formula x satisfies the condition of Proposition 4, we call x a)1 isolating formula 
for tpf (ai). 
Concerning logical characterizations of databases, the next two propositions are 
quite important and well known, and we will make use of them in the present work 
(see [Ott97] and [EF99]). Recall that we are considering only finite databases in 
the present article. 
Proposition 5. Let £ G {FOk,Ck}, for some k >1 . Let I be a database of some 
schema a. Then there exists a sentence ct/ in £ which characterizes I up to =c, 
i.e., for every database J in Ba, the following holds: 
J (= ai I =c J 
• 
Proposition 6. Let k> 1. Then the following holds: 
(i) =pok coincides with =c* , for every schema a, and for every two 
databases I, J in Ba: 
I =F Q k j <s=> i =£Sou J 
(ii) =Qk coincides with > i-e-> for every schema a, and for every two 
databases I, J in Ba: 
I =Cfc J I J 
• 
Let afc = (ai,...,afc) be a fc-tuple over I. We say that the type tpf (a jt) is 
an automorphism type in the database I if for every /c-tuple bk = (¿>i,...,b^) over 
I, if tpf(a,k) = tpf(bk), then there exists an automorphism / of the database I 
which maps Sfc onto bk, i.e., for 1 < i < k, f(ai) = Regarding the tuple a* in 
the database I, the logic £ is therefore sufficiently expressive with respect to the 
properties which might make dk distinguishable from other fc-tuples in the database 
I. We say that the type tpf (ajt) is an isomorphism type if for every database J G B„, 
and for every fc-tuple bk = (&i, • • •, bk) over J, if tpf(dk) = tpj(bk), then there exists 
an isomorphism / : dom(I) —» dom(J) which maps dk in I onto bk in J, i.e., for 
1 <i < k, f(ai) — bi. 
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2.4 Asymptotic Probabilities 
See [EF99], among other sources. Let ip be a sentence in Ca. We define 
MODn{<p) = {/ 6 Ba : dom{I) = { 1 , . . . , n } A I b tp} 
Let's denote as B„tn the sub-class of databases of schema a with domain 
{1, . . . ,n}. We define the following limit, which we call asymptotic probability of tp: 
/V = lim (\MODn(<p)\/\Bain\) n—>oo 
We say that a logic L has a 0-1 Law if for every sentence <p € C exists, 
and is either 0 or 1. The same notion can also be defined on classes of databases, 
or Boolean queries. This means that the asymptotic probability of every property 
which can be expressed in the formalism (or of the given class) always exists, and 
is either 0 or 1. Among other logics, FO has this Law. 
3 Definition of the Hierarchy 
One of the main reasons for the weakness of FOk regarding expressibility of queries, 
is its inability to count beyond the bound given by k. For instance, note that we 
need k + 2 different variables to express that a node in a graph has out degree 
exactly k. Hence, it seems quite natural to add to FOk the capability to count 
beyond that bound, while still restricting the number of different variables which 
may be used in a formula. In this way we get the logic Ck (see Section 2), which 
turns out to be much more expressive than FOk (see [EF99] and [Imm99]). In 
logics with counting, 2 variables are enough to express any out degree of a node 
in a graph. Then, we define in this section a hierarchy which is similar to the 
one defined in [TurOla, Tur04], but for which we consider the logics Ck instead of 
FOk. In this way we get a new hierarchy whose layers are much bigger than the 
corresponding layers in the hierarchy of [TurOla, Tur04]. In Section 5 we compare 
the two hierarchies. 
Definition 7. Let a be a database schema and let k > 1 and k > r > 0. Then we 
define 
QCQ? = { f r £CQa | V/, J eB„ : 
Tp0" (I, k) = Tp°k (J, k) Tpck ((/, /(/)), fc) = Tp°k«J, f(J)),k)} 
where (I,f(I)) and {J,f(J)) are databases of schema a U {-R}, with R being a 
relation symbol of arity r. 
We also.require that the answer to the query f must be the union of complete Ck-
types, i.e., for all databases I in Ba, and for all tuples a,b in dom(I)r, if a £ f(I) 
and tp(fk(a) = tpf(b), then also b e /(/). 
We define further QCQc" = (J, QCQ%" and QCQc" = (Jfc>i QCQ0". 
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That is, a query is in the sub-class QCQ°k if it preserves realization of Ck-
types for /c-tuples. By preservation of Ck-types realization, we mean the property 
that for every pair of databases of the corresponding schema, say a, and for every 
Ck-type for Ar-tuples (i.e., for every type in Tpc (a, k)), if both databases have the 
same number of fc-tuples of that type then the relations defined by the query in each 
database also agree in the same sense, considering the schema of the databases with 
the addition of a relation symbol with the arity of the query. Note the difference 
with the classes QCQk in ([TurOla], [Tur04]), where the cardinalities of the corre-
sponding sets of tuples may be different. By Fact 1 equality in the set of Ck-types 
for fc-tuples realized in two given databases is equivalent to =c>=, i.e., equality of 
Ck theories. Moreover, by Fact 2 the size of the tuples which we consider for the 
types is irrelevant. Thus, queries in QCQc may also be regarded as those which 
preserve equality of C theories. Note that the different classes QCQ form a 
hierarchy, i.e., for every k > 1, QCQ°k C QCQc + . This follows from the notion 
of Cfe-type and from the definition of the classes QCQc . It can be also obtained 
as a straightforward corollary of Theorem 13. 
Hence, queries in CQ may be considered as ranging from those for whose compu-
tation we need to consider every property of the input database up to isomorphism 
(i.e., every FO property), to those for whose computation it is enough to consider 
the Ck properties of the input database, for some fixed k. Different sub-classes 
QCQc in the hierarchy QCQ0" correspond to different degrees of "precision" 
with which we need to consider the input database to evaluate the queries in the 
sub-class on that database. 
Next, we give an important result from [CFI92] which we will use in most of 
our proofs. Then, we show that the hierarchy defined by the sub-classes QCQ^ , 
for k > 1, is strict. 
Proposition 8. ([CFI92]) For every k > 1, there are two non isomorphic graphs 
Gk, Hk, such that Gk =ck Hk- El 
Proposition 9. For every k > 1, there is some h> k such that QCQ% D QCQ% . 
Proof. The inclusion is trivial and can also be easily obtained as a corollary to 
Theorem 13. For the strict inclusion we will use the graphs Gk, Hk of Proposition 
8. Note that by Proposition 3, for every pair of the graphs Gk, Hk there exists an 
integer h > k such that the Ch-types are FO-types for both graphs. Let us write 
h as h(k). Then, for every k > 1, by Proposition 8 there are nodes in one of the 
graphs, say Gk, whose Ch^-types are not realized in the other graph Hk• Then we 
define for every k > 1, the query fk in the schema of the graphs, say a, as the nodes 
of the input graph whose Ch^-types are not realized in Hk- We will show first 
that fk G QCQ„h{k). Let I, J be an arbitrary pair of graphs with I =Chw J. If 
they are Ch^ equivalent to Hk, then the result of fk will be the empty set for both 
graphs. If they are not Ch^ equivalent to Hk, then clearly the nodes in the result 
of fk will have the same Ch^-types in both graphs. So, fk preserves realization of 
ChW-types and hence fk € QCQ^W. Now, we will show that fk £ QCQ0*. To 
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see that, note that fk(Hk) = 0 by definition of fk, but by Proposition 8 and by our 
assumption fk(Gk) ^ 0 and Hk =ck Gk- Thus, fk does not preserve realization of 
Cfe-types and hence fk & QCQ^k. • 
Proposition 10. QCQc" C CQ. 
Proof. The inclusion is trivial, since clearly every query in QCQc is computable. 
For the strict inclusion we will use again the graphs Gk, Hk of Proposition 8. We 
define a query / on the schema of the pairs of disjoint graphs, say a, as the nodes 
in the first graph, whose FO-type is not realized in the second graph. Clearly, 
/ is computable and total. Now, towards a contradiction, let us assume that 
/ G QCQc". Then, for some h > 1, / € QCS£\ For some order of the pairs 
of corresponding graphs as in Proposition 8, say (Gh,Hh), the result of / is non 
empty, by the definition of / . If we consider now the pair (Gk, Gh), the result of / 
is empty. Since (Gh,Hh) =ch (Gh,Gh), it turns out that / ^ QCQ% , which is a 
contradiction. Thus, / £ QCQc". • 
3.1 A Reflective Machine for Logics with Counting. 
ck 
We will now define a model of computation to characterize the sub-classes QCQ„ . 
In [Ott96], M. Otto defined a new model of computation of queries inspired by 
the RM of [AV95] , to characterize the expressive power of fixed point logic with 
counting terms (see [Imm99]). Here, we define a machine which is similar to the 
model of Otto, but which is inspired by the RRM of [APV98], instead. In this 
paper, we will not compare the expressive power of the model of Otto and ours. 
However, it is straightforward to prove that the machine of Otto can be simulated 
in our model. 
Definition 11. For every k > 1, we define the reflective counting machine of 
variable complexity k which we denote by RCMk, as a reflective relational machine 
RRMk where dynamic queries are Ck formulas, instead of FOk formulas. In all 
other aspects, our model works in exactly the same way as RRMk. We define 
RCM°M ={Jk>1RCMk. 
We need first a technical result. Then, we can prove the characterization of the 
expressive power of the model RCMk. 
Let <p be a formula of some logic £, where the relation symbols Ri,..., Rk, with 
arities rj,... ,rk, are used. Let <pi(xu,... ,x\Tl), • • <Pk(xki, • • • ,XkTk) be also for-
mulas in C. We say that is obtained from <p by composition with <pi,..., <pk, if for 
every 1 < i < k, every occurrence of an atomic formula of the form Ri(z\,... ,zTi) 
in <f, is replaced by the formula <fi in such a way that, for all 1 < j < rt, each 
occurrence of the free variable Xij in (pi is replaced by the variable Zj. 
Lemma 12. Let k>l, let a be a schema, let I be a database of schema a and let 
M be an RCMk which computes a query of schema a. Then, there is a formula 
<PM,I IN Ck which defines on I the relation resulting from the computation of M 
on input I. Moreover, ipm,i depends only on M. and I. 
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Proof. The only transitions of M. which may affect the content of the output re-
lation in the relational store of M, are those transitions where a Ck formula is 
evaluated, and the relation defined by the evaluation is assigned to some relation 
symbol in the relational store. Informally, in every computation step where a Ck 
formula, say ip, is evaluated, we can use composition as defined above, replacing 
each relation symbol R which is used in ip, and which is not in cr, by the last Ck 
formula whose resulting relation from its evaluation on the relational store was as-
signed to R. Then, by induction on the length of the computation of M. on input 
I, and by applying composition, it is straightforward to prove that we get finally 
a CK formula '-PMJ which, evaluated on I, defines the same output relation as the 
computation of M. on input I. And clearly this formula depends only on M and 
I. Finally, note that CK is closed under composition, as defined above. • 
Theorem 13. For every k > 1, the class of total queries which are computable by 
RCMk machines is exactly the class QCQp . 
Proof, a) (C): Suppose that an r-ary query / of schema o is computable by a 
RCMk M, for some k > r. And let I and J be two databases of schema a such 
that Tp°k (I, k) = Tp° (J, k). According to the definition of the RCMk machine, 
the only way to assign a relation to an r-ary relation symbol in the relational 
store is through a Ck formula with r free variables, say ip. And, by Fact 18 the 
result of the evaluation of <p on the database in the relational store of M. is the 
projection of the union of some equivalence classes in the relation of equality of 
C^-types for /¡-tuples over I. That is, </? is equivalent to the disjunction of some 
isolating formulas of Cfc-types for r-tuples. But, by definition, the isolating formulas 
express the same Cfc-types in every database of the corresponding schema. Thus, 
the r-tuples from dom(J) which form the relation induced by </? in J must be 
those with the same Cfe-types as the r-tuples from dom(I) which form the relation 
induced by <p in I. So Tpc"((I,f(I)),r) = Tpc"((J, f(J)),r). By Fact 2, also 
Tp°k((I, /(/)), k) = Tp°k ((J, f(J)),k), so / G QCQck. Note that the only way 
for the machine not to evaluate the same formula tp for both databases is the 
existence of a Ck sentence which evaluates to different truth values on I and J. 
But this is not possible by Fact 1 because I =ck J-
ck 
b) (D): Let / G QCQ be an r-ary query of schema a for some k > r. We 
build an RCMK machine MF, which will compute / . We use a countably infinite 
number of k-ary relation symbols in its relational store. With the input database 
I in its relational store, M/ will build an encoding of a database / ' in its TM tape 
such that Tpc (J, k) = Tpc (/', k). For this purpose, M/ will work as follows: 
(i) M. j finds out the size of I, say n. Note that this can be done through an 
iteration by varying m in the query 3-mx(x = x) A -^3-m+1x(x = x) which 
is in C1. 
(ii) Then M / builds an encoding of every possible database I ' of schema a and 
of size n in its TM tape with domain {1 , . . . , n}. 
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(iii) For every I' and for every fc-tuple s* over I', M/ builds on its TM tape the 
isolating formula Xsi (as in Proposition 4) for the Cfc-type of Sj in the database 
I', and in this way we get isolating formulas for the types in Tpc (/', k). 
(iv) Mf evaluates as dynamic queries the formulas Xsi, for every i, which are in 
Ck and assigns the results to the working fc-ary relation symbols Si in the 
relational store, respectively (note that these queries are evaluated on the 
input database I). 
(v) If every relation Si is non-empty, and if the union of all of them is the set 
of fc-tuples over I, then it means that Tpc (/, k) = Tpc (/', k) and I' is the 
database we were looking for; otherwise, we try another database I'. Note 
that M / can check whether the relation Si is empty with the dynamic query 
3xi.. .rcfc(5i(xi,... ,xk)). 
(vi) Now Mf computes / ( / ' ) on its TM tape, which is possible because / £ CQ 
and / is defined on / ' because it is total, and then expands the r-ary relation 
/ ( / ' ) to a k-ary relation fk(I') by taking the cartesian product with dom(I'). 
(vii) Mf builds fk{I) in the relational store as the union of the relations Si which 
correspond to the Ck -types Xsi of the A;-tuples Si which form fk(I'), and 
finally it reduces the k-ary relation fk(I) to an r-ary relation / ( / ) . 
• 
Corollary 14. RCM°^ = QCQ°". • 
Corollary 15. The computation model RCM°^ is incomplete. That is, there are 
computable queries which cannot be computed by any RCM°^ machine. • 
Corollary 16. Let f £ CQ, of some schema a. Then, for every k > 1 and for every 
natural number i, if f preserves realization of Ck-types for k-tuples for every pair 
of databases in Ba, then f also preserves realization of Ck+*-types for (k + i)-tuples 
for every pair of databases in Ba. • 
Remark 17. The hierarchy defined by the classes QCQc is not only strict, but it 
is orthogonal to the hierarchy of complexity classes defined in terms of TIME and 
SPACE of Turing machines (like LOGSPACE C PTIME CJVPC PSPACE C 
EXPTIME). This is also the case with the classes QCQk of ([TurOla], [Tur04]). 
Note that any recursive predicate, evaluated on the number of equivalence classes 
in the (equivalence) relation defined by equality of Ck-types in the set of fc-tuples 
of a database, is in QCQc . Therefore, there is no complexity class defined by any 
bounds in TIME or SPACE of Turing machines which may include QCQc . And 
this is the case for every k > 1. In Section 5 we make some considerations to this 
regard. 
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4 Homogeneity in Logics with Counting 
In this section, we will study some properties of databases which are relevant to the 
computation power of the machines RCM°^l\ when working on databases with 
such properties. That is, we will prove that there are important queries which 
cannot be computed by an RCM°^ on the whole class of databases of a given 
schema, but whose restriction to certain classes of databases are computable by 
such machines. 
First, we will give some definitions and well known facts which we need (see 
[Ott97]). Let k, I be positive integers such that k > I > 1. Let us denote by =k 
the (equivalence) relation induced on the set of ¿-tuples over a given database I by 
equality of C^-types of /-tuples. That is, for every pair of ¿-tuples a; and bi over I, 
di =k bt iff tpfk(ai) = tp^ih). 
Fact 18. For every schema a, for every database I of schema cr, for every k > 1, for 
every 1 < r < k, and for every Ck formula <p of signature a, with r free variables, 
the relation which <p defines on I is the projection of the union of some equivalence 
classes in the relation =k for /c-tuples over I. • 
When the query which </? expresses is of arity k, i.e., when r = k, the result 
simply means that the query cannot distinguish between two fc-tuples whose Ck-
types are the same. On the other hand, if r < k, the intuitive idea is the same, but 
of course the /c-tuples in the equivalence classes of =k must be reduced to r-tuples 
in some uniform way. 
So that the equivalence classes in the relation =k for r-tuples, are unions of 
equivalence classes in the relation =k for /c-tuples, reduced to r-tuples in some 
uniform way. And this is what the first part of the following fact shows. 
Fact 19. 
• For every schema a, for every database I of schema <r, for every k > 1, for 
every 1 < r < k, every equivalence class in the relation =k for r-tuples over 
I, is the projection of the union of some equivalence classes in the relation 
=k for /c-tuples over I. 
• For every schema a, for every database I of schema cr, for every k > 1, for 
every 1 < r < k, every equivalence class in the relation = r for r-tuples over 
7, is the projection of the union of some equivalence classes in the relation 
=k for fc-tuples over 7. • 
From Fact 19 it follows that allowing more variables in isolating formulas for 
Cfc-types of tuples results in a more precise view of the properties which identify 
a given sub-set of tuples among the whole set of tuples which may be built over 
the database. By Proposition 3, we know that the limit is FO which includes the 
logic Ck for every natural k. Types in FO are isomorphism types (and, hence, also 
automorphism types) for tuples of every length in every database. So, we want to 
consider the number of variables which are needed for a given database and for a 
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given integer k to express in FO with counting quantifiers the properties of the 
fc-tuples in that database up to automorphism. For this purpose we define different 
variants of the notion of homogeneity from model theory (see [EF99] and [CK92]) 
in the context of logics with counting. For every k > 1 and for any two fc-tuples 
and bk over a given database I, we will denote as =~ the (equivalence) relation 
defined by the existence of an automorphism in the database I mapping one fc-tuple 
onto the other. That is, fife bk iff there exists an automorphism / on I such 
that, for every 1 < i < fc, f(a,i) = bi. 
Let k > 1. A database I is Ck -homogeneous if for every pair of fc-tuples fife and 
bk over I, if Sfe bk, then a,k =~ bk- Let a be a schema. A class C of databases 
of schema a is Ck -homogeneous if every database I £ C is Cfc-homogeneous. 
The next fact is immediate (see [Ott97]). 
Fact 20. Let k > 1. If a database I is Cfc-homogeneous, then for every 1 < I < k 
and for every pair of Z-tuples ai and bi over I, if ai =k bi, then a; =~ b/. • 
We define next a presumably stronger notion regarding homogeneity: strong 
Ck-homogeneity. To the author's knowledge it is not known whether there exist ex-
amples of classes of databases which are C^-homogeneous for some k, but which are 
not strongly Cfc-homogeneous. This was also the case with the analogous notions 
in ([TurOla], [Tur04]). However, the consideration of strong Cfc-homogeneity makes 
sense not only because of the intuitive appeal of the notion, but also because this 
is the property which we use in Proposition 27 to prove that the class QCQc (see 
Definition 26) is a lower bound with respect to the increment in computation power 
of the machine RCMk when working on strongly Ck-homogeneous databases. Up 
to know, we could not prove that this result holds for Cfc-homogeneous databases as 
well. Let k > 1. A database I is strongly Ck -homogeneous if it is Cr-homogeneous 
for every r > k. Let a be a schema. A class C of databases of schema a is strongly 
Ck -homogeneous if every database I £ C is strongly Cfc-homogeneous. 
Note that, by Proposition 3, every database is strongly Cfc-homogeneous for 
some k > 1. However, it is clear that this is not the case with classes of databases. 
In [Ott96] it was noted that the discerning power of the machine defined there, 
which is similar to our machine RCMk (see discussion before Definition 11), is 
restricted to Ck-types for fc-tuples. So, the following result seems quite natural, 
and is somehow implicit in Otto's work. If / is a query of schema a, and C is a class 
of databases of schema a, we will denote as f\c the restriction of / to the class C. 
Theorem 21. For every schema a and for every k > 1, there is a query f such 
that if C and C' are any two classes of databases of schema a such that C is Ck -
homogeneous andC' is not Ck-homogeneous, then f\c is computable by an RCMk 
machine but f\c is not computable by any RCMk machine. 
Proof. For every fc > 1, and for every database I, we define the Boolean query 
/ as follows: / ( / ) = TRUE iff the number of equivalence classes in the relation 
=~ for k-tuples over I is even. The query f is clearly computable by an RCMk 
machine on classes of databases which are Cfc-homogeneous. To see this, note 
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that we can use the same construction as in the proof of Theorem 13 to build 
the isolating formulas for Cfc-types for /c-tuples, which for Ck-homogeneous classes 
of databases, by definition, are also automorphism types for /c-tuples. Note that 
different relation symbols Si of item iv in that proof can have the same contents, 
since there can be several /c-tuples of the same C*-types in I. For each pair Si, Sj 
of those relations, M / can check whether they are different simply with the query 
VXI.. .XK(SI(XI,... ,XK) <-* SJ(Xi,... ,£fc)). Then, MF can count on its TM tape 
the number of different relations Si. Note that this is the number of CfcTtypes for 
/c-tuples realized in I, and as I G C and C is C^-homogeneous, this is also the 
number of equivalence classes in =~. 
On the other hand, for some J G C, J is not Cfc-homogeneous. Then in 
that database J, the number of types realized is different than the number of 
equivalence classes in since, by definition, there are at least two /c-tuples a, b in 
J such that a =kb but a b. And, as we saw in Theorem 13, no RCMk machine 
can distinguish between the /c-tuples a, b in J, so that no such machine can count 
the number of equivalence classes in =~ on that database. • 
Remark 22. Note that the sub-class of queries whose restriction to Cfc-homo-
geneous databases can be computed by RCMk machines, but which cannot be 
computed by such machines on arbitrary classes of databases, is quite big. As we 
saw in the proof of the previous theorem, an RCMk machine can count the num-
ber of equivalence classes in =~ for /c-tuples on a Cfc-homogeneous database as an 
intermediate result on its TM tape. Then we can use this parameter, which we 
will call type index for k-tuples following [AV95], as the argument for any recur-
sive predicate in an RCMk machine. Thus, the whole class of recursive predicates, 
evaluated on the type index for /c-tuples of the input database, is included in the 
sub-class of queries whose restriction to C^-homogeneous databases can be com-
puted with RCMk machines, but which cannot be computed by such machines on 
arbitrary classes of databases. 
However, we still do not know whether the machine RCMk can achieve com-
pleteness when computing queries on databases which are Cfc-homogeneous. This 
problem has important consequences in query computability and complexity, and 
is also related to the expressibility of fixed point logics (see [Ott96]). In particu-
lar, it is related to the problem of knowing whether whenever two databases are 
Cfe-homogeneous, and are also Ck equivalent then they are isomorphic. 
Next, we will show that the property of strong (^-homogeneity will allow 
RCM°^ machines to extend their power with respect to computability of queries. 
Proposition 23. For every schema a and for every k > 1,. there is a class of 
queries F = {fr}r>k such that, if C and C' are any two classes of databases 
of schema a such that C is strongly Ck-homogeneous and C' is not strongly Ck-
homogeneous, then for every fr G F, fr\c is computable by an RCMr machine, but 
it is not the case that for every fr G F, fr\c> is computable by an RCMr machine. 
Proof. We can use here the same strategy as we used in the proof of Theorem 
21. For every r > k, we define fr as follows: / r ( / ) = TRUE iff the number of 
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equivalence classes in the relation =~ for r-tuples over I is even. Clearly, for I £ C, 
and for every, r > k. the equivalence classes in = r coincide with the equivalence 
classes in =~ for r-tuples over I. So, for each r > k, fr can be computed by an 
RCMr machine, as we did in the proof of Theorem 21. 
On the other hand, for some J £ C', which is not strongly Ck-homogeneous, 
there wil be some r > k, such that the equivalence classes in = r will not coincide 
with the equivalence classes in =~ for r-tuples over J. Then no RCMr machine will 
be able to distinguish between r-tuples which have the same Cr-type, and hence 
no RCMr machine will be able to count the equivalence classes in =~ for r-tuples 
over J. • 
With the next notion of homogeneity we intend to formalize the property of 
the classes of databases where Ck equivalence coincides with isomorphism. Among 
other classes, this is the case with the class of trees ([IL90]), the class of planar 
graphs ([Gro98b]) and the class of databases of bounded tree-width ([GM98]). With 
this stronger notion we can achieve completeness with RCMk machines. 
Definition 24. Let a be a schema and let C be a class of databases of schema a. 
Let k > 1. We say that C is pairwise Cfc-homogeneous, if for every pair of databases 
I, J in C, and for every pair of k-tuples ak £ (dom(I))k and bk £ (dom(J))k, if 
ak =k bk, then there exists an isomorphism f : dom(I) —> dom(J) such that 
f(ai) = bi for every 1 <i<k. 
Proposition 25. For every schema a, for every k > 1 and for every query f of 
schema a inCQ, if C is a recursive and pairwise Ck-homogeneous class of databases 
of schema a, then there is an RCMk machine which computes f\c-
Proof. We use the same strategy to build an RCMk machine M.j which computes 
a given query / £ CQ, as we did in the proof of Theorem 13. In this case we must 
also check that the database / ' which we build in the TM tape is in the class of 
databases.on which Mf is defined to work. This is the reason why we ask for the 
class to be recursive. So we will know that if / ' and I (the input database) realize 
the same Ck-types for fc-tuples, then the two databases are isomorphic, and we can 
compute / on I ' in the TM part of Mf. Finally, to build / ( / ) , we just take the 
corresponding equivalence classes of the fc-tuples which realize in I the Cfc-types 
for fc-tuples which are realized in / ( / ' ) . • 
4.1 A Lower Bound for Strong Homogeneity 
The queries which preserve realization of FO-types for tuples (i.e., the computable 
queries), but which do not preserve realization of Cfe-types for fc-tuples for any fc, 
do not belong to any QCQc class. This is because if we fix some k > 1, the number 
of variables which are needed for the automorphism types for fc-tuples in different 
databases may be different. And the number of different bounds for the number 
of variables may be infinite. Thus, we define a new class of queries, following the 
same strategy as in [TurOla, Tur04] regarding FOk. The intuitive idea behind 
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this new class is that queries which belong to it preserve, for any two databases of 
the corresponding schema, the realization of types in Ck where k is the number of 
variables which is sufficient for both databases to define tuples up to automorphism. 
Definition 26. For any schema a, let us denote as arity(<j) the maximum arity of 
a relation symbol in the schema. We define the class QCQc as the class of queries 
f € CQ of some schema a and of any arity, for which there exists an integer 
n > max{arity(f), arity(a)} such that for every pair of databases I, J in B„, the 
following holds: 
Tpc\l,h) = Tpch{J,K)=*Tpch{(I,f{I)),h)=Tpch{(J,f(J)),h) 
where (I,f(I)) and (J,f(J)) are databases of schema a U {R} with R being 
a relation symbol with the arity of the query f , and h = max{n,min{k : 
I and J are strongly Ck-homogeneous}}. 
We also require that the answer to the query f must be the union of complete 
Ch-types, i.e., for all databases I in Ba, and for all tuples a,b in dom(I)r, if 
a € /(/) and tpfh(a) = tpfh(b), then also b e /(/). 
Clearly, QCQ° D QCQc". But, unlike the analogous class QCQ in [TurOla, 
Tur04], we do not know neither whether the inclusion is strict, nor whether CQ 
strictly includes QCQc. Both questions seem to be non trivial since they are 
related to the problem which we mentioned after Remark 22, by Proposition 27 
below. 
Note that the queries based on the Cfc-type index for ¿-tuples which we men-
tioned in Remark 22 are in QCQc. Therefore, the class of queries which can be com-
puted by R C M ° ^ machines on classes of databases which are C^-homogeneous 
is actually quite big. It is big enough to allow for a RCMk machine to go through 
the whole hierarchy QCQc , in a sense which will be clarified next, and, further, to 
get into QCQc. This is actually quite natural, because classes of databases which 
are strongly Cfc-homogeneous will not benefit from the possibility of using > k 
variables in dynamic queries, since Cfc-types on them cannot be further refined, as 
long as the number of variables which may be used remains constant for the whole 
class of databases. So, the next result is rather intuitive. 
Proposition 27. Let f be a query of schema a in QCQc, with parameter n ac-
cording to Definition 26. Let C be a class of databases of schema a which is strongly 
Ck-homogeneous for some k > 1. Then, the restriction of f to C is computable by 
an RCMh machine where h = max{n, k}. 
Proof. Let / and C be as in the statement of the proposition, and let f be the 
restriction of / to C. Let I, J S C, such that I is is strongly Ckl-homogeneous and J 
is strongly Ck2-homogeneous. Without loss of generality, let k\ < k2 < k. We must 
prove that / ' can be computed on I and J by an RCMn machine, if k < n, or by an 
RCMk machine, otherwise. If k < n, by Definition 26, if Tp c " (/, n) = Tp°n(J, n), 
then Tp°n((/,/'(/)),n) = Tp c" ( (J , / ' (J) ) ,n) } . So, by Definition 7 and Theorem 
13, } ' can be computed on I and J by a RCMn machine. As for every pair 
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of databases in C, the minimum k' such that both databases are strongly 
homogeneous is bounded by k, then / ' preserves realization of Cn-types for n-tuples 
in C. So, / ' is computable by a RCMn machine. 
If, on the other hand, k > n, we have two different cases. Either k2 < n < k 
or n < k2 < k. In the first case / ' preserves realization of C"-types for n-tuples 
in I and J, and by Corollary 16 / ' also preserves realization of Cfe-types for k-
tuples in those databases. In the second case / ' preserves realization of Ck2-types 
for fc2-tuples in I and J, and by the same corollary / ' also preserves realization of 
Cfc-types for fc-tuples in those databases. Then, by the same argument as before, in 
both cases / ' preserves realization of Cfc-types for fc-tuples for any pair of databases 
in C. So, / ' is computable by a RCMk machine. • 
5 Further Considerations 
5.1 Infinitary Logics with Counting 
The infinitary logic 3W, for every k > 1, has the usual first order rules for the 
formation of formulas. In addition, it is closed under infinitary conjunctions and 
disjunctions. Formulas in ££.JUI contain at most k different variables. We write 
^oow ~ Uk^oow Similarly, we define infinitary logics with counting, denoted as 
and respectively. These logics are defined in the same way as Ckoul 
and C ôu with the addition of all counting quantifiers. That is, has the same 
formation rules as plus the following one: if ip is a formula in a; is a 
variable and m > 1, then 3-mx(ip) is also a formula in C^, provided the number 
of different variables in 3^mx{ip) is < k. Then C^ = Ufc>i C w 
We define the following recursive fragments of the infinitary logics C ^ and 
££>w as in [AW95]. For every fc > 1, let C£,J r e c denote the fragment of the 
infinitary logic that contains exactly all sentences with a recursive class of 
models. We also define £^ow|rec in the same way. Now we give a characterization 
of the expressive power of the computation model RCMk (and, hence, also of each 
subclass QCQc ) in terms of the fragment |rec-
Theorem 28. For every k > 1, the expressive power of the RCMk machine, 
restricted to Boolean queries, is exactly C^oul\rec. 
Proof. C): Let M. be an RCMk of schema a for some natural k. By Propositions 
5 and 6, every database I is characterized up to by a Ck formula. Let a/ 
be such a formula. On the other hand, by Lemma 12, the computation of M. on a 
database I is equivalent to a Ck formula <PM,I• Then we build the C ^ formula 
^M = y AtpMj)- Clearly, the models of the formula ^m are the databases 
accepted by M. To see that the formula is in the fragment C^OUJ\rec, note that we 
can build a Turing machine M which simulates M. and which accepts a database 
iff it is accepted by M . 
3 ) : Let $ be a formula of schema a such that its class of models is 
recursive, i.e., it is decidable by some Turing machine M. We build an RCMk 
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machine M. which works as follows. On input I it builds on the TM tape an 
encoding of every possible database / ' of schema a building the corresponding 
isolating formulas for the Cfc-types realized in I', as in the proof of Theorem 13, 
until I =Ck I'. Since by Proposition 6 in finite databases Ck equivalence coincides 
with C^ou equivalence, we have I \= iff I' f= Hence, M simulates the TM M 
in its tape on input I' and M accepts I iff M accepts I'. • 
We can use the same strategy to characterize the expressive power of the model 
RRMk (and, hence also of each subclass QCQk of ([TurOla], [Tur04]) in terms 
of the corresponding fragment For the proof, we use Corollary 2.3 of 
[Ott97] and a result from ([APV98], Proof of Theorem 5.6) which is analogous to 
our Lemma 12 for RRMk machines. 
Theorem 29. For every k > 1, the expressive power of the RRMk machine, 
restricted to Boolean queries, is exactly C^^\rec. • 
Now we will get a similar characterization for the classes of machines which 
might not halt on all input databases, i.e., for those machines which compute partial 
queries. For the rest of the present sub-section we will consider partial computable 
queries, that is, queries which are not necessarily defined on all the databases of a 
given schema. It is noteworthy that this is the way in which computable queries 
were originally defined (see [CH80] and [AHV94]), though usually only total queries 
are considered in the literature. 
Following the definition in [AVV95] for the logic for every k > 1, let 
C £ j r e denote the fragment of the infinitary logic C*^, that contains exactly 
all sentences whose classes of models are recursively enumerable. We also define 
^oowlre the same way. Now we give a characterization of the expressive power 
of the computation models RCMk when we consider also machines which compute 
partial queries, in terms of the fragment C ôu)\r e . 
Theorem 30. For every k >1, the expressive power of the RCMk machine which 
computes partial queries, restricted to Boolean queries, is exactly C^ |r e . 
Proof. C): We follow a similar strategy to the one used in the proof of Theorem 
28. For the construction of the C ^ formula w e only consider the databases 
I for which the machine M. halts, i.e., the databases on which the query computed 
by M. is defined. The models of are clearly the databases for which the query 
computed by M evaluates to true. To prove that the class of models of M is r.e., 
we construct a Turing machine M which builds on its work tape a sequence (which 
of course is countably infinite) of all the databases of the schema of the query 
of every possible size, ordered by their size. At the same time M simulates the 
operation of the RCMk M on all the different databases built on the work tape, 
executing one step at a time on each of them, in such a way that after M executes 
the first step of the computation of M. on a given database in the sequence, say 
it then executes one more step of the computation of M on each one of the previous 
databases in the sequence, i.e., on I\, I2, •. •, /¿-i- Whenever the simulation of M 
on a given database halts, if it halts in an accepting state, then M outputs that 
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database in the sequence which it builds on the output tape of the machine. Then, 
M stops the simulation of M. on that particular database. In this way we get a 
recursive enumeration of the models of the sentence ®M in the output tape of M. 
D): In this case we also follow a similar strategy as in the corresponding case in 
the proof of Theorem 28. Once M. built on its TM tape an encoding of a database 
/ ' such that I =c* I', the machine M uses the TM M of the first part of the 
proof of the present theorem, to enumerate the models of ^M- Then, M. accepts 
the input database if the database / ' is generated in the enumeration of M. • 
Using an analogous strategy we get a characterization of the expressive power 
of the computation models RRMk when we consider also machines which compute 
partial queries, in terms of the fragment C^\ r e . 
Theorem 31. For every k > 1, the expressive power of the RRMk machines which 
compute partial queries, restricted to Boolean queries, is exactly ££ou)|re • • 
5.2 The Relevance of Counting in the Hierarchy 
ck 
Note, that the hierarchy defined by the sub-classes QCQ by using k as a pa-
rameter, has some similar properties to the hierarchy defined by QCQk classes of 
([TurOla], [Tur04]). Both are strict and properly contained in CQ, both are orthogo-
nal to the Turing machine complexity hierarchy, and are characterized syntactically 
by machines which have a very similar behaviour. However, the expressive power of 
every logic Ck is much bigger than the expressive power of the corresponding logic 
FOk ([Ott97]). It turns out that the sub-classes QCQk are "very smalt', while the 
sub-classes QCQ are "very big", in a certain precise sense which we define below. 
This fact can be clearly noted by using the notion of asymptotic probability (see 
Section 2). Recall from ([TurOla], [Tur04]) that each sub-class QCQk, as well as 
the whole hierarchy QCQU, have a 0-1 Law. This implies a strong limitation with 
respect to expressive power. It is well known that a query as simple as the parity 
query (i.e., q(I) = true iff \dom(I)\ is even) has not a 0-1 Law, and this means 
that this query does not even belong to the whole hierarchy QCQ°. On the other 
hand, the parity query belongs to the first layer of the hierarchy QCQc . Recall 
the second part of the proof of Theorem 13. There, we defined a machine RCMk 
which in first place computed the size of the input database. This was done using 
a dynamic query in C1, so that the parity query can be computed by an RCM1 
machine. Hence, it belongs to the sub-class QCQc . Then the following result 
follows immediately. 
Proposition 32. For any k > 1, QCQc does not have a 0-1 Law. Hence, the 
whole hierarchy QCQc does not have a 0-1 Law either. • 
Propositions 33 and 35 below (see [Gro98a]) will help us to understand the 
difference in the expressiveness of the corresponding sub-classes, as well as of the 
hierarchies. Proposition 33 is obtained as a corollary to the combination of a result 
by L. Babai, P. Erdos, and S. Selkow [BES80], and a result by N. Immerman and 
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E. Lander [IL90]. Proposition 35 can be also found in [Gro98a], and follows from 
results of P. Kolaitis and M. Vardi [KV92], 
Proposition 33. ([BES80] and [IL90]) There is a class C of graphs with ¿¿c = 1 
such that for all graphs I,J £ C we have I ~ J I =c* J • Moreover, jor all 
I £ C and a,b £ dom(I), there is an automorphism mapping a to b iff tpf (a) = 
tpf(b). • 
Note that the class C of Proposition 33 is C2-homogeneous, moreover, it is also 
strongly C2-homogeneous. So, the following corollary is immediate. 
Corollary 34. 
(i) Almost all graphs are strongly C2-homogeneous. 
(ii) Almost all graphs which are C2-homogeneous are also strongly C2-homo-
geneous. • 
Further note that this result is quite relevant not only in our context, but also 
in complexity theory, since the isomorphism problem is well known to be in NP, 
whereas M. Grohe has proved that for every k > 1, Ck equivalence is PTIME 
complete under quantifier free reductions ([Gro96]). Examples of classes of well 
known graphs, though not having asymptotic probability 1, where Ck equivalence 
coincides with isomorphism are the class of planar graphs ([Gro98b]) and the class 
of trees ([IL90]). 
On the other hand, the class of linear graphs is an example of a class where 
FO2 equivalence coincides with isomorphism (see [EF99]). 
Proposition 35. ([KV92]) Let k > 1. If C is a class of graphs such that for all 
graphs I,j£C we have I ~ J I =pok J> then ̂ c = 0. • 
Following [HKL96], though using a slightly different perspective, we define the 
notion of equality of queries almost everywhere. Let a be a schema, and let q,q' be 
two computable queries of schema a. Let H(q=qi) be as follows: 
_ |{j e g . : dom(I) = {1,. . . , n} A q(I) = q'(I)}\ 
^(9=«') ™ \{I £ Ba : dom(I) = {1,.. ,,n}}| 
2 
By Proposition 33 for every computable query q there is a query q' in QCQ 
(and, hence in each layer QCQc , for k > 2) such that — 1> i-e-> s u ch that q' 
coincides with q over almost all databases. On the other hand, by Proposition 35, 
this cannot be true for any layer in QCQU, and not even for the whole hierarchy. 
On the other hand, regarding expressive power, the following result shows that 
the number of variables allowed in formulas is more relevant than allowing the 
formulas to be infinite and allowing the use of counting quantifiers. Moreover, 
as it is well known (see [Gro98a]), if we consider only ordered databases, then 
= a n d hence> Q C Q 0 J = QCQc\ 
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Proposition 36. ([Ott97j) For every k > 1, there is a Boolean query which is 
expressible in FOk+l, but which is not expressible in C!^3W. • 
As every query which is expressible in FO is clearly recursive, by using Theorem 
13 and Theorem 28 we get the following corollary: 
Corollary 37. For every k> 1, QCQk+1 £ QCQc". • 
On the other hand, if we fix the number of variables, the strict inclusion is 
straightforward. 
Proposition 38. For every k>l, QCQk C QCQc". 
Proof. The inclusion follows from Theorems 28 and 29. As to the strict inclusion, 
note that for every fc > 1, an RCMk machine can compute the Cfc-type index for 
fc-tuples of its input (see Remark 22), while clearly no RRMk machine can do it 
for arbitrary databases. • 
Finally, we give some examples of known classifications of queries in the infini-
tary logics C^QU and and, hence, by Theorems 28 and 29, in the hierarchies 
QCQc" and QCQ", respectively. 
Example 39. 
1): The size of a database is even £ QCQ and g QCQ" (see observation before 
Proposition 32). 
2): A graph is regular € QCQ°2 and £ QCQ" ([Ott97]). 
3): A graph is Eulerian £ QCQc2 and £ QCQ" ([Ott97]). 
4): A graph is a disjoint union of an even number of cliques £ QCQ° and 
0 QCQ" ([KV95]). 
5): A graph is connected € QCQ3 and £ QCQc2 ([Gro98a]). 
6): A graph has an even number of connected components £ QCQc" and £ QCQw 
([KV95]). 
7): A projective plane is Desargian £ QCQc ([Gro98a], see there also the defi-
nition of projective planes). 
As we pointed out in Remark 17 (see also [TurOla], [Tur04]), the hierarchies 
QCQw and QCQc are orthogonal to the hierarchy of complexity classes defined in 
terms of TIME and SPACE in Turing machine complexity. Then, we can use these 
hierarchies to refine the TIME and SPACE complexity classes by intersecting these 
classes with the different hierarchies QCQw and QCQc . In this way, we obtain 
complexity classes which are much finer. This may result in a deeper and more 
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subtle understanding on the nature of queries. Next, we give some examples to 
illustrate this point. 
Combining results from [KL99] and [KL00] with known results in descriptive 
complexity and with Theorem 29, we get that the following Boolean queries, defined 
in the class of finite groups, belong to the sub-class (QCQ4 l~l NLOGSPACE): 
1): Given a group G, it is completely reducible and centreless; 2): Given a group 
G and a pair of elements a, b, the subgroup generated by a is a subgroup of the 
subgroup generated by b; 3): Given a group G and a pair of elements a, b, the two 
elements generate the same subgroup. 
As to the hierarchy QCQc , combining known results in descriptive complexity 
(see [Ott97]) with results from computational complexity and with Theorem 28, 
c2 
we have that the following two Boolean queries belong to the sub-class (QCQ Pi 
PTIME): 1): A graph is Eulerian; 2) A graph is regular. 
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On a Class of Discrete Functions 
Dimiter Stoichkov Kovachev* 
Abstract 
We consider classes of functions which depend in a certain way on their 
variables. The relation between the number of H-functions of n variables of 
the k-valued logic and the number of n-dimensional Latin hypercubes of order 
k is found. We have shown how from an arbitrary Latin hypercube we can 
"construct" (present in table form) an H-function and vice versa - how every 
H-function can be represented as a Latin hypercube. We extend the concepts 
of H-function a n d Latin hypercube. 
Keywords: H-function, subfunction, range, spectrum, Latin hypercube. 
1 Introduction 
In the paper we interpret the H-function as Latin squares or Latin hypercubes. 
On the other side the Latin squares and Latin hypercubes are well known com-
binatorial structures which are widely used in different areas of mathematics and 
its applications, in theoretical and applied computer science, etc. They are very 
important in Statistics, Coding Theory, Cryptography, Tournament Design, etc. 
([3], see §1.4, §12.1 - 12.4; §1.5, §13.1 - 13.5; §14.1 - 14.4; §1.6, §16.5, respectively), 
Design Experiment, Security of Information, Decision Making, etc. 
Let Pnfc = { / : £ £ — > Ek/Ek = {0,1,..., k - 1}, k > 2}. 
Definition 1. [1] We say that f(x i, x?,..., xn) is H-function if for every variable 
Xi, 1 < i < n, n > 2 and for every o i , . . . , 0 , - 1 , 0 ' , a", O i + i , . . . , an £ Ek for a' ^ a" 
we have f(ai, ...,Oi_i,a',a i+i, ...,a„) ^ f(alt ...,Oj_i,a",aj+i, ...,an). 
Definition 2. [4] The number Rng(f) of different values of the function f is called 
range of f. 
Denote by XF and PK,Q respectively, the set of variables of function / , and the 
set of all functions of with range <7, 1 < q < k. 
Definition 3. [2] The function h is called a subfunction of the function 
f ( x 1, X2,-.., xn) with respect to the set of variables R = { x j i , Xj2,..., X j r } , 
'Department of computer science, South-West University "N. Rilski", 2700 Blagoevgrad, 
P.O.79, E-mail: dkovachfflaix.swu.bg and dkovachfflabv.bg 
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R C Xf, if h is obtained from f by replacement the variables from R respectively 
by values c\, c2,..., cv. We will denote the subfunction h in one of the following 
ways h < f or h = f(xj1 = c\, Xj2 = c2,..., Xjr = cv). 
Let M, M C Xf, be a set of variables and G be the set of all subfunctions of / 
Xf\M 
with respect to Xf\M, i.e. G = G(M, f) = {g:g -< /}. 
Definition 4. [4] The set Spr(M,f) = called spectrum of the 
set M for the function f. 
A matrix B with m rows and m columns is denoted by B = (bij)™. Matrix 
A = (aj1j2...jn)i is an n-dimensional matrix of order k. 
Definition 5. Latin n-dimensional hypercube of order k based on the set Ek is 




\\J{ah...is_ljia+1...iJ\ = \Ek\ = k. (1) 
j=l 
The set of all Latin n-dimensional hypercubes of order k will be denoted by 
LHCkn. 
Theorem 6. Each matrix A = (flji j2...j„)ii for which 
n 
ah h ••• in = [ £ frtir - 1) + c ] mod k, 
r=l 
where fT £ P1fc'fc, c is a natural number, belongs to LHCk. 
Proof. Each function h £ Pf'k, is of the form h = (? } "' ^ , ) , where \li ¿2 ••• Ik J 
l\, h,---, h is a permutation of the numbers 0, 1,..., k — 1, and h(t) = 
lt+i, t = 0, 1,..., k — 1. Assume that the matrix A £ LHCk and there exists 
s, s £ {1, 2,..., n}, such that | Uj=i(a»i...i.-i j ».+i...«n}l ^ Ek- Therefore there 
exist a, (3, a ± (3, such that ail,..is_l a j , + 1 . . . i n = aii.,,is_1 pis+1...in. From the last 
equality it follows that fs(a — 1) = fs(j3 — 1) and from fs £ Pk'k, we have a = ¡3 : 
a contradiction. Therefore A £ LHCk. • 
Function hi(x) = (ax + b) mod k, where a, b are natural numbers, (a, k) = 1 be-
longs to Pk'k. As a corollary of Theorem 6 we obtain that matrix B = (bj1 J2 ...Jri)i, 
for which b3l j2... jn = (aiji 4- a2j2 + • • • + a„jn + c) mod k, for (a*, k) = 1, i = 
1, 2, . . . , n belongs to LHCk. 
Each function from Pk'k can be represented by a table or by interpolating 
polynomial and, based on Theorem 6, can be used for "constructing" elements of 
LHCk. 
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Example 7. Construct Latin 2-dimensional hypercube of order 4 and Latin 3-
dimensional hypercube of order 3. 
Let /1 = ^ 2 l ) a n d ~ (2 3 1 0) ' b e a r b i t r a r y functions from 
P4 '4. Let matrix C = (Ci;)4 be such that Cij — [/1(1 — 1) + /2O — 1)] mod, k. Then 
c u = [/i(l - 1) + /2(1 - 1)] mod 4 = [3 + 2] mod 4 = 1. Similarly we obtain the 
remaining elements of matrix C. So we have 
C — (cij)t 
/1 2 0 3\ 
2 3 1 0 
0 1 3 2 
\3 0 2 1/ 
G LHC& D = (diji)l D G LHCl. 
where dyi = (2i + j + 21 + 1) mod 3. 
2 Spectrum of H-functions and Latin Hypercubes 
Theorem 8. The function f(x 1, x2,• ••, G is H-function if and only if for 
each variable Xi, i = 1, 2,..., n we have Spr(xi, f) = {fc}. 
Proo/. (Necessity) Let / be ^/-function, be arbitrary variable of / . Then for 
every set of constants a\, ...,ai_i,aj+i, ...,a„ we have 
f(ai,..., ai_i, r, a»+i,..., an) ^ / (a i , . . . , aj-i, i, a i+i,..., an) (2) 
for each r and t for which r ^ t , r , i € Ek. 
Prom Definition 3 and the inequality (2) it follows that every subfunction of / 
with respect to Xj\{xi} assumes exactly k different values, i.e. it has a range equal 
to k. 
For M = {xi}, from Definition 4 it follows that Spr(xi, f) = {k}. 
(Sufficiency) Let for the variable Xi we have 
Spr(xu f) = {k}. (3) 
From Definition 4 for M = {xi} and (3) it follows that every subfunction of / 
with respect to Xf\{xi} has a range equal to k. This means that for an arbitrary 
n — 1 tuple of values < ci,..., Cj_ 1, Cj+i, ..., Cn >, the subfunction f(x 1 = 
ci,..., Xi-1 = Ci-. 1, Xi, xi+i = Ci+i,..., xn = c„) has a range /c, i.e. it assumes 
exactly k different values. Because xl can also assume exactly k different values, 
we obtain that for every c',c" G Ek, (c' ^ c"), the following inequality holds 
/(Ci,..., Ci-1, C', d+1,..., C„) ^ f(ci,...,Ci-i, C", Cj+i,..., c„). 
Since the variable Xi and the set of values < ci,...,cj_i, c', c", Cj+i, ...,Cn > 
are arbitrary, from Definition 1 it follows that / is an Zf-function. • 
Remark 9. More that Theorem 8 can also be used as a definition of an H-function, 
where the restriction n > 2 can be eliminated, i.e. the definition holds for the 
functions of one variable as well. 
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Theorem 10. The number of all H-functions of Pk is equal to the number of all 
Latin n-dimensional hypercubes of order k. 
Proof. Let < cu, C2i,..., Cni > , ¿=1, 2,..., kn be all the possible n—tuples of 
constants and / G be an arbitrary function for which 
f(x 1 = cH , x2 = c2i,..., Xn = Cni) =Oi, i = 1, 2,..., kn, Oi G Ek- (4) 
Let the mapping </?/ : E k + l —• Ek be such that it maps ai from any equality (4) 
into an element of the matrix D\ = {dj,j2...jn)i, 
djuhi - jm — ai = <Pf(cu, c2i, •••, Cni, ai), ¿ = 1,2,..., kn, (5) 
where 
jli = Cli + 1, j2i = C2i + 1,..., jni = Cni + 1, i = 1, 2,..., kn. (6) 
Conversely, to every element of the matrix D\ from (5), through the equalities (6), 
the constant a* from equality (4) is assigned uniquely. 
If we take into consideration Definitions 1 and 5 as well, we draw the conclusion 
that to each //-function of Pk we can assign, using tpf, a Latin n-dimensional 
hypercube of order k, and vice versa. Therefore, the number of //-functions of Pk 
is equal to the number of the Latin n-dimensional hypercubes of order k. • 
; Using the mapping </>/, every Latin n-dimensional hypercube of order k, which 
elements are in the set Ek, can be used for the "construction"( i.e. tabular repre-
sentation) of an //-function of Pk• 
Corollary 11. Every H-function of Pk can be represented as Latin n-dimensional 
hypercube of order k and vice versa, every Latin n—dimensional hypercube of order 
k can be represented as H-function. 
In the general case, the sum of the //-functions of P„ can be an //-function, 
but this is not always true. 
Example 12. Indeed, if f\ G is an arbitrary //-function, then f2 = k — 1 — 
is also an //-function. However the sum fi + f2 = k — 1 is a constant and it is not 
an //-function. 
Example 13. Let k be an odd number and / G P£ be an arbitrary //-function. 
For every number a £ Ek = {0, 1,..., fc — 1} the function fa, fa = f +a ( mod k) is 
also an //-function. In addition, the sum f + fa = 2.f + a (mod k) is an //-function. 
The problem for finding necessary and sufficient conditions under which the 
sum of two //-functions is again an //-function remains open. 
From Definitions 1, 2, 3 it follows that a function of is an //-function if each 
of its subfunctions of one variable takes k different values, i.e. if it has a range equal 
to k. 
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3 Generalizations of //-functions 
We extend the concept of //-function in two directions - increasing the number of the 
variables on which the function depends in a certain way (each of its subfunctions 
of m > 2 variables takes q, 1 < q < k, different values, i.e. it has a range equal to 
q) and changing the number of different values which the function assumes in this 
dependence. 1 
Let m, q be integers such that 1 < m < n, 1 < q < k, and M be an arbitrary 
set of m variables of the function / £ Pk . 
Definition 14. We say that the function f(xi, X2,--, xn) € is an H[m;q]-
function, if for every set M, M C Xf, \M\ = m, we have 
Spr(M, f) = {q}. (7) 
The set of all functions of Pk for which (7) holds will be denoted by H\m-,q]k. 
When m = k, the set ii[l; mcoincides with the set of all H-functions from Pk. 
Prom Definition 14 it follows that a function of Pk is an H{m\q] function if each 
of its subfunctions of m variables takes q different values, i.e. it has a range equal 
to q. 
We will prove a necessary and sufficient condition for a function to be an H[m; q] 
function, which generalizes Theorem 8. -
Theorem 15. A function f £ Pk is an H[m-, q] function if and only if each of its 
subfunctions, depending on at least m variables, is an H[m;q] function. 
Proof. (Necessity) Let / £ be an H[m;q] function and let h be an arbitrary 
subfunction of / , for which > m. We will prove that h is an H[m-, q] function. 
Let us suppose that h is not an H[m; q] function. Therefore there is a set of variables 
M, \M\ = m, M C Xh, such that 
Spr(M, h) ¿{q}. (8) 
Xh\M 
From (8) it follows that a subfunction hi exists, hi -< h, such that Rng(hi) ^ q. 
Xh\M Xf\M 
Since hi -< h , h -< / , it follows that hi -< / and Rng(hi) ± q. 
From Definition 4 and Definition 14 it follows that Spr(M, f) ^ {q} and / is not 
an H[m;q} function. This is a contradiction. 
(Sufficiency) Let each subfunction of / , depending on at least m variables, be an 
H[m\ <j]-function. We will prove that / is an H[m; q]-function. Let us suppose 
that / is not an H[m; q]-function, i.e. there exists a set of variables M, \M\ = m, 
M C Xf , such that 
Spr(M, f) ± {q}. (9) 
Xf\M 
From (9) it follows that there is a subfunction g, g -< f, \Xg\ = m, for which 
Rng(g) / q. Therefore the subfunction g is not an H[m\ q]-function which contra-
dicts the given condition. The contradiction is due to the assumption that / is not 
an H[m\ g]-function. • 
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As a corollary of Theorem 15 for m = 1, q = k we get: 
Corollary 16. A necessary and sufficient condition for the function f G to be 
an H.-function is that every of its subfunctions, depending on at least one variable, 
is an H-function. 
Definition 17. An n-dimensional matrix W = (wiii2...in of order k, the elements 
of which are in the set Ek, such that when we fix arbitrary n — m of its indices, 
we get an m-dimensional matrix of order k, in which there are exactly q different 
elements of the set Ek, is called an n-dimensional H[m\q]-hypercube of order k, 
generated by Ek-
The set of all n-dimensional H[m\ gj-hypercubes of order k, generated by the 
set Ek, will be denoted by HHC[m-,q]k. 
It is obvious that for m= 1, q = k, LHCk = HHC[l;k]k holds, i.e. the Latin 
. n-dimensional hypercubes of order k are special cases of the n-dimensional H[m; q}-
hypercubes of order k. 
Example 1'8. If the elements of the matrix of an arbitrary Latin hypercube of 
the set LHCk are taken by modulo q, then we will get the matrix of an H[l\q]-
hypercube of the set HHC[l; q]k. In the matrix obtained in this way there will be 
exactly q different elements of Ek-
Let the matrix C from Example 7 be taken by modulo 3 and the new matrix 
we get be denoted by C\ 
C = 
(I 2 0 3 \ / 1 2 0 
2 3 1 0 
G LHCl C mod 3 
2 0 1 0 
:o 1 3 2 0 1 0 2 
\ 3 0 2 V 0 2 V 
G HHC[l;3]t 
Of course, there are matrices in the set HHC[l;q]k which cannot be obtained 
from matrices of the set LHCk by taking modulo q. Below in Example 20 we have 
shown such a matrix. The matrix B is constructed in which the number of different 
elements is more that q, (q = 3). 
Theorem 19. Each matrix B 
bjl ]2 •••jr. 
(bn j2 -jn)i! for which 
n 
= [ - 1)] mod k, 
r= 1 
where gr G Pk'9, r = 1, 2,. . . 
k. 
n, is an n-dimensional H[l\q]-hypercube of order 
Proof. If fi G Pi'9 then /2, ( /2 = ( / 1 + Co) mod k, Co is a natural number) also 
belongs to Pi'9. By fixing any n — 1 indices of the matrix B we will obtain a 
function of Pi'9 and according to Definition 17, B G HHC[l;q]„. • 
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Because each function gT G Pi'9, r — 1, 2 , . . . , n, can be chosen in | Pk'q \ 
ways it follows that | HHC[l;q]k \ < | Pf'® |n. 
Example 20. Construct 2-dimensional H[L; 3] -hypercube of order 4. Let g\ = 
and g2 = | jj ^ , be arbitrary functions from P4 '3 Let 
matrix 5 = (bij)j be such that faj — [gi(i — 1) + 92(j — 1)] mod 4. We compute the 
elements of the matrix B and we get: 
4 B = (bij)i 
(\ 0 3 0\ 
0 3 2 3 
0 3 2 3 
\3 2 1 2/ 
S HHC[ 1; 3]|, m = I, n = 2, q = 3, k = 4. 
Proposition 21. TTie number of hypercubes of the set HHC[m-,q}k is equal to the 
number of functions of the set H[rri; q}^, i.e. 
\HHC[m-,qt\ = \H[m-,q]kn\. 
Using Definitions 2, 3, 4, 14, 17 and the arguments from Theorem 8 we can 
complete the proof of Proposition 21. 
Every n-dimensional H[m; q]-hypercube of order k generated by the set of k 
elements can be used for the "construction"(i.e. tabular representation) of a 
function of the set H [m-, q]„. 
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On Armstrong Relations for Strong Dependencies 
Vu Duc Thi* and Nguyen Hoang Sont 
Abstract 
The strong dependency has been introduced and axiomatized in [2], [3], [4], 
[5]. The aim of this paper is to investigate on Armstrong relations for strong 
dependencies. We give a necessary and sufficient condition for an abitraxy 
relation to be Armstrong relation of a given strong scheme. We also give an 
effective algorithm finding a relation r such that r is Armstrong relation of 
a given strong scheme G = (¡7, S) (i.e. Sr = S+, where Sr is a full family of 
strong dependencies of r, and S+ is a set of all strong dependencies that can 
be derived from S by the system of axioms). We estimate this algorithm: We 
show that the time complexity of this algorithm is polynomial in |Z7| and |S|. 
1 Introduction 
Let us give some necessary definitions and results that are used in next section. 
Definition 1. Let U be a nonempty finite set of attributes, r = {hi,...,hm} a 
relation over U, and A,BCU. We say that B strongly depends on A in r (denote 
A^B) iff 
r 
(Vhu hj G r)((3o G A)(hi(a) = hj{a) (V6 G B){ht(b) = hj{b))). 
Let Sr — {(A, B) : A B}. Sr is called a full family of strong dependencies 
r 
of r. Where we write (A, B) or A —> B for A A B when r, s are clear from the 
r 
context. 
Definition 2. A strong dependency (SD) over U is a statement of form X —> Y, 
where X,Y C U. The SD X —• Y holds in a relation r if A B. We also say 
r 
that r satisfies the SD A —> B. 
Definition 3. Let U be a set of attributes and P(U) its power set. Let Y C 
V{U) x V{U). We say that Y is an s - family over U iff for all A,B,C,D C U 
and a € U 
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(51) ( { a } , { a } ) e y , 
(52) (A, B) G Y,(B,C) G Y,B ± 0 => (A,C) G Y, 
(53) (A,B)eY,CCA,DCB^ (C,D) G Y, 
(54) (A, B) G Y, (C, D) G y {A U C, B n D) G y, 
(S5J (>1, B) G y, (C, £>) G y (A n C, B U D) G Y. 
It is easy to see that Sr is an s - family over U. 
It is known [4] that if Y is an s - family over U, then there exists a relation r 
such that Y = Sr-
Definition 4. A strong scheme G is a pair (U,S), where U is a finite set of 
attributes, and S a set of SDs over U. 
Let S+ be a set of all SDs that can be derived from 5 by the rules in Definition 
3. 
It can be seen [4] that if G = (U, S) is a strong scheme then there is a relation 
r over U such that Sr = S+. Such a relation is called Armstrong relation of G. 
Definition 5. Let K be a Sperner-system over U. We define the set of antikeys 
of K, denoted by K~l, as follows: 
K~x = {A c U : (B e K) => (B % A) and {A c C) => {SB G K)(B C C)}. 
Definition 6. The mapping F : V(U) —> is called a strong operation over 
U if for every a,b G U and A G V(U) the following properties hold: 
(1) a G F({a}), 
(2) b G F({a}) implies F({b}) C F({a}), 
(3) F(A) = 0 F({a}). 
a€A 
Remark 7. It is clear that for arbitrary strong operation F 
(1) F(9) = U, 
(2) For all A,B £ V(U) : F(A U B ) = F(A) n F(B), 
(3) If A C B then F(B) C F(A). 
It can be seen that the set {F({a}) : a G U} determines the set {F(A) : A G 
nu)}. 
The following theorem shows that between s - families and strong operations 
there exists a one - to - one correspondence 
Theorem 8. [7] Let S be a s - family over U. We define the mapping Fs as 
follows: Fs(A) = {a G U : (A, {a}) G S}. Then Fs is a strong operation over U. 
Conversely, if F is a strong operation over U then there is exactly one s - family 
S over U such that Fs = F, where S = {{A, B): B C F(A)}. 
On Armstrong Relations for Strong Dependencies 523 
Definition 9. Let G — (U, S) be a strong scheme over U, AC U. We set 
A+ = {a eU:A-> {a} G 5+}. 
A+ is called the closure of A over G. 
It is clear that A -> B G S+ iff B C A+. 
Lemma 10. Let G = (U, S) be a strong scheme over U. 
{ a i , . . . ,ajt} and B = {&i,... ,6;} are subsets of U. Then A 
only if {a»} —> {bj} G S+ for every i = 1 , . . . , k\ j = 1 , . . . , I. 
Proof. By rules (S3), (S4) and (S5), the lemma is obvious. 
Algorithm 11. [6] (Finding {a}+) 
Input: given a strong scheme G = (U, S), where S = {Ai —» Bi 
U. 
Output: compute {a } + . 
Method: we compute {a } + by induction. 
Step 1. We set = {a}. 
Step i+1. If there is a SD Aj - » Bj G S so that Aj n X ^ ^ 0 and Bj % X ^ then 
we set 
X ( i+i ) = X(i) y ( |J B . y 
In the converse case we set { a } + = X '̂K 
It is easy to see that there is a fc such that {a} = X ( 0 ) C X ( 1 ) C • • • C X ( f c ) = 
^•(fc+i) _ . . . a n ( j w e se(; < {a}+=XW. 
Proposition 12. [6] For each a G i/ Algorithm 11 computes {a}+ . 
It can be seen that the complexity of Algorithm 11 is polynomial time in the 
|C/|,|5|. 
Proposition 13. [6] Let G = (U,S) be a strong scheme over U, and A —> B is a 
SD. Then there is a polynomial time algorithm deciding whether A —> B G S+. 
2 Armstrong Relation for Strong Dependency 
It is known [8] that there is an algorithm that finds a set of all antikeys from a 
given Sperner-system. 
Algorithm 14. [8] 
Input: a Sperner-system K = {B\,..., Bm} over U. 
Output: K~l. 
Suppose that A — 
-> B G 5 + if and 
• 
: i = 1 , . . . , m } , a G 
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Method: 
Step 1. We set Kx = {U - {a} : a € Bi}. It is clear that Ki = {Bi}~1. 
Step q+1 (q < m). We suppose that Kq = Fq U { X i , . . . , Xtq}, where Xx,..., Xtq 
containing Bq+1 and Fq = {A : A € Kq,Bq+1 g ,4}. For all i (t = 1, . . . ,tq) we 
construct the antikeys of {¿?9+i} on Xi in an analogous way as K\. Denote them 
by A\,...,A*t (i = l,...,tq). Let 
Kq+l = Fq U : A G Fq A], £ A, 1 < i < tq, 1 < p < rj}. 
We set / i - 1 = Km. 
Theorem 15. [8] For each q (1 < q < m),Kq = {Bi, . . . i.e. Km = K-1. 
It can be seen that K and K~l are uniquely determined by one another and 
the determination of based on our algorithm does not depend on the order of 
Bi,..., Bm. Denote Kq = Fq U {Xi, ...,Xtq} and let lq (1 < q < m - 1) be the 
number of elements of Kq. 




{ lq tq if lq tq7 
1 i f l q = t q . 
Note that lq > tq. Clearly, in each step of our algorithm Kq is a Sperner-
system. In the cases for which lq < lm(q = l,.. . ,m — 1), it is easy to see that 
the time complexity of our algorithm is 
not greater than O ^ U ^ K W K ^ 2 ) . Hence, 
in these cases Algorithm 14 finds K~l in polynomial time in |t/|, \K\ and | 
Obviously, if the number of elements of K is small, then Algorithm 14 is very 
effective. It only requires polynomial time in \U\. 
Definition 17. Let G = (U, S) be a strong scheme over U, and a £U. We set 
Ka = {A C U : A - » {a} e S+, /BB : (B —> {a} e S+)(B c A)}. 
Ka is called the family of minimal sets of the attribute a. Clearly, {a} e Ka,U Ka and Ka is a Sperner-system over U. 
Proposition 18. Let G = (U, S) be a strong scheme over U,a € U, Ka is a family 
of minimal sets of a and n= |E/|. Then 
(1) Ka = { {6 } : b e U, {6} - » {a} € 5 + } . 
(2)VAeKa:\A\=l. 
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(3) \Ka\ < n. 
(4) \K~l\ = 1. 
Proof. (1) We define the mapping Fs : V{U) —> V(U) as follows: 
FS(A) = {a £ U : A—> {a} £ 5 + } . 
By Theorem 8, it is clear that Fs is a strong operation over U. It is easy to see 
that A+ = Fs(A). Consequently, by Definition 6 we have 
A+=f]Fs({a}) 
aeA 
= f\{b£U:{a}^{b}eS+} (1) 
a€A 
= f iw+ -
a£A 
By (1) we obtain A+ C {a } + Va £ A. From this and the definition of Ka we 
immediately get 
(2) It is obvious from (1). 
(3) Because for each A £ Ka : |A| = 1, we can be seen that \Ka\ < n. 
(4) By (2) and the definition of antikeys set, it is clear that | = 1. 
The proposition is proved. • 
From this proposition we construct an algorithm finding a minimal set of the 
attribute a. 
Algorithm 19. MSA 
Input: a strong scheme G = (U, S), and a € t/. 





WHILE test AND there is an attribute b £ U such that 
{6} {a} £ S+ 
DO BEGIN 
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Lemma 20. A £ Ka. 
Proof. Because {a} £ Ka and U is a finite set of attributes, the lemma is clear. • 
The following lemma is obvious 
Lemma 21. The worst-case time complexity of MSA is 0(|[/|2|S|). 
Remark 22. By Lemma 10 we have A -» B £ S+ if and only if {a} B £ S+ 
for every a £ A. 
Prom this, we obtain the following lemma 
Lemma 23. Let G = (U, S) be a strong scheme, a &U, Ka be a family of minimal 
sets of a,L C Ka, {a} £ L. Then L C Ka if and only if there are C € L, A —> B £ 
S+ such that V£ £ L E g A U (C - B). 
Proof. Suppose that L C Ka. Hence, there exists a D £ Ka — L. By {a} £ L and 
the definition of Ka, we have 
D -» {a} £ S+ (2) 
and 
a<£D. (3) 
If for every SD A -> B £ S implies (A n D £ 0, B C D), or A n D = 0, then 
D+ = D. Therefore, by (3) we have D {a} 0 S+. Which contradicts (2). Hence, 
there exists a SD A —> B £ 5 such that AC D and B % D. Prom this and Remark 
22 we have a C such that C € L, A C D and C-B C D. Clearly, Au(C-B) C D. 
Consequently, we obtain E % A U (C — B) for every E £ L. 
Conversely, assume that there are C £ L, A —» B £ S+ such that 
E < £ A U { C - B ) (4) 
for every E £ L. By the definition of L we have A U (C — B) —> {a} £ S + . Because 
{a} £ L, there is a D such that D £ Ka, a^D and D C A U (C - B). Prom (4) we 
obtain E <Z D for all E £ L, i.e. D £ Ka - L, or L C Ka. 
The lemma is proved. • 
Prom this lemma and MSA we construct the following algorithm by induction 
Algorithm 24. FAMMSA 
Input: a strong scheme G = (U, S) and a £ U. 
Output: Ka. 
Method: 
Step 1. Set L( 1) = £(1) = { {a } } . 
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Step i+1. If there are C and A -» B such that C G L(i), A-* B G S,VE G L(i) 
E % A\J(C — B), then by MSA construct an E(i +1), where E{i + l) C AU(C-B) 
and E(i + 1) G Ka. We set 
L(i+1) = L(i)UE(i + l). 
In the converse case we set Ka = L(i). 
By Lemma 23 there exists a natural number n such that Ka = L(n). 
The following lemma is obvious 
Lemma 25. The worst-case time complexity of FAMMSA is 
0(\U\*\S\\Ka\(l + \U\\Ka\)). 
By (3) in Proposition 18 we are easy to see that the time complexity of FAMMSA 
is polynomial in \U\ and \S\. Consequently, our algorithm is very effective. 
It is obvious that if S = { {a} —> Bi : i = 1 , . . . , m} or for each SD A —> B G 5+ 
implies a £ B, then Ka = { {a} } . 
Let G = (U, S) be a strong scheme over U. Set 
MAX(S+, a) = {A C U : (A {a} $ S+) 
and ((A. C B) => {3D c B)(D - » {a} G 5+)}. 
It can be seen that 
MAX{S+,a) =K~l Va G U. (5) 
Denote MAX(S+) = U MAX(S+,a). 
a€U 
Lemma 26. If U- UMAX(S+) ^ 0 then 
{c} -+U e S+, 
where for every ceU - \JMAX(S+). 
Proof. Suppose that c G U-UMAX{S+). Hence c £ UMAX(S+). By (5) we have 
{c} & K'1 WaeU. 
According to Proposition 18 and the definition of set of antikeys we have 
{c}£Ka Va G U. 
Consequently by (S5) in Definition 3 and the definition of Ka we immediately get 
{c} —> £/ £ <S+. 
The lemma is proved. • 
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Lemma 27. For every b € A,A G JC"1 : {6} {c} £ S+, where c£U - A. 
Proof. Assume that there exists an A £ K~l and b £ A such that {b} —> {c} G S+. 
Because A G K~l and c G U — (A U {a}), we have {c} G Ka. Then by Proposition 
18 we have 
{c} —> {a} G S+, a £ U. 
Hence, by (S2) in Definition 3 we obtain 
Which contradicts the facts that A £ K~l and b £ A. Therefore, we have 
{b} - {c} £ S+Vb £ A,A£ K-1 and c G U - (A U {o}). 
The lemma is proved. • 
Now we assume that MAX(S+) = {Ai,..., At}. Then we defined the mapping 
Max : U —> V(U) as follows: 
[ H A if G MAX(S+) :a£Au 
Max(a) = < a€Ai 
I U otherwise. 
It is easy to see that Va £ U : a £ Max(a), and hence Max(a) ^ 0. On the 
other hand, we are easy to see that if 5 = { {a i } —> U, . . . , { a n } —> U} where 
U = {a i , . . . , an } then , 
Vaj G U : Max(ai) = U. 
Lemma 28. If Max(a) = {a} U A, A ^ 0 and a g A then {a} —> A £ S+. 
Proof. First we suppose that there is b £ A such that {a} —> {6} ^ S+. By 
Proposition 18 we get {a} ^ Kb. Assume that K^1 — { {a} U B}. It is clear 
that {6} G Kb. Hence b g UK^1, i.e. b g B. It can be seen that if B ± 0 then 
AC B. Thus we obtain b £ B. This is a contradiction. Therefore, B = 0 holds. By 
the definition of Max(a) we obtain Max(a) = {a}. Which conflicts with the fact 
that Max(a) = {a} U A, A ^ 0 and a 0 A. Consequently, we have 
{a} {6} G S+ Vb £ A. 
From this and according to (S5) in Definition 3 we immediately get 
{a} —> A G 5 + . 
The Lemma is proved. • 
By Lemma 28 it is obvious that if Max(a) = U then {a} —> U £ S+. 
The following theorem gives a necessary and sufficient condition for an arbitrary 
relation to be Armstrong relation of a strong scheme. 
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Theorem 29. Let G = (U,S) be a strong scheme, r = {hi,... ,hm} a relation 
over U. Then a necessary and sufficient condition for r to be Armstrong relation 
of strong scheme G is 
VaeU : {a}+ = Max{a), 
where { a } + = {b £ U : {a} -> {6} e Sr}. 
Proof First we show that {a } + = Max(a) for all a £ U. Denote H = {Ai : Ai £ 
MAX(S+) and a £ Ai}. It can be seen that if H = 0 then according to Lemma 
26 we get {a} -> U £ S+. 
Suppose that H ^ 0. It is easy to see that if H C MAX(S+) holds then by 
Lemma 28 we have {a} —> Max(a) £ S+. 
By Lemma 27, it is obvious that for any M such that M D Max(a) we have 
Consequently, according to the definition of {a } + we have 
Va g U : {a } + = Max{a). (6) 
Obviously, according to Theorem 8 we can see that Sr = S+ iff for every 
a £ U : { a } + = {a}+ holds. Hence, if Sr = S+ holds then {a}+ = Max(a) for all 
a £ U. 
Conversely, we suppose that {a}+ = Max(a) for all a £ U. Then by Theorem 8 
and (6) we obtain Sr = S+. 
The theorem is proved. • 
Now we construct an algorithm that from a given strong scheme G finds a 
relation r such that r is Armstrong relation of G. 
Algorithm 30. 
Input: a strong scheme G = (U, S). 
Output: a relation r such that Sr = S+. 
Method: 
Step 1. By FAMMSA compute Ka for each a £ U. 
Step 2. By Algorithm 14 we compute K~l for each a £U. 
Step 3. Set 
MAX(S+)=\jK~\ 
a€U 
Step 4• Denote elements of MAX(S+) by Ai,...,At. We construct a relation 
r = {ho, hi,..., ht} as follows 
for all a £ U, h0(a) = 0, Vi = l , . . . , i 
io if a £ Ai, 
hi(a> = V • i otherwise. 
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By Theorem 29 we have r is an Armstrong relation of G, i.e. Sr = S+. 
The following example shows that for a given strong scheme G, Algorithm 30 
can be applied to construct a relation r such that r is an Armstrong relation of G. 
Example 31. A strong scheme G = (U,S), where U = {a,b,c,d} and 5 = 
{{a, b} {c}, {6} —» {a, d}, {d} —> {6}}. 
Then we have 
Ka = { { a } , m , { d } } , t f 6 = {{b},{d}},Kc = { {a} , {&}, {c}, {d}} , Kj. = 
{{b},{d}}. 
K 1 = { { c } } , ^ " 1 = { { a . c } } , ^ - 1 = { {a ,c } } . 
MAX(S+) = {{a,c},{c}}. 
Consequently 
a b e d 
0 0 0 0 r = 
0 1 0 1 
2 2 0 2 
It is obvious that Sr = S+. 
Algorithm 32. [8] 
Input: a Sperner-system KAI = {B i , . . . , BMI} over U. 
Output: K-1. 
Method: 
Step 1. We set Kh = {U - {a} : a G Bx}. It is clear that Ku = { S i } - 1 . 
Step q+1 (q < m¿). We suppose that KIQ = Fiq U { X i , . . . ,Xtiq}, where 
Xi,...,Xtiq containing BQ+X and Fiq = {A : A G KIQ,BQ+I g A). For all j 
( j — 1,..., tiq) we construct the antikeys of {BQ+I} on XJ in an analogous way as 
KIX. Denote them by A\,..., A3R. (j = 1, . . . ,tiq). Let 
Kiq+1 = Fiq U {A{ : A G Fiq A^ A, 1 < j < tiq, 1 < p < rj}. 
We set K-1 = Kim. 
Denote Kiq = Fiq U { X i , . . . , Xtiq} and liq(1 < q < rrii — 1) be the number of 
elements of K{q. 
It is easy to see that the time complexity of Algorithm 30 is the time complexity 
of step 1 and step 2. By Proposition 16 and Lemma 25, the following proposition 
is cleax. 
Proposition 33. The worst-case time complexity of Algorithm 30 is 
n mi —1 
°(n2 £ + \S\mi(l + U m < ) ) ) 
i = l ? = 1 
On Armstrong Relations for Strong Dependencies 531 
where 
U = {oi,... ,ап},ггц = \Kai\, 
и =¡li^^~ti'^ iflU>tU' 
4 \l ifkq=tiQ. 
In the cases for which kq < lmi (Vi, Vg : 1 < q < m,), it is easy to see that the 
time complexity of our algorithm is 
0(n2 £ |tfei|(|S| + п \ к м + IK-1!2))-
t=l 
By (3) and (4) in Proposition 18 we are easy to see that the time complexity 
of Algorithm 30 is polynomial in \U\ and |5|. Consequently, our algorithm is very 
effective. 
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Demonic Fixed Points 
Fairouz Tchier* 
Abstract 
W e deal with a relational model for the demonic semantics of programs. 
T h e demonic semantics of a while loop is given as a fixed point of a function 
involving the demonic operators. This motivates us to investigate the fixed 
points of these functions. W e give the expression of the greatest fixed point 
with respect to the demonic ordering (demonic inclusion) of the semantic 
function. W e prove that this greatest fixed coincides with the least fixed point 
with respect to the usual ordering (angelic inclusion) of the same function. 
This is followed by an example of application. 
Keywords: demonic fixed points, demonic functions, while loops, relational de-
monic semantics. 
1 Introduction 
We use relations to define the input-output semantics of nondeterministic programs. 
The relational operators U and ; have been used for many years to define the so-
called angelic semantics, which assumes that a program goes right when there is a 
possibility to go right. On the other hand, the demonic operators U and • (to be 
introduced below) do the opposite: if there is a possibility to go wrong, a program 
whose semantics is given by these operators goes wrong; it is the demonic semantics 
of nondeterministic programs. 
The concept of fixed points has received increasing attention from researchers in 
a wide range of scientific areas, especially in computer science. Many important no-
tions in demonic relational semantics are given as fixed points of some monotonic 
functions involving the demonic operators [4, 16, 25, 39, 44]. In this paper, we 
concentrate on while loops. We will present some relevant results about the fixed 
points of the function }(X) = QnP • X (these operators will be defined later). By 
considering certain conditions on the domains of P and Q, one gets the demonic 
semantics we have assigned to while loops in previous papers [22, 47, 48, 49, 50]. 
Other similar definitions of while loops can be found in [28, 38, 43, 51, 52, 53]. Our 
results can be applied also to the program verification and construction; while there 
•Mathematics department, King Saud University, P.O.Box 22452, Riyadh 11495, Saudi Arabia, 
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is no systematic way to calculate the relational abstraction of a while loop directly 
from the definition it is possible to check the correctness of any candidate abstrac-
tion by theorem 30. For deterministic programs, Mills has described a checking 
method [34, 35]. 
The approach to demonic input-output relation presented here is not the only 
possible one. In [28, 29, 30], the infinite looping has been treated by adding to 
the state space a fictitious state _L to denote nontermination. In [9, 24, 32, 40], 
the demonic input-output relation is given as a pair (relation,set). The relation 
describes the input-output behavior of the program, whereas the set component 
represents the domain of guaranteed termination. In [19, 17, 18, 31], they abstract 
from relational semantics to the setting of modal Kleene algebras, an extension of 
Kozen's Kleene algebra with tests. 
We note that the preponderant formalism employed until now for the description 
of demonic input-output relation is the wp-calculus. For more details see [1, 3, 23]. 
The rest of the paper is organized as follows. In Section 2, we present our math-
ematical tool, namely relation algebra [13, 42, 45]. First, we recall the basic laws 
(Subsection 2.1). In Section 3, we present notions related to fixed points followed 
by a description of our refinement ordering (Section 4) and finally in Section 5, we 
give our main results. In Section 6, we give an application. 
2 Relation algebras 
2.1 Definition and basic laws 
Our mathematical tool is abstract relation algebra [13, 42, 45], which we now 
introduce. 
Definition 1. A (homogeneous) relation algebra is a structure (TZ, U, Pi, ;) over 
a non-empty set TZ of elements, called relations. The following conditions are sat-
isfied. 
• (TZ, U,fl , -) is a complete Boolean algebra, with zero element 0, universal 
element L and ordering C. 
• Composition, denoted by (;), is associative and has an identity element, de-
noted by I. 
• The Schroder rule is satisfied: P;QCR& P;R C Q <=> R;Q C P. 
• L;R;L = £,<=> R^ 0 (Tarski rule). 
The relation R is called the converse of R. The standard model of the above 
axioms is the set x S) of all subsets of S x S. In this model, U,n,~ are 
the usual union, intersection and complement, respectively; the relation 0 is the 
empty relation, the universal relation is L = S x S and the identity relation is 
I = {(s,s') | s' = s}. Converse and composition are defined by 
R= {(s,s')\(s',s) £ R} and Q\R = {(s,s') | 3s" : (s,s") € QA(s",s') e R}. 
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The precedence of the relational operators from highest to lowest is the follow-
ing: - and " bind equally, followed by ;, then by fl, and finally by U. From now on, 
the composition operator symbol ; will be omitted (that is, we write QR for Q,R). 
From Definition 1, the usual rules of the calculus of relations can be derived (see, 
e.g., [9, 13, 42]). We assume these rules to be known and simply recall a few of 
them. 
Theorem 2. Let P,Q,R be relations. Then, 
(a) QöR^QdR, (i) (P U Q)R = PR U QR, 
(b) Q n R = Q U R, (3) QCR => PQÇPR, 
(c) QnRUR = QöR, (k) QÇR QPÇRP. 
(d) PnQÇR P ÇQ\jR, (I) RLL = RL, 
(e) QCR & RCQ, (m) PQnRC P(Q n PR), 
(f) P{Q n R) Ç PQ n PR, (n) (P n QL)R = PR n QL, 
(9) (PC\Q)R Ç PRnQR, (o) (|r\ ieXRiL)L = f)iexRiL. 
(h) P(Q \JR)=PQU PR, 
We now give a definition of various properties of relations. 
Definition 3. A relation R is functional iff RR CI. A relation v is a vector [42] 
iff v = vL. 
In the standard model, a relation R on a set S is functional iff (s, s') € R A 
(.s, s") S R=> s' — s". A vector is a relation of the form T x S, where T Ç S. A 
vector can also be viewed as a point set or a predicate. For example, if S = {0,1,2} 
and T = {0,1}, then t:=TxS = {(0,0), (0,1), (0,2), (1,0), (1,1), (1,2)} is a vector 
that corresponds to the point set T. For any relation R, the relation RL is a vector 
that characterizes the domain of R. For instance, with R := {(0,1), (0,2), (2,1)} 
(on set S — {0,1,2}), we obtain RL = {(0,0), (0,1), (0,2), (2,0), (2,1), (2,2)}; this 
vector indeed characterizes the domain of R, which is {0,2}. 
2.2 Relative implication 
In our work we need to define an operator called relative implication. In previous 
work, we used the monotype and residual operators see [49, 47, 48] 
Definition 4. A binary operator <a, called relative implication [50], is defined as 
follows : 
Q<R:= QÏ. 
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This operator has a dual operator (Definition 10), t>, given by : 
Q> R :— ^QR. 
The most interesting case is when the right argument is a vector RL, in other 
words Q<RL. If x.R denotes the set of the images of x by R, then x € dom(Q<iRL) 
<=> x.Q C dom(ii). 
The operators « and t> bind equally but less than (;) and more than n and U. 
In the next lemma we give some interesting properties satisfied by the operator <. 
The properties of > can be obtained by dualization of those of the operator < [50]. 
Lemma 5. Let P, Q and R be relations. 
(a) Q<R = QR, 
(b) Q>R = QR, 
(c) P<QCiP<R = P< (Qt~\R), 
(d) P<Rr\Q<R = (PUQ)<R, 
(e) PQ<R = P<(Q<R), 
(f) PQdP<R = P(QUR)nP<R, 
(g) P < Q C PQ U PL, 
(h)PQQ^Q«R<ZP<R, 
(i) PCQ=>R<PCR<Q 
(j) Q vector P < Q vector. 
We note that the properties (c) and (e) are similar to those of the logical oper-
ators -+, A and V. For example, the property (e) corresponds to (P A Q —» R) <-> 
(P - (Q R)). 
3 Fixed points 
Let / be a monotonic function with respect to C. The least fixed point of / is 
| f{X) = X}. Similarly, |J{* I f{X) = X) is the greatest fixed point of / . 
Because we assume our relation algebra to be complete (Definition 1), least and 
greatest fixed points of monotonic functions exist. We will denote the least fixed 
point of the function f(X) := E(x), where E is some relational expression, by fif 
or by fi(X : E(X)), when it is desired not to introduce a function name. Similarly, 
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uf and u(X : E(X)) denote the greatest fixed point of / . The following properties 
of fixed points are used below: 
(a) nf = f){X\f(X) = = H O T P O C X } , (1) 
(b) uf = {J{X\f(X) = X} = [j{X\XCf(X)}, 
(c) uf c uf, 
(d) f(Y) C Y tifCY, 
(e) YCf(Y) => YCvf. 
We need some auxiliary notions. 
Definition 6. A function f between complete lattices is strict if f(0) — 0 and 
co-strict if f(L) = L. Further, f is called continuous if for every chain C one has 
f(\JC) = \Jf(C), and co-continuous if for every chain C one has /(P|C) = 
Every universally disjunctive function is continuous and strict; every universally 
conjunctive function is co-continuous and co-strict. Moreover, every continuous or 
co-continuous function is monotonic. 
Theorem 7. [44] (Knaster-Tarski) Every monotonic endofunction on a complete 
lattice has a least fixed point uf, which is equal to its least pre-fixed point and 
a greatest fixed point u(f) which is equal to its greatest post-fixed point. If f is 
continuous, then ^i(f) = \J{fl(0) : i € IN}. If f is co-continuous, then u(f) = 
n {f(L) : i € IN}. 
Here, 
fix) = x, 
fi+1(x) = f(f(x)). 
For more details about these notions see [12,15]. The comparison of fixed points 
is sometimes very useful to compare the program semantics. The next proposition 
will present some results in this direction. 
Proposition 8. Let (X, <) be an ordered set f and g endofunctions. Let also the 
relation <C on the set of endofunctions on X, defined as follows : 
/ « 3 » ( V i : i e X : f(x) < g(x)). 
We have the following properties (+ is a monotonic binary operation on X) : 
(a) p, monotonic f g =$> p.(f) < p,(g), 
(b) permutation law p(f ;g) — f(p.{g:/)), 
(c) diagonal law p(x >—» x + x) = p,(x i—> /¿(y i—> x + y)), 
(d) ^.-fusion law f;g = g;h p,(f) = g(fi{h)), 
(g is continuous and strict). 
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3.1 Transitive reflexive closure 
Another operation that occurs in the definition of the while program semantics is 
the reflexive transitive closure. The reflexive transitive closure is a unary operation 
denoted * and defined for every relation R by : 
R* =H(X~IURX). (2) 
The operation * is defined as a least fixed point ; by the monotonicity of U and 
of (;), and the Knaster-Tarski Theorem (7) this operation is well defined and it 
satisfies, 
R* =I\JRR* =IUR*R. (3) 
The unary operations *,"and - bind equally. We can also define a similar operation 
to *, called transitive closure, denoted +, and defined for every relation R by : 
R+ = n(X ^ RU RX). (4) 
and, 
(a) R+ = R*R = RR* = R U RR*, (5) 
(b) R*=IuR+. 
The operations * and + bind equally. The operation * satisfies also 
R* = |J A*. (6) 
¿>0 
where R° = I and Rl+1 = RR1. 
We give some properties of the operation *. The properties of the operation + 
are easily deduced from the equations 5 and of the properties of *. 
R'Q = n{X ^QuRX), (7) 
Proposition 9. Let P, Q and R be relations. We have, 
• PQP = PQ => (PQ)*P = PQ*, 
• QR= {QUR)* = R*Q*, 
• RQ = 0 and QR = 0 => (RU Q)* =R*UQ*, 
We need the notion of dual function. 
Definition 10. Let f be an endofunction on a Boolean lattice. The dual function 
off is f*(x) ~f(x). 
The next Lemma states the relationship between the fixed points of a function 
on a Boolean lattice and those of its dual function. 
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Lemma 11. Let f be an endofunction on a Boolean lattice and its dual function. 
If x is a fixed point of f , then 
(a) x is a fixed point of f*, 
(b) K/#) = R7), 
(c)»(f*) = ~(7). 
3.2 The initial part of a relation 
In the sequel, we describe notions that are useful for the description of the set of 
initial states of a program for which termination is guaranteed. These notions are 
the initial part of a relation and progressive finiteness. The initial part of a relation 
R, denoted C(R), is the vector characterizing the set of points s0 such that there 
is no infinite chain so> si, s2, • • -, with (s,,sj+i) € R, for all i > 0. The algebraic 
definition is 
Definition 12. [42] The initial part of a relation R, denoted C(R), is given by : 
C(R) := f|{x| R<x = x}, 
where x takes its value in the set of the vectors (by Theorem 2(o), C(R) is a vector), 
(see [41, 4%])i in other words, C(R) is the least fixed point of the C-monotonic 
function g(x) := R<x, where x is a vector (the least fixed point of g exists since the 
set of vectors is also a complete lattice [4%])- A relation R is said to be progressively 
finite iff C(R) = L, in other words if there is no infinite path by R. Progressive 
finiteness of a relation R is the same as well-foundedness of R. (Mnemonics : C 
for loop because, in the program semantics, C(R) represents the set of states from 
which no infinite loop is possible.) 
We find in [50] an equivalent definition of C(R) on the set of relations instead 
of vectors. This definition is given in the next proposition 
Proposition 13. Let R be a relation. 
(a) C(R) =f|{* I = 
= I R<^X 
= \RX = X} 
= n{X ^ R<X) 
and .. 
(6) £(R) =\J{X\X = RX} 
= I X C RX} 
= v(X H-» RX). 
Proof. These results can be easily deduced from the Equations 1, 13(a), of the 
definition of < and certain Boolean laws. • 
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Let us give the formal definition of a progressively finite relation. 
Definition 14. A relation R is called progressively finite [42] iff £{R) = L. In 
an omega algebra [14] the complement of the initial part is known as the infinite 
iteration. 
By using the results of Proposition 13, we have : 
R is progressively finite C{R) = 0 O (VX : X C RX => X = 0 ) . (8) 
The next proposition presents some properties of the initial part of a rela-
tion [50]. The properties (a), (b) and (c) can be found also in [42]. 
Proposition 15. Let Q and R be relations. 
(a) c(R) c R*m;, 
(b) [J^WL C £{R), 
(c) R deterministic => £(R) = R*RL, 
(d) Q C R => C(R) C C(Q), 
(e) R<C(R) = C(R) (equivalent to RC{R) = Z(R)J, 
(f) C(R) = C(R+), 
(g) R*<£(R) = R+<£{R) = £{R) (equivalent to R*C(R) = R+£{R) = £(R)), 
(h) Q progressively finite =4- Q fl R progressively finite, 
(i) R H £(R) is progressively finite. 
Proof. See [50]. 
4 A demonic refinement ordering 
We now define the refinement ordering we will be using in the sequel. This ordering 
induces a complete join semilattice, called a demonic semilattice. The associated 
operations are demonic join (U), demonic meet (fl) and demonic composition ( • ). 
We give the definitions and needed properties of these operations. For more details 
on relational demonic semantics and demonic operators, see [6, 7, 8, 9, 21, 22, 50]. 
Definition 16. We say that a relation Q refines a relation R [33], denoted by 
QQR, iff 
QDRLCR A RLCQL. 
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Thus, for instance, 
•HMHibCiK: 
(these Boolean matrices represent relations over sets by the well-known correspon-
dence). 
Proposition 17. Let Q and R be relations. We have, 
(a) The greatest lower bound (wrt Q) of relations Q and R is 
Q U R = (Q U R) П QL П RL. 
And here is an example of this operation: 
0 0 0\ /0 0 
0 1 0 = 1 1 0 
0 1 1 / \0 0 0; 
This operation corresponds to a demonic поп-deterministic choice, since 
the possibility of failure (row 3 of the first matrix or row 1 of the second) is 
reflected in the result. For the middle row, failure is not possible, and the 
set of allowed results is the union of the results of the two operands. 
(b) If Q and R satisfy the condition QL Г) RL = (Q П R)L, their least upper 
bound is 
Q П R = (Q П R) U QL Л R U Q П RL, 
otherwise, the least upper bound does not exist see [11, 22]. 
The existence condition simply means that on the intersection of their domains, 
Q and R have to agree for at least one value. 
Figure 1 shows the general structure of (AUR, E), for a given R. It is shown in 
[22] that it is a complete join semilattice. Let / be a monotonic function (wrt C) 
having at least one fixed point. Because (Дил, С) is a complete join semilattice, 
the following properties of fixed points can be transferred from Equations 1. 
(a) uf = \J{X\f(X) = X] = U{X\Xrf(X)}, (9) 
(b) Г С / ( У ) Y С uf. 
In the sequel we will introduce some operation, related to the usual relational 
composition, the so-called demonic composition. Its definition is 
Definition 18. QaR:=QRnQ< RL. 
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A pair (s, t) belongs to Q • R if and only if it belongs to QR and there is no 
possibility of reaching, from s, by Q, an element u that does not belong to the 
domain of R. For example, if Q = {(0,0), (0,1), (1,2)} and R = {(0,0), (2,3)}, one 
finds that Q n R = {(1,3)}; the pair (0,0), which belongs to QR, does not belong 
to Q • R, since (0,1) € Q and 1 is not in the domain of R. Note that we assign to 
• the same binding power as that of;. 
Proposition 19. 
(a) Q deterministic => Q • R = QR, 
(b) P deterministic => P • (Q n R) = PQ n PR, 
(c) R total =s> Q • R = QR, 
(d) PLr\QL=0=$>Pr\Q = PuQ, 
(e) PL n QL = 0 => P U Q = 0, 
(f) PLC\QL = 0^ (PUQ)aR= PaRUQaR, 
(g) PC Q A RCS A 
(P n RL) U (R n SL) C (Q n PL) U (S l~l RL) => P U R C Q U S. 
The next proposition demonstrates a number of additional properties. Of par-
ticular interest is item (c), which shows that demonic composition distributes on 
the right over intersection when one of the intersected entities is a vector. 
Lemma 20. Let Q,R be relations and u, v vectors. We have, 
(a) (vr\Q)oR = vr\QoR, 
(b) Rav = RLC\R<v, 
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(c) Qa(vnR) = QavDQoR, [26, 43] 
(d) QQR&vnQQvnRAvnQQvnR, 
(e) uQv => P <uC\Q Q P <v C\Q, 
(}) RCvilR, 
(g) v HQ C R QQR. 
5 Demonic Fixed points 
During the execution of a program in an input state, by considering a demonic 
point of view (if there is a possibility for the program not to terminate normally 
then it will not terminate normally), three cases may happen: normal termination, 
abnormal termination and infinite loops. In this section, we will give formally the 
input-output relation of a program and show that is equal to the greatest fixed 
point of the the semantic function of the while loop do P —> Q od. We will give a 
few facts about fixed points. 
The next theorem highlights the importance of progressive finiteness in the 
simplification of fixed point-related properties. 
Theorem 21. [5] Let f(X) := Q U PX be a function. If P is progressively finite, 
the function f has a unique fixed point which means that i/(/) = n(f ) = P*Q. 
Because YL is a vector characterizing the domain of relation Y, the following 
theorem qualifies the range of domains of fixed points of / . We note that in the 
case when the relation P is progressively finite, we find the results of Theorem 21. 
Theorem 22. Every fixed point Y of f(X) := Q U PX satifies 
P*Q CY C P*QU£(P) 
and P*Q and P*Q U C(P) are respectively the least and the greatest fixed point of 
the function f. 
For proof see [5]. The next corollary is about the fixed points of the function 
g(X) := Qf\P <X. 
Corollary 23. Every fixed point Y of g(X) := Q n P < X satisfies 
P* < Q n C{P) C Y C P* <J Q 
P* <Q H C(P) and P* <Q are respectively the least and the greatest fixed points of 
the function g. 
Proof. It is easy to verify that g is the dual function (Definition 10) of f(X) := 
Q U PX. By Lemma 11, Y is a fixed point of / . By Theorem 22, Y verifies 
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P*Q CYCP*QUC(P). 
By applying DeMorgan Laws, this is equivalent to 
Finally, by Definition 4, 
P* <Q <1 C(P) CY C. P* <Q. 
We note that, if the relation P is progressively finite, the function g has a unique 
fixed point which is P* < Q. • 
We introduce the next Abbreviations: 
Abbreviation 24. Let P and Q be relations. The Abbreviations d, di and A(P, Q) 
are defined as follows (x is a vector) : 
d(X) := (QUPX)r\P<XL, 
dL(x) := (PL U QL) fl P e r , 
A(P, Q) := P* < (PL U QL) 
S := P*Q fl A(P, Q) fl £ (P) . 
(Mnemonics : the subscript L refers to the fact that di is obtained from d by 
composition with L\ A stands for abnormal, since it represents states from which 
abnormal termination is not possible; finally, S stands for semantics, since it rep-
resents states from which no infinite loop is possible. 
5.1 Intuition 
• The function d can be considered as a generalization of the semantic function 
of the while loop do P —+ Q od. 
• In a nondeterministic loop while P do Q, P is iteratively applied to a state s 
until Q holds. As, P is nondeterministic s can have many outputs. If among 
these outputs there is a state which can lead outside the domain of P or of 
Q, so this state is excluded (abnormal termination of the loop). So, A(P,Q) 
represents the states from which no abnormal termination is possible. 
• We note that <S is an intersection of three terms; P*Q, A(P, Q) and C(P) . 
By taking in consideration the intuition behind these terms, it is easy to see 
that the relation S represents the set of states from which the termination is 
guaranteed because all the states from which there is a possibility of nonter-
mination (abortion or infinite loop) are excluded by the terms A(P, Q) and 
C(P). 
The following lemma presents the relationship between the fixed points of the 
functions d and dL (Abbreviation 24). 
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Lemma 25. If Y is a fixed point of d then YL is a fixed point of dL-
Proof Suppose that d(Y) = Y. 
dL(YL) 
= { Definition of dL (24). ) 
(PL U QL) nP<YL 
( L = YL U YL. ) 
(QL U P(YL U YL) C\P<YL 
= ( Boolean laws, Theorem 2(i) and Lemma 5(f) • ) 
(Q U PY)L r\P<YL 
= ( Lemma 5(j) and Theorem 2(n). ) 
((Q U PY) fl P « YL)L 
( Definition of d (24) and d(Y) = Y. ) 
YL 
• 
In the sequel we give the bounds of the fixed points of di and show that, these 
bounds are also fixed points of dL. 
Theorem 26. If Y is a fixed point of d, then 
(a) A(P, Q) n C(P) C YL C A(P, Q), 
(b) A(P, Q) l~l £(P) and A(P, Q) are fixed points of dL. 
Proof. 
1. By Lemma 25, YL is a fixed point of dBy taking Q := PL U QL in 
Corollary 23, we find, 
P* <i (PL U QL) n £(P) C YL C P * « (PL U QL); 
by using Abbreviation 24, we find 
A(P, Q) n C(P) C YL C A(P, Q). 
2. By Corollary 23, we deduce that A(P, Q)n£(P) and A(P, Q) are fixed points 
of dL-
• 
The next theorem characterizes the domain of S (24). This domain is the set 
of points for which normal termination is guaranteed (no possibility of abnormal 
termination or infinite loop). 
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Theorem 27. Let S given by the Abbreviation 24• We have 
SL = A{P, Q) n C(P). 
Proof. SL 
— ( Abbreviation 24. ) 
(P*Q n A{P, Q) n £{P))L 
= ( Theorem 2(n). ) 
P*QLnA{P,Q)nC(P) 
= ( Abbreviation 24 and Lemma 5(f). ) 
(.P*QL U P*PL U QL) n A{P, Q) n £{P) 
( Theorem 2(b,h). ) 
P* (QLUPLnQL)n A(P, Q) n £{P) 
( Theorem 2(c). ) 
P*{QL U PL) n A{P, Q) n £(P) 
( Theorem 2(h). ) 
P'QL n A{P, Q) n £{P) U P*~PL n A{P, Q) n £{P) 
— { Proposition 15(a) and Boolean Law. ) 
A(P,Q)n£(P) 
• 
In what follows, we will present some interesting properties satisfied by S and 
relations that have the same domain as S. 
Lemma 28. Let R be a relation and S given by Abbreviation 24• Then 
RoS = RP*Q n R< (A(P, Q) n £(P)), 
Proof. RoS 
= ( Definition 18 and Theorem 27. ) 
RSilR«(A(P,Q)n£{P)) 
= ( Abbreviation 24, Theorem 2(c,h), Lemma 5(f) and Boolean law. 
) . 
R{P*Q n A(P,Q) n £(P) U A(P, Q) n £{P)) C\R< {.A(P,Q) n £{P)) 
= ( Theorem 2(c,h) and Lemma 5(f). ) 
RP*QnR<{A(P,Q)r\£{P)) a 
In the following theorem, we will show that S is a fixed point of d (Abbreviation 
24 and demonic composition 18). The function d can be also given by, 
d{X) = Qr\ P < XL UPdX (10) 
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Theorem 29. S (Abbreviation 24) is a fixed point of d. 
Proof. d(S) 
= ( Abbreviation 24 and Theorem 27. ) 
(Q U PS) n (P < (A{P, Q) n £(P))) 
= ( Theorem 2(h). ) 
Q n (P < (A(P, Q) n £(P))) U P 5 n ( P < (A(P, Q) n £(P))) 
= ( Q Q QL U PL and Theorem 27. ). 
Q n (PL U QL) n (P < (A{P, Q) n C(P))) UPSnP<SL 
= ( Definition 18, Abbreviation 24 and Theorem 26(b). ) 
Q n (A(P, Q) n £(P)) U P • 5 
= ( Lemma 28. ) 
Q n A(P, Q) n £ ( P ) U PP*Q(1P< A(P, Q) n C(P) 
= ( PP*Q C PL U QL, Theorem 26(b) and Boolean law. ) 
(Q U PP*Q) n (A(P, Q) fl C(P)) 
= { Theorem 2(i) and Equation 3. ) 
P*Qn(A(P,Q)nC{P)) 
= ( Abbreviation 24. ) 
• 
The following theorem is a generalization to a nondeterministic context of the 
while statement verification rule of Mills [34, 35]. It shows that the least fixed point 
W of d (Abbreviation 24) is uniquely characterized by conditions (a) and (b), that 
is, by the fact that W is a fixed point of d and by the fact that no infinite loop 
is possible when the execution is started in a state that belongs to the domain of 
W. Half of this theorem (the <= direction) is also proved by Sekerinski (the main 
iteration theorem [43]) in a predicative programming setup. 
Theorem 30. W is the least fixed point wrt C of d (Abbreviation 24) (W = Hc(d)) 
iff 
(a) W — d(W), 
(b) WL C £(P). 
Proof. (=4-) : As W is the least fixed point of d then, (a) is evident. Since W = 
fi(d) C S, then WL = n(d)L C SL, by using Theorem 27, we have WL C 
C(P). 
(<=) : By Hypothesis (a), W is a fixed point of d. Then, by Theorem 26, A(P, Q) fl 
£(P) C WL C A(P,Q). But, by using Hypothesis (b), WL C £(P), then 
WL = A(P,Q)n£(P). 
W 
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= ( Hypothesis ) 
d(W) 
= ( Abbreviation24. ) 
(Q U PW) n P<WL 
((Q U PW) C (PL U QL) and WL = A(P, Q) n C(P) ) 
(Q U PW) n (PL U QL) n P <1 (.A(P, Q) n C(P, Q)) 
= { Lemma 28(b) ) 
(Q U PW) fi A(P, Q) fi C(P) 
= { Theorem 2(n)and Boolean law. ) 
Q fi A(P, Q) n C(P) U (P n A(P, Q) n C(P))W 
So W is a fixed point of the function g(X) := Q (1 A(P, Q) fl C(P) U (P n 
A(P,Q) n C(P))X. Since, by Proposition 15(i,h), P n A(P,Q) n C(P) is 
progressively finite, invoking Theorem 21 shows that g has a unique fixed 
point which is the least fixed point n(d). We conclude that W = fj,(d). 
• 
The next theorem shows that <S is the least fixed point of d wrt Ç (S = nç (d))-
Theorem 31. S (Abbreviation24) is the least fixed point of d wrt C (S = fiç (d)). 
Proof. It suffices to prove that S satisfies the conditions of the Theorem 30. By 
Theorem 29, S is a fixed point of d. So, the condition (a) is satisfied. By Theorem 
27, SL = A(P, Q) D £(P), so that condition (b) holds too. • 
In the sequel, we show that S is the greatest fixed point with respect to Ç of 
d (Equation 10). In other words, we will show that the least fixed point of d wrt 
Ç is equal to the greatest fixed point of the same function d wrt Ç. But before we 
have to prove that d is monotonie wrt Ç. 
Lemma 32. The function d (Abbreviation 24) is monotonie wrt Ç. 
Proof. Let X and Y be relations such that X OY. 
As • is monotonie, we have P • X Ç P • Y and XL Ç. YL. By Proposition 
20(e), we have Q D P « XL Q Q n P < YL. 
By taking in Proposition 19(g) P PaXAQ := Pa YhR := QnP<XLAS := 
R := Q fl P < YL, it is easy to see that the conditions are satisfied, whence we 
conclude that d(X) Ç d(Y). Thus, d is monotonie wrt Ç • 
As the function d is monotonie (wrt Ç) (Lemma 32), by Theorem 7 and Equation 
9(a) the greatest fixed point S of d exists and is given by 
S = = Q C\P < XL U P • X } ; (11) 
(Since S is a fixed point of d (Theorem 29) and thus U i ^ l ^ = QC\P<XLU 
P o X } is well defined, by completriess of the |J-semilattice; for more information 
about the properties of the |J-semilattice see [22]). 
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In the next theorem, we show that S is the greatest fixed point with respect to 
C of d (Equation 10). 
Theorem 33. S is the greatest fixed point with respect to Q of d (S = vc(d)). 
Proof. Let W = i/c(d). Let's show that W = pc(d). Then 5 C W, by Definition 
16 and Theorem 26, WL C SL C C(P). Also, we have W = d(W). By Theorem 
30, W = /ic(d). Hence W = S. • 
The following example is an application of our results. It is rather contrived, 
but it is simple and fully illustrate the various cases that may happen. 
6 Application 
In [7, 8], Berghammer and Schmidt propose abstract relation algebra as a practical 
means for the specification of data types and programs. Often, in these specifica-
tions, a relation is characterized as a fixed point of some function. Can demonic 
operators be used in the definition of such a function? Let us now show with a 
simple example that the concepts presented in this paper give useful insights for 
answering this question. 
In [7, 8], it is shown that the natural numbers can be characterized by the 
relations z and S (zero and successor) and the laws 
(a) 0 z = zL A zz CI (z is a point), (12) 
(b) SS = I A SS CI (5 is a one to one function.), 
(c) Sz = 0 (z has no predecessor), 
(d) L = n{ x l2 : U S i = x} (generation principle). 
By Proposition 19(a,c) these equations imply, 
(a) 0 ^ 2 = 2 • L A z • z C J (2 is a demonic point), (13) (b) 5 • S = I A S • S C I (5 is a one to one function.), 
(c) 5 • 2 = 0 (2 has no demonic predecessor), 
(d) L = [}{x\z*J S&x = x} (demonic generation principle). 
By Proposition 19(a), Theorem 22 and the last axiom, the function 
g(X) = zUSaX (14) 
obviously has a unique solution for X, namely, X = L and this solution is expressed by 
L = S*z . (15) 
However, it is easy to show that 2 U S 0 X C X, obtained by replacing the join in 
Equation 14 by its demonic counterpart, has infinitely many solutions. Indeed, from 
S • 2 = 0 , Proposition 19(c) and the Schroder rule, it follows that 2 fl S • L = 0 , 
so by Proposition 19(e), we have 2 U S • X = 0. 
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Hence, any relation R is a solution to z U 5 • X C X. Looking at Figure 1, one 
immediately sees why it is impossible to reach L by joining anything to 2 (which 
is a point and hence is an immediate C-predecessor of 0), since this can only lead 
to z or to 0 . 
Let us now go 'fully demonic' and ask what is a solution to 2 U S 0 X C X1. 
By the discussion above, this is equivalent to 0 C X , which has a unique solution, 
X = 0. This raises the question whether it is possible to find some fully demonic 
function similar to (14), whose fixed point is X = L. Because L is in the middle 
of the demonic semilattice (Figure 1), there are in fact two possibilities: either 
approach L from above or from below. 
For the approach from above, consider the function 
h(X):=zn§aX. (16) 
In other words, we have to find the post-fixed point of this function (wrt C). By 
Proposition 19(d), we have, z n SX = z U SX. This means that 16 reduces to 
h{X):=zl)SX. (17) 
By Equation 15 and Theorem 33, L is the greatest fixed point of k (wrt C); so 
L = LKXIX C z n S • XJ. 
Now consider D 2, where S - is an n-fold demonic composition defined 
by 5 a = I and S^- = By axiom 12(b), S is deterministic, so that, 
by 19(a) and associativity of demonic composition, S-nz = Snz. In the sequel, 
we will prove that n > 0 5 - • 2 is defined and is equal to L. 
First, 
l~l n > 0 5 - n 2 defined 
<=> n n>oSnz defined 
o ( Proposition 17(a). ) 
£ C ( n n > 0 5 " 2 U < ^ L ) L 




= ( Proposition 17(b). ) 
(nn>o U ~§™~zL) fl (Un>o SnzL) 
1This inequation contains the conversion operator, which is not a demonic operator. However, 
it could be suppressed by using relation P := £ as a basic constant in specification 12, rather 
than using S. 
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= { Axiom 12(a), zL = z and thus Snz U SnzL = L. ) 
U n > 0 ^ 
( 15. ) 
L. 
• 
So, n n>0^• * = E znsox). 
It is easy to show that for any n > 0, Snz is a point (it is the n-th successor 
of zero) and that m ^ n => Smz ^ Snz. Hence, in {TZL,Q), {S"z|n > 0} (i.e. 
{5 " • z\n > 0}) is the set of immediate predecessors of 0 ; looking at Figure 1 
shows how the universal relation L arises as the greatest lower bound f~| n>0S- • z 
of this set of points. 
Note that, whereas there is a unique solution to 14, there are infinitely many 
solutions to 16 (equivalently, to 17), for example |_ln>h S- (= Un>fc for any 
k. 
For the upward approach, consider 
k(X) := z U X • S. (18) 
We will find the pre-fixed point of k (wrt Q Here again there are infinitely many 
solutions to this case; in particular, any vector v, including 0 and L, is a solution 
to 18. Because (7Z, C) is only a join semilattice, it is not at all obvious that the 
least fixed point of k(X) := z U X • S exists. It does, however, since the following 
derivation shows that Un>o^D^'" ( = Un>o^n(^)' where k°(z) = z) is a fixed 
point of k and hence is obviously the least solution of 18: 
= ( Associativity of • , and S • I = SI = S. ) 
^IU(Un>0zaSri±l) 
= 
Because z and S are functions, Proposition 19(a) implies that z • S- = zSn, for 
any n > 0. But zSn is also a function (it is the inverse of the point Snz) and hence 
is total, from which, by Proposition 17(a), law 2(1) and equation 15, 
|J z • S^ = IJ zSn = (J zSn = ((J S"z)" = L = L. 
n> 0 n > 0 n>0 n>0 
This means that L is the least upper bound of the set of mappings {z • S-|n > 0}. 
Again, a look at Figure 1 gives some intuition to understand this result, after 
recalling that mappings are minimal elements in (11l, E) (though not all mappings 
have the form z • S-). 
Thus, building L from below using the set of mappings {z • Sa|n > 0} is sym-
metric to building it from above using the set of points {S^D z\n > 0}. • 
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Image reconstruction and correction methods in 
neutron and X-ray tomography* 
Zoltán Kiss} Lajos RodekJ and Attila Kuba1" 
Abstract 
Neutron and X-ray tomography are imaging techniques for getting infor-
mation about the interior of objects in a non-destructive way. They recon-
struct cross-sections from projection images of the object being investigated. 
Due to the properties of the image acquisition system, the projection images 
are distorted by several artifacts, and these reduce the quality of the recon-
struction. In order to eliminate these harmful effects the projection images 
should be corrected before reconstruction. Taking projections is usually an 
expensive and time consuming procedure. One of our main goals has been to 
try to minimize the number of projections - for example, by exploiting more 
a priori information. A possible way of reducing the number of projections 
is by the application of discrete tomographic methods. In this case a special 
class of objects can be reconstructed, consisting of only a few homogenous 
materials that can be characterized by known discrete absorption values. To 
this end we have implemented two reconstruction methods. One is able to 
reconstruct objects consisting of cylinders and spheres made of homogeneous 
materials only. T h e other method is a general- one in the sense that it can 
b e used for reconstructing any shape. Simulations on phantoms and physical 
measurements were carried out and the results are presented here. 
1 Introduction 
Nowadays it is an interesting common task of physics and image processing to get 
information about the interior of an object without damaging it in any way. For 
this purpose several kinds of physical methods are deployed like X-ray, gamma, or 
neutron imaging. In industrial metallic specimen examination, neutron radiation 
is generally used. Tomography is an imaging tool for reconstructing objects from 
their projection images. (A brief review of the principles of tomography is given in 
Section 2.) However, the acquisition of neutron projections is a very time consuming 
'This work was supported by the NSF grant DMS0306215 (Aspects of Discrete Tomography) 
and the OTKA grant T 048476 (New Aspects and Applications of Discrete Tomography in Neutron 
Radiography). 
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and expensive procedure, hence the goal is to do the reconstruction using as few 
projections as possible. 
Discrete tomography (DT) is a special field of tomography where the object to 
be reconstructed consists of a small number of homogeneous regions with known 
absorption coefficients. For example, if the object is made of pure iron, the number 
of regions is 2 (iron and air) and the reconstructed function can have only two 
values: the absorption coefficients of iron and air. In DT we cleverly use the infor-
mation that the function has a known discrete range. This is the main difference 
between the DT and the classical reconstruction techniques, as in the latter the 
function/object can in general have arbitrary (non-negative) values. (Comparison 
with other reconstruction techniques can be found in [7].) The knowledge of known, 
discrete absorption values may allow us, using DT methods, to reconstruct such 
objects from a small number of projections (e.g. 2-4) and/or to improve the quality 
of the reconstruction (more details about DT see [5]). 
Two DT methods have been developed at our department. Both consider the 
reconstruction problem as an optimization task, but the main difference between 
the two methods lies in the object representation. One of them represents the object 
being investigated as a digital image and the other as a parameterized geometrical 
model. These two methods and results obtained using them in phantom/measured 
experiments are presented in Sections 5, 8 and 9, respectively. Both techniques 
have been integrated into the system called DIRECT (Discrete REConstruction 
Techniques) [14], which is a framework available on-line that incorporates various 
DT methods being developed at our department. 
Since the neutron images we get are usually distorted by several different ef-
fects, it is common practice to apply some correction methods before doing any 
reconstruction from the acquired projections. These effects are usually due to the 
incorrect settings of the image acquisition apparatus and the physical properties 
of the radiation used. These distorting effects and a description of the proposed 
correction techniques are given in Section 4, and our success in dealing with the 
former is outlined in Section 7. 
2 Basic definitions 
In this section we shall give a brief overview of the mathematical foundations of 
tomography, describing the methods, techniques, and algorithms used in this paper. 
In non-destructive testing (NDT) several kinds of objects are imaged by some 
transmission rays like X-rays or neutron rays. The rays transmitted through the 
object are then partially absorbed. The relation between the initial (unabsorbed) 
and transmitted intensities, Is and ID respectively, can be expressed as a function 
that depends on the absorption coefficient (/J.) of the object. Namely, 
D 
— / ß(u)du 
ID{s,d) = Is-e * . (1) 
This equation is a basic relation in transmission tomography, where the cross-
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sections of the object being studied are to be determined from such measurements. 
Mathematically the transmission tomography is modelled by the Radon transfor-
mation, giving the line integrals of a two-dimensional integrable function f , denoted 
by TZf. Formally, 
oo 
[nf](s,-d)= J f(x,y)du, (2) 
—oo 
where s and u denote the variables of the coordinate system rotated by The 
function 7Zf for a fixed value of •& is also called the i?-angle projection of / . 
Let / denote the absorption coefficients of the 2D object being studied. Then 
the i9-angle projection of / can be computed from the transmission measurements 
after a suitable logarithmic transformation. That is 
(3) 
Then the reconstruction problem can be posed as one where the goal is to find 
a function / such that its projections are equal to some given function <7(S,I9). In 
other words, we are looking for the inverse of 1Z, i.e., lZ~1g. The function / is 
sometimes called the image function, or briefly the image. 
m («.Q-) 
Figure 1: Horizontal and vertical projections of a binary image (black: 0, white: 
I)-
In this paper we are interested in a special kind of tomography called discrete 
tomography, where the range of the function to be reconstructed is a known dis-
crete set. Such information is usually available in NDT, where the materials (and 
their absorption coefficients) of the object being studied are known. The simplest 
example of DT is when the range of the function / consists of only two values, like 
0 and 1. In this case the image function is a binary image (see Fig. 1). A summary 
of the theory, algorithms, and applications of DT is given in [5]. 
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3 Neutron and X-ray radiography 
In order to get an image of an object, several kinds of radiation (gamma, neutron, X-
ray) can be used. The principle of the apparatus of neutron radiography presented 
here is widely used nowadays, but it is employed in other imaging techniques as 
well (Fig. 2). 
The object to be investigated is placed on a rotating table. The table can be 
rotated by a PC-controlled stepper motor, thus letting the beams pass through the 
object in different directions. The beams attenuated by the object impact on a 
scintillator, which then transforms the detected radiation into visible light detected 
by a CCD camera. Since the camera can be damaged by direct radiation, an 
optical mirror system conveys the light from the scintillator to the CCD camera. 
The images taken by the camera are temporarily stored by the camera controller, 
and finally a dedicated PC reads out the raw image data from it. A more thorough 
description of the imaging apparatus can be found in [1]. 
In this paper we will assume that the radiation source emits parallel beams. This 
assumption is not unrealistic since if the object being investigated is far enough from 
the reactor core, the transmitted beams will be almost parallel, so no significant 
geometric distortions will be introduced into the projections. 
The remaining part of this section will discuss various artifacts often encoun-
tered during image acquisition. 
Figure 2: Apparatus for collecting projections. 
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3.1 Imaging artifacts 
In neutron as well as in X-ray radiography the projection images can be distorted 
by several artifacts due to non-perfect imaging, errors of measurement, and errors 
in the model. These distortions should be corrected as best one can before or during 
the reconstruction, since reconstruction is a noise amplifying procedure. 
Some of the distortions are due to the properties of the image acquisition system. 
For example, if the detector system is not uniformly sensitive in the whole field of 
view of projections, certain areas may be brighter, while others may be darker. 
This nonuniformity may cause ring artifacts in the reconstruction. 
Figure 3: One of the reconstructed cross-sections of a Vidicon tube without applying 
the correction step. 
A further problem might be when the intensity of the rays or the sensitivity of 
the camera changes during the acquisition period (cold or warm camera electronics 
may cause such effects, for instance). As a consequence of changing sensitivity, 
brighter or darker projections may be acquired and such images with artifacts may 
be reconstructed (see Fig. 3). 
Another source of artifacts might be when the projections are taken not exactly 
as they should be in their necessary positions. For example, when the projection of 
the axis of rotation is not exactly in the centerline of the projection images. This 
center of rotation problem may blur the contours in the reconstructed images. 
In our experience it is common for the projection images to randomly contain 
white isolated points owing to some problems with the detector system. For exam-
ple, some pixels may be burnt out in the detector plane. 
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4 Pre-processing 
The input data of the reconstruction procedure is the set of projection images taken 
from different directions. In neuton tomography these images are not suitable for 
direct reconstruction, as is shown in Section 3.1. Hence different pre-processing 
steps are needed prior to the reconstruction procedure. The pre-processing steps 
in our system are the following. 
1. Logarithmic transformation In order to get an approximate values of the line 
integrals of the object along the transmitting rays, we first have to perform a 
logarithmic transformation on the measured intensity values, as given in (3). 
2. Cropping. The projections of the object being investigated often cover only 
a small part of the whole acquired images, so the relevant part is selected 
and cropped from all projections (see Fig. 9). Only the cropped projections 
with a smaller image size are used for the further pre-processing steps and 
reconstruction. The reconstruction from cropped projections requires less 
memory and computational time. 
3. Motion correction. It can also happen that the settings of the projection 
images were not perfect and that some of the images were not taken from the 
right position. A consequence might be that the images are the rotated or 
translated versions of the correct ones. In general, such distortions cannot be 
corrected if we do not know anything about the movement during acquisition 
or we have no information about the object to be reconstructed. Otherwise, 
there is some chance of correcting these artifacts. For example, if the data 
acquisition can be repeated (with the same or with some other object) and 
the same setting errors occurred, then the translations and rotations can be 
estimated and performed as a pre-processing step (e.g. 'center of rotation 
correction' [8]). In another case, if we know that the object is circularly 
symmetric (e.g. a circle or ring) then the projections from any direction are 
very similar and in this way their right position can be determined by finding 
the suitable geometric transformations between images, which can be done 
by a kind of registration [3]. Actually, two methods have been implemented 
in our system. Both correction methods can be separated into two sub-steps: 
a) An estimation of parameters of the correction transformation. 
b) The execution of the corrections transformation, obtaining a new, cor-
rected projection sequence employed in further steps. 
The difference between the two methods lies in the choice of the transforma-
tion: 
a) The first method can be applied if the positioning errors are the same 
during each acquisition and they can be described such that the projec-
tion of the rotation axis translates only in the projection images (along 
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a sine curve). In this case the necessary transformation is the transla-
tion of each projection image. Its parameter can be estimated from the 
projection images of a previous experiment and the actual projections 
can be moved to the right positions. 
b) The second method presumes that the projections of the object are very 
similar (e.g. the projections of a tube from directions perpendicular to 
the tube's axis) and by performing registration on all projections (see 
[13]) we can estimate the correct settings of the projections. In our case 
the transformation is rigid. If some of the projections are to be translated 
or rotated following the registration then our correction program is able 
to perform the necessary geometric transformation. 
4. Homogeneity correction. Sometimes the detector plane is not uniformly sen-
sitive in the whole field of view. This problem can be lessened if an 'empty' 
image is available. The empty image is acquired by imaging a homogeneous 
neutron flux. If the detector system is uniformly sensitive then this image 
is almost constant. Otherwise, the empty image shows how much correction 
(multiplication) is necessary, pixel by pixel on each projection, in order to ob-
tain more constant images. The correction can be described mathematically 
in the following way. For each pixel i of all projections 
Ri>(i) = Po(i) • 1 , 
empty w 
where R is the homogenity corrected image, and Pempty is the empty image. 
5. Intensity correction. It might happen that the total intensities of the projec-
tion images vary during the acquisition period. The reason could be variations 
in the neutron flux or the electronics of the camera. When this occurs the 
images should be multiplied by suitable constants such that the average in-
tensity in the background area is roughly the same. After this correction the 
flickering, which is often visible while playing the projection sequence like a 
movie, diminishes. This correction step can be divided into two sub-steps as 
well: 
a) The calculation of the correction factors for each projection on a selected 
background area. 
b) The execution of the correction method, which yields a new corrected 
projection sequence for further correction steps and reconstruction. 
6. Isolated points. The neutron projections often contain white pixels (as shown 
in Fig. 11(b)) and some statistical noise, which both appear as isolated points 
having a very different intensity value compared with its neighborhood. In or-
der to eliminate this kind of noise in the projections we performed thresholded 
median filtering. For each pixel i of each P$ projection 
D n - J P ^ i f 1^ (0 -med(NRH(P t f>i,n))| < thr, 
{>('l) \ med(NRH(P#,i,n)) otherwise, 
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where R is the corrected image, med(.) is the median operator, thr is a suitable 
threshold constant, and NRH(P, i, n) is a set which contains the intensity val-
ues of the n-neighborhood pixels of i in the image P. Such an n-neighborhood 
for n = 8 is depicted below. 
The results of these pre-processing steps are given in Section 7. 
Figure 4: The 8-neighborhood of the black pixel is represented by gray pixels. 
5 The reconstruction methods 
Both methods essentially treat the reconstruction problem as an optimization task. 
Then we have to minimize the following objective functional 
where denotes the input projection of angle f is the two-dimensional image 
function that approximates the solution, [7?./] (i9) denotes the projection of the 
image / taken at angle ||.|| is the Euclidean norm, and 7 > 0 is the so-called 
regularization parameter. Lastly /0 is the prototype function. It is an image 
function like / that has the same domain and range, and is similar to the expected 
reconstruction result. 
In (4) the first term is a function, which represents the distance between the 
projections of the current / and the given projection data P$. This term expresses 
how well the projections of the current / approximate the given projections. It 
should be noted that such reconstruction problems occur quite frequently; some 
typical applications are described in [5], say. 
As mentioned earlier, the smaller the number of projections used, the more a 
priori information should be exploited. Some pieces of a priori information can be 
incorporated into the second term of (4). One important piece of information - if 
the prototype of the object is known - is a formula for /0. The difference between 
the actual / and a given prototype object /0 can be described in the second term. 
If the object /0 is the zero image, then it tells us that such a solution is sought 
which is smooth enough. Finally, the non-negative 7 regularization parameter is 
suitable for balancing the relative importance of the first and second terms. If 7 
is big, the optimization procedure returns a solution that is more similar to the 
prototype /0 and less suitable for the given projection data. 
(4) 
Image reconstruction and correction methods in tomography 565 
Two reconstruction methods were implemented. The basic difference between 
them lies in their choice of object representation. The first one is a pixel-based 
method, while the second one is a kind of parameterized object reconstruction. 
Both methods reduce the reconstruction to the optimization problem described 
above, which is solved by applying simulated annealing (SA) [11]. Since simulated 
annealing is a statistical iterative optimization technique, the result is achieved 
through a sequence of approximating images, where the (I + l) th image is con-
structed by modifying the Ith image according to a predefined modification rule. 
The two reconstruction methods basically differ in the representation of the object 
/ and choice of the modification rule used. 
5.1 Pixel-based method 
In this method the image / is represented as a digital image. The objects take their 
intensity values from a predefined known discrete set of attenuation coefficients 
{¿¿i, /¿2, • • •, IM}> where d is the number of homogeneous materials from which the 
object is made. In the case of binary images the set of attenuation coefficients is 
{0,oo}, thus the pixel values can be 0 or 1. In the SA procedure the pixel values 
will be modified. The modification rule used is simple. Let us take a pixel of / at 
random and change the 0 or 1 intensity to the other intensity value. More generally, 
if the image is not binary then the modification rule we apply changes the intensity 
value fii to /life at random, where k / i and 1 < k < d. 
The annealing schedule (i.e. setting the parameters) of SA is a cornerstone of 
successful optimization. (Parameters needed in SA being described in detail in [12], 
say). One of the most important parameters is the initial temperature. If it is too 
high the optimization procedure can be too slow. However, with a low temperature 
there is a possibility that the algorithm will not find the global minimum but will 
get stuck in a local one. As was pointed out in [4], the optimal initial temperature 
is 4 degrees centigrade in practice. In this case the choice of the initial image can 
be arbitrary. 
Another important parameter is the annealing function, which determines the 
speed of the temperature reduction. If the temperature decreases too quickly, the 
optimization can stop again in a local minimum, but if it decreases too slowly 
then slow annealing process decelerates the algorithm. The experimentally chosen 
cooling strategy in our system is defined as follows: 
t(m + 1) = t(m) • c , 
where t(m) returns the temperature (in degrees centigrade) in the mth iteration, 
and c e ]0,1[ is a feasible constant taking its value from the interval [0.85,0.95]. 
The optimization can be accelerated if the initial image is not far from the 
solution. Then the initial temperature can be decreased and SA finds the opti-
mum faster than it does when starting it from an initial temperature of 4 degrees 
centigrade. What the right initial temperature is should be investigated further, 
however. 
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5.2 Parameter-based reconstruction method 
In this method the image function / represents a three-dimensional object consist-
ing of geometric primitives (cylinders and spheres) determined by a small number 
of parameters. More precisely, we assume that the object to be reconstructed con-
sists of a tube encompassing a solid cylinder called the interior (i.e. the inner space 
of the tube), which contains a known number of disjoint solid spheres or cylinders 
made.of homogeneous materials. In the present implementation the range of / 
may consist of at most four distinct values. The object to be reconstructed should 
consist of the following parts: 
• The tube; 
• the interior encompassed by the tube; 
: • the spheres and cylinders contained in the interior; 
• and the background surrounding the object, which is usually air or a vacuum. 
It should be noted that our aim was to perform a so-called truly 3D reconstruc-
tion, as opposed to our earlier approaches [9, 10] when the 3D problem was reduced 
to 2D sub-problems, that is to the reconstruction of 2D cross-sectional slices of the 
object. 
In addition to the a priori information mentioned above, other assumptions were 
made here. These are the following: 
• The cylinders of the wall of the tube are concentric. 
• The interior of the tube may contain either spheres or cylinders, but not both. 
Moreover, their number is known. 
• The absorption coefficients are known, at least approximately. In addition, 
the absorption coefficient of the background is zero or nearly zero, making its 
effects negligable. 
• The projections are taken along parallel beams using equidistant detector 
spacing. 
• The axis of rotation of every cylindrical component is perpendicular to the 
projecting beams. 
Every sphere in the object is uniquely determined by its radius and the coordi-
nates of its center, which are the parameters of the sphere. Cylinders and the tube 
can be parameterized in a similar way. Furthermore, the absorption coefficients 
(Mil M2) /¿3) corresponding to the three materials (i.e. the material of the tube, that 
of the interior, and that of the spheres and cylinders) are also considered as pa-
rameters. (Note here that the absorption of the background material is assumed 
to be zero.) Such objects can then be uniquely described by a vector of parameters 
called a configuration. 
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Our second reconstruction method is also an iterative procedure. We start with 
an initial configuration and during the iterations the current configuration (i.e. the 
current image) is altered in order to get a hopefully better approximation of the 
object to be reconstructed. The current image function / is considered admissible 
if certain geometric constraints are met. These are the following: 
• The cylinders of the tube remain concentric, the tube is contained by image / , 
and it has a non-negative wall thickness. Note that allowing a zero thickness 
may be useful in the case when the object is in fact a solid cylinder containing 
some spheres or cylinders. This property is used, for instance, in the physical 
experiments shown in Section 9.2. 
• The radius of the interior equals the inner radius of the tube, so that the 
interior completely fills the inner volume of the tube. 
• All distance parameters (namely radii, heights) are positive numbers. 
• All the spheres and cylinders are located within the interior, and they are 
pairwise disjoint. 
It is a relatively straightforward task to check all of these conditions during the 
modification of the current configuration. 
It is often desirable to generate random configurations automatically for testing 
and simulation studies - see Section 9.1, say. Our implementation allows this by 
letting the user specify how the various parameters may vary, then randomly gen-
erating a new configuration based on these settings, while maintaining the above-
mentioned geometric restrictions. 
The optimization of the functional $ ( / ) is performed in the parameter space. 
At each iteration step, a new configuration is built by modifying one of the pa-
rameters of the current configuration. This is done so that every parameter may 
be selected with the same probability (i.e. uniformly), and the amount of modifi-
cation is chosen randomly (again, uniformly) from the whole set of feasible values. 
Those configurations which are inadmissible are always rejected. The projections 
[7£/] (s, of / are then calculated analytically. It should be remarked that the 
computation of $>(/) can be speeded up by some orders of magnitude by restricting 
calculations to the sub-domain in which the value of $ ( / ) has changed in the last 
iteration step. 
In order to keep the number of configuration changes as low as possible it is 
important to find a good initial configuration. The SA algorithm can probably find 
the optimum in a fewer number of steps when an initial image is quite near the 
optimum. The initial configuration for our system is constructed as follows. 
1. First, the initial locations of the tube and its interior are estimated from 
the projections (see Fig. 5(a)). This is done after using filtered versions of 
the input projections, obtained by applying a Gaussian and several averaging 
filtering kernels to every projection. The boundary of the projection of the 
tube, namely the coordinates of its centerline, its radius, and its upper and 
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(a) (b) 
Figure 5: (a) One of the projections of the original object, (b) One of the reduced 
projections generated by subtracting the projection of the tube and its interior from 
the projection shown in (a). 
lower ends can be found by defining a threshold for the background noise, 
and scanning the filtered projections for the leftmost, rightmost, uppermost, 
and lowermost values above this threshold. The boundary of the interior of 
the tube can be determined in a similar way. The threshold is calculated as a 
user-specified percentage of the maximum value of the projections, based on 
an assumed level of noise. 
2. Using the location of the tube and its interior, their projections can be sub-




(a) (b) (c) (d) 
Figure 6: (a) Cross-section of the original object depicted in Fig. 5(a). (b) Cross-
section of the reduced projection shown in Fig. 5(b). (c) Elimination of the projec-
tion of a disc from the projection displayed in (b). (d) Discs detected in projection 
(b). 
3. Next, the initial positions of the spheres or cylinders in the interior are to 
be guessed based on the reduced projections (see Fig. 6). In the present im-
plementation this task has, for simplicity, been reduced to 2D sub-problems, 
but it may be possible in future to extend the process to 3D. Currently this 
procedure is performed in two steps: 
Image reconstruction and correction methods in tomography 569 
Figure 7: (a) Initial intersections of the cross-section shown in Fig. 5(a) using a 
horizontal and a vertical projection, (b) Deletion of intersections after choosing the 
disc with the largest radius. 
a) First, the locations of discs are found in each cross-section separately 
(see Fig. 6(a)). That is, the intersections of the spheres or cylinders 
with the 2D cross-sections orthogonal to the axis of rotation have to be 
found. This is accomplished by the following greedy algorithm based on 
geometric considerations: 
i. Possible projections of discs are located within the ID projections of 
the cross-sections (see Fig. 6(b)) by the application of model-fitting, 
i.e. disc parameters are estimated. In particular, a deterministic 
relaxation algorithm called iterated conditional modes (ICM, [2]) is 
used to find the parameters of the projection of a disc which best 
fits the ID reduced projections. After storing these parameters, 
the projection of the disc is eliminated from the already reduced 
projections (see Fig. 6(c)). This process is repeated until no more 
discs can be detected (see Fig. 6(d)). 
ii. The centers of the discs found in the previous step are 'projected 
back' into the plane of the 2D cross-section, thus forming several 
pairs of intersection points and radii of the discs associated with 
them (see Fig. 7(a)). Those intersections whose distance from one 
another is below a given limit will be merged into a single inter-
section. Whatever the case, the radius associated with a particular 
intersection is calculated by taking the minimum of the radii of the 
corresponding discs found in the ID projections. 
iii. The discs actually located in the 2D cross-section are selected by a 
greedy strategy: The center of a candidate disc is chosen to be the 
intersection which was defined by the maximum number of possible 
projections. Should there be more than one such intersections, the 
one with the largest radius associated with it will be taken. The in-
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tersection chosen is removed instantly from the list of intersections. 
We should remark here that some additional intersections may be 
deleted as well in order to retain consistency between the intersec-
tions and the ID projections (see Fig. 7(b)). If this disc results in 
an admissible configuration, it will be added to the 2D configuration 
of the cross-section. Otherwise, another intersection will be chosen. 
This procedure is repeated until no more intersections are left. 
b) Lastly, the initial positions, of the spheres or cylinders are determined 
from the discs found in neighboring cross-sections. Specifically, the discs 
detected in the previous step are treated as solid cylinders of unit height. 
An auxiliary 3D configuration can be built by stacking the cross-sections 
onto each other, that is placing these discs into a 3D coordinate system. 
This configuration is then examined to find candidate spheres and cylin-
ders that will be included in the initial configuration. 
In order for the conditions to be as realistic as possible in the simulation experi-
ments, artificial noise was generated with a uniform distribution and then added 
to the projections. An example of this is shown in Fig. 8. 
6 Modelling the noise 
[»/](«• o;) 
Figure 8: Horizontal and vertical projections of a binary image with 10% noise. 
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7 Results of correction methods 
The pre-processing steps discussed in Section 4 were tried out on the projections 
of a VIDICON tube (see Fig. 9). There were 360 projections taken in 1° angular 
steps using X-ray radiation. 
Figure 9: One of the projections of the VIDICON tube (height « 10 cm, width 
« 4 cm). The white lines indicate the cropped area. 
The first step involved cropping the relevant area from the original projections 
when the object to be reconstructed covered only a small portion of the projections. 
The second step of pre-processing was the correction of the motions during the 
image acquisition. As a result of the analysis of the projections (using registration) 
we found that in this case each projection had to be translated along a sine curve 
having a phase of 90° and amplitude of 2 pixels. 
When an empty projection image is available as well (as was the case here), 
homogeneity correction can be performed. Homogeneity correction eliminates the 
effects of the non-uniformly sensitive detector system. 
The results of the pre-processing steps (cropping, motion and uniformity cor-
rections) can be seen in Fig. 11. 
The intensity correction step of the pre-processing multiplies the projections 
by suitable coefficients such that the total intensity of the corrected projections is 
practically constant for each projection (see Fig. 10). 
Finally, the isolated points correction was applied to each projection. This 
correction means the application of a thresholded median filter (8-neighborhood, 
thr = 20 assuming a maximum intensity level of 255). In Fig. 11(c) we see that 
a part of the noise was eliminated from the projections and the reconstructed 
cross-section became a bit more homogeneous compared with Fig. 11(f). This 
homogeneity feature is especially noticeable in the interior of the dashed circle. 
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Projection 
Figure 10: Total intensity values in the first 180 projections before (gray line) and 
after (black line) intensity correction. 
8 Results of the pixel-based reconstruction 
method 
In this section we demonstrate the efficiency of the pixel-based reconstruction 
method. First, software simulated phantom studies will be presented where we 
show the effects of changing different parameters on the reconstruction. Then some 
preliminary results on some neutron tomography data are described in Section 8.2. 
In order to measure the accuracy (precision) of the reconstruction quantitatively, 
we used the relative mean error (RME for short), which is defined here as 
RME = 1 • 100% , 
i 
where f° and /• denote the value of the ¿th pixel of the original and the recon-
structed image functions, respectively. It is quite clear that RME > 0 and a smaller 
RME value means a better reconstruction result. 
8.1 Simulation studies 
The simplest case is when the range of the image function to be reconstructed 
contains only two values, 0 and 1. The results of such reconstructions can be seen 
in Figs. 12 and 13. 
First, we investigated how the number of projections influences the reconstruc-
tion (see Fig. 12). It is conspicuous that the pixel-based method was able to almost 
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(d) (e) (f) 
Figure 11: (a) One of the projections of a VIDICON tube after cropping hav-
ing the size 241 x 572. (White line indicates the cross-section shown below.) (b) 
The same projection after motion and intensity corrections (the white circles in-
dicate isolated points to be corrected in the next step), (c) The same projection 
an in (b) after homogeneity and isolated points corrections, (d) Reconstruction 
(241 x 241) of the cross-section shown after cropping, (e) Reconstruction of the 
cross-section shown after motion and intensity corrections, (f) Reconstruction of 
the cross-section shown after homogeneity and isolated points corrections. The re-
construction was performed by the software package SNARK93 [15] (filtered back-
projection, cosine filter, cut-off frequency 0.5, Lagrange interpolation). 
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# of 
projs 
Original Result Difference RME 
(%) 
8 g g p. •'/ 12.57 
10 6.98 
! 
12 |gj] 0.10 
I 
Figure 12: Reconstruction of circles from different numbers of projections by the 
pixel-based method (0% noise, 200 measurements/projection). First column: num-
ber of projections. Second column: original object. Third column: reconstructed 
images. Fourth column: RME of the original and reconstructed images (black/gray: 
when the corresponding pixels are black/white in both the original and recon-
structed images; white: when the corresponding pixel intensities are different). 
Fifth column: RME of the original and reconstructed images. 
reproduce the original phantom with just 12 projections. 
We also studied the effect of noise on the reconstruction. 0%, 10%, and 40% 
noise was added to the exact projections and then the reconstruction was done 
with the noisy projections as well (see Fig. 13). As expected, the quality of the 
reconstruction grew worse the higher the level of noise in the projections was chosen. 
The same can be seen from the RMEs. But the object, however, is still recognizable 
even with 40% noise. 
8.2 Physical experiments 
We had the chance to test our reconstruction methods with real physical data as 
well. One of them was the battery from a pacemaker (Fig. 14(a)). As can be seen 
in the image, especially in Fig. 14(b), the projections were almost noiseless and of 
a good quality. In order to compare the results of the classic FBP technique with 
our pixel-based one, we reconstructed several slices. One of them is shown in Fig. 
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Noise 
(%) 
Original Result Difference RME 
(%) 
0 El 0.12 
10 El El 20.64 
40 gg 34.63 
Figure 13: Reconstruction of circles from exact and noisy projections by the pixel-
based method (16 projections, 200 measurements/projection). First column: noise 
level. Second column: original object. Third column: reconstructed images. Fourth 
column: difference images. Fifth column: RME of the original and reconstructed 
images. 
14(a), and the corresponding reconstruction result, based on 200 projections and 
using the FBP method of SNARK93 [15], can be seen in Fig. 15. This result can 
be considered quite favourable as the object is reasonably distinguishable. 
In order to compare the results of the classical method we perfomed an FBP 
using 20 projections, and we ran our pixel-based technique with the same input data 
as well. In Fig. 14(c) the results of FBP are presented, which contain streaks due to 
the small number of projections used. In the case of the pixel-based method (Fig. 
14(d)) these streaks are absent, but the quality of the results are still worse than the 
previous one. The reason might be that the DT algorithm did the reconstruction 
using only 21 intensity levels, but the object could not be considered one which 
satifies our basic assumption: the object consists of only a few inhomogeneous 
materials. This inhomogeneity or irregular material distribution is quite visible in 
Fig. 15. In addition, we were not aware of the exact absorption coefficients. If the 
object had been made of homogeneous materials, we would have hoped for better 
results. 
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(c) (d) 
Figure 14: (a) One of the neutron projections of a pacemaker battery, (b) The 
bar diagram representing the intensity values of the projections in the indicated 
row in (a), (c) Reconstructed cross-section in the position indicated in the row in 
(a) (FBP method 20 projections, cosine filter, cutoff 0.5, Lagrange interpolation as 
done in SNARK93 [15]). (d) Image of the same cross-section reconstructed via the 
pixel-based method using 20 projections and 21 intensity levels. 
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Figure 15: FBP reconstruction (as done in SNARK93 [15]) of the cross-section 
shown in Fig. 14(a) using 200 projections. 
From the point of view of timing the technique cannot be said to be fast. Its 
speed greatly depends on the input data. In accordance with our experiences the 
technique terminates within 60 seconds in case of noiseless phantom images on a 
3 GHz Intel Pentium 4, where the size of the images is at most 400 x 400 pixels 
using less than 20 projections. However, a reconstruction using real projections can 
cost up to 5-10 minutes. 
9 Results of the parameter-based reconstruction 
method 
In this section we will present the results of the parameter-based reconstruction 
method. First, simulation studies will be discussed, focussing on the effects of 
various parameters on the reconstruction. These parameters include the geometric 
complexity of the object, the amount of noise in the projections, and the number 
of projections. Afterwards, some results of the physical experiments will be given. 
In order to assess the accuracy of this method quantitatively, the RME measure 
defined in Section 8 was used throughout the experiments with a slight modification: 
the image function was converted to a {0,1} binary image before calculations. It 
should be mentioned that a more precise way of measuring would be to compute 
RME analytically instead of using the digitized image, which is one of our future 
plans. The models of objects are visualized using the Virtual Reality Modeling 
Language (VRML97 [16]). 
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9.1 Simulation experiments 
Software experiments were performed in order to investigate the effects of key recon-
struction parameters: the geometric complexity of the object to be reconstructed, 
noise level, and the number of projections. Another important thing we need to 
know is how the value of the objective function $>(/) changes during iterations. 
A typical plot of $ ( / ) is shown in Fig. 16, produced during the reconstrucion of 
3 spheres from 4 noisy projections. As expected, the objective function decreases 
rapidly at the beginning of the optimization, and more slowly near the global min-
imum. 
Accepted configurations 
Figure 16: The value of the objective function <£(/) as a function of the number 
of accepted configurations. (The total number of accepted configurations was 291. 
The reconstruction of 3 spheres using 4 projections degraded with 10% noise, with 
100 x 100 measurements/projection.) 
The aim of the first experiment was to study the influence of the geometric 
complexity of the object (see Fig. 17) using only 2 projections degraded with 10% 
noise. As can be seen in Fig. 18, it is hard to get an acceptable result with just 5 
spheres. The algorithm, however, can successfully reconstruct fewer spheres with 
good precision. 
We also looked at the effects of noise on our reconstruction using the parametric 
object shown in Fig. 19. The noise level was again set to 0%, 10%, or 40% as we did 
in the simulation experiments using the pixel-based reconstruction method. It is 
remarkable that the parameter-based reconstruction method still works even with 
40% noise (see Fig. 20). 
In the last simulation experiment we analyzed the impact of the number of pro-
jections on the results (see Fig. 21). Since real physical measurements are usually 
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Figure 17: Perspective view of 3D parametric phantoms consisting of (a) 3, (b) 4, 
and (c) 5 spheres in a tube. 
distorted by some noise, the same experiment was performed using noiseless pro-
jections as well as adding 10% or 40% noise to the projections. It is quite apparent 
here that the reconstruction of these parameterized objects does not depend much 
on the number of projections used. As Fig. 21 indicates, it is usually sufficient to 
use just two projections for simpler objects (e.g. three spheres). Actually, having 
more projections does not necessarily improve the precision of the result by much. 
At the same time, the algorithm is more sensitive to the geometrical complexity of 
the object to be reconstructed, as is demonstrated by the third row in Fig. 18. 
9.2 Physical experiments 
In addition to the software-generated data described above, the effectiveness of 
the parameter-based reconstruction method was also evaluated using physically 
measured data. However, before proceeding with a discussion of the results, two 
remarks should be made. First, due to the limitations of the imaging system and 
the measurement errors, the projections were distorted and quite noisy. To help 
the algorithm produce the best results possible, it was necessary to perform the 
pre-processing steps described in Section 4. Second, as the exact values of the 
absorption coefficients were unknown, they had to be estimated here. 
The first physical experiment was performed on a phantom object called the 
reference cylinder, a diagram of it being shown in Fig. 22. The object is a solid 




Figure 18: Reconstruction by the parameter-based method using a different number 
of spheres (original object: see Fig. 17; parameters: 10% noise, 2 projections, 
100 x 100 measurements/projection). First column: number of spheres. Second 
column: reconstructed object. Third column: difference between the reconstructed 
and original object (only mismatching voxels are painted). Fourth column: RME 
of the original and reconstructed image. 
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Figure 19: Perspective view of the 3D parametric phantom object consisting of 3 
spheres in a tube. 
cylinder made of Plexiglas, and it contains three holes of different diameter and 
various depths in an asymmetric arrangement. The lower part of the hole with 
the largest depth was filled with aluminum screws. This region is clearly visible 
on the projection images, which were taken using an X-ray source. One of these 
projections is shown in Fig. 23(a) after applying every pre-processing step except 
that for the filtering of isolated points. 
Since our model assumes that the cylindrical holes are filled with the same ma-
terial, the lower half of the projections had to be thrown away (see Fig. 23(b)). The 
size of the projection images was 155 x 212 pixels before and 155 x 113 pixels after 
cropping, respectively. It is evident that the remaining part of the object is suit-
able for discrete tomographic reconstruction, since it consists of two homogeneous 
regions containing air and Plexiglas (background and holes, respectively). 
The model reconstructed using 4 projections is illustrated in Fig. 23(c) to 
Fig. 23(e). Since the exact structure of the object was known, it was possible 
to create an 'original' model, and thus to measure the precision of the reconstruc-
tion. The difference between the original and the reconstructed model is shown in 
Fig. 23(f), with an RME of 2.45%. This relatively high value is due to two facts: 
the projections were fairly small and noisy, and the exact value of the absorption 
coefficient of Plexiglas was unknown. 
A phantom object very similar to the one mentioned above was used in the 
second physical experiment. The structure of this object was identical to that 
shown in Fig. 22, but the solid cylinder here was made of aluminum. The hole with 
the biggest diameter was partly filled with acetone and the two others contained 
water. 
At first sight this object seems unsuitable for our parametric object model, 
since the bores consist of three homogeneous regions: acetone, water, and air. It 
turned out, however, that the absorption coefficients of the acetone and of the water 
are almost equal for the neutron rays used for image acquisition. The size of the 
projection images was 365 x 400 pixels, and one of them can be seen in Fig. 24(a) 
after applying the same pre-processing steps as in the first experiment. Moreover, 
those sections of the bores which contained air are hardly recognizable. Hence 
the object can be considered to be composed of three approximately homogeneous 
materials: aluminum, fluid, and air (background). 
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Figure 20: Reconstruction by parameter-based method from noise free and noisy 
projections (original object: see Fig. 19; parameters: 2 projections and 100 x 100 
measurements/projection). First column: noise level. Second column: recon-
structed object. Third column: difference between the reconstructed and original 
object. Fourth column: RME of the original and reconstructed image. 










Number of projections 
Figure 21: The RME value versus the number of projections without noise (black 
curve), with 10% (solid gray curve) and with 40% noise (dashed gray curve), re-
spectively. (Reconstruction of 3 spheres using 2, 4, 6, 8, 10 and 12 projections, and 
100 x 100 measurements/projection.) 
Figure 22: Diagram of the phantom object used in the experiments (dimensions 
are shown in mm.) 
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(e) (f) 
Figure 23: Projection and reconstruction results of the Plexiglas object given in 
Fig. 22. (a) One of the original projection images, (b) One of the cropped projection 
images, (c) 0° view of the reconstructed model, (d) 90° view of the reconstructed 
model, (e) Top-down view of the reconstructed model, (f) Difference between the 
reconstructed model and the original one (RME = 2.45%). 
The model reconstructed using 4 projections is shown in Fig. 24(b), (c) and 
(d). As the structure of the object is identical to the one used in the previous 
experiment, an 'original' model can be created again, thus allowing one to test 
the precision of the reconstruction. The difference between the original and the 
reconstructed model is shown in Fig. 24(e). Even though the precise radius of 
the bore with the smallest diameter in the reconstructed result is somewhat larger 
than the real one, the RME is only 1.01%. This is because the RME is calculated 
using the digitized image function, and the number of voxels is much larger than in 
the former case. The discrepancies between the original and the resulting models 
are due to the following: the axis of rotation was precessing, the exact values of 
the absorption coefficients were unknown and, despite our earlier assumption, the 
absorption coefficients of water and of acetone were quite different. 
It is notable that the parameter-based method performs somewhat faster than 
its pixel-based counterpart. In particular, typical running times are a few (5-10) 
seconds on a 3 GHz Intel Pentium 4, using 4 projections and assuming that the 
size of the image function to be reconstructed is at most 100 x 100 x 100 voxels. 
On the other hand, when the image function is as large as that in the last physical 
experiment (i.e. 365 x 365 x 400 voxels), it may take even 3-5 minutes to complete 
the reconstruction process. 
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Figure 24: Projection and reconstruction results of the aluminum object given in 
Fig. 22. (a) One of the original projection images, (b) 0° view of the reconstructed 
model, (c) 90° view of the reconstructed model, (d) Top-down view of the recon-
structed model, (e) Difference between the reconstructed model and the original 
one (RME = 1.01%). 
10 Future plans 
Though the techniques presented here produced promising and even acceptable 
results, we are planning to improve several things in the future. It would be desir-
able to make pre-processing as automated as possible in both methods, and for the 
absorption coefficients to be estimated automatically - for instance by using some 
kind of calibration procedure. For the pixel-based method, the most useful im-
provements would be to make it less sensitive to noise and to reduce the number of 
projections necessary for reconstruction. We would also like to make this approach 
work better for objects containing three or more materials. Further research could 
be done for situations where the projections are not a parallel beam but fan-beam, 
say. Finally, some practical extensions of the parameter-based algorithm might 
allow five or more materials, using more complex prior knowledge of the object, 
computing the RME analytically, and employing another kind of parametric object 
representation like a deformable model. 
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MedEdit: A Computer Assisted Image Processing 
and Navigation System fór Orthopedic Trauma 
Surgery* 
Krisztián Olléf Balázs Erdőhelyit 
Attila Kubaj Csongor Halmaij and Endre Varga* 
Abstract 
T h e surgery of fractured bones is often a very complex problem. That 
is the reason why it would be beneficial to create a geometric and mechanic 
model of the bones before surgical intervention. The model geometry is based 
on the C T images of the patient and the known physical properties of the 
bone. A computerised system is presented here, called MedEdit, which helps 
a surgeon plan an operation. T h e system includes a Finite Element Analysis 
( F E A ) program to measure the stress effects of the possible surgical solutions. 
Following the simulation and analysis of the behaviour of the modelled bone, 
surgeons can find the best surgical solution for the patient. 
1 Introduction 
The surgical repair of fractured bones is often a difficult task, and the fixation of 
these bones has to be planned very carefully. This is why trauma surgeons may 
use Interactive Image-Guided Surgery (IIGS) or Computer Aided Surgery (CAS) 
systems to improve surgical accuracy. By using these systems treatment can have 
several advantages. For example one can have a less invasive surgical approach, 
have less time consuming interventions due to better planning, and there can be a 
reduction in radiation exposure. 
CAS technology was first introduced in neurosurgery. Here the neurosurgeons 
focused on pre-operative planning and an increase in intra-operative accuracy. By 
applying external frames to the patient's skull there is a possibility of locating 
targets within the brain to a high precision. This technique is called stereotactic 
neurosurgery [7]. The first application of CAS in orthopedic and trauma surgery 
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was in 1995 for the placement of lumbar pedicle screws [8]. After, this area started 
to develop rapidly and nowadays there are commercial systems available for solving 
such surgery problems (see [5], for example). There is a system [9] which focuses 
on image segmentation, but it has a finite element analysis (FEA) option and 
navigation modules. 
Most of the existing systems are not capable of performing mechanical simu-
lations or are not designed to be used by a surgeon. They have complicated user 
interfaces meant for an experienced computer user, but surgeons are not usually 
that experienced. A more user-friendly user interface is required. 
Our goal here is to develop a suitable CAS package that is capable of performing 
biomechanical tests almost in real time and help in the diagnosis of patients who 
have sustained bone damage. The program can simulate possible surgical solutions 
and calculate their results. It can also present different stress effects. 
This paper describes our ongoing work on computer aided surgical planning and 
developing a tool for it. In [2] we presented an earlier version of our system, which 
could perform virtual editing and analysis but had limited capabilities. Our new 
version has more options and is more user-friendly. 
2 Description of the System 
The parts of our MedEdit system intended to help the surgeon at the stage of 
surgical planning are shown in Fig. 1. 
Figure 1: The system schema with its key components and connections. Filled 
arrows and empty arrows represent data flow and visual feed-back, respectively 
Three light grey boxes can be seen here which are the main components of the 
system. In the MedEdit box there are smaller boxes which we will call modules. 
For input Computer Tomography (CT) images are available in DICOM (Digital 
Imaging and Communications in Medicine) format - a common medical imaging 
standard. MedEdit first reads these images and then stores them in the memory. In 
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order to generate a mechanical model of the bones, the CT images are segmented, 
i.e. the pixels representing the bone tissue are separated from the others. 
After segmentation information about the object is stored in two data structure 
formats. The first represents segmented image data as a volume, while the second 
represents the surface of the data as a triangular mesh. Then the surgeon can 
perform a virtual operation on the model (the virtual object) by joining broken bone 
parts, drilling cylindrical holes and inserting screws or implants into the virtually 
drilled holes with the Surgical Planner module. 
By adding material properties to our raw/geometric model in the mechanical 
model generator a mechanical model is created which can be used to perform a 
Finite Element Analysis (FEA). Usually using an FEA program requires special 
engineering knowledge of the material properties and it often has a complex com-
mand line user interface. Hence it is really hard to configure and work with. With 
our system the surgeon can use an FEA program without needing any special ex-
pertise. This is because we designed a graphical, mouse-driven user interface in 
cooperation with surgeons from the local Traumatology Department. 
The stress analysis is done using a FEA program and the results are presented 
in MedEdit. Depending on the results, the surgeon can verify his strategy, or work 
out a new plan by starting the procedure again from the virtual surgical operation 
step. It is possible to test different options and analyse the consequences in a virtual 
environment. Currently we are working on a surgery navigation component, which 
is in the experimental phase. This could be of use to a surgeon inside the operating 
theatre after he has planned the operation. 
3 Surgical planning in MedEdit 
The MedEdit program has a simple modular design, each of the modules performing 
a special task. The first module imports the DICOM images and segments the 
bone from the grey scale CT scans. Then a 3D structure is constructed from the 
segmented volume model. Usually we get a very complex geometrical model, so 
we use a mesh simplification algorithm to reduce the complexity of the surface. In 
the fourth module we created a medical surgery planner where the surgeon can try 
out several possible surgical solutions before performing the actual operation. We 
implemented various kinds of 3D editing functions like implant insertion, drilling, 
and slicing. The surgeon can apply forces to the model in the mechanical model 
generator and then export the data to the FEA system. 
3.1 Segmentation 
CT scans represent data as greyscale values, these values depending on the ab-
sorption of the tissues. Since the bone tissue density differs significantly from other 
materials like blood and muscle, it is usually possible to separate them. This means 
that we have a 3D greyscale volume and we create a 3D binary volume where the 
bone and background voxels are represented by binary-valued data (ones and zeros). 
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(a) (b) 
(c) (d) 
Figure 2: A typical situation when fuzzy segmentation achieves better results than 
global thresholding. Fig. (a) is the original image of the spine, while Fig. (b) shows 
the same image with a high threshold value. In this case the bone part is only 
partially visible. Fig. (c) shows the results with a low threshold value, with a lot 
of noise appearing around the bone. Fig. (d) shows the same image, but it was 
segmented by using a fuzzy algorithm. 
At first we tried out different thresholds for the bone segmentation (see 
Figs. 2(b) and 2(c)), but then our experiences showed that this method was only 
useful when the bone could be easily separated from the muscles. However, in the 
case of the pelvis this method did not work because other tissues surrounding the 
pelvis have similar grey values to bone tissue. So we looked for another segmenta-
tion method that is just as easy for the user as the thresholding algorithm is. Later 
we found that a fuzzy connected 3D image segmentation algorithm [3] is good for 
our needs and can achieve good results (see Fig. 2(d)). The algorithm requires 
some seed points in the bone tissue then it segments the whole volume containing 
points having similar properties as the neighbourhood of the selected points. After 
the segmentation part post-processing is needed to fill in the cavities present in the 
slices, because inner surfaces are not of interest to us in later steps (see Fig. 3). 
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Figure 3: The steps of the segmentation phase. A CT slice showing part of a pelvis 
(left); the points selected by the fuzzy segmentation algorithm (middle); the results 
of the post-processing phase (right) after filling in the cavities 
3.2 Surface Extraction 
For surface extraction and geometry building we tried using contour extraction 
with slide-by-slide contour simplification followed by a triangularisation [1]. This 
method works well on tubular shaped objects like a trachea, but fails on complex 
objects like a human pelvis and requires a lot of effort to convert the data to a 
triangular format. Later we found that the marching cubes algorithm [6] was ideal 
for our needs and is more robust. The only drawback of this algorithm is that it 
invariably produces a high number of triangles (see Table 1). 
Table 1: Triangular surfaces generated by the marching cubes algorithm using 
512x512 CT scans of different parts of the human body. 
Model Num. of CT slices Num. of vertices Num. of faces 
Part of a hand 124 219,223 437,256 
Part of a knee 109 334,802 668,606 
The whole pelvis 91 361,436 721,786 
After generating the surface mesh we had to simplify it for several reasons. 
One was to improve the performance of the rendering engine, and another was 
because there is a strict upper limit on the number of triangles accepted by our 
FEA program. To generate a reduced mesh we employed the surface simplification 
algorithm written by Garland et al. [4] (for an example, see Fig. 4). 
3.3 Surgical Planning 
In this module the system provides a surgical planner interface for the surgeon. He 
can plan and simulate several surgical procedures and can check the FEA results 
as well. It is possible to assemble the broken bone parts by dragging and moving 
them with the mouse. We use collision detection to simulate the real life behaviour 
of bones (Fig. 5). 
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Figure 4: Geometric model and simplification of the pelvis. On the left the model 
consists of more than 700,000 triangles. On the right the same pelvis after surface 
simplification (about 10,000 triangles). 
Figure 5: Assembling the simulated bone parts using collision detection (left). The 
selected bone part is surrounded by its bounding box and can be moved around in 
the virtual environment. If a collision occurs the other bone is highlighted. On the 
right, surgical planning using a screw positioning tool and orientation images. 
When all the bones are in their positions, virtual implants can be used to hold 
them together. For example, a hole can be drilled into the bone then a screw implant 
can be inserted into the model. For the exact positioning the user interface provides 
various ways of selecting the most appropriate view, angle, and magnification for the 
presentation of the 3D object (Fig. 5). In order to visualise the complex structures, 
the surgeon even has the possibility of defining transparent bone properties so that 
it will look like X-ray transparent bone tissue. 
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3.4 Mechanical Model Generation 
To be able to export the surgical plan to the FEA system, the geometric model 
has to be extended to include information about material properties, load and 
boundary conditions. The geometric information is turned into a finite element 
mesh, and material properties are assigned to the finite elements which form the 
mesh. Nodal load vectors are set by the user to indicate load effects for certain 
areas of the mesh and they are then exported to the FEA system in an appropriate 
file format. Boundary conditions are set for the nodes, which can be fixed or move 
only in certain directions during the analysis. Our MedEdit system provides a 
user-friendly interface for defining all these properties. 
4 Preparing Surgical Operations for Finite Ele-
ment Analysis 
For the generation of the finite element mesh we have two input data sources: the 
surface geometry and the segmented 3D volume. The former is treated by the FEA 
system as a shell, the latter as a solid body. MedEdit can export both of them for 
the analysis phase. 
4.1 Shell Model 
When exporting the surface geometry, so-called 3-node shell elements (see Fig. 6) 
are inserted into the finite element mesh for each surface triangle. This mesh 
provides the basis for the computations of forces, displacements and deformations. 
The shell elements are triangular thin planes with blending capabilities and constant 
thickness. 
Figure 6: 3-node shell element. 
The shell model simulates the outermost 1 mm thick layer of human bones, 
namely the cortical bone, which is 100 times stiffer than the inner cancelous bone. 
The material type of the shell elements is given the same physical properties as the 
cortical bone. Its modulus of elasticity E is 1100 MPa and Poisson's ratio is 0.3. 
These values are based on cadaver studies [14] and medical literature [15]. 
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Unfortunately adding implants to the virtual model is difficult because it would 
allow unwanted movements. For example, a drill makes contact only at the surface 
and the tip could move in undesired directions. We should make it move as it does 
in real life. 
The shell model was used to simulate some typical fractures of the pelvis to 
get a better understanding of the fracture mechanism. In the next two sections we 
will briefly describe the way the system handles some of the frequently occurring 
fracture patterns. 
4.1.1 Lateral Compression Fracture 
The lateral compression fracture of the pelvic girdle is one of the most common 
fracture patterns. It can occur when a big force acts on the side of the pelvis. This 
can happen when a motorcycle rider is hit by a car from the side at a road junction. 
A typical X-ray image of such an injury is depicted in Fig. 7(a), where the white 
arrows show the actual fracture. 
Our mechanical model of this case is illustrated in Fig. 7(b). The right side of 
the pelvis is fixed and a force is applied from the patient's left side. In Fig. 7(c) 
the results of the analysis are shown. 
The magnitude of the computed deformation is usually very small. Hence the 
nodal displacement vectors are multiplied by a suitable scaling factor to visualise 
the deformation. The details of the displacements are blown up so as to be clearly 
visible. 
4.1.2 Vertical Shear Fracture 
Vertical shear injuries typically occur as a result of a fall from a height, but they 
can also occur in motor vehicle collisions. This force puts an asymmetric axial load 
on the pelvis, which may result in rotational and vertical instability. 
In our simulation the so-called LIV.-LV. vertebrae were fixed and a force was 
applied to the left femur, as shown in Fig. 8(b). The results of the analysis, which 
axe given in Fig. 8(c), predict the same areas for a fracture as in a typical X-ray 
image and it also matches clinical expectations. 
4.2 Solid Model 
When exporting the segmented 3D volume, 8-node solid elements (cube-like ele-
ments: see Fig. 9) are inserted into the mesh for each bone-labeled voxel. We use a 
simple sub-sampling algorithm to reduce the number of voxels and hence keep the 
computational resources (time and memory) to an acceptable level. Even in the 
reduced case, a model with about 100,000 elements takes approximately 30 minutes 
to analyse. This is considerably slower than the shell model where the analysis is 
completed in a few seconds. 
Implants which are placed into the geometrical model during a virtual operation 
are recalculated and inserted into the 3D volume. This way, implants will be added 
to the finite element mesh as well (see Fig. 10). 
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Figure 7: Simulation of the lateral compression of the pelvis. A typical X-ray image 
of a lateral compression fracture is shown in Fig. (a) above. Fig. (b) shows the 
mechanical model of the pelvis, the dark area on the patient's right side indicating 
the points which are fixed, while the arrow on the patient's left shows the direction 
of the applied force. In Fig. (c) the results of the analysis are presented. Dark 
areas indicate high material stress which are precisely the areas where a fracture 
may occur. 
Here the material properties of the model are given average bone values i.e. a 
modulus of elasticity E of 300 MPa and Poisson's ratio of 0.2. 
4.2.1 Knee study 
Several tests were performed to compare two different knee fixation techniques. 
The knee joint of a healthy human was scanned and then imported into our sys-
tem. With the editing capabilities of MedEdit one artificial fracture was created 
by deleting bone-labeled voxels from the segmented volume. For the fixation of 
the simulated fracture two different methods were investigated: internal T-shaped 
plating fixation, and hybrid external fixation. 
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(b) (c) 
Figure 8: Simulation of a vertical shear of the pelvis. Fig. (a) shows a typical 
X-ray image of a vertical shear fracture. Fig. (b) depicts the mechanical model of 
the pelvis. The dark area in the spine region indicates the points which are fixed 
and the arrow on the patient's left shows the direction of the applied force. The 
results of the analysis are presented in Fig (c). 
The mechanical model was created using 8-node hexahedral elements, a load 
was applied on the top nodes of the knee, and the bottommost nodes were fixed. 
The results of the analysis (see Fig. 10) confirm that for the internal plate fixation 
the implant will have high material stress near the line of the fracture. In the case 
of the other implant, the load is distributed along the whole fixation ring, reducing 
the risk of a fatigue fracture in the implant material. 
4.2.2 Wrist study 
A similar study as above was performed on data obtained from a scanned healthy 
human wrist. One artificial fracture was created on the radius, then both fixation 
methods were applied in the same way as we did in the knee study. The results 
obtained (see Fig. 11) have a similar pattern as those obtained in the knee study. 
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Figure 9: 8-node solid element. 
Figure 10: The results of a knee study with two different fixation types. Left, the 
front view of a knee joint with a simulated fracture (indicated by the black arrow). 
In the middle, the same knee joint viewed from the right with an interior T-shaped 
fixation plate. On the right, an external fixation ring is used to stabilise the broken 
bone. 
4.3 Mixed model 
Since the solid model requires a lot of computational resources, we developed a 
mixed model that combines the positive features of the previous two models: one 
that is small in size, has inner elements, and differentiates between different bone 
types. 
First, using the segmented 3D volume representation and the marching cubes 
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Figure 11: Results of an analysis of a wrist with an artificial fracture after applying 
an external fixation (left), and applying a T-shaped plate fixation (right). 
algorithm, a triangular mesh is created. Each such triangle corresponds to a 3-node 
shell element in the finite element mesh. Next, 2-node finite elements are added 
to the mesh to connect the nodes inside the model. From each node rays are cast 
parallel to the three co-ordinate axes and a matching node is looked for at the 
intersection on the other side of the model. If a 2-node element is too long, interior 
points are added. The 2-node elements behave like springs and simulate the inner 
bone structure, thus preventing the implants from moving in an undesired way. 
To see how well it works, we applied the mixed model to a knee study. The 
results are shown in Fig. 12. 
5 Navigation 
We are extending our system to help the surgeon find the right points and angles 
for an implant insertion during an operation. For this reason we started developing 
a navigation module which is capable of working with three cameras installed in 
the operating theatre. With this hardware we could use it to identify some special 
marked points and provide real-time information about where and at which angle 
the surgeon should insert the implants. This part of the system is now being 
developed by our team. 
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Figure 12: On the left, the mechanical model of the knee joint. The finite element 
mesh was generated in the same way as that described earlier. The outer 3-node 
elements are made transparent so that the inner 2-node elements can be seen. On 
the right, the results of the analysis after applying the same load and boundary 
conditions as those used in the previous knee study. 
6 Summary and Results 
In this paper we presented a novel system to help the surgeon in planning orthopedic 
operations. Using this system we made a virtual biomechanical lab and carried out 
various FEA studies of a pelvis, a knee, and a wrist. We compared three different 
finite element mesh types and discussed their advantages and disadvantages. After 
we created a mixed model and then, using a knee study, we showed that it was 
faster and requires less memory than the two other models. 
The system at present is still in its experimental stage. It is able to perform 
all the above-mentioned tasks, but there are still parts where some user input or a 
user decision is required. For example, in the segmentation phase the seed points 
have to be set manually, and the results should be checked visually to see whether 
the segmentation meets the user's needs. Then, of course, information exchange 
with the FEA program is not automatic here. A session file is created by the user 
during the mesh-generation phase, which will then be read by the FEA program in 
the analysis phase. 
As we said earlier, the MedEdit system has now been implemented and works 
quite well. In general, it is able to create both the geometric and mechanical models 
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in about 5 minutes, including the time spent on the manual segmentation. As for 
the FEA program, it takes about 10 minutes to perform a 3D pelvis volume study 
(on a PC with a 2-GHz processor and a 1.5 GB RAM). 
Our stress results seem to meet clinical expectations, although quantitative tests 
and measurements still have to be done. 
7 Future Plans 
As we mentioned in the introduction, the orthopedic-trauma surgeon can generally 
use only X-ray, CT, MRI images and his own clinical expertise for therapy plan-
ning. Mechanical modeling can provide reliable data that ensures the stability of 
the patient's osteosynthesis prior to the surgical procedure. Certain complications 
could be avoided if a biomechanical computer modeling approach like ours is used. 
A detailed and prompt assessment of the surgical problem could be provided with 
the help of our system. 
Our software solution will offer new possibilities for the surgeon. It comple-
ments current visual analysis methods and it could also be utilised as a tool in 
postgraduate education and medical training. We have also created a trainer tool 
to help students better understand the causes of various bone fractures. Students 
who are interested can access this system by using our MedSys website [16]. 
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e - S p a r s e R e p r e s e n t a t i o n s : Generalized Sparse 
Approximation and the Equivalent Family of SVM 
Tasks 
Zoltán Szabó* and András Lőrincz^ 
Abstract 
Relation between a family of generalized Support Vector Machine ( S V M ) 
problems and the novel e-sparse representation is provided. In defining 
e-sparse representations, we use a natural generalization of the classical e-
insensitive cost function for vectors. The insensitive parameter of the S V M 
problem is transformed into component-wise insensitivity and thus overall 
sparsification is replaced by component-wise sparsification. The connection 
between these two problems is built through the generalized Moore-Penrose 
inverse of the Gram matrix associated to the kernel. 
1 Introduction 
Girosi [3] has shown the equivalence of the classic Support Vector Machine (SVM) 
regression and the sparse approximation scheme [6], similar to the Basis Pursuit De-
Noising algorithm [2] under the assumption of noiseless observation. The novelty of 
the approach is that the approximation is introduced directly in the Reproducing 
Kernel Hilbert Space (RKHS) and thus it avoids the empirical estimation of the 
estimation error. Equivalence is understood in the sense that the two optimization 
problems give rise to the same Quadratic Programming (QP) task. 
Equivalence can be shown similarly to [3], but under the condition of noisy 
observation for linear and quadratic e-insensitive SVM approximation costs. [5]. 
The noise process was included into an extended RKHS. In both cases, however, 
the e of the approximation cost is transformed onto the scalar multiplier of the 
parameter vector, which determines the linear combination in the approximation. 
We ask (i) if it is possible to embed the insensitivity parameter into a constraint 
on the searched representation, i.e, directly into the cost function, and (ii) if there 
is an extension of the SVM problems characterized by pair (C, e) (where C is the 
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multiplier of the e-insensitive cost term of the cost function [12, 3]) to more general 
problems favoring sparse coding. 
The paper is constructed as follows: Section 2 is about the notations and defi-
nitions used throughout this work. In Section 3 we sketch earlier correspondences 
between sparse coding and SVM. Section 4 defines the two generalized problem 
classes, ¿-sparse problem class and the corresponding SVM problem class. These 
classes will be transformed onto each other in this section. Conclusions are drawn 
in Section 5. 
2 Notations and Basic Concepts 
For the sake of clarity, our notations and the basic concepts are provided. 
2.1 Letter Types, Number Sets 
Numbers (6), vectors1 (b), and matrices (B) are distinguished from each other by 
letter types. Natural number sets are represented by N, that is, N := {0 ,1 ,2 , . . . } , 
whereas M stands for real numbers. Subsets restricted for positive values are indi-
cated by + sign, e.g., N+ and M+. 
2.2 Vectors and Matrices 
Relations concerning vectors (e.g.,: >) are to be meant for each coordinate sep-
arately. The ith component of vector v is denoted by vit the ijth component of 
matrix V by Vi}j. e-insensitive cost of vectors is defined as 
I M I r : = £ M r „ » 
where |i>|r := {0, if H < r; — r, otherwise} is the usual 'e-insensitive' cost func-
tion2, which is shown in Fig. 1. 
Operations vT, v o z, and V ® Z represent transposition, multiplication by 
elements and the Kronecker product, respectively. Symbol 1 has special meaning, 
it represents a vector having only Is, i.e., 1 := [1,.. . , 1]T. 
The Moore-Penrose generalized inverse of matrix G £ R n X m is a unique matrix 
G~ € ffimxn, which has the following features: 
G G " , G " G symmetric matrices (1) 
G G " G = G (2) 
G - G G - = G - . (3) 
1 Vector means column vector. 
2 Notice that r = 0 gives rise to the L\ norm for vectors. 
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* 
Figure 1: Vapnik's |i>|e e-insensitive cost function. One may think of this cost 
function that it represents a resolution not better than e and errors smaller than 
e are not detected and give rise to no cost. Errors larger than e are, however, 
detected and - for mathematical tractability - make linear contributions to the 
cost function. 
2.3 RKHS, Feature Mapping, Gram Matrix 
Here, we review some basic properties of Reproducing Kernel Hilbert Spaces 
(RKHS), necessary for our considerations. For further details, the interested reader 
is referred to the literature [12, 11, 1, 4]. 
An RKHS is denoted by !K. We shall select functions from this space to approxi-
mate sample points {xj, yi}i=i..i, where Xj 6 1 form the input space and ¡ / ¡ £ f i (see, 
e.g, [7]). In space IK, the scalar product is computed by means of kernel k. Kernel 
k is also used to define the basic functions of the RKHS: </>(x) := k(-,x) : X —» "K. 
Such functions are called feature mappings and function 4>{x) is interpreted as the 
representation of x in space Oi. Now, the scalar product of feature mappings is 
defined as 
(<£(s), <fi(t))x = (*(•, S), * ( . , t ) ) ^ = k(S, t ) (S, t £ l ) . (4) 
It can be shown that the kernel satisfies the following reproducing property 
= / ( t ) (t GX.V/GOC). (5) 
This means that fc(-, t) can be seen as the evaluation functional at position t of space 
!K. The Gram matrix of k defined by { x i , . . . ,x ; } /-tuples assumes the following 
form 
G := [Giij}iij=i...l = [fc(x i ,Xj)]i i j= i . . . / . ( 6 ) 
2.4 SVM 
Function approximation based on sparse data is often hard and is typically ill-posed 
[4]: existence, uniqueness and stability conditions may not be met in these cases. 
Regularization theory [10] can be of help under these conditions. To solve such 
problems, Vapnik, in his pioneering works, formulated the Support Vector Machine 
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(SVM) problem family [12, 11]. In the SVM problem, the approximating functions 
are searched in the form 
/w,6(x) = (w,^(x)) :K + 6, (7) 
subject to e-insensitive cost function 
V(u,z) = \u-z\e, (8) 
and with regularizer [10] of the form HwÛ . with norm H'H^ defined by kernel k of 
RKHS DC = 3i(k). Then the SVM task is as follows: 
1 ! 
minH[w ,b ] :=cV|
y i
-/w 1 6(x i )| e + -||w||5i (C > 0). (9) 
W ,0 ^—' Z i= 1 
Optimization of Eq. (9) can be executed, e.g., by solving a Quadratic Programming 
(QP) task formulated in the dual space 
min [ i (d* - d)T G (d* - d) - (d* - d)T y + (d* + d)T el (10) d* ,d 2 
' Cl>d*,d > 0 
provided that < „ 
(d*-d)Tl = 0 
For the derivation, see, e.g., [9]. Here, matrix G is the Gram matrix introduced 
before. 
3 Previous Results 
3.1 Noiseless Case 
Starting from the work [2] Girosi has formulated a modified sparse approximation 






The first term is about quadratic approximation but instead of R it is formulated 
through the norm U-H^ on Hilbert space The second term is the sparse con-
straint, or sparsifying cost term. Girosi has shown that Eq. (11) is equivalent to 
the SVM task of Eq. (9) provided that 
1. objective / is in % and that ( / , 1)^ = 0,3 
This restriction gives rise to constraint JZ aj = 0. 
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2. data are noise-free, that is /(x*) = yi (i = 1 , . . . , I), 
3. C —> oo. 
Equivalence is to be understood in the sense that by breaking the searched vector 
a into positive and negative parts, such as 
a = a + — a - , where a+ ,a~ > 0, and a + o a - = 0 (12) 
then the task for pair (a+ , a - ) is identical to the optimal solution (d*, d) for Eq. (10) 
in the dual QP space. 
3.2 The Noisy Case 
The solution was extended to the noise case [5]: the connection was formulated for 
the regression problem and for linear and quadratic e-insensitive SVM approxima-
tion. The equivalence is based on a larger RKHS space, which encapsulates the 
noise process, too. For detailed description and for other similar equivalences, the 
interested reader is referred to the original work [5]. 
In the cited cases [3, 5], the insensitive parameter (e) was transformed into the 
multiplier of the sparsifying cost term (compare, e.g., Eq. (9) and Eq. (11)). Our 
question is if the constant multiplier of the e-insensitivity loss can be transformed 
directly into the different components of the loss function by generalizing uniform 
sparsification to a component-wise sparsification problem. 
For notational simplicity, instead of approximating in semi-parametric form 
(e.g., f + b, where / £ IK), we shall deal with the so called non-parametric scheme 
[8] ( / G !H). This approach is well grounded by the representer theorem [8]. 
4 Generalized Problems 
In this section we shall introduce the generalizations of the previous SVM and 
sparse tasks and we shall show that they are equivalent. Given this equivalence, 
the two problem family will be referred jointly as e-sparse representations. 
4.1 The (c, e)-SVM Task 
Below, we introduce an SVM task family, which can be connected to regularization 
theory and satisfies the conditions of the representer theorem [8]. The usual SVM 
task - Eq. (9) - is modified as follows: 
1. We shall approximate in the form / w (x ) = (w,^>(x));K. The representer 
theorem warrants that it is satisfactory to approximate in this special form 
from IK. 
2. We shall use approximation errors that may differ for each sample point. 
3. We shall use weights that may differ for each sample point. 
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Introducing vector e for the e-insensitive costs and c for the weights, respectively, 
the generalized problem has the following form: 
mm ¿ C i l v i - Z w i x O U + l l M i » , 
i=l 
(c > 0,e > 0). (13) 
This task shall be called the ( c , e ) - S V M task. The original task of Eq. (9) corre-
sponds to the particular choice of ((C, e) ® 1) and 6 = 0. Alike to the original SVM 
task, the new (c, e)-SVM task also has its quadratic equivalent in the dual space, 
which is as follows 
min d*,d i (d* - d)
T G (d* - d) - (d* - d ) T y + (d* + d ) T e (14) 
provided that { c > d*,d > 0 }, 
where G denotes the Gram matrix of kernel k that belongs to points Xj. 
4.2 The (p, s)-Sparse Task 
Let us consider the optimization problem 
min Fial := -a 1 J 2 ¿=i 
+ (p > 0, s > 0) 
5Í »=1 
(15) 
on sample points {x»,i/i}i=i..i that intends to approximate objective function / € 
!K(k). This problem shall be referred to as p-weighted and s-sparse task, or (p,s)-
sparse task, for short. The particular choice of ( (e ,0 )®l ) recovers the sparse 
representation form of Eq. (11). 
4.3 Correspondence Between the Tasks 
The tasks defined by Eq. (13) and Eq. (15), respectively will be connected to each 
other by means of the following theorem: 
Theorem 1. Let X denote and arbitrary non-empty set, k be a kernel on X, 
{xj, ?/i}i=i../ a sample set of I elements, where x* e X . ^ e R. Assuming that the 
values of RKHS objective / G % = Ji(fc) can be observed in points x* (/(x») = j/i), 
then under the approximation 
/w(x) = ( w . ^ x ) ) ^ 
the dual problems of the 
i 
mm w Y ^ a \ y i - /w(xi)|e. + ]- ||w|& .¿=1 
(c > 0,e > 0) 
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(c, e)-SVM task and that of 
i 
min 
a ¿=i 5i >=1 
(p > 0, s > 0) 
the (p, s)-sparse task can be transformed onto each other through the generalized 
inverse G - of Gram matrix 
G := [Gi,j]i,j=i...i = [fc(xi,Xj)]iij=i...i, 
or, shortly, 
Q -
Dual [(c, e)-SVM] <—> Dual [(p, s)-sparse] 
under correspondence 
(d*, d, G, y) ~ (d+, d " , G " G G - , G - y ) = (d+, d - , G - , G"y) . 
Proof. We shall modify Eq. (15) under the assumption of / (x j ) —yi (i = 1 , . . . , /). 
Given that norm H Ĥ - is induced by a scalar product on !K, and utilizing the bilinear 




The reproducing property of the kernel can be applied to show 
№ M ; x ) ) o t = / ( x )=y< , 
(fc(', Xj), Xj))j^ = fc(xj, Xj) = Gi j , 
(17) 
(18) 
where the Gram matrix notation was used. Now, neglecting the first term of F[a], 
which is independent of a, one has 
i a T G a - y T a + ^ p i |aj • min. (19) 
Then the s-insensitive terms can be rewritten by introducing slack variables [9] and 
the following form can be derived 
min 
a,a+,a -
- a T G a - y T a + p T (s+ + s" ) (20) 
provided that < 
a < s + s + 
-a < s + s -
0 < s+,s" 
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with its dual form given as 
max L ( d + , d - , q + , q - ) = (21) 
d + ,d~,q+,q->0 
= ¿ a T G a - y T a+p T (s+ + s") - (q+ )Ts+ - (q-)Ts~ -
- ( d+ ) T ( s + s+ - a) - (d~)T(s + s+ + a). 
According to the condition on the saddle-point, the derivatives of Langrangian L 
taken by the prime variables disappear at optimum, that is 
0 = d ± - = a T G — yT + (d+ — d _ ) T , (22) 
aa 
0 = ^ = p T - ( d + ) r - ( q + ) T , (23) 
0 = ^ = P T - ( d - ) T - ( q - ) T (24) 
Reordering and transposing Eq. (22), we have 
a T G = ( y - ( d + - d - ) ) T , (25) 
Ga = ( y - ( d + - d - ) ) , (26) 
where the symmetric property of Gram matrix G was exploited. One can replace 
matrix G of the Lagrangian by GG~G according to Eq. (2). Also, considering 
that 
a T Ga = aT (GG~G)a = (a T G)G-(Ga) (27) 
one can insert the expressions for a T G and Ga from Eqs. (25) and (26), respectively. 
Equations (23) and (24) can also be applied for Lagrangian L. Variables q + , q~ 
disappear from Lagrangian L, but the non-negativity conditions Eqs. (23) and (24) 
give rise to constraints p > d + and p > d~ for variables d + and d~. We can also 
change the minimization of Lagrangian L to maximization by changing the sign. 
Taken together, we have the QP task 
min 
p > d + , d ~ > 0 
h y _ (d+ - d - ) ) T G - ( y - (d+ - d - ) ) + (d+ + d-)Ts (28) 
The terms of the quadratic expression can be expanded and reordered. Upon 
dropping terms not containing variables d + or d _ , and making use of the symmetric 
property of G~ inherited from G, one has 
min 
p > d + , d ~ > 0 
i ( d + - d - ) T G " ( d + - d " ) - (d+ - d - ) T G - y + (d+ + d - ) T £ 
'(29) 
Now, we are in the position to compare this optimization task with Eq. (14) by 
making use of the generalized inverse G~ of Gram matrix G. The result is that 
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Dual[(c, e)-SVM] <-> Dual[(p, s)-sparse]. 
In short, we proved that the two tasks transform onto each other through G~ in 
the following way 
(d*,d,G,y) « - ( d + . d - . G - G G - . G - y ) = (d+ ,d " ,G~ ,G"y ) , (30) 
where in the last step, property G~GG~ = G~ of the generalized inverse (Eq. (3)) 
was exploited. • 
5 Conclusions 
We have extended the concept of sparse representation in RKHSs to a larger class 
of tasks, where individual components can have individual sparsifying terms. We 
showed that alike to the original sparse formulation, the generalized e-sparse ap-
proach also has an equivalent SVM task family. This novel formulation may gain 
applications in signal processing, clustering and categorization problems. 
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Preface 
This issue of Acta Cybernetica contains three papers whose preliminary ver-
sions appeared in Hungarian language in the proceedings of the 2nd Confer-
ence on Hungarian Computational Linguistics. The conference was held in 
Szeged on December 9-10, 2004 and its aim was to provide a forum for re-
searchers working on Hungarian computational linguistics and speech processing, 
see http://www.inf.u-szeged.hu/mszny2004/. 
After the conference, the authors were invited to submit completed versions of 
their papers to Acta Cybernetica. All submitted papers were then subjected to 
the normal refereeing process of the journal. Altogether seven manuscripts were 
submitted, out of which three have been accepted. 
We thank the authors and the referees for their help in the preparation of this 
issue. 
The 3rd Conference on Hungarian Computational Linguistics was held also in 





Acta Cybernetica 17 (2006) 589-603. 
Word Order and Discontinuities in Dependency 
Grammar 
C. Bartha* T. Spiegelhauerj R. DormeyerJ and I. Fischer* 
Abstract 
Natural languages are always difficult to parse. T w o phenomena that 
constantly pose problems for different formalisms are word order—what part 
of a sentence has to be placed where—and discontinuities—words that belong 
together but Eire not placed into the same phrase. Dependency grammar, a 
linguistic formalism based on binary relations between words, is very adequate 
for handling both problems. A parser for dependency grammar together with 
its grammar writing formalism is described in this paper. Word order and 
discontinuities in Hungarian are handled based on this formalism. 
1 Introduction 
When taking a look in the standard literature [9] on computational linguistics, long 
introductions in phrase structure grammars invented by Chomsky can be found. 
They have been in the focus for nearly fifty years now. Phrase structure grammars 
turned out to be a helpful method when modeling English; quite a lot of parsers can 
be found together with extensive grammars. But it also turned out that they are 
not useful when it comes to languages with free or semi-free word order. Discontinu-
ous constituents and long distance dependencies pose difficulties, too. Several work 
arounds and extensions have been invented to overcome these problems. Some of 
these extensions and new developments, e.g. Head-Driven Phrase Structure Gram-
mar [13], are similar to dependency grammar. Dependency grammar, invented by 
Lucien Tesniere [14], [15], is popular in Europe and Japan. In this paper, a parser 
for dependency grammar [4] is described. Currently grammars are written for sev-
eral different languages. Grammar fragments for English, German and Latin have 
been written [4]. These languages differ in their word order. English has a fixed 
word order, e.g. the subject has to come first in a declarative sentence. In German, 
the word order is semi-free. For noun phrases, it is fixed; on the sentence level, the 
verb has to be in the second position in a declarative sentence. Other elements can 
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keresi 
János Marit 
Figure 1: A dependency tree for János keresi Marit. 
take the other positions, no restrictions are given here. In Latin there are even less 
word order restrictions. Words can be placed nearly everywhere. 
But not only word order is of special interest. Another problem are words 
that belong together but are not placed next to each other in the sentence. This 
phenomenon can be found in all languages analyzed. An English example is fronting 
as in Ann John told me he had seen. In German and Hungarian verb prefixes can 
be separated from the verb and move to another position. 
At the moment especially non-indo-European languages are researched. Cur-
rently grammars for Japanese [17] and Hungarian are developed. For Japanese, a 
lot of different dependency grammar implementations exist. This is not the case 
for Hungarian. Only one international publication could be found containing a 
dependency grammar for Hungarian [18]. The grammar described in [18] differs 
a lot from our approach. In [18] first all prefixes and suffixes are separated from 
word stems. The resulting string is the input for the dependency parser. In our 
approach this separation does not take place, a sentence is analyzed in its original 
writing. 
In the sequel, our dependency parser and the Hungarian grammar developed 
up to now are described. In Section 2 the basics of dependency grammar are 
introduced. After this linguistic introduction, our dependency parser is specified 
in Section 3. Special features of our Hungarian grammar are given in Section 4. In 
Section 5 we describe the underlying algorithm. We end with a conclusion. 
2 A Short Overview on Dependency Grammar 
In dependency grammar binary relations between the words of a sentence are used 
as the basic construct. The most important part of a sentence is the verb, it opens 
several slots for other parts of the sentence. Taking the verb keresi (to seek)1 it 
opens two slots, one for a noun in the nominative case, which is the subject, and 
one for a noun in the accusative case, the object. In the sentence János keresi Marit 
(János seeks Mari) these slots are occupied by János, the subject, and Marit, the 
object. Normally the relations are visualized with the help of trees. A tree for the 
running example is given in Figure 1.Please note, that every combination of the 
three words results in the same dependency tree: János Marit keresi, Marit keresi 
János, .... 
1 All Hungarian examples used throughout this paper including the English translations are 
cited from [11]. This example is taken from page 2, example (1). 








javaslatot János I a 
Figure 2: A dependency tree for János azt hiszem hogy elfogadja a javaslatot. 
(János, I think, that (he) accepts the proposal.) 
» 
The subject and object can also open new slots. A simple noun opens a slot 
for e.g. one determiner and any number including zero of adjectives. This means 
that several different kinds of slots are necessary. First slots are used that must 
be filled, with one element. If the element is missing, the corresponding sentence 
is grammatically not correct. In Figure 1 exactly one object is needed. In English 
each verb needs exactly one subject. Then there are slots that are optional, they 
can be filled but do not have to be filled. Time and place are optional for most 
verbs. They can be added, but they can also be left out. Another example for this 
is the subject in Hungarian. Finally there are slots that can be filled several times, 
e.g. a noun can take several adjectives. A word opening a slot is also called the 
head, the word filling the slot will be called the dependent in the rest of the paper. 
Long distance dependencies or discontinuous constituents are another phe-
nomenon that pose constant problems to formal grammars and the corresponding 
parsers. In Hungarian long distance dependencies have been described by different 
researchers with the earliest publication stemming from the beginning of the last 
century [11]. In dependency grammar a relation between a head and a dependent 
is considered discontinuous if not all words between this head and this dependent 
depend on one of the two. A Hungarian example with discontinuous constituents 
is given in the following table: 2 
János azt hiszem hogy elfogadja a javaslatot 
János that-acc I think that accept the proposal 
János, I think that (he) accepts the proposal 
János depends on the verb elfogadja (accepts). Between the head elfogadja and 
the dependent János, the words azt hiszem hogy are found, hiszem (I think) as the 
main verb is the head of the sentence. All other words including elfogadja (accepts) 
and János depend somehow on hiszem, elfogadja depends of the head hogy (that) 
wich depends directly from azt (that-acc). azt (that-acc) finally depends on hiszem 
2This example including the English translation is taken from [11], page 258, example 77. 
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(I think). Also azt (that-acc) and hogy (that) form a discontinuity as hiszem (I 
think) in between does not depend on either of the two but azt (that-acc) depends 
on hiszem. 
The corresponding tree is given in Figure 2. The linear structure of the words in 
this sentence cannot be reconstructed from Figure 2. In this tree only the syntactic 
structure is given. 
In phrase structure grammar linear and syntactic structure are combined in one 
tree leading to crossing edges in the phrase structure tree for this sentence. Trees 
with crossing edges cannot be constructed with context-free grammars. 
3 A Parser for Dependency Grammar 
Our parser [16] is based on three concepts. The parsing algorithm itself is similar to 
the well-known Cocke-Kasami-Younger algorithm for context-free phrase structure 
grammars [9]. The first dependency parser based on this idea was presented in [12]. 
Words are described by feature structures [9] enriched by a few symbols necessary 
for dependency grammars. Feature structures are combined with the help of graph 
unification. Our handling of discontinuous constituents and word order restrictions 
differs from [12]. 
3.1 Word Order 
In Tesniére's original approach, word order was unimportant for syntactic descrip-
tion. Any order was allowed. This is not useful for parsers, too many wrong 
sentences would be accepted. The order between head and dependent must be 
considered as well as the order between the different dependents of one head. Also 
the number of elements following or preceding a word can be important. E.g. in 
German the verb in a declarative sentence must fill the second position. In our 
approach each word has a position list where positions of the word itself and other 
words are described. This includes as a minimum a position for the word itself. 
Then each dependent of a word can have a fixed position in this position list. Free 
positions within the position list are also possible, a free position can take every de-
pendent that is not marked as fixed. The position list makes parsing easier: When 
a fixed position is following according to this list, the parser has to check for just 
one element. If the next element is free, only free elements have to be checked. 
3.2 Discontinuous Constituents 
Linguistically, a discontinuous dependency can be regarded as a ternary relation, 
i.e. a relation between a dependent, its syntactic head and its linear head [1]. The 
syntactic head is the word containing a slot for the discontinuous dependent. But 
because the syntactic head's constituent is discontinuous, the dependent is posi-
tioned in the position list of the linear head. In the example sentence, the syntactic 
head for János) is elfogadja (accept) and its linear head is hiszem (I think). The 
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order: ('/.1 '/.2 i '/.3);] 
y.l = slot [cont: +;] 
'/,2 = mslot [cont: +;] 
'/.3 = mslot [cont: +;] 
person: 3;] 
Figure 3: Simple grammar with templates for Angéla olvas (Angéla reads) 
dependent fills a slot of its syntactic head, but occupies a position of the linear 
head's position list. Because of this, the processing of discontinuous dependencies 
has to work with linear and syntactic head. The parser must allow for all possible 
orders between syntactic head, linear head and dependent in a sentence. 
3.3 Other Approaches 
Over the years several other parsers for dependency grammar have been proposed. 
In [1] linear order and syntactic order are strictly separated, something we tried to 
avoid in our approach, because it makes grammar writing less intuitive and parsing 
less efficient. Eraser's parser [5] is based on backtracking and uses a parsing stack. 
Covington's approach [2] is cited very often. He invented a simple backtracking 
algorithm for free word order. But his approach is not well suited for semi-free 
word order phenomena. Finally there are several dependency parsers based on 
constraint resolution, a completely different approach [3]. 
4 Parsing Hungarian 
In this section two Hungarian sentences are analyzed. With these examples our 
grammar description language is described. 
4.1 Grammar Description Language and Free Word Order 
The grammar description language is important, as it must be easy to learn and 
to handle for the linguist writing grammars for the parser. We will introduce 
it with the help of the easy example Angéla olvas (Angéla reads.). In Figure 3, 
the corresponding grammar is given. Please note that due to space our example 
grammars are not complete. 
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To shorten the grammar, templates as introduced by [6] are possible. Templates 
encode parts of the feature structures that are used very often. Within the entries 
for words template names are used instead of complete feature structures. As a 
first step, the lexicon is transformed before parsing. Template names are removed, 
the feature structure parts these names described are unified with the rest of the 
feature structure. 
Feature structures are started by "[" and ended with "]", features and values 
are separated by ":" and feature-value-pairs are separated by ";". In Figure 3 two 
word entries and two templates are given. The lexical entry for Angéla contains a 
template named Name, which is also given. Feature structures for Name and Angéla 
are unified leading to an entry where agreement features as number, gender, case 
(not all possible cases are given) and person are described. Also the lexeme and 
category are shown. The verb olvas (reads) is also composed with the template for 
verbs in present tense. This template is more interesting. It contains an optional 
slot for a subject indicating that in Hungarian, the subject can be left out. At the 
end the special feature order indicates possible positions. As this position list is 
used for every word in present tense, it is more complicated than necessary for our 
small example. The symbol i stands for the position of the word itself, in this case 
the current verb. Before this verb at least one element must be placed. %1 must 
be a slot, this slot must be filled. %2 is marked mslot (multiple slot). A multiple 
slot can be filled with an arbitrary number of elements but can also be empty. An 
arbitrary number of elements can also follow after the verb. It can also be described 
that the subject must go in the first position; in this case %1 has to be added to 
the subject slot. Please note that this is a lexicalised grammar, i.e. all information 
is stored in the lexicon, no extra grammar rules are needed. 
4.2 An Example With a Discontinuity 
Our treatment of free word order has already been introduced in the previous 
Section 4.1. Now a more complicated example introduced in Section 2 János azt 
hiszem hogy elfogadja a javaslatot. (János, I think, that (he) accepts the proposal.) 
is used to show how discontinuities are handled. The dependency tree has already 
been shown in Figure 2. In Figure 4 a short and not complete grammar for the 
example sentence is given. Templates axe left out for simplicity. In the grammar, 
continuity and discontinuity are marked using special features. A feature cont is 
used to specify whether a dependency may be realized only continuously (" +"), only 
discontinuously ("-"), or both (not specified); a second feature cont-const is used 
to specify whether dependents may be extracted from the constituent headed by 
a certain word3. Both features can be applied to lexical entries of words, to slots, 
or to positions in a position list. Specification of dependents, slots or positions as 
continuous will stop this process from taking place. 
To parse the sentence for example 4, the parser first encounters the words János 
and azt (that-acc). Azt (that-acc) contains an open slot for a subjunction and 
3No example for cont-const is given. 
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Word "azt" [ 






Word "hogy" [ 
category: subjunction; 
lexeme: hogy; 
prop: '/,1 slot [ 
category: verb; 
cont: +;]; 
order: (i /.1);] 
Word "elfogadja" [ 
category: verb; 
lexeme: elfogad; 
subj: oslot [category: noun; 
case: nom;]; 
dir-obj: slot [category: noun; 
case: acc]; 
order: ('/.1 i '/.2);] 
Word "hiszem" [ 
category: verb; 
sentence: declarative; 






order: C/.l '/.2 i '/.3);] 
'/.1 = oslot [] ; 
'/.3 = oslot [] ; 
Word "a" [ 
category: determiner; 
lexeme: a;] 




spec: '/1 oslot [ 
category: determiner; 
cont: +;]; 
order: C/.l i);] 
Figure 4: Simple grammar for János azt hiszem hogy elfogadja a javaslatot. (János, 
I think, that (he) accepts the proposal.) 
therefore cannot act as head for János. The next word hiszem (I think) has an 
open slot for an definite pronoun in accusative. This slot can be filled with azt 
(that-acc). This slot is marked with %2 and in the feature order of hiszem (I 
think) it is indicated, that it has to be positioned in front of the verb itself. János 
can fill position %1 in this list. %1 is not bound to any slot of the verb hiszem 
(I think) so the syntactic head of János is not available yet. The open slot of 
azt (that-acc) can not be filled with any word between azt (that-acc) and hiszem 
(I think), so this slot is passed up to the syntactic head of azt (that-acc) which 
is hiszem (I think). After hiszem (I think), hogy (that) is found by the parser. 
hogy (that) can fill the slot of azt (that-acc) that has been passed up to hiszem (I 
think). Additionally in the feature order of hiszem (I think), hogy (that) can fill 
the position %3. hogy (that) has an open slot for an subordinate clause with a verb 
as head, cont: + indicates that this slot cannot be moved up. The next word word 
elfogadja (accepts) fills this slot and opens two new ones. One slot is for the subject, 
that is optional in Hungarian, he second slot is for an object. This object slot is 
filled by the final two words a javaslatot (the proposal), javaslatot (proposal) opens 
a slot for a determiner. This slot can not be moved up and the determiner must 
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be positioned in front of javaslatot (proposal), javaslatot (proposal) then fills the 
object slot of elfogadja (accepts). The subject slot of elfogadja (accepts) remains 
unfilled up to now. Because this slot can be discontinuous, it is now moved up the 
dependency tree until it reaches hiszem (I think), where it can be filled with János. 
Similarly the sentences Azt hiszem hogy János elfogadja a javaslatot, A javaslatot 
azt hiszem hogy János elfogadja., ... can be parsed with the help of this grammar. 
They have a similar meaning than the original sentence but stress different parts. 
5 Algorithmic Description 
The first subsection describes the simpler variant of the algorithm, which cannot 
deal with discontinuities [4], [16]. The subsequent subsections describe the exten-
sions necessary to deal with discontinuities. 
5.1 Parsing Sentences without Discontinuities 
In the description of the algorithm, lexical entries without the complete feature 
structures will be used. The words' lexical entries are based on the part-of-speech 
K of a word and three lists: 
• First for each word an unsorted list of empty slots C, that can be filled, is 
necessary. 
• Additionally, each lexical entry contains a position list P, that is split in two 
parts: 
- P_ contains the positions to the left side of the word described and 
- P_ contains positions to its right side. 
Both lists start with the position that is closest to the current word, the 
following entries are sorted according to the distance from the word described. 
Positions are named according to their entry in C with their part of speech 
from the unsorted list of empty slots or x, if they have no corresponding 
empty slot. Those x labelled entries can be filled by any word. 
The basic data structure of the algorithm is a chart. When parsing a sentence 
VJQWI . . . WN-\ consisting of n words, the chart is an (n + 1) x (n + 1) table. In this 
table, sets of chart entries are stored. Entries are never removed from the chart 
and are immutable after creation. A chart entry at the position (i,j) contains 
information about the partial derivation of the part of the sentence ranging from 
the word wi to the word A chart entry is also referred to as chart edge. A 
chart edge is inactive if the lists C, P_ and P_ are empty or contain only multiple 
and optional slots, written as (). Otherwise an entry is active, because it still has 
positions which have to be filled. Based on the chart, the parsing Algorithm 5.1 is 
used. 
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Algorithm 5.1 main loop (continuous) 
1: for j := 1 to n do 
2: for all lexical entries (Kj, Cj, P_ j , P^j) of a word aj do 
3: Insert (Kj, Cj, P^j, P->j) in mj-ij 
4: As long as changes are possible: 
5: for all i,k < j do 
6: if h = (£>,(>, <),<» G rn i<kAk2 = (R ,Cr,P^,P-*) G mk,j A P_ ^ (> 
then 
7: extend(ki,k2,i,j) 
8: end if 
9: if KI = ( R , C R > ( ) , P U ) G MI>KHK2 = (D, 0,0,0) e MKIJ A ^ 0 
then 
10: extend(k2,ki,i,j) 
11: end if 
12: end for 
13: end for 
14: end for 
15: if mo,n contains an inactive edge then 
16: return true 
17: else 
18: return false 
19: end if 
mij is the set of chart entries at (i, j). At the beginning all sets are empty. An 
active chart entry (R, CR, P_ , P-»), which serves as a head, can be extended with 
an inactive chart entry (D, {), (), ()), which serves as a dependent, if one entry is 
contained in m^k and one entry is contained in m k j . The constituents described 
by these chart entries have to lie next to each other in the sentence which is parsed. 
The extension of chart edges is described in the Procedure 5.2 extend. 
If the extension of a chart edge from m ^ and a chart edge m k j was successful, 
the new edge is inserted in mi j in the chart, as it contains a derivation for the 
words Wi... tOj_i. It is only inserted into the chart if it is not contained in the 
chart yet. Therefore each entry is contained in the chart only once. If P_ , the 
list containing the open slots left of the head is empty, i.e. all positions left of the 
head are filled, the algorithm tries to fill the first position on the right side of the 
head. A position can be filled if the parts of speech of the head and the position 
match.4 For an example of a sentence with no discontinuities, which is parsed with 
this algorithm, see [16]. 
4 And the corresponding feature structures can be unified in the parser. 
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Procedure 5.2 extend(ki,k2,i,j) (continuous) 
Require: fci = (D, (),(), <» 
Require: k2 = (R, £R, P^, P-+) 
1 if PU = <) then 
2 p := head(P^) 
3 P^ := tail(P^) 
4 else 
5 p :— head(PS) 
6 P^ := tail(PJ) 
7 end if 
8 if p = x then 
9 for all (d, X) e CR with X = D do 
10 write (R ,CR - ( d , X ) , P _ ,P~.) in mi j 
11 end for 
12 else 
13 for all [d,X)e CR with d = p A X = D do 
14 write (R,Cr - (d,X),P^ , P _ ) in rrii j 
15 end for 
16 end if 
5.2 Parsing Sentences with Discontinuities 
The extension of Algorithm 5.1 to be able to handle discontinuities relies on the 
following observation. A discontinuous dependency is always part of a continuous 
constituent, as was described in Section 2. When a discontinuous dependency is 
established, it cannot be established a single step. It must be estalished in two steps, 
which might be separated by an arbitrary numbers of steps, because Algorithm 5.7 
only tries to combine constituents which lie next to each other. The continuous 
constituent which contains both the dependent and head of the discontinuity and 
furthermore contains the position which the dependent fills was called head. A 
discontinuity is a relation between three words, a dependent, a syntactic head, 
which contains the slot for the dependent, and a linear head, which contains the 
position for the dependent. When encountering a discontinuity, two cases must 
be distinguished. Either the dependent or the syntactic head of the discontinuity 
appear first in the sentence. For an example where the dependent appears before 
the syntactic head take a look at the example sentence from Section 2, Figure 2. The 
dependent János is attached discontinuously to its syntactic head elfogadja (accepts) 
and János appears before elfogadja (accepts) in the sentence. The linear head of the 
discontinuity of János and elfogadja (accepts) is hiszem (I think), because hiszem 
(I think) contains the position which the word János fills. 
The following extensions were made to handle parsing with discontinuous con-
stituents. A word is not a quadruple (K, C, P _ , P _ ) as in the continuous case, 
but becomes a quintuple (K,£,P^,P~*,T), because words can be temporarily at-
tached to other words. Temporarily attached words are stored in the list T and 
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are a mechanism to enable the parsing of discontinuities. Temporarily attached 
words are used to handle a discontinuity of the type where the parser encounters 
a dependent before its syntactic head. As the discontinuous variant of the parsing 
algorithm only attempts to unify constituents which are adjacent in the sentence, a 
dependent cannot fill a slot of its syntactic head directly. Therefore the dependent 
is attached temporarily to the linear head, until the slot from the syntactic head, 
which the dependent is supposed to fill, is moved up to the linear head.. Then 
the dependent fills the slot. The slot from the syntactic head might be moved up 
several times before it reaches the linear head. When the dependent is attached to 
its linear head temporarily, it fills a position. This position must be a free position, 
which means it cannot be connected to a slot. Were the position connected to a 
slot, the dependent would fill a position and a slot, and would therefore be attached 
continuously. 
Another mechanism mentioned in the paragraph above dealing with disconti-
nuities is moving up slots. This extension deals with a discontinuity of the type 
where the syntactic head appears in the sentence before the dependent, as well as 
with the type of discontinuity mentioned in the above paragraph. As the syntactic 
head and the dependent cannot be combined directly, the slot which the dependent 
eventually fills is moved up to the feature structure of the head of the syntactic 
head when the syntactic head acts as a dependent and fills the slot of another 
constituent. This slot may be moved up several times, until it finally reaches the 
linear head. Then the dependent can fill the slot which was moved up. 
If a chart entry has an open slot that can be realized discontinuously, this entry 
can be used as a dependent. This differs from the continuous algorithm. When 
parsing with continuous constituents, all slots must be filled before a chart entry 
can be used as a dependent. As mentioned before, discontinuous open slots can be 
moved up to be filled later. Therefore the Procedure 5.3 extend must be changed. 
To deal with linear heads and the position x (a position which is not connected to 
a slot) a new Procedure 5.4 extend-free is introduced. Words that fill a position 
from the position list of a linear head, are not unified with a slot C as in the 
continuous case. They are attached to a possibly linear head temporarily. Later 
the temporarily attached words will eventually have to fill a slot. What happens in 
that case is described in the Procedure 5.5 reduce. If a word or a constituent fills a 
position p ± x from £, it is treated the same way as if it were attached to a word 
which cannot be a linear head. 
5.2.1 Moving Up Slots and Attaching Words Temporarily 
The Procedure 5.3 extend must be changed to move up slots and attach words 
temporarily. If this procedure is called, the possible dependent contains no tem-
porarily attached words and both its position lists are empty. If the next position to 
be filled is connected to a slot, then the possible dependent is unified with the slot. 
A successful unification results in a new chart entry. If the next position to be filled 
is a free position, then the Procedure 5.4 extend-free deals with the dependent. The 
Procedure 5.4 extend-free checks whether the head can be a linear head. If that is 
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Procedure 5.3 extend(ki,k2,i,j) (discontinuous) 
Require: kx = (£>, CD , (),(), ()) 
Require: k2 = (R,£R,P^,P^,TR) 
l: if P_ = () then 
2: p := head(P^) 
3: P_ := tail(P!_) 
4: else 
5: p := head(P^) 
6: P_ := tail{P_) 
7: end if 
8: if p — x then 
9: extend-free(D, Co,R,J--R,P^,P->,TR,i,j) 
10: else 
11: for all ( d , X ) G CR with d = pAX = D do 
12: if not (Co () A (d, X ) must be a continuous constituent) then 
13: insert {R, CR- (d,X) + CD,P^, P^,TR) in mitj 
14: end if 
15: end for 
16: end if 
the case the dependent is temporarily attached to the possibly linear head and a 
new chart entry is created. Otherwise the head and the dependent are treated the 
same as in Procedure 5.3 extend. 
5.2.2 Filling Open Slots with Temporarily Attached Words 
Another extension necessary to be able to handle discontinuities, is to deal with 
temporarily attached words. At some point during the parse those temporarily 
attached words eventually have to fill slots in the word w they have been attached 
to. Because this is an expensive operation, it is delayed as long as possible. For 
this reason, filling the remaining slots with temporarily attached words is only 
done, if the word's positions lists are empty and the word itself could possibly 
be attached to another word as a dependent. For every open slot the algorithm 
Procedure 5.4 extend-free (D,£D,R,CR,P^,P—,TR,i,j) (discontinuous) 
l: if head can be a linear head then 
2: insert (R,CR ,P<-,P^,T r + ( D , £ d ) ) in mi%i 
3: else 
4: for all (d, X) G LR with X = D do 
5: if not(Cd i2 () A (d, X) must be a continuous constituent) then 
6: insert (R, CR - (d, X) + CD, P^,P^,TR) in mitj 
7: end if 
8: end for 
9: end if 
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Procedure 5.5 reduce(k,i,j) (discontinuous) 
l: if T = () then ' 
2: insert (R, £, (),(), ()) in mitj 
3: else 
4: if C ± {) then 
5: for all (d, X) € C do 
6'. for all (D, CD) € T with 1 = 1) do 
7: if not(£o / () A (d,X) must be a continuous constituent) then 
8: insert (R,C - (D,X) + CD, (),{),T-(D,CD)) in MITJ 
9: end if 
10: end for 
il: end for 
12: end if 
13. end if 
attempts to unify every temporarily attached word with the open slot. For every 
successful unification, the result is stored in the chart. It should be noted that a 
temporarily attached word need not necessarily be attached discontinuously, that 
depends solely on the slot it fills. If the temporarily attached word fills a slot which 
was moved up, it is attached discontinuously. Otherwise it is attached continuously, 
see Procedure 5.5. 
5.2.3 Checking for Possible Dependents 
Another necessary extension is a method for determining whether a word is a 
possible dependent, the Procédure 5.6 check-dep. As before, all words which do 
not contain any slots can become a dependent. But in contrast to the continuous 
Procedure 5.6 check-dep(k) (discontinuous) 
Require: k = [D, CD, (),{), ()) 
l: if CD = () then 
return true 
else 
if Co has continuous empty slots then 
return false 
else 
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case, a word with open slots can become a dependent, if the open slots can be filled 
discontinuously and the word does not have to be a continuous constituent. 
5.2.4 Main Parsing Algorithm 
The main loop (Procedure 5.7) incorporates all the extensions made so far. Four 
different cases are considered in the main loop. The first and the second case are 
similar to those in the continuous main loop. One difference is that more words 
may be possible dependents, and open slots in a dependent are moved up when 
the dependent is attached to its head. A dependent may also be attached to its 
head temporarily. In the first case the dependent is to the left of the head, in 
Algorithm 5.7 main loop (discontinuous) 
l: for j := 1 to n do 
2: for all lexical entries (Kj, Cj, P—j, P->j) of a word aj do 
3: Insert (Kj, Cj, P*-j, P_ j ) in rnj _ i j 
4: for all i,k < j do 
5: if k\ = (D,CD, (), (),()) £ "Kfc A check.dep(k\) A k2 — 
(R ,CR ,P^,P^,T r )£ MKTJ A ^ <) then 
6: extend(ki,k2,i,j) 
7: end if 
8: if fci = (R, CR, (), P-,,TR) £ MIIKAK2 = (D,Cd, (),(),(» 6 mk>j A 
check.dep(k2) A / () then 
9: extend(k2,ki,i,j) 
10: end if 
11: if fci = (D,Cd, (),(),TD) emi,KATD ^ ()AK2 = (R,CR,P^,P^,TR) £ 
mkij A P_ ^ () then 
12: reduce(ki,i,k) 
13: end if 
14: if fci = (R,CR,(),P^,TR) £ MI}KAK2 = (D,CD, (),(),To) € MKJ A 
TD ± () A ^ () then 
15: reduce(k2,k,j) 
16: end if 
17: end for 
18: end for 
19: end for 
20: for all k £ mo,n with empty position list and non-empty list T do 
21: reduce(k, 0, n) 
22: end for 
23: if mo,n contains an inactive edge then 
24: return true 
25: else 
26: return false 
27: end if 
Word Order and Discontinuities in Dependency Grammar 631 
the second case to the right. If temporarily attached words are removed from the 
words they are attached to, the third and the fourth case come into play. Words 
are removed from the list T of a word w only if w might be a dependent. Finally 
temporarily attached words must be removed from chart entries mo,n, which span 
the whole sentence. Otherwise possible solutions may not be found. 
6 Conclusion and Future Work 
Word order phenomena and discontinuity in Hungarian were modelled for a depen-
dency parser. It turned out that, as for the other languages tested, it was possible 
and easy to write down. Nevertheless there is still a lot of work to do. Up to now 
only special problems of Hungarian have been modeled as a proof of concept for 
the parser. Next a full-flexed Hungarian grammar should be developed. 
It is most important to add a Hungarian morphology to the parser. Up to now, 
the parser works with a full form lexicon for Hungarian. This might be a solution 
for other languages, but it does definitely not work for Hungarian due to the high 
number of possible word endings. 
Acknowledgements 
The authors thank Szilvia Svada and Gabriella Kokai for explaining all the tricky 
details of the Hungarian grammar. 
References 
[1] Norbert Broker, Separating surface order and syntactic relations in a depen-
dency grammar, in Proceedings of the 36th Annual Meeting of the ACL and 
17th International Conference on Computational Linguistics, Montreal, 1998. 
[2] Michael A. Covington, Parsing discontinuous constituents in dependency gram-
mar, Computational Linguistics, 16(4):234-236, 1990. 
[3] Ralph Debusmann, Denys Duchier and Geert-Jan Kruijff Extensible Depen-
dency Grammar: A New Methodology, Recent Advances in Dependency Gram-
mar, COLING 2004. 
[4] Ricarda Dormeyer, Syntaxanalyse auf der Basis der Dependenzgrammatik, 
PhD Thesis, Computer Science, Friedrich-Alexander University Erlangen-
Nuremberg, 2004. 
[5] Norman M. Eraser, Parsing and dependency grammar, UCL Working Papers 
in Linguistics, 1:296-319, 1989. 
[6] Peter Hellwig, Chart parsing according to the slot and filler principle, in Pro-
ceedings of the 12th International Conference on Computational Linguistics, 
pages 242-244, Budapest, 1988. 
632 C. Bartha, T. Spiegelhauer, R. Dormeyer, and I. Fischer 
[7] Richard Hudson, Word Grammar, Blackwell, Oxford, 1984. 
[8] Richard Hudson, Towards a computer-testable word grammar of English, UCL 
Working Papers in Linguistics, 1:321-338, 1989. 
[9] Daniel Jurafsky and James H. Martin, Speech and Language Processing, An 
Introduction to Natural Language Processing, Computational Linguistics, and 
Speech Recognition, Prentice Hall, New Jersey, 2000. 
[10] László Keresztes, Hungaro Lingua: Praktische ungarische Grammatik, Debre-
ceni Nyári Egyetem, 1999. 
[11] Katalin Kiss, The Syntax of Hungarian, Cambridge Syntax Guides, Cambridge 
University Press, 2002. 
[12] Michael C. McCord, Slot grammar. A system for simpler construction of prac-
tical natural language grammars, in Rudi Studer, editor, Natural Language 
and Logic, pages 118-145. Springer, Berlin, Heidelberg, 1990. 
[13] Ivan Sag, Thomas Wasow and Emily Bender: Syntactic Theory. A Formal 
Introduction, Second Edition, Stanford: Univ. of Chicago Press, 2000. 
[14] Lucien Tesnière, Esquisse d'une syntaxe structurale, Klincksieck, Paris, 1953. 
[15] Lucien Tesnière, Eléments de syntaxe structurale, Klincksieck, Paris, 1959. 
[16] Thomas Tröger, Ein Chartparser für natürliche Sprache auf der Grundlage der 
Dependenzgrammatik, Master Thesis, Computer Science, Friedrich-Alexander 
University Erlangen-Nuremberg, 2003. 
[17] Alexandra Pröll, Eine Dependenzgrammatik für das Japanische, Bachelor The-
sis, Computer Science, Friedrich-Alexander University Erlangen-Nuremberg, 
2004. 
[18] Gábor Prószéky, Ilona Koutny and Balázs Wacha, A dependency syntax of 
Hungarian, in Dan Maxwell and Klaus Schubert, eds., Metataxis in Practice, 
pages 151-182. Foris Publications, Dordrecht, 1989. 
[19] Markus Schulze, Ein sprachunabhängiger Ansatz zur Entwicklung deklara-
tiver, robuster LA-Grammatiken, PhD Thesis, Computer Science, Friedrich-
Alexander University Erlangen-Nuremberg, 2004. 
Acta Cybernetica 17 (2006) 5 8 9 - 6 0 3 . 
Named Entity Recognition for Hungarian Using 
Various Machine Learning Algorithms 
Richárd Farkas* György Szarvas* and András Kocsor*'* 
Abstract 
In this paper we introduce a statistical Named Entity recognizer ( N E R ) 
system for the Hungarian language. W e examined three methods for identi-
fying and disambiguating proper nouns (Artificial Neural Network, Support 
Vector Machine, C4.5 Decision Tree), their combinations and the effects of 
dimensionality reduction as well. W e used a segment of Szeged Corpus [5] for 
training and validation purposes, which consists of short business news articles 
collected from M T I (Hungarian News Agency, www.mti.hu). Our results were 
presented at the Second Conference on Hungarian Computational Linguistics 
[7]. Our system makes use of both language dependent features (describing 
the orthography of proper noiins in Hungarian) and other, language indepen-
dent information such as capitalization. Since we avoided the inclusion of 
large gazetteers of pre-classified entities, the system remains portable across 
languages without requiring any major modification, as long as the few spe-
cialized orthographical and syntactic characteristics are collected for a new 
target language. The best performing model achieved an F measure accuracy 
of 91.95%. 
Keywords : named entity recognition, statistical models, machine learning 
1 Introduction 
The identification and classification of proper nouns in plain text is of key im-
portance in numerous natural language processing applications. Take, for instance, 
Information Extraction systems (IE), where proper names generally play roles hold-
ing important information about the text itself, and thus are targets for extraction, 
or Machine Translation, which has to handle proper nouns and other sort of words 
in a different way, due to the specific translation rules that apply to them. 
'MTA-SZTE, Research Group on Artificial Intelligence, 6720 Szeged, Aradi Vértanuk tere 1., 
Hungary, E-mail: {rfarkas,kocsor}0inf.u-szeged.hu 
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The task of categorizing proper names was introduced during the 90s as a part 
of the shared tasks in the Message Understanding Conferences. The goal of these 
conferences was the identification and classification of proper nouns (like person, or-
ganization, location names), and phrases describing dates, time intervals, measures, 
quantities and so on in texts collected from English newspaper articles. 
As a part of the Computational Natural Language Learning conference in 2002 
and 2003 [21] a shared task dealt with the development of such systems that were 
able to identify the more difficult classes defined in earlier approaches at MUCs in 
two different languages at the same time. These less obvious categories they focused 
on were person, organization and geographical location names, along with all proper 
nouns that not belong to these three classes, treated as miscellaneous proper names. 
The text collection again consisted of newspaper articles, in Spanish + Dutch and 
English + German, respectively. The best performing systems gave an accuracy 
of 85-89% F measure for English (the best known results for any language). Since 
we follow the task definition of the CONLL shared task series, where the NER was 
focused mainly on proper names, the expressions 'proper noun/name recognition' 
and 'named entity recognition' are used synonymously here. 
Research and development efforts in the last few years have focused mainly on 
other languages [15], [23], or domains like biological scientific texts [8], or cross-
language recognition [16]. Hungarian named entity recognition fits in this trend 
quite well, due to the special agglutinative property of the Hungarian language, 
which makes most natural language processing tasks quite difficult. 
Machine learning methods have been applied to the NER problem with remark-
able success, and a few of these systems have proved to be efficient in disambiguat-
ing NEs in more than one language at the same time without major modification. 
While only one learning system [3] and seven rule-based classifiers were submitted 
to the last MUC contest (in 1997), only statistical algorithms took part in the 
shared task of CoNLL-2003 where the most frequently applied techniques were the 
Maximum Entropy Model (ME) [6] and Hidden Markov Models (HMM) [13]. Sur-
prisingly only one ME and one clear HMM model was presented on the COLING 
2004 Post-Conference Workshop (JNLPBA) [12]. Here the Support Vector Machine 
(SVM) [14] - used in isolation or in combination with other models - was the most 
popular. 
There are some results on NER for the Hungarian language as well. A model 
based on expert rules defined by linguist experts was developed and tested at the 
Hungarian Research Institute on Linguistics [10], which also served as a basis for 
the proper noun recognizer module of HumorESK, a syntactic parser for Hungarian 
developed by MorphoLogic Ltd. [19]. However, to our knowledge, no statistical 
models have yet been made for the Hungarian language. 
As we mentioned above, a wide variety of learning algorithms have been applied 
to the NER task. Our goal in this paper is not only to examine some models 
that were used less frequently, but to focus on the aggregation of dimensionality 
reduction and classifier combination schemes as well. Since the combinations of 
statistical methods with diverse theoretical bases often lead to even more accurate 
models, as it's often good to tackle a problem from many angles, we employed three 
NER for Hungarian Using Various Machine Learning Algorithms 635 
algorithms of a very different nature. We decided to make use of the C4.5 decision 
tree learning algorithm [20], feedforward artificial neural network [2], support vector 
machine [22] classifiers and their combination. Finally we tested the applicability of 
statistical models for NER in a language that has several special properties, making 
many Natural Language Processing (NLP) tasks rather difficult. 
In the next section we will discuss the Named Entity Recognition task, then 
in Section 3 we introduce the learning model constructed by us to solve it. In 
Section 4 the machine learning algorithms we applied are briefly described followed 
by the description of some meta-learning methods that combine the hypotheses 
produced by the learners into a joint and hopefully more accurate hypothesis. In the 
experiments section we discuss in detail our investigation on each model separately, 
the combined model and the results of feature selection as well. After, in Section 
6, we summarize the main characteristics of the Named Entity Recognizer system 
we developed, discuss our results and offer some suggestions for future research. 
2 Named Entity Recognition for the Hungarian 
Language 
The identification of proper names can be regarded as a tagging problem where 
the aim is to assign the correct tag (label) for each token in a plain text. This 
classification determines whether the lexical unit in question is part of a proper 
noun phrase and if it is, which category it belongs to. 
Here we follow the task definition used in the CONLL conferences to distinguish 
four classes of entities: person names, organization names, place/geographic names, 
miscellaneous entity names. The latter class includes all proper nouns that do not 
belong to any of the other three classes. This way a comparison of our results 
with those published for other languages is more pertinent and this categorization 
is straightforward for IE purposes, where the system will be applied [1]. Earlier 
approaches define additional classes of phrases describing measures, dates and so 
on. Such phrases are rarely proper nouns, they are simpler to identify and at the 
University of Szeged there is another application that handles such phrases [18], so 
this task will not be included. 
This entity identification and class assignment is not straightforward in many 
cases and even a human annotator might need additional information about the 
context and some background knowledge to decide the appropriate class. Take, 
for instance, the names of business organizations that can frequently refer to the 
product itself they make (Audi, Nokia, etc.) and hence such terms can belong either 
to the organization or the miscellaneous classes. Occasionally it may happen that 
a phrase can fall into any one of the four categories, depending on the context (like 
"Ford", which can refer to a person, the concern, an airport or the car type). 
In many approaches given in the literature the starting tokens of Named Entities 
are distinguished from the inner parts of the phrase [21]. This turns out to be useful 
when several proper nouns of the same type follow each other, because it enables 
the system to separate them instead of treating them as one entity. When doing so, 
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one of the "I-", "B-" (for inside and begin) labels also has to be assigned to each 
term that belongs to one of the four classes used. In our experiments we decided 
not to do this for two reasons. First, for some of the classes we barely have enough 
examples in our dataset to separate them well, and it would make the data available 
even more sparse. Second, in Hungarian texts, proper names following each other 
are almost always separated by punctuation marks or a stopword. We manually 
checked a small part (3%) of our training corpus and found only one case where 
such a distinction would have proved to be useful, so it definitely would have done 
more harm than good to the model to deal with this. 
A segment consisting of short business news articles of Szeged Corpus [5] was 
used for training and testing the model. Our dataset consisted of 9600 sentences 
altogether, which had a full syntactic annotation1, and the correct classification of 
NEs had also been added. In our model we only used the part-of-speech tags out 
of the several syntactic features, because a proper name classifier module should 
come immediately after the POS tagging in an information extraction application. 
This way the output of the NE tagger can aid the performance of the syntactic 
parser with the class labels assigned and the contraction of several tokens into one 
proper noun. Several articles in the literature claim that more knowledge about the 
syntax (identification of heads of noun phrases for example) can be beneficial to NE 
recognition [9], (in CONNL2003, 9 out of 16 systems used chunking information for 
English NER, including the best performing system [21]), but as we stated earlier 
this works both ways thus we decided not to use such information. This way recog-
nition with our system can be performed without intensive syntactic analysis. To 
get part-of-speech information we used a morphologic analyzer (Humor), a guesser 
module that does rough a morphological analysis of words judged to be unknown 
words by Humor and a part of speech tagger (we did not use the disambiguated 
POS codes in the corpus to model a real life application). 
The data we used also has some interesting properties regarding the distribution 
of class labels which arise from the domain specificity of the texts. The organization 
class for instance, which turned to be harder to recognize than person names, occurs 
more often in our corpus than those used in the CONLL conferences. 
Table 1: Corpus details 
Tokens Phrases 
Non-tagged tokens 200067 -
Person names 1.921 982 
Organizations 20.433 10.533 
Locations 1.501 1.294 
Misc. entities 2.041 1.662 
'The project was carried out together with MorphoLogic Ltd. and the Academy's Research 
Institute for Linguistics 
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3 The learning model 
To build a learning model we collected various types of numerically encodable in-
formation describing each term and its surroundings. These constituted the vector 
of attributes for the classification (which is partially based on the model described 
in [6]). A subset of the features used tries to capture the orthographical regularities 
of proper nouns, like capitalization, inner-word punctuation and so on. Another 
set of attributes denotes the role of the word and its neighboring words in the sen-
tence; part of speech and case codes are examples of information of this type. The 
remaining parameters try to formalize and provide the system with some of the 
background knowledge a human annotator has and uses for disambiguating named 
entities. These are various lists of trigger words, ratios of the word appearing 
capitalized and lowercased in large corpora (or in everyday language). 
The word form itself, along with gazetteers of pre-classified NEs frequently 
appearing in business news were not used to aid recognition, to improve the gener-
alization capability of the system on unknown words and texts. Using such word 
lists would undoubtedly increase the performance on domain specific corpora, by 
reducing the need for the automatic classification to those words that cannot be 
found in the database. Practical natural language applications usually have their 
own, domain specific lexicons, and automatic named entity recognition can help to 
them when these lexicons do not cover the parsed text entirely. In these cases a 
general-purpose NE lexicon is likely to be of little use. 
The features we employed were the following: 
• part-of-speech code (for the word itself and for its +/-4 words neighborhood), 
• case code, 
• type of initial letter of the word, 
• one that tells if the word contains digits inside the word form, 
• one that tells if the word contains capitalized letter inside the word form, 
• one that tells if the word contains punctuation inside the word form, 
• the word in the beginning of a sentence or not, 
• the word between quotation marks or not, 
• word length, 
• the word is an arabic or roman number, 
• memory that tells whether the word in question received an NE tag earlier in 
the actual document (one article) or not, and what type, 
• the ratio of lowercase and capitalized frequency in Szoszablya [11] term fre-
quency dictionary, 
• the ratio of mid-sentence uppercase frequency and general uppercase fre-
quency in Szoszablya, 
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• feature telling us whether the word is in one of the trigger word dictionar-
ies (we used dictionaries of surnames, organization forms, geographic name 
types and stopwords, and a very small gazetteer containing the names of the 
countries of the world and names of the biggest cities). 
Using the above features - with unary representation, except for the word length 
- each term had 120 different attributes and the correct NE label assigned to it. 
This way Named Entity Recognition is defined as a classification problem which can 
be solved using algorithms which apply some kind of inductive learning approach. 
To evaluate our system we used two reasonably well performing naive algo-
rithms. The first one was based on the following decision rule: For every term that 
is part of an entity assign the organization class. This simple method achieved a 
score of 71.9% precision and 69.8% recall on the evaluation sets (70.8% F mea-
sure). These good results are due to the fact that the knowledge of what an NE 
is (and is not) was added to the baseline algorithm and the characteristics of the 
domain (in business news articles the organization class dominates the other three). 
The second baseline algorithm selected the complete unambiguous named entities 
appearing in the training data and attained a 77.81% F measure accuracy. These 
results are slightly better than those published for different languages, which is once 
again due to the unique characteristics of business news texts where the distribution 
of entities is biased towards the organization class. 
4 Learning algorithms, met a-learning, attribute 
selection 
To solve classification problems effectively it is worth applying various types of 
classification methods, both separately and in a combination. Since the optimal 
single or hybrid method varies from domain to domain, to perform NE recognition 
we decided to test methods from diverse areas of machine learning. Apart from 
the classifier selection problem, however, other issues have to be dealt with as well. 
For instance, using an insufficiently high dimensional embedding feature space for 
constructing the classification models may have certain drawbacks. Superfluous 
features can have a detrimental influence on the classification methods. A general 
observation is that performing a careful dimension reduction - prior to learning 
- can significantly increase the classification performance. This is true for NLP 
applications in particular, where features are often correlated and might hold little 
evidence on the target variable. In this section we describe the learning algorithms 
applied, the classifier combination technique used and the feature (or attribute) 
selection methodology we employed during the tests. 
4.1 C4.5 
C4.5 [20] is based on the well-known ID3 tree learning algorithm. It is able to 
learn pre-defined discrete classes from labeled examples. The result of the learning 
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process is an axis-parallel decision tree. This means that during the training, the 
sample space is divided into subspaces by hyperplanes that are parallel to every 
axis but one. In this way, we get many n-dimensional rectangular regions that are 
labeled with class labels and organized in a hierarchical way, which can then be 
encoded into the tree. Since C4.5 considers attribute vectors as points in an n-
dimensional space, using continuous sample attributes naturally makes sense. For 
knowledge representation, C4.5 uses the "divide and conquer" technique, meaning 
that regions are split during learning whenever they are insufficiently homogeneous. 
Splitting is done by axis-parallel hyperplanes, and hence learning is very fast. One 
great advantage of the method is time complexity; in the worst case it is 0(dn2), 
where d is the number of features and n is the number of samples. Based on this 
we used the C4.5 algorithm lots of times to perform preliminary tests to decide 
whether the inclusion of further features in beneficial to the model or not. 
4.2 Artificial Neural Networks (ANN) 
Since it was realized that, under proper conditions, ANNs can model the class 
posteriors [2], neural nets have become evermore popular in the Natural Language 
Processing community. ANNs are based on the parallel architecture of the brain. 
We can imagine it as a simple multiprocessor system with a large number of inter-
connections and interactions between the processing units using scalar messages. 
Describing the mathematical background of the ANNs is beyond the scope of this 
article. Besides, we believe that they are well known to those who are acquainted 
with pattern recognition. In the ANN experiments we used the most common feed-
forward multilayer perceptron network with the backpropagation learning rule. 
4.3 Support Vector Machines 
Theoretical discoveries generally have their own very different, unique histories 
before they find any practical application. One such example is the "kernel-idea", 
which had appeared in several fields of mathematics and mathematical physics 
before it became a key notion in machine learning. The kernel idea can be applied 
in any case where the input of some algorithm consists of the pairwise dot (scalar) 
products of the elements of an n-dimensional dot product space. In this case, simply 
by a proper redefinition of the two-operand operation of the dot product, we can 
have an algorithm that will now be executed in a different dot product space, and is 
probably more suitable for solving the original problem. Of course, when replacing 
the operand, we have to satisfy certain criteria, as not every function is suitable 
for implicitly generating a dot product space. The family of Mercer Kernels is 
a good choice (according to Mercer's theorem) [17]. The well-known and widely 
used Support Vector Machines (SVMs) [22] is a kernel method that separates data 
points of different classes with the help of a hyperplane. The created separating 
hyperplane has a margin of maximal size with a proved optimal generalization 
capacity. Another significant feature of margin maximization is that the calculated 
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result is independent from the distribution of the sample points. Perhaps the 
success and the popularity of this method can be attributed to the above property. 
4.4 Stacking 
The learning methods discussed above showed promising results during the exper-
iments we made, the best models achieving or even exceeding 90% accuracy rate. 
There are several well known meta-learning algorithms in the literature that can 
lead to a 'better' model (in terms of classification accuracy) than those serving as 
a basis for it, or can significantly decrease the time consumption of the learning 
phase without loss of accuracy. Since in our case the time needed for learning was 
not really relevant (all the three algorithms can deal with a database of this size 
in a relatively short time, ranging from several minutes to a few hours), we con-
centrated on improving the accuracy of the system. Decreasing the learning time 
by dividing the training data between different learners would be necessary for a 
corpus with a size of 1 million tokens or more. 
To combine the results we used the Stacking method, which is in fact a decision 
function defined over several different learners trained on the same dataset. In 
many cases the forecast produced by this decision (or we can say voting) function 
achieves better accuracy rates than the initial models. The theoretical assump-
tion underlying Stacking is that hypotheses made by inherently different learning 
methods usually cover different parts of the solution space well, which means that 
their error surface is not necessarily the same. This way hybrid methods can com-
bine the good characteristics of the individual models, leading to a better overall 
performance. 
The decision function we used to integrate the three learnt hypotheses was the 
following: if any two of three learners' output coincide we accept it as a joint pre-
diction, and use the forecast of the best performing model neural network otherwise 
(if three different answers are given by the three models). 
4.5 Attribute selection 
In a learning problem the features used, their values constitute a vector space, 
and the goal is to separate individual points in this space that have different class 
labels. Our parameter space had 120 dimensions, each attribute having only integer 
values, the majority of them lying in the {0,1} set. The attributes rarely describe 
the target function equally well. 
In inductive learning, we approximate the value of a target variable based on 
a set of features, making a hypothesis for the xo,xi, ...,x3 —» y mapping based 
on a number of pre-defined examples with known attributes and target values. In 
theory, we can assume that irrelevant attributes are not selected via the learning 
process, and will have no impact on our hypothesis. In practice this is not always 
the case: bad features can detrimentally affect system performance and of course 
increase the time needed to set the hypothesis (learning time). 
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5 Experiments 
Evaluation set. To test the model we used an annotated corpus of 200,000 words, 
divided into 96 XML files. We set up 10 test cases, randomly choosing 82 files for 
training, 5 files for the development phase testing and 9 files for evaluation purposes. 
The results presented were calculated using these 10 test cases as a 10-fold cross 
validation. 
Results. The accuracy scores of the three learning methods are quite close 
to each other, with the artificial neural network slightly outperforming the other 
two. We should note though that with some proper search (via grid search, a 
genetic algorithm, or simulated annealing for example) in the parameter space of 
the learners would possibly weaken this superiority of neural networks. We used the 
C4.5 decision tree learner with a confidence factor of 0.33 for pruning, the ANN with 
one hidden layer of one and half the number of hidden units than input neurons, 
using sigmoid activation functions, 50 epochs of training with a 0.3 learning rate. 
For SVM classification we had a cosine polynomial kernel of 3rd degree, with 3000 
data points used as basis in the optimization. The three models attained an average 
performance of 90.79%, 91.24%, and 90.66% with a standard deviation of 2.52%, 
2.09% and 2.43% respectively on the 10 test cases. Although the support vector 
classifier achieved a slightly worse performance than the other two methods, it 
had outstanding precision measure on the three less frequent classes and this was 
especially helpful for a voting model. 
Voting. Since ANN was clearly superior to the other two learners (it had very 
competitive performance on most of the 10 test cases, and had the best F value on 
the development phase test sets as well with 91.66% against 91.4% and 90.85%) we 
used the following decision function as a voting rule between the learners: if any 
two of three learners' output coincide we accept it as a joint prediction, and use the 
forecast of the best performing model neural network otherwise (if three different 
answers are given by the three models). 
Such a decision function can have one of three possible effects on the system 
output: it may change a bad answer of the ANN into a good one (make a correction), 
or it may change a correct forecast of the network into a bad one predicted by the 
other two learners; and finally it can have no effect on the outcome when a bad 
answer is changed to another bad one. Voting brings a gain in accuracy if the 
corrections occur more often than messing up the prediction - in our case the ratio 
of good/bad revisions was 64.06% good to 35.94% bad. The following table shows 
the different types of corrections on each test cases: 
This voting scheme performed better than the initial learners, with an F measure 
of 91.95% on average. This is a slight improvement (0.71%) compared to ANN, 
but this small increase in accuracy meant a 8,11% decrease of error rate relatively 
to the neural network, which is significant. 
The results presented in Table 3 averages the individual results of the 10 test 
cases weighted by the number of NEs in the evaluation sets. We did this because 
we separated train/test/evaluation sets based on the XML file units of the corpus. 
This way the number of NEs differed slightly form one test case to another, but 
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Table 2: Voting performance (on all 10 test cases). 
Testcase 0 1 2 3 4 5 6 7 8 9 SUM 
Revisions 100 86 99 103 65 71 91 68 76 101 860 
Good 74 45 53 47 44 39 54 30 54 59 499 
Bad 18 36 31 37 16 27 31 28 18 38 280 
Irrelevant 8 5 15 19 5 5 6 10 4 4 81 
they preserve the topical integrity of the corpus, with whole newspaper articles 
falling into one set without any splitting. With this weighting our measures are 
evenly balanced. 
Table 3: Results of various learning models and the voting model (averages on 10 
testcases). 
ANN C4.5 SVM Voting 
Precision / Recall / F measure (%) 
Location 83.4/69.4/75.8 83.2/70.9/76.6 92.9/33.2/48.7 90.8/68.0/77.7 
Organization 93.1/95.9/94.5 92.5/95.8/94.2 90.6/97.9/ 94.1 92.1/97.8/94.9 
Person names 84.1/82.8/83.4 79.7/79.7/79.7 86.7/74.9/ 81.1 87.1/80.9/83.9 
Miscellaneous 82.2/60.7/69.8 80.9/60.9/69.5 95.0/54.1/ 69.4 91.4/56.9/70.1 
OVERALL 9 1 . 8 / 9 0 . 7 / 9 1 . 2 9 1 . 1 / 9 0 . 5 / 9 0 . 8 9 0 . 7 / 9 0 . 6 / 9 0 . 7 9 2 . 2 / 9 1 . 7 / 9 2 . 0 
I M P R O V E M E N T T O 
THE BEST BASELINE 9 . 1 / 2 5 . 3 / 1 7 . 3 8 . 3 / 2 5 . 0 / 1 6 . 7 7 . 8 / 2 5 . 2 / 1 6 . 5 9 . 7 / 2 6 . 6 / 1 8 . 2 
Attribute selection. We used the statistical chi-squared test to rank the 120 
attributes we had and we examined the system performance in the function of the 
number of features used. We chose one of the testcases to analyze the effect of 
discarding some of the attributes that was the most similar to the overall results 
obtained in our experiments. By doing this we hoped to obtain information relevant 
to all 10 problem sets. The effects of feature space size on system performance using 
C4.5 decision tree learner for classification can be seen in Figure 1. The dotted line 
represents the accuracy on the development phase test set and the continuous line 
denotes the F measure value on the evaluation set. As can be seen, the minimal 
representative feature set size is somewhere around 30 features, while 60 is the 
optimal space dimension for the decision tree classifier. This is an interesting and 
useful result. 
Using the chi-squared test to rank attributes the capitalization information for 
a +/-1 interval, frequency ratio features from the Szoszablya corpus, the "con-
tains digit" attribute, POS + case code, some trigger word list features (surnames, 
geographic name and company types) and word length proved to be the most sig-
nificant. Performing this kind of analysis using the other two models, ANN and 
SVM according to the optimal feature set size would be more time consuming, as 
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decision tree learning is much faster than the numeric learners, and exceeds the lim-
itations of this article. The results obtained with an ideal embedding feature space 
dimensionality for C4.5 shows that attribute selection certainly enhances system 
performance, so investigating the optimal amount of attributes for a neural network 
and support vector classifier is an area we plan to study in the near future. 
Figure 1: Effect of attribute selection on accuracy of C4.5 (number of attributes 
selected / F measure). 
Results with attribute selection. After noting the results of Figure 1 we 
decided to keep only 60 features and then we redid all the experiments performed 
earlier. The decision tree learner increased its overall accuracy because we got rid 
of the many features that had little statistical relevance to the target class. C4.5 in 
the filtered feature space achieved a 91.38% F measure, which was better than any 
of the three individual models using all 120 attributes, yielding a 6.41% decrease 
in the relative error rate for the C4.5 classifier and 1.6% compared to the best 
individual model. ANN and SVM on the other hand produced poorer results this 
way (90.95% and 90.23% F values respectively) and it indicates that these numeric 
learners managed to capture some information from those less significant features 
that only confused the decision tree. A voting scheme that treated C4.5 as the 
superior model gave fair result (91.82% accuracy), showing that the loss of two 
models overcame the improvement of the third, but the system still benefited from 
voting. 
We should note here however that optimal feature space size has not yet been 
investigated for numeric learners, so perhaps choosing a bigger dimension would be 
fruitful for the neural network or support vector classifier. 
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6 Summary and Conclusions 
In this paper we presented an NE classifier system for the Hungarian language 
based on various statistic learning algorithms. Our main aim was to investigate the 
named entity recognition problem for Hungarian, which is quite a special language 
regarding its grammatical characteristics (e.g. its agglutinative nature). We tested 
the performance of artificial neural network, the C4.5 decision tree and support 
vector machine models on a classification problem using five different standard 
target classes used in recent conferences (CoNLL 2002, 2003) focused on named 
entity recognition for other languages. We constructed a parameter space of 120 
dimensions, capturing orthographic, syntactic features of the text and background 
knowledge useful for disambiguating entity names. 
Here we sought to demonstrate that statistical models can compete with expert 
rule-based systems that exist for Hungarian, and to discover whether feature se-
lection and some meta-learning model can enhance overall system performance or 
not. 
The target domain we chose were texts of newspaper articles, using a segment 
of the syntactically annotated Szeged Corpus consisting of business news collected 
from the homepage of the Hungarian News Agency (MTI, www.mti.hu). Business 
news articles are used as input data for other researches at the University of Szeged; 
we also plan to integrate our model into an information extraction system developed 
by researchers of the University and investigate its effects. 
Our results show that statistical models can successfully disambiguate proper 
names and, unlike other natural language processing tasks like syntactic parsing, 
NE recognition can achieve competitive results in the Hungarian language to similar 
models for different languages or expert rule-based systems for Hungarian. Our best 
performing system achieved an accuracy of 91.95% in F measure, one that is close 
to the best results given in the literature, and competes with other NE classifiers 
developed for Hungarian. However, a cross-language comparison is quite risky and 
its relevance is questionable, while systems for Hungarian have been evaluated on 
a different corpus. 
• The experiments conducted here also show that meta-learning schemes and at-
tribute selection can contribute to NE recognition, we got a significant improvement 
in the F measure using a voting rule (0.71% higher F value, 8.11% decrease of er-
ror rate, relative to ANN) and by using chi-squared test to rerank and filter the 
attributes that constitute the feature space for learning (a 0.59% increase in the F 
value, a 6.41% decrease of error rate of C4.5, relative to that with 120 attributes). 
In the experiments we excluded some deep-knowledge features that could further 
increase classification accuracy, such as syntactic information about the text in 
order to build a system that can be used in practice and can be integrated into 
end-user applications like IE. 
There are several other ways we might improve our system's performance on 
Hungarian business texts. These include using web search [4] to give further features 
according to word collocation with trigger words, using unannotated data, and 
using a Hidden Markov Model-based classifier which could be beneficial to the 
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model presented in our paper. Since system accuracy constantly increases with 
training set size, we expect that enlarging our training database with more manually 
annotated examples would also be helpful. 
Currently we are testing our learning model on other languages like English to 
get more relevant comparisons to other systems. 
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Learning Tree Patterns for Syntactic Parsing 
András Hócza* 
Abstract 
This paper presents a method for parsing Hungarian texts using a machine 
learning approach. The method collects the initial grammar for a learner from 
an annotated corpus with the help of tree shapes. The PGS algorithm, an 
improved version of the RGLearn algorithm, was developed and applied' to 
learning tree patterns with various phrase types described by regular expres-
sions. T h e method also calculates the probability values of the learned tree 
patterns. T h e syntactic parser of learned grammar using the Viterbi algo-
. rithm performs a quick search for finding the most probable derivation of a 
sentence. The results were built into an information extraction pipeline. 
1 Introduction 
Syntactic parsing is the process of finding the immediate constituents of a sentence 
that is a sequence of words. Syntactic parsing is an important part of the field of 
natural language processing and it is useful for supporting a number of large-scale 
applications including information extraction, information retrieval, named entity 
identification, and a variety of text mining applications. 
The Hungarian language is customarily defined as an agglutinative, free word 
order language with a rich morphology. These properties make its full analysis 
difficult compared to Indo-European languages. Unambiguous markers for the au-
tomatic rec-ognition of phrase boundaries do not exist. For example, the right 
bound of noun phrases could be the nouns as a head, but there is a possibility of 
omitting noun phrase head using its modifiers only. Determining the left bound of 
noun phrases is harder than the head, as it could be a determinant element. How-
ever, due to the possibility of a recursive insertion, it is not easy to decide which 
determiner and head belong to-gether. These difficulties mean that it is a quite 
hard to perform syntactic parsing with expert rules. In many cases the decision of 
annotators is based on semantic features rather than syntactic or structural ones. 
An efficient solution for the problem of syntactic parsing might be the appli-
cation of machine learning methods, but this requires a large number of training 
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and test examples of annotated syntax trees. Since the Szeged Corpus1 [3] be-
came available, new methods have begun to be developed for syntactically parsing 
Hungarian sentences. The corpus contains texts from five different topic areas and 
currently has about 1.2 million word entries, 145 thousand different word forms, 
and an additional 225 thousand punctuation marks. The corpus contains manually 
POS tagged and disambiguated sentences and it was parsed by annotators who 
marked noun phrase structures and various clause structures. 
After the completion of the annotation work the Szeged Corpus was then used 
for training and testing machine learning algorithms to retrieve syntactic gram-
mars. For this the PGS (Pattern Generalization and Specialization) algorithm 
is introduced here, an improved version of the RGLearn algorithm [6] for learn-
ing syntactic tree patterns. The initial grammar for learner is collected from the 
Szeged Corpus using tree shapes to disassemble syntactic trees. Probability values 
of learned tree patterns are also computed. Based on this probability grammar the 
parsing algorithm incorporated in the Viterbi search method [18] can find quickly 
the most probable derivation of a sentence. 
This paper is organized as follows. In Section 2 there is a review of related works 
and a description of efforts made by Hungarian researchers. Section 3 introduces 
a method used for collecting initial grammar for a learner from a large annotated 
corpus. Section 4 then presents the method used for learning grammar from an an-
notated corpus and extending this grammar with probability values using statistics. 
Section 5 introduces our method of syntactic parsing. After, Section 6 presents the 
test results we obtained. Finally, conclusions and suggestions for future study are 
given in Section 7. 
2 Related works 
Several authors have published results of syntactic parsing mainly for English. 
Generally the performance is measured with three scores. First, with a percentage 
of detected noun phrases that are correct (precision). Second, with a percentage of 
noun phrases in the data that is found via the classifier (recall). And third, with 
the Ff3=i rate which is equal to 2*precision*recall/(precision*recall). The latter 
rate has been used as the target for optimization. 
Abney [2] proposed an approach which starts by finding correlated chunks of 
words. Ramshaw and Marcus [12] built a chunker by applying transformation-
based learning (F^=i=92.0). They applied their method to two segments of the 
Penn TYeebank [10] and these are still being used as benchmark data sets. Arg-
amon [4] uses memory-based sequence learning (i^=i=91.6) for recognizing both 
NP chunks and VP chunks. Tjong Kim Sang and Veenstra [15] introduced cas-
caded chunking (i/3=i=92.37). The novel approaches attain good accuracies using 
a system combination. Tjong Kim Sang [14] utilized a combination of five classifiers 
(F0=1=93.26). 
'Magyar Távirati Iroda, http://www.mti.hu 
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Up to now there has been no good-quality syntactic parser available for Hun-
garian. Benchmark data sets for correctly comparing results on Hungarian do not 
exist yet either. The HumorESK syntactic parser [8] developed by MorphoLogic 
Ltd uses attribute grammar, assigning feature structures to symbols. The grammar 
part employed in the parser was made by linguistic experts. Another report on the 
ongoing work of a Hungarian noun phrase recognition parser [17] is based on the 
idea of Abney [1] using a cascaded regular grammar. The input to the grammar was 
a morpho-syntactically annotated text using a scaled-down version of the annota-
tion scheme developed for the Hungarian National Corpus [16]. The grammar was 
developed by linguistic experts with the help of the CLaRK corpus development 
system [7] and it was tested in a short text of annotated sentences (Ff3=1 =58.78). 
The idea of using cascaded grammars seems beneficial, this technique being used in 
all Hungarian parser developments. A noun phrase recognition parser [6] applied 
machine learning methods to produce a grammar of noun phrase tree patterns from 
an annotated corpus (¿</3=1 =83.11). 
3 Producing initial grammar for machine learning 
Preprocessing provide training and test examples for machine learning. This process 
collects examples from the annotated corpus and transforms information into that 
needed for the learning problem. According to our approach the collected examples 
are tree patterns that can be used as grammar in a syntactic parser to help rebuild 
syntax tree of sentences. The role of machine learning is the generalization of this 
grammar to achieve good accuracy scores on unknown sentences as well. 
3.1 Data source for training and evaluation 
In order to perform well and learn from the various Natural Language Processing 
(NLP) tasks and achieve a sufficient standard of Information Extraction (IE), an 
adequately large corpus had to be collected that serves as the training database. 
While setting up various NLP projects, a relatively large corpus of varous types 
of texts was collected: the Szeged Corpus [3]. For demonstration purposes in the 
above-mentioned projects the authors chose a collection of short business news 
items issued by the Hungarian News Agency2. The chosen 6453 articles form part 
of the Szeged Corpus and relate to companies, financial and business life. The 
Szeged Corpus contains 1.2 million words, 225 thousand punctuation marks, and 
comes in an XML format using the TEIXLite DTD. The first version of the corpus 
contains texts from five topic areas, roughly 200 thousand words each, meaning a 
text database of some 1 million words. The second version was extended with a 
sample of texts of business news totalling another 200 thousand words. The texts 
are divided into sections, paragraphs, sentences and word entries. 
Initially, corpus words were morpho-syntactically analysed with the help of the 
Humor [11] automatic pre-processor and then manually POS tagged by linguistic 
2MTI, Magyar Távirati Iroda (http://www.mti.hu), "Eco" service. 
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experts. The Hungarian version of the internationally acknowledged MSD (Morpho-
Syntactic Description) scheme [5] was used for encoding words. Due to the fact that 
the MSD encoding scheme is extremely detailed (one label can store morphological 
information on up to 17 positions), there are a lots of ambiguous cases, i.e. roughly 
every second word of the corpus is ambiguous. Disambiguation therefore required 
accurate and detailed work. Actually 64 person-months of manual annotation was 
needed for this. Currently all possible labels as well as the selected ones are stored 
in the corpus. About 1800 different MSD labels are used in the annotated corpus. 
The MSD label corresponds to the part-of-speech determined attribute, and specific 
characters in each position indicate the value for that attribute. 
For example, the MSD label Nc-pa can be understood as 
POS: Noun, 
Type: common, 
Gender: - (not applicable to Hungarian), 
Number: plural, 
Case: accusative. 
All the texts of Szeged Corpus were parsed manually, that is annotators marked 
various phrase structures. The extensive and accurate manual annotation of the 
texts, which required 124 person-months of manual work, is a good feature of the 
corpus. The syntax trees of annotated sentences contain various type of phrases, 
shown by following list: 
Noun phrase (NP) Verb prefix (PREVERB) 
Adjective phrase (ADJP) Conjunction (C) 
Adverb phrase (ADVP) Pronoun phrase (PP) 
Verb phrase (VP) Clause (CP) 
Infinitive(INF) ' Sentence (S) 
Negative (NEG) 
3.2 Converting syntax trees to set of rules 
Figure 1 shows a one-level pattern retrieving process. The tree disassembly is 
executed bottom-up, step by step, where a step consists of following substeps: 
1. The exploration of base phrases (innermost phrases). 
2. The storing base phrases. 
3. Substituting base phrases with appropriate terminal symbols. 
The tree disassembly process is completed when only the topmost symbol (S) 
remains. The stored phrases are actually rules, because there is a possibility of 
reconstructing the original syntax tree with their help. 
3.3 Tree disassembly with tree shapes 
The disadvantage of one-level context-free rules is that important information dis-
appears from the contextual conditions of rule applications. This can cause errors 
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Syntax tree of a short sentence: 
S 
I CP 
NP VP PUNCT 
I I Np-sn Vmis3s—n 
I I Mihály mosolyog 
Bracketed sentence: 
(s(cpUpNp-sn|Mihály) (vpVmis3s— n|mosolyog)PUNCT|.)) 
One level patterns: 
( N pNp-sn | Mihály) 
(vpVmis3s—n|mosolyog) 
(Cp NP VP PUNCT|.) 
(s CP) 
Retrieved grammar: 
NP Np-sn | Mihály 
VP —> Vmis3s—n | mosolyog 
CP - » NP VP PUNCT|. 
S —» CP 
Figure 1: Short example for tree disassembling (Mihály is smiling.) 
in syntax parsing especially in the case of short rules. For example in Figure 1 
there is a short rule: NP —> Np-sn\ Mihály. In a more complex sentence (e.g. the 
friendly Mihály is smiling) the application of this rule causes an error because the 
noun phrase consists of not only Mihály (but the friendly Mihály). For this rule we 
need a context to know whether its application is error-free. This derivation may 
not be completed with an S symbol and in this case the derivation is dropped, but 
due to short context-free rules there is a chance that if we take longer sentences 
many false derivations will appears in the derivation forest, making the runtime 
longer and the selection of the best tree harder. 
Our solution for reducing problems with context-free rules is the extraction of 
subtree patterns or simply tree patterns. These patterns contain more than one 
node in hierarchical structures i.e. they are trees. The description of tree patterns 
includes word positions with their stems and lexical codes and bracketed phrases. 
Applying tree patterns instead of one-level context-free rules, short phrases are 
placed together with their contexts, so the derivation with tree patterns reduces 
ambiguities and raises the accuracy score. But using patterns brings another ques-
tion: what size of trees are useful? Big trees are too wide or too deep, or both, and 
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too specific. Grammars with over-specific rules can also result in poor accuracy 
scores on unknown texts because of missing covering rules. Hence not only short 
rules must be eliminated, but big trees as well. 
To determine the proper size of trees extracted from a training corpus tree shape 
types are used. Tree shape types are a general form of subtrees that are defined with 
some property in their description. These types were chosen by linguistic experts 
studying which syntactic structures appear most often in annotated sentences. In 
the end the following two tree shape types were found: 
1. "Hole": 
- Contains at least two terminals 
- It can be divided into one deepen and one risen parts 
- It has a recursive.structure in Hungarian, the inside tree appended 
or prefixed with terminals 





Afp-sn | rettenetes 
) 





- Its depth is 2 
. - It may contains more subtrees, terminals or substituted nodes 
- The depth of its subtrees is 1 
- It can be enumerated in Hungarian, the small trees, terminals 
or substituted nodes follow each other and these are included 
by a single phrase 
- Example (Mihály és Erzsi, 'Michael and Liz'): 
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4 Learning tree patterns 
In this section the learning task of syntactic tree patterns are described, which con-
tains the preprocessing of training data, and the generalization and specialization 
of tree patterns. An improved version of the RGLearn algorithm [6] called PGS 
(Pattern Generalization and Specialization) was used as a tree pattern learner. The 
novelty of PGS is the use of A parameters which have an influence on the quality 
of learned tree patterns. The pattern unification method and the search method 
for the best patterns were also modified. 
4.1 Preprocessing of training data 
The initial step for generating training data is to collect syntactic tree patterns 
from an annotated training corpus. The complete syntax tree of a sentence must 
be divided into separate trees and a cascade of tree building rules to help prepare 
the parser in the reconstruction of it. In parsing, using context-free grammars has 
a lot of advantages, but the conditions of pattern usage may completely disappear. 
Some structural information can be retained if tree patterns are used. To generate 
cascaded grammar, linguistic experts have defined the following processing levels 
for the Hungarian language: 
- Short tree patterns of nominal, adjectival, adverbial and pronominal phrases. 
- Recursive patterns of nominal, adjectival, adverbial and pronominal phrases. 
- Recursive patterns of verb phrases. 
- Recursive patterns of sub-sentences. 
4.2 The generalization of tree patterns 
Using the collected tree patterns the syntactic parser is able to reconstruct the 
tree structure of training sentences. In order to perform the syntactic parsing of 
an unknown text to a fair accuracy, the collected tree patterns must, however, be 
generalized. Generalization means that the lexical attributes of each tag are ne-
glected except for the POS codes. In this phase the learning problem is transformed 
into a classification problem. Namely the following question should be answered: 
which set of lexical attributes provides the best result for the decision problem of 
tree pattern matching i.e. a given tree structure covers a given example or not. 
To support the learner, positive and negative examples are collected from training 
sets for each tree type. The example in Figure 2 shows the complete tree pattern 
learning process. 
4.3 Specialization of tree patterns 
Negative examples are bad classifications of generalized tree patterns and they must 
be eliminated. Therefore specialization selects each possible lexical attribute from 
654 András Hócza 
Sentence parts (examples): 
1: . . . {NpTf{ADJpAfp - sn)Np - sn) . . . 
2: . . . ( N p T f ( N p A f p - sn)Nc -pa) . . . 
3: . . . (NPTi(NPAfs - sn))(NPNc - s2) . . . 
4: . . . {NpTf(ADJpAfp- sn)Nc- sn) . . . 
5: . . . (,NpTf{ADJpAJp - sn)(ADjPAfp - sn)) . . . 
One of four possible generalized pattern: (NPT * (ADJPA*)N*) 
Coverage: positive {1,4}, negative {2,3}, uncovered {5} 
Specialized pattern: (NPT * (ADJPA*)N???U) 
Coverage: positive {1,4}, negative { } , uncovered {2,3,5} 
Notations: 
The first letter of morpho-syntactic codes is the part of speech 
Determiner: T*, Adjective: A*, Noun: N* 
A letter of any kind: ?, One or more letters of any kind: * 
Figure 2: A tree pattern learning example. 
positive examples making new tree patterns, and tries to find the best tree patterns 
via unification. 
The initial step of specialization generates all possible new tree patterns by 
extending generalized tree patterns with exactly one attribute from the covered 
positive examples. The next steps of specialization extend the set of tree patterns 
with all possible new tree patterns by a combination of each pair of tree patterns. 
The combination of two tree patterns means the union of their lexical attributes. To 
avoid the exponential growth of a tree pattern set weak tree patterns are excluded 
by applying error statistics on positive and negative examples. The following score 
of a given tree pattern is used as the target for maximization: 
score = Ai * (pos — neg)/pos + X2 * (pos — neg)/(pos + neg) 
where pos is the number of covered positive examples, neg is the number of covered 
negative examples and Ai + A2 = 1. 
Fruitful unifications dramatically decrease the negative coverage. The score 
maximization operates in parallel on every positive example. A new tree pattern 
is stored only if a covered positive example exists where the score of the new tree 
pattern is greater than the previous maximum value. Specialization ends when the 
current step did not improve any maximum value. 
Appropriate setting of A factors in linear combination can provide the optimal 
tree pattern set. A greater Ai may result in tree patterns with high coverage, while 
a greater A2 may resulting a higher accuracy but there is a possibility of low tree 
patterns appearing with a low coverage. 
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4.4 Producing probabilistic grammar 
The syntax tree of a sentence can generally be derived in different ways, especially 
when using a large grammar. The choice of a best derivation from the derivation 
forest requires additional information. One of the possible ways of doing this is 
a making of PCFG (Probability Context Free Grammar). Using a PCFG, the 
probability of a derivation is the product of probabilities of the applied rules, but 
the product may be replaced by other operators, e.g. a max operator. After 
evaluating each derivation, the derivation with a higher probability will selected. 
It is described with the following formulas: 
P(Derivation) = JJ P(T -> (3\T) (1) 
T — D e r i v a t i o n 
Best = argmax P(Derivatiori) (2) 
Derivation^ For est 
The conditional probability of a rule is computed with the following formula of 
Maximum Likelihood Estimation: 
Finally, the last formula shows that the conversion of a CFG to a PCFG is 
based on rule application statistics on the training data, namely, counting the 
proper coverage of each rule and counting the node labels in the annotated syntax 
trees. This method is applicable for tree patterns as well. Counting the coverage of 
tree patterns is the same as counting coverage of one level rules. The left symbol 
for a CFG rule of tree patterns is a root of the subtree: 
Tree patterns: 
(NP(NP T* (adjp A* ) N??s? ) N???????s3 ) 
(.NP(NP N * (C C * ) N * ) ) 
Rule form (brackets indicate the structural information): 
NP —> (NP T* (ADJP A* ) N??s? ) N???????s3 
NP (jvp N* ( c C* ) N* ) 
5 Syntactic parsing 
The main task of the syntactic parser is to find the most likely parse tree for input 
sentences. Input data contains disambiguated POS tag labels and it may come from 
the Szeged Corpusduring the testing phase of the method, or it may be provided 
by a POS tagger tool [9] as a practical application of the method. There are 
natural language processing modules used to determine various linguistic features 
for syntactic parsing when the process starts with plain text: tokenization, sentence 
segmentation, morpho-syntactic analysis and part-of-speech (POS) tagging. 
Parsing with a PCFG can be done in polynomial time - but disambiguation -
namely the selection of best possible parse tree from the parse forest, is an NP-hard 






Tf Afp-sn Np-sn Tf Afp-sn Np-sn . . . 
Figure 3: Two different subderivations for the same part of a sentence. 
problem. Sima'an [13] demonstrated that there is no deterministic polynomial time 
algorithm for finding the most probable parse of a sentence. Owing to this fact, it 
is not efficient if the parser determines all possible derivations with probabilities, 
and then selects the best one. Hence, the Viterbi algorithm [18] is applied in our 
parser to find the most probable derivation, because it can perform it in cubic time. 
The basic idea behind the Viterbi approach is the elimination of low probability 
subderivations in a bottom-up fashion. Two different subderivations for the same 
part of sentence and with the same root can both be included by derivations in the 
same way. Thus, if one of these two subderivations has a lower probability, it will 
be eliminated. The selection situation is illustrated by a short example in Figure 
The Viterbi elimination method is applicable for higher levels in bottom-up 
parsing and finally for the selection among S roots of the derivation forest. There 
are a lot of low probability subderivations that are pruned through parsing to 
speed up the process. The syntactic parsing of a sentence involves the following: 
Take a POS tagged sentence 
BEST-TREE = nil 
RULE-LEVEL = 0 
repeat 
derive with each tree patterns from Cascade-Set ( RULE-LEVEL ) 
foreach NEW-NODE do // Viterbi elimination for new nodes 
if exist SAME-NODE as NEW-NODE then 
Eliminate-Weaker ( NEW-NODE , SAME-NODE ) 
if exist ROOT-NODE == S then 
BEST-TREE = Tree (ROOT-NODE ) 
RULE-LEVEL = RULE-LEVEL + 1 
until (applicable tree pattern exist) 
Note: depending to the rule set used, the full parse tree with an S root does 
not always exist for an arbitrary input sentence. 
3. 
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Table 1: Test results on the two corpus domains. 
Text category Precision Recall Fß=i 
Corpus version 1.0 82.27% 79.35% 80.78% 
Business news extension 85.83% 81.46% 83.59% 
6 Experiments 
The training and evaluation datasets were taken from various parts of the Szeged 
Corpus. One of the domains we examined was the first version of the corpus 
containing texts from five different topic areas and the second domain was the 
business news extension of the Szeged Corpus. The training ad test was performed 
using 10-fold cross-validation. The sentences of domains were randomly divided into 
ten parts. Then ten different train (90%) and test (10%) sets were pieced together 
from parts and learning and testing was performed ten times. The average of the 
results on ten test sets is shown in Table 1. 
In general, the precision score is higher than the recall, because of the unknown 
structures. The better results in business news extension may be caused by the 
different characteristics of domains. The business news part contains relatively 
homogeneous texts with often repeated phrases and idioms. The first domain is 
more heterogeneous in its five topics. Based on the experiments, the syntactic 
parser - as an element of a natural language processing pipeline - provided enough 
information for information extraction. 
7 Summary and future work 
In this paper a general tree pattern learning method for syntactic parsing was 
presented. The initial grammar for learner was collected from a large corpus do-
main using tree shapes to disassemble a syntactic tree of annotated sentences. The 
PGS algorithm presented, an improved version of the RGLearn machine learning 
algorithm, performs generalization and specialization to produce grammar. Prob-
ability values of learned tree patterns were also computed. For the parsing algo-
rithm, Viterbi searching was used to speed up finding the most probable derivation. 
Based on results the syntactic parser, as an element of a natural language processing 
pipeline, provides sufficiently rich information to support information extraction. 
In the future, in parallel to the development of the Szeged Corpus, the devel-
oping machine learning methods are intended for the same problems as syntactic 
parsing i.e. named entity recognition and semantic frame identification. Improving 
the results of syntactic parser building in other methods, e.g. system combinations 
and the usage of ontological information that could be the extension of a morpho-
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syntactic description is also planned. The system described here will be primarily 
applied to the business news domain. In the 6th Framework Programme of the 
European Commission, an international research consortium is planning to develop 
a multilingual IE system for the above-mentioned two domains. 
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