0. INTRODUCTION (1) Let r be a Cauchy contour in the complex plane consisting of several non-intersecting simple smooth closed contours which form the positively oriented boundary of a finitely connected bounded domain A + In this section we shall assume that OEA +. Let A(Z) and B(Z) be n x n matrix functions that are analytic in A ,, and continuous in A + u f>, and let det B(z) # 0 on r and det A(z) & 0 in A +. Consider the following singular integral operator acting on the usual Lebesgue space L;(r) ( 1 < p < x') of C"-valued functions on f, where the singular integral is understood in the Cauchy principal value sense, and a is an integer.
In this paper we prove that for sufficiently large values of z the dimension of the kernel of the operator R, is equal to the number of zeroes in A + (counting multiplicities) of det D(z), where D(z) denotes a greatest common right divisor of A(z) and B(z) ( see Sect. 1 for the definition of a greatest common divisor). In fact, we obtain an explicit description of the subspace Ker R, via the common eigenvalues and the common Jordan chains corresponding to the common eigenvalues of A(z) and B(z). These results show that the operators R, can be viewed as a generalization of the classical Sylvester resultant matrix. Recall (see, e.g., [27, 51) 
., v).
To study the common zeroes problem for more general classes of entire functions the Sylvester resultant matrix has to be replaced by some bounded linear operators of convolution type acting on infinite dimensional Lebesgue spaces. The first example of this type was discovered in [6] , where a resultant operator for two entire functions (and even matrix functions) of the form 1 + j;, e"'a(t) dt (a E L, (O, 5) ) and 1 + j! ~ e"'b(t) dt (b E L,( -5, 0)) was introduced and studied.
In this paper we do not deal with entire functions but with functions that are analytic in a domain A +, A + # @. In order to describe the common zeroes in A+ of a pair of such functions one also needs some convolution type operators or singular integral operators acting on a suitably chosen infinite dimensional Banach space (even in the case of polynomials). The first results of this type appeared in [12] and [13] , where the case of an annular domain and a strip was considered. This line of investigations has been continued in [21, 22, 23, 241 , where the resultant operators have been studied for n functions (n 3 2) that are analytic in domains of various types. In particular, for scalar functions analytic in a finitely connected domain the resultant operators of form (0.1) have been introduced in [22, 241. Another source of inspiration for this paper is connected with various generalizations of the Sylvester resultant matrix to the case of polynomials AND THE BEZOUT  EQUATION.  I   533 with matrix coefficients (see, e.g., [5, 11, 7, 8, 1, 2, 15, 16, 171) . Naturally, in this context the common zeroes problem becomes to be the problem of common eigenvalues and common Jordan chains of the matrix polynomials involved.
(2) In this paper we use an approach based on the study of the following equation (called Bezout equation),
where C(Z) is a given m x n matrix function that is analytic in A +. This approach differs from the one used for the scalar case in [ 12, 13, 21, 22, 231 , where the main step in the proofs is solving certain barrier problems to which by standard arguments the description of the kernel of the resultant operators can be reduced. These barrier problems are solved by means of Wiener-Hopf factorization of the corresponding functions and matrix functions. Remark that for the resultant operator (0.1) with matrix valued functions A(z) and B(z) this approach leads to a complicated factorization problem.
To explain the relation between the resultant operator (0.1) and the Bezout equation (0.2) we need some additional notations. By S,-: L;(f) -+ L;(T) (1 < p < xl) we denote the operator of singular integration (iri the Cauchy principal value sense): (S,,cp)( t) : = (xi) ' j,. (z -t)~ ' q(s) dz (te r). The operator P,-:= t(1-t S,.) is a projection on L;(r), whose image consists of all vector functions in L;(T) which admit an analytic extension in A + . If g E P,-L;( r), we shall denote by E,( z j the corresponding analytic extension of g in A, The operator Ql-: = i(Z-Sr) ( =I-P,) projects L;(T) onto the subspace of all @"-valued functions admitting an analytic extension in A : = @\d + which vanishes at infinity. (For more details about singular integral operators we refer to [3, 91.) For Q,(t) (t E r) being the angle between the positive real axis and the tangent line at t to the contour I', we introduce the operator H,.: ,!,;(I') -+ L;(I') (I < q < co) by setting (H, cp)( t) = e lof"'q( I) (t E I'). Further, the adjoint operator of R, will be denoted by R,*. The superscriptT will be used for the transpose of a matrix.
Returning to the relation between operator (0.1) and the equation (0.2). we observe that the image of the operator B, : = Hr ' R,*H; ' is a direct sum of &L; (T) and of the subspace of all functions c(r) E P,.L;(T), such that Eq. (0.2) with C(z) := E:(Z) has a solution (X(Z), Y(Z)) sattsfying the following requirements: X(Z) is a 1 x n matrix polynomial of which the degree is less than or equal to x -1, and the 1 x n matrix function Y(Z) can be represented as Y(z) = E-T(z) with y E P,L;(T).
In Section 2 of this paper we prove (in a more general setting) that such a solution of Eq. (0.2) exists if and only if the greatest common right divisor D(Z) of A(z) and B(z) is also a right divisor of C(z), and c1 is sufficiently large (in fact, we give a precise estimation for CI). It is this result which enables us to prove that for c( sufhciently large, dim Ker R, = codim Im R,* = codim Im B, is equal to the number of zeroes in d + (counting multiplicities) of det D(z).
For scalar functions A(z) and B(z) the above approach has been suggested in [24] . In the case of matrix valued function A(z) and B(z) the study of the Bezout equation is considerable more difficult and can not be reduced to a simple interpolation problem as in the scalar case. In fact, our analysis is heavily based on the theory of analytic matrix functions with compact spectrum as developed recently in [lS, 193 . Note also that our results about the Bezout equation are, perhaps, of independent interest: equations of this type appear in various problems of algebra and analysis, and in particular, in systems theory (see, e.g., [20] ).
(3) The paper is presented in two parts. The present first part consists of two sections. The first section contains preliminaries and auxiliary propositions which develop some technical devices in order to attack the Bezout equation in Section 2. The latter contains also a generalization of the forward and reverse Bezout identities known in systems theory. The second part of the paper will appear in the next volume of this journal. There we shall prove the theorem concerning the resultant operators of type (0.1) in a more general setting of several matrix functions A,(z), A*(z),..., A,(z) (k32) that are analytic in A+, and we shall also specify our results for the case that A+ is the open unit disk. Special attention will be paid to the case that A+ is an anulus.
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PRELIMINARIES AND AUXILIARY RESULTS

Preliminaries
In this section we introduce some notions which are extensively used in this paper. , and Y = col( Yl)y!, , is a spectral node for A. We shall usually identify J with the space @", n = dim 37. In this case we can view A(z) as an analytic (in A +) n x n matrix valued function (with respect to some basis in cfl), i.e.. A(z) is an n x n matrix function of which the entries are analytic (in A + ) functions and C(A) = {z E A + 1 det A(z) = 0). The number of zeroes (counting multiplicities) in .Q of det A(z) will be denoted by N,(A). We put N(A) : = N,+(A). Note that the dimension of the space 2, in the Q-spectral node (T, Y, X; BI, GJ) for A is equal to NQ(A ). We shall identify :#, with the space cp, where p = NJA). Having this in mind we speak about (Q-)spectral triples (X, T, Y) for A instead of (SZ-)spectral nodes (T, Y, X; gI, g) (note the change of order).
We refer to [18] and [19] for more details about spectral nodes. Let C,(Z) (i = l,..., k) be analytic (in d ,. ) square n x n matrix functions with finite spectrum. Then a greatest common right (left) divisor of C,(Z) (i = l,..., k) always exists. It is unique up to multiplication on the left (right I by an analytic (in A+) matrix function which is invertible for all ZE A + Moreover, one can always choose such a divisor to be a polynomial. Further, the right (resp. left) spectral pair of D(z) is a greatest common restriction of the right (resp. left) spectral pairs of C,(Z),..., C,(Z). Conversely, if the right (resp. left) spectral pair of D(z) is a greatest common restriction of the right (resp. left) spectral pairs of C,(Z),..., C,(Z), then D(z) is a greatest common right (resp. left) divisor of C,(Z),..., C,(Z).
An analytic (in A + ) n x n matrix function C(z) will be called regular if det C(Z) f 0 in A+. If C,(z) ,..., C,( ) z are regular analytic (in A + ) n x )I matrix functions and at least one of them, C, say, has finite spectrum in A then a greatest common right (left) divisor D(Z) of C,(Z),..., C,(Z) alGays exists, it has finite spectrum in A+, and it can be chosen to be a polynomial. One can easily check this replacing the domain A+ by a domain z + , which has the following properties: (1) d", c d + ; (2) the set C(Ci)nA+ is finite (i=l,..., k); (3) ~~=,Z(Ci)nA+=n~~IC(Ci)n~+. A domain d", with such properties exists because the set fif= i Z(Ci) n A + is finite.
If D,(z) (resp. D,(z)) is a greatest common right (resp. left) divisor of C,(z),..., C,(z) and D, (resp. D,) has finite spectrum, then we shall also write N,( C, ,..., C,) Crew. N,(C, ,. .., Cd) for Wh) (rev. NW.
We refer to [18, 19, 261 , where the divisibility theory of analytic matrix functions has been developed.
SOME AUXILIARY PROPOSITIONS
In this subsection we shall prove some results concerning right divisibility and right spectral pairs.
Let which proves that (W,(X,, T,), T,) is a restriction of ( W,4(X, T), T).
(iv) Since (A', , T,) is a restriction of (A', T) and vice versa, (iii) implies that ( W,(X,, T,), T,) is a restriction of ( W,,(X, T), T) and vice versa. 
Now write A(z) X,(z-T)-' = F,(z) + F-(Z)(ZE A+\C(B)), where F, is analytic in
where C(z) is a given analytic (in A+) m x n matrix function. Our main requirement on the solution of (E) is that X,(z),..., X,_,(z) have to be m x n matrix polynomials, of which the degrees satisfy certain estimations, while X,(z) is an analytic (in A + ) m x n matrix function. The section is divided into three subsections. In Subsection 2.1 we study the Bezout equation for k = 2 in order to pass to the general case k B 2 in Subsection 2.2. In Subsection 2.3 we present an application of this theory.
The Bezout Equation for Two Matrix Functions
Let A(z) and B(z) be regular analytic (in A +) n x n matrix functions, and let B(z) have finite spectrum. We are looking for a m x n matrix polynomial X(z) and an analytic (in A +) m x n matrix function Y(z) such that The "only if" part is trivial. To prove the "if" part suppose that C(Z) is right divisible by D(z). First we consider the case that A(z) has finite spectrum. Without loss of generality we may assume that 0 4 .Z(A ) LJ C(B): if this is not the case, one performs a shift z -+ 2 + a where u $ C(A) u C(B). Note also that it is enough to prove the Theorem under the assumption that A(z) is a comonic matrix polynomial. Indeed, suppose A(Z) is not a comonic matrix polynomial. Since A has finite spectrum, which does not contain 0, there is an analytic (in A + ) n x n matrix function E(Z) with det E(z) #O (z E A+) and a comonic n x n matrix polynomial P(z) such that A(z) = P(z) E(z) (z E A + ). Multiplying Eq. (2.3) on the right by E '(z) we get the Bezout equation
A solution {X(Z), Y(Z)} of (2.5) IS also a solution of (2.3) and since yO( P; BE ' ) = yo(A; B) (see Proposition 1.2) the estimation of deg X is not changed by the multiplication by E-'(z). The rest of the proof, for the case that A(z) has finite spectrum, consists of three steps.
Step I. In this step we reduce the problem to a matrix equation. Assume that A(z) = I+ I:=, A,z'. We have to find m x n matrices X,, ,..., X.. where R,(A) is the n(k-a) x nk block matrix given by MA 1 k block columns Co.
Step II. In this step we simplify Eq. (2.7) by extracting the common spectral data of ,4(z) and B(z) which is hidden in the matrices On the other hand, substituting (2.8) in the expression for Y we have
where 9 is some n x N(B) matrix. Since C(z) is right divisible by D(z) we see that Y is of the form
Substituting (2.9) and (2.10) in (2.7) and comparing the non-zero entries, we obtain row(X,);_,. R,+,+,(A).col(r,)g,'g= p, which is equivalent to (2.7). Step III. In this step we show that the matrix R, + i ,~, (A). col(r,)g_S;;' is left invertible for sufficiently large y, and hence equation (2.11) is solvable for such ;,. This in turn gives that (2.7), and thus (2.6), is solvable for sufficiently large y. Then, using Lemma 1.4, one concludes that (2.6) is solvable with 3' = yo(A; B) -1. Take y 3 T,,-,)= W,(X,, r,) for a specific choice of the pair (X,,-l, T,,-,) (see formula (1.2) ) and N,(AE-', BE-') = N,(A, B) (and shifting the domain does not affect formula (2.17) either), we can reduce the general case to the case that A(z) is a comonic polynomial. Hence we obtain (2.17) for any regular A(z). Now we show that the estimation of type (1.2) also holds for n > 2. Dkp,)) belongs to Q(A, ,..., A,-L; Ak) . A detailed proof of this assertion can be found in [25] , where also the following analogue of Remark 2.2 is established: [20] ). Theorem 2.8 has, of course, a row analogue.
