In this paper, we investigate the m-order linear ordinary differential equation with m linearly independent additional conditions. We have found the solution to this problem and give the formula and the existence condition of Green's function. We compare two Green's functions for two such problems with different additional conditions and apply these results to the problems with nonlocal boundary conditions.
Introduction
Green's functions play an important role in the theory of linear ODE and PDE. Their exact form depends on the differential equation and the type of boundary conditions (BC). Green's function helps us investigate the existence and uniqueness of the solutions for many boundary-value problems (BVP) [23] . For multidimensional stationary problems and non-stationary problems the formulae for Green's function are more complicated and Green's functions are represented as functional series even for simple rectangular, spherical and cylindrical domains [15] .
The formulae of Green's functions for many problems with classical BCs are presented in [4] . In this book, Green's functions are constructed for regular and singular BVP for ODEs, the Helmholtz equation and linear non-stationary equations (heat equation, wave equation). We can reduce the Sturm-Liouville problem with classical boundary conditions to an integral equation with a symmetrical continuous kernel, which is Green's function for the Sturm-Liouville differential operator. The investigation of Green's functions for problems with nonclassical BCs is quite a new area. We often have no self-adjoint operators S. Roman in this case. Problems with Nonlocal Boundary Conditions (NBC) [13, 14, 20, 21, 22, 24, 27] are good examples in this area.
Green's functions for second-order BVPs with various NBCs have been constructed in [32] . In [17, 26] , Green's function has been constructed for a secondorder and third-order linear ODE with two and three additional conditions, respectively. Green's function for discrete second-order problems with NBCs was investigated in [19] . The examples, in which the expression of Green's function obtained in [26] is used, are presented in [16, 18] . Third-and higher-order BVPs have been considered in many papers. In [28, 31] , the authors investigate the existence of positive solutions to the third-order BVPs, they apply various methods: lower and upper solution method, and Leggett-Williams fixed-point theorem, Leray-Schauder continuation principle. In these references, expressions and some useful properties of Green's functions have been obtained. The uniqueness and the necessary and sufficient conditions for the existence of solutions to the fourth-order problems with various BCs have been investigated in [12, 30] .
Xie et al. [29] have studied the existence of positive solutions, they have presented Green's function for the m-order three-point BVP
This problem is also investigated by Ji and Guo [7] for a = 0 and Hao et al. [6] for a = α = 0 and b = 1. Jiang [8] has investigated a similar problem with n-point BCs
The problem for θ = 0 with the latter condition replaced with αu (m−2) (ν) = u (m−2) (1) is investigated by Graef et al. [5] . The main objective of these papers is to investigate the existence and multiplicity of solutions. To this end, the authors have constructed Green's functions and studied their properties.
In this paper, we consider the m-order linear ODE
Expressions for Green's functions have been obtained using the method of variation of parameters [3] . The advantage of this method is that it is possible to construct Green's function for a nonhomogeneous equation (1.1) with the variable coefficients a 0 , . . . , a m−1 ∈ C[0, L] and various additional conditions (for example NBCs).
The structure of the paper is as follows. In Section 2, we review the properties of functional determinants and linear functionals. We give a definition of the Generalized Fundamental Solution in Section 3. Then we construct a special basis in Section 4 and find an expression for the solution of the m-order linear ODE with m additional conditions in Section 5. Formulae for Green's functions are derived in Section 6. Finally, in Section 7, we apply formulae to Green's functions for problems with NBCs and propose examples how to construct Green's function for nonclassical problems. The main result of this article is formulated in Theorems 1 and 2.
Notation
Let F = F (X) := {u | u : X → K} be a linear space of real (complex) functions, where X can be any set, K = R or K = C and 1 k ∈ N. If we have a vector x = (x 1 , . . . , x k ) ∈ X k and the vector-function w = [w 1 , . . . , w k ] ∈ F k , then we consider the matrix [w](x) ∈ M k×k (K) and its determinant:
We consider the space F * of linear functionals in the space F , and we use the notation f, w , f (·), w(·) , f (x), w(x) for a functional f value of the function w. For example, we have a regular functional
x is a singular functional such that δ (r)
x . If we have the vector-function w and the vector-functional f = (f 1 , . . . , f k ) ∈ (F * ) k , then we define the matrix (f )[w] and its determinant:
The relations between two matrices and two determinants are:
Example 2. We will use functionsf
Proof. An adjugate of A is the matrix adj A ∈ M k×k (K), whose (i, j) entry is the (j, i) cofactor of A (see [11] ):
The adjugate of A has the property det adj A = det A k−1 (see [11] ). So, we derive the equality
The function D :
is an alternating multilinear function. Therefore, the equality
is equal to the left-hand side of (2.2). So, the lemma is proved.
Corollary 1. The following equality is valid:
wheref is defined by formula (2.1).
Then we get from equality (2.3):
and
This function is not defined at the points ξ ∈ Ξ N = {ξ 0 , ξ 1 , . . . , ξ N }. We must consider the classes of functions in [a, b] (two functions w and v are equivalent if
We can change the N and the set Ξ N . We denote a linear space of all such functions (classes) as
Let us recall the Heaviside function
Let us consider the function
Fundamental Solutions
These functions are solutions of the m-order linear homogeneous differential equation
where
define all the solutions, i.e., the linear space S := {u ∈ C m [0, L]: Lu = 0} that can be described by the fundamental system {u 1 , . . . , u m }, and, conversely, the fundamental system
e., they are invariant with respect to the fundamental system. 
The function G c (see (2.6) ) is an example of the fundamental solution and its domain is shown in Figure 1a .
Let us consider the finite set Ξ N = {ξ 0 , ξ 1 , . . . , ξ N } where 
Remark 1. We can rewrite equality (3.2) as
Remark 2. Each fundamental solution is a generalized fundamental solution (N = 1, ξ 0 = 0, ξ 1 = L), too. In this paper, we regard the fundamental solution as a Generalized Fundamental Solution.
If g is GFS and f ∈ C[0, L], then we define the integral
We have the following formulae
(see the definition of GFS, Property 3), and
(see the definition of GFS, Property 1), and
(see the definition of GFS, Properties 1 and 4). Consequently, we get that
We prove that
(see the definition of GFS, Property 2). So, u satisfies the equation Lu = f .
Remark 3 [see [9] ]. If g(x, y) is some GFS, then the formula for all GFS is
is the fundamental system of homogeneous equation (3.1) and c j ∈
For example, we can take 
Let us consider linear integral operators
∂x j u(y) dy + u(x)δ jm , j = 0, . . . , m.
Lemma 2.
Integral linear operators A j , j = 0, m, are completely continuous operators.
Proof. It is easy to see that the kernels K j (x, y) = 
Special basis in the space of the solutions
Let functions w 1 , . . . , w m ∈ F (X) be linearly independent. Then the following lemma is valid (see [17] , too). Let us consider homogeneous linear differential equation (3.1) and let u = {u 1 , . . . , u m } be a fixed basis of the m-dimensional linear space S of solutions. We investigate additional conditions:
For these functions
Thus, we can extend Lemma 3. The equalities 
Linear differential equation with additional conditions
In this section, we consider the m-order inhomogeneous differential equation
where f ∈ C[0, L], with m additional conditions
, f].
The solution to an inhomogeneous problem with homogeneous additional conditions
Let {u 1 , . . . , u m } be a fixed fundamental system of homogeneous equation ( . . . , C m ) are arbitrary constants. We replace the constants C with the functions c(x) = c 1 (x), . . . , c m (x) , respectively (Method of Variation of Parameters, see [3] ). Then we substitute u(x) = c(x)u(x) into a inhomogeneous equation (5.1) and determine these functions c(x) [3] . Finally, we obtain:
We use this formula for the special basis {v 1 , . . . , v m } (see Eq. (4.3)). In this case, we have
Let us have homogeneous conditions
Then, by substituting general solution (5.4) into homogeneous additional conditions, we find:
Next we obtain a formula of the solution in the case of the m-order linear ODE with m additional homogeneous conditions
Inhomogeneous problem
Let us consider homogeneous equation (3.1) with additional conditions (5.2):
We can find a solution u h (x) = f v(x) to this problem if the general solution is inserted into additional conditions. The solution of inhomogeneous problems has the form u(x) = u f (x) + u h (x).
Theorem 1.
The solution of problem (5.1)-(5.2) can be written by the formula
Formula (5.7) is known (in more classical forms) in very different cases of classical boundary conditions of the first, second, and third type. The investigation of linear and quasi-linear problems with NBCs (see, [28, 31] ) requires the general theory how to construct a solution with very different boundary conditions. Formula (5.7) can be effectively employed to get the solutions to a linear m-order differential equation, where a 0 (x),. . . , a m−1 (x) are not constants and with any right-hand side function f (x) and any functionals L 1 ,. . . , L m and any f 1 ,. . . , f m , provided that the general solution of the homogeneous equation is known. In this paper, we use it to get formulae for Green's function.
Relation between two solutions
Next, let us consider two problems with the same m-order nonhomogeneous differential equation with a differential operator as in the previous subsection: 8) and D(L) = 0. The difference w = v − u satisfies the problem with a homogeneous equation
Thus, it follows from formula (5.7) that w(
and we can express the solution of the second problem (5.8) via the solution of the first problem. We can rewrite (5.9) as follows
Note that, in this formula, the function u is in the first term only and v(x) is invariant with respect to the basis {u 1 , . . . , u m }.
Green's functions
We propose the definition of Green's function (see, [3, 4, 23] 
If Green's function G(x, y) exists for problem (5.1)-(5.2), then its solution allows the following integral representation:
So, we have
Green's functions for a linear differential equation with additional conditions
Let us consider an inhomogeneous equation with an operator (5.1): L : U → F , where F = C[0, L] and additional homogeneous conditions define the subspace
We derive a formula for the solution (see Theorem 1 for f = 0):
Thus, we have proved the following lemma about Green's function.
Lemma 5.
Green's function for problem (5.1) with m homogeneous additional conditions L 1 , u = 0, . . . , L m , u = 0 is equal to:
, it is invariant with respect to the basis {u 1 , . . . , u m }. It is easy to verify that G c (x, s) is Green's function for problem (5.1) with the special additional (in this case, initial conditions) conditions u(0) = 0, . . . , u (m−1) (0) = 0. For the theoretical investigation of problems with nonlocal boundary conditions, the next result on the relations between Green's functions G u (x, s) and G v (x, s) of two inhomogeneous problems with the same f :
is useful.
Theorem 2.
The relations between Green's functions G v (x, s) and G u (x, s) for problems (6.3) are:
Proof. The proof of these relations follows from Eq. (5.10) (the case F = 0) and integral representation (6.1) of the solutions u and v.
Applications to problems with NBC
Let us investigate Green's function for the problem with nonlocal boundary conditions
We can write many problems with nonlocal boundary conditions (NBC) in this form, where κ i , u := κ i (x), u(x) is a classical part, and κ i , u := κ i (x), u(x) , i = 1, m, is a nonlocal part of boundary conditions. For example, the functionals κ i , i = 1, m, can describe the multi-point (ξ j ∈ [0, 1], j = 1, m) or integral NBCs We find W (x, s) directly, but it is easier to find V (x, s) using properties (2. 
