Abstruct-Texture segmentation involves subdividing an image into differently textured regions. Many texture-segmentation schemes are based on a filter-bank model, where the filters, called Gabor filters, are derived from Gabor elementary functions. The goal is to transform texture differences into detectable filter-output discontinuities at texture boundaries. By locating these discontinuities, one can segment the image into differently textured regions. Distinct discontinuities occur, however, only if the Gabor filter parameters are suitably chosen. Some previous analysis has shown how to design filters for discriminating simple textures. Designing filters for more general natural textures, though, has largely been done ad hoc. We have devised a more rigorously based method for designing Gabor filters. It assumes that an image contains two different textures and that prototype samples of the textures are given U priori. We argue that Gabor filter outputs can be modeled as Rician random variables (often approximated well as Gaussian rv's) and develop a decisiontheoretic algorithm for selecting optimal filter parameters. To improve segmentations for difficult texture pairs, we also propose a multiple-filter segmentation scheme, motivated by the Rician model. Experimental results indicate that our method is superior to previous methods in providing useful Gabor filters for a wide range of texture pairs.
I. INTRODUCTION EXTURE segmentation, the problem considered in this T paper, is required in many computer-vision applications
[ 11- [4] . Texture segmentation involves accurately partitioning an image into differently textured regions ("textures"). Alternatively, texture segmentation can be viewed as the problem of accurately delineating the borders between different textures in an image.' Motivated by human's robust texture-segmentation capabilities and by studies of human perception [8] , [91 many computer-vision researchers have proposed a texturesegmentation paradigm based on a filter-bank model [2] , [lo] -1141. In this paradigm, a set of linear filters operates in parallel to decompose an input image into a collection of subimages. These subimages are then combined-typically using one or more nonlinearities and a pooling mechanism-to generate a segmented image.
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IEEE Log Number 941 1862. ' We contrast this with the texture classijication problem, which involves the somewhat less demanding goal of determining the class of a given texture patch [I] , (51- [7] . In texture classification, the regions of interest have already been determined. In addition, a few authors have used the term texrure discriminorion to suggest texture segmentation [3] , [4] , 171.
local spatial interactions. This gives rise to the concept of a joint spacekpatial-frequency decomposition [ 151, [16] . Unlike Fourier analysis, the joint spacehpatial-frequency decomposition views frequency as a local phenomenon (i.e., a local frequency) that varies with position in an image.
While several different classes of operators can perform a joint spacehpatial-frequency decomposition [ 131, one particularly attractive class is the Gabor elementary functions (GEF's) [2] , [lo] - [12] , [14] - [18] . These functions are optimally localized per the uncertainty principle in both the space and spatial-frequency domains. (Optimality is based on the AxL.. A w metric for uncertainty. See [19] for alternative metria.) This means that they can be designed to be highly selective in both position and frequency. The GEF's are also bandpass filters and resemble the characteristics of simple visual cortical cells [20] , [21] . Finally, GEF-based filters, including special filter configurations called Gabor wavelets [4] , [22] , [23] , have received much attention in recent imageanalysis applications [3] , [24] - [26] . We will use GEF's in this paper.
Returning to the filter-bank paradigm, if an input image contains two differently textured regions, then local spatialfrequency differences between the regions will (hopefully) produce differences in one or more filter-output subimages. Thus, textural differences are transformed into discontinuities in subimage output, where the discontinuities signify transitions between differently textured regions. These discontinuities can then be used, through further processing, to partition the image into different regions. For filter-bank schemes employing GEF's, each filter consists of a parameterized GEF followed by a nonlinearity. When the nonlinearity involves computing the complex magnitude, we call the filter a Gabor filter [2] , [lo] - [12] , [17] , [18] , [25] . While filter-bank schemes employing Gabor filters have shown their utility for texture segmentation, an important question remains unanswered: How should the $filters be designed to produce detectable discontinuities at the texture boundary?
Previous efforts in designing Gabor filters have involved: 1) computing the Fourier transforms of the textures of interest and determining the most discriminating frequencies [2] ; 2) using heuristics gleaned from studies of the human visual system [lo] , [14] ; and 3) performing a spectral decomposition on prototype texels for each texture of interest and noting where large differences occur [ll] . As Section VI later points out, all of these methods have limitations.
Following the pioneering work of Bovik et al. [2] , [12] , recent work by Dunn et al. provided additional insight into the question raised above [18] , [27] Using a mathematically defined texture model, Dunn et al. provided analytical and experimental evidence showing that the application of Gabor filters to a textured image can produce certain characteristic output signatures at the boundary between different textures. They identified four signature types: a step, valley, ridge, and a step change in average local output variation. These signatures then facilitate subsequent image segmentation.
These signatures only occur, though, if the parameters defining the Gabor filter are suitably chosen [18] , [27] . For certain simplified textures (i.e., those consisting of distinct structural elements called texels, where texel characteristics such as width, height, and orientation are known a priori), the quantitative analyses of Dunn et al. provided concrete guidelines for selecting filter parameters.
Unfortunately, these guidelines cannot be readily used for general natural textures. For natural textures, which have wide variability, a systematic method is needed for selecting filter parameters. This paper presents an algorithm for designing optimal Gabor filters for such situations. It assumes that an image contains two different textures of interest and that prototype samples of the desired textures are given a priori. It uses a decision-theoretic framework for selecting optimal filter parameters. We provide analytical evidence suggesting that the Gabor-filter output can be modeled as Rician random variables and can often be approximated well as Gaussian random variables. This forms the crux of the design scheme. To gain more robust segmentations for difficult texture pairs, we also propose a multiple-filter segmentation scheme, again motivated by the Rician model. Experimental results verify the efficacy of our methods.
We emphasize that we are not addressing the problem of how to combine filter outputs. This is a topic requiring much future research. We believe that our work on designing a single filter will lead to greater insight into the construction of complete filter banks. Further, we point out that we are considering a supervised texture-segmentation problem; i.e., samples of the textures of interest are given to help in designing filters. Supervised systems are common in computer vision and are most appropriate for controlled circumstances (i.e., only certain known structures will appear). Other efforts have attempted a general unsupervised problem, but this requires a complex filter bank [3] , [13] , [14] , [24] . Again, we believe that our work can be useful to the unsupervised case, especially if one strives to use as few filters as possible. 2 The next section gives a brief review of GEF's and Gabor filters. Section I11 then summarizes the filter-design algorithm. Section IV discusses theoretical and implementation issues for the algorithm. Section V discusses two image segmentation methods. Finally, Section VI gives results and Section VI1 offers concluding comments. where a, and ay characterize the spatial extent and bandwidth of the filter. Thus, the GEF is a Gaussian that is modulated by a complex sinusoid. It can be shown that the Fourier transform of h(z,y) is
2-D by Daugman
where [27] . In this paper, we assume that a, = ay = a ;
hence, the parameter d is not needed and the GEF (1) simplifies to
We now define the Gabor filter oh
where z is an image and m is the output. Other nonlinearities, such as half-wave rectification [13] , are feasible. The magnitude operation, however, is common 121, [12] and "straw" (d15) [28] , and Fig. 8 (a) illustrates a typical step output after applying a Gabor filter-note the sharp transition at the texture boundary. (Smoothng Fig. 8 (a) and applying a Canny edge detector [29] gives the segmentation in Fig. 10 [31] . We will focus primarily on the case where the two textures differ. Hence, our proposed filter-design algorithm strives to give Gabor filters that produce step signatures in m(z, y ) .
Section VI describes how to modify our design procedure for texture-phase differences.
The Gabor filter is determined by the parameters U, V , and a, per (4) and (5). The best Gabor filter must be found from among the space of all possible Gabor filters, as determined by (U, V, a ) . To do this, we need a metric for assessing filter quality. In the case of a step signature, the quality of a Gabor filter can be determined by the slope and amplitude of the step it produces. Previous analyses and experimental results, however, show that the Gabor-filter output m(z, y ) resembles an ideal step only in special cases [18] , [27] . Because of the random structure inherent in typical textures, the step is accompanied by considerable local variation. Thus, directly using the slope or amplitude of the step as a quality measure is infeasible.
Alternatively, one can view texture segmentation as a detection problem. For a particular Gabor filter defined by (U, V, a), one can estimate the probability of assigning image pixels incorrectly to regions. This error probability then gives a measure of quality of the Gabor filter (U, V,a). This idea motivates our filter-design algorithm. The algorithm assumes the following: 1) prototype samples of the textures of interest, A and B , are given; 2) the Gabor-filter outputs from textures A and B can be modeled as independent random variables having Rician pdf s p~ and pg (this can often be relaxed to Gaussian pdf s, as described in Section IV-C). The algorithm is summarized below. 
g is the Gaussian (2) having parameters az = oV = 0, and i is the given texture sample. F is the windowed Fourier transform (WFT) [32] Note that, as discussed in Section IV-C, the Rician pdf s can often be effectively approximated as Gaussians. This simplifies Step 3 of the algorithm. The next section elaborates on various aspects of the algorithm. Section V then discusses two segmentation schemes for employing the designed filters.
IV. ALGORITHM ISSUES

A. Gabor-Filter Application via Windowed Fourier Transforms
Step 2 of our method requires the parallel application of a family of Gabor filters to an image at a point. This is a special case of applying a windowed Fourier transform at the image point [31] 
where w is the window function, i is the image to be transformed, and F is a function of frequency (U, V ) and window position ( X , Y ) .
To show this, let p be the result of convolving an image i Our model does account for these effects and can even model a white noise process.)
In this section, we show that for uniform textures, the application of a properly configured GEF produces an output that is sinusoidal. By viewing nonuniform textures as uniform textures with texel perturbations, we also show that the correwith a GEF h:
sponding GEF-filtered outputs can be modeled as the sum of a sinusoid and Gaussian noise. We then show that the application of a Gabor filter to a nonuniform texture produces an output Expanding h and considering one specific point in the convolution ( X , Y ) gives that has a Rician pdf. For simplicity, we develop the argument in 1-D. In 1-D, the application of a Gabor filter to a real image i ( z ) can be represented as
After rearranging terms, and letting the window function
where K = exp[j27r(UX + V U ) ] . Observe that, except for the constant K, (8) and (9) where each filter's center frequency corresponds to one of the DIT frequencies. Thus, computing a single discrete WFT is equivalent to determining the output from a family of Gabor filters at a single point, where the center frequencies of the filters span the frequency domain of the image.
Clearly, our filter-selection algorithm does not consider all possible center frequencies, a formidable task. Experience shows that this is not necessary because step quality degrades gracefully with changes in Gabor-filter center frequency (Section VI demonstrates this); i.e., Gabor filters having center frequencies (U + SU, V + SV) tend to perform nearly the same as filters having center frequency (U, V ) .
IFX,Y(U, VI. B. The Rician Model
This section provides justification for modeling Gabor-filter outputs as Rician random variables. For this analysis, we model texture as a collection of similar, but not necessarily identical, geometric primitives called texels. When the texels are identical and arranged in a repeating pattern, we call the texture uniform [18], [27] . Otherwise the texture is nonuniform.
(To the casual observer, this texture model may appear similar to the virtually obsolete structural view of texture [l] , but this is not the case. Textures typically exhibit some underlying structure. Otherwise they would be indistinguishable from noise. Therefore, we include a structural component in our model. Many textures, though, contain significant random effects. Classical structural models do not provide for this.
where h ( z ) is a GEF and * denotes convolution. The 1-D GEF can be written as h ( z ) = g(z)ejwz where g(z) is a Gaussian and w is frequency. Decomposing h into real and imaginary parts gives h ( z ) = h,(z) + j h i ( z ) , where h, = g(z) cos (wz) and hi = g(z) sin(wz). Then, the Gabor-filter output can be expressed as
where
Consider the form of A ( z ) when i is a uniform texture. Following the development in [18] and [27] , for uniform i , the texels are identical and arranged periodically. Thus, in the frequency domain, I ( w ) , the Fourier transform of i, consists of a periodic collection of impulses. h, is a Gaussian modulated by a cosine. So, the Fourier transform of h, resembles a pair of Gaussians centered at frequencies f w , and hence is approximately bandpass. If w coincides with the location of one of the impulses comprising I ( w ) and Gaussian parameter 0 is chosen so that h, is approximately narrowband, applying h, to i produces a pair of impulses at frequencies f w . In the spatial domain, this corresponds to a cosine at w. Thus, A ( z ) can be expressed as
where 0 is some arbitrary phase angle. (Technically, (12) is true only for an unbounded textured region i. A bounded region produces an output that is a truncated cosine. This effect is insignificant for regions that are large relative to the effective size of the Gabor-filter operator.)
Now, a nonuniform texture can be modeled as a uniform texture whose texels have been randomly perturbed. In 2-D, this corresponds to random variations in texel position, shape, and orientation. We assume that the texels are independent. Relations (10) and (11) still apply for this case, but (12) changes. Consider the computation of A ( z ) in (11) at an arbitrary point z = 21 Edge-detector output superimposed on input image.
If we partition the convolution into disjoint regions [ Z k , Z k + l ]
occupied by a single texel, we can write Note that in 2-D, T k is determined by the position, shape, and orientation of texel IC. Since these texel properties are random, r k is a random variable. Also, since the texels are assumed T k ; r k = LT"" i(z)h,(zl -z) dz. (13) to be independent, the T k ' s are independent random variables. (14) is the output of bandpass filter (the real part of a GEF convolved with an image-see (1 1)). Thus 
is a slowly varying amplitude envelope and a(%) = 
where s(z) = s,(z) + j s i ( z ) . A ( z ) can then be written as
and from (16), s,(z) = Aocos(@) + X(z) and
Since ~( z ) is Rician, m ( z ) is also Rician for any x. Examples of Rician pdfs can be seen in (15) , the Rician pdf can range from a Rayleigh pdf (Fig. 2(c) ) to a Gaussian (Fig. 2(d) ).
Section VI provides experimental results supporting these arguments and our assumptions regarding the structure of the noise. The Rician model provides considerable insight into the nature of the filter outputs. In particular, it motivates a multiple-filter segmentation algorithm that is discussed in Section V. Section IV-C points out that the Rician model can often be simplified to a more tractable Gaussian model. This simplifies the calculation of the error probability PE (1 8).
As Section VI will show, some filters produce output distributions that are not Rician, which leads to segmentation errors. In principle, the x' test could be used to test how well the sample data (6) fits a Rician distribution. To employ this test effectively, though, two issues must be addressed:
1) The power of the x' test is proportional to the sample size [34] . This can be a detriment when we wish to allow for approximate fits. As sample size increases, the test will reject useful approximations. The key is to establish a tolerable error threshold and establish a sample size that will accept this degree of error. 2) We estimate the Rician parameters by the method of moments. It has been shown that this approach does not guarantee a x2 upper bound [35] . Therefore, a maximum likelihood estimator must be found and used to estimate the parameters.
C. Filter-Quality Measurement
Step 3 of the filter-design algorithm uses a filter-quality measure based on a decision-theoretic approach. This measure is in the form of a probability indicating the likelihood of assigning image pixels to regions incorrectly. This section develops this error probability and presents a method for estimating the parameters of the underlying pdf s.
Let A and B be the two textures of interest and let oh be a Gabor filter with centerfrequency (U, V ) . Let p~ and pg be the Rician pdf s describing the Gabor-filter outputs when oh is applied to A and B. We perform the following experiment:
apply oh to an unknown texture (either A or B ) and record in the random variable z the output m at some random point (2, y). The problem is to decide whether (2, y) was taken from texture A (hypothesis Ho) or texture B (hypothesis H I ) .
We can define a decision point d, such that if z < d, then the sample is presumed to be from region A (accept Ho). Otherwise, it is presumed to be from B (accept H I ) ; i.e., the decision rule is I1 error, PIT) . The total error probability can be computed as
As PE becomes small, the probability of classifying pixels incorrectly becomes small. Thus, PE is a reasonable indicator of Gabor-tilter quality. As mentioned in Step 3 of the filterdesign algorithm, PE is computed for each Gabor-tilter center frequency (U, V) of interest. Thus, PE depends on (U, V). Our goal is to minimize PE. The solution to this problem (e.g., see [36] ) involves finding the decision point d such that the likelihood ratio X(z) = p~( z ) / p~( z ) d is chosen such that P A 5 d 5 P B using (7). We estimate ( P A , PE) by the sample m a n s (PA, PE) and (o;, 0 ; ) by the sample variances (8;, @ ; ) as in (7) . The sample mean and the sample variance are joint sufficient and consistent estimators. Thus, as the number of available samples in s approaches infinity, the error in estimating PE, using the sample means and variances, approaches zero.
In certain cases, a Gaussian approximation is inappropriate. For example, when the textures to be discriminated both resemble narrowband noise processes, the Gabor-filter responses are typically small. As filter response decreases, the corresponding Rician pdf approaches a Rayleigh distribution, which is significantly asymmetric.
D. Specifying U
This section presents guidelines for specifying (T, as required in Step 1 of the algorithm. Consider the effect of o on the error probability PE(U, V) in (18). As (T increases, &(U, V) decreases because the filter-output variance (8; or 8;) decreases. This occurs because, as window size increases (larger a), the computed value of the WFT at a point is determined by a larger neighborhood of image pixels. The larger neighborhood causes the WFT output to be less sensitive to window-position perturbations, reducing output variation. This suggests that o should be made large.
It must be remembered that in a real texture-segmentation problem, the region size and boundaries are unknown. If o is too large, the window can significantly overlap regions, reducing the accuracy in determining the texture boundary. This suggests making (T small. Therefore, the choice of a is a tradeoff between output variation and boundary localization. Many textures exhibit a quasi-periodic structure consisting of small repeating structural elements (texels). Dunn et al. have shown that for these textures, a good compromise is to choose o approximately equal to the texel spacing [18]. In some cases, as discussed in Section V, using a much smaller a can be advantageous. In practice the filter-design algorithm gives essentially the same rank order of Gabor filters over a wide range of a's. Thus, it suffices to run the algorithm several times, using a few widely spaced values of (T, and compare results.
E. Selecting Random Image Points
The filter-selection algorithm applies a family of Gaborfilters to a set of random points. The selection of these points deserves some comment. In many cases, texture can be modeled as a random process. When we sample a textured region, we are sampling only one instance (realization) of this process. In general, this is insufficient for estimating the statistics of the process. In effect, we are finding the "best" filter for one particular instance of the texture. The same filter might be totally ineffective for some other instance. Many textures, however, can be modeled as wide-sense periodic [37] , where the process statistics are unique only within a fixed period (e.g., between two adjacent texels). Since a given texture-instance will typically contain many periods, sampling a single instance can provide a representative sample.
The spacing between sample points is also a concern in accurately estimating the pdf's. We showed in Section IV- highly correlated due to the large spatial extent of the Gabor filter operator Oh. Thus, to perform random sampling of the distribution requires considerable spacing between samples (several standard deviations). This can be a problem if we want large sample sizes due to the limited size of most images and the lack of multiple texture instances. Our simulation results, though, indicate that sampling as close as 1/3 of the texel spacing produces distribution parameters that are similar to those determined using much larger spacings [31].
V. SEGMENTATION METHODS
To analyze a bipartite textured image made up of textures A and B, the proposed filter-design method gives the optimal GEF (4) to use in the Gabor filter (5). Using the Gabor filter in conjunction with the decision rule (17) and associated threshold point d gives a complete segmentation method. This method, however, only uses one filtering stage. As Section VI demonstrates, this may not be suitable for segmenting all texture pairs. This section presents two other methods for Gabor-filter-based image segmentation. The first method combines the results of multiple Gabor filters. It uses Bayes theorem and assumes that the filter-output distributions of the various filters are statistically independent.
Denote the two textures of interest as A and B and suppose the outputs of n Gabor filters are combined. Then, the conditional probability of a pixel IC belonging to region r; = A or B is .
DUNN AND HIGGINS: O € T W GABOR FILTERS FOR TEXTURE SEGMENTATION
given by where mj refers to the jth Gabor-filter output, and
Note that P[mj(k E A] and P[mj(k E B] correspond to the pdf s P A and p~ in (18). Equation (20) assumes that P[k E r;] = 0.5 and that the filter outputs mj are independent random variables. The probabilities P[k E rglml, m2, . . . , m,] are then used to assign pixels to regions, giving a segmented image with no further processing necessary. Although this scheme only applies to images containing two different textures, the concept can readily be extended. Assuming the Rician model, this method is theoretically optimal. Suboptimal results can occur, however, due to various nonidealities. Section VI demonstrates the method.
The second method involves smoothing the Gabor-filtered output with a large extent Gaussian 0,
(21) where gl(x,y) is a Gaussian, similar to (2), with parameter og. Fig. 1 points out the need for such a scheme.
When the arrows/triangles image ( Fig. l(a) ) is processed by the optimal Gabor filter with o = 24 pixels, Fig. l(b) results. Clearly, the output step signature has much distortion, which will make subsequent segmentation difficult. The distortion is produced by the large variation in texel orientations within each textured region. This texel variation is reflected in the Gabor-filter output. The quasi-periodic structure of textures such as Fig. l(a) suggests that they can be modeled as widesense periodic random processes [37] . If this is true and the period corresponds to the texel spacing, then the first two moments of the texture graylevel distribution are periodic.
(i.e., p ( r ) = p ( r + 2') and K(r1,rz) = K(r1 + T,r2) = K ( r l , r2 + T), where p is the mean, K is the autocovariance matrix, and the r's are 2-D position vectors. T is any of where xo and yo represent the texel periods in 2 and y.) Thus, it is not unreasonable to expect that the local spatial-frequency composition and thus the Gabor-filter output will also be approximately periodic (in a stochastic sense). Thus, the local spatial average of the Gabor filter output within a textured region should be approximately constant. We can compute this spatial average by applying a lowpass filter. Small values of (T produce higher frequency Gabor-filter output variations than large values of o, requiring a smaller spatial extent lowpass filter. Thus, smaller values of (T are preferred. Fig. l(c) shows the optimal Gabor-filter output for o = 12 pixels and l(d) shows the result of lowpass filtering Fig. l(c) with a og = 36 pixel Gaussian. Note the improvement in signature quality. Fig. l(e) shows the output of a Canny edge detector [29] when applied to Fig. l(d) .
The decision-theoretic approach developed in Section 1V-C cannot directly measure the quality of the output after the two-stage process (Fig. l(d) ). Hence, we cannot directly apply the decision rule (17) to segment " ( 2 , y). We can, however, determine the best Gabor filter for the first stage, which maximizes discrimination. The second stage acts as a smoothing operation, allowing us to use edge detection to produce accurate segmentations. Subsequent work has shown that the second-stage filtering operation effectively increases discrimination by reducing the output variance [39] (this idea was also proposed by one of the anonymous reviewers). In future work, this information could be used to extend the decision-theoretic segmentation scheme to the two-stage filtering process. 
VI. RESULTS
pixels, filter size is 145 x 145). During convolution, we do not
Part A of this section gives results for our filter-design algorithm. Part B gives comparison results for other previously proposed filter-design methods. More extensive results appear in [31] .
A. Results for Filter-Design Algorithm
All input images were eight-bit, 512 x 512 images. Natural textures from Brodatz [28] and synthetic textures were used. All texture pairs were adjusted for equal average intensity, and for simplicity, o, = og = o was specified for all Gabor filters.
Gabor filters were truncated to a width of 6a + 1 points, which can produce filters having a wide spatial extent (e.g., if o = 24 allow the filter to extend outside the image boundaries. Thus, filters with a large value of o produce output subimages much smaller than the original input image. Also, many Gabor-filter outputs are presented as 3-D contour plots, since these are more qualitatively enlightening (e.g., Fig. l(c) ). Segmentation results (i.e., Canny edge detector outputs or region boundaries determined by (17) ) are illustrated by a line superimposed on the original textured image (e.g., Figs. l(e) and 3(c) ).
Before discussing the results, it is important to mention an artifact of the Brodatz textures that are generally available to the research community, including those used in this work. Although the Brodatz originals are photographic plates, the (17) to (a).
published images are halftone prints. These halftones have a dot spacing of approximately 127 dpi. Since most scanners have a maximum resolution of 300 dpi, aliasing is a problem. Even if aliasing is reduced by using much higher sample rates, the halftone process produces an additional artifact. Halftoning represents graylevels as a 2-D pulse train, where pulse width is modulated to control the shade of gray. In the frequency domain, this modulated pulse train introduces a strong highfrequency fundamental with many strong harmonics. The distribution of the harmonics is determined in part by the changing graylevels. Thus, slowly varying graylevels might not produce low frequencies but instead are transformed to high-frequency harmonics. Information is not necessarily lost, however, but rather mapped to higher frequencies. Even with aliasing, the harmonics typically "fold back" into the high end of the computed spectrum and can be detected by our algorithm. Thus, some of the examples shown here have optimal center frequencies that are higher than expected. In these cases, the Gabor filter is simply keying on differences in the high-frequency harmonics. Keep in mind that the features producing these harmonics can occur in the original texture at a much lower frequency. It is also important to note that when digitizing halftone textures, the scale and orientation must be the same for all images. Otherwise, the halftone fundamental will occur at different D m indices, producing artificially good segmentations.(See Dunn et al. [40] for a more detailed discussion of these issues.) Note that the halftone problem does not occur for computer-generated synthetic textures (e.g., Fig.  W ) . Fig. 2(a) consists of the natural textures "grass lawn" (d9) and "cotton canvas" (d77) [28] . Per Rao's texture classification taxonomy [41] , d77 is strongly ordered, while d9 is disordered (i.e., predominantly stochastic). When an optimal small spatial-extent (g = 8 pixels) Gabor filter is applied to the image, the output (Fig.  2(b) ) shows considerable variation in both regions. This results in a relatively high probability for incorrectly classifying image pixels, as confirmed by the Rician pdfs computed during the filter-design process. Fig. 2(c) and 2(d) show the individual pdf s. In general, the smooth plots are the computed pdf s (fitted using (15) and (19)). The rough plots are the histograms. The histogram data results from applying the specified Gabor filter to the texture sample. For the plots, the 2 axis corresponds to Gabor-filter output, and the y axis represents probability densities. Fig. 2(e) shows the same two pdf s plotted on common axes to illustrate the decision point d and the large error probability (shaded area).
Filter output variation can be reduced by using a filter with a larger (T (Section IV-D) . Applying the optimal (T = 32 pixel Gabor filter to the texture pair in Fig. 2(a) produces Fig. 3(a) .
Although the filter output still varies within each region, the magnitude of the variation is small compared to the average difference in output between regions. This results in a small error probability as shown by the Rician pdf s in Fig. 3(b) . Here, the densities are well separated. Applying (17) to Fig.  3(a) assigns pixels to regions, resulting in the segmentation shown in Fig. 3(c) .
The filter-design algorithm produces a ranlung of center frequencies in order of increasing error probability. In most cases, the most discriminating filter will have the highest rank (smallest error probability). It is informative to consider the performance of filters of lower rank. Fig. 4 shows a plot of filter rank (smaller numbers correspond to higher rank) versus percentage of misclassified pixels (misclassified pixels/total pixels ~1 0 0 % ) for each of the texture pairs analyzed in this Paper.
The curve "d9d77" corresponds to the texture pair in Fig.  2 (a) with (T = 32 pixels. Note that for "d9d77," the pixelclassification errors for rankings _< 20 are small and similar.
As expected, filters having these rankings produce similar segmentations. Although not shown, "d9d77" increases approximately monotonically for 20 5 rank 5 180. For rankings > 20, performance degrades gracefully with decreasing rank as demonstrate in Fig, 3(d) , which shows the segmentation resulting from using the 23rd-ranked filter. It should be noted that performance degrades much more rapidly for texture pairs that are similar and thus more difficult to discriminate. Compare, for example, curve "triaro" (triangles and arrows) in Fig. 4 , which shows how pixel-classification error changes with rank for the texture pair in Fig. l (a) (a = 24 pixels). For certain texture pairs, even the best center frequency chosen can exhibit inaccuracies because of errors in determining the decision point d. Large decision-point errors can occur when the selected filter produces an output that weakly fits a Rician, but even small decision-point errors can produce significant segmentation errors due to the transition between textured regions. Note that our statistical data were based on homogeneous textures and did not account for texture transitions. If the filter-output transitions are gradual, as they are for large-a Gabor filters, small errors in decision-point estimation result in large texture-boundary errors. The problem is compounded if the two pdf s are widely separated. Then, the decision point occurs in the tails of the distributions, where small differences in distribution parameters translate into large changes in decision-point location. The following examples illustrate these problems.
For the example of Fig. 5(a) , the textures "straw matting" (d55) and "raffia" (d84) have similar structure, and hence are potentially difficult to segment. Fig. 5(b) shows the optimal Gabor-filter output (a = 32 pixels). Although the two regions are easily distinguished by the distinct difference in filter output between regions, the filter seems to be responding preferentially to some feature within the region on the left (straw matting). This behavior is typically not Rician, as we can see from the pdf s plotted in Fig. 5(c) and 5(d) . Note that the histogram for d55 (Fig. 5(c) ) is very different from the fitted Rician curve. The fit for d84 (Fig. 5(d) ) is much better. This error in representing the distribution leads to an inaccurate decision point and thus an offset in the texture boundary, as shown in Fig. 5(e) . Note that the predicted center frequency is very high, almost near the Nyquist rate. This frequency matches almost exactly the halftone dot spacing in the input. The preferential response mentioned above may be due to a halftone regularity/irregularity in one comer of the image [40] .
In principle, one could use a statistical goodness-of-fit test such as the x2 test to assess the Rician fit. Using the x2 test effectively, however, is not straightforward, as discussed in Section IV-D. An alternative is to simply choose a different lower-ranked filter. Fig. 6(a) shows the output for the rank = 2 Gabor filter, and Fig. 6(b) shows the corresponding segmentation using (17) .
Note the much lower center frequency. The output for the second-ranked filter is better than that for the optimal filter. (The oscillating behavior of the boundary arises from high-frequency oscillations in the filter output in the y direction.) The curve "d55d84" in Fig. 4 illustrates how pixelclassification error changes with filter rank (a = 32 pixels). (In this plot, frequencies near the halftone dot spacing were omitted from the ranking, since filter outputs at these center frequencies are typically not Rician. Consequently, the pixelclassification error at rank = 1 in Fig. 4 corresponds to the filter output shown in Fig. 6(a) .)
The texture pair of Fig. 7(a) illustrates the problem of slow filter-output transition between texture regions.
The large orientation differences between these textures suggests that this pair should be easy to segment. As expected, the Gabor-filter output (Fig. 7(b) ) for the optimal Gabor filter exhibits a large difference in output between the two regions. The segmentation by (17) in Fig. 7(c) , however, is considerably offset. The problem is that the value of the decision point is too low. This shifts the boundary to the right and produces the stray region in the lower right-hand comer. We can see how this occurs by examining the pdfs for the filtered versions of these two textures (Fig. 7(d) ). Note that the pdf s are well separated, providing good discrimination between the two textured regions. The decision point, however, is determined by the intersection of the tails of the pdf s and is subject to significant error; i.e., a small change in the Rician fit results in a large change in where the small tails intersect. This, coupled with the gradual transition in Gabor-filter output (Fig. 7(b) ), leads to the texture boundary error. These boundary errors can lead to inconsistent rankings as demonstrated by the curve "d16d15" in Fig. 4 (a = 32 pixels) . Note that the filter ranked 15 produces a lower pixel-classification error than the filter ranked one.
Boundary errors can be reduced by generating sharper transitions at the texture boundary. This can be accomplished by using smaller values of o. As shown in Fig. 2(b) , though, small values of a produce greater intra-region variation. For example, Fig. 8(a) shows the optimal Gabor-filter output for a = 8 pixels applied to Fig. 7(a) . Fig. 8(b) shows the resulting segmentation using (17) . Although the boundary is accurately located, several spurious regions also appear.
In certain cases, no single filter produces an accurate segmentation using (17) . Fig. 9(a) , consisting of "pressed cork' (d4) on the left and "beach sand" (d29) on the right, is an example.
These textures look similar. The best filter found for this pair produces an output that is also apparently non-Rician (not shown but similar to Fig. 5(b) ). Similar to the example in Fig. 5 , the best center frequency is close to the halftone dot frequency. The resulting segmentation, shown in Fig.  9 (b), exhibits significant boundary offset. Segmentations using lower-rank filters provide no improvement. As curve "d4d29" in Fig. 4 suggests, no one filter (having a = 32 pixels) is significantly better than any other. (Again, frequencies near the halftone dot frequency were omitted from the plot, since they are typically not Rician.)
Segmentation can be improved, however, by integrating information from multiple filters. Applying (20) to Fig. 9 (a) and using five of the top-ranked filters having significantly different center frequencies (a = 32 pixels) results in the segmentation shown in Fig. 9(c) . Note the more accurately located texture boundary.
As mentioned in Section V, using a small extent Gabor filter ( n small) followed by Gaussian smoothing (0, large) can provide high-quality output signatures. Applying 0, in (21) to the output in Fig. 8(a) produces the output of Fig. 10(a) . Fig. 10(b) shows the subsequent segmentation (using edge detection). Note the improvement over Figs. 7(c) and 8(b).
We applied the same technique to the d4-d29 texture pair of Fig. 9(a) . Fig. ll(a) shows the second-ranked Gabor-filter output (a = 8 pixels) (the output from the optimal Gaborfilter is non-Rician). Applying 0, to Fig. Il(a) produces the output shown in Fig. 1 l(b) . Fig. 1 l(c) illustrates the resulting segmentation using a Canny edge detector.
Depending of the type of textures considered, Gabor-filter output signatures other than the step can occur [27] . The filter-design algorithm defined in Section I11 can be easily modified to find Gabor filters that accommodate different texture-pair scenarios [ 181. For example, if the two textures are (nearly) identical but offset spatially with respect to each other (texture-phase discontinuity), a valley output signature is most suitable. Modifying the algorithm to produce optimal valley signatures simply involves changing the sampling scheme. Samples of filter outputs from both textured regions are pooled and associated with texture A. Samples are also collected in the neighborhood of the texture boundary and associated with texture B. The rest of the algorithm remains unchange. An example of this application can be found in [31] . The question of which type of signature is most appropriate for distinguishing a given texture pair remains open. Certain texture pairs are extremely difficult, if not impossible, to segment using bandpass filters. An example is shown in Fig. 12(a) .
In this case, the best filters designed by our algorithm produced outputs that are nondiscriminating; e.g., one such output is shown in Fig. 12(b) . Although this might be viewed as a limitation, at least it agrees with human perception. Preattentive human texture perception is presumed to be a primitive visual function that occurs almost instantaneously. Observe for the example of Fig. 12 that careful scrutiny is required to determine that the left region consists of R's and the right region consists of mirror-image R's. In effect, each texel must be examined individually to locate the texture boundary, requiring higher level cognitive functions. Since this is not a preattentive process, there is no reason to expect a bandpass-filter based scheme to discriminate the two textures. 
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B. Other Filter-Design Methods
Several other techniques for determining Gabor-filter parameters have previously been suggested. One popular technique is to use heuristics based on neurophysiological and psychophysical studies of the human visual system to design a set of filters [lo], [13] , [14] . (Strictly speaking, Malik and Perona [13] used filters similar to Gabor filters.) While this technique has been used effectively to test prototype texturesegmentation schemes, it is a brute force approach providing little insight into the relationship between algorithm output and the filter characteristics that produced the output. Thus, it is difficult to predict how these schemes will perform over a wide range of textures.
A method suggested by Fogel and Sagi [ l l ] involves comparing the spectral composition of prototype texels from the regions to be segmented. We have shown [17], [18] for simple textures that the formation of a step-signature Gabor-filter output is directly related to the difference in frequency content between texels. This method, however, has two limitations. First, it is restricted to textures with distinct texels. Second, as texel spacing decreases, the texels begin to interact and lose their individual identity. When this occurs, the method becomes ineffective.
Prior to our research, the most effective technique for determining Gabor-filter parameters was a supervised approach based on computing the DFT of sample textured regions [2], [12] . The 2-D frequency component that differs most between regions is then selected as the Gabor-filter center frequency (U, V). We will refer to this method as the DFT method. The DFT method is equivalent to applying a windowed Fourier transform to a region, where the window is rectangular and equal to the size of the region. Thus, the DFT method is approximately equivalent to our method when the spatial extent of the Gabor filter approachs the size of the region; i.e., for large o.
In practice, however, g must be smaller than the smallest textured region in an image. We have found experimentally, that for these smaller values of 6, our algorithm provides more discriminating filters than the DFT method. Relative discrimination can be measured by comparing error probabilities &(U, V) at different center frequencies. For example, for textures d55 and d84 in Fig. 5(a) , the best center frequency predicted by the DFT method (determined independent of a) is (U = 0.002 cycles/pixel, V = -.046 cycles/pixel). For a filter with a = 32 pixels, this center frequency has an error probability of 2.78%. By comparison, the best center frequency predicted by our algorithm (U = 0.246 cycles/pixel, V = -0.430 cycles/pixel) has an error probability of only 0.014%. Similar results occur for other values of a and for other texture pairs. The relatively poor performance of the DFT method can be expected since the DFT method does not consider filter bandwidth when determining the center frequency.
VII. DISCUSSION
We considered the problem of designing Gabor filters for texture segmentation. For natural textures, which have wide variability, no effective systematic method existed previously for designing effective Gabor filters. This paper presented such a method. Given a texture pair of interest, the method gives the optimal Gabor filter for segmenting an image made up of these textures. The method is based on a decision theoretic formulation and requires representative samples of the textures of interest.
The resulting filters are optimal in the sense that they minimize the probability of incorrectly assigning image pixels to regions based on the filter output. The method involves determining three parameters (U, V, a), which define the center frequency and bandwidth of the filter. The bandwidth a is determined heuristically, and the center frequency (U, V) is found by essentially an exhaustive search (efficiently implemented) of all possible center frequencies. Although this method is a supervised approach, it can be applied to pattern recognition and image-analysis applications, where prototypical examples are available for training. The method is also useful as an analytical tool for studying the relationship between texture differences and the filter requirements needed to detect those differences.
As presented, the filter-selection algorithm and the segmentation scheme are limited to bipartite textures. The methods, however, can easily be extended to textures with more than two regions by simply computing error probabilities for all textures to be discriminated [43] . Using a single filter to segment more than two textures, though, might not be as effective as integrating the outputs from multiple filters that are texture-pair selective.
Although we did not address the segmentation problem explicitly, our filter-design methodology suggested a simple segmentation scheme that performs well in most cases. This scheme was employed to demonstrate the discriminating power of the filter outputs. In certain instances, though, inaccuracies occurred in locating the actual texture boundary. We found that this problem could often be improved by incorporating multiple filter outputs into the segmentation scheme. We also demonstrated that applying edge-detection techniques to these same filter outputs can be effective for segmentation. We should emphasize that although the presented segmentation results exhibit errors, the errors are typically confined to the vicinity of the texture boundary. Away from the boundary, the filter-output signatures are highly discriminating-even simple thresholding can produce good segmentations in many cases. The problem is not so much with the filter-design algorithm, but rather are deficiencies in the segmentation schemes. The questions of filter-output integration, filter-bank design, and segmentation remain open.
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