We discuss the formalization, in the Matita Interactive Theorem Prover, of a famous result by Chebyshev concerning the distribution of prime numbers, essentially subsuming, as a corollary, Bertrand's postulate. Even if Chebyshev's result has been later superseded by the stronger prime number theorem, his machinery, and in particular the two functions ψ and θ still play a central role in the modern development of number theory. Differently from other recent formalizations of other results in number theory, our proof is entirely arithmetical. It makes use of most part of the machinery of elementary arithmetics, and in particular of properties of prime numbers, factorization, products and summations, providing a natural benchmark for assessing the actual development of the arithmetical knowledge base.
Introduction
Let π(n) denote the number of primes not exceeding n. The prime number theorem, proved by Hadamard and la Vallé Poussin in 1896 states that π(n) is asymptotically equal to n/ log(n), that is the ratio between the two functions tends to 1 when n tends to infinity. In this paper we address a weaker result, due to Chebyshev around 1850, stating that the order of magnitude of π(n) is n/ log n, meaning that we can find two constants c 1 and c 2 such that, for any n c 1 n log(n) ≤ π(n) ≤ c 2 n log n Even if Chebyshev's theorem is sensibly simpler than the prime number theorem, already formalized by Avigad et al. in Isabelle [3] and by Harrison in HOL Light [5] , it is far form trivial (in Hardy and Wright's famous textbook [7] , it takes pages 340-344 of chapter 22). In particular, our point was to give a fully arithmetical (and constructive) proof of this theorem. Even if Selberg's proof of the prime number theorem is "elementary", meaning that it requires no sophisticated tools of analysis except for the properties of logarithms, a fully arithmetical proof of this results looks problematics, considering that the statement involves in an essential way the Naperian logarithm. On the other side, the logarithm in Chebyshev's theorem can be in any base, and can be also essentially avoided (at least from the statement), asserting the existence of two constants c 1 and c 2 such that, for any n 2 c1n ≤ n π(n) ≤ 2 c2n that is what we actually proved.
As an important byproduct, we also give the first purely arithmetical formal proof of Bertrand's postulate, stating that for any n, there exists a prime number between n and 2n
1 . The paper aims at providing a discussion of the subject in a form suitable to its formalization, without actually entering in implementation details (hence avoiding a direct discussion of the Matita system, but for a few descriptive examples).
Primes and the Factorial Function
In the rest of the paper, all functions are defined on natural numbers. In particular, n/m denotes the integer part of the division between n and m, and log a n denotes the maximum i such a i ≤ n. Chebyshev's approach to the study of the distribution of prime numbers consists in exploiting the decomposition of the number n! as a product of prime numbers. The idea is that the numbers 1, 2, . . . , n include just n p multiples of p, n p 2 multiples of p 2 , an so on. Hence (the variable bound by the product is written in bold)
The previous one is a good example of a typical mathematical argumentation (see e.g. [7] , p. 342). Looking more carefully, you see that it provides you (almost) no information, since it is essentially a mere rephrasing of the statement: it is a gentle invitation to work it out by yourself, just a bit less unsympathetic than a brutal "trivial". The formal proof requires a bit more work. The starting point is that every integer n may be uniquely decomposed as the product of all its prime factors. Le us write ord p (n) for the multiplicity of p in n; then
for p prime. At the time we started this work, the mathematical library of Matita already contained the proof of the Fundamental Theorem of Arithmetic, namely the existence and uniqueness of the decomposition in prime factors. This was proved by giving a factorization function returning for each natural number n a list of multiplicities of its prime factors (for a given factorization strategy), a function computing the products of the elements in the list, and proving that they are inverse of each other. However, passing from this result to the formulation of equation 2 is not so evident. Since, on the other hand, all the needed machinery was already in the library, we opted for a direct proof. The idea is to work by induction on the upper bound of the product. However, we cannot directly work on n, since this must be the constant argument of ord p (n). So have to rephrase the statement in the form
Where c(n) is a suitable function of n. The naive idea to take c(n) = n does not work: in fact, in order to ensure that the induction works properly, we must take a minimum bound, that in this case is the largest prime factor of n. This is the actual statement we proved: From the previous result we obtain equation 2 as a simple corollary. So,
In, particular, for 2n we have:
Hence, if we define
B(2n) is thus the binomial coefficient 2n n .
Upper and Lower Bounds for B
For all n, (2n)! ≤ 2 2n−1 n! 2 . For technical reasons, we need however a slightly stronger result, namely,
that holds for any n larger than 4. The proof is by induction. The base case amounts to check that 10! ≤ 2 8 5! 2 , which can be proved by a mere computation (after some simplification).
In the inductive case
So, by equation (4), we conclude that, for any n
and when n is larger than 4,
Similarly, we prove that, for any n > 0,
The proof is by induction on n. For n = 1 both sides reduce to 4. For n > 1,
By equation (4) we conclude that
and since for any n,
Chebyshev's Ψ Function
Let us now consider the following function
where the product is over all primes less or equal to n. Chebyshev ψ function is the naperian logarithm of Ψ , but as we mentioned in the introduction, we try to avoid the use of logarithms as far as possible. The relation between Ψ and π should be clear:
Since moreover, n < a log a n+1 we also have n < a 2 log a n , so that, easily,
Let us now rewrite Ψ (n) in the following equivalent form:
It is then clear that, for any n,
Hence, the lower bound for B immediately gives a lower bound for Ψ , namely
For the upper bound, let us first observe that
where j(n, p, i) is 1 if n < p i+1 and 0 otherwise. Indeed
Then observe that
since if n < p i+1 then 2n/p i+1 mod 2 = 1. So we may conclude that
and in particular, for any n
and for 4 < n
We may now use inductively these estimates to prove
For the proof, we need the monotonicity of Ψ , that is easily proved:
Then we check that the property holds for any n ≤ 8, which can be done by direct computation. If n is larger than 8 we distinguish two cases, according to n is even or odd. We only consider the case n = 2m + 1 that is the most interesting one. Observe first that 8 < 2m + 1 implies 4 < m. Then we have:
In conclusion, we have
Bertrand's Postulate
Our approach to Chebyshev's theorem, as most modern presentations of the subject, essentially follows Chebyshev's original idea, but in a rudimentary form which provides a result that is numerically less precise, though of a similar nature. In particular, Chebyshev was able to prove the asymptotic estimates
In particular, since c 2 < 2c 1 , this implies that
for all large n. Actually, by direct computation, Chebyshev proved that the inequality remains true for all n, confirming a famous conjecture known as Bertrand's postulate.
With our rough estimates, we could only prove the existence of a prime number between n and 5n, for n sufficiently large. There exists however an alternative approach to the proof of Bertrand's postulate due to Erdös [4] (see also [7] , p. 344) that is well suited to a formal encoding in arithmetics
Then, B can also be written as
We now split this product in two parts B 1 and B 2 , according to k(n, p) = 1 or k(n, p) > 1. Suppose that Bertrand postulate is f alse, hence there is no prime between n and 2n. Moreover, if so k(2n, p) = 0. Summing up, under the assumption that Bertrand postulate is false,
On the other side, note that k(n, p) ≤ log p n, so if k(2n, p) ≥ 2 we also have log p 2n ≥ 2 that implies p ≤ √ 2n. So
For n ≥ 15, π(n) ≤ n/2 − 1. Hence, for any n ≥ 2 7 > 15 2 , we have
Putting everything together, supposing Bertrand's postulate is false, we would have, for any n ≥ 2
Observe that 2 2n = 2 2(2n/3) 2 2n/3 so, by cancellation,
and taking logarithms 2n 3 ≤ √ 2n 2 (log(2n) + 1)
We want to find, by arithmetical means, an integer m such that for all values larger than m the previous equation is false; moreover, the integer m must be sufficiently small to allow to check the remaining cases automatically in a feasible time.
We must prove √ 2n 2 (log(2n) + 1) < 2n 3 The strict inequality is the first source of trouble, so we prove instead √ 2n 2 (log(2n) + 1) ≤ 2n 4 using the fact that n m + 1 < n m for any n ≥ m 2 (in our case, n ≥ 8). By means of simple manipulations, it is easy to transform the last equation in the following simpler form
or equivalently 2(log n + 2)
We now use the fact that for any a > 0 and any n ≥ 4a 2 a n 2 ≤ 2 n to get, for any n ≥ 2
Automatic Check
To complete the proof, we have still to check that Bertrand's postulate remains true for all integers less then 2 8 . This is very simple in principle: it is sufficient to 1. Generate the list of all primes up to the first prime larger than 2 8 (in reverse order). 2. Check that for any pair p i , p i+1 of consecutive primes in such list, p i < 2p i+1 .
Both the generation of the list and its check can be performed automatically. All we have to do is to prove that our algorithm for generating primes is correct and complete, and that the previous check is equivalent to Bertrand's postulate, on the given interval.
Since before this formalization, Matita has contained in its library the machinery necessary to perform this check -particularly a function primeb capable of deciding whether its argument is a prime number or not. primeb is implemented in the trivial way: it computes the smallest factor of its argument n by repeatedly dividing it by any m ≤ n, and finally checks whether it equals n or not. The proof of correctness is, of course, straightforward; however, this comes at the cost of an inefficient algorithm, whose use is practical only for small values of n.
As it is often the case, to get better performance we must resort to a different algorithm, whose proof of correctness is less trivial. The sieve of Eratosthenes came as a good candidate, since it directly computes the list of the first primes up to a given number, which is precisely what we need. Furthermore, it has a simple implementation and an elementary, though a bit involved, proof of correctness, which is also interesting in itself as a small case of software verification. This is the actual code of the sieve, written in the Matita language: The function sieve_aux takes in input a list of primes (initially empty), a list of integers yet to sieve (initially comprising all natural numbers between 2 and a given number m), and an integer that is supposed to be larger than the length of the second list (initially m). This last parameter is used as recursive parameter to ensure termination. The algorithm simply takes the first element of the second list, adds it to the first list, and removes from the second list all its multiples.
Here is the function checking that each element of the list is less than twice its successor (we also check that the last element is 2): let rec check_list l \def match l with [ nil \Rightarrow true | cons (hd:nat) tl \Rightarrow match tl with [ nil \Rightarrow eqb hd 2 | cons hd1 tl1 \Rightarrow (leb (S hd1) hd \land leb hd (2*hd1) \land check_list tl) ] ].
In order for these procedures to be useful, some properties must hold. First we need to prove correctness and completeness of sieve, which in turn requires us to understand and prove the recursion invariant of sieve_aux. Informally:
Given a natural number m and two lists l1 and l2, such that -for any natural number p, p is contained in l1 if and only if it is prime and less than any number contained in l2 -for any natural number x, x is contained in l2 if and only if 2 ≤ x ≤ m and x isn't multiple of any number contained in l1 then, assuming l1 and l2 are respectively sorted decreasingly and increasingly, and t is less than the length of l2, sieve aux l1 l2 t is a sorted list of decreasing numbers and p is contained in sieve aux l1 l2 t if and only if p is prime and less than m.
The invariant is relatively complex, due to the mutual dependency of the properties of the two lists l1 and l2. A proof may be obtained by induction on t and then by cases on l2. In the interesting part, for t = t + 1 and l2 = h :: l, the statement is obtained by means of the induction hypothesis. The following lemmata are also needed:
1. p is contained in h :: l1 if and only if it is prime, less or equal than m, and less than any number contained in l 2. x is in l if and only if it is greater or equal than 2, less or equal than m, and it is not divisible by any number contained in h :: l1 3. length l ≤ t 4. h :: l1 is sorted decreasingly 5. l is sorted increasingly where l is l from which any number divisible by h has been removed, preserving the order, that is filter nat l (\lambda x.notb (divides b h x)).
The tricky lemmata are 1 and 2. For the first one, we proceed by cases:
, therefore it is less than m and it isn't divisible by any number in l1; since h :: l is sorted, h is also less than any number contained in l (and, in particular, less than any number in l ); this implies p is also a prime number. The opposite direction of the logical equivalence is trivial. -if p = h, the implication from left to right is trivial since, under this hypothesis, if p is contained in h :: l1, it must be contained in l1: by the hypothesis on l1, this implies the thesis. In the opposite direction, we must prove that if p is prime, less than m and less than any number contained in l , then p is contained in l1. First, p < h, otherwise by the hypothesis on l and the definition of l we could prove p is contained in l , thus obtaining p < p, which is absurd. Furthermore, for any x contained in h :: l, h ≤ x, because h :: l is sorted increasingly by hypothesis. Thus we get, for all x in h :: l, p < x, which implies by the hypothesis on l1 that p is contained in l1.
The second lemma is less complicated. In the left-to-right implication, the nontrivial part is to see that, if x is contained in l , then it isn't a multiple of any p contained in h :: l1. By cases, if p = h, the thesis follows by definition of l ; if p is contained in l1, it is sufficient to apply the hypothesis on l1. The opposite direction of the implication is obtained combining the hypotheses to show that x must be in h :: l. Then, x must be different from h (otherwise, we could prove that x doesn't divide itself). Since x must be in l and h doesn't divide x, x must also be in l . Last, we prove that if checklist l = true, then for any number p contained in l and greater than 2, there exists some number q contained in l, such that q < p ≤ 2q. The proof is easy by induction.
Combining the correctness and completeness of the sieve and this last property, we finally get that Bertrand's postulate holds for all integers less than 2 8 , just by checking that check_list (sieve (S (exp 2 8))) = true, a test which only takes some seconds.
Conclusions
In this paper we presented the formalization, in the Matita interactive theorem prover, of some results by Chebyshev about the distribution of prime numbers. Even if Chebyshev's main result has been later superseded by the stronger prime number theorem, his machinery, and in particular the two functions ψ and θ still play a central role in the modern development of number theory.
As also testified by our own development, Matita is a mature system that already permits the formalization of proofs of not trivial complexity (see . for another recent formalization effort). Although the Matita arithmetical library was already well developed at the time we started the work (see [2] ), several integrations were required, concerning the following subjects: Apart from these prerequisites, the proofs of Chebyshev's theorem and Bertrand's conjecture take respectively 2073 and 2389 lines (of which 1863 just devoted to the validity check of the conjecture for integers less then 2 8 ). A good amount of work was also spent in the investigation of related fields (Abel summations, properties of the Θ function, upper and lower bounds for Euler's e constant) that at the end have not been used in the main proof, but still have an interest in themselves. The following In Hardy's book [7] , the proof of Bertrand's postulate takes 42 lines, while Chebyshev's theorem takes precisely three pages (90 lines): this gives a de Bruijn factor of 20-25, that is in line with other developments in related subjects (see [3, 2] ). The most interesting datum is however the average time required to formalize a line of mathematical text, that in our case is about 1.5 hours (in [2] , on a different arithmetical subject, we gave an estimation of 2 hours per line). The impressive cost of the formalization is the main obstacle towards a larger diffusion of automatic provers in the mathematical community, and all the research effort in the area of formalized reasoning is finally aimed to reduce this cost.
Computing this value on large formalizations is an important an effective way to measure the state of the art and to testify its advancement.
