Abstract. There are three di erent actions of the unimodular Lie group SL(2) on a t wo-dimensional space. In every case, we s h o w h o w an ordinary di erential equation admitting SL(2) as a symmetry group can be reduced in order by three, and the solution recovered from that of the reduced equation via a pair of quadratures and the solution to a linear second order equation. A particular example is the Chazy equation, whose general solution can be expressed as a ratio of two solutions to a hypergeometric equation. The reduction method leads to an alternative formula in terms of solutions to the Lam e equation, resulting in a surprising transformation between the Lam e and hypergeometric equations. Finally, w e discuss the Painlev e analysis of the singularities of solutions to the Chazy equation.
It arises in the study of third order ordinary di erential equations having the \Painlev e property" that the solutions have only poles for moveable singularities (see also 3] , 4]).
The Chazy equation is important since it is the simplest example of an ordinary di erential equation whose solutions have a m o veable natural boundary. By a natural boundary we October 12, 1994 z Supported i n p art by a Nu eld Science F ellowship and SERC G r ant GR/H39420. y Supported i n p art by NSF Grants DMS 91{16672 and DMS 92{04192.
mean a closed curve in the complex plane beyond which the solution cannot be analytically continued. This phenomenon rst arises in the case of third order equations. In the case of Chazy's equation, the boundary is a circle, and is moveable in the sense that its position depends on the initial data for the solution. Chazy demonstrated the existence of moveable boundaries for (1.1) by relating its solutions to those of the linear hypergeometric equation Given any t wo independent solutions of this equation, (t) and (t), de ne the function x(t) b y x(t) = (t)= (t). Then x(t) maps the upper half t-plane into the interior of a spherical triangle with angles 0, 1 2 3 ), which has a straight line or a circle as a natural boundary and whose fundamental triangle also has angles 0, 1 2 , 1 3 . The general solution of (1.1) is then given by y(x) = 6 d dx = 6 d dt dt dx and has the same natural boundary as S(x). Thus the general solution of (1.1) is singlevalued in its domain of de nition. (In fact, every solution is analytic either in a punctured plane, or in a domain bounded by a straight line or a circle, the location of which i s dependent on the constants of integration.) Furthermore, the radius and center of this circle can be speci ed by the \initial conditions," i.e., in terms of y, y x and y xx at some given point x 0 , cf. 1].
The Chazy equation is deeply connected to special automorphic functions (elliptic modular functions) which arise in various branches of mathematics, in particular number In recent y ears the Chazy equation (1.1) has assumed added importance since it appears as a reduction of the self-dual Yang{Mills (SDYM) equations, 5]. Ward 24] conjectured that in some sense all soliton equations arise as special cases of the SDYM equations. Subsequently many of the well-known soliton equations, such as the Kortewegde Vries, nonlinear Schr odinger, sine-Gordon, Kadomtsev-Petviashvili, Davey-Stewartson, and Painlev e equations, have been discovered to be exact or asymptotic reductions of the SDYM equations (cf. 1]). All these classical soliton equations arise when it is assumed that the Yang-Mills potentials take v alues in a nite-dimensional Lie algebra such a s su (2) . By contrast, the Chazy equation arises when it is assumed that the Yang-Mills potentials take values in the in nite-dimensional Lie algebra sdiff(SU(2)) of all \divergence-free" vector elds on SU(2), 5] in fact, the Chazy equation is perhaps the simplest equation that arises from an in nite-dimensional Lie algebra. Therefore, the Chazy equation plays an important role in soliton theory and integrable systems.
We remark that the Chazy equation (1.1) also arises as a reduction of the stationary, where @ x @=@xetc., on the space M = C 2 .
Remark: There are ve inequivalent actions of three-dimensional simple Lie groups on a t wo-dimensional real manifold. There are four di erent actions of the real unimodular group SL(2 R), provided by the three listed in (2.1) (considered as real Lie algebras), and the additional real unimodular Lie algebra f@ x x@ x + u@ u (x 2 ; u 2 )@ x + 2 xu@ u g:
The fth Lie algebra fu@ x ; x@ u (1 + x 2 ; u 2 )@ x + 2 xu@ u 2xu@ x + ( 1 ; x 2 + u 2 )@ u g de nes the action of the rotation group SO(3) which is obtained from its natural action on the two-dimensional sphere via stereographic projection.
Whenever we h a ve a Lie group G acting on a space M ' X U, where X represents the independent v ariables and U the dependent v ariables, there is an induced action on the associated jet bundles J n = J n M, which is called the n th prolongation of G, and denoted pr (n) G. I t i s a n i n teresting fact that the three actions of SL (2) (2) : These vector elds span a Lie algebra isomorphic to the third one in the list (2.1) indeed, the transformation given by u = x+1=w provides the explicit isomorphism. The associated group action is (x w) 7 ;! x + x+ ( x+ ) 2 w + ( x+ ) :
:
Thus, all three inequivalent actions of SL (2) on two-dimensional complex manifolds arise from a single source through the process of prolongation. This raises the interesting question of how general this phenomenon is. Are di erent (complex) actions of a given transformation group related by the processes of prolongation and projection?
3. Di erential Invariants.
Recall rst that a scalar-valued function I(x u (n) ) depending on the independent and dependent v ariables and their derivatives, which i s i n variant under the prolonged group action pr (n) G, i s k n o wn as a di erential invariant of the group G. On the subset of the jet space where the prolonged group acts regularly, e v ery invariant system of di erential equations can be written in terms of the di erential invariants of the group action. (The singular subset of the prolonged group action is also determined by a G-invariant di erential equation, whose form is explicitly given in terms of the Lie determinant o f G, 17].
For simplicity, though, we shall omit its analysis here.) A complete system of di erential invariants is constructed through the use of invariant di erential operators | see 20] , 21], for the general theory. In the present case, since we are dealing with a single independent and a single dependent v ariable, we need just two functionally independent di erential invariants z = I(x u (n) ), w = J(x u (m) ) every other di erential invariant can be determined as a function of I Jand the di erentiated invariants
17], computed the fundamental di erential invariants for all of the complex transformation groups in the plane, including the previous three copies of SL (2) . The construction of the required di erential invariants is simpli ed by the prolongation connection between these three actions. In fact, this form of the solution can be re-expressed directly in terms of the solutions of the linear Schr odinger equation. We recall that, according to the method of variation of parameters, 13 p. 122], if (u) is one solution to the linear ordinary di erential equation (3.9) , then a second, linearly independent solution, is given by
Comparing with (3.10), we conclude that the general solution to the U (0) {invariant equation (3.4) is given, parametrically, in the form
where '(u) and (u) are two arbitrary linearly independent solutions to the linear Schr odinger equation (3.9) . Here, we h a ve absorbed the integration constant k in ( where '(u) and (u) form two linearly independent, but otherwise arbitrary, solutions to the linear Schr odinger equation (3.9).
Case II: U (1) For the second unimodular group action, by the prolongation connection, any di erential invariant o f U (0) will be a di erential invariant o f U (1) , provided it does not explicitly depend on u. (Di erential invariants depending on u provide \non-local" invariants of U (1) .) Thus the fundamental di erential invariants of U (1) where ! = ' u ; ' u (3:21) denotes the Wronskian of the two solutions '(u) and (u) to (3.9), which, by Abel's formula, is constant. Therefore, the general solution to the U (1) {invariant equation (3.18) can be written in parametric form as
It is worth remarking, however, that we can avoid the introduction of an auxiliary variable u by a more direct reduction of (3.18). According to equation ( Thus we h a ve reduced the original equation to a seemingly di erent linear second order equation. In fact, the two linear equations (3.9) and (3.26) are the same equation for the same dependent v ariable , but written in terms of di erent independent v ariables. Indeed, one transforms from one to the other by a c hange of independent v ariable s = F(u) according to equation (3.18), we h a ve s u = F 0 (u) = G(s), and s uu = F 00 (u) = G 0 (s)G(s), which proves the isomorphism between the two linear equations (3.9), (3.26).
Case III: U (2) As for the third unimodular group action, by the prolongation connection, any di erential invariant o f U (1) will be a di erential invariant o f U (2) , provided, when written in Thus the fundamental di erential invariants of U (2) where '(u) and (u) form two solutions of the second order linear equation (3.9), and ! is their Wronskian, cf. (3.21) . This completes our analysis of the reduction of (complex) ordinary di erential equations admitting a unimodular group of symmetries. We h a v shown that, in every case, an n th order equation invariant under SL(2) can be reduced in order by 3. Moreover, the solutions to the original equation can, in all cases, be recovered from those of the reduced equation via quadrature and the solution to a Riccati equation, or, equivalently, a linear second order ordinary di erential equation.
The Chazy Equation.
In his study of third order ordinary di erential equations having the Painlev e property, (2) , given in (2.7), by the map y = 6 w. Therefore, our integration method can be directly applied to the general Chazy equation ( 12) It is easily veri ed that if '(u) and (u) a r e a n y t wo linearly independent solutions of (4.12), then y(x) as de ned by (4.11) satis es equation (4.1) with = 1 9 . It appears that this result has not previously been written down. We leave the subsequent analysis of this special case to the reader.
The hypergeometric equation ( In the present case, starting with the hypergeometric equation (4. 5. Some General Considerations.
One question that arisies from the preceding analysis is whether it can be extended to other classes of di erential equations. In this section we i n vestigate the method used by Chazy to solve equation (4.1) and determine the general form of a di erential equation soluble by t h i s t e c hnique. In particular, we shall see that the hypergeometric equation (4.3) is the natural choice for Chazy's method.
Suppose that (t) is a solution of the linear second order equation This method of solving a nonlinear ordinary di erential equation in terms of the quotient of solutions of a second order linear equation can be generalized to higher order equations, 9]. Furthermore, the hierarchy of equations generated in 9] also turn out to be soluble in terms of modular functions, 23]. 6 . Painlev e Analysis.
In this section we discuss the structure of the singularities of solutions to the Chazy equation using a Painlev e analysis. We take the equation in the form y xxx = 2 yy xx ; 3y In order to determine whether (6.1) possesses the Painlev e property, w e apply the algorithm due to Ablowitz, Ramani and Segur 2]. We seek a solution of (6.1) in the neighborhood of an arbitrary point x 0 in the form of a Laurent series y(x) = 1 X n=0 a n (x ; x 0 ) n+ (6:2) where , a n , n = 0 1 2 : : : are constants to be determined such t h a t a 0 6 = 0. Leading order analysis shows that maximal dominant balance occurs when = ;1 and there are three possible leading orders: a 0 = ;6, ;3 where x 1 and x 2 are arbitrary constants. At each positive resonance there is a compatibility condition which m ust be identically satis ed for the expansion (6.2) to be valid. The compatibility conditions associated with the resonance r = 1 in both Cases (b) and (c) are easily shown to be identically satis ed for all values of k, w h i c h implies that a 1 is arbitrary. F urther, it is straightforward to show that the compatibility condition associated with the resonance r = k in Case (c) is also identically satis ed for all integer values of k. The existence of a second negative resonance in Case (b) is usually interpreted as indicating that the associated leading order gives rise to a so-called secondary branch.
Consequently, w e conclude that a necessary condition for equation (6.2) to possess the Painlev e property is that = 4 =(36 ; k 2 ) w i t h 1 < k 2 N, p r o vided that k 6 = 6 . A s remarked in x4 a b o ve, the cases k = 2, 3, 4, and 5, correspond to the dihedral triangle, tetrahedral, octahedral and icosahedral symmetry classes 12 x10.3]. Thus, it appears that these four values of k are similar to k > 6 from a Painlev e analysis point of view.
