Abstract. One of MacMahon's partition theorems says that the number of partitions of n into parts divisible by 2 or 3 equals the number of partitions of n into parts with multiplicity larger than 1. Recently, Holroyd has obtained a generalization. In this short note, we provide a bijective proof of his theorem.
Introduction
In his classic two volume work, Combinatory Analysis [4] , P. A. MacMahon devoted Chapter IV of Volume 2 to "Partitions without sequences." His object in this chapter is to make a thorough study of partitions in which no consecutive integers occur. A generalization of MacMahon's Theorem is proposed by Holroyd [3] . For positive integers a 1 , a 2 , . . . , a m , we denote the set of nonnegative integer combinations of a 1 , . . . , a m by
The set S is sometimes interpreted as describing sums of money that can be formed using coins of given denominations. When a 1 , . . . , a m are coprime, the compliment S c is finite [6] . The case m = 2 was studied by Sylvester [7] ; the case m ≥ 3 was proposed by Frobenius and is much less well understood in general except for a 1 , . . . , a m satisfying a certain condition which is implied by the condition (1.1) stated below; see [5, 6] . (i) partitions of n in which each part and each difference between two parts lies in S(a 1 , . . . , a m ); (ii) partitions of n in which each part appears with multiplicity lying in S(a 1 , . . . , a m ). If a 1 , . . . , a m can be ordered such that for all i = 2, . . . , m there exists a j < i such that
then in addition the following are equinumerous with (i) and (ii): (iii) partitions of n in which each part is divisible by some a i .
Conjugation of partitions [1] is the key ingredient in the proof of the equality between (i) and (ii). However, the proof of the equality between (i) and (iii) given in [3] is extremely complicated and does not provide any transparent idea about the relationship between the two sets of partitions. In the conclusion of his paper, Holroyd asked for a simple bijective proof of Theorem 1.2.
In this short note, we establish a bijection in response to the request of Holroyd.
The bijection
In this section, we will establish a bijection between the two sets described in (ii) and (iii). To provide the idea behind our proof, we first present the proof of Theorem 1.1 given in [2] . Proof of Theorem 1.1. By taking the conjugate partition, we see that the number of partitions of n with no 1's and no two consecutive integers is equal to the number of partitions of n not containing any part exactly once. That is, the multiplicity m k of the integer k occurring in a partition λ of n must be greater than 1. We write m k as
where x k ≥ 0 and 0 ≤ y k < 2. Due to the constraint for y k , we see that m k is written uniquely as a linear combination of 2 and 3. We define a partition µ = 1
Clearly, the resulting partition µ has parts divisible by 2 or 3. Since the linear combination is unique, the map is a bijection.
We now prove Theorem 1.2. If the greatest common divisor g of a i 's is greater than 1, then the theorem reduces to the case when (n/g, a 1 /g, . . . , a m /g); while if a i is a multiple of a j for some j = i, then a i can be removed from a 1 , . . . , a m . Hence we assume that a 1 , a 2 , . . . , a m are relatively prime and none of a i is a multiple of another a j .
Proof of Theorem 1.2. A m (n), B m (n), and C m (n) denote the sets counted in (i), (ii), and (iii) in the theorem, respectively. It follows from partition conjugation that A m (n) and B m (n) are equinumerous. We construct a bijection between B m (n) and C m (n) inductively. For m = 2, we can generalize the idea of the proof of Theorem 1.1. Let λ ∈ B 2 (n). That is,
with m k ∈ S(a 1 , a 2 ). We write m k as
where x k ≥ 0 and 0 ≤ y k < a 1 . Since gcd(a 1 , a 2 ) = 1 and y k < a 1 , the decomposition of m k is unique. We define a partition µ = 1
Clearly, the resulting partition µ has parts divisible by a 1 or a 2 . Since the linear combination for m k is unique, the map is a bijection between B 2 (n) and C 2 (n). We assume that there is a bijection between B m−1 (n) and C m−1 (n) for any positive integer n and any sequence of positive integers a 1 , . . . , a m−1 satisfying the condition described in the theorem. We will construct a bijection for a 1 , . . . , a m . First we analyze the condition on the a i 's. Let g = gcd(a 1 , . . . , a m−1 ). We assume that for some l < m,
from which it follows that a m has to be a multiple of a l . However, we have already ruled out this case. Thus g > 1 and gcd(g, a m ) = 1. Let
Since m k ∈ S(a 1 , . . . , a m ), it can be written as
where m k ≥ 0 and 0 ≤ x k,m < g. Since gcd(g, a m ) = 1 and x k,m < g, the decomposition of m k into g and a m is unique. Furthermore, since m k ∈ S(a 1 , . . . , a m−1 , a m ),
Then, by the induction hypothesis, there is a bijection between B m−1 (n ) and C m−1 (n ). Let
be the resulting partition in C m−1 (n ). We now define a partition µ = 1
Clearly, the resulting partition µ has parts divisible by at least one of a i 's. Hence
Since the linear combination is unique, the map is a bijection. 
