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A nonzero non-Hermitian winding number indicates that a gapped system is in a nontrivial
topological class due to the non-Hermiticity of its Hamiltonian. While for Hermitian sys-
tems nontrivial topological quantum numbers are reflected by the existence of edge states, a
nonzero non-Hermitian winding number impacts a system’s bulk response. To establish this
relation, we introduce the bulk Green function, which describes the response of a gapped sys-
tem to an external perturbation on timescales where the induced excitations have not propa-
gated to the boundary yet, and show that it will grow in space if the non-Hermitian winding
number is nonzero. Such spatial growth explains why the response of non-Hermitian sys-
tems on longer timescales, where excitations have been reflected at the boundary repeatedly,
may be highly sensitive to boundary conditions. This exponential sensitivity to boundary
conditions explains the breakdown of the bulk-boundary correspondence in non-Hermitian
systems: topological invariants computed for periodic boundary conditions no longer predict
the presence or absence of boundary states for open boundary conditions.
I. INTRODUCTION
According to the topological classification of matter,
two Hamiltonians belong to the same topological class
if they can be continuously deformed into each other
without closing a gap.1–5 Quantities that do not change
under such a deformation are called topological invari-
ants; Hamiltonians from the same class must yield the
same value for the invariant. Of prime interest are
topological invariants that can be related to physical
observables; for example, the Chern number of a two-
dimensional electronic insulator features directly in the
Hall conductance.6 The most general and striking conse-
quence of the topological classification of insulators is the
bulk-boundary correspondence, which predicts that if the
topological invariants calculated from the Bloch Hamil-
tonian of a periodic system are nonzero, then bound-
ary eigenstates exist in a system with open boundary
conditions.1,7–11 This holds if the system Hamiltonian is
Hermitian, which means that it conserves the number of
particles.
Non-Hermitian Hamiltonians12–15 describe open sys-
tems with loss and gain, where probability (quantum
mechanical case) or energy (classical case) are no longer
conserved16,17. For such systems, generalized topological
invariants can be defined18–30, which have no counterpart
(i.e. vanish) in Hermitian systems, for example the so-
called non-Hermitian winding number19,23,24. The phys-
ical consequences of these novel invariants are not fully
understood yet. Unlike in the Hermitian case, the bulk-
boundary correspondence seems to break down: Topo-
logical invariants calculated from the energy bands for
periodic boundary conditions no longer fully predict the
presence of zero energy eigenstates in systems with open
boundary conditions31–43.
In this work, we establish an experimentally observ-
able implication of the non-Hermitian winding number
in one-dimensional lattice systems. While we do not pro-
vide a final answer to the question of the bulk-boundary
correspondence for non-Hermitian systems, we identify a
key mechanism for its breakdown: We introduce the bulk
regime, which captures the response of a system to an ex-
ternal perturbation on timescales where the induced bulk
excitations have not propagated to the boundary yet, and
boundary conditions do not yet influence the response.
Our main result is to show that the response in the bulk
regime will grow in space if the non-Hermitian winding
number is nonzero. This is in strong contrast to the re-
sponse of a system with periodic boundary conditions,
which always decays in space, and where the response
is considered only after excitations had sufficient time
to propagate through the entire system repeatedly. The
spatial growth of the bulk response makes a high sensi-
tivity to boundary conditions plausible, and also explains
the subsequent failure of topological invariants calculated
for periodic systems to fully capture the response of sys-
tems with open boundary conditions: such topological
invariants no longer predict the presence or absence of
boundary states. Conversely, we establish that a spatial
growth of the response in the bulk regime does not oc-
cur for systems with a line gap in the energy spectrum,
making it plausible that the bulk-boundary correspon-
dence established for Hermitian Hamiltonians continues
to hold in this case. This work complements our results
in Ref.38 by providing a precise definition of the bulk
Green function and proving spatial growth for general
lattice systems. We note that our analysis of the bulk
Green function is more general than a description of the
non-Hermitian skin effect31,33,44–53, which is a property
of eigenstates for specific boundary conditions, while the
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2bulk Green function is not affected by boundary condi-
tions at all.
To describe a spatially growing response function, we
consider the Bloch Hamiltonian H(eik) not only for real
momenta k, but will generalize to a complex variable,
and consider H(z). The response function (Green func-
tion) is essentially an inverse of the Hamiltonian, G(E) ∼
[E −H(z)]−1, which admits a partial fraction decompo-
sition as a sum over terms [z−zj(E)]−1, where the zj(E)
are complex roots of the determinant of the Hamiltonian.
This allows us to derive explicit formulas for both the pe-
riodic Green function and the bulk Green function, which
are represented as sums of powers [zj(E)]x, where x is an
integer denoting the spatial distance in units of the lat-
tice contant between the spatial point where the system
is excited and the point where the response is measured.
To achieve our goal of describing the response in the bulk
regime, we introduce a definition of the bulk Green func-
tion via analytic continuation, which proceeds by adding
a uniform dissipation Γ large enough to suppress any am-
plification, and then following the path of the poles zj(Γ)
in the complex plane back to Γ = 0. If, at the end of this
procedure, lattice sites with positive x receive contribu-
tions from roots with |zj | > 1, then the response grows
as the distance is increased. This happens precisely if at
least one root has moved from inside the unit circle to
the outside or vice versa. But a nonzero net movement
can be detected by the non-Hermitian winding number,
i.e. the winding number of the determinant det(H(z)),
which for this reason indicates the exponential growth of
the bulk Green function.
The paper is organized as follows: In Section II, we
define the bulk regime and motivate the definition of the
bulk Green function, which describes the response of a
system on timescales where induced excitations have not
propagated to the boundary yet. In Section III, we com-
pute the periodic Green function in terms of the roots zj
of the determinant of the Hamiltonian, define the bulk
Green function via analytic continuation, and determine
the circumstances under which the bulk Green function
differs from the periodic one. In Section IV, we define
the non-Hermitian winding number for one-dimensional
systems, show that it counts the difference between roots
zj inside and outside the unit circle, and establish that
a nonzero winding implies that the bulk Green function
exponentially grows in space. In Section V, we present
our conclusions. In Appendix A, we relax an assumption
on the Hamiltonian which was made in Section III for the
sake of clarity. In Appendix B, we justify the definition
of the bulk Green function via analytic continuation by
showing that it indeed agrees with the long-time limit
of the driven SchrÃűdinger equation whenever this limit
exists. In Appendix C, we present an argument that the
solution to the driven Schrödinger function, and thus the
bulk Green function, decays in space for so-called purely
dissipative Hamiltonians. In Appendix D, we discuss a
lattice model for which the driven Schrödinger equation
can be solved exactly. In Appendix E, we give an example
of a non-Hermitian Hamiltonian whose bulk Green func-
tion grows in space, but which can be deformed into a
Hermitian Hamiltonian with zero non-Hermitian winding
number without closing the point gap, thus demonstrat-
ing that an exponentially growing bulk response does not
imply a nonzero winding number.
II. BULK REGIME
In this section, we define the bulk regime, which char-
acterizes the response of a system on timescales where
induced excitations have not propagated to the bound-
ary yet, and where boundary conditions do not yet in-
fluence the response. We refer to the Green function
in this regime as bulk Green function. This is in con-
trast to the response of a system with periodic bound-
ary conditions, for which topological invariants are tradi-
tionally computed, where excitations had time to repeat-
edly propagate through the entire system, and the pe-
riodic boundary conditions may influence the response.
For non-Hermitian systems, these two responses may dif-
fer significantly: The response in the bulk regime may
grow in space, which implies that the response on longer
timescales will be highly sensitive to boundary condi-
tions.
We consider one-dimensional systems with transla-
tional invariance and finite range hopping, described by
a Hamiltonian operator Hˆ acting on wave functions ψ(x)
with internal degrees of freedom. The discussion in this
section applies to both continuum models and lattice
models, while we will consider more specific lattice mod-
els in subsequent sections.
To physically motivate the Green function in the bulk
regime, we appeal to the known fact that Green func-
tions describe solutions to the equation of motion in re-
sponse to periodic driving. In particular, we consider the
Schrödinger equation for a wave function ψ(t, x) subject
to a driving force at position y = 0 that oscillates with
frequency (energy) E:
i∂tψ(t, x) = Hˆψ(t, x)− ψ0e−iEtδx,0 (1a)
ψ(0, x) = 0. (1b)
Here, Hˆ is the non-Hermitian Hamiltonian operator of
interest and ψ0 is a vector that records the amplitudes of
the drive. We now discuss the time evolution of the solu-
tion qualitatively. Initially, the wave function vanishes,
but the driving force will inject nonzero amplitude into
the system. Under the assumption of short-range hop-
ping in Hˆ, an excitation initially localized at x = 0 will
propagate with a maximum velocity, say v. For a sys-
tem of length L, the excitation will not reach the bound-
ary until a time T ∼ L/v. Meanwhile, the driving will
continue to inject excitations at position x = 0. As a
3result of this continuous injection, we expect that the
wave function near the origin will settle into a stationary
shape, reflecting the steady flow of excitations that are
added to this region and propagate away from it. We
will identify the bulk Green function Gbulk(E;x) with
this wave shape. Later, at times t & 2T , the excitations
that were injected previously will have had time to reach
the boundary, be reflected, and propagate back to the
origin, eventually disturbing the initial stationary state.
More formally, the Green function in the bulk regime
is given by the solution to Eq. (1) in the simultaneous
limit where both t → ∞ and L → ∞, but the system
size L grows asymptotically faster than the maximum
propagation distance vt, such that vt/L → 0. Math-
ematically, this is conveniently accomplished by letting
the spatial domain of definition of ψ(t, x) be the infi-
nite real axis (or lattice), and then taking the point-
wise limit limt→∞ ψ(t, x)eiEt. In order to obtain a well-
defined limit, we compensate the oscillatory behavior of
the wave function by including the factor eiEt. We illus-
trate this concept with the help of a specific example, the
continuum model
Hˆ = −i∂x + iγ . (2)
This Hamiltonian describes a wave traveling to the right
with an additional non-Hermitian term. The real pa-
rameter γ may be negative (loss) or positive (gain). For
the case E = 0, the solution to the driven Schrödinger
equation (1) is readily calculated as
ψ(t, x) = iψ0[θ(x)− θ(x− t)]eγx , (3)
where θ denotes the Heaviside theta function. The wave
function is nonzero only in the spatial interval 0 < x < t
and has already reached a stationary state in this interval
[see Fig. 1]. Thus, we can straightforwardly take the limit
t→∞, pointwise for each position, and obtain the bulk
Green function
Gbulk(0;x) := lim
t→∞ψ(t, x)/ψ0 = iθ(x)e
γx . (4)
For γ negative (loss), the Green function decays in space
as we would expect in a gapped Hermitian system for
excitation energies smaller than the energy gap, but for
γ positive (gain), it grows exponentially. Compared to
Hermitian systems, the long-time limit only exists in the
sense of pointwise convergence, but not in the sense of
convergence in the Hilbert space norm, because the latter
is only defined for wave functions that decay at spatial
infinity. This implies that we will have to take some care
when applying mathematical techniques known from the
Hermitian case, because they typically assume that wave
functions have a finite Hilbert space norm.
In the following section, we will derive an explicit ex-
pressions for the bulk Green function of general non-
Hermitian lattice systems. However, we will not compute
ψ (t , x)
x
iψ0
t
FIG. 1. Illustration of the bulk regime: The solution ψ(t, x) to
the driven Schrödinger equation for the Hamiltonian Eq. (2)
grows exponentially in space as the induced excitations travel
to the right (for γ > 0). Nonetheless, the wave function con-
verges to a steady state pointwise for every position x in the
limit t→∞.
the long-time limit t→∞ directly, but will instead per-
form an analytic continuation of the periodic Green func-
tion with additional dissipation. The connection between
these two approaches can be established by considering
the Laplace transform of the Green function, which we
describe in detail in Appendix B. In fact, we will formally
define the bulk Green function as the analytic continu-
ation Eq. (22). This definition is more general than the
pointwise limit t → ∞, because it also applies to situa-
tions where no stationary state is reached: In some non-
Hermitian systems, it may happen that the wave function
is amplified faster than excitations can propagate away,
and the solution to the driven Schrödinger at x = 0 grows
indefinitely in time. The physical interpretation of the
analytic continuation in this case is outside the scope of
this work however.
III. PERIODIC VERSUS BULK GREEN
FUNCTION
In this section, we derive derive explicit expressions
for the periodic and the bulk Green function, and show
that in non-Hermitian systems the two Green functions
no longer need to agree with each other in the limit of
large systems size, contrary to the Hermitian case. How-
ever, we will demonstrate that periodic and bulk Green
function agree with each other in two important cases:
in (i) so-called purely dissipative systems, and (ii) in sys-
tems with a real line gap20, where the imaginary axis is
excluded from the spectrum of the Bloch Hamiltonian.
This makes it plausible that the bulk-boundary corre-
spondence continues to hold in both these cases, which
implies that topological invariants computed for periodic
boundary conditions predict boundary states in a system
with open boundary conditions.
We consider one-dimensional lattice systems with
translational invariance and finite range hopping. By
suitably enlarging the unit cell, we can describe them by
4a Hamiltonian operator Hˆ with nearest-neighbor hopping
only. Its action on a lattice wave function ψ(x) is defined
by (Hˆψ)(x) = H−1ψ(x−1)+H0ψ(x)+H1ψ(x+1), where
H−1, H0, H1 are complex N×N -matrices, and N denotes
the number of sites (degrees of freedom) within a unit
cell. We have chosen to label lattice sites by an integer
x and set the lattice spacing to unity. The well-known
Bloch Hamiltonian H(eik) is obtained by applying the
Hamiltonian operator to plane waves ψ(x) = eikx with
real momentum k. However, to compute Green functions,
it will be very useful to consider its analytic continuation
to complex momenta by replacing the phase increment
between adjacent lattice sites eik with a complex num-
ber z. In this way, we are led to consider the matrix
Hamiltonian
H(z) = H−1z−1 +H0 +H1z, (5)
which we simply call the Hamiltonian, for any complex
number z, and not just for pure phases eik. This corre-
sponds to considering the action on wave functions of the
form ψ(x) = zx, which describe exponentially damped or
growing waves. A Hermitian Hamiltonian is character-
ized by the requirements H−1 = H
†
1 and H0 = H
†
0 , but
there are no such constraints for non-Hermitian Hamil-
tonians.
We consider systems with an energy gap: A Hamil-
tonian is said to have a point gap20 at zero energy if
none of the (energy) eigenvalues of the Bloch Hamil-
tonian H(eik) is equal to zero for any real momentum
k. This is the same as saying that the matrix H(z) is
invertible on the unit circle |z| = 1. Since the Green
function at zero energy is an integral over the inverse of
the Hamiltonian, this condition ensures that the Green
function is well-defined. We emphasize that no condition
is imposed away from the unit circle, |z| 6= 1. While
this notion of energy gap is sufficient for Hermitian sys-
tems, for non-Hermitian systems, another notion was in-
troduced in the literature20, called real line gap, which is
stronger and requires that the eigenvalues of H(eik) need
to avoid not just zero, E 6= 0, but the entire imaginary
axis, Re(E) 6= 0. Later, we will show that this stronger
condition implies that bulk and periodic Green function
agree with each other asymptotically; but for now, we
only assume a point gap.
We now discuss the Green function for periodic bound-
ary conditions, or periodic Green function Gperiod(E)
in more detail. It represents the resolvent operator
[E − Hˆ]−1 for a periodic system. In the following, we fo-
cus on zero energy, E = 0. Periodic boundary conditions
allow us to represent the Green function as a discrete
Fourier series
Gperiod(0;x) = − 1
L
L−1∑
m=0
eikmx
H(eikm)
, km =
2pim
L
, (6)
where L is the number of sites in the lattice. Since we
have assumed a point gap, the matrix inverse 1/H(eikm)
Im z
Re z
z1
z2
z2N
…
…
z2N−1
γ1
γ2
FIG. 2. Illustration of the integration contour for the integral
representation of the periodic Green function Gperiod, Eq. (7),
consisting of two paths γ1,γ2 that form the boundary of a
thin annulus that encloses the unit circle. The poles of the
integrand are indicated by crosses: The factor 1/(zL − 1)
contributes poles on the unit circle, while the inverse of the
Hamiltonian contributes poles z1, . . . , z2N that lie outside the
annulus.
is well-defined. We can bring this expression into a more
explicit form by using the residue theorem and rewriting
it as a contour integral. In particular, the exponentials
eikm are the poles of the function g(z) = 1/[z(zL−1)] on
the unit circle, with residues equal to 1/L. Thus, we find
Gperiod(0;x) = − 1
2pii
∮
γ
dz
z
1
H(z)
zx
zL − 1 , (7)
where the integration contour γ = γ1 ∪ γ2 is the bound-
ary of an thin annulus that encloses the unit circle,
e.g. γ1,2(t) = (1 ± ε)e±2piit, as illustrated in Fig. 2. To
proceed, we will use the residue theorem a second time,
but we will now evaluate Eq. (7) as a sum over all poles
that lie outside the annulus. These poles are due to the
inverse of the Hamiltonian.
A compact way to employ the residue theorem as de-
scribed above is to utilize a partial fraction decomposi-
tion for the inverse Hamiltonian, which we will derive in
the following form:
−1
z
1
H(z)
=
2N∑
j=1
Gj
1
z − zj , (8)
where G1, . . . , G2N are complex N × N matrices, and
z1, . . . , z2N are complex numbers. These number are the
zeros of the determinant det(H(z)), and for a Hamilto-
nian with a point gap, they do not lie on the unit circle,
|zj | 6= 1. For this decomposition to hold, we need to as-
sume: (i) that the roots zj are distinct from each other,
and (ii) that the hopping matrices H−1 and H1 in the
Hamiltonian (5) are invertible. The first assumption (i)
5is mild: It is true for a generic non-Hermitian Hamilto-
nians with a point or line gap, and the rare case where
two or more roots coincide will either not affect the gist
of our results or correspond to a transition point. The
second assumption (ii) is more restrictive, it implies that
the hopping between neighboring unit cells involves all
internal degrees of freedom of these cells. However, we
make this assumption only for the sake of simplicity, both
the results and the main ideas of our argument hold with-
out it; in fact, we present the details for the general case
in Appendix A. To derive the partial fraction decompo-
sition (8), the first step is to use that the inverse of a
matrix can be expressed in terms of its determinant and
its adjugate matrix (Cramer’s rule):
1
z
1
H(z)
=
1
det(zH(z))
adj(zH(z)) . (9)
We now argue that both the adjugate matrix and the
determinant are polynomials in the matrix entries, and
thus polynomials in z, because the entries of the matrix
zH(z) are themselves polynomials in z. Explicitly, the
determinant can be expressed as
det(zH(z)) =
2N∑
m=0
amz
m , (10)
with complex coefficients a0, . . . , a2N . Using the defini-
tion of the determinant as an alternating sum over per-
mutations, one can see that the lowest and highest co-
efficients are a0 = det(H−1) and a2N = det(H1), which
are nonzero by assumption (ii). Thus, this polynomial
has degree 2N and nonzero roots z1, . . . , z2N . They al-
low us to express the determinant of the Hamiltonian as
a product
det(H(z)) = det(H1)z
−N (z − z1) · · · (z − z2N ) . (11)
Here, we have used the scaling identity det(zH(z)) =
zN det(H(z)). Then, performing a partial fraction de-
composition for each matrix entry of the right-hand side
in Eq. (9) gives the result Eq. (8). Assumption (i) im-
plies that the roots are distinct; thus each pole is sim-
ple, and no higher powers appear in the decomposition.
Moreover, there is no constant polynomial term in the
decomposition (8), because our assumption det(H1) 6= 0
implies that the left-hand side tends to zero as z → ∞.
Likewise, det(H−1) 6= 0 guarantees that there is no pole
at z = 0.
We now evaluate the periodic Green function by per-
forming the contour integral Eq. (7) over the complement
of the annulus. For this purpose, we assume that the
values of x lie in the range 0, 1, . . . , L − 1 and continue
periodically later on. Then, the integrand has no poles
at z = 0 or at z = ∞, and we can focus on the poles
at the points zj . Integration over the inner contour γ2
will have contributions due to roots with |zj | < 1, while
applying the residue theorem to the outer curve γ1 on
the Riemann sphere will yield contributions due to roots
with |zj | > 1. Taken together, we find
Gperiod(0;x) = −
2N∑
j=1
Gj
(zj)
x
(zj)L − 1 , for x = 0, 1, . . . , L−1.
(12)
This expressions simplifies further if we take the limit
of an infinite system, L → ∞. For this, we need to
label the positions in a symmetric way by using the spa-
tial periodicity of Gperiod, such that the range of site
labels becomes x = −L/2, . . . ,−1, 0, 1, . . . , L/2, which
turns into the set of integers in the infinite system limit.
The limit is straightforward for positive labels, but for
negative labels, we need to keep in mind that Eq. (12)
was originally derived for positive labels, so we have to
use periodicity, x ≡ L + x, to rewrite the summands as
(zj)
x/((zj)
L−1) = (zj)L+x/(1− (zj)−L), and keep L+x
fixed when performing the limit. In this way, we obtain
Gperiod(0;x)
L→∞
=

∑
|zj |<1
Gj(zj)
x , if x = 0, 1, . . .∑
|zj |>1
(−1)Gj(zj)x , if x = 0,−1, . . .
(13)
Above, we have used that the factor 1/([zj ]L−1) asymp-
totically tends to (−1) when the root lies inside the unit
circle, |zj | < 1, and vanishes when the root lies outside,
|zj | > 1. Physically, the Green function describes the
response of the system when it is perturbed at the center
position x = 0. Thus, the response to the left of the per-
turbation is found at negative x, while the response to
the right is found at positive x. We see that in each case,
a different set of roots contributes to the Green function.
Moreover, the contributions are such that each term de-
cays as we move away from the perturbation, x→ ±∞.
In the following, we will not assume periodic boundary
conditions anymore, and turn our discussion to the bulk
regime as introduced in Section II. In a Hermitian sys-
tem, one would compute the bulk Green function from
the periodic Green function by taking the limit of the
system size going to infinity, obtaining Eq. (13). How-
ever, and this is a key result of our work, this proce-
dure will fail to model the bulk regime for general non-
Hermitian Hamiltonians, because it assumes that impos-
ing periodic boundary conditions before taking the in-
finite system limit commutes with the long-time limit.
Before discussing this general case, we will first define a
subclass of Hamiltonians, which we will call “purely dissi-
pative” Hamiltonians, where the bulk Green function can
still be obtained from the periodic one. To establish this
connection, we appeal to the analyticity properties of the
retarded Green function for a Hermitian Hamiltonian, in
particular to the fact that it is a complex analytic func-
tion of the energy parameter E in the upper half-plane.
In addition, due to the fact that the Green function is an
inverse, the poles of the Green function are the eigenval-
ues of the Bloch Hamiltonian. Thus, if the eigenvalues
6of a general non-Hermitian Bloch Hamiltonian all lie in
the lower half-plane, then it is plausible that the infinite
system limit of the periodic Green function describes a re-
tarded response on short to medium timescales, i.e. in the
bulk regime. For such Hamiltonians, any excitation dis-
sipates because all eigenvalues have negative imaginary
parts. However, due to the fact that the eigenvectors of
non-Hermitian Hamiltonians need not be orthogonal, we
introduce a slightly stronger notion of dissipation: We
call a Hamiltonian purely dissipative if the matrix cor-
responding to its antihermitian part is always negative
semidefinite,
(i/2)[H(eik)† −H(eik)] ≤ 0 for every k ∈ [−pi, pi]. (14)
This condition ensures that the total probability of any
wave function decreases monotonically, whereas the re-
quirement that all eigenvalues have negative imaginary
part may only imply that decay will happen eventually
(see also Eq. (C11e) in the Appendix). This example
motivates us to consider, for any general non-Hermitian
Hamiltonian H(z), the family of Hamiltonians obtained
by adding an auxiliary, uniform dissipation,
HΓ(z) := H(z)− iΓ1, (15)
as this will shift the energy eigenvalues towards the lower
half-plane. If we choose Γ slightly larger than the maxi-
mum gain,
Γ0 = max
k
{gain(H(eik))}+ ε, ε > 0, (16)
then all eigenvalues of HΓ0(z) are moved far into the
lower half-plane, and the shifted Hamiltonian HΓ0(z)
becomes purely dissipative. Here, gain(H) denotes the
maximum eigenvalue of the Hermitian matrix (i/2)(H†−
H).
To find the bulk Green function of a general non-
Hermitian Hamiltonian, we now define an auxiliary
Green function for the Hamiltonians HΓ(z) via the
Fourier integral
G(iΓ;x) := −
∫ pi
−pi
dk
2pi
eikx
HΓ(eik)
=
∫ pi
−pi
dk
2pi
eikx
iΓ−H(eik) ,
(17)
where Γ is the uniform dissipation motivated in Eq. (15).
In this definition, we have replaced the discrete sum in
Eq. (6) by an integral over continuous momenta, in this
way taking the limit of infinite system size, L → ∞. As
before, we reexpress the integral in Eq. (17) as a contour
integral in order to use the residue theorem. In fact, there
are two ways to do this:
G(iΓ;x) =
1
2pii

∫
|z|=1
dz
z
zx
iΓ−H(z) ,∫
|ζ|=1
dζ
ζ
ζ−x
iΓ−H(ζ−1) .
(18)
Both integrals give the same result, but the first form
is suitable for positive x, while the second is suitable
for negative x. In both cases, the powers zx, resp. ζ−x
do not contribute any poles inside the integrate contour
(unit circle). Again, we perform a partial fraction de-
composition, and find that Eq. (8) generalizes to
−1
z
1
iΓ−H(z) =
2N∑
j=1
Gj(Γ)
1
z − zj(Γ) , (19)
where the roots zj(Γ) and coefficient matrices now de-
pend on the uniform dissipation Γ. We keep the previous
notation for the roots: zj is equivalent to zj(0). For this
formula to hold, we need to generalize our previous as-
sumption (i) and now assume that the roots are distinct
for each value Γ ≥ 0. This also allows us to consider the
values zj(Γ) as continuous functions in Γ, by ordering
the roots appropriately. Applying the residue theorem
to Eq. (18) and using the representation Eq. (19), we
obtain a generalization of Eq. (13):
G(iΓ;x) =

∑
j∈JR(Γ)
Gj(Γ)(zj(Γ))
x , if x = 0, 1, . . .∑
j∈JL(Γ)
(−1)Gj(Γ)(zj(Γ))x , if x = 0,−1, . . . .
(20)
Here, we have introduced a notation for the indices of the
roots that occur in each sum:
JR(Γ) := {j : |zj(Γ)| < 1} (21a)
records the indices of the roots which occur for positive
x, while
JL(Γ) := {j : |zj(Γ)| > 1} (21b)
collects those that contribute for negative x. We note
that the roots are divided in such a way that the Green
function decays in space: those with magnitude smaller
than one are taken to a positive power, while the others
are taken to a negative power, and the terms in the sum
become exponentially small as the distance to the origin
increases.
We now define the bulk Green function, which describes
the physical response of a non-Hermitian system in the
bulk regime introduced in Section II, via analytic contin-
uation. We try to make the definition of the bulk Green
function plausible here, but refer to Appendix B for de-
tails on the connection between long-time limit and an-
alytic continuation. First, we note that the Green func-
tion G(0;x) always decays in space, because the integral
in its definition Eq. (17) is the L → ∞ limit of the sum
Eq. (13) defining the periodic Green function, which we
have shown to decay in space by explicit computation,
Eq. (13). For this reason, in general the Green function
G(0;x) will not agree with the bulk response of a system
with amplification, which may grow in space. However,
we argue that by adding an uniform dissipation Γ0 larger
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FIG. 3. Illustration of the analytic continuation Γ0 → 0.
For large uniform dissipation, the roots z1(Γ0), . . . , zN (Γ0) lie
inside the unit circle, while the roots zN+1(Γ0), . . . , z2N (Γ0)
lie outside. As the dissipation is reduced, the roots zj(Γ) will
move along paths in the complex plane. If one of the roots
moves from inside the unit circle to the outside (or vice versa),
say z2(Γ) as shown here, the bulk Green function Gbulk will
grow in space. No such crossing may occur if the Hamiltonian
is purely dissipative or has a real line gap.
than the maximum gain, the corresponding Green func-
tion G(iΓ0;x) is physical. Thus, it is plausible that the
bulk response of a general non-Hermitian Hamiltonian
is obtained by gradually removing the extra dissipation
via analytic continuation, in this way obtaining the bulk
Green function
Gbulk(0;x) := G(iΓ0 → 0;x). (22)
Here, the notation iΓ0 → 0 stands for analytic continua-
tion, which is performed as follows: The Green function
G(iΓ, x), given by Eqs. (20) and (21), is evaluated for a
fixed position x and then analytically continued in the
variable Γ along a straight line from Γ0 to 0. Crucially,
the index sets JL/R(Γ0) are kept fixed in the process of
analytic continuation, such that G(iΓ0 → 0;x) is differ-
ent from G(0, x) directly obtained from Eq. (17), letting
Γ0 = 0 inside the intergral. We will discuss the ratio-
nale behind keeping the index set fixed under analytic
continuation in the next paragraph.
We now discuss the recipe for analytic continuation of
the Green functionG(iΓ0, x) in detail. First, one needs to
realize that it does not work to perform the analytic con-
tinuation iΓ0 → 0 inside the integral Eq. (17). In general,
we will obtain different results depending on whether we
first evaluate the integral, and then perform an analytic
continuation, or whether we first perform an analytic con-
tinuation of the integrand and then integrate. Only in
the case where the integrand [iΓ−H(eik)]−1 is analytic
on the line 0 ≤ Γ < Γ0, both procedures will give the
same result, and the periodic and the bulk Green func-
tions agree with each other. This condition of no poles
on the upper complex axis is satisfied when the eigen-
values of the Bloch Hamiltonian avoid not just zero en-
ergy (E = 0), but the upper imaginary axis (E = iΓ for
any Γ ≥ 0). This certainly holds for purely dissipative
Bloch Hamiltonians, whose eigenvalues avoid the entire
upper half-plane. But it is also true for Bloch Hamilto-
nians with a real line gap as defined in the literature20
and discussed earlier, because there the entire imaginary
axis is avoided, though this is stronger than what we
actually need here. In contrast, in the case where the
integrand becomes singular, the analytic continuation of
the integrand will yield a different result than a continu-
ation after performing the integral. Thus, in general we
have to define the analytic continuation via following the
evolution of the zeros in Eqs. (20) and (21). When Γ
changes, the roots zj(Γ) evolve along paths in the com-
plex plane, beginning at zj(Γ0) and ending at zj = zj(0)
[see Fig. 3]; similarly for the prefactors Gj(Γ). Now, the
key point is that the index sets JL,R(Γ) may evolve dis-
continuously, since one root can jump from one set to the
other. However, the analytic continuation of the Green
function must be continuous, and thus jumps in the index
set are not allowed. For this reason, we keep the index
set unchanged in the process of analytic continuation, and
thus equal to JL/R(Γ0). In other words, the assignment
of the roots to each sum is determined by their values
for large dissipation, while the roots themselves are the
same as for zero dissipation; we conclude that
Gbulk(0;x) =

∑
j∈JR(Γ0)
Gj(zj)
x, if x = 0, 1, . . . ,∑
j∈JL(Γ0)
(−1)Gj(zj)x, if x = 0,−1, . . . .
(23)
This result holds when our assumption that the roots
zj(Γ) remain distinct along the path is met.54 The rep-
resentation of the bulk Green function Eq. (23) implies
that the bulk Green function will grow exponentially in
space if a root that was inside the unit circle for large
dissipation has moved to the outside, and vice versa, be-
cause then a value with |zj | > 1 (|zj | < 1) is taken to
a positive (negative) power x. Due to its exponential
growth, the bulk Green function cannot agree with the
periodic Green function in such a case, as the periodic
Green function always decays in space.
This concludes our discussion of the periodic and the
bulk Green function. The fact that the latter may grow
in space is unique to non-Hermitian systems, and is not
possible in the Hermitian case. We have derived an ex-
plicit criterion for this to happen, namely that a root
zj(Γ) has moved from one side of the unit circle to the
other during analytic continuation. In the next section,
we will connect the possible motion of roots into or out
of the unit circle to the non-Hermitian winding number.
8IV. NON-HERMITIAN WINDING NUMBER
In this section, we relate the non-Hermitian winding
number, which is a topological invariant for periodic
boundary conditions, to the bulk Green function. In par-
ticular, we show that if the non-Hermitian winding num-
ber is nonzero, then the bulk Green function grows in
space, which may only happen in systems whose Hamil-
tonian is far from Hermitian.
By definition, the non-Hermitian winding number
ν(H) counts how often the complex phase of the deter-
minant det(H(z)) winds around the origin as the Bloch
momentum traverses the Brillouin zone:
ν(H) :=
∫ pi
−pi
dk
2pi
d
dk
[arg det
(
H(eik)
)
] . (24)
Since the determinant of the Hamiltonian is the product
of its eigenvalues, we see that this definition is viable only
if the eigenvalues of the Bloch Hamiltonian are nonzero,
i.e. if it has a point gap at the origin. Moreover, since
the eigenvalues of a Hermitian Hamiltonian are real, we
see that this invariant is always zero for Hermitian sys-
tems. Thus, a nonzero winding number identifies non-
Hermitian Hamiltonians that lie outside the topological
classification of Hermitian systems.
We can relate the winding number directly to the roots
zj defined in the previous section, thanks to the factor-
ization Eq. (11). In particular, we can replace the phase
(arg) in the definition Eq. (24) by a logarithm, and then
express the integral Eq. (24) as a contour integral over a
logarithmic derivative
ν(H) =
1
2pii
∮
|z|=1
d
dz det(H(z))
det(H(z))
dz. (25)
With the help of Eq. (11), the logarithmic derivative is
readily evaluated to be equal to −Nz +
∑2N
j=1
1
z−zj , and
using the residue theorem, we find that the winding num-
ber is equal to ν(H) = −N +∑|zj |<1 1. Since the total
number of roots is equal to 2N , we find that the winding
number is one half times the difference of the number of
roots inside and outside the unit circle
ν(H) =
1
2
 ∑
|zj |<1
1−
∑
|zj |>1
1
 . (26)
We can now argue that in the case of a nonzero winding
number, ν(H) 6= 0, the bulk Green function necessarily
grows in space: In the last section, we have seen that the
bulk Green function grows in space if the location of a
given root zj(Γ) changes in the complex plane between
the inside and the outside of the unit circle. [see Fig. 3].
For each Hamiltonian H(Γ), we can consider the winding
number ν(HΓ), which counts the imbalance Eq. (26) of
roots for each value of Γ. The imbalance ν(HΓ) changes
by ±1 each time that a root crosses the unit circle; and
Im E
Re E
E˜1(k)
E˜2(k) …
FIG. 4. Illustration of the paths of the eigenvalues of a non-
Hermitian Bloch Hamiltonian. For large dissipation, they
are contained within a small angle that enclosed the nega-
tive imaginary axis.
only at these times. Specifically, the change is +1 when
a root crosses from the outside to the inside, and −1 in
the other direction. This means that if the starting and
ending point of the continuation have differen winding
numbers, ν(H) 6= ν(HΓ0), then a nonzero net number of
roots must have has moved into or out of the unit circle
to the other. But the explicit expression (20) shows that
the Green function grows in space precisely when at least
one root zj(Γ) has done so. Thus, we have found that
the inequality of winding numbers is a sufficient criterion
for spatial growth. (In case of equality, some roots may
still have moved, we just cannot tell from the winding
numbers alone.) If we can additionally show that the
winding number for large dissipation is zero, then the
claim follows.
Thus, to conclude the argument, we need to show
that ν(HΓ0) = 0. By definition, the dissipation Γ0
is chosen such that all eigenvalues of the Hamiltonian
HΓ0(e
ik) have negative imaginary part for all Bloch mo-
menta k. For the proof, we consider an even larger dis-
sipation Γ = λΓ0 with λ  1. Let E1(k), . . . , EN (k)
denote the eigenvalues of the original Bloch Hamiltonian
H(eik). If the dissipation is sufficiently large, the eigen-
values E˜n(k) = En(k) − iλΓ0 of the Hamiltonian HλΓ0
will be contained within a small angle that encloses the
negative imaginary axis, |Re E˜n(k)|  − Im E˜n(k)/(2N)
uniformly in k. The winding number of the determinant
is the sum of the winding angles of the individual eigen-
values (which can interchange). This is at most N times
this small angle, which is smaller than a full rotation [see
Fig. 4]. Thus, the winding number for very large dissipa-
tion vanishes, ν(HλΓ0) = 0. Now, gradually removing the
extra dissipation by sending λ → 1 will not change the
winding number, because the eigenvalues have a nega-
tive imaginary part as long as Γ > Γ0, and their product,
the determinant det
(
HλΓ0(e
ik)
)
, cannot be equal to zero.
Thus, the winding numbers agree, ν(HΓ0) = ν(HλΓ0) = 0
for any λ > 1, and this concludes the argument.
9V. CONCLUSION
In this work, we have defined and studied the re-
sponse of a non-Hermitian system in the bulk regime,
by which we mean the response to a perturbation on
a timescale where the induced excitation has not prop-
agated to the boundary yet, so that boundary condi-
tions do not yet influence the response. We have shown
that the bulk response grows exponentially in space in
the case where the non-Hermitian winding number is
nonzero. This spatial growth is due to amplification,
which is not present in Hermitian systems and implies a
high sensitivity to boundary conditions; therefore it is a
key mechanism for the breakdown of the bulk-boundary
correspondence, where topological invariants calculated
for periodic boundary conditions no longer fully capture
the system response for open boundary conditions. We
also have shown that a spatial growth does not occur
for systems with a real line gap, which suggests that
the bulk-boundary correspondence established for Her-
mitians systems still holds in this case.
To find the response in the bulk regime, we considered
the Green function for periodic boundary conditions, but
could not straightforwardly take the limit of the system
size going to infinity, as this limit entails that excitations
propagate through the entire system repeatedly. Instead,
we have first identified the subclass of purely dissipative
non-Hermitian Hamiltonians, characterized by the fact
that all eigenvalues of the Bloch Hamiltonian lie in the
lower complex plane, and argued that the bulk response
does agree with the periodic Green function in this case.
To find the bulk Green function in the general case, we
have added a uniform dissipation −iΓ to the Hamilto-
nian H(z), and argued that since the system becomes
purely dissipative when the dissipation is larger than the
maximum gain Γ0, we can obtain the response at zero dis-
sipation by performing an analytic continuation iΓ0 → 0,
pointwise for every lattice site. We could show that the
periodic and bulk Green function still agree in the case
where the Bloch Hamiltonian has a real line gap, by using
that the analytic continuation of an integral is related to
the analytic continuation of the integrand. For the gen-
eral case, we were able to derive explicit formulas for
the Green functions in terms of the complex roots zj(Γ),
which are the zeros of the determinant det(H(z)− iΓ).
This enabled us to argue that the bulk Green function
grows in space if at least one of the roots moves from
inside the unit circle to the outside or vice versa. But
at the same time, we could relate the roots to the non-
Hermitian winding number, which is one half times the
difference of the number of roots inside and outside the
unit circle, and thus show that it detects when a root
crosses the unit circle in this way.
Our results suggest that the physics of non-Hermitian
systems becomes richer than that of Hermitian systems
only in a regime with strong gain. However, in this
regime, basic assumptions have to be revisited; as we
have shown, the response in the bulk regime and the re-
sponse for a periodic system in the limit of large system
size no longer need to agree with each other. In contrast,
we conjecture that purely dissipative systems behave very
similarly to Hermitian systems.
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Appendix A: General hopping matrices
In this appendix, we extend our discussion of the bulk
Green function and the non-Hermitian winding number
to the case where the hopping matrices H−1 and H1 in
the Hamiltonian (5) are not assumed to be invertible.
This case is relevant because an often discussed non-
Hermitian variant of the Su-Schrieffer-Heeger (SSH)
model23,31–34,36 has hopping matrices
HSSH(z) =
(
0 t2
0 0
)
z−1 +
(
0 t1 + γ/2
t1 − γ/2 0
)
+
(
0 0
t2 0
)
z, (A1)
which have rank one instead of two. More generally, this
case will occur in any model with nearest-neighbor hop-
ping where the hopping between unit cells only involves
a small number of sites. Fortunately, the gist of our ar-
gument remains unchanged.
The main difference is that we now have fewer than
2N roots, and the determinant (10) is modified to
det(zH(z)) =
M+∑
m=M−
amz
m. (A2)
Here, M− (M+) is the lowest (highest) index such that
the complex coefficient aM− and (aM+) is nonzero. This
polynomial hasM = M+−M− nonzero roots z1, . . . , zM .
Since the outermost coefficients are given by the deter-
minants of the hopping matrices, a0 = det(H−1) and
a2N = det(H1), we are assured that the number of roots
is smaller than 2N if these matrices are not invertible.
The factorization Eq. (11) becomes
det(H(z)) = aM+z
M−−N (z − z1) · · · (z − zM ). (A3)
In the partial fraction decomposition Eq. (8), we now
have to take into account that there will be additional
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poles at z = 0 and z = ∞, possibly of higher order,
which give rise to an additional Laurent polynomial:
−1
z
1
H(z)
=
M∑
j=1
Gj
1
z − zj +
mmax∑
m=mmin
bmz
m, (A4)
where the bm are complex coefficients. We do not at-
tempt to determine the order of these poles more pre-
cisely, but from the adjugate matrix, Eq. (9), we can es-
timate that mmin ≥ −M−, and mmax ≤ 2(N − 1)−M+.
Fortunately, the effect of these poles on the explicit ex-
pressions for the Green functions, Eqs. (12), (13), (20),
and (23), is rather benign: Since the integrand in Eqs. (7)
and (18) involves a power zx or ζ−x, we see that these
poles are removed whenever the position of x is suffi-
ciently far from the center x = 0, and, in the periodic
case, also sufficiently far away from x = L. Here, “suf-
ficiently far” means that the magnitude of the spatial
distance x has to be larger than mmax and mmin. In
other words, the shape of the Green functions is altered
in the vicinity of x = 0, L, but the explicit expressions
are unchanged at larger distances. This means that our
arguments in Sec. III about analytic continuation and
exponential growth are mostly unchanged.
For the non-Hermitian winding number, using the
roots with the contour integral (25), we find that
ν(H) = (M− −N) +
∑
|zj |<1
1 (A5a)
= (M+ −N)−
∑
|zj |>1
1, (A5b)
where we have used that no root lies on the unit circle,
and the total number of roots is M = M+ −M−. While
the winding number no longer counts the imbalance of
roots inside and outside the unit circle, the argument
in Sec. IV remains essentially unchanged: The winding
number still changes by ±1 precisely when one of the
roots zj(Γ) crosses the unit circle, and we still have that
ν(HΓ0) = 0 for large dissipation Γ0. Thus, as before, we
conclude that a nonzero non-Hermitian winding number
implies that the bulk Green function grows in space.
Appendix B: Bulk regime: Long-time limit equals
analytic continuation
In this appendix, we justify the definition of the bulk
Green function as the analytic continuation Eq. (22) by
showing that it agrees with the solution to the driven
Schrödinger equation Eq. (1) in the bulk regime when-
ever the long-time limit of the wave function exists in
a pointwise sense. We show this by using the Laplace
transform technique. Our discussion applies to lattice
systems with translation symmetry.
First, we recapitulate the definition of a Green function
as an operator inverse, and discuss its uniqueness for an
infinite system size. A Green function G(E;x, y) in the
energy domain is defined to be a solution to the equation
(E − Hˆ)G(E;x, y) = 1δxy, where Hˆ is the Hamiltonian
operator, acting on the variable x. Such a solution exists
whenever the energy E is not in the spectrum of the op-
erator. For finite systems, the Green function is unique,
but for infinite systems, there is always more than one
Green function, because in this case, there exists a mul-
titude of wave functions ψE(x) that solve the homoge-
neous equation, (E − Hˆ)ψE = 0. To restore uniqueness,
one has to impose boundary conditions, for example that
the Green function vanishes as x → ±∞. In fact, this
is precisely how the Green function Eq. (17) can be un-
derstood: It is the operator inverse that decays at in-
finity. For a generic gapped Hamiltonian with transla-
tion symmetry, this makes it unique: The difference of
two Green functions is a solution to the homogeneous
equation, which generically grows in at least one spa-
tial direction, because such solutions are linear combina-
tion of functions of the form zxj where zj are solutions to
the equation det(E −H(zj)) = 0. One major exception
to this rule are Hamiltonians with flat bands, which are
characterized by eigenstates that are localized on a few
lattice sites; we will ignore this case and focus on generic
Hamiltonians.
To connect the Schrödinger equation Eq. (1) to the
Green function, we use the Laplace transform. In Her-
mitian systems, one would use the Fourier transform, but
in non-Hermitian systems, we have to consider that the
wave function may grow in time, and the Fourier integral
may not converge. The Laplace transform of a function
ψ˜(t, x) that grows at most exponentially in time is given
by
L[ψ˜](Γ) :=
∫ ∞
0
ψ˜(t, x)e−Γtdt . (B1)
This integral converges absolutely and represents a com-
plex analytic function in the variable Γ in the region
ReΓ > Γ0, where Γ0 is the maximal growth rate of the
wave function, that is |ψ˜(t, x)| grows asymptotically no
faster than the exponential eΓ0t. Representing the wave
function in the driven Schrödinger equation Eq. (1) in
this way, the equation is transformed into
(E + iΓ− Hˆ)L[ψ˜](Γ) = Γ−1ψ0δx,y , (B2)
where we have absorbed the oscillation in time by setting
ψ˜(t, x) = eiEtψ(t, x) and have positioned the source at
point y. The above equation implies that the Laplace
transform yields an operator inverse, and the expression
G˜σ1σ2(E + iΓ;x, y) := L[∂tψ(σ2)](Γ)σ1 (B3)
defines a Green function in the sense above. For clar-
ity, we have made explicit the indices σ1, σ2 = 1, . . . , N
for the internal degrees of freedom on each lattice site,
highlighting that G is a matrix-valued function of the
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positions x and y. On the right-hand side, the subscript
σ1 refers to the component of the vector, while the no-
tation ψ(σ2) refers to the solution computed for a source
vector with components given by (ψ0)σ = δσ2σ; in the
following, we will suppress theses indices again. For the
definition above, we have removed a factor of Γ by using
that the Laplace transform of the time derivative satis-
fies L[∂tψ˜](Γ) = ΓL[ψ˜](Γ) − ψ˜(0, x). It is not a priori
clear that this Green function is equal to the bulk Green
function defined in the main text, Eq. (22), because the
operator inverse of an infinite system is not unique, as
we have pointed out in the beginning of this appendix.
However, we will now argue that in the region Γ > Γ0,
where the Laplace transform is guaranteed to converge
absolutely, we have
G˜(E + iΓ;x, y) = G(E + iΓ;x− y) for Γ > Γ0, (B4)
where G is the Green function defined by spatial Fourier
transform in Eq. (17) (for general E). To see this, it
suffices to show that both sides of the equation satisfy
the same boundary conditions, because, as we have dis-
cussed in the beginning, the operator inverse becomes
unique for generic Hamiltonians once boundary condi-
tions are imposed. The Green function G vanishes at
large distances x → ±∞ by definition. The Green func-
tion G˜ also vanishes, because it can be interpreted as a
solution to the driven Schrödinger for the Hamiltonian
HˆΓ = Hˆ − iΓ. Since Γ > Γ0, this Hamiltonian is purely
dissipative, and it is physically plausible that excitations
decay as they travel away from the position of the drive.
For a mathematical justification, we refer to Appendix C.
We note that for a Hermitian system, any dissipation Γ,
no matter how small, will give rise to a purely dissipative
Hamiltonian, and this explains why in this case, the bulk
Green function is given by the Fourier transform with the
E + i0+ description.
We next show that if the long-time limit t → ∞ ex-
ists, then it is equal to the bulk Green function Eq. (22)
defined by analytic continuation. The key point is that
if there is a stationary state, then it can be expressed as
an integral over the time derivative, and this integral is
the Laplace transform at Γ = 0:
lim
t→∞ ψ˜(t, x) =
∫ ∞
0
∂tψ˜(t, x) dt = L[∂tψ˜](0). (B5)
The sense in which the limit is taken and in which this
integral converges is important. Here, we assume point-
wise convergence, i.e. for each position x, we ask that
the above integral over the time derivative converges ab-
solutely, which implies that at each position, the wave
function converges to a stationary state as t→∞. Then,
the absolute convergence of the integral Eq. (B1) defining
L[∂tψ˜](Γ) is ensured for any ReΓ > 0, and the analytic
continuation along the straight line from Γ0 to 0 just gives
the value at Γ = 0. Thus, the stationary state agrees with
the continuation that we have described in the main text,
where we evaluated Eq. (17) for a fixed position x. In
contrast, had we insisted on convergence in the Hilbert
space norm, then the existence of the limit would entail
that the norm ‖ψ(t)‖, obtained by integrating over po-
sition x, stays finite as t → ∞. This is unsuitable for
describing a stationary state that grows exponentially in
space.
We have already mentioned in the main text that con-
vergence to a stationary state is not always guaranteed.
Intuitively, it requires that the non-Hermitian Hamilto-
nian has the property that excitations travel faster in
space than they grow in time. In this case, the wave
function has a chance to converge at a position x, as exci-
tation travel away fast enough, but these excitations will
contribute to positions further away. The motivating ex-
ample Eq. (2) is of this form. However, for some systems,
it may happen that the wave function grows in time even
at a single site, so that the limit (B5) does not exist even
in the pointwise sense. However, the analytic continu-
ation Eq. (22) will still give a result, though it may be
unintuitive. Determining precise conditions for the exis-
tence of a stationary state as a pointwise limit is beyond
the scope of this work, but we present an explicitly solv-
able example in Appendix D where both existence and
absence occur for different parameter regimes.
Appendix C: Decay of bulk Green function for
purely dissipative Hamiltonians
In this appendix, we provide a mathematical argument
that the Laplace transform Eq. (B3), which gives rise to
the bulk Green function, vanishes as x → ±∞ if the
parameter Γ is large enough so that the translationally
invariant Hamiltonian with added dissipation, Hˆ − iΓ, is
purely dissipative.
To recapitulate, we consider the solution ψ(t, x) to the
initial value problem
i∂tψ(t, x) = Hˆψ(t, x)− ψ0e−iEtδx,y (C1a)
ψ(0, x) = 0. (C1b)
As before, we absorb the oscillatory time dependence and
define ψ˜(t, x) = eiEtψ(t, x). Our goal is to show that, as
a function of x,
L[ψ˜](Γ) ≡
∫ ∞
0
ψ˜(t, x)e−Γt dt→ 0 for x→ ±∞ (C2)
for large enough Γ > 0. To establish this, we will argue
that the Hilbert space norm of the Laplace transform is
finite,
∥∥∥L[ψ˜](Γ)∥∥∥ <∞. Since the norm is an infinite sum
over position x, this will indeed imply that the above
expression vanishes as x → ±∞, because otherwise the
sum would be infinite.
To establish the finiteness of the norm of the time inte-
gral in Eq. (C2), we estimate the norm of the integrand.
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But since the time integral extends to infinity, it would
not be enough to estimate the integrand by a constant;
instead, we will establish an estimate with an exponential
decay, ∥∥∥ψ˜(t)∥∥∥e−Γt ≤ Ce−ηt, (C3)
for some constant C > 0 and some small η > 0 which is
to be determined. Then, we can estimate∥∥∥L[ψ˜](Γ)∥∥∥ ≤ ∫ ∞
0
∥∥∥ψ˜(t)∥∥∥e−Γt dt ≤ C ∫ ∞
0
e−ηt dt ≤ C
η
,
(C4)
which is finite, and the result follows. To show
Eq. (C3), we introduce a rescaled wave function φ(t, x) =
e−(Γ−η)tψ˜(t, x), so that our goal becomes showing that
‖φ(t)‖ < C. We observe that this wave function satisfies
the modified Schrödinger equation
i∂tφ = Hˆ1φ− e−(Γ−η)tψ0δx,y (C5a)
φ(0, x) = 0 (C5b)
with Hamiltonian Hˆ1 = Hˆ−i(Γ−η)−E. Since Γ is larger
than the maximum gain, the slightly smaller quantity
Γ − η will still be larger than the maximum gain if we
just choose η small enough. For example, if Γ = Γ0 as in
Eq. (16), we can choose η = ε/2. With this choice, the
Hamiltonian Hˆ1 is purely dissipative, which implies that
the time evolution does not increase the Hilbert space
norm ∥∥∥e−itHˆ1 φ˜∥∥∥ ≤ ∥∥∥φ˜∥∥∥ (C6)
for any wave function φ˜(x). The fact that dissipation can-
not increase the probability to the wave function is plau-
sible, and we will prove it by employing Fourier transfor-
mation in the next paragraph. The solution to the driven
Schrödinger equation (C5) is explicitly found as
φ(t, x) = i
∫ t
0
dτ e−i(t−τ)Hˆ1e−τ(Γ−η)ψ0δx,y (C7)
and we can use the estimate Eq. (C6) to conclude that
‖φ(t)‖ ≤
∫ t
0
dτ e−τ(Γ−η)‖ψ0‖ ≤ (Γ− η)−1‖ψ0‖. (C8)
This is the desired estimate.
To conclude the argument, we need to show that the
time evolution with a purely dissipative Hamiltonian Hˆ1
does not increase the Hilbert space norm, Eq. (C6). To
achieve this, we use the fact that any function φ˜(x) on the
lattice with finite Hilbert space norm has a Fourier trans-
form φ˜k with real momenta k. By Parseval’s identity, the
Hilbert space norm can be expressed as an integral over
the Fourier components∥∥∥φ˜∥∥∥2 ≡∑
x
∥∥∥φ˜(x)∥∥∥2 = ∫ pi
−pi
dk
2pi
∥∥∥φ˜k∥∥∥2. (C9)
Thus, it is sufficient to show that the norm of each
Fourier component individually does not increase. Cru-
cially, since the Hamiltonian is translationally invariant,
the time evolution φ˜(t, x) ≡ e−itHˆ1 φ˜(0, x) becomes a ma-
trix multiplication applied to each Fourier component in-
dividually, that is
φ˜k(t) = e
−itH1(eik)φ˜k(0), (C10)
where H1(eik) is the Bloch Hamiltonian, which is an
N × N matrix for each momentum. To show that the
norm ‖φk(t)‖2 does not increase, we compute its time
derivative. To simplify notation, we abbreviate H˜ :=
H1(e
ik) and obtain
∂t‖φk(t)‖2 = 〈∂tφk|φk〉+ 〈φk|∂tφk〉 (C11a)
= i〈i∂tφk|φk〉 − i〈φk|i∂tφk〉 (C11b)
= i〈H˜φk|φk〉 − i〈φk|H˜φk〉 (C11c)
= i〈φk|H˜†φk〉 − i〈φk|H˜φk〉 (C11d)
= 〈φk|i(H˜† − H˜)φk〉 = 〈φk|2Γ˜φk〉, (C11e)
where we have introduced the matrix Γ˜ = (i/2)(H˜†−H˜).
By definition Eq. (14), the Hamiltonian Hˆ1 is purely dis-
sipative if this matrix is negative semidefinite for any mo-
mentum, Γ˜ ≤ 0, which implies that the right-hand side of
the last equation above is always nonpositive. Thus, the
norm does not increase during time evolution, as claimed.
Appendix D: Explicit solution to the driven
Schrödinger equation
In this appendix, we describe an explicit solution to
the driven Schrödinger equation for the Hamiltonian
H(z) = a − z where a is a complex parameter. This
Hamiltonian acts on one-component wave functions. As
in the discussion of Eq. (5), the complex variable z gen-
eralizes the phase eik of the Bloch Hamiltonian. This
system is decidedly non-Hermitian since it only includes
hopping to the left, but not to the right, and can thus
be thought of as a lattice analogue of the Hamiltonian
Eq. (2), which describes a wave that travels in one di-
rection only. We include this example here, because it
provides insight into the existence of the long-time limit
in a pointwise sense, as introduced in Section II and Ap-
pendix B. Determining the existence of this limit for gen-
eral Hamiltonians is outside the scope of this work how-
ever.
In fact, for any general lattice Hamiltonian H(z), the
solution to the driven Schrödinger equation at energy
E = 0,
i∂tψ(t, x) = Hˆψ(t, x)− ψ0δx,y (D1a)
ψ(0, x) = 0, (D1b)
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can be obtained as a contour integral
ψ(t, x) =
1
2pii
∮
|z|=1
[1− e−itH(z)]ψ0 1
H(z)
zx−y
dz
z
. (D2)
To see this, one directly checks that this formula satisfies
both equations. Taking the time derivative yields the
slightly simpler formula
i∂tψ(t, x) = − 1
2pii
∮
|z|=1
e−itH(z)ψ0zx−y
dz
z
. (D3)
We now specialize to H(z) = a − z. Without loss of
generality, we consider a source at y = 0 with strength
ψ0 = 1. Then, expanding the exponential as a power
series in z,
e−itH(z) = e−it(a−z) = e−ita
∑
k=0
(itz)k
k!
, (D4)
and applying the residue theorem in Eq. (D3), we find
that the contour integral picks out individual coefficients
of the series; we obtain
i∂tψ(t, x) = −e−ita
{
(it)k
k! δk,−x, if x ≤ 0
0, if x > 0.
(D5)
Using integration by parts, we can find the wave function
on particular lattice sites:
ψ(t, x = 0) = a−1[1− e−ita] (D6a)
ψ(t, x = −1) = a−2[1− e−ita(1 + ita)] (D6b)
ψ(t, x = −2) = a−3[1− e−ita(1 + (ita) + (ita)2/2)].
(D6c)
A pattern becomes apparent, and one can check directly
that the full solution is
ψ(t, x) =
{
ax−1
[
1− e−ita∑−xk=0 [ (ita)kk! ]] , if x ≤ 0
0, if x > 0.
(D7)
We can discuss the long-time limit of this expression: If
the parameter has negative imaginary part, Im a < 0,
then the exponential vanishes as t→∞ and the solution
converges pointwise to the stationary state
ψ(t→∞, x) =
{
ax−1, if x ≤ 0
0, if x > 0.
(D8)
But when the parameter has positive imaginary part,
the wave function diverges at every site. However, the
analytic continuation still reproduces the wave function
above, because it amounts to replacing a → a− iΓ with
a large Γ > 0 before taking the limit t→∞.
Appendix E: A Hamiltonian whose bulk Green
function grows
In this appendix, we present a non-Hermitian Hamil-
tonian whose bulk Green function grows in space, but
which can be deformed into a Hermitian Hamiltonian
without closing the point gap. Since this implies that
the non-Hermitian winding number of the Hamiltonian
is zero, this provides an example that it is not correct
to conclude from a vanishing winding number that the
response would decay in space. This example also shows
that the spatial growth of the Green function by itself is
not topologically invariant under such deformations.
The Hamiltonian is derived from the non-Hermitian
Su-Schrieffer-Heeger (SSH) model,23,33,55,56 and given by
H(z) =
(
0 it+ z−1
it+ z 0
)
(E1)
where t > 0 is a positive real parameter which also sat-
isfies t 6= 1. The transformation t → teiφ from φ = 0 to
φ = −pi/2 is a homotopy to a gapped Hermitian Hamilto-
nian during which the eigenvalues never cross zero energy.
As explained in Section III, the bulk Green function is
obtained by computing the roots for a large dissipation
and analytically continuing their location in the complex
plane. The roots are the solutions to the quadratic equa-
tion det(H(z)− iΓ) = 0 and are given by
z±(Γ) =
i
2
[
1 + Γ2 − t2
t
±
√
(1 + Γ2 − t2)2
t2
+ 4
]
.
(E2)
For large Γ, we clearly have |z+(Γ)| > 1. The roots satisfy
z+(Γ)z−(Γ) = 1, which implies |z−(Γ)| < 1. Performing
the analytic continuation to Γ = 0, we find
z+(0) = it
−1, and z−(0) = −it. (E3)
Thus, from Eq. (23), we see that the bulk Green function
decays in space if 0 < t < 1, but grows exponentially if
t > 1.
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