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Abstract
We consider the Knizhnik-Zamolodchikov system of linear differential equa-
tions. The coefficients of this system are rational functions. We prove that
under some conditions the solution of KZ system is rational too. We give the
method of constructing the corresponding rational solution. We deduce the
asymptotic formulas for the solution of KZ system when ρ is integer.
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1 Introduction
1.We consider the differential system
∂W (z1, z2, ..., zn)
∂zj
= ρAj(z1, z2, ...zn)W, 1≤j≤n, (1.1)
where Aj(z1, z2, ..., zn) and W (z1, z2, ..., zn) are n×n matrix functions. We
suppose that Aj(z1, z2, ..., zn) has the form
Aj(z1, z2, ..., zn) =
n∑
k=1,k 6=j
Pj,k
zj − zk
, (1.2)
where zk 6=zℓ if k 6=ℓ. Here the matrices Pj,k are connected with the matrix
representation of the symmetric group Sn and are defined by formulas (2.1)-
(2.4). We note that the well-known Knizhnik- Zamolodchikov equation has
the form (1.1),(1.2) (see [3]). This system has found applications in several
areas of mathematics and physics (see [3],[5]). In the first part of the paper
(section 2) we prove the following assertion:
The fundamental solution of KZ system (1.1),(1.2) is rational,when ρ is
integer.
We give an effective method of constructing this rational solution. Our
method is elementary and is based on the results of linear algebra. The more
complicated approach to constructing rational solutions is given by G.Felder
and A.Veselov [4]. In our previous papers [7],[9],[10] we constructed rational
solutions only for the cases ρ = ±1. In sections 3-6 we use the variables
which were introduced by A.Varchenko [13]:
u1 = z1−z2, u2 =
z2 − z3
z1 − z2
, ..., un−1 =
zn−1 − zn
zn−2 − zn−1
, un = z1+z2+...+zn. (1.3)
In terms of the variables uj the system KZ takes the form
∂W (u1, u2, ..., un)
∂uj
= ρHj(u1, u2, ...un)W, 1≤j≤n. (1.4)
We investigate the form of Hj(u1, u2, ...un) in a more detailed manner than
it is done in paper [13]. In particular we prove that H1(u1, u2, ...un) depends
only on u1 and H1(u1, u2, ...un), (2≤j≤n) does not depend on u1. Using the
results of sections 1-4 we deduce the asymptotic formula for the solutions of
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KZ system (1.1) when ρ is integer and uj→0. The corresponding result for
the irrational ρ is well-known [13]. In the last section of the paper we consider
the examples (n=3 and n=4). As a by-product we obtain the following result:
The hypergeometric function F(a,b,c) is rational when
a = −ρ, b = −3ρ, c = 1− 2ρ, (ρ is integer). (1.5)
2 Rational solutions of KZ system
1. We consider the natural representation of the symmetric group Sn (see [2]).
By (i; j) we denote the permutation which transposes i and j and preserves
all the rest. The n×n matrix which corresponds to (i; j) is denoted by
P (i, j) = {pk,ℓ(i, j)}
n
k,ℓ=1. (i6=j). (2.1)
The elements {pk,ℓ(i, j)} are equal to zero except
{pk,ℓ(i, j)} = 1, when either k = i, ℓ = j or k = j, ℓ = i, (2.2)
{pk,k(i, j)} = 1, when k 6=i, j. (2.3)
2. We begin with the first equation of the KZ system (1.1), (1.2):
∂W (z)
∂z1
= ρA1(z)W (z), (2.4)
where z = [z1, z2, ..., zn]. In this section we assume that ρ is integer.
Theorem 2.1.Let ρ be integer. Then the fundamental matrix solution W (z)
of system (2.4) can be written in the form
W (z) =
n∑
k=2
m∑
j=1
Lk,j(ξ)
(z1 − zk)j
+Q(z), (2.5)
where ξ = [z2, ..., zn], m = |ρ| and Lk,j(ξ) are n×n matrix functions, Q(z)
is a matrix polynomial in respect to z1 and
degQ(z) = m(n− 1), if ρ > 0; degQ(z) = m, if ρ < 0. (2.6)
Proof. Changing the variables z1 = 1/x we obtain
∂V
∂u
= B(u, ξ)V, (2.7)
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where
V (u, ξ) = W (1/u, ξ), B(u, ξ) = (−ρ/u)
n∑
k=2
P1,k/(1− uzk). (2.8)
From relation (2.8) we deduce the representation
B(u, ξ) = −ρ
∞∑
p=−1
upTp, (2.9)
where
Tp =
n∑
k=2
P1,kz
p+1
k , p≥− 1. (2.10)
We investigate the case when V (u.ξ) can be written in the form
V (u, ξ) =
∞∑
j=s
ujGj(ξ), Gs 6=0, |u| < r0. (2.11)
Here Gj(ξ) are n×n matrix functions. It follows from (2.7), (2.9) and (2.11)
that
[(q + 1) + ρT−1]Gq+1 = −ρ
∑
j+ℓ=q
TjGℓ, j≥0. (2.12)
According to (2.10) the matrix T−1 has the following structure
T−1 = (n− 2)In + S, (2.13)
where n×n matrix S is defined by the equality
S =
[
2− n e
eτ 0
]
, e =
n−1︷ ︸︸ ︷
[1, 1, ..., 1] . (2.14)
Here eτ is transposed e,i.e. eτ = col[1, 1, ..., 1]. Let us write the eigenvalues
of T−1:
λ−1 = n− 1, λ−2 = n− 2, λ−3 = −1. (2.15)
The corresponding 1×n eigenvectors of T−1 have the forms
U1 = col
n︷ ︸︸ ︷
[1, 1, ..., 1], U2,j = col[0, a1,j, a2,j, ..., an−1,j], (2.16)
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U3 = col
n︷ ︸︸ ︷
[n− 1,−1,−1, ...− 1] . (2.17)
We note, that vectors U2,j , (1≤j≤n− 2) are linearly independent and satisfy
the condition
a1,j + a2,j + ...+ an−1,j = 0. (2.18)
We shall construct n linear independent solutions Yk(z), (1≤k≤n) of system
(2.4). We begin with the case m = −ρ > 0.
Step 1.We assume that
Gk = 0, k≤m(n− 2)− 1. (2.19)
In this case we have (see(2.12))
[(n− 2)In − T−1]Gm(n−2) = 0. (2.20)
According to (2.16) the vector Gm(n−2)(j) = U2,j satisfies the relation (2.20).
From formula (2.12) we find the coefficients Gp(j), (m(n−2) < p < m(n−1)).
In case p = m(n − 1) the matrix [(n − 1)In − T−1] is not invertible because
the equality
[(n− 1)In − T−1]U1 = 0 (2.21)
is true. Now we shall use the relations
P1,kU1 = U1, 2≤k≤n; (U2,j , U1) = 0, 1≤j≤n− 2. (2.22)
It follows from (2.22) that the right side of equality (2.12),when q + 1 =
m(n − 1), is orthogonal to U1. Hence the corresponding equation (2.12),
when q + 1 = m(n − 1), has a solution Gm(n−1)(j). To find the matrix
coefficients Lk,p(j) we consider the block matrices
Lk(j) = col[Lk,1(j), Lk,2(j), ..., Lk,m(j)], 2≤k≤n, (2.23)
L(j) = col[L2(j), L3(j), ..., Ln(j)]. (2.24)
G(j) = col[G1(j), G2(j), ..., Gm(n−1)(j)], (2.25)
and use the equality
RLj = Gj. (2.26)
The mn(n− 1)×mn(n− 1) matrix R has the following form:
R = [R1, R2, ..., Rn−1], (2.27)
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where the n×n blocks Rk of the mn(n−1)×mn matrix R are defined by the
relations
{Rk}p,s = 0n,n, p < s; {Rk}p,s = z
s
k
(
p− 1
s− 1
)
In p≥s. (2.28)
Here 0n,n is the n×n zero matrix, 1≤k≤n− 1, 1≤p≤m(n− 1), 1≤s≤m. The
introduced matrix R is the block confluent Vandermonde matrix. Hence the
matrix R is invertible and we have
Lj = R
−1Gj . (2.29)
In paper [] we proved the assertion(necessary condition)
If the solution Yj(z) of system (2.4) is rational then relation (2.26) is true.
In such a way we constructed (n − 2) linearly independent vector functions
Yj(z) (1≤j≤n− 2) of the form
Yj(z) =
n∑
k=2
m∑
p=1
Lk,p(j)(ξ)
(z1 − zk)p
. (2.30)
Later we shall show that Yj are solutions of system (2.4).
Step 2. Now we assume that
Gk = 0, −m≤k≤m(n− 1)− 1. (2.31)
In this case we have
Gm(n−1) = U1. (2.32)
It follows from the relation
P1,kU1 = U1 (2.33)
that the vector function
Yn−1(z) =
n∏
k=2
(z1 − zk)
−mU1 (2.34)
is a solution of system (2.4)
Step 3. To construct the solution Yn(z) we consider the case when
G−m = U3. (2.35)
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Using relations (2.12) we find the coefficients Gp, (−m≤p≤m(n − 2) − 1).
In the case p = m(n − 2) the matrix [m(n − 2)In −mT−1] is not invertible.
We represent the right side of (2.12) when q + 1 = m(n − 2) in the form
U2 + βU3, where U2 is the fixed concrete vector .We remark that the vector
U2 is a linear combination of the vectors U2(j). The vector U3 is orthogonal
to U2(j). Hence the equation
[m(n− 2)In −mT−1]Gm(n−2) = βU3 (2.36)
has a solution Gm(n−2). We consider the case when
Ln,j = 0, (1≤j≤m). (2.37)
We note that in case (2.35) equality (2.29) takes the form
L = R−1G, (2.38)
where
G = col[G1, G2, ..., Gm(n−2)], R = [R1, R2, ..., Rn−2]. (2.39)
By relations (2.12) and (2.38) we find Gp (−m≤p≤0) and Lk,j, (2≤k≤n−
1, 1≤j≤m). In such a way we construct the vector function
Yn(z) =
n−1∑
k=2
m∑
p=1
Lk,p(ξ)
(z1 − zk)p
+Q(z1, ξ). (2.40)
where Q(z1, ξ) is a polynomial of degree m in respect to z1.
Step 4. To prove that the constructed vector functions Yk(z), (1≤k≤n − 2)
are solutions of system (2.4) we consider the vector functions
Mk(z1, ξ) =
∂Yk
∂z1
−A1(z1, ξ)Yk. (2.41)
The vector functions Mk(z1, ξ) are rational in respect to z1 with the poles in
the points z1 = zj , (2≤j≤n). It follows from (2.29) that
Mk(z1, ξ) = O(|z1|
−p), z1→∞, (2.42)
where p = m(n− 1) + 2. We introduce the polynomials
q(z1, ξ) =
n∏
s=2
(z1 − zs)
m, qj(z1, ξ) =
n∏
s=2,s 6=j
(z1 − zs)
m. (2.43)
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Using relations (2.42) and (2.43) we deduce that
q(z1, ξ)Mk(z1, ξ) = Rk(z1, ξ) +
n∑
k=2
(−m)(I − P1,k)
z1 − zk
Lk,mck (2.44)
Here Rk(z1, ξ) is a polynomial with respect to z1 and
ck = qk(zk, ξ) =
∏
2≤s≤n,s 6=k
(zk − zs)
m. (2.45)
Comparing (2.42) and (2.44) we have
Rk(z1, ξ) = 0,
n∑
k=2
(I − P1,k)Lk,mck = 0. (2.46)
By Xk we denote the vectors such that
P1,kXk = −Xk, Xk 6=0, 2≤k≤n. (2.47)
From (2.47) we infer that
(In − P1,k)Lk,m = αkXk. (2.48)
The vectors Xk (2≤k≤n) are linearly independent. Hence according to
(2.46) we have
(In − P1,k)Lk,m = 0. (2.49)
It follows directly from (2.44), (2.46) and (2.49) thatMk(z1, ξ) = 0 (2≤k≤n).
Consequently, the vector functions Yk(z) (2≤k≤n) are solutions of system
(2.4).
It was shown before that the vector function Yn−1(z) is a solution of system
(2.4).
Step 5. Now we shall prove that the vector function Yn(z) (see (2.40))is a
solution of system (2.4).To do it we introduce the rational vector function
Mn(z1, ξ) =
∂Yn
∂z1
−A1(z1, ξ)Yn. (2.50)
From (2.37) and (2.38) we infer the equality
z
m(n−2)+1
1 Mn(z1, ξ)→u˜, when z1→∞. (2.51)
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Here vector u˜ is a fixed vector which satisfies condition (2.18). We introduce
the polynomials
r(z1, ξ) =
n−1∏
s=2
(z1 − zs)
m, rj(z1, ξ) =
n−1∏
s=2,s 6=j
(z1 − zs)
m. (2.52)
In view of (2.50) and (2.52) the equality
r(z1, ξ)Mn(z1, ξ) = Rn(z1, ξ) +
n−1∑
k=2
(−m)(I − P1,k)
z1 − zk
Lk,mdk (2.53)
is true. Here Rk(z1, ξ) is a polynomial with respect to z1 and
dk = rk(zk, ξ) =
∏
2≤s≤n−1,s 6=k
(zk − zs)
m. (2.54)
According to (2.51) the relations
Rn(z1, ξ) = 0,
n−1∑
k=2
(−m)(I − P1,k)Lk,mdk = u˜ (2.55)
hold. From (2.48) and (2.55) we infer
n−1∑
k=2
αkdkXk = u˜. (2.56)
We took into account that X1 is orthogonal to u˜. If we consider the case
Lp,j = 0, (1≤j≤m, p 6=n), we obtain the analogue of (2.56):
n∑
k=2,k 6=p
α˜kd˜kXk = u˜. (2.57)
Using the independence of the system Xk (2≤k≤n) and comparing (2.56)
and (2.57) we receive the equalities αp = 0, (2≤p≤n). Hence we have
u˜ = 0. (2.58)
.It follows from (2.53), (2.55) and (2.58) that Mn(z1, ξ) = 0 and the vector
function Yn(z) is a solution of system (2.4). It is easy to see that the con-
structed solutions Yk(z) are linearly independent.
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Now we use the following proposition [10]:
If W (z) is a rational fundamental solution of system (2.4),when ρ = −m,
then [W−1(z)]τ is a fundamental rational solution of (2.4), when ρ = m.
Hence the assertion of the theorem is true for all integer ρ. We note that
relations (2.6) are true (see[8]) The theorem is proved.
Further we need the following assertion.
Proposition 2.1. If the matrix function Wj(z1, ..., zj, zj+1, ..., zn) is a solu-
tion of the equation
∂
∂zj
Wj(z) = ρAj(z)Wj(z), (1≤j≤n) (2.59)
then the matrix function Wj+1(z) = Pj,j+1W (z1, ..., zj+1, zj , ..., zn) is a solu-
tion of the equation
∂
∂zj+1
Wj+1(z) = ρAj+1(z)Wj+1(z), (1≤j≤n− 1) (2.60)
Proof. The proposition follows directly from (2.1-(2.3)) and the relations
Pj,j+1Pj,iPj,j+1 = Pj+1,i; j 6=i, j 6=i+ 1, (2.61)
Pj,j+1Pj,j+1Pj,j+1 = Pj+1,j. (2.62)
Corollary 2.1. Every equation of system (1.1) has a fundamental rational
solution when ρ is integer.
We introduce the fundamental n×n matrix solution of system (2.4):
W (z) = [Y1(z), Y2(z), ..., Yn(z)]. (2.63)
Now we fix some point z1,0 and consider the new fundamental matrix solution
W1(z) =W (z)W
−1(z1,0, ξ). (2.64)
of system (2.4), which satisfies the condition
W1(z1,0, ξ) = In. (2.65)
In the next section we shall use the normalized fundamental solution W1(z).
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3 Common solution, consistency
1.In section 2 we have considered only one equation (2,4) of KZ system (1.1).
Using this result we construct a common rational solution of KZ system (1.1).
We note that the KZ system is consistent , i.e. the relations
ρ(
∂Ai
∂zj
−
∂Aj
∂zi
) + ρ2[Ai, Aj] = 0 (3.1)
are valid.
The correctness of (3.1) follows from the properties of Pi,j:
Pi,j = Pj,i, (3.2)
[Pi,j + Pj,k, Pi,k] = 0; (i, j, k are distinct), (3.3)
[Pi,j, Pk,ℓ] = 0; (i, j, k, ℓ are distinct), (3.4)
The following assertion can be easily verified (see [6],Ch.12.).
Proposition 3.1. Let the n×n matrix function W1(z1, z2) satisfy the equa-
tion
∂
∂z1
W1 = B1(z1, z2)W1 (3.5)
and the condition
W1(z1,0, z2) = In, (3.6)
where z1,0 is a fixed point. If the relation
∂B1
∂z2
−
∂B2
∂z1
+ [B1, B2] = 0 (3.7)
is valid, then the matrix function
U(z1, z2) =
∂W1
∂z2
−B2(z1, z2)W1 (3.8)
satisfies equation. (3.5)
From condition (3.6) and equality (3.8) we deduce the relation
U(z1,0, z2) = −B2(z1,0, z2). (3.9)
Using Proposition 3.1 and relation (3.9) we have -
∂W1
∂z2
−B2(z1, z2)W1 = −W1(z)B2(z1,0, z2). (3.10)
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Now we introduce the n×n matrix function W2(z1,0, z2) which satisfies the
equation
∂W2
∂z2
−B2(z1,0, z2)W2 = 0 (3.11)
and the condition
W2(z1,0, z2,0) = In, (3.12)
where z1,0 and z2,0 are fixed points. It follows from (3.11) and (3.12) the
assertion.
Proposition 3.2. The n×n matrix funtion
W (z1, z2) = W1(z1, z2)W2(z1,0, z2) (3.13)
satisfies the equations
∂W
∂zk
−Bk(z1, z2)W = 0; k = 1, 2 (3.14)
and the condition
W (z1,0, z2,0) = In, (3.15)
We introduce the notation
µi = (z1,0, z2,0, ..., zi,0), ξi = (zi, ..., zn), (3.16)
where z1,0, z2,0, ..., zn,0 are fixed points. Using Theorem 2.1, Proposition 2.1
and Proposition 3.2 we obtain the main result in this section.
Theorem 3.1. The n×n matrix function
W (z) = W1(z)W2(z1, ξ2)×...×Wn(µn−1, zn) (3.17)
is a fundamental rational solution of KZ system (1.1). Here
∂
∂zj
Wi(µi−1, ξi) = ρAi(µi−1, ξi)Wi(µi−1, ξi) (3.18)
and
Wi(µi−1, ξi) = In. (3.19)
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4 KZ equations in terms of new variables
Following A.Varchenko [13] we change the variables
u1 = z1 − z2, uk =
zk − zk+1
zk−1 − zk
, (2≤k≤n− 1), (4.1)
un = z1 + z2 + ...+ zn. (4.2)
The KZ system takes the following form
∂W
∂uj
= ρHj(u)W, (1≤j≤n), (4.3)
where u = (u1, u2, ..., un). In this section we are going to investigate the form
of Hj(u) in a more detailed manner than it was done in paper [13]. We
represent relations (4.1) and (4.2) in the form
zk − zk+1 = u1·u2·...·uk, (1≤k≤n− 1), z1 + z2 + ... + zn = un. (4.4)
We write equality (4.4)in the matrix form
SZ = U, (4.5)
where
Z = col[z1, z2, ..., zn], U = col[u1, u1·u2, ..., u1·u2·...·un−1, un]. (4.6)
The elements sk,ℓ of the n×n matrix S are equal to zero except
sk,k = 1, sk,k+1 = −1, sn,k = 1. (4.7)
It is easy to check that the matrix S−1 has the following form
S−1 =
1
n


n− 1 n− 2 n− 3 ... 1 1
−1 n− 2 n− 3 ... 1 1
−1 −2 n− 3 ... 1 1
−1 −2 −3 ... 1 1
... ... ... ... ... ...
−1 −2 −3 ... 1 1
−1 −2 −3 ... −n + 1 1


. (4.8)
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Using the formula
∂W
∂uj
=
n∑
k=1
∂zk
∂uj
∂W
∂zk
(4.9)
we have
Hj(u) =
n∑
k=1
∂zk
∂uj
Ak(u). (4.10)
We note that ∂zk/∂uj are defined by the relation
∂Z
∂uj
= S−1
∂U
∂uj
. (4.11)
It follows from (4.8) and (4.11) that
∂Z
∂un
=
1
n
col[1, 1, ..., 1]. (4.12)
In view of (1.2) and (4.12) the relation
Hn(u) =
n∑
k=1
Ak(u) = 0 (4.13)
is true. It means that
∂W
∂un
= 0. (4.14)
The last relation is well-known (see [3],[13]).
We introduce the triangular n×n matrix
T =


1 1 ... 1
0 1 ... 1
... ... ... ...
0 0 ... 1

 (4.15)
and the vector
Y = TU = col[y1, y2, ..., yn]. (4.16)
The matrices T and S are connected by the equality
S−1 = T −
1
n
C, (4.17)
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where
C =


1 2 ... n− 1 n− 1
1 2 ... n− 1 n− 1
... ... ... ... ...
1 2 ... n− 1 n− 1

 (4.18)
In view of (4.17) and (4.18) the equality (4.10) can be written in the form
Hj(u) =
n∑
k=1
∂yk
∂uj
Ak(u). (4.19)
Formulas (4.4), (4.15), (4.16) and (4.19) imply the following assertion.
Proposition 4.1The matrix functionsHj do not depend on u1, when 2≤j≤n.
Let us consider separately H1. In this case we have
∂U
∂u1
= col[v1, v2, ..., vn], (4.20)
where
v1 = 1; vk = u2·...·uk, (2≤k≤n− 1); vn = 0. (4.21)
According to (4.15), (4.16) and (4.20) the equalities
∂yk
∂u1
=
n−1∑
j=k
vj (1≤k≤n− 1);
∂yn
∂u1
= 0 (4.22)
are true. Taking into account the relations
∂yk
∂u1
−
∂yj
∂u1
=
zk − zj
u1
, k > j, (4.23)
we deduce that
H1 =
∑
k>j
Pkj/u1. (4.24)
Thus we have proved the assertion.
Proposition 4.2 The matrix function H1 in KZ system (1.1) depends only
on u1 and has form (4.24).
Let us consider the case when 2≤k≤n. In this case we have
∂U
∂uk
= col[v1,k, v2,k, ..., vn,k], (4.25)
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where
vp,k = 0, (1≤p≤k − 1); vp,k = u1vp/uk, (k≤p≤n− 1); (4.26)
vn,k = 0, k < n. (4.27)
Using again (4.15), (4.16) and (4.20)we receive the relations
∂ys
∂uk
=
n−1∑
p=max(k,s)
vp,k (1≤k≤n− 1);
∂yn
∂uk
= 0, (1≤k < n). (4.28)
We introduce the denotation
αs,j,k = (
∂ys
∂uk
−
∂yj
∂uk
)/(zs − zj) s > j, (4.29)
Relations (4.4),(4.29), and (4.28) (4.29) imply that
αs,j,k =
s−1∑
p=max(j,k)
vp/(uk
s−1∑
p=j
vp). (4.30)
Hence the following formula
Hk =
∑
s>j
αs,j,k(u)Ps,j (4.31)
is valid. From formulas (4.26) and (4.30) we infer that
αs,j,k = 1/uk, s > j≥k, (4.32)
αs,j,k = 1 + o(1), k = j + 1, s≥j + 2, (4.33)
αs,j,k = o(1), k > j + 1. (4.34)
The equality g(u) = o(u) means that the function g(u) is regular in the
neighborhood of u = 0 and g(0) = 0. Using formulas (4.31) -(4.34) we
deduce the theorem.
Theorem 4.1 The following relations are true
H1 = Ω1/u1, Hn(u) = 0, (4.35)
Hs = Ωs/us + Ps−1 + o(u), 2≤s≤n− 1, (4.36)
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where
Pr =
∑
j>r
Pj,r, Ωs = Ps + Ps+1 + ...+ Pn. (4.37)
Remark 4.1.The formula Hn(u) = 0 and the first term of asymptotic (4.36)
were found by A Varchenko [13].The second term of asymptotic (4.36) and
explicit formulas (4.24) and (4.31) are new.
Remark 4.2. In this section we consider arbitrary ρ (not only integer).
Corollary 4.1. The fundamental solution W (u) of KZ system (1.1) can be
represented in the form
W (u) =W1(u1)W (u2, ..., un), (4.38)
where W1(u1) and W (u2, ..., un) are fundamental solutions of the system
dW1
du1
= ρH1(u1)W1(u1) (4.39)
and the system
∂Wj
∂uj
= ρHj(u2, ..., un)W2(u2, ..., un), 2≤j≤n− 1. (4.40)
respectively.
5 Eigenvalues and eigenvectors of Ωs
According to (4.35) the matrices Ωs are coefficients of the main parts of
the asymptotic Hs. In the next section we show that the eigenvalues and
eigenvectors of Ωs define the asymptotic of the solution W (u) of the KZ
system. Therefore in this section we find the eigenvalues and eigenvectors of
Ωs in an explicit form. To do it we ise the following result.
Theorem 5.1.The matrices Ωs have the structure
Ωs =
[
Ns−1Is−1 0
0 ωs
]
, (1≤s≤n− 1), (5.1)
where the (n− s+ 1)×(n− s+ 1) matrix ωs and the number Ns are defined
by the relations
ωs =


Ns 1 1 ... 1
1 Ns 1 ... 1
1 1 Ns ... 1
1 1 1 ... Ns

 , (5.2)
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Ns = (n− s)(n− s− 1)/2, 1≤s≤n− 1. (5.3)
Proof. It follows from (4.37) that non-diagonal elements of Ωs and the right
part of (5.1) coincide. According to (5.1) and (5.2) we have
PijΩsPij = Ωs if either 1≤i, j≤s− 1 or s≤i, j≤n, (5.4)
The relations (4.37 )imply that Ωs consists of (n − s)(n − s + 1)/2 addend
of Pij. It means that the left upper blocks of Ωs and the right side of (5.1)
have the same diagonal elements Ns−1. Using again (4.37) we prove that all
other diagonal elements of Ωs are equal to Ns. The theorem is proved.
From the block structure of Ωs we deduce the assertion.
Corollary 5.1. The matrices Ωs, (1≤s≤n − 1) have the common system
of the eigenvectors
vk = col[
n−k−1︷ ︸︸ ︷
0, 0, ..., 0,,−k,
k︷ ︸︸ ︷
1, 1, ..., 1], (1≤k≤n− 1), (5.5)
vn = col[
n︷ ︸︸ ︷
1, 1, ..., 1]. (5.6)
The eigenvalues of Ωs corresponding to the vectors vk are defined by the
relations
λk,s = Ns−1, n≥k > n− s+ 1, (5.7)
λk,s = Ns − 1, 1≤k≤n− s + 1. (5.8)
Corollary 5.2. All the eigenvalues of Ωs are integer and non-negative.
6 Asymptotic of solutions of the KZ system
By D we denote the domain
z1 > z2 > ... > zn. (6.1)
It means that (see (4.1))
u1 > u2 > ... > un. (6.2)
The following proposition was obtained by A. Varchenko [13].
Theorem 6.1. Let us assume that ρ is irrational. Then:
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1) For every vector vk there exists a unique solution ψk of the KZ system in
D such that
ψk(u) = [
n−1∏
s=1
u
ρλk,s
s ](vk + o(u)), (1≤k≤n), (6.3)
2)The solutions ψk(u) form a basis in the space of the solutions of the KZ
system on D.
We deduce the following addition to Varchenko Theorem.
Theorem 6.2. Let us consider KZ system (1.1), where ρ is integer. The
assertions 1) and 2) of Varchenko theorem 6.1 are true.
Proof. It follows from Theorem 3.1 that there exists the fundamental rational
solution of KZ system (1.1). Then according to the results from ([8],section
2) this solution can be represented in form (6.3). The theorem is proved.
Remark 6.1. When ρ is integer the representation (6.3) is true not only in
the domain D but in a neighborhood of u = 0.
7 Examples
Example 7.1. Let us consider the simplest case n=3. Using (4.31), (4,35)
and (4.39), (4.40) we have
∂W
∂u1
= ρ
(
Ω1
u1
)
W, (7.1)
∂W
∂u2
= ρ
(
P3,2
u2
+
P3,1
1 + u2
)
W, (7.2)
where
Ω1 = P1,2 + P1,3 + P23 =

 1 1 11 1 1
1 1 1

 . (7.3)
According to Corollary 4.1 we can represent W (u) in the form
W (u) = W1(u1)W2(u2), (7.4)
whereW1(u1) andW2(u2) are fundamental solutions of system (7.1) and (7.2)
respectively. It is easy to see that
W1(u1) = u
ρΩ1
1 . (7.5)
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We note that the eigenvalues of Ω1 are integers (λ1 = 3, λ2 = λ3 = 0).
Hence the matrix W1(u1) is rational when ρ is integer. We introduce the
matrix function
F (y) =W2(y)y
ρ(1 + y)ρ, y = u2. (7.6)
Relations (7.2) and (7.6) imply that
dF
dy
= ρ
(
P3,2 + I
y
+
P3,1 + I
1 + y
)
F. (7.7)
We consider the constant vectors
w1 = col[0, 1,−1], w2 = col[1,−2, 1]. (7.8)
It is easy to see that
(P3,2 + I)w1 = 0, (P3,1 + I)w1 = −w2, (7.9)
(P3,2 + I)w2 = 3w1 + 2w2, (P3,1 + I)w2 = 2w2, (7.10)
We represent F (y) in the form
F (y) = φ1(y)w1 + φ2(y)w2 (7.11)
and substitute it in (7.7). In view of (7.7) and (7.11) we have
φ′1 =
3ρ
y
φ2, φ
′
2 = ρ(
2φ2
y
+
2φ2
1 + y
−
φ1
1 + y
). (7.12)
It follows from (7.12) that
y(1 + y)φ′′1(y) + [1 + y − 2ρ(1 + 2y)]φ
′
1 + 3ρ
2φ1 = 0. (7.13)
By introducing ψ(y) = φ1(−y) we reduce equation (7.13) to Gauss hyperge-
ometric equation [1]:
y(1− y)ψ′′(y) + [γ − (α + β + 1)y]ψ′(y)− αβψ(y) = 0, (7.14)
where
α = −ρ, β = −3ρ, γ = 1− 2ρ. (7.15)
Let ψ1 and ψ2 be linearly independent solutions of equation (7.14). Then the
vector functions
Yk(u2) = [ψk(−u2)w1 −
3ρ
u2
ψ′k(−u2)w2]u
−ρ
2 (1 + u2)
−ρ, k = 1, 2 (7.16)
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are the solutions of system (7.2). It is easy to check that the vector function
Y3(u2) = u
ρ
2(1 + u2)
ρcol[1, 1, 1] (7.17)
is the solution of system (7.2) too. Hence we deduced the assertion
Proposition 7.1. The fundamental solution W (u) of system (7.1), (7.2) is
defined by relations (7.4) and (7.5) , where
W2(u2) = [Y1(u2), Y2(u2), Y3(u2)]. (7.18)
Remark 7.1. Substitution (7.11) was prompted by book ([3], section 4.2).
As a by-product we deduce from Proposition 7.1 the following result.
Proposition 7.2. The solutions of Gauss hypergeometric equation (7.14)
are rational functions if
α = −ρ, β = −3ρ, γ = 1− 2ρ, (7.19)
where ρ is integer.
Remark 7.2.The KZ system is connected with the generalized hypergeo-
metric equations of several variables (see [5]). Hence the Theorem 2.1 can
be applied to the generalized hypergeometric equations of several variables
. Example 7.2. Let us consider separately the case n = 3, ρ = −1. Using
results of paper [7] we have
φ1 =
1
1− y
, φ2 =
1
y2
−
1
y
. (7.20)
The corresponding hypergeometric equation (7.14) has the form
y(1− y)ψ′′(y) + (3− 5y)ψ′(y)− 3ψ(y) = 0, (7.21)
Example 7.3. Now we consider the case n=4. We have
∂W
∂u1
= ρ
(
Ω1
u1
)
W, (7.22)
∂W
∂u2
= ρ
(
Ω2
u2
+
P1,3
1 + u2
+
P1,4(1 + u3)
1 + u2 + u2u3
)
W, (7.23)
∂W
∂u3
= ρ
(
P4,3
u3
+
P4,2
1 + u3
+
P4,1u2
1 + u2 + u2u3
)
W, (7.24)
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where
Ω1 =


3 1 1 1
1 3 1 1
1 1 3 1
1 1 1 3

 , (7.25)
Ω2 =


3 0 0 0
0 1 1 1
0 1 1 1
0 1 1 1

 . (7.26)
Remark 7.3. For the case n = 4, ρ = −1 we constructed the solution
W (z) of system (2.4) in the explicit form. Using formula (3.17) we can obtain
in the explicit form the solution of KZ system (1.1) when n = 4, ρ = −1.
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