Evaluation of the state of the art plenoptic cameras is necessary for design and application purposes. In this work, spatial resolution is investigated in a multi-focus plenoptic camera using two approaches: empirical and model-based. The Raytrix R29 plenoptic camera is studied which utilizes three types of micro lenses with different focal lengths in a hexagonal array structure to increase the depth of field. The modelbased approach utilizes the previously proposed sampling pattern cube (SPC) model for representation and evaluation of the plenoptic capturing systems. For the experimental resolution measurements, spatial resolution values are extracted from images reconstructed by the provided Raytrix reconstruction method. Both the measurement and the SPC model based approaches demonstrate a gradual variation of the resolution values in a wide depth range for the multi focus R29 camera. Moreover, the good agreement between the results from the model-based approach and those from the empirical approach confirms suitability of the SPC model in evaluating high-level camera parameters such as the spatial resolution in a complex capturing system as R29 multi-focus plenoptic camera.
INTRODUCTION
Plenoptic cameras provide a novel means for capturing 3D in less controlled environments and in a single snapshot [1, 2] . They make 3D capture of the live scene possible by compromising the spatial resolution to gain the depth information [3] . The resolution of the currently available image sensors can surpass the required resolution in many applications, and then plenoptic cameras provide the chance to use this extra resolution budget on gaining the depth information about the scene, opening the gateway to a broad range of applications such as single snapshot 3D, refocusing and extended depth of field, naming a few.
This work has been supported by grant 2009/0264 of the KK Foundation, Sweden, by grant 00156702 of the EU European Regional Development Fund, Mellersta Norrland, Sweden, and by grant 00155148 of Länsstyrelsen i Västernorrland, Sweden, and by ECOST Action IC1105. Evaluation of the state of the art plenoptic cameras is necessary for both the camera manufacturers and the users to look into the camera properties accordingly. Fast and accurate camera evaluation techniques will facilitate the usage of the plenoptic cameras in proper application areas as well as providing a tool for the camera designers and manufacturers to optimize the camera for specific applications.
Evaluation of the plenoptic cameras as complex capturing systems is more extensive than their conventional counterparts. Plenoptic cameras introduce strong trade-offs between the high-level camera parameters such as different resolution terms. The strong interconnection between the parameters such as spatial and angular resolution, depth of field and refocusing ability makes the traditional measurement methods exhaustive and sometimes even out of reach, especially for the camera users. Fast and reliable model-based evaluation approaches will provide a straight forward means for evaluation of the camera parameters in the multi-dimensional camera parameter space.
Models have been introduced that describe the lightfield and how it is sampled by different image capturing systems [4, 5] . The lightfield model has proven useful for applications spanning computer graphics, digital photography, and 3D reconstruction [6] , but to our best knowledge, has not been utilized for extraction of the high-level camera properties. Attempts are made for model-based extraction of the high-level camera properties such as spatial resolution, using the principal ray model, the previously proposed SPC model and the complete wave-optics-based simulations [7, 8] . In each case, 978-1-4799-5751-4/14/$31.00 ©2014 IEEE Fig. 2 . Basic structure of a focused plenoptic camera the level of computational complexity and the result accuracy corresponds to the utilized model. The SPC model, which describes the captured light elements in a camera system in the form of the light cones (LCs), has been proven useful in describing the light sampling properties of a number of complex capturing systems [7, 8] . The model has been previously utilized for spatial resolution analysis of a synthetic aperture integral imaging setup [8] and a plenoptic capturing setup [9] . The SPC model is in the scope of the geometrical optics models, yet contrary to the principal ray model, it carries the focus properties of the optical system in addition to the ray information. This property makes the SPC model capable of extracting high-level properties of the capturing system, like the spatial resolution, with better accuracy compared to the ray-based models, and lower level of complexity compared to the wave-optics model.
The novelty of the current work lies in using the SPC model for performance analysis of a multi-focus plenoptic camera. In this work we investigate the spatial resolution in Raytrix R29 camera using two approaches: empirical and model-based (see Figure 1) . Raytrix R29 camera is a highend plenoptic camera currently available in the market, with a 29 Mpx image sensor. Here the spatial resolution profile of R29 is quantified as a function of depth. The model-based approach is using the previously developed SPC model [7, 10] .
In the next section, the structure of the plenoptic camera in general and the R29 camera in particular are introduced, followed by the description of the method for camera performance analysis, using the model-based and the experimental approaches. Results are illustrated and discussed in the subsequent section and finally the work is concluded.
PLENOPTIC CAMERA STRUCTURE
To make a plenoptic camera, a micro lens array (MLA) structure is introduced to a conventional camera system to empower capturing the directional information. The general plenoptic camera setup is shown in Figure 2 . The main lens generates an image which is then projected by the micro lenses onto the image plane.
Based on whether the image sensor collects a focused or blurry projection of the main lens image, the resulting cam- Note that the image may also be virtual in the sense that it is formed behind the image plane. The virtual image setup helps to reduce the size of the plenoptic camera and hence is usually the preferred setup, as in Raytrix R29 camera as well. In a focused plenoptic camera, each micro lens is re-imaging the object from a slightly different perspective, which is in fact spending the spatial resolution budget in respect to a conventional camera and gaining the angular information, based on the disparity between neighbouring micro images. The MLA in a plenoptic camera can have an orthogonal, hexagonal (with an improved fill factor) or other possible arrangements (see Figure 3) . Geometry, placement and the quality of the MLA strongly affects the properties of the plenoptic camera.
The Raytrix R29 camera utilizes a 2D micro lens array consisting of three interlaced hexagonal MLAs each having a different focal length. The focal lengths of the micro lenses are chosen such that the depth of field (DoF) of different micro lens types just touch and hence extend the overall DoF of the R29 multi-focus plenoptic camera [11] . Because of the complex structure of the plenoptic cameras in general and the multi-focus plenoptic cameras in particular, simplifying assumptions and approximations are employed for extracting high-level properties of these cameras using the analytical approach [11] .
METHOD
The profile of the spatial resolution throughout various depth planes is an indicator of the performance of the plenoptic camera, which empowers us to make a comparison between various camera structures with different capture parameters. Here we investigate the spatial resolution profile of the camera as a function of the distance to the image sensor. Figure  1 illustrates steps in R29 camera evaluation in both empirical and the model-based approaches.
For the scope of this work, the spatial resolution R for a plenoptic capturing system is defined as the inverse of the minimum distance between two resolvable points x 1z and x 2z located at a specific depth plane z perpendicular to the optical axis. R is then normalized with respect to the sensor pixel pitch p giving the normalized spatial resolution R n as:
The depth plane of interest can be located in the system's common field of view (CFoV) or be visible for only a limited number of lens elements in the system. The depth of field (DoF ) is defined as the depth range in which the rendered image is sharp with respect to a resolution threshold R th :
Thus the DoF value depends on the choice of the resolution threshold that separates the depth ranges which give sharp (in focus) and blurry (out of focus) images. It is important to have the same resolution threshold when comparing the DoF between different capturing systems.
SPC Model-Based Approach
The SPC model is defined as a set of light samples in the form of light cones (LCs) each having a tip position and an angular span. To build the SPC model of a capturing system, first the light intensity captured in each image sensor pixel is described in the form of a light cone. In the next step all the light cones are projected into the scene, passing through the optical elements in the capturing system and ending up in a new set of light cones with new spans and tip positions, which is then called the SPC model of the capturing system. The SPC model carries the ray information and the focus information of the capturing system and describes where within the scene the captured data set originates from [10] . The SPC model then uses this information to extract camera parameters such as spatial resolution throughout depth [7] . The SPC model-based spatial resolution extractor defined in [7] is valid for the area within the CFoV of the capturing system. To guarantee the resolvability of two points on a single depth plane in the CFoV, the minimum distance between the two points should be greater or equal to p a + α, where p a is the projected pixel size and α is the biggest line piece created by the LC's bases in the CFoV (see Figure 4 ). So Equation (1) turns into:
where the values for p a and α in the depth plane of interest are obtained from the SPC model of the capturing system. We use an incremental methodology to use the same extractor for the depth ranges which are visible only by a limited number of the micro lenses. For this purpose, the depth range of interest is divided into smaller depth ranges which are in the CFoV of not all but a number of micro lenses. For each depth range, the spatial resolution is then obtained by using Fig. 4 . Illustrating parameters for extracting the spatial resolution in the SPC model of the capturing system the same extractor in the proper CFoV related to that number of micro lenses. The results will be stitched together to cover the whole depth range of interest. A more detailed description of this incremental methodology can be found in [9] . The SPC model of the R29 camera is generated with the method described in [10] using the exact geometry of the optical components including the image sensor and the interlaced micro lens array properties and spacing. Using Equation (3) and the described incremental method, the spatial resolution is extracted from the SPC model of the camera for the depth range of interest. Considering the periodic nature of the R29 camera structure, we look into the model of the system for a single line of pixels behind a single line of micro lenses to extract the spatial resolution profile.
Experimental Approach
The experimental setup incorporated an R29 monochrome camera with 100 mm Zeiss lens capturing a scene with a costumed 80×80 checkered test chart rotated with 5 degrees, and a motorized camera slider. The main lens was focused at 80 cm and the distance between the camera and the test chart was varied from 60 cm to 90 cm. A set of 3000 so called lightfield photos was acquired using the R29 camera at uniformly spaced depths. The camera was operated with fixed focus and zoom in the whole depth range. Refocused image stacks were produced from each lightfield photo using the Rxlive software. The image in each stack exhibiting the highest sharpness was selected as having a focus plane coinciding with the test chart and used in subsequent resolution analysis by measuring the systems modulation transfer function (MTF) as set out in [12] . The measure of MTF50 was used which resembles the perceived sharpness of an image and corresponds to the spatial frequency of the MTF equal to a contrast of 50% relative to that of the MFT at spatial Figure 5 illustrates the spatial resolution profile from the model-based and the empirical approaches, along with the results from the analytical approach [11] for comparison purposes.
RESULT AND DISCUSSION
Horizontal axis in Figure 5 shows the distance of the main lens image to the image sensor, and the negative values on the axis come from the virtual image setup of the R29 camera (see section 2). The capture range defined as the distance of the object to the camera's main lens (60 cm to 90 cm in the capturing setup) is mapped through the main lens to the range 2.5 mm ≤ z ≤ 19.5 mm on this axis. Getting close to the margins of this depth range, the best focus images used for MTF measurements exhibit reconstruction artifacts, which means the chosen depth values covers the whole working range of Rxlive reconstruction capabilities for the current capture settings.
The vertical axis in Figure 5 represents the spatial resolution normalized with respect to the full sensor resolution. Figure 5 shows that the spatial resolution results from the SPC model based and the empirical approaches are in a very good agreement, yet both deviate from the results from the analytical approach, which predicts a higher maximum and then a sharp fall for the spatial resolution. The maximum obtainable spatial resolution from the SPC model based and the empirical approaches is shown to be approximately a quarter of the image sensor resolution in one dimension. Both the model-based and the analytical approaches assume an ideal main lens in the results shown in Figure 5 . It should be noted that the same camera without the MLA may not reach the full sensor resolution or the normalized value of 1 because of the main lens imperfections and diffraction limits. In that case, spatial resolution values normalized with respect to the maximum amount of the achievable resolution in the conventional camera will represent the amount of resolution loss as the result of introducing the MLA to the camera system.
One reason for the difference between the resolution results from the analytical approach with those from the measurements and the model-based approach is the fact that achievable resolution of different lens types are not combined in the analytical approach. In the analytical approach, the resolution value for each depth is selected by looking into the best resolution that each type of the micro lenses in the MLA can provide [11] , rather than a combination of them. In contrast, in the SPC model based method as well as the rendered in focus images used for resolution measurements, all lens types contribute to the resolution values. The contribution of different lens types smooths the resolution graph, lowering the maximum peak but giving a less steep fall off of the resolution values compared to what is predicted in the analytical approach. As a result, both the model-based and the empirical approaches show a smooth change in the spatial resolution values through depth, giving a narrower DoF for higher resolution thresholds and a wider DoF for lower resolution thresholds. As an example, Figure 5 illustrates that the DoF values for resolution thresholds equal to 0.2 and 0.15 (on the normalized resolution axis) are correspondingly narrower and wider than the analytically predicted amounts.
CONCLUSION
The spatial resolution profile for different depths was investigated in the R29 multi-focus plenoptic camera, using empirical and the SPC model based approaches. Maximum obtainable spatial resolution is approximately a quarter of the image sensor resolution in one dimension. Results from both measurements and the SPC model based approach are in a very good agreement. Obtained results show a lower maximum but a smoother change in the spatial resolution profile compared to the analytically predicted values. Both the empirical and the SPC model based approaches show stable spatial resolution values in a wide depth range for the multi-focus R29 camera. The good agreement between the results from the model-based approach and those from the empirical approach indicates suitability of the SPC model in evaluating high-level camera parameters such as the spatial resolution in a complex capturing system as R29 multi-focus plenoptic camera. This model-based approach has proved to be straight forward and applicable to plenoptic cameras with various configurations including the multi-focus MLA structure.
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