As a simple and effective clustering algorithm, K-means has been extensively used in the field of data mining. However, one shortage of the K-means algorithm is that it requires the selection of cluster number as well as initial cluster centers, which can sometimes impair algorithm performance if these parameters are not well selected. In order to address this problem, this paper presents an improved clustering algorithm by combining the K-means algorithm with the fuzzy matrix algorithm and applied the algorithm to the problem of user and page clustering in Web log mining. The algorithm first extracts compressed sub-matrix from relational matrix of users and Web pages, then divides all users into clusters based on their relative distances. As a result, outliers are identified and cluster number as well as cluster centers are obtained naturally. Comparison with the K-means algorithm demonstrates the superiority of the proposed algorithm.
INTRODUCTION
Clustering is a modern multivariate statistical method, which groups a set of objects into classes or clusters such that objects within a cluster have similarity to each other while owning dissimilarity to objects in other clusters. It has been widely used in data mining, pattern recognition, machine learning and image segmentation. Clustering algorithms can be generally classified as partition, hierarch, density-based, grid-based and modelbased clustering (Buchner, Mulvenna, 1998) .Partition methods such as K-means find shaped clusters only while hierarchical clustering methods discover clusters by merging the closet pair of clusters iteratively. Grid based clustering like STING requires that the data must be intensive in space .
Clustering analysis not only acts as a stand-alone tool to get data distribution and focus on further analysis on some clusters, but also can be used as pre-processing steps of other algorithms to improve the accuracy and efficiency of mining . Web access log data includes the user's IP address, access time, access methods (such as CET, POST), the requested file URL, Hypertext Transfer Protocol (HTTP) version number, return code, the number of bytes transferred properties, which can be seen as nominal data in view of user and page access relationship (Mahdieh, Akbari, 2012) . It has characteristics of large amount and sparse data distribution, so clustering of Web log has some difference with clustering of common sense.
Aiming at addressing the shortage of K-means algorithm, this paper presents an improved clustering algorithm by combining fuzzy matrix algorithm with K-means algorithm. The rest of the paper is organized as follows: Section 2 emphasizes the requirements of an improved data clustering algorithm with regard to Web log clustering. Section 3 first explains the details of several well-known clustering algorithms including the Kmeans clustering algorithm and the matrix clustering algorithm with their shortcomings being pointed out. Section 4 concludes our work.
REQUIREMENT OF ANIMPROVED DATA CLUSTERING ALGORITHM FOR WEB LOG MINING
Web mining employs the technique of data mining into the documents on the World Wide Web.In the web usage mining process, techniques of data mining are applied so as to discoverthe trends and the patterns in the browsing nature of the website visitors. There isextraction of the navigation patterns as the browsing patterns could be traced and the structureof the website can be designed accordingly (Li,2015) .
Theweb servers and computers that maintain the log files and deliver the web pages are called web servers. The Web server storesall of the files necessary to display the Web pages on the user's computer. The browser requests data like images/graphic files and scriptsfrom the Web server using HTTP, the server delivers the data back to the browser that has requested the web page. The browser in turn converts, or formats, the files into a user viewablepage. In the same way the server can send the files tomany client computers at the same time, allowing multiple clients to view the same page simultaneously. Figure1 shows log files of the web proxy server.
Figure 1.Web Proxy Server Log Files
The proxy server in figure 1 is an intermediate server that exists between the client and the Webserver. Therefore if the Web server gets a request of the client via the proxy server then theentries to the log file will be the information of the proxy server instead of the original user.These web proxy servers maintain a separate log file for gathering the information of the user.
Clustering of Web log includes user clustering and page clustering (Mahdieh, Akbari , 2012 
Where c i is the clustering result i, s k is the user session k, S is the total sessions, u it is the user session k belongs to type i. Then the clustering i can be expressed as the following form:
Where m is the total number of page URL, url ij is the page j in the cluster i. When necessary, we can also compute the important degree of page j in the cluster i, namely weight that is set as p ij as follows:
Where j c is the weight quality of page j in the cluster i, i c is the total quality of user sessions in cluster i. In classical clustering algorithm, the evaluation of clustering results has two classical indexes of intra-cluster distance and inter-cluster distance. With regard to the log clustering, the session distance can be seen as the similarity of two sessions, The average value int ra S of similarity among pairs of sessions in a cluster is the intra-cluster distance.
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Where sim kl is the distance from user session k to session l in the cluster i; i c is the total number of user session in cluster i. Larger S intra indicates more member similarity in the cluster and better clustering effect. The value 1 means all members in a cluster are totally the same.
Similarly, we can also obtain the similarity of user sessions between that in one cluster and from other session S inter as the inter-cluster distance, which is the average value of distance between user session in one cluster and that in other clusters:
Where sim kl is the distance from user session k in the cluster i to the user session l in the cluster j; i c is the total number of user session in cluster i and j c is the total number of remaining all user session apart from cluster j. Smaller S inter means more loosely cluster and better clustering effect. The K-means clustering algorithm needs to determine the number of clusters and the initial cluster centers, which in most cases, are difficult to find. Therefore, we need an improved clustering algorithm suitable for web log mining. Inspired by this, we use fuzzy matrix clustering to find cluster number and cluster centers, whichare then used as input for K-means algorithm (Papageorgiou, Polansky , 2009) .
Assume that the user interval division result is {a, b, c, e}, then the initial clustering point of K-means clustering can select the point close to central point in this user interval. The number of clusters of matrix clustering can be used as that of K-means. For the cluster with less data sets, it can be identified as edge points or edge data set, which can be removed or be specially treated, so as to greatly reduce impact of noise on clustering.
ANALYSIS ON K-MEANS CLUSTERING ALGORITHM AND MATRIX CLUSTERING

3.1.K-means Clustering Algorithm
As one of the simplest unsupervised learning algorithms.the K-means algorithm is by far the most popular clustering tool used nowadays in scientific and industrial applications. The main idea is to define k centroids, one for each cluster. These centroids should be placed in a cunning way because different locations may cause different results. Therefore, a better choice is to place them as much as possible far away from each other. The next step is to iterate each point belonging to a given data set and associate it to the nearest centroid. When no point is pending, in the first step is completed. At this point we need to re-calculate k new centroids as barycenters of the clusters resulting from the previous step. After that, a new binding has to be done. A loop has been generated. In fact, it has been revealed that this algorithm aims at minimizing an objective function.
The sum of the squares of errors (SSE) can be regarded as the negative of the log-likelihood for a normally distributed mixture model (Sieberling, Chu and Mulder, 2010) . Therefore, the K-means algorithm can be derived from a general probabilistic framework. An objective function based on the L2 norm has many unique algebraic properties. For example, it coincides with pair wise errors, and with the difference between the total data variance and the inter cluster variance. The first version is similar to the EM algorithm and consists of two-step major iterations that:
(1) Reassign all the points to their nearest centroids (2) recomputed centroids of newly assembled groups. Iterations continue until a stopping signal achieved (for example, no reassignments happen). Thisversion, known as Forgy's algorithm, has many advantages:
(1) It easily works with any Lp norm, (2) It allows straightforward parallelization. (3) It does not depend on to data ordering. The second (classic in iterative optimization) version of K-means reassigns points based on a detailed analysisof how moving a point would affect the objective function. It is not clear that this versionis computationally feasible, because the outlined analysis requires an inner loop over all member points. However, in the L2 case it is known that computing theimpact on a potential cluster can be algebraically reduced to finding a single distance from its centroid to a pointin question. Therefore, in this case both versions have the same computational complexity.
Figure 2. Represents Various Clustering Techniques
The popularity of the K-means algorithm is well deserved, but it has certain shortcomings: (1) The result depends greatly on the initial guess of centroids (2) The computed local optimum may be quite different from the global one, It is not obvious how to choosea good value for k. The process is sensitive to outliers,
(1) The basic algorithm is not scalable, (2) Only numerical attributes are covered, (3) Resulting clusters can be unbalanced (in Forgy's version, even empty). A simple way to mitigate the effectsof cluster initialization was suggested by Bradley and Fayyad. First, centroidsconstructed this way serve asan initial guess to ignite the K-means algorithm. Another interesting attempt is basedon genetic algorithms. No initialization actually guarantees a global minimum for K-means.
Preprocessing has drawbacks. It results in approximations that sometimes negatively affect final cluster quality.Pelleg and Moore suggested how to directly accelerate the k-means iterative process byutilizing KD trees. While more comprehensive criteria for findingoptimal k require running independent K-means and comparing the results (costly experimentation), Xmeanstries to split a part of the already constructed cluster based on the outcome of the BIC criterion (Song, Wang, Lei and Xing, 2015) . Thisgives a much better initial guess for the next iteration. Thetremendous popularity of K-means algorithm has brought to life many other extensions and modifications, such as Mahalanobis distance, the maximum of intra cluster variances. Generalizations that incorporate categorical attributes arealso known: the term prototype is used in this context instead of the term centroid.
The processing flow is as follows: firstly randomly select K data objects as the initial clustering centers. For the remaining objects, assign them to the most similar cluster according to the distance between them and centers. Re-calculate the average value of each cluster. The process should be constantly repeating until the standard measure function begins to converge (Wang, Yang and Chen, 2005) .
The biggest drawback of K-means algorithm is that it needs to pre-determine the number of clusters, if the user has no sense about it in advance, the algorithm is not suitable. Furthermore, K-means algorithm is very sensitive to noise data and edge data. Therefore, the data preprocessing effect of Web log data will directly affect clustering effect.
Fuzzy Matrix Clustering Algorithm
The problem to be solved by fuzzy matrix clustering can be described as activating transmission of matrix clustering. In each time of activation transmission, it selects user and page whose activation number is bigger than user threshold and page threshold, and then finds the row number bigger than or equal to user confidence and column number bigger than or equal to page confidence.
IMPROVED CLUSTERING ALGORITHM AND EXAMPLE ANALYSIS
Improved Clustering Algorithm
The fuzzy clustering algorithm can better distinguish general interval clusters but cannot execute more accurate clustering analysis. The K-means clustering algorithm needs to determine the number of cluster centers and the initial value. Therefore, we can combine thesetwo.
Assume that the user interval division result is {a, b, c, e}, then the initial clustering point of K-means can select the point close to them. For clusters with less data sets, it can be identified as edge points or edge data, which can be removed to greatly reduce impact of noise (Zhang, sheng and Tan,2008) .
4.2.Clustering Algorithm Experiment
The test was implemented on log data after preprocessing. Finally, the improved clustering result was compared with that of K-means. The average error of K-means clustering was set as 0.1. The K-means clustering result is shown in Table 1 . Firstly the fuzzy clustering obtain the division classification and select session number larger than 10 as an interval, where the page threshold is 3 and user threshold is 3. The interval division result is shown in Table 2 . Select appropriate initial value in the determined space, the best choice is the point at the area center. Here {502, 5, 6, 15, 16, 44, 62, 85 , 261} is selected as initial value.
From the above two tables we can see that the effect of K-means clustering is not better. It produced 2 isolated points and a cluster has only 4 data. The fuzzy matrix clustering for interval division effectively determine not only the number of clustering, but also the initial value. 141, 159, 171, 178, 261, 262, 265, 269, 271… Cluster 6 148 10, 14, 16, 22, 23, 26, 28, 34, 41, 48… Cluster 7 14 7, 25, 47, 74, 83, 187, 270, 275, 406, 507… Cluster 8 44 6, 8, 13, 79, 104, 113, 130, 150, 179, 185… Cluster 9 4 9, 153, 521, 526 4, 158, 170, 472, 474, 557, 140, 177, 261, 264… Interval 2 53 5, 7, 8, 12, 129, 149, 152, 178, 228, 229… Interval 3 13 6, 24, 46, 73, 82, 269, 274, 405, 506, 508… Interval 4 30 15, 47, 60, 64, 65, 66, 91, 97, 151, 207… Interval 5 44 16, 45, 98, 106, 126, 135, 137, 150, 154, 180… Interval 6 11 44, 55, 96, 271, 296, 300, 355, 477, 491, 595, 119… Interval 7 12 62, 105, 111, 122, 153, 185, 316, 333, 402, 504… Interval 8 13 85, 87, 132, 611, 173, 311, 358, 370, 409, 527… Interval 9 11 140, 158, 170, 260, 261, 264, 268, 270, 406, 557… , 6, 8, 9, 10, 13, 14, 21, 22, 23… Cluster 4 468 4, 7, 11, 12, 15, 18, 19, 20, 24, 25… Cluster 5 22 16, 48, 61, 65, 66, 67, 152, 208, 282, 353… Cluster 6 60 2, 17, 46, 53, 55, 64, 99, 107, 108, 127… Cluster 7 10 58, 62, 146, 320, 332, 400, 551, 587, 608, 759 Cluster 8 12 3, 77, 85, 94, 114, 115, 131, 188, 386, 701… Cluster 9 12 141, 171, 261, 262, 269, 271, 407, 474, 610, 627… Figure3 and Figure 4 illustrate the clustering result. Through calculation, the average intra-cluster distance of improved algorithm is 0.336, which is larger than that of K-means algorithm 0.298. 
CONCLUSIONS
Clustering analysis plays an important role in the log mining based on Web. This paper presents an improved clustering algorithm by combining the K-means algorithm with the fuzzy matrix algorithm and applies the algorithm to user and page clustering in Web log mining. The algorithm extracts compressed submatrix from relational matrix and divides all users into clusters based on their relative distances. As a result, cluster number and centers are obtained with outliers identified. Experiment resultsshow the superiority of the proposed algorithm.
