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Statistical Modelling Applied To Perceptions of Fraud  
This study aims to investigate and identify attitudes, behaviours and perceptions harboured by 
bank  cardholders  and  merchants,  which  are  associated  with  a  higher  susceptibility  towards 
experiencing bank card fraud. Primary data was obtained from bank cardholders and merchants, 
from various business categories, in both the Nelson Mandela Bay Metropolitan Municipality and 
the City of Johannesburg Metropolitan Municipality. Following the use of parametric Multinomial 
Logistic Regression (MLR) and nonparametric conditional density estimation to analyse the data, 
the results are compared and relevant covariates/perceptions are determined from the more 
accurate of the two techniques.  
The results of the analysed survey data serve as a tool, highlighting areas which require further 
education and awareness on the part of merchants and bank clients. Keywords: nonparametric, 
parametric, bank card fraud, perceptions. i 
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1.  INTRODUCTION AND OBJECTIVES  
The  prosperity  of  any  nation’s  economy  depends  upon,  amongst  other  things,  trading 
environments wherein transactions are efficient, safe, secure and have minimal transaction 
costs. Modern  day markets  as well  as market  participants  have  ever‐increasing  access  to 
amenities which improve not only the efficiency, but also the expediency of their economic 
transactions,  whilst  at  the  same  time  minimizing  costs.  The  most  ubiquitous  of  these 
expediencies are bank cards, namely credit and debit cards.  
1.1.  HISTORY OF BANK CARDS  
The first general purpose bank card, a programme which went by the name of Charge‐It, was 
invented in 1946 by John Biggins of New York’s Flatbush National Bank of Brooklyn (Bellis, 
2011; Woolsey & Gerson, 2014). The program, and its accompanying card, however, were 
limited to customers of the bank and to local purchases. In 1949, Frank McNamara created 
the  Diner’s  Club  card  which  allowed  clients  to  make  purchases  from  merchants  whose 
operations were beyond the geographic locale of the cardholder (Sienkiewicz, 2001).  In its 
infancy, the Diner’s Club card was technically a charge card. A charge card enables its holder 
to purchase goods and services, the total value of which becomes payable by the cardholder 
to the card issuer, interest free, at the end of every billing cycle (Irby, 2007). Similarly, a credit 
card  permits  its  holder  to  effect  payments  for  goods  and  services,  the  value  of which  is 
payable at some future date, with accompanying interest rate charges. It wasn’t until the late 
1950s that the first true, bank issued credit card was introduced by Bank of America (Akers 
et al., 2005). The program proved a success (Yuille, 2012), and it soon enticed several other 
banks and institutions, both locally and internationally, to create credit card products of their 
own in an attempt to emulate this success.  
The debit card is another form of plastic bank card which can be used as a method of payment, 
but  unlike  a  charge  card  or  credit  card,  the  money  used  for  debit  card  transactions  is 
automatically  deducted  from  the  cardholder’s  bank  account  (Cambridge University  Press, 
2016). According to the Kansas City Federal Reserve (Hayashi et al., 2003), the very first debit 
cards were issued by the Bank of Delaware in 1966, with 1967 being the year when the first 
automated teller machine was installed, in London, by Barclays Bank. According to Visa’s 2012  
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Global Payments Tracker Survey (Visa, 2013a), 75% of South African bank account holders 
have some sort of bank card at their disposal. The survey results indicated a steady rise in 
card usage amongst South Africans, with 41% of the respondents owning debit cards.  
1.2.  ADVANTAGES AND DISADVANTAGES OF BANK CARD USAGE AND 
ADOPTION  
The benefits of  credit  cards  to cardholders  include  (Yuille, 2012;  Latino Community Credit 
Union, 2013):  
• Their  virtual  universal  acceptability  as  a  method  of  payment,  not  only  locally  but 
internationally, as well as their use for online, telephonic and mail purchases.  
• Bank cards allow clients to optimize their consumption decisions through access to 
SMS, online or mobile based facilities which capture account balances and purchases 
in real time.  
• They have utility during emergencies.  
• Credit  cards help establish a  consumer’s  credit history and may help  to  raise  their 
credit score.  
Some  disadvantages  of  credit  cards,  to  cardholders,  include  (Preston  and  Prochaska‐Cue, 
2007; Yuille, 2012):  
• The temptation to spend carelessly.  
• Possible continual deferment of balance settlements.  
• The possibility of incurring default penalties.  
• A  reduction  in  future  buying  power  (by  reallocating  future  income  flows  towards 
servicing present debt).  
• The accrual of debt resulting in an unfavourable credit score and, perhaps, eventual 
bankruptcy.  
Some benefits, to merchants, of credit cards include:  
• An  implicit  commitment  by  the  bank  to  pay  the  merchant  upon  a  transaction’s 
authorization, regardless of consumer default.  
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• Credit cards contribute to safety and a reduced risk of theft by reducing cash on the 
premises.  
• Reduced back office expenses.  
• Greater sales volumes and externalized credit risk (Gotmerchant.com, 2014).  
Some disadvantages of credit cards, as experienced by merchants, include:  
• Commission  charges  (charged  as  a  percentage  of  the  value  of  each  credit  card 
transaction).  
• Interchange fees. These are fees paid by a merchant’s acquiring bank to a cardholder’s 
issuing bank as a percentage of bank card transactions (Martin, 2010). In South Africa, 
interchange fees range from 1.48% to 1.57% of a credit card transaction’s value (SARB, 
2015).  
• Reduced profit margins or losses on low value transactions.  
• Requires the lease or once‐off purchase of transaction processing equipment.  
• Funds are not immediately deposited into a merchant’s bank account.  
• The risk of consumer chargebacks.  
The widespread adoption and use of bank cards has several economic benefits which stem 
directly (and indirectly) from the advantages to cardholders and merchants as stated above, 
as well  as  others  which may  not  be  immediately  obvious.  There  is  a  positive  correlation 
between bank card penetration, economic growth and exports (Schmith, 2008). A study by 
Moody’s Analytics (Visa, 2013b), on behalf of Visa, revealed that between 2008 and 2012, 
electronic  payment  products  contributed  $983  billion  to  the  GDPs  of  the  56  countries 
included in their study. It was also found that growth in credit and debit card usage endowed 
South Africa with an additional $8 billion in gross domestic product during the same period. 
Bank card growth provides economic stimulation, which has served to attenuate the impact 
of the global recession and to accelerate recovery (Visa, 2013b). Such payment mechanisms 
also  provide  governmental  support  by  producing  further  tax  revenue.  Credit  cards  may 
provide  financing  to  entrepreneurs  and  small  businesses  in  lieu  of  other  lines  of  credit 
(specifically  during  times  of  economic  uncertainty),  thereby  enabling  an  expansion  in  the 
market  for goods and services which they produce (Keating, 2009). Credit card ownership 
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increases  cardholders’  liquidity  as  well  as  the  ease  with  which  they  may  increase  their 
consumption spending, leading to more purchases and therefore higher sales volumes, which 
has  an  immediate  impact  on  GDP.  According  to  research  and  analysis  by  Global  Insight 
(Schmith, 2008), a 10% increase in the electronic payments of countries under consideration 
(South Africa included), would conceivably result in a 0.5% increase in consumer spending. To 
put  this  quantity  into  context,  based on  current  figures,  a  0.5%  increase  in  South African 
consumer expenditure equates to billions of dollars’ worth of additional production (Trading 
Economics, 2014). Overall, increases in aggregate demand tend to generate greater demand 
for products and services, which in turn requires the recruitment and expansion of relevant 
factors of production, of which human capital and labour are the most notable. It can thus 
reasonably  be  argued  that  responsible  bank  card  utilization  plays  a  role  in  reducing 
unemployment  levels within  a  given  economy.  Considering  the  aforesaid benefits,  it  is  of 
cardinal importance that threats to bank card payment methods be identified, pre‐empted 
and well understood so that the inherent risks may be managed accordingly.  
1.3.  BANK CARD FRAUD  
The greatest hazard and disadvantage of bank cards, facing cardholders, merchants and banks 
alike, comes not directly from the cards themselves, but from sinister external agents. The 
prodigious expansion in card usage has, unfortunately, also been accompanied by bank card 
fraud, as criminal elements seek to profit illicitly. The Banking Association South Africa (n.d.) 
identifies six types of card fraud, namely counterfeit card fraud, card not present (CNP) fraud, 
lost and/or stolen card fraud, false application fraud, account takeover fraud and not received 
issued (NRI) card fraud.  
Counterfeit card fraud typically involves the use of skimming devices to illegally produce cards 
containing information which has been stolen from a legitimately issued debit or credit card. 
Lost, stolen or old cards may also be encoded with  information stolen from a  legitimately 
issued card, with the aim of perpetrating counterfeit card fraud.  
In CNP fraud, neither the card nor the cardholder is present, at the point of sale, whilst the 
fraudulent  transaction  is  being  conducted.  CNP  transactions  can  be  conducted  when 
purchases  are  placed  telephonically,  via  the  internet,  by mail  order  or  fax.  During  such  a 
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transaction, it is impossible for retailers and merchants to physically verify the identity of the 
cardholder. The card user becomes anonymous and, if they are a fraudster, they are then able 
to obfuscate and disguise their true identity.  
Lost  and/or  stolen  card  fraud  refers  to  fraudulent  transactions which  are  conducted on a 
genuinely issued bank card which has been lost by or stolen from the owner, respectively.  
False application fraud involves the acquisition of an account through the falsification of a 
card  application,  for  the purpose of  committing  fraudulent  transactions.  False  application 
fraud  was  at  its  highest  in  South  Africa  during  2006/2007  (SABRIC,  2010),  but  has  since 
declined drastically, in part owing to the introduction of FICA (Financial Intelligence Centre 
Act) and NCA (National Credit Act) legislation (The Banking Association South Africa, n.d.).  
As the name suggests, account takeover fraud occurs when sensitive information is misused 
by a perpetrator in order to take over an existing account and pose as the legitimate account 
holder, so that they may utilize the account for their own benefit. Often the fraudster will 
apply  for  a  replacement  card  for  fraudulent  use  by  impersonating  the  authentic 
accountholder with the aid of client specific information.  
NRI card fraud refers to the interception, by fraudsters, of validly issued debit and credit cards 
before they reach the intended, legitimate customer. The intercepted cards are then used to 
conduct fraudulent transactions.  
According to the South African Banking Risk  Information Centre  (SABRIC, 2013) card  fraud 
losses on South African issued cards, from January to September of 2013, were ZAR 366.8 
million. Of  these  fraudulent  transactions,  ZAR  145.9 million  (39.78%)  occurred  outside  of 
South Africa whilst ZAR 220.7 million (60.17%) occurred within South Africa. The total 2013 
figure represents a 105.72% increase on the 2006 figure of ZAR 178.3 million, and a 22.02% 
increase  in  comparison  to  the  2012  figure  of  ZAR  300.6  million.  From  2012  to  2013, 
counterfeit fraud increased by 26.87% to ZAR 144.5 million, CNP fraud increased by 15.51% 
to ZAR 178.7 million, lost and/or stolen card fraud increased by 103.21% to ZAR 31.7 million 
and account takeover fraud saw the largest increase of 120% to ZAR 2.2 million. The only type 
of card fraud which evidenced a year on year reduction was false application fraud, which 
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decreased by 53.38% to ZAR 6.2 million. There was no change in NRI fraud, which remained 
at less than ZAR 1 million.  
  
  
1.4.  THE CONSEQUENCES OF CARD FRAUD  
The economic consequences of bank card fraud are numerous and varied. Cardholders have 
limited liability for card fraud losses. Banks have to reimburse customers who have been the 
victims of card fraud and merchants may have to return proceeds which they have received 
from fraudsters’ purchases. These reimbursements imply costs. Costs which are factored into 
the prices of goods and services provided by banks and merchants, and then passed on to the 
consumer. Incidents of card fraud also have an impact on consumer confidence, with many 
customers  who  have  been  victims  of  bank  card  fraud  using  their  cards  less  often  or 
abandoning their use altogether following such incidents (Inscoe, 2014).  
Merchants  are  the  most  adversely  affected,  in  the  event  of  a  fraudulent  transaction, 
particularly for CNP fraud where they may have to absorb the total cost of the transaction. 
According to Bhatla et al. (2003) the cost of fraudulent transactions to merchants consists of 
six components:  
1. Owing to the remote likelihood that fraudulently purchased goods will be recovered, 
the cost of the merchandise to the merchant has to be totally written off.  
2. For CNP fraud purchases,  there  is also a shipping cost  involved. This cost  is  further 
exacerbated by the fact that fraudsters also request priority shipping for their illgotten 
goods.  
3. Merchants whose chargebacks are in excess of an established amount during a given 
period, say three months, could be liable to a fee, payable to the acquirer, for every 
chargeback.  
4. For every chargeback, the merchant becomes liable for a processing fee, payable to 
the card‐issuing bank.  
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5. Every chargeback also generates significant administrative costs for merchants. These 
involve  hours  of  research,  customer  correspondence  and  compilation  of  relevant 
documentation to the acquirer or issuer.  
6. Excessive  chargebacks  and  fraudulent  card  transactions  may  result  in  a  severely 
diminished reputation and goodwill, thereby affecting a merchant’s trade volume and 
quantity.  
Fraud degrades operational performance and increases cost, not just for financial institutions, 
but  for  the  global  payments  system.  Resource,  compliance,  enforcement,  reputation  and 
litigation costs are just some of the broader costs associated with bank card fraud (Gates & 
Jacob, 2008). There are also costs  involved  in fraud prevention,  fraud detection as well as 
securing transaction environments from fraud. These accrue to both merchants and banks.  
The  general  crime  rate  increases  since  there  are  other  types  of  crimes which  enable  the 
perpetration of card fraud or thrive off its proliferation. Examples of such crimes include drug 
trafficking, identity theft, burglary, pickpocketing, local gang‐related crimes and theft of cars 
(Bhatla et al., 2003). Of even greater concern, however, is the link between bank card fraud 
and the financing of organized crime and terrorism.  
Terrorist organizations utilize the proceeds of card fraud to fund not only once‐off costs (e.g. 
attacks), but recurring day to day expenses too. In order to finance the legitimate businesses 
which many terrorist groups require for concealment and in order to feign legitimacy, as well 
as  to  create and perpetuate  a network of  agglomerated  support,  terrorist  groups  require 
extensive  funding  (Perri, 2010).  In  the words of  LexisNexis’ Debra Geister  (Simon, 2008a), 
“any vehicles that are convenient for consumers are also convenient for terrorists”. Electronic 
payment  systems  provide  terrorists with  a  facile means  of  disseminating  funds.  Although 
bringing large amounts of physical currency from one country to another may be in violation 
of cash reporting laws, bank cards obtained in other countries can be carried freely on one’s 
person, from country to country or they may also be mailed internationally (Simon, 2008b).  
Organized  crime  syndicates  are  indiscriminate  in  how  they  acquire  financing  and  have 
expanded and diversified interests. In order to remain operational, the funds obtained from 
card  fraud  contribute  towards  abetting  crimes  such  as money  laundering,  exploitation  of 
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business structures (particularly ethnic diaspora communities), the manufacture, distribution 
and sale of  illicit commodities, abetting public sector corruption as well as distorted share 
markets as a result of share price and asset value manipulation (Australian Crime Commission, 
2013). Organized crime also has adverse effects on state tax rates and revenue,  insurance 
premiums, citizen health and safety and banking fees (Royal Canadian Mounted Police, 2013). 
Officials at the United States Department of Justice (Picarelli et al., 2010) posit five ways in 
which  international organized crime represents a national security threat. These are: their 
expansion  of  the  reach  of  drug  trafficking;  forming  alliances  with  insurgent  groups  and 
terrorist organizations; their detrimental impact on individuals, enterprises and global trust 
systems  through participation  in  cybercrimes; posing a  threat  to global economic  stability 
through their infiltration of financial and commercial markets, engaging in a myriad of illegal 
business practices and displacing lawful businesses (Bjelopera & Finklea, 2012).  
1.5.  MANAGING BANK CARD FRAUD RISK  
In order to deal with the onslaught of fraudulent bank card transactions, most card‐accepting 
merchants and every major South African bank has fraud detection systems in place. These 
systems are able to detect and identify fraudulent transactions and even fraudulent accounts, 
either  in  real  time  or  after  the  fact.  The  drawback  of  such  an  approach,  however 
commendable and effective one might consider it to be, is that it does nothing to avert the 
damage, costs and inconvenience in the first place. An overemphasis on detection rather than 
prevention  is  reactive  and  is  therefore  of  no  utility  in  addressing  the  root  causes  of  the 
problem,  namely  vulnerabilities  present  in  the  human  (merchant  and  cardholder) 
components of such transactions. Firstly, there are the bank cardholders whose cards and 
information is required in order to commit acts of bank card fraud successfully. Secondly are 
the merchants whose enterprises the fraudsters patronize in order to monetize their illegally 
acquired data and cards. Lastly, are the criminal elements who are at the centre of this social 
and economic malady. In order to work towards minimizing and preventing incidents of bank 
card fraud (as well as all of the harm which they cause), it is of paramount importance to have 
a vast comprehension and appreciation of the relevant perceptions, motivations, prejudices 
and  beliefs  which  drive  each  of  bank  cardholders,  merchants  and  fraudsters,  thereby 
contributing to fraudulent transactions.  
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The relevance and  impact of cognitive and psychological  factors  is already recognized and 
acknowledged  in  microeconomics  and  macroeconomics.  The  disciplines  dealing  with  the 
aforementioned  are  broadly  referred  to  as  behavioural  economics,  neuroeconomics, 
cognitive  economics  and  economic  psychology.  Economists  and  financiers  look  to  these 
sciences for further elucidation about how economic agents process information and make 
decisions (Bruno & Stutzer, 2007). Themes and phenomena which have been studied thus far 
include, stock markets, saving and borrowing, household decision making as well as corporate 
social investment, to name but a few. The psychology of tax fraud (Lewis, 2012) has also been 
investigated and  scrutinized, but  there  is  little  to no  literature which  considers bank  card 
fraud. Specifically as it pertains to bank cardholders and merchants with bank card amenities 
on their business premises.  
According  to  a  study  by  LexisNexis  (2013),  minimizing  the  frequency  of  fraudulent 
transactions resulting from consumer identity and payment information theft, would serve 
to protect the profits and revenues of merchants in two ways. Firstly, fraudsters are reliant 
upon  illegally obtained consumer data  to make purchases and secondly,  consumers avoid 
those merchants who they perceive as having a flawed transaction environment. From the 
aforesaid,  it  becomes  apparent  that  perceptions  of  bank  card  transactions  safety matter 
directly to cardholders and, as a result, to merchants as well.  
1.6.  OBJECTIVES  
Broadly speaking, this study aims to explore the psychology of bank card fraud. In particular, 
this  study aims  to determine which perceptions, beliefs  and behaviours  contribute  to  the 
fraud risk of merchants and bank cardholders. Integrated within this investigation will also be 
card fraud safety guidelines as espoused by The Banking Association South Africa (n.d.).  
For the Johannesburg Metropolitan area as well as the Nelson Mandela Metropolitan area, 
this study seeks to determine the cognitive and psychological determinants which contribute 
to  the  susceptibility  of  merchants  operating  within  those  respective  metropolitans.  The 
objective is to identify determinants which are idiosyncratic to only one of these metropolitan 
areas, prevalent in and pertinent to both metropolitans as well as those factors which provide 
no significant or additional utility in discerning a merchant’s fraud risk. The results may then 
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be  used  to  inform  the  content  of  educational  campaigns,  specifically  targeting  those 
merchant  categories which are most vulnerable and even provide a means with which  to 
disseminate  interventions  which  are  specially  tailored  to  suit  either  of  the  relevant 
geographical regions.  
In  addition,  socioeconomic,  demographic  and  psychological  factors  harboured  by  South 
African bank cardholders will also be explored, with particular emphasis on how these factors 
influence the risk of card fraud. As already stated, official bank guidelines will be integrated 
into this investigation, which would determine the efficiency and efficacy of contemporary 
fraud awareness guidelines which are targeted at customers. Can more be done to prevent 
fraud and lower customers’ fraud risk, or are current guidelines sufficient? Once again, the 
results of  the customer analysis may be used  in order  to  inform and tailor  the content of 
future interventions.  
The operationalized framework for cardholder and merchant card  fraud risk will be tested 
with the use of statistical classification techniques. More specifically, the methods which will 
be used are parametric multinomial logistic regression and nonparametric conditional modal 
regression. A comparison of the methods’ results will be analysed in order to ascertain which 
of  the  two  methods  under  consideration  is  most  suitable  to  determine  bank  card  fraud 
susceptibility amongst merchants and cardholders.  
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2.  LITERATURE REVIEW  
This chapter provides a survey of literature which is deemed pertinent to this study as well as 
laying  the  theoretical  foundation  for  the  analyses  and  methodologies  which  are  to  be 
implemented  in  subsequent  chapters.  Section  2.1  reviews  various  studies  which  provide 
insights  into  how  fraud  is  perceived  by  various  retail  stakeholders.  Section  2.2  assesses 
numerous  studies  of  different  fraud  detection  techniques,  providing  insights  into  the 
performance of these techniques as well as factors which provided the models with utility in 
quantifying fraud risk. Section 2.3 provides an appraisal of the known research pertaining to 
the perception of fraud within the Johannesburg metropolitan area. The literature reviewed 
in this section is especially important since this study derives and expands from the premises 
contained in the work of Nasila (2014). Further to this, the geographical context and study 
cohorts assessed by Nasila (2014) are directly relevant to the research herein. Lastly, section 
2.4 details the parametric and nonparametric statistical methodologies which will be used in 
order to achieve the objectives stated in the previous chapter. Additional information on how 
these  techniques are  to be  implemented and compared are provided  in  the Methodology 
chapter.  
2.1.  INTRODUCTION TO FRAUD AND ITS PERCEPTION IN RETAIL  
Singh  et  al.  (2006)  made  several  findings  regarding  the  perceptions  of  bank  card  fraud, 
security and privacy. Of the respondents in their study who had previously been victims of 
fraud, their contemporary attitudes and behaviours differed somewhat. The experience of 
fraud made some victims more vigilant with regards to reviewing statements and caused a 
cessation  in their online credit card use. Yet another respondent who was also a victim of 
fraud,  but  owing  to  the  helpful  response  of  their  bank  regarding  the  infringement,  now 
perceived  the  bank  as  more  trustworthy.  The  researchers’  study  revealed  that  the 
convenience  provided  by  effecting  online  transactions  was  enough  to  assuage  bank 
cardholders’ concerns about security and privacy. Some of  those who made use of online 
transactions facilities were prudent enough to also employ strategies intended to minimize 
their risks of falling victim to fraud. These measures include using a computer and network 
which they believed to be secure, ensuring that they only use secure sites, using up‐to‐date 
malware detection software and setting low limits on their credit cards.  
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Hartmann‐Wendels and Mahlmann (2009) investigated the determinants of German banks’ 
risk exposure to new account fraud. New account fraud required the use of a false identity, 
one which was either stolen or synthetic, in order to open a new account for the purpose of 
obtaining a loan or bank card. The study data comprised 203 490 accounts, of which 0.16% 
(326) were identified as fraudulent. The researchers employed binary response regression to 
quantify  the  risk  of  an  individual  account  holder  committing  fraud.  They  incorporated  a 
deterrence  variable,  based  on  the  economic  theory  of  crime  (Becker,  1968)  as  well  as 
economic and socio‐demographic factors, based on Ehrlich’s (1973) time allocation model, as 
explanatory variables in their model. These variables were gender, nationality marital status, 
type(s) of telephonic details provided, age category, occupation type and whether or not an 
overdraft facility had been requested. The analysis revealed that foreigners were 22.25 times 
more likely to commit fraud than German nationals, males were 2.5 times more fraud prone 
than females, account holders with an overdraft facility represented a fraud risk 5.5 times 
greater than those who hadn’t, individuals aged 36 to 45 were the highest risk age category, 
blue collar workers represented the highest fraud risk relative to other occupation types and 
unmarried/single account holders were 1.33 times more likely to commit new account fraud. 
This study also attended to the regulatory capital requirements for financial institutions. This 
was  done  for  losses  pertaining  to  portfolios  whose  composition  varied  between  the 
considered  variables.  Their  analysis  indicated  that  a  hypothetical  portfolio  of  exclusively 
foreign‐owned accounts would impose a cost of €97.8 per account in expected loss and €29.6 
per account in unexpected loss, where unexpected loss is simply the difference between the  
99th percentile and expected per‐account losses. This is in contrast to a portfolio of exclusively 
German account holders, with an expected loss of only €3.5 per account and an unexpected 
loss of €0.8 per account. A multivariate simulation of different combinations of portfolios by 
Hartmann‐Wendels and Mahlmann (2009) revealed that a portfolio comprised of the safest 
cardholder  characteristics  (one  which  contains  unmarried male  Germans,  who  are  white 
collar  workers,  residing  in  non‐city  states,  who  have  provided  only  their  mobile  phone 
number and have not requested an overdraft facility) would require €3.3 of bank equity per 
account, to cover fraud losses at the 99th percentile. The absorption of fraud losses for the 
riskiest simulated portfolio requires €4 430.7 of equity per account.  
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Conference proceedings summarized by Gates and Jacob (2009) revealed that some delegates 
in  the  payments  industry  believed  that  contemporary  levels  of  fraud  protection  were 
adequate and that a great majority of market participants were satisfied with the general 
state of payments fraud. Customers have little incentive to be cautious with their data as they 
do not carry the brunt of the financial burden resulting from card fraud. This creates moral 
hazard. Owing to market participants’ inability to fully appreciate the true cost of fraud, they 
often  make  risk  management  business  decisions  which  are  sub‐optimal.  When  security 
concerns  induce  consumers  to  utilize  one  payment  option  in  lieu  of  another,  there  is  an 
opportunity cost involved. One which the researchers argue is the biggest cost of fraud. This 
is  especially  true  when  payment  methods  with  higher  relative  efficiency,  safety  and 
affordability are abandoned, as a result. Gates and Jacob (2009) further noted that banking 
customers’  perceptions  regarding  the  fraud  risk  of  a  new payment method  can  stunt  the 
growth of  those payment channels, because of  reluctance to adopt  the new method. The 
study cited a survey which revealed that 65% of those who had indicated that they did not 
want  to  use  radio‐frequency  identification  (RFID)  or  near  field  communication  (NFC) 
technology  to make payments,  indicated  security  considerations as  the  leading deterrent. 
Bank card  fraud also has effects on  the availability of new products, by making payments 
providers more reluctant to develop newer payment methods since such innovation would 
beget further unknown risks. One conference participant, Mallory Duncan, of the National 
Retail  Federation,  noted  that  many  merchants  are  now  expected  to  manage  payments 
technologies  which  are  beyond  their  core  competencies.  He  stated  that  merchants  who 
perceive direct benefits from heightened data security have a greater willingness to pay for 
new security infrastructure.  
Pulina  and  Paba  (2010)  analysed  “demographic,  socio‐economic  and  banking  specific 
determinants  that  influence  the  risk  of  fraud  in  a  portfolio  of  credit  cards”.  Using  data 
obtained from a sample of 317 231 card positions, the researchers sought to quantitatively 
ascertain the level of risk of fraudulent transactions occurring on three types of credit cards, 
namely, Classic, Gold and Revolving. To  that end, a binomial  logit model was  constructed 
using the following independent variables; gender, location, circuit, ownership, outstanding 
balance, number of transactions in Euros, number of transactions not in Euros as well as credit 
line. The dichotomous dependent variable was whether or not there had been unauthorised 
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use  of  a  credit  card.  Of  all  the  explanatory  variables  under  consideration,  only  the 
specification of non‐Euro denominated transactions was found to be insignificant at 𝛼 ൌ 1% 
level. The study results placed emphasis on gender (women were 1.36 times more at risk than 
men) and especially location as factors associated with fraudulent bank card transactions.  
With cognisance of the fact that “consumer perception is not so much influenced by technical 
probabilities  and  consequences,  but  rather  by  consumers’  interpretation  of  them”,  Kosse 
(2013) proposed a conceptual  framework of  safety perceptions as  they relate  to payment 
behaviour.  According  to  the  researcher,  consumers’  perception  of  different  payment 
instruments’  safety  is  influenced  by  two  main  factors.  First,  is  a  customer’s  perceived 
likelihood of the occurrence of a safety incident, whilst in possession or in the process of using 
said payment  instrument.  Second,  is  how  the  severity of  the  incidents’  consequences  are 
perceived by customers. The role of personal characteristics, past experience, expert opinion 
and media  coverage  was  also  acknowledged.  For  the most  part,  the  survey  participants, 
indicated  satisfaction  with  the  safety  of  the  different  payment  systems.  The  most  cited 
concerns with regards to carrying and using debit or credit cards, related to the risks of violent 
robbery/theft, misplacement and skimming. Most cardholders believe that their probability 
of experiencing payment safety incidents is low. A belief which is in line with the empirical 
probability, according to Kosse (2013). Although few of the study’s participants had ever been 
the  victim  of  an  incident,  most  perceive  the  consequences  of  safety  incidents  in  a most 
serious  light. Almost all of  the  respondents proactively engaged  in behaviours which  they 
believed would minimize their risk of experiencing safety incidents. This includes refraining 
from using certain payment mechanisms which they perceived as risky or compromised.  
The  findings  of  the  LexisNexis  (2013)  True  Cost  Of  Fraud  Study,  as  they  pertain  to  the 
perceptions of bank card fraud indicate that victims of fraud have a negative perception of 
merchants where stolen or cloned cards, or stolen payment data, was monetized. As a result 
of  this,  future  business  with  these  merchants  was  reduced.  The  perception  that  certain 
merchants and businesses, both online and offline, are unsafe transacting environments is a 
major deterrent to customers. This wariness on the part of bank cardholders may have useful 
applications with regards to education about e‐commerce security. E‐commerce merchants 
who deployed fraud detection and prevention strategies which resulted in decreased fraud 
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losses (as a percentage of revenue), perceived higher value in preventing fraud. That is to say, 
e‐commerce merchants who’ve made use of effective fraud prevention measures perceive 
such measures to be indispensable. Merchants who believe fraud detection systems to be 
cost‐effective  are  far  more  likely  to  use  rule‐based  filters  and  transaction 
validation/verification  tools.  This  perception  by  e‐commerce  merchants  is  positively 
reinforcing and it induces large US e‐commerce merchants to use a greater number of fraud 
mitigation methods, especially when compared to non‐US and mobile merchants. The liberal 
deployment of these tools allows large e‐commerce merchants to prevent almost ten times 
as many fraudulent transactions in comparison to those that are completed. Executives of 
financial institutions interviewed by LexisNexis (2013) believed that information sharing and 
cooperation between card issuers and merchants would lead to a reduction in fraud and the 
associated costs.  
Inscoe  (2014)  investigated  South  African  cardholders’  perceptions  and  behaviours,  with 
regards to their bank cards. Of the study respondents, 17% of those who had been victims of 
card fraud reported that they had changed banks following their experience. But even if a 
customer does not switch financial institutions, fraud incidents may still exert an impact on 
banks’ revenues by inducing customers to use their bank cards less. Just over half (51%) of 
consumers stated that they were resorting to the use of other payment mechanisms, rather 
than their cards, as a result of having experienced fraud. Of those cardholders who engage in 
risky  behaviour,  71%  had  not  experienced  fraud,  as  opposed  to  29%  of  cardholders who 
engage in risky behaviour who had. The study found that even of those study respondents 
who did not engage in risky behaviour, 69% had not experienced fraud whilst the remaining 
31%  had.  These  results  are  of  concern,  as  there  is  no  statistically  significant  difference 
between  the percentage of  vigilant  cardholders  and negligent  cardholders who had been 
defrauded.  
2.2.  STUDIES WHICH INVESTIGATE FRAUD AND FRAUD DETECTION  
Much research has been conducted with regards to bank card fraud detection. This section 
presents results from 17 studies spanning two decades in the field of fraud detection. The 
machine learning algorithms utilized are numerous and varied. For the purpose of this study, 
it is imperative that the foremost methodologies available for fraud detection be identified, 
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their various advantages and shortcomings be critiqued and acknowledged, and lastly, where 
possible, that their contextual performance relative to each other be assessed. Although the 
literature surveyed pertains  to  fraud detection,  the methodologies employed may also be 
adapted for the purpose of fraud prevention or gauging agents’ fraud risk. Here, detection 
refers to identifying transactions which are fraudulent whereas prevention, within the scope 
of the current study, refers to identifying those cardholders and merchants who have already 
experienced card fraud, with the objective of isolating those perceptions which make such 
individuals  distinct  from  the  remainder  of  the  cohort.  Although  both  the  detection  and 
prevention of fraud are analysed on the basis of a posteriori observations, fraud prevention 
is distinct as it is concerned with ameliorating those a priori characteristics inherent within 
higher risk agents. As is the case with identifying fraudulent transactions, fraud prevention 
may be performed via supervised learning (classifying observations fraudulent transactions 
or  agents  who  have  experienced  fraud)  or  unsupervised  learning  (finding  quantitatively 
similar  groups  within  unlabelled  observations,  with  known  or  unknown  outcomes  e.g. 
establishing  profiles  of  cardholder  transactions  or  safe  cardholder  attitudes).  It  is  worth 
investigating whether the usage of more complex and demanding techniques, relative to the 
traditional  approaches,  is  warranted  on  the  basis  of  any  substantial  improvements  in 
performance of the former relative to the latter.  
The relevant literature to follow is presented firstly according to the primary methodology 
employed,  then according  to  combined approaches  and  finally,  the  results  of  comparison 
studies are presented.  
2.2.1.  Artificial Immune System  
Gadi  et  al.  (2008)  applied  an  artificial  immune  system  (AIS)  to  the  problem  of  classifying 
transactions. As opposed to previous publications, which made use of default AIS parameters, 
the researchers optimized their set of parameters with the use of a genetic algorithm (GA). 
The researchers found that, in comparison to 4 other classification methods used in the study 
(decision tree, neural network, Bayesian network and naïve Bayes), AIS resulted in the best 
classifiers.  
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2.2.2.  Artificial Neural Network  
Artificial Neural Networks (ANNs) are relatively crude computational models based on the 
neural structure and function of the mammalian cerebral cortex, albeit on a much smaller 
scale in comparison to the mammalian brain (Reingold, 2009). Typically, ANNs consist of three 
interconnected layers (Shiffman, 2012). The first of these is the input layer which is comprised 
of  input  neurons.  The  second  is  the  hidden  layer  (of which  there may  be  several) which 
receives data from the input layer’s neurons and subsequently transmits the results of input 
stimuli to the final layer, the output layer. With every passage of information through it, an 
ANN can be said to be learning since these data flows affect the structure of the ANN, based 
on the inputs and outputs.  
Ghosh and Reilly (1994) used an artificial neural network based system to detect fraud from 
a data set provided by Mellon Bank. The proposed fraud detection system was trained using 
a large sample of credit card account transactions, where the nature of each transaction was 
known  and  labelled  i.e.  fraudulent  or  otherwise.  The  examples  of  fraud  which  were 
considered  were  due  to  lost  cards,  stolen  cards,  application  fraud,  counterfeit  fraud, 
mailorder fraud and non‐received issue fraud. The model was subsequently validated over 
two months.  The  study  indicated  that  total  fraud  loss  reductions  of  20%  to  40% may  be 
achieved, as well as a significant reduction in the false positive rate, when compared to rule‐
based fraud detection systems.  
2.2.3.  Fuzzy Logic  
A study by Bentley et al. (2000) made use of an evolutionary fuzzy logic system, known as the 
fuzzy Darwinian system (FDS) in order to address the challenge of classifying card transactions 
as either fraudulent or otherwise. The two main elements of  the system which arose as a 
result of  their  research were a  genetic program  (GP)  search algorithm and a  fuzzy expert 
system. For the data analysis, this study made use of transactions data provided by a domestic 
credit card company.  
Firstly, the researchers’ system begins by clustering every column of the training data into 
three groups, following which the maximum and minimum value in each cluster is then used 
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to define the fuzzy expert system’s three membership function domains. These membership 
functions define the “degree of membership” for every data point in the three fuzzy sets. The 
selected membership function is then used to create a new set of fuzzy values by fuzzifying 
every input value. Evolution is then initiated after the GP engine has been seeded. Applying 
each fuzzy rule (or evolved phenotype) to the fuzzified training data results in a score between 
0 and 1. From the  list of these scores,  they obtained fitness values for  the  fuzzy rule. The 
purpose of these values is fourfold, namely to ensure that the number of incorrectly classified 
items is at a minimum, maximize the sum of scores for potentially fraudulent items, maximize 
the difference between the average scores of legitimate transactions and average scores of 
suspicious transactions and lastly to impose a penalty on any rules whose length comprises 
more than four identifiers.  
Modal evolution was used to produce a rule set which was then applied to the training data 
and evaluation data. The FDS is comprised of several parameters which can be utilized at any 
one time. This is advantageous since what may constitute a good parameter setting in one 
scenario  may  not  necessarily  be  optimal  in  another.  FDS  employs  what  is  known  as  a 
multimodel  decision  aggregation  system,  which  assesses  up  to  four  different  models,  in 
parallel,  on  the  same data  set.  The  researchers  concluded  that  the  FDS  enables  accurate 
classification of complex data.  
On  the  basis  that many  real world  relations  are,  by  their  nature,  fuzzy,  and  any  decision 
pertaining to risk management makes use of information that is lacking or equivocal, Sanchez 
et al. (2009) posit fuzzy logic as a suitable fraud detection tool. The proposed method sought 
to identify itemsets within the transaction set which indicated the presence of an itemset of 
interest, namely that of card fraud, with a given level of certainty. An exploratory analysis of 
the  research  data  revealed  the  presence  of  five  salient  features  regarding  card  fraud 
prevalence and card fraud vulnerability; women, young people and certain merchant types 
are  more  susceptible  to  fraud,  the  majority  of  products  acquired  by  way  of  fraudulent 
transactions can be easily monetized and recently issued cards represent a large percentage 
of  fraudulent  purchases.  Moreover,  the  researchers  identified  several  changes  in 
transactional  behaviour which  provide  a  strong  indication  of  fraud.  Sanchez  et  al.  (2009) 
concluded  that  fuzzy association  can  contribute greatly  towards detecting and preventing 
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card fraud through extracting the most pertinent attributes from large repositories, providing 
intuitive associations and relatively quick process automation.  
2.2.4.  Hidden Markov Model  
Srivasta et al. (2008) made use of a Hidden Markov Model (HMM) to detect credit card fraud. 
They found HMMs to be advantageous since they do not require genuine and fraudulent card 
transactions to be labeled as they detect fraud by analyzing the spending habits of individual 
cardholders. Using HMMs, it would thus be possible to detect new kinds of fraud. In addition, 
their HMM led to consistent accuracy and a reduction in the number of genuine transactions 
which  were  identified  as  fraudulent  i.e.  false  positives,  even  under  large  input  condition 
variations.  
2.2.5.  Self‐Organizing Maps  
Zaslavsky and Strizhak (2006) made use of self‐organizing maps (SOMs) to detect fraudulent 
card  transactions.  SOMs,  an  unsupervised  neural  network,  can  be  used  to  distinguish 
between legitimate and fraudulent transactions or to form dense or sparse clusters from the 
input data. Potentially fraudulent and suspicious transactions, as determined by the SOM, are 
then passed on to the rule‐based risk scoring system or the feed‐forward neural network for 
further analysis. New, incoming transactions may then be evaluated using the SOM and risk 
scoring  sub‐layers,  once  they  have  been  trained.  The  only  a  priori  data  required  by  the 
researchers’  unsupervised  method  were  historical  transactions  for  every  individual 
cardholder, assuming that the data set provided contained legitimate transactions only. From 
this, a profile was created for each cardholder and, for every account, every new transaction 
was  rated  according  to  its  similarity  to  the  cardholder’s  learned  profile.  For  all  incoming 
transactions,  the  process  calculated  the  transactions’  deviation  from  the  profile  and 
compared them to a predetermined threshold value. If the deviation exceeded the threshold 
value, the transaction in question was flagged as suspicious. One of the advantages of the 
researchers’ approach is that it does not depend on prior specification or assumptions about 
the distribution of the data. That  is to say that the method is an example of unsupervised 
learning.  
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Quah  and  Sriganesh  (2008)  proposed  a method  consisting  of  a  two‐layered  approach  for 
realtime fraud detection, first incorporating SOMs and then either a rule‐based risk scoring 
system or a feed‐forward neural network. The researchers illustrated their proposed method 
with the aid of bank obtained data comprising seven variables for around 100 transactions 
per customer over the period of one month. Two measures of similarity were used within the 
study, namely the Euclidean‐distance function and the gravity function. Both measures yield 
a distinct cluster  for every client.  Individual  transactions were either accepted or  rejected 
based upon whether they coincided with the predetermined cluster of that specific client as 
well  as  based  upon  the  extent  to  which  they  conformed  to  that  cluster  (a  transaction’s 
distance from the cluster centre). The researchers concluded that the accuracy achieved by 
their method was constant, with a training time of less than one minute in addition to swift 
processing of real‐time transactions.  
2.2.6.  Support Vector Machines  
Lu and Ju (2011) proposed a fraud detection system based on a dimension reduction method 
known  as  principal  component  analysis  (PCA)  followed  by  an  imbalanced  class  weighted 
support  vector  machine  (ICW‐SVM).  Support  vector  machines  are  a  machine  learning 
algorithm used for binary classification. Simply put, SVMs work by constructing a hyperplane, 
such  that  the  distance  between  either  one  of  the  two  possible  classification  outcomes  is 
maximized. Intuitively, this works since, the larger the distance between the 2 outcomes, the 
lower  the  classification  error.  SVMs  are  adaptable  to  both  linearly  separable  and 
nonseparable  data.  The  results  of  the  accuracy,  hit  rate  (defined  as  the  number  of  true 
positives relative to the sum of the true and false positives), true positive rate and the  lift 
coefficient (defined as the hit rate divided by proportion of actual positives) were compared 
for classification results obtained from the SVM, backpropagation  (BP) algorithm, decision 
tree and Bayesian neural networks (BNN). A BNN is a neural network which assigns a prior 
distribution to its weights, thereby incorporating background knowledge of the phenomenon 
under investigation. Their comparison results revealed that for each of the aforesaid metrics, 
the ICW‐SVM model with PCA performed best, aside from the hit rate, where BP achieved a 
marginally higher outcome. Furthermore, the researchers found that for samples of size 300, 
3000 and 30,000, in each case the ICW‐SVM without PCA resulted in higher rates of accuracy, 
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in  comparison  to  ICW‐SVM with  PCA,  although  the  latter model  had  faster  performance 
times. 2.2.7.  Combinations and Novel Augmentations of Existing Classifiers  
Stolfo  et  al.  (1997)  conducted  a  study wherein  they  utilized meta‐learning  techniques  to 
model and detect fraudulent card transactions. That is to say that the researchers combined 
classifiers  computed  by  different  machine  learning  algorithms  in  order  to  create  a 
metaclassification  hierarchy.  The  algorithms  which  were  selected  as  base  classifiers  for 
metaanalysis were ID3, CART, RIPPER and BAYES, which is a simple Bayesian classifier.  ID3 
works by synthesising every possible decision tree capable of correctly classifying a training 
set and then selecting the simplest decision tree from amongst that set (Quinlan, 1986). CART 
(Classification and Regression Tree) analysis refers to a recursive partitioning method with 
applications to either of the two decision tree types; namely classification trees (where the 
dependent  variable  assumes  discrete  values)  and  regression  trees  (where  the  dependent 
variable assumes real valued outcomes) (Breiman et al., 1984). For BAYES (Clark and Niblett, 
1987),  the decision  rule  is  a matrix of  conditional probablilities, 𝑝ሺ𝑣𝑗|𝐶𝑘ሻ,  referring  to  the 
probability  of  attribute 𝑣𝑗  given each  class, 𝐶𝑘.  In order  to  classify  an observation, Bayes’ 
theorem is applied for each class and the class with the highest probability is then selected. 
RIPPER is a rule‐based classification method for classifying observations using a collection of 
conditional  rules  (Cohen, 1995). One of  the advantages of  the RIPPER  technique  is  that  it 
performs well upon imbalanced problems.  
The researchers posited and indeed demonstrated that artificially balanced training data sets 
(50% legitimate transactions, 50% fraudulent transactions) yield superior classifiers. This was 
done by partitioning the data into 4 training data sets consisting of 50%, 33.33%, 25% and 
20%  fraudulent  transactions. Having done  this,  the aforementioned algorithms were  then 
applied to each synthesized data set. Their results indicated that,  in descending order, the 
best performing algorithms were BAYES, RIPPER, CART and ID3. The metrics which were used 
to select base classifiers were 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 rate (which uses entropy to measure how differently 
the classifiers predict identical observations), coverage rate (the proportion of observations 
where at least one classifier provided an accurate prediction), true positive rate, score (0.5 ∙ 
𝑇𝑃𝑅 ൅ 0.5 ∙ 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦) and correlated error rate (the proportion of instances where incorrect 
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predictions were produced by a pair of base classifiers). The 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦, which has a range of 
ሾ0; 1ሿ, is calculated as  
  𝑛 𝑐 
𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦   
  𝑖 𝑘 
where 𝑐 represents the number of classes, 𝑘 pertains to the 𝑘‐th class and 𝑝𝑖𝑘 is the fraction 
of classifiers predicting class 𝑘 for each instance 𝑦𝑖. Their resultant meta‐classifiers had the 
best overall performance and were, in some cases, even able to improve the performance of 
the best classifier.  
Chan and Stolfo (1998) noted that it is possible for the costs incurred by banks in preventing 
and detecting fraud to be so excessive as to render the aforesaid undesirable. With this in 
mind, the researchers sought to develop a fraud detection system which took into account 
the different costs and cost distribution of fraud. For their experiments on a data set, provided 
by Chase Manhattan bank, the learning algorithms C4.5, CART, RIPPER and BAYES were used. 
C4.5 is a successor to the ID3 algorithm and, like its predecessor, is used to generate decision 
trees.  The  researchers  found  that  allowing  a higher proportion of  fraudulent  transactions 
within their training data set, rather than utilizing the “natural” distribution of the data, led 
to an  improvement  in  the cost performance of  their  classifiers.  The classifiers  themselves 
were derived by way of meta‐learning, namely class‐combiner.  
Wheeler and Aitken (2000) utilized multiple algorithms and adaptive case based reasoning 
(CBR)  to  reduce  the  number of  credit  applications  requiring manual  approval  and  further 
investigation. The approach firstly consisted of a weighting matrix, designed to identify those 
features within an application which are most pertinent  in classifying a credit application. 
Thresholded case retrieval, a method whereby cases with a given percentage of similarity are 
retrieved  for  further  analysis, was  used  in  conjunction with  the weighting matrix.  Having 
retrieved certain applications, the researchers then proceeded to diagnose each case with a 
suite of algorithms, namely a probabilistic curve algorithm, a best match algorithm, a negative 
selection algorithm and a density selection algorithm. Three diagnostic resolution strategies 
were used for the purposes of resolving any incongruent classifications resulting from the use 
of  these multiple  algorithms.  These were  sequential  resolution, best  guess  and  combined 
confidence. The results indicated that the researchers’ approach has superior performance 
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to  that  of  its  constituents  and  that  the  multiple  algorithms  are  comparable  to  the 
performance of methods used in related literature.  
Panigrahi et al. (2009) proposed a credit card fraud detection system incorporating rule‐based 
filtering,  Dempster‐Schafer  Theory  (DST)  and  Bayesian  learning.  The  performance  of  this 
proposed system was then compared to that of the CARDWATCH detection system as well as 
a DST‐only model. Their results were generated using simulated transactions at 9 settings. 
For  every  simulator  setting,  the  researchers’  system yielded more  true positives  than  the 
other  competing  methods  (true  positives  up  to  98%)  and  less  false  positives  than  the 
competing methods  (false positives  less than 10%). DST‐only provided better true positive 
detection than CARDWATCH, whilst CARDWATCH returned fewer false positives than DST‐
only. For their model, the researchers also noted an increase in false positives as the number 
of “good”/genuine transactions in their data set increased (true positives remained almost 
constant), as well as an increase in true positive as the number of fraudulent transactions in 
their data set increased (the rate of false positives also remained unchanged).  
Whitrow  et  al.  (2009)  used  aggregated  transactions  in  combination  with  numerous,  well 
established  fraud  detection  techniques,  on  the  basis  that,  “certain  combinations  of 
transactions may together be suspicious, even though those same transactions in isolation 
are not”. A transaction aggregation strategy for fraud detection may be seen as a balancing 
act between identifying successive suspicious transactions (which provide a greater degree 
of confidence, thereby mitigating the risk of a false positive) and limiting financial losses due 
to fraud. Under the assumption that sequential transactions ordering provides no utility in 
detecting  fraud,  the  researchers  proceeded  by  effecting  a  transformation  from  the 
transaction  level  (termed the transaction record)  to the account  level  (termed the activity 
record).  Transactions  were  bucketed  according  to  merchant  groups  with  homogeneous 
empirical probabilities of fraud risk. The performance of transaction aggregation was then 
evaluated by applying  it  to  the accounts and comparing  the classification results between 
different methods.  These were  support  vector machines  (SVMs),  random  forests,  logistic 
regression, quadratic discriminant analysis, naïve Bayes classifier, decision tree (CART) and 
𝑘nearest  neighbour  (KNN).  Aggregation windows  of  1,  3  and  7  days  were  used  for  each 
method. The data utilized for the study was obtained from two banks, Bank A and Bank B. For 
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both data sets, the results indicated that transaction aggregation favourably augmented the 
classification  utility  of  every  method  employed,  more  so  as  the  aggregation  window 
increased. The only exception pertained to the CART method as applied to Bank B, wherein 
lengthening  the  aggregation  window  consequently  worsened  the  performance  of  the 
classifier,  in comparison  to  the  transaction  record. The poorest classification performance 
was attributed to the naïve Bayes classifier. In conclusion, for both Bank A and Bank B, the 
random forest method consistently provided the best results and, for most of the models, 
longer aggregation windows steadily improved classification results.  
2.2.8.  Comparison Studies  
Maes  et  al.  (1993) made  use  of  the  Bayesian  belief  networks  (BNNs)  and  artificial  neural 
networks (a Feed Forward Multi‐layer perceptron, to be precise) machine learning techniques 
in  an  attempt  to  classify  given  transactions  as  either  fraudulent  or  legitimate.  The  feed 
forward multi‐layer perceptron is comprised of 3 layers, namely an input layer, a hidden layer 
and an output layer. Full connectivity exists between the perceptrons of any 2 consecutive 
layers and the dissemination of signals occurs in 2 directions; function signals, which imply 
forward dissemination, (from input to the hidden layer(s) and from the hidden to the output 
layer)  and  error  signals, which  imply  backward dissemination  (from output  to  the  hidden 
layer(s) and from hidden to the input layer). The Backpropagation of Error Signals algorithm 
was used under supervised learning and this consisted of 2 passes i.e. a forward pass and a 
backward  pass.  Bayesian  belief  networks  provide  a  means  for  visualizing  probabilistic 
dependency models. Each of the interconnected nodes which comprise the BNN, denotes a 
variable in the dependency model. The causal relationships between each of these variables 
is  represented by connecting arcs  (Krieg, 2001). With BNNs,  the machine  learning process 
broadly consists of firstly identifying the network’s topology and lastly learning the network 
topology’s numerical parameters, which  is quite simple, given sufficient data. To  learn the 
topology of  the network,  the  researchers opted  for STAGE, which  is a global optimization 
approach. The comparative results of Maes et al. (1993) indicate that BNN outperforms ANN 
for fraud detection, in terms of overall accuracy and false positive rates. Whilst BNN learning 
times were much shorter than ANN learning times (several hours as opposed to no more than 
20 minutes), ANN provided faster real time classification of new transactions.  
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Shen et al. (2007) did a comparative study of the decision tree, neural networks and logistic 
regression classification models for the detection of fraudulent credit card transactions. By 
calculating the lift value and cumulative lift value by decile for each model, the researchers 
rated the models according to their relative performance and adjudged the ANN model to 
provide the foremost classification performance, with the decision tree model ranking last.  
An analysis of credit card fraud detection methods, which included methodology evaluation 
based on  certain design  criteria, was  conducted by Raj  and Portia  (2011).  The  techniques 
evaluated were the fusion of Dempster Shafer and Bayesian learning, Hidden Markov Models, 
artificial neural networks, Bayesian neural networks, BLAST and SSAHA Hybridization as well 
as fuzzy Darwinian systems. The criteria which were used to compare the various systems 
under scrutiny were overall accuracy,  true positive detection rate,  false positive detection 
rate, method cost, whether or not the method requires training, processing speed and lastly,   
whether the machine learning process is supervised or unsupervised. The comparative results 
for each of these techniques is summarised and presented in table 2.1.  
Note that the true positive rate, referred to in table 2.1, is defined as the ratio of the total 
number of  correctly  identified positives  to  the  total  number of  actual  positives.  The  false 
positive rate is defined as the total number of erroneously classified negatives to the total 
number  of  actual  negatives.  The  researchers  noted  that  each  of  the  fraud  detection 
algorithms  reviewed  have  their  individual  strengths  and  weaknesses.  In  conclusion,  they 
proposed that  in future, a hybrid approach may provide greater utility,  for the purpose of 
detecting fraudulent transactions, than any one algorithm would in isolation.  
Zareapoor  et  al.  (2012)  surveyed  various  card  fraud  detection  techniques,  namely  back 
propagation  networks  (BPNs),  SOMs,  Bayesian  neural  networks  (BNN),  support  vector 
machine, 𝑘‐nearest neighbour algorithm, decision trees, fuzzy neural networks (FNNs), fuzzy 
Darwinian system (FDS), Hidden Markov Model, artificial immune system (AIS) and genetic 
algorithm.  They  then  compared  the  detection  speed,  accuracy  and  cost  of  each  of  these 
detection  mechanisms.  Of  the  surveyed  methods,  the  4  most  accurate  methods,  in 
descending order, were found to be FDS (with a very slow detection speed and a high cost), 
BNN (with a very fast detection time and at some expense), AIS (with a very fast detection 
time and at a low cost) and FNN (with a very fast detection time, but at considerable expense).  
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Section 2.2 provided a summary of the literature as  it pertains to techniques for detecting 
fraud,  both  supervised  and  unsupervised.  The  comparative  results  suggest  that  the 
superiority  and  suitability  of  the  different  algorithms  varies  according  to  the  data  set 
characteristics  and  any  augmentations  performed  to  the,  for  instance,  parameter 
optimisation.  Many  of  the  studies  referenced  herein  made  use  of  so‐called  “black  box” 
machine learning models. These are referred to as such due to the fact that, although the 
inputs and resultant outputs are known and observable, the more important details of how 
the model  interprets  and manipulates  these  in order  to assign predicted outcomes  is not 
entirely  visible  to  the  researcher.  Although  black  box  models  can  approximate  most 
structures, studying the structure of such a model provides no insight into the function being 
approximated.  Furthermore,  certain  of  these models  have  the  property  that,  statistically, 
they are non‐identifiable. As a  result,  such models do not allow  for  interpretation. This  is 
important  for  the purposes of  this  study since,  if  the  factors which contribute to  the card 
fraud risk of merchants and cardholders are to be understood, considerations such as the 
direction, magnitude and significance of each risk factor should be available for inspection. 
The actors involved, cardholders and merchants, can then best be guided to mitigate their 
risk by principles which are intuitive and transparent. 
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Source: Adapted from Raj and Portia (2011)         
   Fusion of 
Dempster Shafer 
and Bayesian  
Learning  
BLAST and 
SSAHA  
Hybridization  
Hidden Markov 
Models  
Artificial Neural 
Networks  
Bayesian Neural 
Networks  
Fuzzy Darwinian 
Systems  
Accuracy   High   High   Medium   Medium   Medium   Very High  
True Positive  
Rate   98%   86%   70%   70%   74%   100%  
False Positive  
Rate   10%   10%   20%   10%   10%   5.7%  
Associated Costs  
High   Low  
Exceptionally high 
High   High   Remarkably high 
Requires  
Training   Yes   No   Yes   Yes   Yes   Yes  
Processing Speed   Medium   Very high   High   High   Low   Low  
Supervision   Supervised 
learning  
Unsupervised 
learning  
Semi‐supervised 
learning  
Supervised 
learning  
Supervised 
learning  
Supervised 
learning  
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2.3.  OVERVIEW OF THE RESEARCH IN THE JOHANNESBURG 
METROPOLITAN AREA ON FRAUD PERCEPTION  
The matter of bank card fraud in South Africa has far‐reaching effects and, concomitantly, 
various stakeholders. However, research and investigation thereof lacks depth and breadth, 
often providing little more than descriptive statistics. Precious little of the available literature 
positions  fraud  prevention  as  a  focal  point.  Instead,  the  focus  is  predominantly  on  fraud 
detection, thereby only resulting in reactive solutions. Further to this, the habits, attitudes 
and perceptions of South African cardholders and merchants are  seldom  investigated and 
analysed within a greater geographical context. The work of Nasila (2014) sought to address 
these shortcomings with the collection and analysis of merchant and bank cardholder data 
for the Johannesburg Metropolitan area; the economic hub of South Africa and also where 
the monetary value of fraudulent transaction is greatest (SABRIC, 2014).  
Since the current study is an extension of the work of Nasila (2014), the sections to follow 
provide an overview and descriptions in order to impart familiarity with this prior work. Nasila 
(2014)  investigated  the  “demographic,  socioeconomic and banking‐specific”  factors which 
impact card fraud risk. This was achieved with the aid of a multinomial logistic regression in 
order  to  provide  a  quantitative  basis  with  which  to  identify  factors  that  are  significantly 
related  to  the experience of  fraud by merchants or  cardholders. With  the  focus being on 
determinants which precede the fraudulent transactions or are contemporaneous to them, 
this body of work contributes proactive solutions to fraud. Sections 2.3.1 and 2.3.2 summarise 
the results and findings of the cardholder and merchant analyses, respectively.  
2.3.1.  Bank Cardholders  
Nasila’s (2014) study comprised two cohorts, the first of which is a sample of bank cardholders 
within  the  Johannesburg  Metropolitan  area.  This  customer  data  consisted  of  232 
respondents. Of  the survey respondents,  the majority  indicated  their area of  residence as 
being  urban  (45%),  followed  by  suburban  (35%),  township  (15%)  and  a minority  of  rural 
dwelling participants  (5%). Nasila  (2014) noted that  this distribution of  residential areas  is 
typical  of  bank  cardholders  as  card‐centred  purchases,  payments  and  transfers  are most 
widely used by urban/suburban bank card users. The survey respondents’ ages varied over 5 
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possible intervals/categories. Most of the respondents were between the ages of 24 and 29 
(38.53%) or 30 and 39 (29.87%), with the remainder being, in descending order of prevalence, 
40 to 49 (15.15%), 23 or younger (11.69%) and 50 or older (4.76). Once again, it was noted 
that such a distribution of ages was similar to that which one might expect to observe when 
dealing with bank card transaction data. Responses to the question of marital status revealed 
that  more  than  half  (52%)  of  the  individuals  in  the  sample  had  never  married,  26%  are 
married,  13%  were  cohabiting  but  remained  unmarried  to  their  partners,  8%  are 
separated/divorced and the remaining 1% are widowed.  
With regards to levels of education, 48.48% of the respondents indicated a university degree 
as being their highest level of education, with the composition of those identifying themselves 
in this category being white (33.04%), Indian (14.29%), coloured (5.36%) and black (47.32%). 
The highest reported education levels of the remainder of the sample were diploma/college 
(24.24%), matric certificate (21.65%) and the rest (5.63%) had never completed their matric 
certificates.  Of  those  who  reported  a  matric  certificate  as  being  their  highest  level  of 
education achieved, 23.97% are white, 6% are Indian, 6% are coloured and 63.97% are black. 
A profile of the study’s bank cardholders by race reveals that 28.14% are white, 10.82% are 
Indian, 8.66% are coloured and 52.38% are black.  
The research sample was composed of an even split of males and females, that is to say, 50% 
from each gender. The study divided the annual income of respondents into 10 categories 
ranging from an annual income not in excess of R24 000 (14.22%) and those earning more 
than R1 100 000 per annum (1.96%). A significant proportion of the surveyed bank customers 
earned between R150 001 to R250 000 per annum (17.16%), R24 001 to 60 000 per annum 
(13.73%) and R250 001 to R350 000 per annum (12.75%). Amongst the female respondents, 
their  annual  earnings,  in  descending  order  of  the  three most  prevalent  categories,  were 
between R150 001 and R250 000 (19.6%), less than or equal to R24 000 (15.68%) and R250 
001  to  R350  000  (13.72%).  The  annual  earnings  amongst  the  male  respondents,  also  in 
descending order of the three most prevalent categories, were R150 001 to R250 000 and 
R24 001 to R60 000 (both at 14.7%), R350 001 to R500 000 and less than or equal to R24 000 
(both at 12.74%). Amongst both  the male and  female bank clients,  the  least  likely annual 
income category was R1 100 000 per annum and beyond. 2.94% of female respondents and 
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0.98% of male respondents reported being in this income category. This should come as no 
surprise when one considers that population income distributions also indicate lower relative 
frequencies for larger annual salaries and such distributions are positively skewed.  
Nasila (2014) revealed that 50% of the Johannesburg‐based sample had not experienced any 
fraudulent transactions on their bank cards, 32% had fallen victim to bank card fraud and the 
remaining 18% remained uncertain about their status. 16.22% of those who had responded 
affirmatively to having experienced bank card fraud had been victimised in the last 6 months,  
35.14%  reported  having  had  their  fraudulent  experience  between  6  and  24 months  ago, 
39.19% had reportedly experienced fraud more than 2 years prior and the remaining 9.46% 
were uncertain of precisely when their most recent experience was. The respondents who 
were unsure of their status as bank card fraud victims, had nonetheless experienced some 
suspicious activities on their bank card accounts, but believed it was debatable whether such 
activities were an indication of fraudsters plying their trade. They reported having observed 
this suspicious account activity 6 months prior (7.41%), between 6 to 24 months ago (7.41%) 
and over 2 years ago (18.52%). The remaining 66.67% were uncertain of exactly when they 
had observed the aforementioned suspicious account activity.  
Multinomial Logistic Regression Results  
The objective of Nasila’s (2014) research was to analyse and determine those demographic, 
socio‐economic and behavioural determinants harboured by bank cardholders which have a 
significant association with their risk of bank card fraud. With the aid of a Multinomial Logistic 
Regression  and  backward  elimination,  the  responses  to  the  aforesaid  researcher’s  survey 
revealed that there are 17 such significant determinants, with some association to the risk of 
fraudulent bank card transactions. The corresponding levels of these variables are presented 
in Appendix C.  
   PREDICTED      
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   31   19   2   52  
NO   12   65   5   82  
NOT SURE   2   9   19   30  
TOTAL   45   93   26   164  
Table 2.2: In‐sample cardholder confusion matrix (Nasila, 2014)     
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The confusion matrix for the fitted regression model’s prediction matrix for the training data 
set is provided in Table 2.2. The quantities on the main diagonal pertain to those observations 
which were correctly classified. The multinomial logistic regression yielded an accuracy rate 
of  70.12%.  The  true  positive  rates  and  false  positive  rates  were  59.62%  and  12.50%, 
respectively. This means that, although the model had a high overall classification ratio, it was 
only  able  to  correctly  identify  59.62%  of  cardholders  who  had  experienced  fraudulent 
transactions, whilst misclassifying 12.50% of those who had not.  
2.3.2.  Merchants  
The merchant data collected by Nasila  (2014)  comprised 218  respondents divided  into 17 
categories, according to merchant type. These merchant types are provided in Appendix B.  
As to whether or not any of the patrons who’d made use of merchants’ bank card payment 
facilities  had  returned  to  complain  about  fraudulent  transactions,  the  questionnaire 
responses  revealed  that  the  majority  of  merchants  surveyed  (56.42%)  had  never  had 
customers complaining of fraudulent account activity following their use of the merchant’s 
payment  amenities,  31.19%  of  customers  had  made  such  a  complaint  to  the  merchant 
concerned and the remaining 12.39% could not say with any absolute certainty whether or 
not their patrons had made any such complaints in the past.  
The  three  merchant  categories  where  complaints  of  fraud  were  discovered  to  be  most 
common were “motor vehicle supplies and new parts” (100%), “car rental company” (76.47%) 
and “petroleum and petroleum products” (66.67%). The three merchant categories where 
complaints of fraud were discovered to be least common (percentage of incidents where the 
response was “no”) were “hotel or bed and breakfast” (100%), “mobile/telecommunications 
company” (91.67%) and “jewellery, watch, clock and silverware stores” (85.71%).  
Of the merchants whose customers had complained of fraudulent account activity, the times 
of the year when these complaints were lodged were also recorded. The results reveal that 
most complaints were conveyed to merchants around the Christmas holidays (23.5%), public 
holidays  (16.2%)  and  the  end  of  the month  (14.7%).  Few  customers  complained  of  fraud 
during the Easter holidays and school holidays (both 2.9%) and during weekends (5.9%). The 
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remaining merchants  either  could  not  authoritatively  state when  they  received  customer 
complaints  pertaining  to  fraud  (33.8%)  or  they  believed  that  their  customers’  complaints 
followed no specific pattern and were lodged randomly (19.1%).  
Multinomial Logistic Regression Results  
Once  again,  backward  elimination  was  used  to  determine  which  variables  were  most 
indicative of a merchant’s  risk of bank card  fraud. The elimination process resulted  in  the 
retention of 14 significant variables. These variables, along with their respective maximum 
likelihood estimated coefficients, are presented in Appendix D.   
The confusion matrix for the fitted regression model’s prediction matrix for the training data 
set is provided in table 2.3.  
   PREDICTED      
ACTUAL  
   YES  NO  NOT SURE   TOTAL 
YES   28   20   0   48  
NO   5   80   2   87  
NOT SURE   10   5   4   19  
TOTAL   43   105   6   154  
Table 2.3: In‐sample merchant confusion matrix (Nasila, 2014)     
  
Once again, the model’s accuracy can be calculated as the sum of the quantities along the 
main diagonal of the matrix divided by the total number of observations. Since 112 of the 154 
observations were correctly classified, this results in an accuracy rate of 72.73%. The training 
set comprised 48 fraudulent transactions, 31.17% of the in‐sample data. Of these fraudulent 
transactions, 58.33% were correctly identified. Lastly, the false positive rate for the in‐sample 
merchant data was 14.15%. This rate  is at an acceptable  level since it  is relatively close to 
zero.  
2.4.  THEORETICAL CONSIDERATIONS  
As  stated  previously,  one  of  the objectives  of  this  study  is  to  quantitatively  ascertain  the 
relationship between bank card fraud risk and a set of candidate independent variables, for 
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bank cardholders and merchants. This relationship, should it exist, is to be modelled with the 
aid  of  a  parametric  statistical  methodology,  as  used  by  Nasila  (2014),  as  well  as  a 
nonparametric statistical methodology. Section 2.4 provides a theoretical framework for the 
statistical  techniques  to  be  utilized.  Section  2.4.1  commences  with  a  discussion  of  the 
nonparametric  modal  model  and  section  2.4.2  concludes  by  providing  details  regarding 
multinomial logistic regression, the parametric analogue of the nonparametric modal model.  
   2.4.1  Nonparametric Inference  
The core principle of nonparametric inference is to utilize data to draw inference about some 
unknown quantity  or  object whilst making  as  few  assumptions  as  possible.  Typically,  this 
results in statistical models which are infinite dimensional (Wasserman, 2006). In determining 
a functional form, nonparametric inference allows the complexity of the functional form to 
be  informed  by  the  data.  Larger  sample  sizes  typically  lead  to  greater model  complexity. 
Nonparametric theory acknowledges the inherent misspecification of fitted models owing to 
their being approximations. From this misspecification, estimation bias arises. Bias can be 
decreased by increasing the complexity of the model, but this would then increase estimation 
variance.  Nonparametric  methods  seek  to  optimize  this  bias‐variance  trade‐off  by 
constructing models whose complexity minimizes some measure of fit, most commonly the 
mean  squared  error  (Hansen,  2009).  In  lieu  of  assuming  a  known  functional  form  and 
subsequently estimating its parameters, nonparametric inference requires the estimation of 
bandwidths. The definition of a bandwidth is provided in this chapter, in the subsection on 
bandwidth selection.  
The convergence rate for correctly specified parametric estimates is typically 𝑛െ1/2, whilst the 
convergence  rate  for  nonparametric  estimates  is  usually  slower  than  𝑛െ1/2.  In  practice, 
however, functional forms are seldom specified correctly in parametric settings. Li and Racine 
(2004) performed a replication study of a widely cited paper by Fair (1978) on extramarital 
affairs. The original data comprises nine categorical covariates with 601 observations each. 
One  of  the  variables  originally  found  to  significantly  impact  infidelity  was  the  age  of  an 
individual.  The parametric  Tobit model  used by  Fair  (1978)  characterized  the  relationship 
between age and infidelity incorrectly, as being linear, whereas graphical inspection of the 
data  indicates  that  this  is  not  the  case.  As  well  as  correctly  identifying  the  form  of  the 
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aforesaid  relationship,  the  nonparametric  kernel  approach  of  Li  and  Racine  (2004)  also 
identified  covariates which were deemed significant by  the Tobit model,  but provided no 
utility in predicting extramarital affairs. The nonparametric method correctly classified 79.2% 
of  the sample outcomes, compared to 75% classified correctly by the parametric method. 
Furthermore,  of  the  150  individuals  who  had  had  extramarital  affairs,  the  Tobit  model 
identified only 2% whereas the nonparametric model was able to identify 16.7%.  
Li and Racine (2006) identify several shortcomings inherent in parametric statistical inference. 
The  first  is  that  it  is  circular,  since  it  requires  that  the unknown density be  specified as  a 
starting point towards its estimation. Secondly, any distributional assumptions imposed on 
an object prior to its estimation would then impart further restrictions as associated with that 
distribution.  Lastly,  Li  and  Racine  (2006)  argue  that,  although  hypothesis  tests  can  be 
conducted in order to verify the accuracy of the distributional assumption made, the rejection 
of such tests provides no further indication of more suitable distributions.  
For statistical practitioners, the appeal of robust methods lies in their ability to readily reveal 
structure within data where parametric methodologies have  failed  to do  so  (Hayfield and 
Racine,  2008).  Popular  nonparametric  methods  include  flexible  series  models,  neural 
networks, 𝑘 nearest neighbour and splines. For  the purposes of this study, nonparametric 
kernel methods (Pagan & Ullah, 1999) will be considered.  
Section 2.4.1. contains three subsections. The first, titled “Joint Distribution of Discrete Data”, 
introduces  concepts  and  definitions  which  are  necessary  for  the  estimation  of  the  joint 
distribution of discrete data,  including  the  conditions  for estimator  consistency as well  as 
rates of  convergence.  This  is  a  relevant  point  of  departure  as  the  survey  data  exclusively 
measures  qualitative  variables,  be  they  ordinal  or  nominal.  The  penultimate  subsection, 
“Bandwidth  Selection”,  provides  elucidation  regarding  bandwidths,  making  note  of  their 
precedence to nonparametric inference and providing a data driven method of bandwidth 
selection with desirable properties. Finally,  the  last  subsection,  titled “Conditional Density 
Estimation”,  concludes  by  handling  the  topic  of  nonparametric  conditional  density 
estimation. In the context of this study, the central objective is to predict the fraud risk for a 
merchant or cardholder, conditional on the values of  the various categorical conditioners. 
The  ultimate  subsection  of  section  2.4.1.  consolidates  information  from  the  preceding 
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chapters,  including  providing  theorems  pertaining  to  the  divergent  behaviour  of  the 
bandwidths  for relevant and  irrelevant covariates, when the  least squares cross‐validation 
(Hall et al., 2004) method of bandwidth selection is employed.  
Joint Distribution of Discrete Data  
Let  the  superscript 𝑑  be  used  to  denote  a  categorical  variable  and  consider  a  categorical 
random variable, 𝑋𝑖𝑑, of dimension 𝑟. Let 𝑋𝑖𝑠𝑑 denote its 𝑠th component, where 𝑠 ൌ 1, … , 𝑟. 
Under the assumption that the support of 𝑋𝑖𝑑 is finite, further assuming that the support of  
𝑋𝑖𝑠𝑑 is {0, 1, 2, 𝑐𝑠 െ 1}, we have the support of 𝑋𝑖𝑑 as 𝒮𝑑 ൌ ∏𝑟𝑠ൌ1ሼ0,1,2, … , 𝑐𝑠 െ 1ሽ, for positive 
integer values of 𝑐𝑠 greater than or equal to 2. Note that 𝑐𝑠 refers to the number of categories 
that the 𝑠𝑡ℎ component of 𝑋𝑖𝑑 can assume.  
A kernel function, 𝑘ሺ𝑧ሻ: ℝ → ℝ, is any function which satisfies ׬ 𝑘ሺ𝑧ሻ𝑑𝑧 ൌ 1. Furthermore, a 
non‐negative kernel is one for which ሺ𝑧ሻ ൒ 0 ∀ 𝑧. The function 𝑘ሺ𝑧ሻ, in such a case, has the 
characteristic  properties  of  a  probability  density.  Kernels  impart  smoothness  and 
differentiability to the resultant estimator. For nominal categorical variables, the Aitchison 
and Aitken (1976) univariate kernel function is used. This is given by  
𝑢ሺ𝑋𝑖𝑠𝑑 , 𝑥𝑠𝑑, 𝜆𝑠ሻ ൌ 
ሼ1𝜆𝑠െ/ሺ𝜆𝑐𝑠𝑠  െ    1   ሻ        
       𝑖𝑓𝑖𝑓  𝑋𝑋𝑖𝑠𝑖𝑠𝑑𝑑 ്ൌ 𝑥𝑥𝑠𝑠𝑑𝑑 𝑙 
where the bandwidth, 𝜆𝑠  ∈ ሾ0; ሺ𝑐𝑠 െ 1ሻ/𝑐𝑠ሿ. When 𝜆𝑠 ൌ 0, 𝑙𝑢ሺ𝑋𝑖𝑠𝑑 , 𝑥𝑠𝑑, 0ሻ ൌ 𝟏ሺ𝑋𝑖𝑠𝑑 ൌ 𝑥𝑠𝑑ሻ, 
where 𝟏ሺ∙ሻ is the indicator function such that 𝟏ሺ∙ሻ equals 1 if ሺ∙ሻ is true and 0 otherwise. When  
𝜆𝑠 ൌ ሺ𝑐𝑠 െ 1ሻ/𝑐𝑠, 𝑙𝑢 ሺ𝑋𝑖𝑠𝑑 , 𝑥𝑠𝑑, 𝑐 𝑠𝑐െ𝑠1ሻ becomes a constant, 1/𝑐𝑠 for every value of 𝑋𝑖𝑠𝑑 and 
𝑥𝑠𝑑.  
This corresponds to maximal smoothing such that the estimate fails to convey the important 
underlying structure and is uniformly distributed. Mussa (2013) formulated a theorem which 
states  that  the Aitchison and Aitken kernel  is positive definite. This  result means  that  the 
Aitchison and Aitken kernel has utility in the development of a variety of potent statistical 
and  machine  learning  strategies  since,  as  a  positive  definite  kernel  function,  it  has  an 
associated Reproducing Kernel Hilbert Space.  
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When dealing with a multitude of nominal categorical variables, it then becomes necessary 
to use a standard product kernel function. For multivariate data, a standard product kernel 
function is defined as (Li & Racine, 2006)  
𝑟 
𝐿𝑢ሺ𝑋𝑖𝑑, 𝑥𝑑, 𝜆ሻ ൌ ∏ 𝑙𝑢ሺ𝑋𝑖𝑠𝑑 , 𝑥𝑠𝑑, 𝜆𝑠ሻ  
𝑠ൌ1 
𝑟 
             ൌ ∏ሾ𝜆𝑠/ሺ𝑐𝑠 െ 1ሻሿ𝑁𝑖𝑠ሺ𝑥ሻሺ1 െ 𝜆𝑠ሻ1െ𝑁𝑖𝑠ሺ𝑥ሻ  
𝑠ൌ1 
where 𝑁𝑖𝑠ሺ𝑥ሻ ൌ 𝟏ሺ𝑋𝑖𝑠𝑑 ൌ 𝑥𝑠𝑑ሻ.  
Given the vector 𝜆 ൌ ሺ𝜆1, … , 𝜆𝑟ሻ, we estimate the probability function, 𝑝ሺ𝑥𝑑ሻ, by  
𝑛 
𝑝̂ሺ𝑥𝑑ሻ ൌ 𝑛െ1 ∑ 𝐿𝑢ሺ𝑋𝑖𝑑, 𝑥𝑠𝑑, 𝜆ሻ  
𝑖ൌ1 
Note that:  
i. 𝑝̂ሺ𝑥𝑑ሻ is a legitimate probability measure i.e. ∑𝑥𝑑∈𝒮𝑑 𝑝̂ሺ𝑥𝑑ሻ, since 𝑙𝑢ሺ∙,∙,∙ሻ sums to 1.  
ii. 𝜆𝑠 ൌ 0 ∀ 𝑠  ∈ ሾ1;  𝑟ሿ ⟹ 𝑝̂ሺ𝑥𝑑ሻ ൌ ?̃?ሺ𝑥𝑑ሻ, where ?̃?  is 
the unbiased frequency estimator for 𝑝ሺ𝑥𝑑ሻ.  
iii. When 𝜆𝑠 ൌ ሺ𝑐𝑠 െ 1ሻ/𝑐𝑠, 𝑥𝑠𝑑 is smoothed out, resulting in an estimator, ?̂?ሺ𝑥𝑑ሻ, which is 
uniformly distributed with regards to 𝑥𝑠𝑑.  
There are 2 conditions for estimator consistency (Racine, 2008), videlicet 𝜆𝑠 ⟶ 0 as 𝑛 ⟶ ∞ 
and 𝑛𝜆𝑠 ⟶ ∞ as 𝑛 ⟶ ∞. Assuming 𝜆𝑠 ⟶ 0 as 𝑛 ⟶ ∞, we have  
  𝑟 𝑟 
𝐸ሾ?̂?ሺ𝑥𝑑ሻሿ ൌ 𝑝ሺ𝑥𝑑ሻ ൅ ∑ 𝐵𝑝,𝑠𝜆𝑠 ൅ 𝑂ሺ∑ 𝜆2𝑠ሻ  
  𝑠ൌ1 𝑠ൌ1 
𝑟 
  𝑉𝑎𝑟 ̂   
𝑠ൌ1 
where the 𝐵𝑝,𝑠s are constants defined via  
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  𝐵𝑝,𝑠 ൌ ∑ 1 𝑑, 𝑧𝑑ሻ𝑝ሺ𝑥𝑑ሻ െ 𝑝ሺ𝑥𝑑ሻ  
𝟏𝒔ሺ𝑥 𝑧𝑑 𝑐𝑠 െ 1 
where 𝟏𝒔ሺ𝑥𝑑, 𝑧𝑑ሻ ൌ 𝟏𝒔ሺ𝑥𝑠𝑑 ് 𝑧𝑠𝑑ሻ ∏𝑟𝑠′്𝑠 𝟏ሺ𝑥𝑠𝑑 ൌ 𝑧𝑠𝑑ሻ, 𝑧𝑠𝑑  ∈ 𝒮𝑑 and 𝟏𝒔ሺ𝑥𝑑, 𝑧𝑑ሻ equals 1 if 𝑥𝑑 
and 𝑧𝑑 differ only in their 𝑠th component, otherwise it equals 0. Since 𝐸ሾ?̃?ሺ𝑥𝑑ሻሿ ൌ 𝑝ሺ𝑥𝑑ሻ and  
𝑉𝑎𝑟ሾ𝑝̃ሺ𝑥𝑑ሻሿ ൌ 𝑛െ1 ሾ𝑝ሺ𝑥𝑑ሻሺ1 െ 𝑝ሺ𝑥𝑑ሻሻሿ, it becomes apparent that if 𝜆𝑠 ൌ 𝑜𝑝ሺ𝑛െ1/2ሻ, then the 
asymptotic distribution of 𝑝̂ሺ𝑥𝑑ሻ is the same as that of 𝑝̃ሺ𝑥𝑑ሻ. That is, if 𝜆𝑠 ൌ 𝑜𝑝ሺ𝑛െ1/2ሻ,  
𝑑 then   ̂ → 𝑁ሺ0; 𝑝ሺ𝑥𝑑ሻሾ1 െ 𝑝ሺ𝑥𝑑ሻሿሻ. This result is obtained from 
the  
Lindeburg‐Levy Central Limit Theorem. Since (Racine, 2008)  
𝑀𝑆𝐸ሺ𝜃̂ሻ ≝ 𝐸   
𝑛 
where 𝜃 represents a quantity or function which we wish to estimate, we have  
𝑀𝑆𝐸ሾ?̂?ሺ𝑥𝑑ሻሿ ൌ 𝑛െ1𝑝ሺ𝑥𝑑ሻሾ1 െ 𝑝ሺ𝑥𝑑ሻሿ ൌ 𝑂ሺ𝑛െ1ሻ, implying that  
𝑝̂ሺ𝑥𝑑ሻ െ 𝑝ሺ𝑥𝑑ሻ ൌ 𝑂𝑝ሺ𝑛െ1/2ሻ.  
The  above  results  indicate  that  nonparametric  estimation  with  exclusively  categorical 
variables  has  an  𝑂𝑝ሺ𝑛െ1/2ሻ  rate  of  convergence.  This  is  equal  to  the  parametric  rate  of 
convergence and is a faster rate than that of nonparametric estimation involving continuous 
variables. In fact, the latter suffers from the so‐called curse of dimensionality, which in this 
context, means that an increase in the dimension of the continuous random variables leads 
to a corresponding deterioration in the kernel methods’ rates of convergence.  
When ordinal categorical variables are involved, it is necessary to use a kernel function which 
reflects  the  ordinal  nature  of  those  variables.  Li  and Racine  (2006)  recommend using  the 
following kernel function  
|𝑥𝑠𝑑െ𝑣𝑠𝑑| 
  𝑙𝑜ሺ𝑥𝑠𝑑, 𝑣𝑠𝑑, 𝜆𝑠ሻ ൌ 𝜆𝑠   
where  the bandwidth 𝜆𝑠  ∈ ሾ0; 1ሿ. When 𝜆𝑠 ൌ 1,  this  results  in 𝑥𝑠𝑑  being  smoothed out, 
entirely, from the resultant estimate. This is because 𝜆𝑠 ൌ 1 implies 𝑙𝑜ሺ𝑥𝑠𝑑, 𝑣𝑠𝑑, 𝜆𝑠ሻ ≡ 1 ∀ 𝑥𝑠𝑑, 
𝑣𝑠𝑑  ∈ ሼ0, 1, … , 𝑐𝑠 െ 1ሽ.  
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Provided that  the Li and Racine  (2006) kernel  is used,  the results already discussed above 
remain valid when some of the categorical variables are nominal.  
Bandwidth Selection  
Nonparametric  kernel  estimation  is  sensitive  to  the  choice  of  smoothing  parameters  or 
bandwidths and, as such, bandwidth selection is a critical component. Different values of the 
bandwidths  can  create  impressions  of  the  underlying  data  generating  process  which  are 
vastly different. A small bandwidth results in a density which gives weight only to those values 
which are close to the evaluation point, whilst a larger bandwidth will  include more of the 
values surrounding the evaluation point, thereby resulting in a smoother estimate. Over‐ or 
undersmoothing  can  substantially  reduce  precision.  Unlike  the  choice  of  kernel  function, 
where several kernel functions are known to yield estimators with similar relative efficiencies 
(Racine,  2008),  most  researchers  agree  that  the  bandwidth  selection  is  of  paramount 
importance  to  nonparametric  density  estimation.  There  are  several  bandwidth  selection 
methods, such as rule‐of‐thumb, plug‐in, cross‐validation (both least squares and likelihood) 
and bootstrap methods.  
Least squares cross‐validation is a flexible and fully automated data‐dependent bandwidth 
selection method. This method attempts to estimate the  integrated squared error directly 
and select the bandwidths which minimize the resulting estimate. For categorical data, this 
error is given by (Li & Racine, 2003)  
𝐼𝑛 ൌ ∑ሾ?̂?ሺ𝑥𝑑ሻ െ 𝑝ሺ𝑥𝑑ሻሿ2  
𝑥𝑑 
     ൌ ∑ሾ?̂?ሺ𝑥𝑑ሻሿ2 െ 2 ∑ 𝑝̂ሺ𝑥𝑑ሻ𝑝ሺ𝑥𝑑ሻ ൅ ∑ሾ𝑝ሺ𝑥𝑑ሻሿ2  
  𝑥𝑑 𝑥𝑑 𝑥𝑑 
     ≡ 𝐼1𝑛 െ 2𝐼2𝑛 ൅ ∑ሾ𝑝ሺ𝑥𝑑ሻሿ2  
𝑥𝑑 
Notice that 𝐼2𝑛 ൌ 𝐸𝑋ሾ?̂?ሺ𝑋𝑑ሻሿ, where 𝐸𝑋ሺ∙ሻ denotes expectation with regards to 𝑋𝑑, rather than 
the random observations ሼ𝑋𝑗𝑑ሽ𝑛𝑗ൌ1 which are used in the definition of 𝑝̂ሺ∙ሻ. Estimation of  
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𝐼2𝑛 therefore requires that we substitute 𝐸𝑋ሺ∙ሻ with its sample counterpart, which is given by 
(Li & Racine, 2006)  
  𝑛 𝑛 𝑛 
  ?̂?2𝑛 ̂ 𝐿𝜆,𝑖𝑗  
  𝑖ൌ1 𝑖ൌ1 𝑗്𝑖 
where ?̂? 𝑛𝑗ൌ1,𝑗്𝑖 𝐿𝜆,𝑖𝑗 is the leave one out kernel estimator of 𝑝ሺ𝑋𝑖𝑑ሻ and  
𝐿𝜆,𝑖𝑗 ൌ 𝐿ሺ𝑋𝑖𝑑, 𝑋𝑗𝑑, 𝜆ሻ.  
The third term of 𝐼𝑛 does not depend on the smoothing parameters, 𝜆1, … , 𝜆𝑟. We therefore 
select bandwidth values which minimize our cross‐validation objective function (Li & Racine, 
2003)  
  𝑛 𝑛 
  𝐶𝑉𝑝 ̂ 𝐿𝜆,𝑖𝑗  
  𝑥𝑑∈𝒮𝑑 𝑖ൌ1 𝑗്𝑖 
The Hall et al. (2004) version of  least‐squares cross validation, which will be discussed in a 
subsequent subsection, can automatically eliminate irrelevant conditioners from contention, 
thereby acting as a de facto dimension reduction tool.   
Conditional Density Estimation  
In the context of this study, for a given vector of our nominal and ordinal survey variables, we 
wish to estimate the conditional density of  fraud experience. Let 𝑓ሺ𝑥, 𝑦ሻ denote the  joint 
density of ሺ𝑋, 𝑌ሻ and 𝜇ሺ𝑥ሻ denote the marginal density of 𝑋. The conditional density of the 
dependent variable, 𝑌, given 𝑋 is given by 𝑔ሺ𝑦|𝑥ሻ ൌ  𝑓ሺ𝑥, 𝑦ሻ/𝑓ሺ𝑥ሻ. Letting ?̂?ሺ𝑥, 𝑦ሻ and ?̂?ሺ𝑥ሻ 
denote the kernel estimators thereof, we may then estimate this conditional density using 
the estimator proposed by Hall et al. (2004)  
𝑔̂ሺ𝑦|𝑥ሻ ൌ ?̂?ሺ𝑥, 𝑦ሻ/𝜇̂ሺ𝑥ሻ  
where 𝑌 is a discrete nominal dependent variable, 𝑋 represents the conditioners and  
𝑛 
  ?̂? 𝑛 ∑ 𝐾𝛾ሺ𝑥, 𝑋𝑖ሻ𝑙𝜆0ሺ𝑦, 𝑌𝑖ሻ  
𝑖ൌ1 
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1 
?̂?ሺ𝑥ሻ ൌ  𝐾𝛾ሺ𝑥, 𝑋𝑖ሻ 
𝑛 
where 𝑙𝜆0ሺ𝑦, 𝑌𝑖ሻ ൌ 𝑙𝑢ሺ𝑌𝑖, 𝑦, 𝜆0ሻ, 𝜆0 is the smoothing parameter specific to 𝑌, 𝛾 ൌ ሺℎ, 𝜆ሻ and, 
furthermore (Li & Racine, 2006)  
𝐾𝛾ሺ𝑥, 𝑋𝑖ሻ ൌ 𝑊ℎሺ𝑥𝑐, 𝑋𝑖𝑐ሻ𝐿ሺ𝑥𝑑, 𝑋𝑖𝑑, 𝜆ሻ  
𝑞 
  𝑐, 𝑋𝑖𝑐ሻ ൌ  െ ሻ  
𝑊ℎሺ𝑥 
𝑠 
𝑠ൌ1 
  𝑝 𝑟 
𝐿ሺ𝑥𝑑, 𝑋𝑖𝑑, 𝜆ሻ ൌ ∏ሾ𝜆𝑠/ሺ𝑐𝑠 െ 1ሻሿ𝑁𝑖𝑠ሺ𝑥ሻሺ1 െ 𝜆𝑠ሻ1െ𝑁𝑖𝑠ሺ𝑥ሻ ∏ 𝑙𝑜ሺ𝑥𝑠𝑑, 𝑣𝑠𝑑, 𝜆𝑠ሻ  
  𝑠ൌ1 𝑠ൌ𝑝൅1 
where 𝑁𝑖𝑠 , 𝑋𝑖𝑐 represents the 𝑖th observations of the continuous random 
variables,  𝐾𝛾ሺ𝑥, 𝑋𝑖ሻ  is  a  generalised  product  kernel  comprising  continuous,  ordered  and 
unordered variables.  
When estimating the conditional density of 𝑌, it is important to determine which components 
of 𝑋 are relevant conditioning variables for drawing inference, and which are not. Retaining 
irrelevant conditioners results in a drastic reduction in performance. The higher dimension, 
inclusive  of  the  irrelevant  components,  leads  to  a  degradation  of  the  mathematical 
convergence rate and accuracy of the statistical methodology (Hall et al., 2004).  
Conditional Density Bandwidth Selection – Least Squares Cross‐Validated Bandwidth 
Selection:  Relevant Variables  
Hall et al. (2004) proposed a version of least squares cross‐validation (LSCV) which overcomes 
the problem of irrelevant conditioning variables. Their proposed LSCV method achieves this 
in two ways. Firstly, it provides an indication of which conditioners are relevant by assigning 
to  them,  smoothing  parameters  which  are  of  a  conventional  size.  Secondly,  irrelevant 
conditioners are eliminated by the allocation of large bandwidths, which effectively shrinks 
the  contribution  of  their  marginal  densities  towards  the  uniform  distribution.  We  note 
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however,  that  if  the  irrelevant  covariates  already  have  a  uniform  distribution,  then 
oversmoothing may have comparatively minimal impact.  
For an estimator ?̂?ሺ𝑥, 𝑦ሻ of 𝑓ሺ𝑥, 𝑦ሻ, we define the weighted integrated square error (ISE) (Li 
& Racine, 2006)  
𝐼𝑆𝐸  ൌ ׬ሼ?̂?ሺ𝑦|𝑥ሻ െ 𝑔ሺ𝑦|𝑥ሻሽ2𝜇ሺ𝑥ሻ𝑀ሺ𝑥𝑐ሻ𝑑𝑥𝑑𝑦  
            ൌ 𝐼1𝑛 െ 2𝐼2𝑛 െ 𝐼3𝑛  
where 𝑀ሺ∙ሻ is a weight function, 𝐼1𝑛 ൌ ׬ 𝑔̂ሺ𝑦|𝑥ሻ2𝜇ሺ𝑥ሻ𝑀ሺ𝑥𝑐ሻ𝑑𝑥𝑑𝑦,  
𝐼2𝑛 ൌ ׬ ?̂?ሺ𝑦|𝑥ሻ𝑓ሺ𝑥, 𝑦ሻ𝑀ሺ𝑥𝑐ሻ𝑑𝑥𝑑𝑦 and 𝐼3𝑛 ൌ ׬ 𝑔2ሺ𝑦|𝑥ሻ𝜇ሺ𝑥ሻ𝑀ሺ𝑥𝑐ሻ𝑑𝑥𝑑𝑦. Note that 𝐼3𝑛 does 
not depend on the bandwidths used to construct ?̂? and 𝜇̂ and is therefore irrelevant.  
The cross validation estimators of 𝐼1𝑛 and 𝐼2𝑛, respectively, are (Hall et al., 2004)  
  ?̂?1𝑛 𝑛𝑛𝑖ൌ1 ?̂?െ1?̂?ሺെ𝑋𝑖𝑖ሺሻ𝑋𝑀𝑖ሻሺ2𝑋𝑖𝑐ሻ       ?̂?2𝑛
 𝑛?̂?െ𝑖ሺ𝑋𝑖ሻ   
where ?̂?ሺ𝑥ሻ ൌ ׬ ?̂?ሺ𝑥, 𝑦ሻ2𝑑𝑦 may also be expressed as  
  𝑛 𝑛 
?̂? ሺ𝑥, 𝑋𝑖1ሻ𝐾𝛾ሺ𝑥, 𝑋𝑖2ሻ ׬ 𝑤ℎ0ሺ𝑦, 𝑌𝑖1ሻ𝑤ℎ0ሺ𝑦, 𝑌𝑖2ሻ𝑑𝑦.  
𝑖1ൌ1 𝑖2ൌ1 
The subscript െ𝑖 indicates that the function is leave‐one‐out. That is to say that quantity is 
obtained, not from the sample 𝑍 ൌ ሼሺ𝑋1, 𝑌1ሻ, … , ሺ𝑋𝑛, 𝑌𝑛ሻሽ of size 𝑛, but from the ሺ𝑛 െ 1ሻ 
sample with ሺ𝑋𝑖, 𝑌𝑖ሻ omitted.  
The cross‐validation criterion is (Hall et al. 2004)  
𝐶𝑉𝑔ሺℎ0, ℎ1, … , ℎ𝑞, 𝜆1, … , 𝜆𝑟ሻ ൌ ?̂?1𝑛ሺℎ0, ℎ1, … , ℎ𝑞, 𝜆1, … , 𝜆𝑟ሻ  
െ2?̂?2𝑛ሺℎ0, ℎ1, … , ℎ𝑞, 𝜆1, … , 𝜆𝑟ሻ.  
Hall et al. (2004) proceed to demonstrate that the first term of 𝐶𝑉𝑔 is  
𝐶𝑉𝑔0ሺℎ0, ℎ1, … , ℎ𝑞, 𝜆1, … , 𝜆𝑟ሻ ൌ 𝑛െ𝑞/ሺ𝑞൅4ሻ𝜒𝑔ሺ𝑎0, 𝑎, 𝑏ሻ  
𝑓െ1ሺ𝑋𝑖,𝑌𝑖ሻ𝑀 ሺ 𝑋 𝑖 𝑐 ሻ 
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where ሺ𝑎, 𝑏ሻ ൌ ሺ𝑎1, … , 𝑎𝑞, 𝑏1, … , 𝑏𝑟ሻ and  
𝜇ሺ𝑥 
  𝜒 ሺ𝑎 , 𝑎, 𝑏ሻ ൌ ∑ ׬  ∑𝑟 𝑏𝑠 ∑ ሺ𝑣𝑑, 
𝑥𝑑ሻ ሼ𝑓ሺ𝑥𝑐, 𝑣𝑑, 𝑦ሻ െ 𝑐, 𝑣𝑑ሻ 𝑓ሺ𝑥, 𝑦ሻሽ 
  𝑔 0 𝑐 െ 
1 𝜇ሺ𝑥ሻ 
  𝑥𝑑 𝑠ൌ1 𝑣𝑑 
𝑞 
 𝜅  
𝑠ൌ1 
 ൅1 𝑐 
𝑑𝑥𝑐𝑑𝑦  
 𝑎𝑖 𝜇ሺ𝑥ሻ 
where 1𝑠ሺ𝑣𝑑, 𝑥𝑑ሻ ൌ 1ሺ𝑣𝑠𝑑 ് 𝑥𝑠𝑑ሻ ∏𝑠𝑟′്𝑠 1ሺ𝑣𝑠𝑑 ൌ 𝑥𝑠𝑑ሻ,  the 𝑎𝑠’s and 𝑏𝑠’s are defined via ℎ𝑠 ൌ 
𝑛െ1/ሺ𝑞൅5ሻ𝑎𝑠 and 𝜆𝑠 ൌ 𝑛െ2/ሺ𝑞൅5ሻ𝑏𝑠 respectively (Li and Racine, 2006) and Σ𝑣𝑑 denotes summation 
over atoms 𝑣𝑑 ൌ ሺ𝑣1𝑑, … , 𝑣2𝑑ሻ of the distribution of 𝑋𝑑 (Hall et al., 2004).  
Denote the quantities which minimize 𝜒𝑔 by 𝑎00, … , 𝑎𝑞0, 𝑏10, … , 𝑏𝑟0 and assume that they are 
uniquely defined and finite. Let ℎ10, … , ℎ𝑞0, 𝜆10, … , 𝜆0𝑟 denote those values of ℎ1, … , 𝜆𝑟 that 
minimize 𝐶𝑉𝑔0.  It can now be shown that (Hall et al. 2004)  
1 
 
i. 𝑛𝑞൅5ℎ̂𝑠 → 𝑎𝑠0 for 𝑠 ൌ 0, 1, … , 𝑞  
2 
 
ii. 𝑛𝑞൅5?̂?𝑠 → 𝑏𝑠0 for 𝑠 ൌ 1, … , 𝑟  
iii. 𝑛4/ሺ𝑞൅5ሻ𝑖𝑛𝑓𝐶𝑉𝑔 → 𝑖𝑛𝑓𝜒𝑔 in probability.  
One drawback of least squares cross‐validation for the estimation of conditional PDFs is that 
it is computationally burdensome, especially for large samples. This is a result of the leading 
term of the objective function consisting of three summations (Li and Racine, 2006).  
൅ 𝜅 
𝑞  𝑓 ሺ 𝑥 , 𝑦 ሻ
∏ 𝑞 𝑖 ൌ 1 
ሻ 𝑀ሺ𝑥 ሻ
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Conditional Density Bandwidth Selection – Least Squares Cross‐Validated Bandwidth 
Selection: Irrelevant Variables  
When conditioning 𝑌 upon 𝑋, it may be that the dimension in which information is contained 
is  less  than  the dimension of  the  data.  For 𝑋 ൌ ሺ𝑋𝑐, 𝑋𝑑ሻ, where 𝑋𝑐  is 𝑞‐variate  and 𝑋𝑑  is 
𝑟variate, we proceed under the assumption that only the first 𝑞1 components of 𝑋𝑐 and only 
the  first 𝑟1  components  of 𝑋𝑑  are  relevant  to  estimate  the  distribution  of 𝑌  given 𝑋.  For 
integers 𝑞1 ൒ 0, 𝑞 ൒ 𝑞2 and 𝑟1 ൒ 0, 𝑟 ൒ 𝑟2 which satisfy 𝑞 ൌ 𝑞1 ൅ 𝑞2 and 𝑟 ൌ 𝑟1 ൅ 𝑟2, let ?̅? be 
comprised of the first 𝑟1 constituents of 𝑋𝑑 as well as the first 𝑞1 constituents of 𝑋𝑐. ?̃? ൌ 𝑋/𝑋̅ 
denotes the remaining constituents of 𝑋. We further assume that ሺ𝑌, ?̅?ሻ is independent of ?̃?. 
This implies that 𝑔ሺ𝑦|𝑥̅, ?̃?ሻ ൌ 𝑔ሺ𝑦|𝑥̅ሻ, scilicet 𝑥 ̃ is  irrelevant to 𝑔ሺ𝑦|𝑥̅ሻ (Hall et al., 2004). In 
practice, this is not known beforehand, meaning that rather than 𝑔ሺ𝑦|𝑥̅ሻ, 𝑔ሺ𝑦|𝑥ሻ is estimated. 
Selecting  the  least  squares  cross‐validated  bandwidths  asymptotically  smoothes  out 
irrelevant variables. To illustrate this, the function 𝜒𝑔 is modified in the following manner  
(Li & Racine, 2006)  
𝑟1 
  𝑏𝑠  𝑑, 𝑥?̅?𝑑ሻ ሼ𝑓ሺ̅ 
?̅?𝑐, ?̅?𝑑, 𝑦ሻ െ 𝜇̅ሺ?̅?𝑐, ?̅?𝑑ሻ 𝑓ሺ̅ ?̅?, 𝑦ሻሽ 
?̅?𝑔ሺ𝑎0, 𝑎, 𝑏ሻ ൌ ∑ ׬ሺሾ∑∑ 𝟏𝒔ሺ𝑣𝑠̅ 
  𝑐𝑠 െ 1 ?̅?ሺ𝑥̅ሻ 
  ?̅?𝑑 𝑠ൌ1 ?̅?𝑑 
  𝑞1 2 
  ̅ ̅ 
  ൅ 0.5𝜅2𝑎02?̅?  ̅ ̅ ̅
 𝑓ሺ̅ 𝑥̅, 𝑦ሻሽሿ 
  ̅ ̅ 
𝑠ൌ1 
  ൅ 𝜅𝑞1൅1𝑓ሺ̅ 𝑥̅, 𝑦ሻሻ ?̅?ሺ𝑥̅ሻ 𝑐𝑑𝑦  
 𝑑𝑥̅ 
  𝑎1 … 𝑎𝑞1 𝜇̅ሺ𝑥̅ሻ 
where  
  ?̅?ሺ𝑥̅𝑐, 𝑥?̅?ሻ  ሺ ̅ ൅1 ሻ
 𝑞𝑐 … 𝑑𝑥𝑞𝑐.  
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  𝑓ሺ ̅ ̅ 𝑟1൅1 𝑟 ሻ 𝑑𝑥 1൅1 
  𝑥𝑟𝑑1൅1,…,𝑥𝑟𝑑 𝑞1൅1 𝑞 
Under the following conditions (Li & Racine, 2006):  
  i.  𝑔ሺ∙ሻ and 𝑓ሺ∙ሻ have two continuous derivatives; 𝑓ሺ∙ሻ is bounded away from zero for  
𝑥 ൌ ሺ𝑥𝑐, 𝑥𝑑ሻ ∈  𝒮 ii. ሺ𝑌, ?̅?ሻ is independent of ?̃? iii. ∑𝑥̅𝑑 ׬𝑠𝑢𝑝𝑝 𝑞ሾ𝜇̅𝑔ሺ𝑥̅ሻ െ 𝑔̅ሺ𝑥̅ሻሿ2𝑤̅ሺ?̅?ሻ𝑓ሺ̅ 
𝑥̅ሻ𝑑𝑥̅𝑐, which is function of ℎ1, … , ℎ𝑞, 𝜆1, … , 𝜆𝑟, vanishes if and only if these bandwidths 
vanish. Here, ?̅?𝑔 ൌ 𝐸ሾ?̂?ሺ𝑥ሻሿ/𝐸ሾ?̂?ሺ𝑥ሻሿ and  
?̂?ሺ𝑥ሻ ൌ ሾ𝑔̂ሺ𝑦|𝑥ሻ െ 𝑔ሺ𝑦|𝑥ሻሿ?̂?ሺ𝑥ሻ  
iv.  𝐻 ;   𝐻  ∈ ሾ𝑛𝜖െ1; 𝑛െ𝜖ሿ   for   0 ൏ 𝜖 ൏ 1/ሺ𝑞 ൅ 4ሻ;  
  minሺℎ1, … , ℎ𝑞ሻ ൐ 𝑛െ𝐶   and   maxሺℎ1, … , ℎ𝑞ሻ ൏ 𝑛𝐶   for   some   𝐶 ൐ 0;   𝑤ሺ0ሻ ൐ 
𝑤ሺ𝛿ሻ ∀ 𝛿 ൐ 0 and  letting  ℎ̂1, … , ℎ̂𝑞, ?̂?1, … , ?̂?𝑟 denote the smoothing parameters 
which minimize the crossvalidation criterion, Hall et al. (2004) prove that  
𝑝 
i. 𝑛1/ሺ𝑞1൅5ሻℎ̂𝑠 → 𝑎𝑠0 for 1 ൑ 𝑠 ൑ 𝑞1  
ii. 𝑃ሺℎ̂𝑠 ൐ 𝐶ሻ → 1 for 𝑠  ∈ ሾ𝑞1 ൅ 1; 𝑞ሿ and ∀ 𝐶 ൐ 0  
iii. 𝑛2/ሺ𝑞1൅5ሻ?̂?𝑠 →𝑝 𝑏𝑠0 for 1 ൑ 𝑠 ൑ 𝑟1 iv.  ?̂?𝑠 →𝑝 ሺ𝑐𝑠 െ 1ሻ/𝑐𝑠 for 𝑠  ∈ ሾ𝑟1 ൅ 1; 𝑟ሿ  
𝑝 
v.  𝑛4/ሺ𝑞1൅5ሻinf𝐶𝑉𝑟ሺℎ̂, ?̂?ሻ →inf?̅?.  
The above theorem, and its proof, enunciate the ability of the least squares cross‐validated 
smoothing  parameters  to  asymptotically  eliminate  irrelevant  covariates.  Here,  the 
bandwidths  for  the  relevant  variables  retain  the  same  optimal  properties  which  would 
predominate in the absence of any irrelevant variables. This is  in contrast to the irrelevant 
variables whose bandwidths  converge  in probability  towards  their  upper bounds,  thereby 
resulting in their being smoothed out.  
Thus far in this section, much attention has been given to applying the aforementioned theory 
to continuous values of 𝑌. The same theory can be extended to cases where 𝑌 is a categorical 
variable which can assume any of 𝑘 mutually exclusive classes. This simply implies that the 
generalised product kernels will contain some combination of ordinal and nominal univariate 
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kernel  functions.  Even  when,  as  is  the  case  with  the  analyses  with  which  this  study  is 
concerned,  the  density  estimation  does  not  consist  of  any  continuous  variables,  the 
favourable properties expounded herein continue to hold. The references to the behaviour 
of  components  pertaining  to  continuous  random  variables  is  presented  for  the  sake  of 
completeness. Furthermore, the cross‐validation objective function, which is based upon the 
integrated squared error, is simply  
  𝑛 𝑛 
  𝐶𝑉𝑝 ̂ 𝐿𝜆,𝑖𝑗 .  
  𝑥𝑑∈𝒮𝑑 𝑖ൌ1 𝑗്𝑖 
2.4.2.  Parametric Inference  
The Multinomial Distribution  
The multinomial distribution is a generalization of the binomial distribution. This distribution 
assesses  the  probability  of  observing  a  given  category  in  comparison  to  the 𝑘 െ 1  other 
categories,  where  the  individual  trials  are  independent  and  the  outcomes  are  mutually 
exclusive and all inclusive (White, 2007). The probability mass function is expressed thusly  
  𝑛𝑛𝑖 𝑛1𝑝2𝑛2 … 𝑝𝑘𝑛𝑘  
  𝑃ሺ𝑛1, 𝑛2, … 𝑛𝑘ሻ ൌ 𝑓ሺ𝑛𝑖|𝑛, 𝑝𝑖ሻ ൌ ሺ ሻ 𝑝1 
where 𝑛 ൌ ∑𝑘𝑖ൌ1 𝑛𝑖  is  the  total  number  of  trials,  𝑘  is  the  number  of  possible  choices, 𝑝 
represents the probability of each choice being selected and  
  𝑛 𝑛! 
  ሺ ሻ ൌ   
  𝑛𝑖 𝑛1! 𝑛2! … 𝑛𝑘! 
is  the multinomial  coefficient.  The  likelihood  function  for a polytomous model  is  given by 
(Kleinbaum & Klein, 2002)  
  𝑛 𝑘 
∏ ∏ 𝑃ሺ𝑌 ൌ 𝑗|𝑋ሻ𝑛𝑖𝑗  
𝑖ൌ1 𝑗ൌ1 
where  
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1  𝑖𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 ℎ𝑎𝑠 𝑌 ൌ 𝑗 
  𝑛𝑖𝑗 ൌ ሼ .  
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                               
    
The unknown parameters, 𝛽𝑖 for 𝑖 ൌ ሼ1,2, … , 𝑘ሽ are estimated by maximizing the likelihood 
function, given the data.  
Multinomial Logistic Regression  
A parametric statistical model is one where the functional form of the dependent variable’s 
relationship  to  the  independent  variables  is  assumed  to  be  known.  The  only  unknown 
aspects, which require estimation, are assumed to be the model parameters. In this sense, 
parametric  models  are  finite  dimensional.  Given  the  functional  form  of  the  relationship 
between some variables, parametric statistical  inference seeks to estimate the parameters 
which, by some estimation approach, best correspond to the available data points. In such 
cases, the model’s complexity is independent of the data and wholly reliant upon the model 
specified by the researcher.  
The multinomial  logistic  regression model  (MLR),  or  polytomous  logistic  regression,  is  an 
extension of generalized linear regression models which permits the estimation of a nominal 
categorical response. It is the parametric analogue of the nonparametric conditional modal 
model. In MLR, one category of the response variable is arbitrarily designated as the reference 
category to which each of the remaining categories is compared. For an unordered categorical 
dependent variable, 𝑌, with 𝑘 levels (Hilbe, 2009)  
𝑃   
where 𝑋  is a design matrix of the  independent variables, 𝛽𝑗 are the regression coefficients 
which require estimation and  𝛽1 ൌ 0, such that  
𝑃ሺ𝑌 .  
It can easily be proven that  .The logit form of the above model is defined  
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as the natural logarithm of the odds of observing the 𝑗th level of 𝑌, given specific values of 
the covariates  
𝑃ሺ𝑌 ൌ 𝑗|𝑋ሻ 
      𝑙𝑜𝑔𝑖𝑡 𝑃ሺ𝑌 ൌ 𝑗|𝑋ሻ ൌ ln ሾ
ሿ 𝑃ሺ𝑌 
ൌ 0|𝑋ሻሻ 
𝑘 
             ൌ ∑ 𝑋′𝛽𝑗.  
𝑗ൌ1 
The odds of observing the 𝑗th level is a ratio of probability of observing the 𝑗th level, divided 
by  the  probability  of  observing  the  baseline  or  reference  category.  Although,  technically 
speaking,  the odds ratio can only be calculated  for dichotomous  logistic  regression. When 
dealing with polytomous logistic regression, the quantity which we calculate is “odds‐like” or, 
more specifically, a relative risk ratio (Hilbe, 2009; Kleinbaum & Klein, 2002). Thus we have 𝑘 
െ 1  logit  equations,  with  which  we  can  compare  categories  2, 3, … , 𝑘  with  category  1 
(Rodriguez, 2007).  
   2.5.  CHAPTER SUMMARY  
Section  2.1  sought  to  investigate  published  results  which  might  shed  some  light  on  the 
perceptions and attitudes already harboured, by the various stakeholders, towards bank card 
fraud. As noted herein, the empirical probability of experiencing card fraud is low and this is 
in  line  with  cardholders’  beliefs.  However,  this  does  not  provide  a  statement  on  how  a 
cardholder’s belief that they are unlikely to fall prey to fraud influences their risk. This will be 
explored, subsequently, in Chapter 5. Many of the studies indicated that the experience of 
fraudulent transactions on one’s account, more often than not, induces a variety of changes 
in transaction behaviour amongst bank clients. This chapter also alluded to the importance 
of the socioeconomic and demographic factors of cardholders in determining fraud risk. With 
regards  to merchants,  those  e‐commerce  merchants  who  employed  fraud  detection  and 
prevention techniques were found to be particularly satisfied with these. Furthermore, most 
merchants were highly amenable to the notion of collaborating with card issuers. Research 
by  Inscoe  (2014)  provided  unique  insights  into  the  situation  in  South Africa. Of  note  and 
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particular concern is the finding that cardholders who are vigilant and wary of card fraud are 
just as likely as those who aren’t to become the victims of fraudsters.  
There are numerous studies in the literature which investigate the feasibility and classification 
performance of various machine learning techniques in detecting card fraud. An assortment 
of methodologies was investigated, including AIS, ANN, fuzzy logic, HMM, SOM, SVM as well 
as  various  combinations  of  these  and  novel  augmentations  in  parametrization,  synthetic 
subsetting  and  dimension  reduction.  Supervised  and  unsupervised  algorithms  were 
considered and multiple comparisons were conducted to assess classifier superiority, using 
differing metrics for optimisation. Many of the techniques surveyed performed exceptionally 
indicating promising results. However, a significant impediment to their adoption is the fact 
that many  of  these  algorithms  are  black  box models.  Since  no  intuitive  insights  could  be 
gleaned  from  their  structures,  it  would  then  prove  impossible  to  provide  guidance  with 
rationale (to merchants and cardholders) regarding the mitigation of card fraud risk.  
The  work  of  Nasila  (2014)  was  introduced  in  Section  2.3.  Behaviours,  perceptions  and 
attitudes (as they relate to bank card fraud) were assessed for merchants and bank clients in 
addition  to  recording  demographic  and  socioeconomic  factors  for  bank  cardholders.  This 
research  was  conducted  in  Johannesburg,  which  is  noteworthy  for  not  only  being  the 
economic hub of South Africa but also the area where fraudulent transactions are greatest in 
monetary value. To determine relative fraud risk, multinomial logistic regression models were 
fitted, following stepwise selection of significant covariates, to the data for both cardholders 
and merchants. A summary of these variables and their estimated coefficients is provided in 
Appendix C and Appendix D.  
Lastly,  the  statistical methodologies by which  the  card  fraud  risk of  both  cardholders  and 
merchants  is  to be quantitatively described are expounded.  These methodologies  are  the 
nonparametric modal regression as well as parametric multinomial  logistic regression. The 
appeal  of  the  nonparametric methods  lies  in  its  robustness, where  the  specification  of  a 
functional form is prohibitive or not immediately apparent. Initially, the notion of a kernel as 
well as its utility is introduced, following which, the Aitchision and Aitken (1976) and Li and 
Racine (2006) kernels, for nominal and ordinal data, respectively, are defined. Subsequently, 
a  standard  product  kernel  is  presented  for multivariate  data which  logically  leads  to  the 
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estimation  of  the  probability  mass  function.  The  asymptotic  properties  of  the  resultant 
probability  function  estimate  are  presented  with  special  mention  of  the  nonparametric 
estimator’s rate of convergence in the case of solely categorical variables. Following this, the 
primacy  of  bandwidth  selection  is  motivated  for  and  a  data‐drive  bandwidth  selection 
method which has  the advantage of providing dimension  reduction  is  introduced. Section 
2.4.2  provides  an  overview  of  the multinomial  distribution  as  a  preamble  to multinomial 
logistic regression. Attention is drawn to the fact that inference by way of multinomial logistic 
regression is parametric in nature, since model specification is specified by the researcher. 
Finally,  the means by which  the  logit  for each of  the 𝑘 െ 1  classes of 𝑌  can be estimated 
(relative to the reference level) are disclosed.  
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3.  DATA  
For the purposes of this research, it was necessary to obtain responses from merchants and 
bank  cardholders  within  the  Nelson  Mandela  Bay  Metropolitan  area.  Since  no 
contemporaneous data of the type required was available, primary data had to be collected. 
In addition, during the planning of the project, the issue of precisely what the most efficient 
and reliable method(s) of acquiring both merchant and cardholder data would be arose. In 
this chapter, requisites, constraints and other considerations regarding the responses from 
the  bank  cardholders  and  merchants  in  this  study  are  discussed.  A  critique  of  the  data 
collection methods that were eventually decided upon is also provided.  
3.1.  REVIEW OF DATA COLLECTION TECHNIQUES  
There  are  two  broad methods  of  collecting  data  for  research  purposes.  The  data  sources 
themselves may  be  primary  or  secondary  data  sources,  but  the measures may  either  be 
selfreported  or  direct‐reported.  According  to  the  European  Commission  (2003),  direct 
measures are  the most prevalent results used and  reported  in  such disciplines as science, 
technology and innovation policy. Examples of measures which may be obtained from direct 
measurement  include  annual  income,  length  and  frequency  of  hospital  stays,  height, 
manufacturing  output  and  electricity  consumption.  In  certain  studies,  where  both  direct 
measures  and  self‐reported  measures  of  the  same  variable  were  collected,  the  direct 
measures were  often  found  to  be more  accurate  than  the  self‐reported measures.  Some 
examples  of  the  aforesaid  follow  along  with  possible  explanations  as  to  the  discrepancy 
between self‐reported and direct measured results of the same variable.  
Dubner  and  Levitt  (2006)  cite  an  Australian medical  study where  doctors  responded  to  a 
survey investigating their hand‐washing rate. The doctors’ self‐reported rate stood at 73%. 
But  when  these  same  doctors’  hand‐washing  rate  was  directly  measured,  by  way  of 
observation, their actual rate was only 9%.  
Prince et al. (2008) conducted a systematic literature review of 187 articles which analysed 
the  relationship  between  self‐reported  and  direct‐measures  of  physical  activity.  Their 
investigation revealed that the correlation between direct‐measures and self‐reports varied 
greatly amongst the studies surveyed and were in the range ‐0.71 to 0.96. This means that 
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respondents in those studies reported levels of physical activity which were both higher and 
lower  than  those  levels  which  were  quantified  by  direct  measurement.  As  a  result,  the 
researchers were unable to detect a discernible relationship between measures of physical 
activity which are self‐reported or directly measured.  
Martinelli  and  Parker  (2009)  investigated  the  degree  to  which  participants  in  a 
povertyalleviation program provided distorted self‐reported  information. Following on‐site 
inspections of the participating households, it was discovered that the following items were 
underreported at  these respective  rates; car  (83.10%), video recorder  (79.73%) and water 
tank (58.44%). That is to say that, of the households which had at least one car, 83.1% claimed 
not  to.  The  on‐site  inspection  also  revealed  overreporting  with  respect  to  the  following 
household  items;  toilet  (39.07%),  tap  water  (31.76%)  and  concrete  floor  (25.41%).  The 
researchers  hypothesize  that  this  pattern  of  misrepresentation  has  two  salient  aspects. 
Firstly, household items which are deemed luxuries are underreported in order to increase 
the  likelihood  of  gaining  entry  to  the  programme.  Secondly,  household  items  which  are 
deemed  bare  necessities  are  overreported,  possibly  out  of  sheer  embarrassment,  even 
though the absence of such commodities may provide greater support for granting applicants 
selection into the program.  
Coffman  et  al.  (2013)  determined  that  research  participants’  social  desirability  bias  can 
severely impact the results of studies investigating sexual orientation and related behaviours 
and opinions. The researchers utilized two data collection methods, a best practises method 
and a veiled elicitation method. The latter of these provides a greater degree of privacy and 
concealment of  respondent anonymity. Their  results  indicated  that when  responding with 
diminished privacy, the participants tend to provide survey responses skewed towards what 
is  perceived  as  socially  acceptable.  In  comparison  to  veiled  elicitation,  the  best  practices 
method substantially underestimates the degree of non‐heterosexuality in participants, the 
number of participants who’ve had sexual experiences with members of the same sex and 
the number of participants who disapprove of or condemn non‐heterosexuality.  
Self‐reported measures may be misleading on account of what  is known as response bias. 
Paulhus  (1991) defines  response bias  as  “a  systematic  tendency  to  respond  to  a  range of 
questionnaire  items  on  some  basis  other  than  the  specific  item  content”.  Response  bias 
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emanates  from a myriad of  cognitive biases which render  respondents either unwilling or 
unable  to  provide  accurate/honest  answers  to  a  questionnaire.  By way  of  example,  such 
cognitive biases include social desirability bias, acquiescence bias, demand characteristics and 
extreme  response  bias.  Social  desirability  bias  is  the  tendency  to  claim  socially  valued 
attitudes  and  behaviours  that  one does  not  possess  and  to  deny  any  socially  undesirable 
personality  characteristics  that  one  may  possess  (van  de  Mortel,  2008).  Administering 
questionnaires by anonymous means, such as telephonically or with the aid of online surveys, 
not  only  results  in  a  higher  response  rate  (especially  for  sensitive  or  socially  taboo 
information) but results in a reduction of the social desirability bias. Additional methods of 
handling social desirability responses include using proxy subjects, using forced choice items 
and  the  bogus  pipeline  (Nederhof,  2006).  Acquiescence  bias,  sometimes  known  as 
“yeasaying”, refers to the tendency for respondents to select “agree” or positive response 
categories more  often  than  they  do  a  “disagree”  or  negative  response  category  (Leavitt, 
1977).  This  is  done  consistently,  irrespective  of  the  question’s  substance.  Acquiescence 
responding  can  be  circumvented  to  some  extent  by  keying  positive  and  negative  survey 
questions in a balanced manner (Hinz et al., 2007). Extreme response bias refers to a tendency 
towards  selecting  the  endpoint  values  of  a  rating  scale  (Arthur  and  Freemantle,  1966). 
Therefore an individual may tend to consistently select either high or low values on a Likert 
scale (Batchelor et al., 2013). Finally, the concept of demand characteristics occurs when the 
awareness  or  perceptions,  by  respondents,  of  what  the  researcher(s)  anticipate(s)  the 
experimental  findings  should  be  results  in  the  respondents  shaping  their  performance 
accordingly  (Sternberg  and  Sternberg,  2012).  This  resultant  alteration  in  respondent 
performance leads to study outcomes which are misleading either in part or on the whole. 
There are strategies in existence which may be employed to diminish the severity of demand 
characteristics. Deception as well  as double‐blind  studies are  two  such  strategies  (Cherry, 
2014). Within ethical constraints, researchers may proceed by concealing or misrepresenting 
the  true  intentions of  their  survey or experiment  so as  to prevent demand characteristics 
from introducing bias to their research outcomes.  
When compiling and constructing a questionnaire, it is imperative that a researcher be fully 
cognisant of response bias. This awareness permits the construction of questionnaires and 
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utilization of survey types that are more conducive to eliciting accurate, unbiased responses 
from participants.  
As  a  contrast  to  self‐reported  measures,  direct‐reported  measures  also  exhibit  various 
limitations. Most  notably,  certain  variables,  for  instance  attitudes  and  beliefs,  cannot  be 
directly  observed  and  therefore  require  self‐reporting.  Even  when  direct  measures  are 
available, in lieu of self‐reported data, it is not a forgone conclusion that their use will result 
in greater accuracy. According to Bound (1989) when used as proxies, direct measurements 
may also be subject to bias.  
This  study makes  use  of  a  structured  survey questionnaire.  A  questionnaire  is  a  series  of 
questions asked to individuals in order to obtain information, about a given topic, which is 
statistically  useful.  Questionnaires  which  are  properly  constructed  and  administered  in  a 
responsible manner may provide a means with which to draw inference about populations or 
population subgroups (Trueman, 2014; Cohen and Crabtree, 2006). One major advantage of 
a structured questionnaire, is that it provides standardization. This allows for interviewees’ 
results to be aggregated easily as well as providing a significant reduction in any error which 
may be due to interviewer variability (Bryman, 2004). The surveys, for both cardholders and 
merchants, were succinct and could be completed within five minutes. This was essential in 
order  to  garner  responses  which  were  not  superficial.  There  were  three  data  collection 
techniques which used to gather information for this study, namely face‐to‐face interviews, 
telephonic interviews and web‐based questionnaires. Sections 3.1.1 to 3.1.3 provide reviews 
and discussions of the literature pertaining to each of these methods.  
3.1.1.  Face‐To‐Face Interview  
Face‐to‐face  interviews  have  several  advantages  and  key  strengths.  They  are  flexible, 
adaptable, can be controlled within the interview environment (Szolnoki and Hoffman, 2013), 
allow ease of access to the target population, allow the use of visual aids as well as the use 
and  elucidation  of  complex  questions  (Schutt,  2011).  On‐site  surveys  also  have  higher 
response  rates,  higher  respondent  tolerability  of  lengthier  interviews  and  they  allow 
interviewers  to  gauge  non‐verbal  cues  (Sincero,  2012a).  Face‐to‐face  interviews  are  best 
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suited  to  populations with  low  levels  of  literacy.  Because of  the  conversational  format  of 
onsite interviews, words are given more importance.  
There  are,  however,  also  shortcomings  with  face‐to‐face  interviews.  The  cost  of  on‐site 
interviews  is  usually  high,  interviewers  can  inadvertently  introduce bias which may affect 
interviewee  responses  [such  as  social  desirability  bias  (Duffy  et  al.,  2005)]  (Phellas  et  al., 
2011), often several interviewers are required to administer a survey and sometimes skilled 
interviewers are necessary.  Other disadvantages of face‐to‐face surveys include interviewer 
bias,  geographical  limitations  and  time  pressure  on  respondents  (Szolnoki  and  Hoffman, 
2013).  
Where  time  sensitivity,  geographical  inaccessibility  and  prohibitive  costs  are  not  major 
considerations,  face‐to‐face  interviews  provide  an  excellent  research  tool  with  which  to 
gather primary research. Interviewer presence allows for survey responses which are better 
aligned to the objective of the research, but the very same interaction between interviewer 
and  interviewee may pose  the risk of  skewing responses. The occurrence of  this potential 
hazard may become even more germane when the subject matter  is of a sensitive nature 
(Nolinske, 1995).  
3.1.2.  Telephonic Interview  
There  are  several  advantages  to  telephonic  interviews.  They  provide  good  geographical 
coverage, fewer interviewer effects, provide greater levels of interviewer monitoring, ensure 
the physical safety of the interviewer (Phellas et al., 2011) and they provide high response 
rates  (Schutt,  2011).  Interviewers  can  extract  more  substantive  and  comprehensive 
responses from participants, as well as prompt further explanation (Information Specialists 
Group, Inc., 2009). Telephonic surveys are also better suited to respondents who lack skills in 
reading and/or writing, or those who aren’t particularly proficient in the use of the survey’s 
language (The Wallace Foundation, 2006).  
There  are  limitations  to  the  use  of  telephonic  interview  for  survey  data  collection.  Costs, 
relative to other formats, can range from medium to high, several interviewing staff may be 
required,  participants  are  limited  to  those  who  have  telephones  (Information  Specialists 
Group,  Inc., 2009),  respondents may construe the contact as  intrusive, break‐off  rates are 
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higher so interview length must be kept at a minimum, questions have to be simple, visual 
aids cannot be used and non‐verbal cues cannot be registered (Phellas et al., 2011). Survey 
respondents are also less comfortable discussing sensitive topics over the phone than they 
are face to face (Groves, 1979; Szolnoki and Hoffman, 2013). Finally, the practice of screening 
and rejecting unknown callers is not uncommon.  
When  interviews  are  brief  (thereby  curtailing  costs  and  reducing  the  break‐off  rate), 
respondents are not averse towards unsolicited contact and the survey questions are simply 
understood,  gathering  research  data  by  way  of  telephonic  interview  provides  a  viable 
alternative. Moreover, if a great majority of the population of interest possesses telephones, 
a  wider  and  more  representative  sample  may  be  observed  with  fewer  or  diminished 
interviewer effects.  
3.1.3.  Web‐Based Questionnaire  
There are some distinct advantages which are offered by the use of online surveys. Webbased 
questionnaires  usually  require  the  least  amount  of  time  to  administer,  allow  for  wider 
geographical  coverage  and  they  provide  respondent  anonymity  which  generally  leads  to 
more  honest  answers  (Phellas  et  al.,  2011).  They  also  allow  researchers  to  collect  large 
volumes of data within a short amount of time and they allow for increased data accuracy, 
since online responses can be captured automatically into databases or statistical software 
packages (Fleming and Bowden, 2009). Online surveys tend to be the least expensive method 
of survey data collection and they do not require the presence of an  interviewer (Sincero, 
2012b). In addition, data is entered, delivered and captured instantaneously. Kreuter et al. 
(2008)  found  that  online  surveys  provided  higher  responses  for  sensitive  information  in 
comparison to computer‐assisted telephone  interviews. Social desirability bias  is  lower for 
web‐based  survey  responses  than  for  telephonic  survey  responses  (Chang  and  Krosnick, 
2009).  Duffy  et  al.  (2005)  concluded  that  online  panel  surveys  attract  samples  that  are 
apparently more knowledgeable and opinionated than face‐to‐face surveys.  
In online surveys, visual design elements may impact the manner in which survey respondents 
read  and  interpret  questions.  Szolnoki  and  Hoffman  (2013)  point  out  that  large  samples 
obtained  from  telephonic  and  face‐to‐face  interviews  are  deemed  suitable  for  drawing 
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inference  about  the  general  population,  whilst  online  survey  respondents  are  currently 
considered as representative of population subgroups only. This  is because of sample bias 
owing to the socioeconomic, spatial and demographic factors which govern internet access. 
Since  the  attitudes  or  demographic  characteristics  of  respondents  who  answer  an  online 
survey differ greatly from those who do not, this leads to the presence of non‐response bias 
in a survey (Umbach, 2004). Owing to the lack of supervision, there is also a greater risk of 
respondents omitting data. This can be circumvented though, by simply designing the online 
questionnaire  in  such  a  way  that  it  notifies  the  respondent  or  does  not  permit  them  to 
proceed if they have omitted any questions. It is also sometimes difficult to control the order 
in which participants answer questions and this may introduce some variability (Matsuo et 
al., 2004). This is especially important where ordered/sequential relationships exist between 
the  outcome  and  its  predictor  variables  and  it  may  be  prejudicial  were  a  respondent  to 
answer  earlier  questions  with  contextual  knowledge  of  their  significance  later  on  in  the 
survey.  
Provided that  the appearance and  layout of an online survey can be kept minimalistic yet 
concise, the population of interest has ready access to the internet and that questionnaires 
are answered in full, online questionnaires provide a powerful and simple to implement tool 
for gathering research data. The latter condition can easily be scripted into the design of a 
web‐based survey. Furthermore, because of the absence of any human interaction, online 
questionnaires are without any interviewer effects and biases present in other methods for 
gathering survey data.  
3.2.  COLLECTION OF SURVEY DATA  
One of the stated objectives of this study is to determine those factors which provide utility 
in  predicting  a  cardholder  or  merchant’s  risk  of  experiencing  bank  card  fraud.  More 
specifically  the  study  seeks  to  identify  risk  factors which are  common  to both  the Nelson 
Mandela metropolitan area and the Johannesburg metropolitan area, as well as those risk 
factors which are unique, in their utility, to only one of the two metropolitan areas. To that 
end,  response  data  was  required.  For  the  Johannesburg merchants  and  cardholders,  the 
requisite data was sourced from Nasila (2014). For the Nelson Mandela metropolitan area, 
no such information existed or was available, hence it was necessary to collect and compile 
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primary data. Prior to this undertaking, it was necessary that ethical approval be obtained. 
This was provided by  the Sub‐Committee  for Ethics  in  the Faculty of Science along with a 
corresponding Ethics clearance reference number of H13‐SCI‐STA‐001.  
3.2.1.  Bank Cardholders  
Data from bank cardholders was collected for a Port Elizabeth‐based as well as a  
Johannesburg‐based  cohort.  The  Johannesburg  consumer data  [courtesy  of Nasila  (2014)] 
was  gathered  with  the  aid  of  face‐to‐face  interviews  as  well  as  an  online  questionnaire 
component.  In  total,  232  responses  were  obtained.  Port  Elizabeth  cardholder  data  was 
collected over a period of 2 months. The survey collection approach was purely web‐based, 
and yielded 82 responses.  
The Johannesburg and Port Elizabeth datasets were then adjusted, standardized in order that 
the sequencing of the scales would be aligned and aggregated into a single comma separated 
values  (CSV)  file,  for  analysis.  This  was  achieved  by  appending  the  Johannesburg  survey 
responses  to  those of  the aligned Port  Elizabeth data,  followed by  the use of R  statistical 
software (R Core Team, 2014).  
3.2.2.  Merchants  
Merchant  data  was  collected  for  merchants  in  Johannesburg  and  Port  Elizabeth,  whose 
premises have bank card payment facilities. The Johannesburg merchant data was obtained 
with  the aid of  face‐to‐face and telephonic  interviews  (Nasila, 2014). Eventually, a sample 
consisting of 218 responses was amassed. The Port Elizabeth merchant data was collected 
over a period of 2 months, from April 2014 to May 2014. The survey collection methods for 
this cohort were predominantly face‐to‐face interviews and telephonic surveys. Exactly two 
merchants requested that they be allowed to complete and respond to the questionnaire via 
email. In total, 226 merchants from Port Elizabeth participated.  
In order  to ensure  that  the  results obtained  from  the primary data  for  the Port  Elizabeth 
merchants were representative of the broader population, it was necessary determine the 
appropriate  sample  size.  Krejcie  and  Morgan  (1970)  provide  the  following  formula  for 
determining the minimum requisite sample size  
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𝜒2𝑁𝑝ሺ1 െ 𝑝ሻ 
 
𝑠 ൌ 𝑑2ሺ𝑁 െ 1ሻ ൅ 𝜒2𝑝ሺ1 െ 𝑝ሻ  
where 𝜒2 is the chi‐square value for 1 degree of freedom at the specified confidence level, 𝑁 
is the population size, 𝑝 is the population proportion for the characteristic of interest and 𝑑 
is the desired margin of error, expressed as a proportion. To illustrate, assuming that there 
are 1,200 merchants with point of sale devices, 7.5% of whom have experienced card fraud 
and we wish to have 95% confidence that the resultant estimate will not be off by more than  
5%, the minimum sample size required is given by  
𝑠 .  
Hence, the final sample size of 226 Port Elizabeth‐based merchants is deemed adequate. This 
conclusion is bolstered by a number of things. The first is that this sample size exceeds the 
cohort of the much larger Johannesburg metropolitan area which has a higher volume and 
monetary value of fraudulent transactions than Port Elizabeth (SABRIC, 2014). Furthermore, 
the margin of error as well as the desired level of confidence are considered to be sufficiently 
conservative.  
3.3.  DISCUSSION OF QUESTIONNAIRE AND DESCRIPTION OF VARIABLES  
In  order  that  both  the  Port  Elizabeth  and  the  Johannesburg  experimental  outcomes  be 
directly  comparable,  it  was  decided  not  to  effect  any  changes  upon  the  original 
questionnaires.  With  awareness  of  the  adverse  effects  of  response  biases  upon  survey 
research,  the  questionnaire  was  constructed  and  compiled  with  the  aim  of  reducing  the 
impact of such biases. For instance, positive and negative survey items were arranged in a 
balanced  manner  so  as  to  circumvent  acquiescence  bias.  Furthermore,  considering  the 
sensitive nature of the questions contained within the Port Elizabeth cardholder survey (such 
as level of education and annual income), the data for the aforesaid was collected entirely 
online, anonymously. This strategy is known to negate social desirability bias and elicit honest 
and accurate responses.  
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The variables are derived  from  the customer and merchant questionnaires. The  customer 
survey variables include socioeconomic and demographic factors. A distinction is also made 
between the various merchant types, as a possible contributing factor. Both the customer 
and  merchant  variables  include  perceptions,  attitudes  and  behaviours  which  are  widely 
believed  and  espoused,  in  public  awareness  campaigns,  as  having  a  direct  or  indirect 
influence on bank card fraud risk.  
  
  
3.4.  SUMMARY  
This chapter proceeded with a review of the two primary measures obtained when collecting 
data for research purposes, namely self‐reported values or direct measures. Further to this it 
was  noted  that  there  are  often  discrepancies  which  arise  when  the  same  outcome  is 
quantified by means direct measurements or self‐reporting. The  literature regarding these 
observed differences was surveyed, wherein an assortment of explanations were posited to 
account  for  the  discrepancies.  Hence,  when  one  is  compiling  a  research  survey,  it  is  of 
paramount  importance  that  one  is  aware  of  and  compensates  for  any  possible  response 
biases.  
Sections 3.1.1 to 3.1.3 summarised the various data collection techniques used in this study, 
including  their  inherent  advantages  and  disadvantages.  The  practical  aspects  of  data 
collection  for  the  Port  Elizabeth  and  Johannesburg merchant  and  cardholder  cohorts was 
discussed  in  section  3.2.  Finally,  section  3.3  described  the  salient  variables  utilized  in  the 
cardholder and merchant questionnaires as well as their relevance in achieving providing the 
information required to achieve the study objectives.  
Chapter 4:  Methodology  
  
58  
  
4.  METHODOLOGY  
This chapter discusses the implementation of the various methods which were used in order 
to conduct the requisite analyses and to compare results across the statistical methodologies 
and metropolitan areas. Sections 4.1 and 4.2 detail the application of the nonparametric and 
parametric modelling approaches, respectively, to the cardholder and merchant data. For the 
purposes  of  validating  the  optimal model(s),  section  4.3  describes  the  partitioning  of  the 
training and evaluation data sets originating from the survey responses. Section 4.4, which 
presents the confusion matrix, serves as a prelude to section 4.5 wherein the various metrics 
which are used to compare the competing classification methods are defined and described.  
The nonparametric conditional modal model applied makes use of bandwidths determined 
using  the  least  squares  cross‐validation  method  of  Hall  et  al.  (2004).  This  approach  to 
bandwidth selection also serves to reduce the dimension of candidate covariates. The method 
used  to  achieve  dimension  reduction  and  identify  irrelevant  variables  in  the  case  of  the 
multinomial logistic regression models is discussed in section 4.6. Lastly, section 4.7 discloses 
the programming  language used  in applying  the methodologies described  throughout  this 
chapter.  
4.1.  NONPARAMETRIC METHODOLOGY  
Unlike  standard  regression models which  seek  to  estimate  the  conditional mean  of  some 
dependent variable 𝑌, the objective of conditional modal regression is to estimate the local 
modes  of  the  distribution  of  𝑌  given  the  independent  variables  𝑋.  This  is  especially 
appropriate where the response variable is discrete nominal or discrete ordinal. In the specific 
context  of  this  study,  for  a  given  set  of  attitudes,  beliefs  and  behavioural  tendencies, 𝑋, 
attributable to a merchant or cardholder, we wish to predict the likelihood that a respondent 
has  experienced  bank  card  fraud  i.e.  responded  “yes”.  The  approaches  for  fitting 
nonparametric conditional modal models  to the merchant and cardholder data are similar 
and will  thus  be  examined  jointly, with  important  differences,  pertaining  to  the  data  and 
variables, noted explicitly.  
Ultimately, we wish to calculate  
𝑝̂ሺ𝑥, 𝑦ሻ 
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𝑝̂ሺ𝑦|𝑥ሻ ൌ   
?̂?ሺ𝑥ሻ 
This entails determining 𝑝̂ሺ𝑥, 𝑦ሻ, the estimate of the joint kernel density estimator of 𝑋, 𝑌, as 
well  as  𝑝̂ሺ𝑥ሻ,  the  estimate  of  the  marginal  density  of  𝑋.  The  joint  kernel  density  of  the 
observed data, ሺ𝑋1, 𝑌1ሻ, … , ሺ𝑋𝑛, 𝑌𝑛ሻ, is estimated as  
𝑛 
  𝑝̂ 𝑛 ∑ 𝐿ሺ𝑥, 𝑋𝑖𝑑, 𝜆ሻ𝑙𝜆0ሺ𝑦, 𝑌𝑖ሻ  
𝑖ൌ1 
where  𝑙𝜆0  is estimated using  the Aitchison and Aitken  (1976) kernel  function and 𝜆0  is  the 
bandwidth estimate corresponding to a merchant or cardholder’s experience of fraud. Since 
the covariates under consideration are all nominal or ordinal discrete variables, ?̂?ሺ𝑥ሻ is given 
by  
  𝑝 𝑟 
𝐿ሺ𝑥𝑑, 𝑋𝑖𝑑, 𝜆ሻ ൌ ∏ሾ𝜆𝑠/ሺ𝑐𝑠 െ 1ሻሿ𝑁𝑖𝑠ሺ𝑥ሻሺ1 െ 𝜆𝑠ሻ1െ𝑁𝑖𝑠ሺ𝑥ሻ ∏ 𝑙𝑜ሺ𝑥𝑠𝑑, 𝑣𝑠𝑑, 𝜆𝑠ሻ  
  𝑠ൌ1 𝑠ൌ𝑝൅1 
𝐿ሺ𝑥𝑑, 𝑋𝑖𝑑, 𝜆ሻ  is  a  generalised  product  kernel  consisting  of  the  unordered  and  ordered 
categorical variables. For the merchant data, the ordered categorical variables are the extent 
to which merchants agreed with some of the statements given in the questionnaire, such as 
“most customers are informed about fraud”. There are eleven such statements in total. The 
possible responses to these statements ranged from “strongly agree” to “strongly disagree”. 
Further to this, the response variable indicating a merchant’s past experience of card fraud is 
an example of an unordered categorical variable. So too is the specific merchant category of 
each merchant. For the bank cardholder data, there were six ordered categorical variables, 
some  examples  of which  include  a  respondent’s  age  category,  highest  level  of  education 
achieved and annual cost to company. Some unordered categorical variables pertaining to 
the  cardholders  include  the  residential  area  and  gender.  The  full  specifications  of  the 
merchant  and  cardholder  survey  questionnaires  are  provided  in  Appendices  A  and  B, 
respectively.  
As per chapter 2, for ordinal variables, the Li and Racine (2006) kernel function, defined as 
𝑙𝑜ሺ𝑥𝑠𝑑, 𝑣𝑠𝑑, 𝜆𝑠ሻ ൌ 𝜆|𝑠𝑥𝑠𝑑െ𝑣𝑠𝑑|  
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is used. For the nominal variables in the customer and merchant survey responses, the  
Aitchison and Aitken (1976) kernel function  
𝑢ሺ𝑋𝑖𝑠𝑑 , 𝑥𝑠𝑑, 𝜆𝑠ሻ ൌ ሼ1𝜆𝑠െ/ሺ𝜆𝑐𝑠𝑠  െ    1   ሻ               
𝑖𝑓𝑖𝑓  𝑋𝑋𝑖𝑠𝑖𝑠𝑑𝑑 ്ൌ 𝑥𝑥𝑠𝑠𝑑𝑑 𝑙 
is used. Recall that a generalised product kernel for a vector of nominal and ordinal variables 
is simply the product of the respective univariate kernel functions. More important though, 
than  the  choice  of  kernel  functions,  is  the  selection  of  the  optimal  bandwidths  for  each 
variable (Racine, 2008).  
In implementing the least squares cross‐validation approach of Hall et al. (2004), the objective 
is to minimise the integrated squared error. As stated previously, the integrated squared error 
is estimated computationally as  
𝐼𝑆𝐸 ൌ 𝐼1𝑛 െ 2𝐼2𝑛 െ 𝐼3𝑛  
where 𝐼3𝑛 does not depend on the bandwidth parameters. The first two terms of the 𝐼𝑆𝐸 are 
thus  approximated  by way  of  cross  validation  (as  per  the  equations  in  chapter  2,  section 
2.4.1.) where in each instance, 1 of the 𝑛 sample observations is omitted from the estimation 
of the 𝐼𝑆𝐸. This is done 𝑛 times and eventually, those smoothing parameters which minimise 
the 𝐼𝑆𝐸 are selected. The optimal smoothing parameters also provide an  indication of any 
irrelevant covariates, since these will have values which are at or near their respective upper 
bounds.  
4.2. PARAMETRIC METHODOLOGY  
In  determining  the  optimal  multinomial  logistic  regression  model  for  the  cardholder, 
Johannesburg‐based  merchant  and  Port  Elizabeth‐based  merchant  data,  backwards 
elimination is used. This means that, in each case, the procedure begins with a model which 
contains all of the candidate variables.  The algorithm outlined in section 4.6. of this chapter 
is  followed  in  order  to arrive at  that  combination of  variables which minimise  the Akaike 
Information Criterion. At each step of the algorithm, the model’s regression coefficients are 
estimated by way of maximum likelihood optimisation.  
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4.3.  TESTING AND VALIDATION DATA SETS  
One of  the objectives of  this study  is  to conduct a comparison of  the performance of  two 
polytomous  classification  methods,  namely  nonparametric  conditional  density  estimation 
and parametric multinomial logistic regression. These comparisons will be conducted on the 
same data sets, in two phases. The first phase involves fitting a model to a randomly selected 
subset of the data using the aforesaid statistical methodologies. This first subset of the sample 
will be referred to as the training data set. Within the literature, various schemes according 
to which a proportion of the data may be randomly sampled for the purpose of training a 
model  are  considered.  Van  Hulse  et  al.  (2007)  propose  randomly  assigning  75%  of 
experimental data as  the  training data set  in a classification application where  the data  is 
imbalanced. Likewise, Song et al. (2017) propose and adapt the same scheme in their own 
study comprising various machine learning analyses. Correspondingly, 75% of the acquired 
survey questionnaire data from this study will be randomly assigned to the training data set. 
The  second phase  involves  applying  the  fitted models  on  the  remaining  data  (25% of  the 
remaining  original  sample)  in  order  to  assess  the  classification  accuracy  of  the  proposed 
models. The second subset of the sample will be referred to as the evaluation data set.  
Both supervised and unsupervised classifiers are trained on finite training data sets, following 
which,  said  classifier  is  tested  on  a  different  data  set,  experimentally.  The  classifier’s 
experimental performance on the evaluation data serves as a proxy for its performance on 
novel, unseen data. The  importance of evaluating  the classifier on new data  lies  in  that  it 
allows  for  the  determination  of  how  well  the  model  parameters  generalise  to  different 
scenarios. Classifiers which are too precise and specific  to the data upon which they were 
fitted generally exhibit unimpressive classification results on new data (Hlavac, 2013).  
4.4.  CONFUSION MATRIX  
A  confusion matrix  is  an  array which  allows  for  the  visualisation  of  the  performance  of  a 
classification  technique  (Kohavi  &  Provost,  1998).  Typically,  the  rows  of  a  confusion matrix 
represent the actual, observed levels of the outcome variable and the columns represent the 
levels of the outcome variable, as predicted by a classifier. A 𝑘 ൈ 𝑘 confusion matrix, where 
the outcome variable can assume any of 𝑘 classes, would appear as follows  
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       PREDICTED      
  
  
ACTUAL  
   1   2   ⋯   𝒌  
1         ⋯     
2         ⋯     
⋮   ⋮   ⋮   ⋱   ⋮  
𝒌         ⋯     
  
Every  element  along  the  main  diagonal  of  the  matrix  represents  a  correctly  classified 
observation. The confusion matrix forms the basis from which some of the metrics which will 
be used to compare the parametric and nonparametric classifiers are to be determined. The 
calculation of these metrics is detailed in section 4.5.  
4.5.  COMPARISON METRICS  
Following  the  construction  of  a  confusion matrix  for  the  various  study  cohorts,  it  is  then 
possible to compute several metrics which are pertinent, with regards to classifier accuracy 
and adequacy. Generally,  one can calculate metrics  for  a  classification method’s ability  to 
correctly distinguish one level of an outcome variable in comparison to the remaining levels 
of  that  variable.  In  this  case,  the  objective  is  to  correctly  identify  those  merchants  or 
cardholders  who  responded  “yes”  (as  opposed  to  “no”  or  “not  sure”)  to  the  question  of 
whether they had previously experienced card fraud. Thus, a survey response of “yes” to this 
question is considered a positive. The metrics which were considered in the current study, as 
well  as  their  definitions,  are  provided  below  (Forman,  2003;  Francois,  2009; Mukkamala, 
2010; University of Regina, 2012)  
The overall correct classification ratio (CCR)/accuracy is defined as the overall correctness of 
the model and is given by  
  𝑇𝑃 ൅ 𝑇𝑁 𝑇𝑃 ൅ 𝑇𝑁 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ 
ൌ  𝑃 ൅ 𝑁 ሺ𝐹𝑁 ൅ 𝑇𝑃ሻ ൅ ሺ𝐹𝑃 ൅ 
𝑇𝑁ሻ 
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where 𝑇𝑃, 𝑇𝑁, 𝐹𝑃, and 𝐹𝑁 denote true positives,  true negatives,  false positives and false 
negatives respectively.  
The overall CCR can assume values in the interval ሾ0; 1ሿ. An overall CCR close to 1 is desirable. 
Kubat et al., (1998) note that this metric is unsuitable for data whose classes are unequally 
distributed. For example, consider a data set for a dichotomous outcome variable. Suppose 
that there are 1000 observations in the data set, 25 of which are “positive”. Suppose further 
that a  trained classifier  labels every observation as a “negative”. The overall CCR of 97.5% 
provides misleading results in this case, since the classifier failed to identify any of the positive 
cases.  It  is with  this  in mind, as well as  the skew distribution of  card  fraud  incidents,  that 
further metrics of classifier performance are considered.  
The sensitivity, recall or true positive rate (TPR)  is a measure of the ability of a classifier to 
correctly allocate instances of a certain class from a data set, and is calculates as  
𝑇𝑃 
𝑇𝑃𝑅 ൌ .  
𝑇𝑃 ൅ 𝐹𝑁 
A classifier with high sensitivity is reliable when it provides a negative result, since it seldom 
misclassifies data which belongs to the positive (“yes”) class. However, sensitivity does not 
take into consideration false positives. Classifier sensitivity can assume values in the interval 
ሾ0; 1ሿ. A true positive rate close to 1 is desirable. Sensitivity is complementary to the false 
negative rate.  
False  positive  rate  (FPR)  is  the  percentage  of  negative  observations  which  have  been 
incorrectly classified as positive  
𝐹𝑃 
𝐹𝑃𝑅 ൌ .  
𝐹𝑃 ൅ 𝑇𝑁 
The FPR can assume values in the interval ሾ0; 1ሿ. A false positive rate close to 0 is desirable.   
Miss rate/false negative rate (FNR) is the percentage of positive observation which have been 
incorrectly classified as negative  
𝐹𝑁 
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𝐹𝑁𝑅 ൌ . 𝐹𝑁 
൅ 𝑇𝑃 
A false negative rate close to 0 is desirable. The false negative rate is complementary to the 
true positive rate.  
Specificity/true negative rate (TNR) measures the percentage of negatives which are correctly 
classified as such  
𝑇𝑁 
𝑇𝑁𝑅 ൌ .  
𝑇𝑁 ൅ 𝐹𝑃 
Specificity is complementary to the false positive rate and as such, it can assume values in the 
interval ሾ0; 1ሿ. A classifier with specificity close to 1 is desirable.  
All of the above metrics can easily be computed directly from a confusion matrix, given the 
general layout below  
     PREDICTED    
  
  
ACTUAL  
   𝒋   ⋯   𝒌  
𝒋   Number of true positives   Number of false negatives  
⋮   Number of false positives   Number of true negatives  
𝒌  
  
where level 𝑗 is considered a positive and every other level is termed a negative case.  
The final metric we consider, the McFadden Measure of Performance or simply the McFadden 
𝑅2, is defined as follows (Veall & Zimmermann, 1996)  
2 ൌ 1 െ 𝐿ሺ?̂?ሻ 
𝑅𝑀𝐹 𝐿ሺ𝜃̂𝐻ሻ 
where  𝐿ሺ?̂?ሻ  is  the  estimated  likelihood  of  the  best  candidate  model  and  𝐿ሺ?̂?𝐻ሻ  is  the 
estimated likelihood of the intercept‐only model. The ratio of the likelihoods quantifies the 
level of  improvement that  the candidate model offers  in comparison to the  intercept‐only 
model. This metric can also be used to compare varying specifications for the same modelling 
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methodology. When assessing the performance of two models for the same data, a 𝑅𝑀𝐹2 is 
obtained  for  the  model  with  the  larger  likelihood.  Ideally,  a  McFadden  𝑅2  close  to  1  is 
desirable.  
In  addition,  𝑅𝑀𝐹2  promotes  model  parsimony  since  it  penalizes  candidate  models  with 
potentially superfluous parameters. The McFadden 𝑅2 typically lies in the interval ሾ0; 1ሻ but 
can never equal 1, as a result of its calculation. McFadden (1973) also notes that it is possible 
for 𝑅𝑀𝐹2 to be negative. 𝑅𝑀𝐹2 is always less than the coefficient of determination, 𝑅2, and the 
overall accuracy.  
All  of  the  metrics  specified  in  this  section  are  used  to  compare  the  performance  of  the 
parametric and nonparametric classifiers on the cardholder and merchant data sets. Due to 
the skew distribution of fraudulent observations in the data sets, it is important to consider 
additional metrics and ultimately select a classifier which performs well according to various 
standards.  
4.6.  DETERMINING RELEVANT VARIABLES  
The study’s survey questionnaires provide a vast array of variables. Some of which, or even 
none of which, may be germane to the study’s investigation. The perceptions/conditioners 
which  have  the  most  meaningful  impact  and  association  with  merchants  and  bank 
cardholders’ susceptibility to card fraud need to be determined. For the considered statistical 
methodologies, both parametric and nonparametric, it is necessary to identify and retain only 
those variables which will provide the most parsimonious model.  
For  the nonparametric  framework, a method known as  rodeo  (regularization of derivative 
expectation  operator)  (Lafferty  and  Wasserman,  2006)  which  provides  simultaneous 
bandwidth and variable selection was considered. This approach is eschewed in favour of Hall 
et al.’s  (2004) version of  least squares cross‐validated bandwidth selection. As has already 
been  mentioned,  bandwidths  selected  by  way  of  least  squares  cross‐validation  assume 
unconventionally large values for continuous variables and for categorical variables, they tend 
towards  their  respective  upper  bounds.  This  has  the  effect  of  eliminating  the  predictive 
contribution of irrelevant conditioners on the probabilistic model.  
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For  the parametric  framework, “one of the most widely used variable screening methods” 
(Mendenhall  &  Sincich,  2003)  was  utilised,  namely  stepwise  regression  by  backward 
elimination. This approach attempts to find a reduced model which explains the data best. 
There are many different decision criteria for eliminating an independent variable. The Akaike 
Information Criterion (AIC) was used in the current study.  
The  Akaike  Information  Criterion  (AIC)  is  a  measure  of  the  relative  goodness  of  fit  of  a 
statistical model and was developed and first published by Akaike (1974).  It can be said to 
describe the trade‐off between bias and variance in model construction or, loosely speaking, 
between the accuracy and complexity of the model (Hu, 2007).  
In general, the AIC is defined as (Bozdogan, 2000; Hu, 2007)  
𝑛 
𝐴𝐼𝐶 ൌ െ2 ∑ log 𝑓 ሺ𝑦𝑖|?̂?ሻ ൅ 2𝑘  
𝑖ൌ1 
ൌ െ2 log 𝐿ሺ?̂?|𝑦ሻ ൅ 2𝑘  
where 𝑘 is the number of parameters in the statistical model and 𝐿 is the maximised value of 
the likelihood function for the estimated model.  
In a model selection application, the optimal fitted model is identified by the minimum value 
of its AIC (Cavanaugh, 2009). Hence, AIC not only rewards goodness of fit, but also includes a 
penalty that is an increasing function of the number of estimated parameters, because of the 
2𝑘  term  in  the definition.  This penalty discourages overfitting.  The  inclusion of  additional 
parameters  in  the model  improves  the  goodness  of  the  fit,  regardless  of  the  number  of 
parameters in the data for which the model is proposed (Enders, 2010). Note, however, that 
the AIC is only comparable for the same data set and same data points.  
Backward elimination proceeds by developing a regression model which  incorporates all 𝑘 
independent variables. One of the advantages of backward elimination is that it allows the 
researcher  the  opportunity  to  consider  the  effect  of  all  the  potential  variables  prior  to 
eliminating those which are deemed irrelevant (Groebner et al., 2011). As such, this reduces 
the  chance of  negatively  confounded  variables being  omitted  from  the model  (Sun et  al., 
1999).  Bjørnstad  and  Butler  (1988)  found  that  backward  elimination  based  upon  partial 
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correlations  is  equivalent  to  the  multiple  comparisons  test  for  the  same  regression 
coefficients. Yamashita et al.  (2007)  illustrated, mathematically,  that backward elimination 
using the AIC is equivalent to another stepwise variable selection method known as Partial F. 
Their study concluded that the stepwise AIC method is easy to manage, extends to numerous 
generalised linear models and can be applied to data which is not distributed normally. They 
cited these reasons, amongst others, as support for why it would be best to use the stepwise 
AIC method, as opposed to the other stepwise variable methods considered in their study, 
including partial correlations.  
The procedure for backward elimination by way of AIC is as follows:  
i. Begin with a model which contains all 𝑘 independent variables.  
ii. Remove one variable at a time from the original model. Note that a variable which has 
been removed cannot be re‐entered into the model (Groebner et al., 2010).  
iii. Compare the AIC for every resulting model. The model with the lowest AIC is considered 
the best model for this step.  
iv. Repeat steps i. and ii. until removing further variables, one at a time, no longer leads to 
any improvement in the AIC.  
The above four steps were algorithmically implemented in the current study in order to select 
a final multinomial logistic regression model for each of the data sets.  
4.7.  SOFTWARE  
All data analysis was conducted using R statistical software, version 3.1.1 (R Core Team, 2014), 
the np package (Hayfield & Racine, 2008), the MASS package and the nnet package (Venables 
& Ripley, 2002).  
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5.  RESULTS AND DISCUSSION  
5.1. INTRODUCTION  
This chapter provides a discussion of the results of the analysis performed on the merchant 
and bank cardholder data obtained from the Johannesburg and Port Elizabeth metropolitan 
areas. Section 5.2 discusses the salient aspects of the survey respondents from the combined 
Johannesburg  and  Port  Elizabeth  data.  The  section  presents  comparative  distributions  of 
these  respondents’  socioeconomic  and  demographic  variables.  Section  5.3  proceeds  with 
discussions of the merchant data, including a comparison of the results to prevailing trends 
and the available literature. In section 5.4, the results of the nonparametric and parametric 
approaches used to model fraud risk are presented for the combined cardholder data as well 
as separately for the Port Elizabeth and Johannesburg merchant data. Section 5.5 assesses the 
performance  metrics  for  the  various  survey  respondents  i.e.  combined  cardholders,  Port 
Elizabeth merchants and Johannesburg merchants,  in order to select the best classification 
methodology  for  each  scenario.  Having  selected  the  methodology  which  yields  the  best 
performance for each dataset, the model results are used, in section 5.6, to determine those 
variables which provide the greatest utility in the quantification of fraud risk. This analysis also 
provides the basis from which to ascertain, for Johannesburg and Port Elizabeth merchants, 
the factors which:  
i. are systemic to both cities in providing predictive utility;  
ii. are  idiosyncratic  in that  they only provide predictive utility  for only one of  the two 
cities; and  
iii. are of no use for the purpose of quantifying fraud risk.  
With the results and knowledge which may be extracted from such results, fraud prevention 
initiatives may be more efficaciously structured and resources better allocated in order to suit 
the given scenario.  
5.2. BANK CARDHOLDER RESULTS  
The combined demographic  results  for both Port Elizabeth‐based and  Johannesburg‐based 
cardholders are now presented. It was deemed prudent to combine the two data sets since 
the final number of Port Elizabethan respondents stood at 82; a quantity which is insufficient 
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for  conducting  sound  statistical  inference  when  one  takes  into  account  the  number  of 
candidate conditioners relative to the data points. Before the  individual data sets could be 
amalgamated,  it  was  necessary  to  alter  the  Johannesburg  data  (Nasila,  2014)  to  be 
homologous with the Port Elizabeth data. This involved:  
i. Removing  missing  observations.  This  brought  the  sample  size  down  from  232 
observations to 194 questionnaire responses.  
ii. Nasila’s (2014) data specified urban and suburban respondents individually, whereas 
the Port Elizabeth survey classifies these as a single category. These categories had to 
be  combined  before  commencing.  In  addition,  the  coding  for  the  residential  area 
“township” was  changed  from 4  to  2  in  order  to  attain  congruence with  the  Port 
Elizabeth cardholder data.  
iii. The race categories in the Port Elizabeth questionnaire were listed alphabetically as 
black, coloured, Indian and white, and they were coded in that respective order from 
1  to  4.  The  coding  for Nasila’s  (2014)  race  category  variable  had  to  be  altered  in 
conformance to the required standard.  
The amalgamated cardholder data contained 276 observations. Figure 5.1 provides a graphical 
representation of the customer survey respondents’ residential area.  
  
  
86,59%
11 ,23% 
2,17%
Residential Area 
Urban/Suburban Township Rural
Figure 5.1: Customer survey respondents’ residential areas.
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The majority (86.59%) of bank cardholders who partook in this study live in suburban/urban 
areas. This should come as no surprise when one considers that these are the areas where 
banks  have  their  larger  branches  and  offices. More  importantly,  this  is  where  one would 
encounter the greatest abundance of automatic teller machines, grocery stores, restaurants, 
hotels and other merchants whose on‐site card payment amenities would be convenient to 
these clients. The income of urban populations is also higher and thus, having a bank account 
is not just an adroit means of managing and keeping track of one’s finances, it is a necessity. 
Both cardholder surveys were conducted upon populations in metropolitan areas, which are 
prime regions of economic and financial activities (Katz et al., 2008).  
Collectively,  survey  respondents  residing  in  townships  (11.23%)  and  rural  areas  (2.17%) 
formed only 13.41% of this study. This may be considered a faithful indication of South African 
banking customers in general, when one considers two things in particular. Firstly, household 
and individual incomes are lowest amongst rural (Reardon et al., 1998) and township dwellers 
(Mahajan, 2014) and, as a result, they form a large proportion of those South Africans without 
bank accounts. Secondly, because of the lack of opportunity to utilize bank cards during daily 
transactions,  these  categories  of  consumers  are  a  large  contingent  of  those  25% of  South 
Africans who have bank accounts with no accompanying cards (Visa, 2013a).  
   AGE CATEGORY  
MARITAL 
STATUS  
   ൑ 23  24 – 29  30 – 39  40 – 49  ൒ 50   TOTAL 
(%)  
NEVER 
MARRIED  
13.04  20.65  10.14  2.17  0.72   46.74 
SEPERATED/ 
DIVORCED  
0   1.09   3.26   1.81   3.99   10.14 
UNMARRIED, 
COHABITING  
0   5.43   3.26   1.81   0.36   10.87 
MARRIED  
  
0   5.43   7.61   9.42   8.70   31.16 
WIDOWED  
  
0   0   0   0.36   0.72   1.09  
TOTAL (%)   13.04   32.61   24.28   15.58   14.49   100  
  
Table 5.1: Cross tabulation results of cardholders’ marital status and age category (percentage 
values).  
  
Table 5.1 provides a cross tabulated representation of the survey participants’ age category 
and marital status. The distribution of ages  in the table above is similar to what one might 
expect  to  observe  amongst  bank  transactions  categorized  by  age  (Nasila,  2014).  The  age 
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categories  in  this  study  span  the  breadth  of  what  is  considered  the  economically  active 
population, videlicet those between the ages of 15 and 64. It is noteworthy that the majority 
of  cardholders surveyed are between 24 and 39 years of age,  just as  the majority of bank 
transactions emanate from individuals of those ages (Nasila, 2014).  
The table also provides information regarding the respondents’ marital status. In descending 
order of prevalence,  the  study participants’ marital  statuses are as  follows; never married 
(46.74%),  married  (31.16%),  unmarried  but  residing  with  partner  (10.87%),  separated  or 
divorced (10.14%) and widowed (1.09%). The results reveal that the majority of respondents 
had either never been married or were married at the time of the survey. Research conducted 
by Singh et al. (2006) indicates that it is not uncommon for individuals to discuss their finances 
with their significant others. Hartmann‐Wendels et al.  (2009) found that marital status  is a 
relevant indicator of card fraud risk, with the probability of fraud being 1.3 times higher for 
single  individuals as opposed  to married  individuals. Temple  (2007) also  found support  for 
higher rates of fraud in both married couples and unmarried couples, when compared to the 
other marital statuses.  
Figure 5.2 provides a graphical representation of the income distribution of study participants 
(in percentages), partitioned according to the highest level of education achieved. The income 
distribution seems to be centred around earnings of ZAR100 001 to ZAR500 000 per annum, 
with 42.03% of respondents reporting earnings within this interval. The most populous income 
bracket, containing those earning ZAR150 001 to ZAR250 000 per annum, is representative of 
17.75% of survey respondents. A close second, with 16.30% of respondents,  is  the  interval 
representing  those  earning  ZAR24  000  or  less  annually.  Unsurprisingly,  the  smallest 
proportion of respondents earn in excess of ZAR1 100 000 per annum.  
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The same figure also provides insights into the formal qualifications of the study’s participants. 
Most of the bank cardholders (53.99%) are in possession of some sort of university degree, 
23.91% have a diploma or college qualification, 18.12% have not progressed beyond obtaining 
a matric certificate and a minority (3.99%) have not obtained a matric certificate. Figure 5.2 
also  shows that as  the per annum  income  increases,  the proportion of  individuals without 
tertiary  qualifications  decreases.  In  fact,  only  7.5%  of  individuals  in  the  three  highest  per 
annum income categories only have a matric certificate as the highest qualification which they 
have obtained. Research by Sakharova and Khan (2012) indicates that, as an individual’s total 
annual household income increases, the probability that they have experienced fraud at the 
hands of someone close to them, provided that said individual has experienced card fraud, 
decreases. Stated otherwise, individuals of a lower socioeconomic standing are more likely to 
be the victims of fraudulent bank card transactions which were perpetrated by someone close 
to them.  
  
   HAS EXPERIENCED FRAUD  
GENDER  
   YES  NO  NOT SURE   TOTAL (%) 
FEMALE   14.49   30.07   7.61   52.17  
MALE   14.13   26.09   7.61   47.83  
TOTAL (%)   28.62  56.16  15.22  100 
Respondent Income Distribution by Level of Education 
 
Response (%) 
   University degree   Diploma, college, etc.   Matric certificate   Matric certificate unobtained 
 Figure 5.2: Horizontal stacked bar graphs displaying respondents’ income distribution and 
highest level of education (percentage values).  
0  2  4 6 8 10 12 14 16  18  20
R24000 or less 
R24001 to R60000 
R60001 to R100000 
R100001 to 150000 
R150001 to R250000 
R250001 to 350000 
R350001 to R500000 
R500001 to R750000 
R750001 to R1100000 
R1100001 or more 
Chapter 5: Results & Discussion  
  
73  
  
Table 5.2: Cross tabulation results of cardholders’ gender and experience of bank card fraud (as 
percentages).  
  
Table 5.2 provides cross tabulation results, in percentages, of bank clients’ experience of card 
fraud,  partitioned  according  to  gender. Of  the  survey  participants,  28.62% were  aware  of 
having fallen prey to fraud in the past, 15.22% were uncertain and the remainder (56.16%) 
reported having never experienced any fraudulent incidents. There was a fairly even split of 
male and female respondents, at 47.83% and 52.17% of the total sample size, respectively. 
The results do not provide any  indication that either one of the two genders  is more  likely 
than the other to become a victim of fraud. This finding is supported by Temple (2007) whose 
results evidence an absence of a statistically significant fraud prevalence between males and 
females,  at 𝛼  =  5%.  Furthermore,  Harrell  and  Langton  (2013)  found  no  indication  of  any 
difference  in  the  levels  of  credit  card  fraud  experienced  by  females  and  males.  The 
genderspecific effect discerned by Pulina and Paba (2010) was that of a greater fraud risk for 
females than for males.  
Figure 5.3 provides a visual representation of the proportion of survey participants belonging 
to each of the race categories.  
 
The respondents identified themselves as belonging to one of five possible race categories. 
The  majority  of  the  participants  identifying  themselves  as  either  black  (44.2%)  or  white 
44.20%
7.61%7.25%
40.58 % 
0.36%
Race Category 
Black 
Coloured 
Indian 
White 
Other 
Figure 5.3: Customer survey respondents’ race categories. 
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(40.58%).  The  remainder  were  coloured,  at  7.61%,  and  Indian  at  7.25%,  with  just  one 
respondent  not  identifying  with  any  of  the  four  preceding  categories  and  classifying 
themselves as “other”.  
A compound risk score was constructed composed of attitudes, behaviours and perceptions 
which are widely considered as factors which contribute to a cardholder’s risk of falling prey 
to fraudsters. The factors used in the construction of the risk score were based on answers to 
the following eight survey statements:  
i. “I make sure that any activity that involves my bank card is done in my presence”  
ii. “I allow selected family members access to my card details including the PIN”  
iii. “I am aware of the potential for fraud when shopping”  
iv. “I am aware of my bank’s insistence on security measures to ensure transactions are 
fraud free”  
v. “I believe only irresponsible people fall victim to fraudulent transactions”  
vi. “I check my account statements regularly for any suspicious transactions”  
vii. “The bank should take full responsibility for ensuring that a customer’s card is safe”  
viii. “Customers must play a major role in ensuring that their cards are safe”  
In order to  impose congruence upon the variables,  two transformations were made to the 
coding of the some responses. The first was an inversion of the intensity scale such that the 
most high risk response to a survey question would receive a score of 3 whilst the lowest risk 
response scores a 1. That is to say, where a variable’s score was inverted, the inversion was 
performed thusly  
1 𝑖𝑓 𝑠𝑐𝑜𝑟𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 ൌ 3     
𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑤 ൌ ሼ3 𝑖𝑓 𝑠𝑐𝑜𝑟𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 ൌ 1      
𝑠𝑐𝑜𝑟𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
The second transformation involved reducing a 5 point score, i.e. strongly agree to strongly 
disagree, down to a 3 point score. This was achieved as follows  
1 𝑖𝑓 𝑠𝑐𝑜𝑟𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑖𝑠 1 𝑜𝑟 2 
𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑤 ൌ ሼ3 𝑖𝑓 𝑠𝑐𝑜𝑟𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑖𝑠 4 𝑜𝑟 5  
2 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                           
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The above transformation resulted in a new score of 1  i.e.  low risk for  low risk or mild risk 
responses, 2 i.e. neutrality for neutral responses and 3 i.e. high risk for mild risk and high risk 
responses. By way of example, for the statement “The bank should take full responsibility for 
ensuring  that  a  customer’s  card  is  safe”  both  a  reduction  transformation  as  well  as  an 
inversion transformation were performed since this statement is originally measured on a 5 
point scale, with the most high risk response assuming the lowest value instead of the highest. 
Finally, for each cardholder, the compound risk score was calculated as the sum of the scores 
for the responses to the eight survey statements. This resulted in a minimum possible score 
of  8  and  a  possible maximum  score  of  24.  Cardholders were  then  classified  as  “low  risk,” 
“medium risk” and “high risk” based on the interval in which their risk score belonged. The 
intervals were ሾ8; 12ሻ, ሾ12; 17ሻ and ሾ17; 24ሿ, respectively.  
Figure 5.4 provides a categorization of cardholders into three risk categories (high, medium, 
low) as well as  the distribution of  fraud victims amongst each of  the three categories. The 
most populous risk category  is  that of medium risk, with the sparsest being high risk. Only 
1.45% of the cardholders (4 of the 276) reported themselves as being high risk, and none of 
these high risk cardholders had experienced any card fraud. In addition, the proportions of 
those respondents in the low and medium risk categories who had responded “yes”, “no” or 
“not sure” to the question of whether they’d previously experienced card fraud, did not differ 
significantly  amongst  the  risk  categories.  A  one  way  analysis  of  variance  was  conducted 
amongst the  fraud rates for each risk category. The test, which yielded a 𝑝‐value of 0.432, 
confirmed that the risk category does not exert a statistically significant effect, at 𝛼 ൌ 0.05, 
on a cardholder’s risk of fraud. Owing to this,  it was then deemed unnecessary to proceed 
further by performing a multiple comparisons procedure. This finding is in line with the results 
of Inscoe (2014) who found that, amongst South African cardholders, there was no significant 
difference in experiences of card fraud between those who engaged in risky behaviours and 
those who refrained from such.  
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Respondents' Risk Category and Experience of Fraud 
 
Figure 5.4: Vertical stacked 100% bar graphs depicting respondents’ experience of fraud by risk 
category.  
  
5.3.  MERCHANT RESULTS  
The following sections provide a succinct description of the results of the survey questionnaire 
completed  by  merchants  in  the  Johannesburg  Metropolitan  area  (Nasila,  2014)  and  Port 
Elizabeth Metropolitan area.  
5.3.1.  Johannesburg Merchant Results  
A partial  revision of  some of  the descriptive statistics  summarised by Nasila  (2014)  for  the 
Johannesburg merchants is presented in this section. Further to this, additional analyses are 
provided, with the objective of more explicitly relating the various attitudes, perceptions and 
behaviours to card fraud risk. A total of 218 merchants, from Johannesburg, participated in 
the study by Nasila (2014). The first question on the merchant survey assigned a merchant to 
one of 16 possible merchant categories. Figure 5.5 provides an indication of the proportion of 
merchants who fell  into each of the possible categories. The possible options for merchant 
type spanned a broad range of industries and sectors, from airline companies to liquor stores. 
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Some of the merchant types which were most well represented in the survey, in descending 
order, were “eating places and restaurants” (13.76%), “other” (13.76), “airline company”  
(10.55%), and “electronic sales, music stores – musical instruments, pianos and sheet music,  
Merchant Type 
 
Figure 5.5: Types of Johannesburg merchants (percentage values). 
  
cable, satellite, and other pay television and radio services”, “furniture, home furnishings and 
equipment  stores,  except  appliances”  and  “car  rental  company”  all  at  7.80%  of  the  total 
sample size. The categories of merchant type which had the least representation in this study 
were  “hotel  or  bed  and  breakfast”,  “DVD/video  tape  rental  stores”  and  “motor  vehicle 
supplies and new parts”, all of which individually comprised only 0.92% of the study sample.  
Table 5.3 provides cross tabulated representation of the extent to which merchants believe 
that “banks should work with merchants closely to fight against card fraud” as well as said 
merchants’ experience of card fraud.  
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   BANKS SHOULD WORK CLOSELY WITH MERCHANTS TO FIGHT AGAINST  
CARD FRAUD  
HAS  
EXPERIENCED  
CARD FRAUD  
   STRONGLY 
AGREE  
AGREE  NEUTRAL  DISAGREE  STRONGLY 
DISAGREE  
TOTAL 
(%)  
YES   23.39   4.13   3.67   0   0   31.19  
NO   35.78   15.14  5.05   0   0.46   56.42  
NOT 
SURE  
8.72   2.29   1.38   0   0   12.39  
TOTAL 
(%)  
67.89   21.56  10.09   0   0.46   100  
Table 5.3: Cross tabulation of merchants’ fraud experience and extent to which they believe that 
bank‐merchant collaboration is necessary to combat card fraud (percentage values).  
  
The  majority  of  merchants  either  strongly  agree  (67.89%)  or  agree  (21.56%)  that  it  is 
imperative that banks and merchants combine forces to combat bank card fraud. In total, 22 
(10.09%) of the merchants interviewed maintained a neutral stance on the matter, whilst 1 
(0.46%) strongly disagreed with none disagreeing. 13.24% of those who had experienced fraud 
agreed  with  the  aforesaid  statement,  compared  to  26.83%  of  those  who  had  never 
experienced fraud. Interestingly, three quarters of merchants who’d previously fallen prey to 
fraudsters strongly agreed with the statement as opposed to only 63.41% of merchants who 
had  not  experienced  fraud,  but  felt  equally  strongly  about  the  need  for  bank‐merchant 
collaboration.  
Figure 5.6 shows the times of the year merchants who had experienced card fraud (68 out of 
218  respondents)  or  who  were  uncertain  of  whether  an  anomalous  transaction  was  on 
account of  fraud  (27 out  of  218  respondents), were most  likely  to  have experienced  such 
incidents.  
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Times of The Year When Merchants Are Most Likely To  
Experience Fraud 
 
Percentage of Merchants 
  Yes  Not Sure   
45 
 Figure 5.6: Horizontal stacked bar graph indicating times of year when merchant 
respondents’ were most likely to have experienced card fraud (as percentage).  
  
 
According to the merchant responses, 40% of those who had experienced fraud or anomalous 
transactions were unsure of which specific times of the year they had received reports of fraud 
and a further 18.95% found no discernible pattern in their experience of card fraud incidents. 
Furthermore, some of those merchants who had experienced fraud or suspicious transaction 
activity had observed some discernible pattern in these incidents. Of these, 17.90% said that 
they occurred during  the Christmas holidays, 12.63% said  that  they occurred during public 
holidays and 12.63% said that they occurred at around the time a given month ends. Only 
2.11% recall having experienced card fraud during school holidays and/or Easter holidays.  
Figure 5.7 provides an indication of merchants’ experience of card fraud alongside the extent 
to which they agreed that “most customers are informed about safe shopping habits”. The 
stacked bar graphs reveal very little difference in the perceptions of merchants, in this regard, 
when partitioned according to their experience of fraud. For instance, 25.37% of merchants 
who had previously experienced card fraud strongly agreed that the majority of consumers 
are informed about safe shopping habits, which is similar to the proportion of merchants who 
had experienced no fraud but were also of the same opinion (23.14%).  
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Furthermore, the proportions of merchants who were neutral towards the aforementioned 
statement and had experienced fraudulent card transactions, had not experienced fraudulent 
card transactions or were uncertain of whether or not they had experienced fraudulent card 
transactions, were 29.85%, 28.10% and 23.08% respectively. Lastly, none of the merchants 
who had previously encountered transactions which were fraudulent disagreed strongly with 
the notion that customers are informed about safe shopping habits.  
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Figure 5.7: Vertical stacked 100% bar graphs illustrating merchant respondents’ experi ence  
of fraud as well as the degree to which they agreed that customers are aware of safe  
shopping habits   
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Extent to Which Merchants Had Defined Security Procedure  
In Place 
 
 Figure 5.8: Vertical stacked 100% bar graphs depicting merchant respondents’ experience of 
fraud as well as the degree to which they agreed that they had security procedures in place  
  
to prevent fraud  
  
Figure 5.8 provides a side by side comparison of the association between the degree of fraud 
prevention procedures on a merchants premises and their experience of  fraud. Across  the 
varying degrees of agreement which merchants had with the statement “we have a defined 
security procedure of identification to ensure safe shopping”, it appears that the proportion 
of merchants for each degree are similar for merchants who have, have not and are uncertain 
about whether  they have experienced  fraud.  22.38% of merchants who have experienced 
fraud, 26.23% of merchants who have not experienced fraud and 25.93% of merchants who 
are  uncertain  about whether  or  not  they  have  experienced  fraud  are neutral  towards  the 
foregoing statement. Of  those merchants who disagree with  the statement, 3.70% are not 
sure of whether or not they have experienced fraud, 5.97% have experienced fraud and 5.94% 
have not experienced fraud.  
Figure 5.9  shows  the differences,  for  each  level  of  card  fraud experience,  in  the extent of 
agreement  with  the  statement  “the  bank  should  take  full  responsibility  of  ensuring  a 
customer’s card is safe”.  
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Extent To Which Johannesburg Merchant Respondents  
Believe That Customer Card Safety is Entirely The Bank's 
Responsibility 
 
 Figure 5.9: Horizontal stacked 100% bar graphs representing Johannesburg merchant 
respondents’ experience of fraud as well as the extent to which they agreed that customer  
  
card safety is solely the responsibility of the banks  
  
From inspection, the proportion of merchants who agree to a given extent with the preceding 
statement appears to be similar for every level of card fraud experience.  
The  only  salient  difference  arises  when  one  examines  the  proportion  of  merchants  who 
strongly agree and those who simply agree with the statement,  in the subset of merchants 
who  have  not  experienced  fraud.  Only  31.71%  of  those  who  have  never  experienced 
fraudulent transactions strongly agree, compared to 45.59% and 44.44% of those who had 
and  those  who  were  uncertain,  respectively.  In  addition,  as  many  as  26.83%  of  those 
merchants who had never experienced card fraud agreed that ensuring customer card safety 
is  fully  the  bank’s  responsibility,  as  opposed  to  19.12%  and  22.22%  of  those  who  had 
experienced fraud and those who were unsure, respectively.  
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5.3.2.  Port Elizabeth Merchant Results  
Over a two month period, a total of 226 Port Elizabeth‐based merchants participated in this 
study. A descriptive summary of some of the results obtained from the survey questionnaire 
responses is presented in what follows.  
Figure 5.10 provides an illustration of the merchant categories surveyed and examined.  
Merchant Type 
 
 Figure 5.10: Merchant types of Port Elizabeth merchants (as percentages)  
  
  
The majority of Port Elizabeth‐based merchants who participated in this study, at 34.96% of 
the total contingent, were unable to identify their enterprises as belonging to any of the 15 
possible merchant types and therefore opted for the category “other”. This category included 
a  large proportion of  retail  clothing outlets.  The majority  of  Johannesburg merchants also 
identified  as  “other”  but  this  category  represented  only  13.76%  of  all  respondents.  Some 
other  categories  which  comprised  a  reasonable  percentage  of  the  sample,  in  descending 
order,  were  “eating  places  and  restaurants”  (13.27%),  “furniture,  home  furnishings  and 
equipment  stores,  except  appliances”  (9.73%)  and  “hotel  or  bed  and  breakfast”  (6.19%). 
“Eating  places  and  restaurants”  and  “furniture,  home  furnishings  and  equipment  stores, 
except appliances” were present in the Port Elizabeth data at a proportion comparable to that 
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of the Johannesburg data, namely 13.76% and 7.80%, respectively for the Johannesburg data. 
The three merchant types which were least represented in this study, in ascending order, were 
“drinking places” (0.44%), “DVD/video tape rental stores” (also at 0.44%) and “petroleum and 
petroleum products” (0.88%). The under representation of “DVD/video tape rental stores” in 
both the Port Elizabeth and Johannesburg data  is of  little surprise when one considers the 
obsolescence  of  DVD  in  favour  of  Blu‐ray  and  of  the  latter  in  favour  of  webbased  video 
purchasing and streaming services.  
Table 5.4 provides an indication of merchants’ experience of fraud according to the extent to 
which they agree with the statement “it  is difficult for merchants to put in place anti‐fraud 
procedures as banks prefer their own measures”. Of the merchants from Port Elizabeth who 
completed the survey questionnaire, three quarters (75.66%) have not had any prior incidents 
with  fraudulent  bank  card  transactions.  Of  the  remaining  24.34%,  21.68%  have  had  any 
experience of  card  fraud, whilst 2.65% had experienced anomalous  transactions, but were 
uncertain  whether  this  was  a  result  of  fraud  or  not.  Unlike  the  Johannesburg‐based 
merchants, those from Port Elizabeth seemed to be decisive and dichotomous in responding 
to whether or not they had ever experienced any card fraud. The 2.65% of merchants who 
were uncertain represent only 6 of the 226 survey respondents.  
   IT IS DIFFICULT FOR BANKS TO PUT IN PLACE THEIR OWN  
ANTI‐FRAUD PROCEDURES  
  
  
  
HAS  
EXPERIENCED  
CARD FRAUD  
   STRONGLY 
AGREE  
AGREE  NEUTRAL  DISAGREE  STRONGLY 
DISAGREE  
TOTAL 
(%)  
YES   3.10   10.62  3.54   4.42   0   21.68  
NO   10.18   30.09  17.26   14.60   3.54   75.66  
NOT 
SURE  
0.44   1.33   0.88   0   0   2.65  
TOTAL 
(%)  
13.72   42.04  21.68   19.03   3.54   100  
Table 5.4: Cross tabulation results comparing perceived level of difficulty required for merchant 
respondents to put in place their own fraud prevention systems, with their experience of card fraud  
  
The high proportion of merchants from the Nelson Mandela Bay metropolitan area with no 
business experience of card fraud is not at all unexpected when one recalls the results of  
SABRIC’s 2013 Card Fraud South Africa Report. Of the domestic card fraud losses on South 
African issued cards, 85.79% arose from the Gauteng Province, Western Cape and KwaZulu 
Natal. In fact, 52.78% of the total domestic losses due to card fraud, in 2013, occurred in the 
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Gauteng Province. This is in stark contrast to the Eastern Cape’s figure of 3.66% for the same 
period and is mirrored in the Johannesburg merchant data where only 56.42% of respondents 
had never experienced fraud, versus 75.66% of Port Elizabethan respondents.  
42.04% of merchant respondents agree with the statement “it is difficult for merchants to put 
in place anti‐fraud procedures as banks prefer their own measures”. 50% of merchants who 
had  experienced  anomalous  transactions  and  49%  of  merchants  who  had  experienced 
fraudulent transactions agreed with the aforesaid statement, as opposed to only 40% of those 
who had never experienced card fraud. This may be an indication that the degree to which 
merchants  perceive  difficulty  in  implementing  fraud  prevention  systems  makes  them 
increasingly vulnerable to attacks by fraudsters.  
Figure 5.11 illustrates how merchants’ experience of fraud varies according to the degree to 
which  merchants  concur  with  the  statement  “the  bank  should  take  full  responsibility  of 
ensuring a customer’s card is safe”.  
  
Extent To Which Port Elizabeth Merchant Respondents  
Believe That Customer Card Safety Is Entirely The Bank's 
Responsibility 
 
 Figure 5.11: Horizontal stacked 100% bar graphs representing Port Elizabeth merchant 
respondents’ experience of fraud as well as the extent to which they agreed that customer  
  
card safety is solely the responsibility of the banks  
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No discernible pattern of how this perception influences merchant susceptibility to bank card 
fraud is immediately apparent. 22.45% of merchants who had experienced card fraud agreed 
strongly  with  the  foregoing  statement,  so  too  did  35.09%  of merchants  who  had  had  no 
experience  of  card  fraud  and  50%  of  those  who were  unsure  whether  they  had  had  any 
experience of  card  fraud. Of  those merchants who had encountered  fraudulent bank  card 
transactions 34.70% of them simply agreed with the statement, alongside 26.32% of those 
who had never experienced card fraud and 33.33% of those who were uncertain about their 
past experience, with regards to card fraud. None of the merchants who had encountered 
transactions whose legitimacy they were unsure of either disagreed or disagreed strongly with 
that  customer  card  safety  is  entirely  the  responsibility  of  banks.  In  the  case  of  the 
Johannesburg merchants,  the experience of  fraud seemed to be similar  for each degree of 
agreement  with  the  statement  “the  bank  should  take  full  responsibility  of  ensuring  a 
customer’s card is safe”. In fact, for the Johannesburg cohort, the profile of those merchants 
who had experienced fraud closely resembled that of those who were uncertain whether or 
not they had.  
Table 5.5 provides a cross  tabulation of  fraud experience according  to merchant  type. The 
table indicates that although experiences of card fraud were limited to just one fifth of the 
respondents, only five of the sixteen merchant types had not experienced a single fraudulent 
card transaction. The merchant types which had so  far evaded the attention of  fraudsters, 
were  “eating  places  and  restaurants”,  “drinking  places”,  “DVD/video  tape  rental  stores”, 
“motor vehicle supplies and new parts” and “medical services and health practitioners”. The 
virtual absence of any illicit purchases at these merchant types comes as little surprise when 
one considers the fact that upon illegally acquiring or manufacturing a bank card, fraudsters 
often look for ways in which they can monetize their ill‐gotten credit or account balances.  
     
 
   HAS EXPERIENCED CARD FRAUD  
  
  
  
  
  
   YES   NO   NOT SURE   TOTAL (%)  
AIRLINE  
COMPANY  
1.33  0.44  0  1.77 
CAR RENTAL 
COMPANY  
1.33   1.77   0.44   3.54  
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MERCHANT  
TYPE  
HOTEL OR BED 
& BREAKFAST  
1.33   4.87   0   6.19  
LIQUOR STORE   1.77  3.10  0  4.87 
MOBILE/  
TELECOMS  
COMPANY  
1.77   3.54   0.44   5.75  
PETROLEUM &  
PETROLEUM  
PRODUCTS  
0.44   0.44   0   0.88  
GROCERY  
STORES &  
SUPERMARKETS 
2.21   2.21   0   4.42  
FURNITURE,  
HOME  
FURNISHINGS & 
EQUIPMENT  
3.10   6.64   0   9.73  
ELECTRONIC  
SALES, MUSIC  
STORES, TV &  
RADIO  
SERVICES  
1.33   3.10   0   4.42  
JEWELLERY,  
WATCH, CLOCK 
& SILVERWARE  
0.44   2.65   0   3.10  
EATERIES & 
RESTAURANTS  
0   12.39   0.88   13.27  
DRINKING 
PLACES  
0  0.44  0  0.44 
DVD/VIDEO 
TAPE RENTAL  
0   0   0.44   0.44  
VEHICLE  
SUPPLIES &  
NEW PARTS  
0   1.77   0   1.77  
MEDICAL  
SERVICES &  
HEALTH  
PRACTITIONERS 
0   3.98   0.44   4.42  
OTHER   6.64   28.32   0   34.96  
TOTAL (%)   21.68   75.66   2.65   100  
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 Table 5.5: Cross tabulation results of fraudulent transactions experience according to merchant 
category  
This often involves the purchase and resale of goods obtained through the use of fraudulently 
acquired  bank  card  details.  The  goods  have  to  be  easy  to  sell  (either  in  terms  of 
volume/quantity or availability of immediate buyers) and/or of a substantial monetary value. 
None of the goods and services of the fraud‐free merchant categories fully satisfy the above 
criteria. In contrast, there were only two merchant categories from the Johannesburg cohort 
which had not indicated having experienced fraud previously. These were “hotel or bed and 
breakfast” as well as “DVD/video tape rental stores”, the latter of which was also fraud‐free 
amongst the Port Elizabeth‐based merchants.  
75% of airline companies had experienced card fraud. This was the merchant category which 
was most affected and targeted by fraudsters. Interviews revealed that card fraud wasn’t the 
only  type  of  fraud  which  was  frequently  encountered  airline  companies.  Other merchant 
categories with a high frequency of fraudulent card transactions include “grocery stores and 
supermarkets”  (50%),  “petroleum  and  petroleum  products”  (also  at  50%),  “car  rental 
companies”  (37.50%),  “liquor  stores”  (36.36%)  and  furniture,  home  furnishings  and 
equipment  stores  (31.82%).  Based  on  the  Johannesburg  data,  100%  of  merchants  in  the 
category  “motor  vehicle  supplies  and  new  parts”  had  encountered  fraudulent  bank  card 
transactions. This is in contrast to the Port Elizabeth data were 0% of these merchants were 
targeted. This might be explained,  in part, by  the  fact  that,  in  Johannesburg,  this  category 
consisted  of  only  two  respondents.  Further  to  this,  “car  rental  companies”  (76.47%), 
“petroleum  and  petroleum  products”  (66.67%)  and  “liquor  stores”  (50%) were  present  as 
fraud‐susceptible  merchant  categories  in  Johannesburg,  although  to  differing  degrees 
compared to the Port Elizabeth cohort. An instance which illustrates the aforesaid is that of 
the “car rental companies” which were twice as likely to experience fraud in Johannesburg as 
opposed to Port Elizabeth.  
Figure 5.12 provides a depiction of the extent to which merchants are aware of customers’ 
risk of being defrauded whilst purchasing goods or services from them.  
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Extent To Which Merchants Are Aware That Customers Risk  
Being Defrauded When Purchasing Goods or Services from 
Them 
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 Figure 5.12: Vertical stacked 100% bar graphs depicting merchant respondents’ experience of 
fraud as well as the degree to which they agreed that customers face risk of fraud when  
  
purchasing goods or services  
  
Figure 5.12 indicates that, within the different levels of experience with fraud, aside from the 
“not sure” responses, the sentiments shared by merchants are similar. This is especially true 
when one considers those merchants whose extent of agreement with the statement ranged 
from “strongly agree” to “neutral”. For  instance, of those merchants who had experienced 
card fraud, 14.29% were neutral towards the statement and 14.04% of those who had not 
experienced any fraud were neutral. Furthermore, 36.73% of merchants who had experienced 
incidents of card fraud agreed with the statement whilst 38.60% of those who hadn’t, are of 
that same opinion. These results are similar for the Johannesburg cohort. In both metropolitan 
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areas, of those merchants who had encountered card fraud at their establishments, the profile 
of the extent to which they agreed wit.  
In  figure 5.13, a  representation  is provided of  the  times of  the year when merchants who 
encountered fraudulent card transactions were most likely to have done so.  
  
Times Of The Year When Merchants Are Most Likely to  
Experience Fraud 
 
Percentage of Merchants 
  Yes  Not Sure   
60 
 Figure 5.13: Horizontal stacked bar graph indicating times of year when merchant 
respondents’ were most likely to have experienced card fraud (as percentage)  
  
 
Although the majority of merchants surveyed in Johannesburg either reported being unsure 
of the times of the year at which they had identified fraudulent transactions (40%) or being 
unable  to  identify  a discernible pattern  (18.95%),  the merchants  from Port Elizabeth were 
better able to make these distinctions. The data reveals that there are three times of the year 
when  reports  of  bank  card  fraud  are  most  prevalent.  50.91%  of  merchants  who  had 
experienced fraud identified the Christmas holidays as one of the times of the year when this 
had happened. Incidents of fraudulent transactions were also reported as being more likely 
during weekends (43.64%) and around the end of the month (38.18%). In ascending order, the 
times of the year when card fraud was empirically least probable, were during school holidays 
(1.82%), Easter holidays (7.27%) and on public holidays (12.73%). Both Johannesburg and Port 
Elizabeth  experience  their  lowest  volume  of  fraudulent  transactions  during  the  school 
holidays, with the likelihood (2.11% vs 1.82%, respectively) being comparable.  
0  10 20 30 40 50
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End of The Month 
School Holidays 
Easter Holidays 
Public Holidays 
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No Specific Pattern 
Not Sure When 
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5.4.  FITTED MODELS  
5.4.1.  Customer Data  
The combined bank cardholder data, for both Johannesburg and Port Elizabeth, consists of 
276 individual observations, one dependent variable at three levels (“yes”, “no”, “not sure”) 
and eighteen candidate explanatory variables, ordinal and nominal, at varying levels.  
Before proceeding, the original data set was partitioned into a training set, consisting of 207 
randomly selected observations (75% of the total number of observations) and an evaluation 
set, which was comprised of the remaining 25% of the observations.  
Parametric Model Results  
Backwards  elimination  using  the  Akaike  Information  Criterion  was  conducted,  and  after 
several  steps,  within  which  there  are  numerous  iterations,  a  final,  optimal  model  was 
obtained. The initial model contained all eighteen possible covariates, resulting in an AIC of 
440.57.  
In the first step, the race variable is removed, which decreased the AIC to 429.23. In the second 
step eliminating the variable pertaining to the extent to which cardholders agree that they 
should play a major role in the safety of their cards, resulted in the greatest reduction in the 
AIC. The AIC is minimized at a value of 380.99.  
Table 5.6 lists the ultimate variables which were selected in this manner, as well as the 𝑝values 
obtained from conducting a Wald test and the maximum likelihood coefficient values. Eleven 
variables are retained, the inclusion of all which provides predictive utility beyond that of an 
intercept  only model  and with  a minimized AIC. Note  that  the  base  level  response  to  the 
question,  “have  you  experienced  any  fraudulent  transactions  on  any  of  your  bank  cards 
before” is “yes”. The base levels for each of the predictor variables is indicated within the first 
column of the corresponding row of the table in brackets.  
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STEPWISE AIC SELECTED VARIABLES 
   “NO”   “NOT SURE”  
VARIABLE   LEVEL   ESTIMATE  𝒑‐VALUE  ESTIMATE   𝒑‐VALUE  
INTERCEPT   ‐ ‐0.355  0.707  ‐7.489   0.917 
RESIDENTIAL AREA 
(Urban/Suburban)  
Township   ‐1.238  0.244  0.049   0.971 
Rural   ‐22.855  0  1.130   0.606 
AGE CATEGORY  
(23 or Younger)  
24 – 29  0.465  0.566  ‐2.600   0.088 
30 – 39   ‐1.404  0.037  1.419   0.222 
40 – 49   1.913  0.002  2.301   0.053 
50 or Older  ‐1.022  0.040  ‐0.112   0.916 
MARITAL STATUS (Never 
Married)  
Separated/ 
divorced  
‐0.384  0.631  ‐1.427   0.509 
Unmarried 
but 
cohabiting  
‐1.655  0.045  ‐1.573   0.252 
Married   0.552  0.405  ‐0.242   0.844 
Widowed   ‐6.339  0  33.864   0 
HIGHEST LEVEL OF 
EDUCATION  
(University Degree)  
Diploma, 
college, etc. 
0.194  0.875  5.380   0.026 
Matric 
certificate  
0.968  0.291  3.285   0.029 
Matric  
certificate 
unobtained  
‐0.281  0.620  2.053   0.037 
INCOME PER ANNUM  
(Less than or equal to 
R24,000)  
R24,001 to 
R60,000  
‐10.456  0  ‐9.330   0.949 
R60,001 to 
R100,000  
‐6.845  0  0.248   0.999 
R100,001 to 
R150,000  
‐8.046  0  8.460   0.973 
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R150,001 to 
R250,000  
‐4.808  0  7.156   0.500 
R250,001 to 
R350,000  
‐4.706  0  2.923   0.990 
R350,001 to 
R500,000  
‐1.840  0.019  4.873   0.971 
R500,001 to 
R750,000  
0.463  0.571  10.605   0.956 
  R750,001 to 
R1,100,000  
0.488  0.480  10.267   0.979 
More than 
R1,100,000  
‐0.900  0.150  5.045   0.985 
THE MAJORITY OF  
MERCHANTS FOLLOW  
SECURITY PROCEDURES 
TO MAKE SURE THAT  
THE SHOPPING PROCESS  
IS SAFE  
(Yes)  
Not Sure  ‐2.057  0  ‐0.098   0.925 
No   0.821  0.305  3.269   0.011 
I AM AWARE OF THE  
POTENTIAL FOR FRAUD  
WHEN SHOPPING  
(Yes)  
Not Sure   ‐1.351  0.104  ‐4.689   0.050 
No   ‐0.027  0.979  ‐27.834   0 
I HAVE HEARD OF  
FRIENDS/RELATIVES  
WHOSE ACCOUNTS  
WERE DEFRAUDED  
(Yes)  
Not Sure   1.196  0.268  0.194   0.921 
No   1.157  0.219  3.325   0.015 
I BELIEVE ONLY  
IRRESPONSIBLE PEOPLE  
FALL VICTIM TO 
FRAUDULENT  
TRANSACTIONS  
(Yes)  
Not Sure   0.062  0.943  ‐4.830   0.044 
No   ‐0.724  0.299  ‐0.812   0.446 
THE BANK SHOULD TAKE  
FULL RESPONSIBILITY  
FOR ENSURING THAT A  
CUSTOMER’S CARD IS  
SAFE  
(Strongly Agree)  
Agree   ‐0.944  0.091  ‐1.951   0.041 
Neutral   ‐0.904  0.133  ‐0.320   0.746 
Disagree   0.945  0.083  2.364   0.008 
Strongly 
Disagree  
0.720  0.267  ‐0.453   0.667 
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BANKS SHOULD WORK  
WITH MERCHANTS TO  
AVOID CARD FRAUD  
(Strongly Agree)  
Agree   ‐2.627  0.042  ‐15.143   0.349 
Neutral   ‐1.649  0.159  ‐13.642   0.258 
Disagree   0.308  0.752  ‐7.624   0.168 
Table 5.6: Maximum likelihood estimates and 𝑝‐values for the variables retained following 
backward elimination to minimize AIC  
  
The maximum  likelihood estimates  suggest  some  interesting  insights.  For  instance,  the  log 
odds of a cardholder not being a victim of fraud are ‐0.281 (indicating a decrease by a factor 
of 0.755, ceteris paribus) for those who have not yet obtained a matric certificate, relative to 
those who are have at  least a university degree. That  is  to  say,  individuals with no  formal 
education exhibit a lesser likelihood of evading fraudulent transactions than those who had 
obtained  a  university  education.  Relative  to  those  who  felt  strongly  that  the  safety  of  a 
customer’s card is the sole responsibility of banks, those who disagreed with this view were 
2.573 times less likely to be victims of bank card fraud. This  is represented by the log odds 
ratio of 0.945. Interestingly enough, believing that it is unnecessary for banks and merchants 
to work collaboratively to prevent card fraud results in a log odds ratio of 0.308 of a cardholder 
not  being  defrauded,  relative  to  those  cardholders  who  strongly  believe  in  such  bank‐
merchant collaboration.  
Table  5.7  provides  a  confusion matrix  which  summarises  the  optimum model’s  in‐sample 
performance.  
     PREDICTED      
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   29  26  5  60  
NO   14   98   4   116  
NOT SURE   0   8   23   31  
TOTAL   43  132  32  207 
Table 5.7: In‐sample customer confusion matrix       
  
As already stated, the columns of a confusion matrix represent the predictions arising from 
the model, whilst the rows represent the actual observed classes. The main diagonal of the 
confusion matrix  contains  the  correctly  classified  observations.  The  proposed multinomial 
logistic regression model has a high overall correct classification ratio, or accuracy, of 72.46% 
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and class‐specific classification ratios of 84.48% for the level “no”, 74.19% for the level “not 
sure” and 48.33% for the level “yes”. That is to say that 84.48% of customers who had not 
experienced fraudulent transactions on their bank were classified correctly, 74.19% of those 
who were uncertain regarding the nature of anomalous transactions they had encountered 
were  classified  correctly  and  48.33%  of  those  who  had  experienced  fraud  were  correctly 
classified. The McFadden R squared has a value of 0.4285. Within this same training data set, 
we  may  also  calculate  other  metrics  of  the  model’s  classification  performance.  For  this 
exercise,  we  treat  the  three  possible  classes  as  binary  by  taking  the  outcome  “yes”  as  a 
positive case and every other outcome as negative. This  treatment, which affects  the FPR, 
TPR, TNR and FNR, focuses specifically on the model’s ability to correctly identify fraudulent 
observations. We begin with the sensitivity and false negative rate, which are complementary 
to each other.  
The in‐sample sensitivity or true positive rate for this classifier, is equal to the class‐specific 
value for the positive case, which is 0.4833. This immediately  leads us to our false negative 
rate which is 0.5167. The parametric model’s false positive rate is quite low, with only 9.52% 
of negative cases being falsely identified as positive. The true negative rate has a high value 
of 0.9048. These metrics are presented in table 5.8.  
ACCURACY   0.7246  
McFADDEN 𝑹𝟐𝑴𝑭   0.4285  
FALSE POSITIVE RATE  0.0952  
TRUE POSITIVE RATE   0.4833  
TRUE NEGATIVE RATE   0.9048  
FALSE NEGATIVE RATE  0.5167  
Table 5.8: In‐sample metrics for parametric classifier performance, customer data  
  
For  illustrative, purposes a  randomly selected sample of  thirteen out‐of‐sample/evaluation 
data  set  observations  was  selected.  Table  5.9  provides  predicted  probabilities,  predicted 
outcomes and observed outcomes for these observations. The resulting model accuracy for 
this randomly selected sub‐sample is 84.62%.  
PROBABILITY 
“NO”  
PROBABILITY 
“NOT SURE”  
PROBABILITY 
“YES”  
PREDICTION   OBSERVED 
OUTCOME  
0.9967   0.0010   0.0023   No   Not Sure  
0.8521   0   0.1479   No   No  
0.4836   0.135   0.3814   No   No  
0.5511   0.4444   0.0045   No   No  
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0.0296   0.0041   0.9662   Yes   Yes  
0.3980   0.3469   0.2551  No  No  
0   0   1   Yes   Yes  
0.1144   0.4720   0.4136   Not Sure   Not Sure  
0.7254   0.2498   0.0248   No   No  
0   1   0   Not Sure   No  
0.2770   0   0.7230   Yes   Yes  
0.5451   0   0.4549   No   No  
0.9151   0.0635   0.0215  No  No  
Table 5.9: Out‐of‐sample predicted probabilities, predicted outcomes and observed outcomes 
  
Lastly for this section, table 5.10 presents a confusion matrix for the evaluation data set. These 
results  will  be  elaborated  upon  and  considered  in  context  when  compared  against  the 
performance of the nonparametric polytomous classification method.  
   PREDICTED      
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   4  14  1  19  
NO   5   29   5   39  
NOT SURE   3  6  2  11  
TOTAL   12   49   8   69  
Table 5.10: Out‐of‐sample cardholder confusion matrix     
  
Out of sample, the correct classification ratios for “yes”, “no” and “not sure” were 21.05%, 
74.36% and 18.18%, respectively. Compared to the results from the training data set, this is a 
sizeable reduction in classification performance.  
Nonparametric Model Results  
A nonparametric conditional modal model was fitted to the customer data using the kernel 
methods  described  in  the  literature  review  chapter.  This  exercise  involved  a  nominal 
dependent  variable,  fifteen  nominal  potential  conditioners  and  6  ordinal  potential 
conditioners. For the nominal variables, the Aitchison and Aitken (1976) unordered categorical 
kernel was used and for the ordinal variables, the Li and Racine (2006) ordered categorical 
kernel was used. The version of least squares cross validated bandwidth selection developed 
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by Hall et al. (2004) was used to assign bandwidths to the conditioners. The cross validated 
bandwidths are provided in table 5.11.  
The  results  in  table  5.11  reveal  that  cross‐validated  bandwidth  selection  identified  six 
conditioners  which  are  irrelevant  to  the  classification  of  fraudulent  observations.  This  is 
evidenced by bandwidths which are at or sufficiently close to their respective upper bounds 
and whose marginal contributions are consequently smoothed to the uniform distribution. 
These six conditioners are income per annum, the behaviours “I make sure that any activity 
that involves my card is done in my presence”, “I allow certain family members access to my 
card  details,  including  the  PIN”,  the  belief  that  “only  irresponsible  people  fall  victim  to 
fraudulent  transactions”  and  the  attitudes  “the  bank  should  take  full  responsibility  for 
ensuring that a customer’s card is safe” and “banks should work with merchants to avoid card 
fraud”.  
VARIABLE   BANDWIDTH  
ESTIMATE, 𝝀 ̂  UPPER BOUND 
DEPENDENT VARIABLE     
Customer has experienced bank card fraud   0.1898   0.6667  
CONDITIONERS     
Residential area   0.3765  0.6667 
Age category   0.0144   1.0000  
Marital Status   0.5213  0.8000 
Highest level of education   0.2843   1.0000  
Race   0.0019   0.8000  
Gender   0.0749   0.5000  
Income per annum   0.9999   1.0000  
“I make sure that any activity that involves my card 
is done in my presence”  
0.6667   0.6667  
“I avoid shopping at certain merchants to protect my 
card from fraudulent acts”  
0.0045   0.6667  
“I only use my card at certain times of the day due to 
fraud risk”  
<0.0001   0.6667  
“I allow certain family members access to my card 
details, including the PIN”  
0.6054   0.6667  
“The majority of merchants follow security 
procedures to make sure that the shopping process 
is safe”  
0.2979   0.6667  
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“I am aware of the potential for fraud when 
shopping”  
0.1959   0.6667  
“I have heard of friends/relatives whose accounts 
were defrauded”  
0.3481   0.6667  
“I am aware of my bank’s insistence on security 
measures to ensure transactions are fraud free”  
0.0006   0.6667  
“I believe  the bank has done enough to ensure safe 
transactions while shopping”  
0.3988   0.6667  
“I believe only irresponsible people fall victim to 
fraudulent transactions”  
0.6667   0.6667  
“I check my account statements regularly for any 
suspicious transactions”  
0.0483   0.6667  
“The bank should take full responsibility for ensuring 
that a customer’s card is safe”  
0.9999   1  
“Customers must play a major role in ensuring their 
cards are safe”  
0.9421   1  
“Banks should work with merchants to avoid card 
fraud”  
0.9999   1  
Table 5.11: Least squares cross‐validated bandwidths of dependent and independent conditioners 
The in‐sample performance of the nonparametric conditional modal model is summarised by 
the confusion matrix, table 5.12.  
     PREDICTED      
  
  
ACTUAL  
   YES  NO  NOT SURE   TOTAL 
YES   60   0   0   60  
NO   0   116   0   116  
NOT SURE   0  0  31  31  
TOTAL   60   116   31   207  
Table 5.12: In‐sample cardholder confusion matr x     
  
The results from the performance of the nonparametric probabilistic model on the training 
data set are impressive. The confusion matrix  is a diagonal matrix, meaning that all entries 
which  are  not  along  the  main  diagonal  are  zero.  This  implies  perfect  classification  for 
observations of every class. In short, the overall correct classification ratio is 100%, so too are 
the class‐specific classification ratios for the levels “yes”, “no” and “not sure”. Every case was 
correctly  classified  into  its  corresponding  class.  The  McFadden  𝑅𝑀𝐹2  has  a  value  of 
approximately 1. Further metrics for the nonparametric model’s in‐sample performance are 
given in table 5.13.  
ACCURACY   1.0000  
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McFADDEN 𝑹𝟐𝑴𝑭   0.9999  
FALSE POSITIVE RATE   0.0000  
TRUE POSITIVE RATE   1.0000  
TRUE NEGATIVE RATE   1.0000  
FALSE NEGATIVE RATE  0.0000  
Table 5.13: In‐sample metrics for nonparametric classifier performance, customer data  
  
As per the convention which has already been established, we consider “yes” to be a positive 
case and every other case  is negative. No negative cases were classified  incorrectly and all 
positive cases were classified correctly. This corresponds to a false positive rate of 0% and a 
true positive rate of 100%, respectively. All negative cases were classified correctly and no 
positive cases were classified incorrectly. This is evidenced by a true negative rate of 100% 
and a false negative rate of 0%, respectively.  
For illustrative purposes, the evaluation/out‐of‐sample data set was divided into a subsample 
of  thirteen  data  points.  Table  5.14  provides  the  conditional  density  estimates  at  the 
conditional mode,  the  predicted  outcomes  as  well  as  the  actual  outcomes.  The  specified 
subsample has an overall correct classification ratio of 61.54%.  
CONDITIONAL DENSITY  
ESTIMATE  
PREDICTION   OBSERVED OUTCOME  
0.4198   Yes  Not sure  
0.6776   No  No  
0.7398   Not sure  No  
0.7822   No   No  
0.5624   No   Yes  
0.5926   No   No  
0.8365   Yes   Yes  
0.8100   No   Not sure  
0.7129   No   No  
0.8365   Yes   Ni  
0.8365   Yes   Yes  
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0.8324   No   No  
0.8364   No   No  
Table 5.14: Out‐of‐sample conditional density estimates, predicted outcomes and observed 
outcomes  
  
Table  5.15 presents  a  confusion matrix  for  the evaluation data  set.  In  section  5.5.1,  these 
results will be compared against the performance of the parametric polytomous classification 
method, where further elaboration will be provided and context will be considered.  
   PREDICTED      
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   12   6   1   19  
NO   16   19   4   39  
NOT SURE   1   8   2   11  
TOTAL   29   33   7   69  
Table 5.15: Out‐of‐sample cardholder confusion matrix     
  
On the evaluation data set, the nonparametric modal model correctly classified 12 out of 19  
“yes”  cases  (63.16%),  19  out  of  39  “no”  cases  (48.72%)  and  2  out  of  11  “not  sure”  cases 
(18.18%).  Overall,  the  out‐of‐sample  accuracy  for  the  nonparametric  model  of  47.83%  is 
noticeably lower than the observed in‐sample accuracy of 100%.  
5.4.2.  Merchant Data  
Johannesburg  
   Parametric Model Results  
Once  again,  backwards  elimination  was  used  to  fit  a  model  on  a  training  data  set  which 
minimizes the AIC. The base level response to the question “have any of your customers ever 
complained about fraudulent transactions after making use of your facilities” was set to “yes”, 
whilst  the  base  levels  for  each  predictor  variable  are  indicated  in  brackets,  alongside  the 
relevant variable. The AIC was minimized at a value of 216. The variables which were retained, 
as well as their 𝑝‐values from the Wald test, are listed in table 5.16.  
STEPWISE AIC SELECTED VARIABLE  
   “NO”   “NOT SURE”  
VARIABLE   LEVEL   ESTIMATE  𝒑‐VALUE  ESTIMATE   𝒑‐VALUE 
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INTERCEPT   ‐   5036.722   0.752  ‐1433.250   0.821 
MERCHANT  
CATEGORY  
(Airline  
Company)  
Car rental company   ‐5714.976  0  ‐3863.289   0 
Hotel or bed and 
breakfast  
3786.277  0.884  ‐117.986   0 
Liquor store   ‐3607.700  0.835  ‐2830.476   0 
Mobile/  
telecommunications 
company  
‐1275.857  0.965  ‐2179.281   0 
Petroleum and 
petroleum products  
‐4703.425  0.526  ‐5263.749   0.478 
Grocery stores and 
supermarkets  
‐2146.496  0.962  ‐4503.656   0 
Furniture, home 
furnishings and 
equipment stores, 
except appliances  
‐478.072   0.988  1901.586   0 
Electronic sales, 
music stores, cable, 
satellite and other  
‐1370.705  0.932  ‐357.693   0 
 
  pay television and 
radio services  
 
Jewellery, watch, 
clock and silverware 
stores  
‐121.300   0.996  ‐1808.589   0.697 
Eating places and 
restaurants  
‐1903.351  0.957  ‐2842.604   0 
Drinking places – 
bars, taverns, 
nightclubs, cocktail 
lounges and 
discotheques  
‐7134.422  0.763  813.439   0 
DVD/video tape 
rental stores  
1850.254   0  ‐940.564   0 
Motor vehicle 
supplies and new 
parts  
‐4834.400  0  ‐5460.319   0 
Medical services and 
health practitioners  
‐1568.385  0  ‐1506.155   0 
Other   ‐2734.351  0.872  ‐4112.036   0.233 
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THE BANK  
SHOULD TAKE  
FULL  
RESPONSIBILITY  
OF ENSURING A  
CUSTOMER’S  
CARD IS SAFE  
(Strongly Agree)  
Agree   ‐764.794   0.955  ‐1534.902   0.563 
Neutral   ‐1605.642  0.951  ‐2546.452   0.220 
Disagree   ‐146.500   0.994  ‐1319.080   0.804 
Strongly Disagree  398.122  0.988  770.602   0.904 
CUSTOMERS  
MUST PLAY A  
MAJOR ROLE IN  
ENSURING  
THEIR CARDS  
ARE SAFE  
(Strongly Agree)  
Agree   185.444   0.992  ‐290.921   0.907 
Neutral   197.117   0.994  ‐1879.506   0.717 
Disagree   1608.818   0.936  151.547   0.978 
BANKS SHOULD  
WORK WITH  
MERCHANTS  
CLOSELY TO  
FIGHT AGAINST 
CARD FRAUD  
(Strongly Agree)  
Agree   1615.217   0.886  314.999   0.899 
Neutral   1765.066   0.898  ‐306.676   0.953 
Strongly Disagree   1843.704   0.883  1537.805   0.781 
WE ARE AWARE  
CUSTOMERS  
RUN THE RISK 
OF BEING  
Agree   248.704   0.989  ‐1275.373   0.724 
Neutral   810.290   0.969  4024.925   0.187 
 
DEFRAUDED  
WHEN  
RECEIVING  
SERVICES FROM 
US  
(Strongly Agree)  
Disagree   ‐691.580  0.977  ‐687.468   0.864 
Strongly Disagree  ‐857.434  0.974  ‐1835.854   0.593 
WE HAVE A  
DEFINED  
SECURITY  
PROCEDURE OF  
IDENTIFICATION 
TO ENSURE  
SAFE SHOPPING  
(Strongly Agree)  
Agree   1760.765   0.906  ‐1755.417   0.696 
Neutral   861.771  0.972  ‐1331.583   0.774 
Disagree   1005.928   0.962  2043.250   0.631 
Strongly Disagree   867.429   0.972  1565.450   0.730 
WE WORK   Agree   1465.798   0.927  2272.871   0.642 
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WITH BANKS  
TO FIGHT  
AGAINST CARD 
FRAUD  
(Strongly Agree)  
Neutral   ‐2345.141  0.899  976.356   0.813 
Disagree   ‐3436.359  0.822  1152.910   0.789 
Strongly Disagree   ‐2174.568  0.907  1189.273   0.775 
WE FEEL MORE  
HAS TO BE  
DONE TO  
PROTECT  
CUSTOMERS  
FROM BEING  
DEFRAUDED  
(Strongly Agree)  
Agree   ‐248.630  0.980  ‐762.430   0.762 
Neutral   ‐3394.729  0.856  ‐803.959   0.830 
Disagree   ‐1381.479  0.887  ‐522.460   0.925 
Strongly Disagree   182.905   0.994  ‐735.738   0.848 
MOST  
CUSTOMERS  
ARE INFORMED  
ABOUT FRAUD  
(Strongly Agree)  
Agree   842.123   0.954  592.037   0.870 
Neutral   ‐1884.781  0.939  ‐673.330   0.825 
Disagree   ‐2120.251  0.935  ‐417.599   0.917 
Strongly Disagree   ‐1970.311  0.950  ‐123.214   0.971 
MOST  
CUSTOMERS  
ARE INFORMED  
ABOUT SAFE  
SHOPPING  
HABITS  
(Strongly Agree)  
Agree   ‐1724.515  0.929  ‐629.678   0.820 
Neutral   2358.970  0.927  951.412   0.575 
Disagree   1203.411   0.950  3796.919   0.492 
Strongly Disagree   1723.081   0.956  652.904   0.829 
CUSTOMERS  
RARELY THINK 
ABOUT THE  
POSSIBILITY OF  
BEING  
DEFRAUDED  
Agree   1618.724   0.973  1177.016   0.722 
Neutral   2537.342   0.911  2461.993   0.508 
Disagree   2529.359   0.921  3411.438   0.472 
WHILE  
SHOPPING  
(Strongly Agree)  
Strongly Disagree   1453.731   0.953  2970.512   0.605 
Table 5.16: Maximum likelihood estimates and 𝑝‐values for the variables retained following 
backward elimination to minimize AIC  
  
The  remaining variables  lead  to  the greatest  reduction  in AIC and are  thus considered  the 
optimal variables for the randomly selected sample of the data. It is noteworthy that, although 
retention of these variables resulted in optimum model specification, several of the remaining 
variables’  Wald  test  𝑝‐values  are  statistically  insignificant.  A  confusion  matrix  which 
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summarizes the optimum model’s classification performance for the Johannesburg merchant 
data, is provided by table 5.17.  
   PREDICTED      
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   45  0  0  45  
NO   0   91   0   91  
NOT SURE   0   0   17   17  
TOTAL   45   91   17   153  
Table 5.17: In‐sample Johannesburg merchant confusion matrix     
  
Within  the  training  data  set,  there  were  45  merchants  who  had  experienced  fraud,  91 
merchants who had never experienced fraud and 17 merchants who were doubtful regarding 
their experience of fraud. The multinomial logistic regression model, with variables selected 
by way of backward elimination, was able to correctly classify all “yes” cases, all “no” cases 
and  every  “not  sure”.  As  a  result,  the  class‐specific  correct  classification  ratio  is  100%  for 
classifications  conducted  upon  the  training  data.  The  overall  correct  classification  is  also, 
resultantly, 100%. The McFadden R squared has an impressive value of 0.9999.  
The true positive rate, equals 1 and its compliment, the false negative rate is therefore equal 
to 0. In other words, the multinomial logistic regression model classified every positive case 
correctly without overlooking any of them. The false positive rate has a value of 0, indicating 
that the model provided classification without raising any false alarms. The true negative rate 
is  1,  which  means  that  in‐sample  cases  of  merchants  without  any  past  experiences  of 
fraudulent transactions, or who were uncertain, were always correctly classified as negative.  
A summary of the aforementioned results is provided in table 5.18.  
ACCURACY   1.0000  
McFADDEN 𝑹𝟐𝑴𝑭   0.9999  
FALSE POSITIVE RATE   0  
TRUE POSITIVE RATE   1.0000  
TRUE NEGATIVE RATE   1.0000  
FALSE NEGATIVE RATE   0  
Table 5.18:  In‐sample metrics  for nonparametric  classifier performance,  Johannesburg merchant 
data  
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Table 5.19 provides  the predicted probabilities, predicted classes and observed  classes  for 
thirteen randomly selected observations from the evaluation data set. The sub‐sample size of 
thirteen  is  a  value  selected  in  order  to  provide  a  snapshot  illustration  of  the  model’s 
classification ability.  
PROBABILITY 
“YES”  
PROBABILITY 
“NO”  
PROBABILITY 
“NOT SURE”  
PREDICTION   OBSERVED 
OUTCOME  
0   1   3.339 ൈ 10െ172 No  No  
0   1   0  No  No  
0   1   0  No  No  
0   1   0  No  Yes  
0   1   0  No  No  
1   0   0  Yes  Yes  
0   3.284 ൈ 10െ22 1  Not Sure  No  
1   0   0  Yes  Yes  
1   0   6.616 ൈ 10െ43 Yes  No  
1   0   0  Yes  Yes  
3.785 ൈ 10െ93   0   1  Not Sure  No  
0   1   0  No  No  
1   0   0  Yes  No  
Table 5.19: Out‐of‐sample predicted probabilities, predicted outcomes and observed outcomes 
  
Eight of the randomly selected out‐of‐sample observations were classified correctly, using the 
multinomial logistic regression model, resulting in an accuracy rate of 61.54%.  
   PREDICTED    
  
  
ACTUAL  
   YES  NO  NOT SURE   TOTAL 
YES   13   4   3   20  
NO   8   11   5   24  
NOT SURE   5   2   0   7  
TOTAL   26   17   8   51  
Table 5.20: Out‐of‐sample Johannesburg merchant confusion matrix   
  
Finally, the confusion matrix for the entire evaluation data set is presented in table 5.20, with 
performance  comparisons  against  the  nonparametric  polytomous  classification method  to 
follow  in  section  5.5.2.  As  can  be  seen  in  the  table,  although  the model  performance,  as 
evaluated  by  the  training  data,  was  good,  the  derived  parameters  do  not  provide 
commensurate accuracy when applied to novel data. The overall correct classification ratio is 
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47.06%, whilst the correct classification ratios are 65%, 45.83% and 0% for “yes”, “no” and 
“not sure”, respectively. This is in contrast to the in‐sample classification ratios which were all 
100%.  
   Nonparametric Model Results  
Kernel  methods  were  used  to  fit  a  nonparametric  conditional  modal  model  to  the 
Johannesburg  merchant  training  data  set.  The  data  set  consisted  of  a  single  nominal 
dependent  variable,  one  candidate  unordered  categorical  variable  and  eleven  candidate 
ordered categorical variables. The least squares cross‐validated bandwidths are provided in 
table 5.21.  
VARIABLE   BANDWIDTH  
ESTIMATE, ?̂?   UPPER BOUND  
DEPENDENT VARIABLE     
Merchant has experienced bank card fraud   0.1356   0.6667  
CONDITIONERS     
Merchant category   0.1677   0.9375  
“The bank should take full responsibility of 
ensuring a customer’s card is safe”  
0.7752   1  
“Customers  must  play  a  major  role  in  ensuring 
their cards are safe”  
0.9999   1  
“Banks should work with merchants closely to 
fight against card fraud”  
0.3772   1  
“We are aware customers run the risk of being 
defrauded when receiving services from us”  
0.4798   1  
“We have a defined security procedure of 
identification to ensure safe shopping”  
0.9999   1  
“It is difficult for merchants to put in place 
antifraud procedures as banks prefer their own 
measures”  
<0.0001   1  
“We work with banks to fight against card fraud”  0.1064  1  
“We feel more has to be done to protect 
customers from being defrauded”  
0.9999   1  
“Most customers are informed about fraud”   0.9999   1  
“Most customers are informed about safe 
shopping habits”  
0.9999   1  
“Customers rarely think about the possibility of 
being defrauded”  
0.9999   1  
Table 5.21: Least squares cross‐validated bandwidths of dependent and independent conditioners 
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The value of the estimator of each conditioner’s bandwidth, relative to its respective upper 
bound, provides an indication of how sensitive the conditional mode is to the levels of that 
conditioner.  Inspection of the cross‐validation selected bandwidths reveals six conditioners 
which are  irrelevant for  fraud classification purposes. These are conditioners for which the 
estimated  bandwidths  result  in  their  being  oversmoothed  and,  as  a  result,  removed  from 
contention. The six irrelevant variables identified are the beliefs that “customers must play a 
major role in ensuring their cards are safe”, “more has to be done to protect customers from 
being  defrauded”,  “most  customers  are  informed  about  fraud”,  “most  customers  are 
informed about safe shopping habits”, “customers rarely think about the possibility of being 
defrauded”  and  the  merchant  self‐perception  of  having  “a  defined  security  procedure  of 
identification to ensure safe shopping”. A summary of the performance of the nonparametric 
probabilistic model on the training data set is presented in the confusion matrix, table 5.22.  
   PREDICTED      
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   45  0  0  45  
NO   0   91   0   91  
NOT SURE   0   2   15   17  
TOTAL   45  93  15  153 
Table 5.22: In‐sample Johannesburg merchant confusion matrix     
  
The performance of the nonparametric modal regression model on the training data set  is, 
once again, impressive. The rate of accuracy is exceptionally high, at 98.69%. In addition, the 
class‐specific ratios are also high. 100% of the merchants who had experienced fraud were 
classified  correctly,  100%  of  those merchants  who  had  had  no  experience  of  fraud  were 
correctly classified, and of the remaining merchants who were not entirely sure, 88.24% of 
them were classified correctly. The McFadden 𝑅𝑀𝐹2 has a value of 0.9868, which corroborates 
the aforesaid performance measures. Recall that 𝑅𝑀𝐹2 ∈ ሾ0; 1ሻ and a value of 𝑅𝑀𝐹2 close to 1 
is indicates a commensurate improvement in model performance, relative to an interceptonly 
model.  
ACCURACY   0.9869  
McFADDEN 𝑹𝟐𝑴𝑭   0.9868  
FALSE POSITIVE RATE   0.0000  
TRUE POSITIVE RATE   1.0000  
TRUE NEGATIVE RATE   1.0000  
FALSE NEGATIVE RATE  0.0000  
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Table 5.23:  In‐sample metrics  for nonparametric  classifier performance,  Johannesburg merchant 
data  
  
A  summary  of  the  in‐sample metrics  is  provided  in  table  5.23.  As  evidenced  by  the  false 
positive  rate of 0%, no negative cases were classified as positive. The true positive  rate of 
100% indicates that every case which the nonparametric classifier identified as positive was, 
in fact, positive. The false negative rate of 0% reveals that no positive cases were undetected 
and misclassified as negative. Lastly, the true negative rate, as would be expected given the 
false positive rate, is 1. This section concludes by providing the results of the nonparametric 
classifier’s evaluation data set performance, in table 5.24. In section 5.5 these results will be 
discussed further and compared to those of the parametric multinomial regression model.  
Out‐of‐sample,  there  is  a  reduction  in  the  model  accuracy,  from  98.69%  to  52.94%. 
Furthermore, the resultant out‐of‐sample metrics all show unfavourable changes, in line with 
the reduction in accuracy.  
   PREDICTED   
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   9   9   2   20  
NO   6  18  0  24  
NOT SURE   6   1   0   7  
TOTAL   21   28   2   51  
Table 5.24: Out‐of‐sample Johannesburg merchant confusion matrix   
  
Whereas,  for  the  training  data  set,  the  “yes”  and  “not  sure”  categories  had  correct 
classification ratios of 100% each, for the evaluation data sets, these have decreased to 45% 
and  0%,  respectively.  Only  one  quarter  of  “no”  responses  were  classified  correctly,  out‐
ofsample.  
Port Elizabeth  
The  data  set  consisting  of  observations  from  226  Port  Elizabeth‐based  merchants  was 
randomly  partitioned  into  a  training  set,  comprising  75%  of  the  entire  data  set,  and  an 
evaluation data set comprised of the remaining 25%.  
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Parametric Model Results  
Once again, a backwards stepwise regression was conducted upon the training data set, using 
every possible variable, in order to find the most parsimonious multinomial logistic regression 
to  represent  the  conditional  expectation  of  merchants’  fraud  experience.  The  AIC  was 
minimized  at  a  value  of  201.75.  This  required  the  elimination  of  every  possible  variable, 
resulting in an intercept‐only model.  
Table 5.25 provides the Wald test 𝑝‐values.  
STEPWISE SELECTED VARIABLES  
      p VALUE  
VARIABLE   LEVEL   NO   NOT SURE  
INTERCEPT   ‐   0   1ൈ 10െ4  
Table 5.25: Variables retained following backward elimination to minimize AIC  
Since the final model is an intercept‐only model, it provides no predictive utility since it will 
default to classifying every observation as being the class with the highest relative frequency. 
Nevertheless, further details regarding this model will now be presented. Table 5.26 provides 
the maximum likelihood estimates of the intercepts as well as their standard errors.  
MAXIMUM LIKELIHOOD PARAMETER ESTIMATES  
   NO  
VARIABLE   LEVEL  ESTIMATE  STANDARD ERROR 
INTERCEPT   ‐   1.4713   0.1992  
   NOT SURE  
VARIABLE   LEVEL  ESTIMATE  STANDARD ERROR 
INTERCEPT   ‐   ‐2.0478   0.5313  
Table 5.26: Maximum likelihood parameter estimates 
  
The in‐sample predictive performance is summarized in table 5.27.  
  
  
   PREDICTED   
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   0   31   0   31  
NO   0   135   0   135  
NOT SURE   0   4   0   4  
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TOTAL   0   170   0   170  
Table 5.27: In‐sample Port Elizabeth merchant confusion matrix   
  
The  parametric  classifier  has  an  accuracy  of  79.41%  on  the  training  data  set.  This  is  only 
because 79.41% of the observations in the data set are of the class “no” and every observation 
was identified as belonging to this class. As a result, the class‐specific classification ratio for 
the level “no” is 100%, but the class‐specific classification ratios for “yes” and “not sure” are 
both 0. This means that neither of the two  latter classes was even detected by the model. 
Owing to the fact that the candidate parametric model is an intercept model, the McFadden 
𝑅𝑀𝐹2 assumes a value of 0, by definition.  
The remaining performance metrics for the evaluation data set are equally disappointing and 
are shown in table 5.28.  
ACCURACY   0.7941  
McFADDEN 𝑹𝟐𝑴𝑭   0.0000  
FALSE POSITIVE RATE   0.0000  
TRUE POSITIVE RATE   0.0000  
TRUE NEGATIVE RATE  1.0000  
FALSE NEGATIVE RATE   1.0000  
Table 5.28: In‐sample metrics for parametric classifier performance, Port Elizabeth merchant data 
  
No positive cases were identified, either correctly or incorrectly. The false positive rates and 
true positive rates of 0 are testimony to this. Furthermore, every negative case was classified 
correctly and without error, as evidenced by the true negative rates and false negative rates 
of 100%. But in the context of the aforementioned metrics, this result is meaningless and does 
nothing to advocate for the classification utility of this model. Lastly, the performance of this 
multinomial  logistic  regression model upon  the evaluation data  set  are presented  in  table 
5.29. Because this model provides no predictive utility beyond that of an intercept‐only model 
further comparisons will not be conducted for it in later sections.  
   PREDICTED      
  
  
   YES   NO   NOT SURE   TOTAL  
YES   0   18   0   18  
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ACTUAL   NO   0   36   0   36  
NOT SURE   0  2  0  2  
TOTAL   0   56   0   56  
Table 5.29: Out‐of‐sample Port Elizabeth merchant confusion matrix   
  
The above classifications are as to be expected from a categorical intercept‐only model. Each 
new observation  is, without exception,  classified as belonging  to  the modal  category. As a 
result, the FPR, TPR, TNR and FNR all assume their most punitive values.  
   Nonparametric Model Results  
A nonparametric  conditional modal model was  fitted  to  the Port  Elizabeth merchant data, 
which comprised one dependent nominal variable, one independent nominal conditioner and 
eleven  independent  ordinal  conditioners.  Once  again,  the  Li  and  Racine  (2006)  ordered 
categorical  kernel was  used  for  the  ordinal  variables  and  the  Aitchison  and  Aitken  (1976) 
unordered  categorical  kernel was  used  for  the nominal  variables.  Conditioner  bandwidths 
were  assigned  using  the Hall  et  al.  (2004)  version  of  least  squares  cross‐validation.  These 
results are provided in table 5.30.  
VARIABLE   BANDWIDTH  
ESTIMATE, ?̂?   UPPER BOUND  
DEPENDENT VARIABLE     
Merchant has experienced bank card fraud  0.0559  0.6667 
CONDITIONERS     
Merchant category   0.9333   0.9375  
“The bank should take full responsibility of 
ensuring a customer’s card is safe”  
0.9999   1  
“Customers  must  play  a  major  role  in  ensuring 
their cards are safe”  
0.2450   1  
“Banks should work with merchants closely to 
fight against card fraud”  
<0.0001   1  
“We are aware customers run the risk of being 
defrauded when receiving services from us”  
0.3841   1  
“We have a defined security procedure of 
identification to ensure safe shopping”  
0.1143   1  
“It is difficult for merchants to put in place 
antifraud procedures as banks prefer their own 
measures”  
<0.0001   1  
“We work with banks to fight against card fraud”  0.7324  1  
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“We feel more has to be done to protect 
customers from being defrauded”  
0.2893   1  
“Most customers are informed about fraud”   0.4324   1  
“Most customers are informed about safe 
shopping habits”  
0.9999  1  
“Customers rarely think about the possibility of 
being defrauded"  
0.9999  1  
Table 5.30: Least squares cross‐validated bandwidths of dependent and independent conditioners 
  
The  performance  of  the  nonparametric  probabilistic  model  on  the  training  data  set  is 
summarized by the confusion matrix of table 5.31.  
   PREDICTED      
  
  
ACTUAL  
   YES  NO  NOT SURE   TOTAL 
YES   27   4   0   31  
NO   0   135   0   135  
NOT SURE   0  1  3  4  
TOTAL   27   140   3   170  
Table 5.31: In‐sample Port Elizabeth merchant confusion matrix     
  
The measures obtained from the nonparametric classifier’s training data set performance are 
good. Firstly, the overall correct classification ratio is 97.06%. The class‐specific classification 
ratio for “yes” cases is 87.10%, indicating that 27 of the 31 merchants who had experienced 
card fraud were classified correctly. All 135 of the merchants who had never encountered any 
fraudulent transactions were also correctly classified, hence a class‐specific classification ratio 
for “no” of 100%. Three quarters of the Port Elizabeth‐based merchants who had encountered 
anomalous  transactions  whose  legitimacy  they  were  uncertain  of  were  also  classified 
correctly. The McFadden R squared has an equally impressive value of 0.97. Since this value is 
so  close  to  1,  this  suggests  that  the  final model  specified  provides  exceptional  predictive 
utility.  
Table  5.32  provides  further metrics  for  the  in‐sample  performance  of  the  non‐parametric 
model.  
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ACCURACY   0.9706  
McFADDEN 𝑹𝟐𝑴𝑭   0.9700  
FALSE POSITIVE RATE   0.0000  
TRUE POSITIVE RATE   0.8710  
TRUE NEGATIVE RATE  1.0000  
FALSE NEGATIVE RATE   0.1290  
Table 5.32: In‐sample metrics for nonparametric classifier performance 
  
This  section  concludes  with  the  presentation  of  a  confusion matrix  summarizing  the  out‐
ofsample performance of the nonparametric polytomous classification method, in table 5.33.  
  
   PREDICTED      
  
  
ACTUAL  
   YES   NO   NOT SURE   TOTAL  
YES   2   16   0   18  
NO   2  34  0  36  
NOT SURE   0   2   0   2  
TOTAL   4   52   0   56  
Table 5.33: Out‐of‐sample Port Elizabeth merchant confusion matrix   
  
Of  the  18  fraudulent  observations,  only  two were  correctly  classified,  thereby  yielding  an 
outof‐sample true positive rate of 11.11% and a false negative rate of 88.89%. Out‐of‐sample 
accuracy  declined  to  64.29%,  whilst  the  correct  classification  ratio  for  the  category  “no” 
reduced to 94.44%.  
5.5.  BEST MODEL  
This section endeavours to answer the question of which of the two polytomous classification 
methods  is  best  suited  to  distinguish  victims  and  non‐victims  of  card  fraud,  and  thereby 
determine factors which play a significant role in merchants or bank cardholders susceptibility 
to bank card fraud. In sample and out‐of‐sample performance metrics are considered.  
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5.5.1.  Customer Data  
The  in‐sample  performance  for  both  the  parametric  and  nonparametric methodologies  is 
presented in table 5.34.  
   MULTINOMIAL LOGISTIC 
REGRESSION  
NONPARAMETRIC  
CONDITIONAL MODAL 
MODEL  
ACCURACY   0.7246  1.0000  
CCR “YES”   0.4833   1.0000  
CCR “NO”   0.8448   1.0000  
CCR “NOT SURE”   0.7419  1.0000  
McFADDEN 𝑹𝟐𝑴𝑭   0.4285   0.9999  
FALSE POSITIVE RATE   0.0952  0.0000  
TRUE POSITIVE RATE   0.4833   1.0000  
TRUE NEGATIVE RATE   0.9048   1.0000  
FALSE NEGATIVE RATE   0.5167  0.0000  
Table 5.34: Comparison of in‐sample performance of parametric and nonparametric classifiers 
  
Results  from  the  analysis  of  the  customer  survey  training  data  reveal  that  the  proposed 
nonparametric conditional model outperforms the multinomial logistic regression model. All 
of the calculated metrics attest to this. In fact, the nonparametric classifier scored 100% for 
every  appropriate measure,  with  a McFadden 𝑅𝑀𝐹2  of  0.9999  and  false  rates  of  0%.  The 
parametric classifier, on the other hand, demonstrated a diminished ability to identify positive 
cases, with a true positive rate below 50%. In addition, the McFadden 𝑅𝑀𝐹2 was only 0.4285.  
Table 5.35 provides the evaluation data set performance of the nonparametric and parametric 
classifiers. Although the parametric classifier has a slightly higher overall correct classification 
ratio (0.5072 versus 0.4783), the nonparametric classifier exhibits better classification ability, 
given the skewness of the data set. Its ability to correctly identify positive cases, as measured 
by the true positive rate, is three times greater than that of the multinomial logistic regression 
model.  
   MULTINOMIAL LOGISTIC 
REGRESSION  
NONPARAMETRIC CONDITIONAL 
MODAL MODEL  
ACCURACY   0.5072   0.4783  
CCR “YES”   0.2105  0.6316  
CCR “NO”   0.7436   0.4872  
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CCR “NOT SURE”   0.1818   0.1818  
FALSE POSITIVE RATE   0.1600   0.3400  
TRUE POSITIVE RATE   0.2105  0.6316  
TRUE NEGATIVE RATE   0.8400   0.6600  
FALSE NEGATIVE RATE   0.7895   0.3684  
Table 5.35: Comparison of out‐of‐sample performance of parametric and nonparametric classifiers 
  
This  is especially notable when one considers that the nonparametric classifier was able to 
identify  three  times  as  many  fraudulent  observations,  even  though  such  observations 
comprised only 28.99% of the training data set. The nonparametric method provides excellent 
classification, in‐sample, and superior overall performance for the evaluation data set and is 
therefore deemed the better classifier for the combined customer data. The nonparametric 
conditional modal model was able not only to reproduce the training data very well, but it also 
outperformed the multinomial logistic regression model which provided poorer results, out‐
of‐sample. This is further evidenced by a false negative rate more than twice as large as that 
of the nonparametric classifier. A high false negative rate is detrimental to the performance 
of a classifier as  it  implies  that  far more adverse observations will  remain undetected and 
continue to occur unabated. This is an important consideration, especially in the case of card 
fraud  where  the  associated  losses  are  not  only  explicit  and  direct  (financial  losses  to 
cardholders,  merchants  and  banks)  but  also  implicit  and  indirect  (national  employment 
capacity).  
5.5.2.  Merchant Data  
Johannesburg  
Table  5.36  gives  the  comparison  of  the  in‐sample  performance  measures  for  the  two 
classification methods.  
   MULTINOMIAL LOGISTIC 
REGRESSION  
NONPARAMETRIC 
CONDITIONAL MODAL 
MODEL  
ACCURACY   1.0000   0.9869  
CCR “YES”   1.0000   1.0000  
CCR “NO”   1.0000   1.0000  
CCR “NOT SURE”   1.0000   0.8824  
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McFADDEN 𝑹𝟐𝑴𝑭   0.9999   0.9868  
FALSE POSITIVE RATE   0.0000   0.0000  
TRUE POSITIVE RATE   1.0000   1.0000  
TRUE NEGATIVE RATE   1.0000   1.0000  
FALSE NEGATIVE RATE   0.0000  0.0000  
Table 5.36: Comparison of in‐sample performance of parametric and nonparametric classifiers 
  
The  performance  of  the  two  statistical  methodologies  upon  the  Johannesburg‐based 
merchants  training  data  indicates  that  they  are  fairly  evenly  matched.  The  classification 
performance of  the nonparametric model  is betrayed by misclassification  for  the outcome 
“not sure”, thereby affecting model accuracy (0.9869 versus 1.0000).  
Table 5.37 provides a side‐by‐side comparison of the evaluation data set performance of the 
two competing classifiers.  
   MULTINOMIAL LOGISTIC 
REGRESSION  
NONPARAMETRIC 
CONDITIONAL MODAL 
MODEL  
ACCURACY   0.4706   0.5294  
CCR “YES”   0.6500  0.4500  
CCR “NO”   0.4583   0.7500  
CCR “NOT SURE”   0.0000   0.0000  
FALSE POSITIVE RATE   0.4194  0.3871  
TRUE POSITIVE RATE   0.6500   0.4500  
TRUE NEGATIVE RATE   0.5806   0.6129  
FALSE NEGATIVE RATE   0.3500  0.5500  
Table 5.37: Comparison of out‐of‐sample performance of parametric and nonparametric 
classifiers  
  
Out‐of‐sample, the nonparametric conditional modal model yields a marginal improvement 
on  accuracy  to  52.94%,  compared  to  the  multinomial  logistic  regression  model’s  overall 
correct classification ratio of 47.06%. As quantified by the true positive rate, the ability of the 
parametric  model  to  identify  fraudulent  observations  exceeds  that  of  the  nonparametric 
classifier.  In  fact,  the  latter  only  classified  less  than  half  of  the  fraudulent  observations 
correctly. This indicates that, although both models provide excellent fits for the training data, 
the multinomial logistic regression model is better suited towards making generalizations and 
drawing inference from novel data, in the case of Johannesburg merchants. The parametric 
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model  also  resulted  in  a  lower  rate  of  false  negatives,  of  35%,  as  opposed  to  the 
nonparametric model’s rate of 55%.  
  
  
  
Port Elizabeth  
The optimal multinomial logistic regression model is the intercept‐only model, which provides 
no  classification  utility  and  therefore  precludes  it  from  contention.  The  nonparametric 
classifier is thereby deemed the more suitable of the two techniques for predicting the card 
fraud  experience  of  Port  Elizabethan  merchants.  Nonetheless,  table  5.38  provides  a 
comparison between the in‐sample performances of the two classification methods.  
   MULTINOMIAL LOGISTIC 
REGRESSION  
NONPARAMETRIC  
CONDITIONAL MODAL 
MODEL  
ACCURACY   0.7941   0.9706  
CCR “YES”   0.0000   0.8710  
CCR “NO”   1.0000   1.0000  
CCR “NOT SURE”   0.0000   0.7500  
FALSE POSITIVE RATE   0.0000   0.0000  
TRUE POSITIVE RATE   0.0000  0.8710  
TRUE NEGATIVE RATE   1.0000   1.0000  
FALSE NEGATIVE RATE   1.0000   0.1290  
Table 5.38: Comparison of in‐sample performance of parametric and nonparametric classifiers 
  
As  is  to  be  expected,  owing  to  it  being  an  intercept‐only  model,  the multinomial  logistic 
regression model classifies every observation as belonging to the unconditional mode. In this 
case, the class of merchants who had not experienced bank card fraud. As a result of this, the 
accuracy and class‐specific correct classification ratio for “no” are exceptionally high at 79.41% 
and  100%,  respectively.  However,  due  to  the  fact  that  the model  specification  precludes 
identification  of  the  other  classes,  the  model  yields  the  worst  possible  outcome  for  the 
remaining performance metrics. In stark contrast to this, the nonparametric modal matched 
the parametric model’s  correct  classification  ratio  for  “no”,  its  false positive  rate and  true 
negative rate. In every other performance metric, the nonparametric approach was superior 
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in its ability to positively identify a large proportion of fraud victims whilst also keeping false 
alarms at a minimum.  
  
  
   MULTINOMIAL LOGISTIC 
REGRESSION  
NONPARAMETRIC  
CONDITIONAL MODAL 
MODEL  
ACCURACY   0.6429  0.6429  
CCR “YES”   0.0000   0.1111  
CCR “NO”   1.0000   0.9444  
CCR “NOT SURE”   0.0000  0.0000  
FALSE POSITIVE RATE   0.0000   0.0526  
TRUE POSITIVE RATE   0.0000   0.1111  
TRUE NEGATIVE RATE   1.0000  0.9474  
FALSE NEGATIVE RATE   1.0000   0.8888  
Table 5.39: Comparison of out‐of‐sample performance of parametric and nonparametric 
classifiers  
  
Table  5.39  assesses  how  the  respective  model  specifications  perform  in  classifying  novel 
observations. On the overall correct number of classifications, the two techniques are evenly 
matched,  at  64.29%  each.  However,  further  inspection  reveals  that,  for  the  multinomial 
logistic  regression  model,  this  was  achieved  by  indistinctly  classifying  each  case  as 
nonfraudulent.  64.29%  observations  belong  to  this  class.  Subsequently,  the  remaining 
performance metrics  for  the  logistic  regression model are  identical  to  those stated  for  the 
training data. In the case of the conditional modal model, there are deteriorations in each of 
the performance metrics. Of concern is an increase in the false negative rate from 12.90% to  
88.88%. This indicates that a greater percentage of positive cases are being misclassified.  
5.6.  SIGNIFICANT VARIABLES  
The  best  performing  statistical  methodology  for  each  of  the  three  data  sets,  namely  the 
combined Johannesburg and Port Elizabeth customer fraud survey, the Johannesburg‐based 
merchant  survey  and  the  Port  Elizabeth‐based  merchant  survey,  will  now  be  used  to 
determine which factors are most significantly associated with experiences of bank card fraud. 
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For the merchant data, we also  investigate which factors are common to both cities under 
investigation, which are idiosyncratic and which are universally irrelevant.  
  
  
  
5.6.1.  Customer Data  
In the previous section, the best classifier for the combined customer data was discovered to 
be the nonparametric conditional modal model. We now present an analysis of the factors 
investigated in the questionnaire, as they pertain to customer fraud risk.  
CONDITIONER  
BANDWIDTH 
ESTIMATE, 
𝝀 ̂ 
UPPER 
BOUND  
PERCENTAGE  
OF UPPER  
BOUND  
𝒑‐VALUE  
Residential area   0.3765   0.6667   56.4750   0.0576  
Age category   0.0144   1.0000   1.4400   <2.22ൈ 10െ6 
Marital Status   0.5213   0.8000   65.1625   <2.22ൈ 10െ6 
Highest level of education   0.2843  1.0000  28.4300  0.0025 
Race   0.0019   0.8000   0.2375   <2.22ൈ 10െ6 
Gender   0.0749   0.5000   14.9800   <2.22ൈ 10െ6 
Income per annum   0.9999   1.0000   99.9999   <2.22ൈ 10െ6 
“I make sure that any 
activity that involves my 
card is done in my 
presence”  
0.6667  0.6667  100.0000   0.3734 
“I avoid shopping at 
certain merchants to 
protect my card from 
fraudulent acts”  
0.0045  0.6667  0.6750  <2.22ൈ 10െ6
“I only use my card at 
certain times of the day 
due to fraud risk”  
<0.0001   0.6667   1.0683ൈ 10െ5   <2.22ൈ 10െ6 
“I allow certain family 
members access to my 
card details, including the 
PIN”  
0.6054   0.6667   90.8100   <2.22ൈ 10െ6 
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“The majority of 
merchants follow security 
procedures to make sure 
that the shopping process  
is safe”  
0.2979   0.6667   44.6850   <2.22ൈ 10െ6 
“I am aware of the 
potential for fraud when  
shopping”  
0.1959   0.6667   29.3850   0.0451  
“I have heard of 
friends/relatives whose 
accounts were defrauded”  
0.3481   0.6667   52.2150   <2.22ൈ 10െ6 
“I am aware of my bank’s 
insistence on security  
0.0006   0.6667   0.0900   <2.22ൈ 10െ6 
measures to ensure 
transactions are fraud free”  
       
“I believe the bank has 
done enough to ensure 
safe transactions while 
shopping”  
0.3988  0.6667  59.8200  0.0075 
“I believe only irresponsible 
people fall victim to 
fraudulent transactions”  
0.6667   0.6667   100.0000   <2.22ൈ 10െ6 
“I check my account 
statements regularly for 
any suspicious 
transactions”  
0.0483   0.6667   7.2450   <2.22ൈ 10െ6 
“The bank should take full 
responsibility for ensuring 
that a customer’s card is 
safe”  
0.9999   1   99.9999   0.0050  
“Customers must play a 
major role in ensuring their 
cards are safe”  
0.9421   1   94.2100   <2.22ൈ 10െ6 
“Banks should work with 
merchants to avoid card 
fraud”  
0.9999  1  99.9999  <2.22ൈ 10െ6
5.40: Least square cross‐validated bandwidths of dependent and independent conditioners, both 
relevant and irrelevant  
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In addition to the goodness‐of‐fit metrics, a test of significance test, as proposed by Racine et 
al. (2006), was also conducted for the specified nonparametric model. The resultant 𝑝‐values 
corresponding to each of the risk  factors  is provided within the table. As can be seen, at a 
conventional significance level of 𝛼 ൌ 0.05, most of the factors are significant. The only two 
exceptions  are  a  cardholder’s  residential  area  (𝑝‐value  =  0.0576)  and  whether  or  not  a 
cardholder ensures that any activity involving their bank card is conducted in their presence 
(𝑝‐value = 0.3734).  
Recall that Hall et al.’s (2004) version of least squares cross‐validated bandwidth selection acts 
as a de facto dimension reduction tool by assigning relatively large bandwidths to irrelevant 
covariates, thereby oversmoothing them and reducing their contribution to a given model. 
Relevant covariates are assigned smoothing parameters of a conventional magnitude.  
The  estimated  bandwidths  arising  from  the  nonparametric  analysis  indicate  that,  for  the 
customer  survey data,  of  the  twenty one  candidate  conditioners,  seven have  conditioners 
whose estimated bandwidths are greater than 80% of their bandwidth upper limits. In fact, of 
these conditioners, the one for which the estimated bandwidth is the smallest proportion of 
its bandwidth upper limit still has an estimated parameter which is 90.81% of its upper limit. 
These seven covariates, in ascending order of estimated irrelevance, are “I allow certain family 
members access to my card details, including the PIN” (90.81%), “customers must play a role 
in ensuring their cards are safe” (94.21%), income per annum (99.99%), “the bank should take 
full responsibility for ensuring that a customer’s card is safe” (99.99%), “banks should work 
with merchants to avoid card fraud” (99.99%), “I make sure that any activity that involves my 
card  is done  in my presence”  (100%) and “I believe only  irresponsible people  fall victim to 
fraudulent transactions” (100%). It is interesting to note that cardholders who felt varying and 
polarised degrees of responsibility for the safety of their cards were no more or less exposed 
to  fraudulent  transactions  than each other. Of  little surprise  is  the  fact  that,  the extent  to 
which  customers  believe  that  banks  and  merchants  should  be  more  closely  aligned  in 
combatting card fraud has no bearing in any individual cardholder’s risk of fraud. Intuitively, 
this  makes  sense  since  bank‐merchant  collaboration  is  a  factor  which  is  external  to  a 
cardholder’s domain of control and where the direction of  influence works  in the opposite 
direction i.e. resolutions resulting from bank‐merchant collaboration would serve to influence 
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individual  cardholders’  retail  experiences,  whilst  only  being  informed  by  cardholders’ 
behaviour and safety profiles at aggregated, homogeneous levels.  
The  seven  most  pertinent  variables,  in  ascending  order  of  the  estimated  smoothing 
parameter’s relative magnitude are “I only use my card at certain times of the day due to fraud 
risk”  (൏ 0.0001%),  “I  am  aware  of  my  bank’s  insistence  on  security  measures  to  ensure 
transactions are fraud free” (0.09%), race (0.24%), “I avoid shopping at certain merchants to 
protect my  card  from  fraudulent  acts”  (0.68%),  age  category  (1.44%),  I  check my  account 
regularly for any suspicious transactions” (7.25%) and gender (14.98%). The inclusion of age 
and  gender  as  relevant  variables  is  in  line  with  the  findings  of  other  studies  in  this  area 
(Sanchez et al., 2009; Pulina and Paba, 2010). What is of interest is how customer awareness 
of banks’ anti‐fraud measures and guidelines is associated with fraud risk. One explanation for 
this could be that those customers who are nescient of bank‐recommended safety procedures 
are,  as  a  result  of  their  ignorance,  less  likely  to  exercise  vigilance  when  conducting 
transactions, thereby increasing their exposure.  
For  instance, a  scarcely publicized method by which would‐be card  fraudsters obtain bank 
client account data is that of card skimming. Card skimming occurs when information encoded 
on the magnetic strip of a legitimate bank card is illegally copied with the objective of using 
the data to encode a counterfeit card for  illicit transactions (SABRIC, 2014). Card skimming 
devices present in two guises; handheld and ATM mounted skimming devices. The former is 
small enough to fit into the palm of a hand can easily be concealed inside a pocket. Criminals 
often collude with the staff of retailers, entertainment centres, petrol stations and restaurants 
who  then  skim  the  cards  of  customers  at  points  of  sale  (SABRIC,  2010).  Handheld  card 
skimming devices are about six times more prevalent in the Gauteng province than they are 
in the Eastern Cape (SABRIC, 2014). ATM mounted skimming devices are manufactured such 
that  they match  the appearance and  feel of an ATM  in order  to more easily deceive bank 
cardholders.  An  awareness  of  these  methods,  by  bank  clients,  of  these  stealthy  but 
underreported methods of card fraud is very important. Since these transactions, and hence 
opportunities for fraudsters present themselves daily, cardholders’ vigilance and awareness 
of  their  environment  (e.g.  the  appearance  and  feel  of  their  banks’  ATMs)  is  impactful  in 
reducing their susceptibility to card fraud.  
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5.6.2.  Merchant Data  
Johannesburg  
The analyses from preceding sections revealed that the parametric classifier provides better 
classification  performance,  given merchant  perceptions,  attitudes  and  behaviours,  as  they 
pertain to bank card fraud risk. This section uses the parametric methodology to investigate 
the relevance and impact of each factor upon fraud risk.  
The final multinomial logistic regression model was selected by way of backwards elimination 
using the Akaike Information Criteria. Several variables were identified as being germane for 
predicting  a  Johannesburg merchant’s  experience  of  fraud. What  follows  is  based  on  the 
summary provided in table 5.16.  
First,  those  conditioners  which  provide  the  least  utility  in  estimating  the  conditional 
probability of Johannesburg‐based merchants’ card fraud risk are considered. Of the twelve 
candidate conditioners, only one of them was deemed irrelevant by the backwards selection 
procedure. The sole irrelevant variable identified was the extent to which a merchant agreed 
with the statement “it is difficult for merchants to put in place anti‐fraud procedures as banks 
prefer their own measures”. Recalling that the model 𝛽 estimates provide the log odds ratio, 
the results  reveal  that  the  log odds of a merchant not being a victim of  fraud decrease by 
478.072  when  one  compares  “furniture,  home  furnishings  and  appliance  stores,  except 
appliances” to the reference level merchant category of “airline company”. Furthermore the 
log odds of a merchant evading fraudulent transactions increase by 248.704 if the merchant 
agrees, rather than strongly agrees, with the statement “we are aware customers run the risk 
of being defrauded when receiving services from us”. For a merchant who disagrees with the 
statement “we work with banks to fight against card fraud”, the log odds of not falling prey to 
fraudsters decrease by 3436.359, when compared to a merchant who does work with banks. 
The finding that the degree to which merchants actively cooperate and collaborate with banks 
has an impact on merchants’ fraud risk should come as little surprise as this has a direct effect 
on  the  ease  with  which  fraudulent  card  transactions  can  be  successfully  conducted. 
Merchants who have a defined security procedure of identification increase their log odds of 
remaining fraud‐free by 1760.765. This result is intuitive as fraudsters rely on their ability to 
successfully assume the identity of legitimate cardholders, to whatever extent is necessary, in 
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order  to  accomplish  their  objectives.  Lastly,  strong  recognition  of  the  fact  that  ensuring 
customer card safety isn’t solely the responsibility of the bank results in an increase of 398.122 
in the log odds of a merchant avoiding card fraud.  
For the most part, the magnitudes and signs (which indicate the relational direction) of the 
coefficients for each of the merchant perceptions, attitudes and behaviours are intuitive. For 
instance, one would expect that, where a merchant believes in a commensurate apportioning 
of responsibility for ensuring card safety or, where a merchant is not of the opinion that they 
are  impervious  to  fraud  (and  therefore  acts  accordingly),  then  the  fraud  risk  for  such 
merchants should be  relatively  lower. These  intuitions are borne out well  in  the data. The 
statistical  analysis  also  resulted  in  some  counter‐intuitive  findings.  Primarily,  the  less  a 
merchant believes in the importance of bank‐merchant collaboration in combatting card fraud 
and the less they believe that cardholders should assume a central role in the safety of their 
cards, the less susceptible such a merchant is to card fraud. Perhaps the latter of these findings 
indicates that those merchants who are less likely to accredit customers with responsibility 
for their bank cards are also more likely to assume this additional burden upon themselves. 
At least for the duration of the transaction.  
Port Elizabeth  
For the Port Elizabeth merchant training data, table 5.41 presents the estimated bandwidths 
for each of the candidate conditioners, relevant and irrelevant, as well as the magnitudes of 
these estimates relative to the bandwidths’ respective upper bounds.  
CONDITIONER  
BANDWIDTH  
ESTIMATE, 
?̂?  
UPPER 
BOUND  
PERCENTAGE  
OF UPPER  
BOUND  
𝒑‐VALUE 
Merchant category   0.9333   0.9375   99.5520   <2.22ൈ 10െ6 
“The bank should take full  
responsibility of ensuring a customer’s 
card is safe”  
0.9999   1   99.9999   <2.22ൈ 10െ6 
“Customers must play a major role in 
ensuring their cards are safe”  
0.2450  1  24.5000   <2.22ൈ 10െ6
“Banks should work with merchants 
closely to fight against card fraud”  
<0.0001   1   <0.0001   <2.22ൈ 10െ6 
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“We are aware customers run the risk 
of being defrauded when receiving 
services from us”  
0.3841   1   38.4100   <2.22ൈ 10െ6 
“We have a defined security procedure 
of identification to ensure safe 
shopping”  
0.1143   1   11.4300   <2.22ൈ 10െ6 
“It is difficult for merchants to put in 
place anti‐fraud procedures as banks 
prefer their own measures”  
<0.0001  1  <0.0001   <2.22ൈ 10െ6
“We  work  with  banks  to  fight  against 
card fraud”  
0.7324   1   73.2400   <2.22ൈ 10െ6 
“We feel more has to be done to 
protect customers from being 
defrauded”  
0.2893   1   28.9300   <2.22ൈ 10െ6 
“Most customers are informed about 
fraud”  
0.4324   1   43.2400   <2.22ൈ 10െ6 
“Most customers are informed about 
safe shopping habits”  
0.9999   1   99.9999   0.1228  
“Customers  rarely  think  about  the 
possibility of being defrauded"  
0.9999  1  99.9999   <2.22ൈ 10െ6
5.41: Least square cross‐validated bandwidths of dependent and independent 
conditioners, both relevant and irrelevant  
  
  
The results of the statistical test of significance indicate that all of the retained variables, bar 
one, are significant at 𝛼 ൌ 0.05. There is insufficient evidence to support the notion that the 
extent to which a merchant believes that the majority of their customers are informed about 
safe shopping habits is provides any predictive utility for a merchant’s fraud risk. Seemingly, 
this  belief  about  the general wariness  of  their  patrons has  negligible direct effects  on  the 
likelihood of a merchant observing fraudulent transactions.  
This analysis proceeds with the identification of those conditioners which are irrelevant to the 
problem of estimating the conditional fraud risk for Port Elizabeth merchants. Of the twelve 
candidate  covariates,  least  squares  cross‐validation  identified  four  which  provide  no 
predictive  utility.  These  are merchant  category  as  well  as  the  extent  to  which merchants 
agreed with the statements “the bank should take full responsibility of ensuring a customer’s 
card  is  safe”,  “most  customers  are  informed  about  safe  shopping  habits”  and  “customers 
rarely  think  about  the  possibility  of  being  defrauded”.  All  of  these  factors  had  estimated 
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bandwidths  whose  magnitude  exceeded  99%  of  their  upper  bounds.  The  merchants’ 
perception of customer vigilance appears to have no bearing on how likely a merchant is to 
experience card fraud. This should come as little surprise when one considers that this  is a 
perception relating to something which is external to the merchants and in direct control of 
the customers.  In other words, whether or not a merchant believes cardholders engage  in 
risk‐reducing  behaviours  has  no  influence  on  the  reality.  Further  to  this,  unlike  in  the 
Johannesburg metropolitan area, in Port Elizabeth it is not possible to relate the category of a 
merchant to their relative fraud risk. This implies a uniformity in the distribution of fraud risk 
amongst the different merchant categories, as per table 5.5. Given the low relative share of 
annual  fraud  losses  attributable  to  the  Eastern Cape  from  a  national  perspective  (SABRIC, 
2014), the lack of clustering of fraudulent transactions at specific merchant types may indicate 
that  fraudsters  within  the  Eastern  Cape  are  more  opportunistic  and  less  organised  and 
syndicated than those in Gauteng.  
A fifth covariate, the degree to which merchants believe that they work with banks to fight 
card fraud, also contributed very little to the nonparametric model’s classification ability. The 
estimated bandwidth was 0.732, relative to an upper bound of 1. One possible explanation of 
the  confounding  effect  attributable  to  this  conditioner  pertains  to  the  distribution  of 
fraudulent transactions for this variable. The majority of merchants who had been victims of 
fraud (87.76%) either asserted or strongly asserted that they collaborated with banks in the 
fight  against  fraud.  But  the  same was  also  true  of  those merchants who  had  never  been 
defrauded; a majority of these merchants (73.68%) also agreed or strongly agreed with the 
aforesaid statement.  
The  seven  remaining  conditioners  provide  classification  utility,  as  evidenced  by  their 
smoothing parameters. In ascending order of relative bandwidth size, these are “it is difficult 
for  merchants  to  put  in  place  anti‐fraud  measures  as  banks  prefer  their  own  measures” 
(<0.0001%), “banks should work with merchants closely to fight against card fraud”  
(<0.0001%), “we have a defined security procedure of identification to ensure safe shopping” 
(11.43%), “customers must play a major role in ensuring their cards are safe” (24.50%), “we 
feel more has  to  be done  to protect  customers  from being  defrauded”  (28.93%),  “we  are 
aware customers run the risk of being defrauded when receiving services from us” (38.41%) 
and “most customers are informed about card fraud” (43.24%). The finding that the degree 
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to which merchants experience difficulty in installing their own fraud prevention systems has 
a significant impact on merchants’ fraud risk should come as little surprise as this has a direct 
effect on the ease with which fraudulent card transactions can be successfully conducted. One 
attitude which significantly influences card fraud is the degree to which merchants are willing 
participate  and  cooperate  with  banks’  fraud  prevention  strategies.  A  joint  effort  from  all 
agents involved in the card transactions chain is fundamental towards minimizing both card 
fraud incidents as well as the total monetary loss as a result.  
In summary the analysis of the data for the Port Elizabeth‐based merchants considered twelve 
conditioners  and  found  that  four  of  these  were  covariants  are  irrelevant,  seven  provide 
predictive  utility  and  one  induces  and  effect  which  is  not  particularly  pronounced.  This 
reduced set of influential attitudes and behaviours indicates that any efforts at combatting 
card  fraud experienced by merchants  in  the Port Elizabeth metropolitan area can be more 
narrowly focussed and targeted.  
5.6.3. Comparison: Significant Variables, Johannesburg and Port 
Elizabeth Merchants  
Table 5.42 presents the candidate variables associated with fraud, for both Johannesburg and 
Port Elizabethan merchants.  
CONDITIONER   JOHANNESBURG   PORT ELIZABETH  
Merchant category   Y  ‐  
“The bank should take full 
responsibility of ensuring a 
customer’s card is safe”  
Y   ‐  
“Customers must play a major 
role in ensuring their cards are 
safe”  
Y  Y  
“Banks should work with 
merchants closely to fight against 
card fraud”  
Y   Y  
“We are aware customers run the 
risk of being defrauded when 
receiving services from us”  
Y  Y  
“We have a defined security 
procedure of identification to 
ensure safe shopping”  
Y   Y  
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“It is difficult for merchants to put 
in place anti‐fraud procedures as 
banks prefer their own 
measures”  
‐   Y  
“We work with banks to fight 
against card fraud”  
Y   ‐  
“We feel more has to be done to 
protect customers from being 
defrauded”  
Y   Y  
“Most customers are informed 
about fraud”  
Y  Y  
“Most customers are informed 
about safe shopping habits”  
Y   ‐  
“Customers rarely think about  
the possibility of being defrauded” 
Y   ‐  
Table 5.42: Significance of candidate conditioners for Johannesburg and Port Elizabeth merchants 
  
A  comparison  of  the  results  in  table  5.42  reveals  the  following;  of  the  twelve  candidate 
variables,  there  are  five  conditioners  which  are  relevant  for  providing  an  indication  of 
Johannesburg‐based  merchants’  fraud  risk  only;  there  exists  only  one  covariate  which  is 
significant  for  Port  Elizabeth‐based  merchants  only;  six  conditioners  provide  universal 
predictive and classification utility for the fraud risk of merchants based in either metropolitan 
area; there are no variables which are dually irrelevant in both metropolitan areas.  
The  five  Johannesburg‐idiosyncratic  conditioners  are  “merchant  category”,  the  degree  to 
which merchants believed that they collaborate with banks in the fight against card fraud as 
well as the extent to which merchants agreed with the statements “the bank should take full 
responsibility of ensuring a customer’s card is safe”, “most customers are informed about safe 
shopping  habits”  and  “customers  rarely  think  about  the  possibility  of  being  defrauded”. 
Merchants  who  believe  that  the  full  responsibility  for  customer  card  safety  should  be 
shouldered by banks exposes these merchants to greater fraud risk. This is supported by an 
increase of 398 for the log odds of not experiencing fraud, for Johannesburg merchants who 
strongly disagree rather than strongly agree with the aforementioned statement. Intuitively 
this makes sense, since such a stance may coincide with a greater tendency towards moral 
hazard on the part of merchants. They may be  less careful about how transactions at their 
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establishments are concluded at the point of sale. Furthermore, these same merchants may 
be more lax with regards to the monitoring and conduct of their own staff at point of sale, 
since it is often retail staff, in conjunction with fraudsters who are responsible for handheld 
skimming. This is especially pertinent for Johannesburg where the vast majority of handheld 
skimming devices  retrieved  in  South Africa have  repeatedly been  recorded  (SABRIC,  2013; 
SABRIC, 2014).  
  
Source: SABRIC, 2014     
Geographic Distribution by Province 
 
Year 
   Eastern Cape   Gauteng   KwaZulu Natal   Western Cape 
Figure 5.14: SA issued credit card fraud per province  
  
Merchant type also seems to be a reliable indicator of the likelihood of a merchant observing 
fraudulent transactions. Even though South Africa’s economy is only the third largest on the 
African continent (International Monetary Fund, 2016) Johannesburg continues to produce 
economic output greater than any other city on the continent. This dominance is expected to 
continue until at least 2030, where the city’s GDP is expected to be around US$ 196 billion, 
rivalled by Cairo’s expected economic production of US$ 168 billion (Oxford Economics, 2016). 
As pertains to card fraud, the primacy of Johannesburg as an economic powerhouse is further 
attested to by the fact that the Gauteng province’s annual share of credit card fraud in South 
Africa, from 2006 to 2015, has never been less than 53% (SABRIC, 2014). That the merchant 
type provides utility in predicting card fraud risk is substantiated by and made all the more 
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expected by the data. Card transactions in Johannesburg are vast, not only by number but also 
by financial value. This provides the perfect cover for fraudsters to profit from illicitly acquired 
card  details.  As  per  the  survey  conducted  for  the  current  research,  only  6%  of  car  rental 
companies, 33% of  liquor stores, 33% of petroleum/petroleum product merchants, 33% of 
drinking  places  and  44%  of  electronic  sales  merchants  had  never  been  the  victim  of  a 
fraudulent bank card transaction.  
The  only  covariate  which  was  significantly  associated  with  fraud  risk  for  Port  Elizabeth 
merchants only, is the degree to which merchants perceive there to be difficulties in instating 
their own fraud prevention alongside or in lieu of those of the bank. The estimated bandwidth 
of this conditioner  is  less than 1% of the bandwidth’s upper bound value. This provides an 
indication  of  the  significance  of  this  conditioner’s  contribution  towards  informing  the 
functional form of the conditional fraud risk. Where merchants, who presumably have greater 
insight into their industries, operations and vulnerabilities, are hindered in their attempts to 
instate  relevant  fraud mitigation procedures or  technologies,  it  stands  to  reason  that such 
merchants’ susceptibility and risk of fraudulent transactions would increase.  
There were no variables which provided no  classification ability  in  at  least one of  the  two 
metropolitan areas.  
Lastly, the variables which were discovered to provide universal predictive and classification 
utility, and could conceivably provide focal points for future educational campaigns, were the 
realization that “customers run the risk of being defrauded when receiving services from us”, 
beliefs such as “customers must play a major role  in ensuring their cards are safe”, “banks 
should work with merchants closely to fight against card fraud”, “we feel more has to be done 
to protect customers from being defrauded” and “most customers are informed about safe 
shopping  habits”,  as  well  as  the  behaviour  of  having  “a  defined  security  procedure  of 
identification to ensure safe shopping”. It should come as little surprise that those merchants 
who are cognisant of  the possibility  for customers  to  fall prey  to  fraud, even on their own 
premises, are in a better position from which to act proactively than those who simply deny 
or are nescient of the possibility. This is further supported by the fact that, for Johannesburg 
merchants,  the  log odds of not experiencing  fraud decrease by 857.43 when one  strongly 
disagrees that there is a likelihood of fraudulent transactions occurring on their premises, as 
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opposed  to  strongly  agreeing  with  it.  Many  of  those  same  merchants  who  make  no 
misrepresentations about the ubiquitous threat of  fraud would also, as expected, be more 
likely to have some security procedures in place for the purpose of mitigating fraud risk. In 
either city, Johannesburg or Port Elizabeth, awareness of bank card fraud and the decision to 
instate proactive measures seem to provide some indication as to how vulnerable merchants 
are to fraudulent transactions.  
As the results showed earlier, in line with previous research on card fraud experience for South 
African  cardholders  (Inscoe,  2014),  whether  a  bank  client  exhibits  low‐risk  or  high‐risk 
behaviour  this does not  seem to  impact  fraud experience significantly. As  sophisticated as 
banks’ payment  systems have become  in  recent  times,  likewise  criminals are  continuously 
adapting and their operations are of commensurate complexity. Indeed, in many cases, the 
criminals are ahead of the fraud prevention efforts of the banks, as evidenced by the banks’ 
reactionary responses to the innovations of fraudsters. It is true that bank clients are advised 
to become aware of the appearance and feel of their bank’s ATM, so that they may be wary 
and vigilant of ATM‐mounted skimming devices. Furthermore, it is also true that bank clients 
are cautioned against letting their cards out of their site when at point of payment, because 
of handheld card skimmers. But, what of the threats at point of sale that neither cardholder 
nor merchant have any control over? For instance, in October 2013, the Payments Association 
of South Africa reported that  they’d detected malicious software on the servers of various 
South African  fast  food outlets  (McLeod,  2013).  The malware  recorded and  replicated  the 
magnetic stripe data of bank cards which were used at the fast food outlets and transmitted 
it to a European crime syndicate, where it could then be used to produce counterfeit bank 
cards. This security breach resulted in the loss of tens of millions of rands by South African 
banks (Goodin, 2013).  
If  this  is an  indication of security vulnerabilities which are out of  individual merchants and 
cardholders’ realm of influence, an additional source of peril arises from those threats which 
strike at the centre of bank account data; at the banks themselves. On May 15 2016, Standard 
Bank of South Africa suffered a card fraud loss of ZAR 300 million (Kottasova, 2016). The loss 
occurred in Japan and was orchestrated over three hours, between 05:00 and 08:00, Japan 
Standard  Time  (Naidoo,  2016).  It  involved  100  people,  1,400  ATMs  and  1,600  counterfeit 
credit cards. The breach was possibly aided by the existence of security vulnerabilities within 
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Standard Bank’s systems. As stated by Jacques van Heerden of Global Technology Security 
Provider,  “the  fault  doesn’t  lie with  the  cardholder”  as  it  related  to  bank‐specific  security 
shortcomings. Further indications of inadequate security at banks, specifically those beyond 
the shores of South Africa, relate to the Society for Worldwide Interbank Financial  
Communications (SWIFT) vulnerabilities which have increasingly come to light, as of late  
(Riley, 2016). But since these pertained to interbank deposits and not thefts from individual 
cardholders,  they  do  not  fall  within  the  scope  of  fraud  experienced  on  bank  cardholder 
accounts.  
A form of malware, named Skimer, first identified in 2009, which was extensively distributed 
between  2010  and  2013  has  come  to  the  fore  again  (Kapersky,  2016).  Skimer  effectively 
transforms  an  ATM  into  a  skimming  device  which  is  physically  indistinguishable  from  an 
uncompromised machine. This  renders  the advice espoused and disseminated by banks  to 
their cardholders impotent in avoiding falling prey to such fraud. The malware gains access to 
a  bank’s ATM  system either  physically  or  by way  of  the bank’s  internal  network  and may 
remain dormant for several months, where it can collect the requisite data from cards in the 
ATM as well as the PIN codes.  
Figure 5.15 provides an illustration of the manner in which fraudulent transactions have been 
conducted on South African issued credit cards from 2006 to 2014 (SABRIC, 2014).  
  
Source: SABRIC, 2014  
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SA Issued Credit Card Fraud per Fraud Type 
 
Year 
Lost and/or StolenNRI  (Not Received  Issued)False Application 
Fraud 
CounterfeitAccount TakeoverCNP (Card Fraud Present) 
Figure 5.15: SA issued credit card fraud per fraud type 
  
The data shows that the majority of card fraud losses emanated from counterfeit cards and 
CNP fraud, comprising 89% and 70% of fraud losses in 2013 and 2014, respectively. The fact 
that both of  these  fraud techniques can be successfully enacted by compromising systems 
which require neither bank cardholders nor merchants’ involvement provides further support 
to the notion that card fraud is, for the most part, independent of the behaviours, attitudes 
and beliefs of transactions stakeholders.  
The  statistical models  considered and  fitted  to  each of  this  study’s  cohorts  provided good 
insample fits. This performance though, was often not as well matched when the classifiers 
were tested upon novel, out‐of‐sample data. Although the models were able to provide some 
indication of covariates which are informative of cardholders’ and merchants’ fraud risk, the 
out‐of‐sample results indicate that the attitudes, perceptions and behaviours considered may 
not be representative of the entirety of the relevant risk factors. The previous paragraphs hint 
at additional risk factors which are exogenous to either of the study’s cohorts and far beyond 
their  realms of  control.  It  is  also worth noting  the millions of people contained within  the 
Johannesburg metropolitan  and Nelson Mandela  Bay metropolitan  areas,  collectively.  The 
cohorts  used  within  this  study  constitute  an  extremely  small  proportion  of  the  overall 
populations and, by extension, the number of banked individuals or merchants with point of 
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sale facilities. Concomitantly, it is not implausible that the samples utilised within this study 
might  contain  unique  over‐representations  of  certain  perceptions,  behaviours  and 
socioeconomic  factors or demographic groups, and under‐representation of others. Such a 
composition would, in turn, fail to replicate characteristics inherent within the population for 
which inference is to be made.  
Nonetheless, the knowledge of the risk factors identified herein is important to the reduction 
and eradication of fraudulent transactions wherein either the unwitting involvement of the 
merchant or cardholder is necessary.  
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6.  CONCLUSION AND FURTHER WORK  
Bank  card  fraud,  in  its  entirety, may  never  be  fully  eliminated.  This  is  not  just  as  a  result  of 
criminals’  ingenuity  and  rapid  adaptability,  but  also  because,  as  already  mentioned,  the 
resources and opportunity costs involved in doing so would exceed the benefit obtained. But the 
frequency  of  fraudulent  incidents  as  well  as  the  monetary  consequences  can  be  mitigated 
somewhat.  
A comparison of the two statistical methodologies upon the customer and merchant data sets, 
revealed  that,  for  the  training  data,  the nonparametric  classifier  outperforms  the parametric 
classifier. Out of sample, the nonparametric conditional modal regression resulted in superior 
performance metrics for two of the three data sets, namely the combined cardholder data and 
the Port Elizabeth merchant data. The multinomial logistic regression model provided the best 
performance for the Johannesburg merchant evaluation data set. Unfortunately, although the 
in‐sample  performance  of  both  statistical  methodologies  was  good,  this  classification  ability 
failed to consistently generalize to the evaluation data sets. There may be several explanations 
which one might posit for this. One is that, since the survey questionnaires involved an interview 
component, this allowed for the presence of bias from the respondents, who may have answered 
less  candidly or  in  a manner which  they believed was most acceptable  to  the  interviewer.  In 
addition, the survey made use of stated preferences, rather than revealed preferences, which 
provided another avenue for suggestio falsi.  
Another explanation may be that regardless of  just how careful cardholders are, criminals are 
still able to conduct fraudulent transactions using avenues which require little to no contact with 
cardholders. This rings true when one considers this research as well as that of Kosse (2013) who 
found that, for South African bank cardholders, there is no statistical significance between the 
proportion of cardholders who had and had not experienced card fraud, based on whether or 
not cardholders engaged in any risky behaviours. The available data on fraud incidences on South 
African  issued  bank  cards  also  shows  an  increasing  trend  on  types  of  fraud  which  can  be 
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perpetrated without having ever come into either direct or indirect contact with a bank account 
holder (SABRIC, 2013; SABRIC, 2014). In fact, a great majority of the monetary losses due to fraud 
are as a result of such fraud types. This, as well as the recent publicity received by the internal 
security vulnerabilities at local and international banks, may point to a diminishing influence of 
cardholders and merchants on their susceptibility to fraud.  
What  is  interesting  to  note  is  how  the  nonparametric  approach  is  still  able  to  provide 
classification and distinction of observations, even with dearth of fraudulent observations. This 
is especially true for the Port Elizabeth merchant data, where the multinomial logistic regression 
model  simply classified each observation as  the modal  class. Owing  to  the  fact  that both  the 
covariates as well as  the dependent variable are discrete,  the curse of dimensionality did not 
present  an  issue  in  the  analysis.  Where  the  nonparametric  approach  was  marginally 
outperformed  by  the  parametric  model,  namely  the  Johannesburg  merchant  data,  it  is 
interesting to note that half of the covariates were deemed irrelevant as well and there was also 
the presence of possible overfitting, as indicated by the exceedingly small bandwidth estimate 
for “it is difficult for merchants to put in place anti‐fraud procedures as banks prefer their own 
measures”. Recall that, whereas for parametric regression, overfitting pertains to increasing the 
number  of  coefficient  estimates  for  given  data,  for  nonparametric  regression,  overfitting  is 
indicated  by  a  smaller  bandwidth  estimate,  which  associates  greater  weight  to  a  covariate. 
Weight which may  not  necessarily  be  true  beyond  the  evaluation  data  set.  The multinomial 
logistic regression model is able to give coefficient estimates which are easily to interpret, for 
each level of a variable. The interpretation of these coefficients is contingent on the specification 
of a reference level as well as base levels and is therefore relative in nature, requiring context.  
There are also the salient features of each city which provide the context within which the results 
should be analysed. The cities differ in terms of economic and financial complexity, as well as size 
of economic output. Johannesburg is the economic hub of South Africa, with a gross domestic 
product larger than that of any metropolitan area on the continent. Port Elizabeth, on the other 
hand is only the fifth largest city in South Africa and, unlike Johannesburg, is not even amongst 
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the 750 largest cities on the planet (Oxford Economics, 2016). As already stated, the frequency 
and monetary value of bank card transactions in Johannesburg are much higher than those in  
Port Elizabeth. The incidence of those transactions which are fraudulent, as well as the associated 
losses are much higher. This is to be expected, when one considers firstly the relative affluence 
of cardholders and merchants in Johannesburg and secondly, the opportunistic nature of criminal 
enterprises.  
6.1.  Further Work  
In light of the difference between stated and revealed preferences, proxies of the perceptions 
and  attitudes  of  interest  may  be  obtained.  In  the  event  that  cardholder  and  merchant 
experiences of card fraud are not, in fact, becoming increasingly independent of their behaviours 
and perceptions, a sufficiently large data set would be a starting point for determining this. This 
is especially pertinent when one considers the sample sizes used in similar studies as well as the 
skewness card fraud incidents. Considering the efficacy of the nonparametric technique on the 
finite  data  sets  used  in  this  study,  it  is  conceivable  that,  given  a  greater  sample  size,  more 
consistent and elucidating relationships may be uncovered.  
The use of revealed preferences, as opposed to self‐reported measures, may serve to remove 
any noise which may arise on account of misrepresentation on the part of the respondents. The 
performance of both the parametric and nonparametric classifiers demonstrates that, engaging 
in high  risk behaviours provides no statistically  significant  indication of  vulnerability  to  falling 
prey to fraud. Although there is support and evidence of the existence of exogenous risk factors 
which expose merchants and cardholders  to card  fraud, research regarding the proportion of 
fraudulent  transactions  directly  attributable  such  systemic  vulnerabilities  is  lacking.  What  is 
apparent  from  the  results  of  the  analyses  conducted  herein  is  that,  although  insightful, 
perceptions and attitudes are of  limited use  in providing generalisations  regarding  fraud  risk. 
What a merchant or cardholder believes should not be expected to deter or attract would‐be 
fraudsters, either directly or indirectly.  
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APPENDIX A.  BANK CARDHOLDERS’ QUESTIONNAIRE  
A questionnaire to determine customer’s perception on card fraud. This forms 
part of an MSc study   
  
Introduction:   
There has been growth in credit and cheque card transactions as a major payment mechanism. 
Mirroring this growth, there has been the growth in card fraud transactions. Therefore cheque 
and  credit  card  fraud  detection methods  need  constant  innovation  to  be  able  to  proactively 
identify fraudulent transactions and account users.   
  
The  information  gathered  from  this  questionnaire  will  provide  an  empirical  evaluation  of 
demographic, socio‐economic and banking‐specific determinants which influence card fraud.  
    
How anonymity is protected:  
This  is  an  anonymous  questionnaire.  Please  do  not  include  your  name  anywhere  on  the 
questionnaire.  
  
Informed consent:  
Participation in this project is voluntary. Completion of the questionnaire indicates your consent 
to participate in this research. The project has been approved as an MSc Study by the Faculty of 
Science, Nelson Mandela Metropolitan University, Port Elizabeth.   
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Should you require any further information about this project, please email Mihlali Mnci at 
s207027016@nmmu.ac.za or Mr. Warren Brettenny at warren.brettenny@nmmu.ac.za.  
  
1. Which of the following best describes the area you live in?  
 
a   Urban         
b   Suburban         
c   Rural         
  
2. In which age category do you fall in?  
a   23 or Younger        
b   24 ‐ 29         
c   30 ‐ 39         
d   40 ‐ 49         
e   50 or Older         
  
3. What is your marital status?  
a   Never Married        d  Married        
b   Separated/Divorced        e  Widowed        
c   Not married but lives with partner           
  
4. Have you experienced any fraudulent transactions on any of your banks cards before?  
 
a   Yes         
b   No         
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c   Not Sure         
  
5. If you have said “yes” to question 4 above, when last did this happen?  
a   In the last six months          
b   Between 6 to 24 months ago        
c   More than two years ago         
d   Not sure         
  
6. In your opinion, the reason for the fraudulent transaction was.  
a   Carelessness of card holder         
b   Carelessness of merchant         
c   Bank error         
d   Fraudster ingenuity         
e   Lost bank card         
f   I compromised information about card/account         
g   Not sure         
  
7. What is the highest level of education you have completed?  
a   University  degree          c  Matric certificate        
b   Diploma ,College etc           d  Matric certificate never completed        
  
8. Which race category do you fall in?  
 
  
9. Are you Male or Female?  
a   Female         
a    White      d  Black   
b    Indian      e  Other   
c    Coloured     
Appendix A: Bank Cardholders’ Questionnaire  
  
150  
  
b   Male         
  
  
  
10. What is your approximate annual cost to company income?  
a   Less than or equal to  R24000         f  R250001  to  R350000         
b   R24001  to  R60000          g  R350001  to  R500000         
c   R60001  to  R100000          h  R500001  to  R750000         
d   R100001  to  R150000          i  R750001  to  R1100000         
e   R150001  to  R250000          j  Above R1100000         
  
11. To what extent do you agree with the following statements regarding your credit/cheque card 
safety?  
 
11.9   I believe the bank has done enough to ensure safe transactions 
while shopping  
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11.10   I believe only irresponsible people fall victim to fraudulent 
transactions  
                
     
11.12   I check my account  statements regularly for any suspicious  
transactions  
                
     
  
12. To what extent do you agree with the following statements regarding responsibility of keeping a 
cheque/credit card safe?  
 
  
THANK YOU for taking the time to complete this questionnaire.  
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APPENDIX B.  MERCHANTS’ QUESTIONNAIRE  
A questionnaire to determine Merchant’s perception on card fraud. This forms 
part of an MSc study.   
  
  
Introduction:   
There has been growth in credit and cheque card transactions as a major payment mechanism. 
Mirroring this growth, there has been the growth in card fraud transactions. Therefore cheque 
and  credit  card  fraud  detection methods  need  constant  innovation  to  be  able  to  proactively 
identify fraudulent transactions and account users.   
  
The  information  gathered  from  this  questionnaire  will  provide  an  empirical  evaluation  of 
demographic, socio‐economic and banking‐specific determinants which influence card fraud.  
    
How anonymity is protected:  
This  is  an  anonymous  questionnaire.  Please  do  not  include  your  name  anywhere  on  the 
questionnaire.  
  
Informed consent:  
Participation in this project is voluntary. Completion of the questionnaire indicates your consent 
to participate in this research. The project has been approved as an MSc Study by the Faculty of 
Science, Nelson Mandela Metropolitan University, Port Elizabeth.   
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Should you require any further information about this project, please email Mihlali Mnci at 
s207027016@nmmu.ac.za or Mr. Warren Brettenny at warren.brettenny@nmmu.ac.za.  
1. Which of the following categories best describes your merchant type?  
1   Airline Company         
2   Car rental Company         
3   Hotel or Bed and Breakfast         
4   Liquor store         
5   Mobile/Telecommunication company        
6   Petroleum and Petroleum Products        
7   Grocery Stores and Supermarkets        
8   Furniture, Home Furnishings, and Equipment Stores, Except Appliances         
9   Electronic  Sales,  Music  Stores—  Musical  Instruments,  Pianos,  and  Sheet 
Music, Cable, Satellite, and Other Pay Television and Radio Services     
10   Jewellery, Watch, Clock, and Silverware Stores        
11   Eating Places and Restaurant        
12   Drinking  Places  (Alcoholic  Beverages)—Bars,  Taverns,  Nightclubs,  Cocktail 
Lounges, and Discotheques     
13   DVD/Video Tape Rental Stores        
14   Motor Vehicle Supplies and New Parts        
15   Medical Services and Health Practitioner        
16   Other         
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2. Has any of your customers ever complained about fraudulent transactions after making use of your 
facilities?  
 
 
3. To what extend do you agree with the following statements regarding responsibility of keeping a 
cheque/credit card safe  
     
     
2.1   The  bank  should  take  full  responsibility  of  ensuring  a
customer’s card is safe                 
2.2   Customers must play a major role in ensuring their cards
are safe                  
2.3   Banks  should  work  with  merchants  closely  to  fight
against  card fraud                 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
4. To what extend do you agree with the following statements regarding your credit/cheque card 
safety  
     
     
a    Yes      
b    No      
c    Not Sure      
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3.1   We are aware customers run the risk of being defrauded
when receiving services from us                 
3.2   we have a defined security procedure of identification to
ensure safe shopping                  
3.3   It  is  difficult  for  Merchants  to  put  in  place  anti‐fraud 
procedures as banks prefer their own measures                 
3.4   We work with banks to fight against card fraud                                  
3.5   We feel more has to be done to protect customers from
being defrauded                 
3.6   Most customers are informed about fraud                                   
3.7   Most customer are informed about safe shopping 
habits  
                                
3.8   Customers  rarely  think  about  possibilities  of  being
defrauded while shopping                 
  
5. How many times during the past year have customer/s complained about their accounts being 
defrauded after receiving services from you  
a   Never        e  Every week      
b   Once       f  Happens on or after every public holidays      
c   Twice        g  Every weekend      
d   Every month        h  Not Sure      
  
6. Which of the following times of the year have customers complained about being defrauded?  
a   Weekends        e  Public holidays      
b   End of the Month        f  Christmas holidays       
c   During school holidays        g  Happens  without  following  any 
specific pattern  
    
   
d   Easter holidays       h  Not sure      
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THANK YOU for taking the time to complete this questionnaire.    
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Appendix C: Cardholder Maximum Likelihood Estimates (Nasila, 2014)   
APPENDIX C.  CARDHOLDER MAXIMUM LIKELIHOOD ESTIMATES (NASILA, 
2014)  
STEPWISE SELECTED VARIABLES  
   “YES”   “NOT SURE”  
VARIABLE   LEVEL   ESTIMATE  STANDARD 
ERROR  
ESTIMATE   STANDARD 
ERROR  
INTERCEPT   ‐   0.1252  1.4758  ‐15.9750   410.4000 
AGE   Cardholder’s age  
0.0629  0.0234  ‐0.0244   0.0291 
MARITAL STATUS 
Separated/ 
divorced  
0.7154  0.7074  ‐3.0628   2.0538 
Not married 
but lives with 
partner  
1.3452  0.8304  ‐1.2438   1.2079 
HIGHEST LEVEL 
OF EDUCATION  
University 
degree  
‐0.5358  0.4681  ‐1.5593   0.5731 
RACE   White   0.7285  0.5027  ‐0.8010   0.6754 
I MAKE SURE  
ANY ACTIVITY  
THAT INVOLVES  
MY BANK CARD  
IS DONE IN MY 
PRESENCE  
Yes   ‐1.6225  1.0516  14.5847   410.400 
I AVOID  
SHOPPING AT  
CERTAIN  
MERCHANTS TO  
PROTECT MY  
CARD FROM  
FRAUDULENT 
ACTS  
No   ‐1.5338  0.5367  ‐0.3721   0.6224 
THE MAJORITY  
OF MERCHANTS  
FOLLOW  
SECURITY  
PROCEDURES TO  
Yes   ‐0.5569  0.4739  ‐1.4355   0.6435 
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MAKE SURE  
THAT THE  
SHOPPING  
PROCESS IS SAFE  
No   ‐1.1486  0.7760  ‐1.2933   0.7599 
I AM AWARE OF 
THE POTENTIAL  
No   ‐0.4833  0.7919  ‐14.7723   1.2000 
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FOR FRAUD 
WHEN SHOPPING  
         
I AM AWARE OF 
MY BANK’S  
INSISTENCE ON 
SECURITY  
MEASURES TO  
ENSURE  
TRANSACTIONS  
ARE FRAUD FREE  
No   ‐13.4966  1.8000  5.3267   1.2084 
I BELIEVE THE  
BANK HAS DONE  
ENOUGH TO  
ENSURE SAFE  
TRANSACTIONS  
WHILE SHIPPING  
Yes   ‐0.4816  0.4823  1.3784   0.6105 
I BELIEVE ONLY  
IRRESPONSIBLE  
PEOPLE FALL 
VICTIM TO  
FRAUDULENT  
TRANSACTIONS  
Yes   ‐1.7910  0.8568  1.5068   1.1674 
No   ‐0.0142  0.6484  2.0597   1.1012 
THE BANK  
SHOULD TAKE  
FULL  
RESPONSIBILITY  
FOR ENSURING  
THAT A  
CUSTOMER’S  
CARD IS SAFE  
Agree   ‐0.8386  0.5712  1.0305   0.6691 
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CUSTOMERS  
MUST PLAY A  
MAJOR ROLE IN  
ENSURING THEIR 
CARDS ARE SAFE  
Agree   0.9712  0.4681  0.7359   0.6034 
BANKS SHOULD 
WORK WITH  
MERCHANTS TO  
AVOID CARD 
FRAUD  
Neutral   ‐2.7878  1.4519  3.1405   1.1841 
Appendix C: Maximum likelihood estimates to predict the likelihood of a cardholder experiencing 
card fraud.  
Adapted from Nasila (2014).  
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APPENDIX D.  MERCHANT MAXIMUM LIKELIHOOD ESTIMATES (NASILA, 
2014)  
STEPWISE SELECTED VARIABLES  
   “YES”   “NOT  SURE”  
VARIABLE   LEVEL   ESTIMATE   ESTIMATE 
INTERCEPT   ‐   ‐1.1987   ‐2.6323 
MERCHANT TYPE  
Airline company   0.3041   1.6142 
Car rental Company   4.7033   4.2924 
Liquor store  2.5693   1.8247 
Petroleum and petroleum 
products  
3.1895   ‐11.1851 
Electronic sales, music stores – 
musical instruments, pianos 
and sheet music, cable, 
satellite and other pay 
television and radio services  
1.5662   0.8091 
Drinking places (alcoholic 
beverages) – bars, taverns, 
nightclubs, cocktail lounges 
and discotheques  
15.7527   16.2783 
BANKS SHOULD WORK WITH 
MERCHANTS CLOSELY TO  
FIGHT AGAINST CARD FRAUD  
Agree  ‐1.3139   0.0946 
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WE HAVE A DEFINED  
SECURITY PROCEDURE OF  
IDENTIFICATION TO ENSURE 
SAFE SHOPPING  
Agree   ‐0.5843   0.5596 
WE WORK WITH BANKS TO 
FIGHT AGAINST CARD FRAUD  
Disagree   ‐2.6785   ‐0.8450 
WE FEEL MORE HAS TO BE 
DONE TO PROTECT  
CUSTOMERS FROM BEING 
DEFRAUDED  
Strongly agree   0.8468   1.3103 
MOST CUSTOMERS ARE 
INFORMED ABOUT FRAUD  
Disagree   ‐1.6652   ‐13.1000 
MOST CUSTOMERS ARE  
INFORMED ABOUT SAFE 
SHOPPING HABITS  
Strongly agree   ‐1.9840   ‐0.6827 
CUSTOMERS RARELY THINK  
ABOUT THE POSSIBILITY OF  
BEING DEFRAUDED WHILE 
SHOPPING  
Strongly agree   0.7101   ‐0.9144 
Disagree   1.5337   ‐11.4894 
Appendix D: Maximum  likelihood estimates  to predict  the  likelihood of a merchant experiencing 
fraud.  
Adapted from Nasila (2014)  
  
