Finite and symmetric colored multiple zeta values and multiple harmonic
  q-series at roots of unity by Tasaka, Koji
ar
X
iv
:1
90
7.
01
93
5v
1 
 [m
ath
.N
T]
  3
 Ju
l 2
01
9
FINITE AND SYMMETRIC COLORED MULTIPLE ZETA VALUES
AND MULTIPLE HARMONIC q-SERIES AT ROOTS OF UNITY
KOJI TASAKA
Abstract. The aim of this paper is to develop the Kaneko-Zagier conjecture for
higher levels of multiple zeta values. We introduce finite and symmetric multiple
zeta values for arbitrary level and prove that they are obtained from an algebraic and
analytic operation for a certain multiple harmonic q-series of level N at primitive roots
of unity. Relations for finite and symmetric multiple zeta values for level N , such as
reversal, harmonic and linear shuffle relations, are also given.
1. Introduction
For each index k = (k1, . . . , kr) ∈ Z
r
>0, Kaneko and Zagier [10] introduce the finite
multiple zeta value ζA(k) as an element in the Q-algebra A =
(∏
p Fp
)/(⊕
p Fp
)
with p
running over all prime. They also define the symmetric multiple zeta value ζS(k) as an
element in the quotient Q-algebra Z/ζ(2)Z of the algebra Z generated by all multiple
zeta values. They established an exciting conjecture on these two objects, stating that
finite multiple zeta values satisfy the same Q-linear relation as symmetric multiple zeta
values and vice versa. This conjecture (called the Kaneko-Zagier conjecture in this
paper) is far from being solved at the present time, but remarkably, several relations
among finite and symmetric multiple zeta values are found in the same form, which
provide partial evidence for the Kaneko-Zagier conjecture, by many authors. See [9]
and [16] for references.
In this paper, we wish to develop finite and symmetric multiple zeta values for higher
level through a study of truncated multiple harmonic q-series of level N (see (2.1) for
the definition) at q = ζm a primitive m-th root of unity. The case N = 1 with a slightly
different model was studied in [2], where the authors showed that finite and symmetric
multiple zeta values are obtained from an algebraic and analytic operation for truncated
multiple harmonic q-series at primitive roots of unity ([2, Theorems 1.1 and 1.2]). Let
us recall these results in our setting.
For simplicity of notation, we denote by zm(k; q) the truncated multiple harmonic
q-series of level 1 (take η = (1, . . . , 1) in (2.1)). In a similar manner to [2], one can
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prove that a collection
(zp(k; ζp) mod (1− ζp)Z[ζp])p:prime ∈
∏
p:prime
(
Z[ζp]
/
(1− ζp)Z[ζp]
)(
∼=
∏
p:prime
Fp
)
coincides with the finite multiple zeta value ζA(k) in A, and that the limit
lim
m→∞
zm(k; e
2pii
m )
exists for any k ∈ Zr>0 and is congruent to the symmetric multiple zeta values ζ
S(k)
modulo the ideal generated by pi2 and pii. Namely, for all k ∈ Zr>0 one has
(1.1)
ζA(k) =
(
zp(k; ζp) mod (1− ζp)Z[ζp]
)
p:prime
,
ζS(k) ≡ lim
m→∞
zm(k; e
2pii
m ) mod pi2Z + piiZ.
As a corollary, we see that a relation among zm(k; ζm)’s, whose coefficients are in
Q and do not depend on the choices of ζm, gives rise to a relation among finite and
symmetric multiple zeta values in the same form. So, one can derive partial evidence of
the Kaneko-Zagier conjecture from the study of relations of zm(k; ζm)’s (see [2, 3, 13]).
Our main result of this paper is a generalization of (1.1) for the truncated multiple
harmonic q-series of level N . We first introduce finite and symmetric colored multiple
zeta values (Definitions 3.1 and 4.6), which is also studied by Singer and Zhao [12]
in a special case, and then, prove a generalization of (1.1) for N ≥ 1 (Theorems 3.2
and 4.11). We also study relations of these values, in particular, reversal relations and
harmonic relations are derived, at the same time, from those for truncated multiple
harmonic q-series at roots of unity (Propositions 5.1 and 5.2). Additionally, the linear
shuffle relation for finite and symmetric colored multiple zeta values are also proved
without using multiple harmonic q-series (Propositions 5.3 and 5.4). In any case, rela-
tions we obtain are the same shape, so we may expect that finite and symmetric colored
multiple zeta values satisfy the same linear relations over Q(ζN), which can be viewed
as a higher level analogue of the Kaneko-Zagier conjecture (see Section 5.3).
Acknowledgments. This paper treats a part of joint projects with Henrik Bachmann
and Yoshihiro Takeyama. The author is grateful to them for very valuable discussions.
The author is also very grateful to Jianqiang Zhao for helpful comment on the linear
shuffle relation. This work was partially supported by JSPS KAKENHI Grant Numbers
18K13393.
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2. Preliminaries
2.1. Notations. Throughout this paper, for a positive integer N we denote by µN the
set of N -th roots of unity. For a positive integer m, we denote by ζm a primitive m-th
root of unity and by Q(ζm) its cyclotomic field. For an index k = (k1, . . . , kr), we call
k1 + · · · + kr the weight. The complex conjugate of a ∈ C is denoted by a. We often
use the relation η = η−1 for η ∈ µN .
As usual, the Kronecker delta is denoted by δa,b.
2.2. Truncated multiple harmonic q-series at roots of unity. The truncated
multiple harmonic q-series of level N is defined for a positive integer m and indices
k = (k1, . . . , kr) ∈ Z
r
>0 and η = (η1, . . . , ηr) ∈ µ
r
N by
(2.1) zm
(
η
k
; q
)
=
∑
m>m1>···>mr>0
ηm11 · · · η
mr
r
[m1]
k1
q · · · [mr]krq
,
where [m]q = 1 + q + · · · + q
m−1 = 1−q
m
1−q
is the q-integer. We will be interested in the
value at q = ζm a primitive m-th root of unity:
zm
(
η1, . . . , ηr
k1, . . . , kr
; ζm
)
=
∑
m>m1>···>mr>0
r∏
j=1
η
mj
j
(
1− ζm
1− ζ
mj
m
)kj
,
which lies in Q(ζm, ζN) (⊂ Q(ζmN)). We note that the above sum is not well-defined, if
ζm is not primitive.
In the case when m is a prime p, since the elements 1 − ζjp (1 ≤ j ≤ p − 1) are
cyclotomic units in Z[ζp] (see [14, Proposition 2.8]), for any k ∈ Z
r
>0 and η ∈ µ
r
N there
exist integers ajk such that
(2.2) zp
(
η
k
; ζp
)
=
N−1∑
j=0
(
p−1∑
k=0
ajkζ
k
p
)
ζjN ,
and hence, it lies in Z[ζp][ζN ].
3. Finite colored multiple zeta values
3.1. Definition. For a prime p, let Rp = Z[ζp] be the ring of integers in Q(ζp) and
p = (1 − ζp)Rp a prime ideal in Rp. The residue field Rp
/
p forms a finite field with p
components (see [14, §1]), so we let Fp = Rp
/
p. We write a˜ ∈ Fp for a natural image of
a ∈ Rp.
Motivated by (2.2), we consider the ring Rp[ζN ] := {
∑
ajζ
j
N | aj ∈ Rp}. For any
element x ∈ Rp[ζN ], there exist ajk ∈ Z such that x =
∑N−1
j=0
(∑p−1
k=0 ajkζ
k
p
)
ζjN . Since we
have
∑p−1
k=0 ajkζ
k
p ≡
∑p−1
k=0 a˜jk mod p for each j ∈ {0, 1, . . . , N − 1}, it follows that x ≡
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∑N−1
j=0
(∑p−1
k=0 a˜jk
)
ζ˜jN mod pRp[ζN ], where ζ˜N denotes a natural image of ζN modulo
pRp[ζN ]. Therefore, any element in the quotient ring Rp[ζN ]
/
pRp[ζN ] can be written
in the form
∑N−1
j=0 aj ζ˜
j
N with aj ∈ Fp (note that the cosets 1˜, ζ˜N , ζ˜
2
N , . . . , ζ˜
N−1
N are not
necessarily distinct). To shorten notation, we write
Fp[ζ˜N ] := Rp[ζN ]
/
pRp[ζN ].
For example, we have Fp[ζ˜N ] = Fp, when N = 1, 2. For N ≥ 3, the ring Fp[ζ˜N ] is not
necessarily an integral domain.
For α ∈ (Z/NZ)×, let P(N ;α) be the set of primes congruent to α modulo N . The
Chebotarev density theorem shows that the cardinality of the set P(N ;α) is of infinite
with density 1/ϕ(N), where ϕ is Euler’s totient function. For α ∈ (Z/NZ)×, define the
ring A(α) by
A(α) = A(N ;α) :=
∏
p∈P(N ;α)
Fp[ζ˜N ]
/ ⊕
p∈P(N ;α)
Fp[ζ˜N ].
Its elements are of the form (ap)p, where p runs over all primes in P(N ;α) and ap ∈
Fp[ζ˜N ]. Two elements (ap)p and (bp)p are identified if and only if ap = bp for all but
finitely many primes p ∈ P(N ;α). The rational field Q can be embedded into A(α)
as follows. For a ∈ Q, set ap = 0 if p divides the denominator of a and ap = a ∈ Fp
otherwise. Then (ap)p ∈ A(α) for any α ∈ (Z/NZ)
×. In this way, we can also embed
Q(ζN) into A(α), sending ζN to (ζ˜N)p for all p ∈ P(N ;α). With this, A(α) forms a
commutative algebra over Q(ζN).
For a prime p and an integer m ∈ {1, 2 . . . , p − 1}, there are integers x, y such that
mx + py = 1. Since p ≡ 0 mod pRp[ζN ] (in fact, p = (1 − ζp)
p−1u with some unit u
in Rp), m is invertible in the quotient ring Fp[ζ˜N ]. Therefore, the following definition
makes sense.
Definition 3.1. The finite colored multiple zeta value is defined for α ∈ (Z/NZ)×,
k = (k1, . . . , kr) ∈ Z
r
>0 and η = (η1, . . . , ηr) ∈ µ
r
N by
LAα
(
η
k
)
=
( ∑
p>m1>···>mr>0
ηm11 · · · η
mr
r
mk11 · · ·m
kr
r
mod pRp[ζN ]
)
p∈P(N ;α)
∈ A(α).
Remark that the case α = −1 was studied by Singer and Zhao [12].
3.2. Connection with multiple harmonic q-series at roots of unity. As a gen-
eralization of the first equation in (1.1), we have the following theorem.
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Theorem 3.2. For α ∈ (Z/NZ)×, k = (k1, . . . , kr) ∈ Z
r
>0 and η = (η1, . . . , ηr) ∈ µ
r
N ,
we have
LAα
(
η
k
)
=
(
zp
(
η
k
; ζp
)
mod pRp[ζN ]
)
p∈P(N ;α)
.
Proof. Since [m]ζp = 1+ ζp+ ζ
2
p + · · ·+ ζ
m−1
p ≡ m mod pRp[ζN ], the statement follows
from
zp
(
η
k
; ζp
)
≡
∑
p>m1>···>mr>0
ηm11 · · · η
mr
r
mk11 · · ·m
kr
r
mod pRp[ζN ].

4. Symmetric colored multiple zeta value
4.1. Colored multiple zeta value. For an integerm > 0 and indices k = (k1, . . . , kr) ∈
Zr>0 and η = (η1, . . . , ηr) ∈ µ
r
N , we define the truncated colored multiple zeta value
Lm
(
η
k
)
by
Lm
(
η
k
)
=
∑
m>m1>···>mr>0
ηm11 · · · η
mr
r
mk11 · · ·m
kr
r
.
The limit limm→∞ Lm
(
η
k
)
exists, if and only if
(
η
k
)
is admissible, i.e. (k1, η1) 6= (1, 1)
(see e.g. [1, Proposition 1.1]). It is denoted by
L
(
η
k
)
= lim
m→∞
Lm
(
η
k
)
∈ C,
which is called the colored multiple zeta value of level N [16] (also called multiple
L-values in [1] and multiple polylogarithm values at roots of unity in [5]).
The colored multiple zeta value can be written as an iterated integral. We let
ω0(t) =
dt
t
and ωa(t) =
dt
a−1 − t
(a ∈ C− {0}).
For a1, . . . , ak ∈ C and a path γ : [0, 1]→ C, we consider the possibly divergent integral
Iγ(a1, . . . , ak) =
∫ 1
0
γ∗ωa1(t1) · · ·
∫ tk−2
0
γ∗ωak−1(tk−1)
∫ tk−1
0
γ∗ωak(tk).
For (a, b) ∈ C2, we denote by [a, b] the path t→ a+ t(b− a). By expanding 1/(a−1− t)
into the geometric series and performing the integral repeatedly, we have the following
proposition (see [5, Theorem 2.2], [11, Proposition 2.2.2] and [1, Eq. (5)]).
Proposition 4.1. Let k1, . . . , kr be positive integers and z1, . . . , zr ∈ C satisfying 0 <
|zi| ≤ 1 (1 ≤ i ≤ r). For all z in the closed unit disc in C, we have
L
(
zz1, z2, . . . , zr
k1, k2, . . . , kr
)
= I[0,z](0
k1−1, z1, 0
k2−1, z1z2, . . . , 0
kr−1, z1 · · · zr),
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where 0k means a sequence of zeros repeated k times. In particular, letting z = 1, z1 =
η1, z2 = η2/η1, . . . , zr = ηr/ηr−1 with η1, . . . , ηr ∈ µN and (k1, η) 6= (1, 1) we have
L
(
η1,
η2
η1
, . . . , ηr
ηr−1
k1, k2, . . . , kr
)
= I[0,1](0
k1−1, η1, 0
k2−1, η2, . . . , 0
kr−1, ηr).
4.2. Algebraic setup. To describe relations, it is convenient to use the algebraic setup
given by Hoffman [7]. Following [1, 11, 12], we recall it.
Let
A = AN = Q〈e0, eη | η ∈ µN〉
be the non-commutative polynomial algebra over Q and set
A1 = Q+
∑
η∈µN
Aeη, A
0 = Q+
∑
η∈µN
e0Aeη +
∑
η,ξ∈µN
ξ 6=1
eξAeη.
Define the shuffle product  : A× A→ A as a Q-bilinear map inductively by
eaw ebw
′ = ea(w ebw
′) + eb(eaw w
′)
for a, b ∈ {0} ∪ µN and w,w
′ ∈ A, with the initial condition 1  w = w  1 = w.
Equipped with the shuffle product, the vector space A forms a commutative Q-algebra
and A1, A0 are Q-subalgebras. We write A

,A1

,A0

for commutative Q-algebras with
the shuffle product.
For k ≥ 1 and η ∈ µN , write ek,η = e
k−1
0 eη. The subring A
1 is then freely generated
by ek,η (k ≥ 1, η ∈ µN). We define the harmonic product ∗ : A
1 × A1 → A1 as a
Q-bilinear map given inductively by
ek,ηw ∗ el,ξw
′ = ek,η(w ∗ el,ξw
′) + el,ξ(ek,ηw ∗ w
′) + ek+l,ηξ(w ∗ w
′)
for k, l ≥ 1, η, ξ ∈ µN and w,w
′ ∈ A1, with the initial condition 1 ∗ w = w ∗ 1 = w.
Equipped with the harmonic product, the vector space A1 forms a commutative Q-
algebra and A0 is a Q-subalgebra. We also denote by A1∗ and A
0
∗ the commutative
Q-algebras equipped with the harmonic product.
Since the corresponding index
(
η1,...,ηr
k1,...,kr
)
to a word ek1,η1 · · · ekr ,ηr ∈ A
0 is admissible,
one can define the Q-linear maps
L : A0 −→ C
ek1,η1 · · · ekr ,ηr 7−→ L
(
η1, . . . , ηr
k1, . . . , kr
)
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and
I : A0 −→ C
ea1 · · · eak 7−→ I[0,1](a1, . . . , ak).
We let L(∅) = I(∅) = 1, where ∅ is the empty word in A. The maps L : A0∗ → C
and I : A0

→ C are algebra homomorphisms, i.e. L(w1 ∗ w2) = L(w1)L(w2) and
I(w1  w2) = I(w1)I(w2) holds for all admissible words w1, w2 ∈ A
0 (see [1, 4, 7]).
Both are related. Let p : A → A and q : A → A be the Q-linear isomorphisms
defined for integers r ≥ 0, k1, . . . , kr+1 ≥ 0 and η1, . . . , ηr ∈ µN by
(4.1)
p(ek10 eη1 · · · e
kr
0 eηre
kr+1
0 ) = e
k1
0 eη1e
k2
0 eη1η2 · · · e
kr
0 eη1···ηre
kr+1
0 ,
q(ek10 eη1 · · · e
kr
0 eηre
kr+1
0 ) = e
k1
0 eη1e
k2
0 eη1η2 · · · e
kr
0 eηr−1ηre
kr+1
0
with p(∅) = q(∅) = ∅. We easily see that q ◦ p = p ◦ q = id. By Proposition 4.1 the
identity
(4.2) L = I ◦ p (equivalently, L ◦ q = I)
holds on A0. We remark that the maps p and q preserves A0.
4.3. Extensions of the maps L and I. There are unique extensions of the maps L
and I, regularizing the divergent series and the divergent integral. These are algebra
homomorphisms
Lˆ(·;T ) : A1∗ → C[T ] and Iˆ(·;T ) : A → C[T ]
such that the maps Lˆ and Iˆ extend L : A0∗ → C and I : A
0

→ C, respectively, and
send Iˆ(e1) = Lˆ(e1,1) = T and Iˆ(e0) = 0.
We sketch how we get the polynomial Lˆ(w;T ) for w ∈ A1. Since A1∗
∼= A0∗[e1,1], any
element w ∈ A1∗ can be uniquely written in the form
(4.3) w =
n∑
j=0
wj ∗e
∗j
1,1 = w0+w1 ∗e1,1+w2 ∗e1,1 ∗e1,1+ · · · (n = dege1,1 w, wj ∈ A
0).
For this, the polynomial Lˆ(w;T ) is defined by
Lˆ(w;T ) =
n∑
j=0
L(wj)T
j.
8 KOJI TASAKA
By definition, it follows that Lˆ(w;T ) = L(w) for w ∈ A0. Now, viewing Lm as a
Q-linear map such that Lm(ek1,η1 · · · ekr,ηr) = Lm
(
η1,...,ηr
k1,...,kr
)
, for w in (4.3) we have
Lm(w) =
n∑
j=0
Lm(wj)Lm(e1,1),
because Lm satisfies the harmonic relation. It is easily seen that Lm(ek1,η1 · · · ekr,ηr) =
L
(
η1,...,ηr
k1,...,kr
)
+O(m−1 logJ m) for ek1,η1 · · · ekr ,ηr ∈ A
0 with a positive integer J depending
on indices. Using this and
Lm(e1,1) =
m∑
n=1
1
m
= logm+ γ +O
(
1
m
)
as m→∞, where γ is the Euler constant, one can show that
(4.4) Lm
(
η1, . . . , ηr
k1, . . . , kr
)
= Lˆ(ek1,η1 · · · ekr ,ηr ; logm+ γ) +O
(
logJ m
m
)
(m→∞)
holds for all k1, . . . , kr ≥ 1 and η1, . . . , ηr ∈ µN .
For example, since e1,1e2,η = e1,1 ∗ e2,η − e2,ηe1,1 − e3,η, we have Lˆ(e1,1e2,η;T ) =
L
(
η
2
)
T − L
(
η,1
2,1
)
− L
(
η
3
)
.
As for Iˆ, since A

∼= A1

[e0] and A
1

∼= A0

[e1], any element w ∈ A can be uniquely
written in the form
w =
m∑
i=0
n∑
j=0
ei0  wi,j  e
j
1 (m = dege0 w, n = dege1 w, wi,j ∈ A
0).
For this, the polynomial Iˆ(w;T ) is given by
Iˆ(w;T ) =
n∑
j=0
I(w0,j)T
j,
which is the unique polynomial satisfying for ek1,η1 · · · ekr,ηr ∈ A
1
lim
z→1−0
(1− z)−δ(I[0,z](0
k1−1, η1, . . . , 0
kr−1, ηr)− Iˆ(ek1,η1 · · · ekr,ηr ;− log(1− z))) = 0
with some δ > 0. Note that since Iˆ(e0;T ) = 0, we have Iˆ(w;T ) = Iˆ(reg0(w);T ), where
we denote by
reg0 : A
∼= A1

[e0]→ A
1

the algebraic projection that sends e0 to 0.
For example, it follows that
Iˆ(e1;T ) = T, Iˆ(e
n−1
0 e1;T ) = I[0,1](0
n−1, 1) = ζ(n) (n ≥ 1).
For the details, we refer to e.g. [1, §2.2], [11, §2] and [5, §2.9-10].
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For convenience, we write
L∗
(
η1, . . . , ηr
k1, . . . , kr
;T
)
:= Lˆ(ek1,η1 · · · ekr ,ηr ;T ).
4.4. Dual setup. In order to describe the regularization theorem by Racinet [11], we
shall work on a dual space of the shuffle Hopf algebra (A,,∆), where the coproduct ∆ :
A→ A⊗A is defined as the deconcatenation given by ∆(ea1 · · · ear) =
∑r
j=0 ea1 · · · eaj⊗
eaj+1 · · · ear . For structures of the shuffle Hopf algebra, we refer the reader to [16,
Appendix].
Let
A∨ := C[T ]〈〈x0, xη | η ∈ µN〉〉
be the non-commutative power series algebra over the polynomial ring C[T ], equipped
with the concatenation product. For simplicity of notation, we write (ea1 · · · ear)
∨ =
xa1 · · · xar and ∅
∨ = 1, and denote an element S ∈ A∨ by
S =
∑
w∈{e0,eη|η∈µN }×
Sww
∨ = S∅ + Se0x0 + Se1x1 + · · · (Sw ∈ C[T ]),
where {e0, eη | η ∈ µN}
× is the set of words consisting of letters e0, eη (η ∈ µN) with
the empty word ∅.
Consider the pairing
〈, 〉 : A∨ ⊗ A→ C[T ]
defined for (S, w) ∈ A∨ × A by 〈S, w〉 = Sw. Dualizing  on A, we define the shuffle
coproduct ∆

: A∨ → A∨⊗̂A∨ by
(4.5) ∆

(S) =
∑
w1,w2∈{e0,eη |η∈µN}×
〈S, w1 w2〉w
∨
1 ⊗ w
∨
2 .
The shuffle Hopf algebra (A,,∆) is then topologically dual to the completed Hopf
algebra (A∨, ·,∆

, σ), where
σ : A∨ → A∨
is the antipode that is a continuous anti-automorpshism given by σ(xa) = −xa for all
a ∈ {0} ∪ µN .
An element S ∈ A∨ is called group-like if ∆

(S) = S⊗̂S and S∅ = 1. We show the
following standard properties on ∆

.
Proposition 4.2. i) The shuffle coproduct ∆

is a continuous algebra homomorphism
and satisfies ∆

(xa) = 1⊗ xa + xa ⊗ 1 for all a ∈ {0} ∪ µN .
ii) S is group-like if and only if 〈S, w  w′〉 = 〈S, w〉〈S, w′〉 holds for any w,w′ ∈ A,
i.e. the map A

→ C[T ] given by w 7→ 〈S, w〉 is an algebra homomorphism.
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iii) The set of group-like elements in A∨ forms a group with the concatenation product
and with the inverse given by the antipode σ.
Proof. i) It suffices to show that ∆

(xag) = ∆(xa)∆(g) for all word g ∈ {x0, xη |
η ∈ µN}
× and a ∈ {0, η | η ∈ µN}. Since  is graded by degree, we easily see that
∆

(xa) = xa ⊗ 1 + 1⊗ xa. Noting
〈xag, ebw〉 = δa,b〈g, w〉
for w ∈ {e0, eη | η ∈ µN}
×, we compute
∆

(xag) =
∑
w1,w2∈{e0,eη |η∈µN}×
〈xag, w1 w2〉w
∨
1 ⊗ w
∨
2
= 〈xag,∅〉1⊗ 1 +
∑
ebu1∈{e0,eη |η∈µN}×
〈xag, ebu1〉xbu
∨
1 ⊗ 1
+
∑
ecu2∈{e0,eη |η∈µN}×
〈xag, ecu2〉1⊗ xcu
∨
2
+
∑
ebu1,ecu2∈{e0,eη |η∈µN}×
〈xag, ebu1 ecu2〉xbu
∨
1 ⊗ xcu
∨
2
= 0 + xag ⊗ 1 + 1⊗ xag
+
∑
u1,ecu2∈{e0,eη |η∈µN}×
〈g, u1 ecu2〉xau
∨
1 ⊗ xcu
∨
2
+
∑
ebu1,u2∈{e0,eη|η∈µN }×
〈g, ebu1 u2〉xbu
∨
1 ⊗ xau
∨
2
=
∑
u1,w2∈{e0,eη |η∈µN}×
〈g, u1 w2〉xau
∨
1 ⊗ w
∨
2
+
∑
w1,u2∈{e0,eη |η∈µN}×
〈g, w1 u2〉w
∨
1 ⊗ xau
∨
2
=
∑
w1,w2∈{e0,eη |η∈µN}×
〈g, w1 w2〉(xa ⊗ 1 + 1⊗ xa)w
∨
1 ⊗ w
∨
2
= (xa ⊗ 1 + 1⊗ xa)
∑
w1,w2∈{e0,eη |η∈µN}×
〈g, w1 w2〉w
∨
1 ⊗ w
∨
2
= ∆

(xa)∆(g),
which proves i).
ii) This follows from (4.5).
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iii) We only need to show invertibility of group-like elements. For this, it follows
from the definition of the antipode that for a group-like element S ∈ A∨ we have
σ(S)S = Sσ(S) = 1. Hence, σ(S) is inverse to S. We complete the proof. 
Let I0 = x0A
∨ be the ideal of A∨ generated by x0. Since x0 is primitive with ∆, the
ideal I0 becomes a Hopf ideal, and hence the quotient map
pi1 : A
∨ → A1,∨ := A∨/I0
induces a Hopf structure on A1,∨. Write xk1,η1 · · · xkr,ηr = pi1
(
x
k1−1
0 xη1 · · · x
kr−1
0 xηr
)
,
viewed as (ek1,η1 · · · ekr ,ηr)
∨. Namely, we regard A1,∨ as a subalgebra of A∨. With
this, for S ∈ A∨, the image pi1(S) ∈ A
1,∨ can be written as
pi1(S) =
∑
w∈{ek,η|k≥1,η∈µN}×
Sww
∨,
where {ek,η | k ≥ 1, η ∈ µN}
× denotes the set of words consisting of ek,η (k ≥ 1, η ∈ µN).
Dualizing the isomorphisms p and q defined in (4.1), we get isomorphisms p˜ : A∨ →
A∨ and q˜ : A∨ → A∨ as follows: for S ∈ A∨ they are given byt
p˜(S) =
∑
w∈{e0,eη |η∈µN}×
Sq(w)w
∨ and q˜(S) =
∑
w∈{e0,eη|η∈µN}×
Sp(w)w
∨.
It follows that q˜ ◦ p˜ = p˜ ◦ q˜ = id and that
p˜(xk10 xη1 · · · x
kr
0 xηrx
kr+1
0 ) = x
k1
0 xη1x
k2
0 xη1η2 · · · x
kr
0 xη1···ηrx
kr+1
0 ,
q˜(xk10 xη1 · · · x
kr
0 xηrx
kr+1
0 ) = x
k1
0 xη1x
k2
0 xη1η2 · · · x
kr
0 xηr−1ηrx
kr+1
0 .
These induce an isomorphism on A1,∨, which commutes with pi1. On A
1,∨, we have
q˜(xk1,η1 · · · xkr ,ηr) = xk1,η1xk2,η1η2 · · · xkr,ηr−1ηr .
4.5. Regularization relation. Following [11], we recall the regularization relation,
which compare Lˆ and Iˆ.
Consider
Φ

(T ) :=
∑
w∈{e0,eη |η∈µN}×
Iˆ(w;T )w∨ ∈ A∨,
and
Ψ∗(T ) :=
∑
w∈{ek,η |k≥1,η∈µN}×
Lˆ(w;T )w∨ ∈ A1,∨.
Since Iˆ is an algebra homomorphism, i.e. 〈Φ

(T ), w  w′〉 = 〈Φ

(T ), w〉〈Φ

(T ), w′〉
holds for any w,w′ ∈ A, by Proposition 4.2 we see that Φ

(T ) is group-like. A priori
Ψ∗(T ) is not group-like and is different from pi1
(
Φ

(T )
)
on A1,∨. Their difference is
described as follows.
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Lemma 4.3. i) We have
Ψ∗(T ) = e
T x1,1Ψ∗(0) and Φ(T ) = e
T x1Φ

(0),
where eT xa = exp(T xa) =
∑
n≥0
x
n
a
n!
T n.
ii) Let Λ(x) = exp
(∑
n≥2
(−1)n−1
n
ζ(n)xn
)
∈ R[[x]]. Then we have
Ψ∗(T ) = Λ(x1,1)q˜
(
pi1(Φ(T ))
)
.
Proof. The statement i) follows from [11, Corollaries 2.4.4 and 2.4.5] (see also [12,
Lemma 4.4]).
Now prove ii). We note that for w ∈ A0, from (4.2) one has
〈Ψ∗(T ), w〉 = L(w) = I(p(w)) =
〈
q˜
(
Φ

(T )
)
, w
〉
=
〈
Λ(x1,1)q˜
(
pi1(Φ(T ))
)
, w
〉
.
For w ∈ A1, we use the regularization relation [11, Corollary 2.4.15]: it is
Ψ∗(0) = Λ(x1,1)q˜
(
pi(Φ

(0))
)
.
Since q˜(xn1,1w) = x
n
1,1q˜(w), from i) one has
Ψ∗(T ) = e
T x1,1Ψ∗(0) = e
T x1,1Λ(x1,1)q˜
(
pi1(e
−T x1Φ

(T ))
)
= eT x1,1Λ(x1,1)e
−T x1,1q˜
(
pi1(Φ(T ))
)
= Λ(x1,1)q˜
(
pi1(Φ(T ))
)
,
from which the statement ii) follows (see also [1, Theorem 2.2]). 
4.6. Symmetric colored multiple zeta values. In order to introduce our symmetric
colored multiple zeta values, let us define
Φ∗(T ) := Λ(x1)Φ(T ) ∈ A
∨
and set for α ∈ Z/NZ
Ξα(T1, T2) :=
∑
η∈µN
ηασ(Φη∗(T1))xηΦ
η
∗(T2),
which lies in C[T1, T2]〈〈x0, xη | η ∈ µN〉〉. Here for S ∈ A
∨ we write
Sη =
∑
w
Stη(w)w
∨
with tη : A → A being an algebra homomorphism with respect to the concatenation
such that tη(ea) = eaη.
We remark that Lemma 4.3 ii) shows the identities
q˜
(
pi1(Φ∗(T ))
)
= Λ(x1,1)q˜
(
pi1(Φ(T ))
)
= Ψ∗(T ).
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Hence, for w ∈ A1 we have
(4.6) 〈Φ∗(T ), w〉 = 〈p˜
(
Ψ∗(T )
)
, w〉 = Lˆ(q(w);T ).
Later, we will define symmetric colored multiple zeta value as the coefficients of Ξα(T +
pi
2
, T − pi
2
). First of all, we compute these coefficients and then prove its independence
from T .
Lemma 4.4. For integers k1, . . . , kr ≥ 1 and η1, . . . , ηr ∈ µN , we have〈
Ξα(T1, T2),p
(
e1e
k1−1
0 eη1e
k2−1
0 eη2 · · · e
kr−1
0 eηr
)〉
=
r∑
j=0
(−1)k1+···+kj (η1 · · · ηj)
αL∗
(
ηj , . . . , η1
kj , . . . , k1
;T1
)
L∗
(
ηj+1, . . . , ηr
kj+1, . . . , kr
;T2
)
.
Proof. Let w = eη0e
k1−1
0 eη1 · · · e
kr−1
0 eηr . Since∑
η∈µN
〈SxηT, w〉 =
r∑
j=0
〈S, eη0e
k1−1
0 eη1 · · · eηj−1e
kj−1
0 〉〈T, e
kj+1−1
0 eηj+1 · · · e
kr−1
0 eηr〉
holds for S, T ∈ A∨, by (4.6) one has
〈Ξα(T1, T2), w〉
=
r∑
j=0
(−1)k1+···+kjηαj Lˆ(q ◦ tηj(e
kj−1
0 eηj−1 · · · e
k1−1
0 eη0);T1)Lˆ(q ◦ tηj (e
kj+1−1
0 eηj+1 · · · e
kr−1
0 eηr);T2)
=
r∑
j=0
(−1)k1+···+kjηαj Lˆ(q(e
kj−1
0 eηj−1ηj · · · e
k1−1
0 eη0ηj);T1)Lˆ(q((e
kj+1−1
0 eηj+1ηj · · · e
kr−1
0 eηrηj );T2)
=
r∑
j=0
(−1)k1+···+kjηαj Lˆ(e
kj−1
0 eηj−1ηje
kj−1−1
0 eηj−2ηj−1 · · · e
k1−1
0 eη0η1 ;T1)
× Lˆ(e
kj+1−1
0 eηj+1ηje
kj+2−1
0 eηj+2ηj+1 · · · e
kr−1
0 eηrηr−1;T2)
=
r∑
j=0
(−1)k1+···+kjηαj L∗
(
ηj
ηj−1
, . . . , η1
η0
kj, . . . , k1
;T1
)
L∗
(
ηj+1
ηj
, . . . , ηr
ηr−1
kj+1, . . . , kr
;T2
)
.
Letting η0 = 1 and replacing (η1, η2, . . . , ηr) with (η1, η1η2, . . . , η1 · · · ηr), we get the
desired result. 
Theorem 4.5. For any α ∈ Z/NZ, k1, . . . , kr ∈ Z>0 and η1, . . . , ηr ∈ µ
r
N , we have
r∑
j=0
(−1)k1+···+kj(η1 · · · ηj)
αL∗
(
ηj, . . . , η1
kj, . . . , k1
;T +
pii
2
)
L∗
(
ηj+1, . . . , ηr
kj+1, . . . , kr
;T −
pii
2
)
∈ C.
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Proof. Note that the map tη is an automorphism for any η ∈ µN and its inverse is
tη. It is easily seen that 〈S
η, w〉 = 〈S, tη(w)〉 for all S ∈ A
∨ and w ∈ A, and that
〈S1S2, w〉 =
∑
w=w1w2
〈S1, w1〉〈S2, w2〉 for S1, S2 ∈ A
∨ and a word w ∈ A. With this, for
η ∈ µN , one has
〈(S1S2)
η, w〉 = 〈S1S2, tη(w)〉 =
∑
tη(w)=w1w2
〈S1, w1〉〈S2, w2〉
=
∑
w=tη(w1)tη(w2)
〈S1, w1〉〈S2, w2〉 =
∑
w=v1v2
〈S1, tη(v1)〉〈S2, tη(v2)〉
=
∑
w=v1v2
〈Sη1 , v1〉〈S
η
2 , v2〉 = 〈S
η
1S
η
2 , w〉,
so (S1S2)
η = Sη1S
η
2 . This shows
Φη∗(T ) = Λ(x1)
ηΦη

(T ) = Λ(xη)Φ
η

(T ).
Using Lemma 4.3 i), one computes
Ξα(T1, T2) =
∑
η∈µN
ηασ
(
Λ(xη)Φ
η

(T1)
)
xηΛ(xη)Φ
η

(T2)
=
∑
η∈µN
ηασ
(
Φη

(T1)
)
Λ(−xη)xηΛ(xη)Φ
η

(T2)
=
∑
η∈µN
ηασ
(
Φη

(0)
)
eT1xηΛ(−xη)xηΛ(xη)e
−T2xηΦη

(0)
=
∑
η∈µN
ηασ
(
Φη

(0)
)sin(pixη)
pi
e(T1−T2)xηΦη

(0)
=
1
2pii
∑
η∈µN
ηασ
(
Φη

(0)
)(
e(pii+T1−T2)xη − e(−pii+T1−T2)xη
)
Φη

(0).
Letting
Φexp(T ) := σ
(
Φ

(0)
)
eT x1Φ

(0) ∈ A∨,
we have
Ξα(T1, T2) =
1
2pii
∑
η∈µN
ηα
(
Φηexp(pii+ T1 − T2)− Φ
η
exp(−pii+ T1 − T2)
)
,
and so
(4.7)
Ξα
(
T +
pii
2
, T −
pii
2
)
=
1
2pii
∑
η∈µN
ηα
(
Φηexp(2pii)− Φ
η
exp(0)
)
=
1
2pii
∑
η∈µN
ηα
(
Φηexp(2pii)− 1
)
,
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where for the last equality we have used Φηexp(0) = σ
(
Φη

(0)
)
Φη

(0) = 1 (recall Proposi-
tion 4.2). Since the last term of (4.7) does not depend on T , the desired result follows
from Lemma 4.4. 
We are now in a position to define our the symmetric colored multiple zeta value.
Definition 4.6. Let α ∈ Z/NZ. For indices k = (k1, . . . , kr) ∈ Z
r
>0, η = (η1, . . . , ηr) ∈
µrN , we define the symmetric colored multiple zeta value L
S
α
(
η
k
)
∈ C by
LSα
(
η
k
)
=
r∑
j=0
(−1)k1+···+kj (η1 · · · ηj)
αL∗
(
ηj, . . . , η1
kj, . . . , k1
;
pii
2
)
L∗
(
ηj+1, . . . , ηr
kj+1, . . . , kr
;−
pii
2
)
.
For example, we have
LSα
(
η
k
)
= L∗
(
η
k
;−
pii
2
)
+ (−1)kηαL∗
(
η
k
;
pii
2
)
.
So, LSα
(
1
1
)
= −pii and LSα
(
η
k
)
= L
(
η
k
)
+ (−1)kηαL
(
η
k
)
if (k, η) 6= (1, 1).
Remark 4.7. The series Φexp(2pii) is also introduced by Jarossay [8, Appendix A]. Each
coefficients in Φexp(2pii) can be written as an integral introduced by Hirose [6] (Jarossay
calls the coefficient in Φexp(2pii) the exponential adjoint cyclotomic multiple zeta value).
For a1, . . . , ak ∈ {0} ∪ µN , define
Iβ(0
′; a1, . . . , ak; 0
′)
as an iterated integral of ∧ki=1ωai(ti) along the path β, which is compositions β =
dch ◦α ◦ dch−1 of the straight line path dch from the tangential basepoints 0′ to 1′ and
the path α from 1′ to 1′ which counterclockwise circle around 1 one times. Using the
above integral, we obtain
〈Φexp(2pii), ea1 · · · eak〉 = Iβ(0
′; a1, . . . , ak; 0
′).
From Lemma 4.4 and the equation (4.7), the following formula may be proved in much
the same was as [6, Corollary 10]:
LSα
(η1
η0
, . . . , ηr
ηr−1
k1, . . . , kr
)
=
1
2pii
∑
η∈µN
ηαIβ(0
′; η0η, {0}
k1−1, η1η, . . . , {0}
kr−1, ηrη; 0
′).
Remark 4.8. Our LS−1
(
η
k
)
modulo pii has a relation with the symmetric colored multiple
zeta value introduced by Singer and Zhao [12]. Following [12], for • ∈ {∗,} we set
ζS•
(
η
k
)
:=
r∑
j=0
(−1)k1+···+kjη1 · · · ηjL•
(
ηj , . . . , η1
kj , . . . , k1
;T
)
L•
(
ηj+1, . . . , ηr
kj+1, . . . , kr
;T
)
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for the symmetric colored multiple zeta value introduced by Singer and Zhao, where we
put
L

(
η1, . . . , ηr
k1, . . . , kr
;T
)
:= Iˆ(ek1−10 eη1 · · · e
kr−1
0 eηr ;T ).
As for notations, Signer and Zhao used ζ∗
(
k
η
;T
)
(resp. ζ

(
k
η
;T
)
) for the regularized
colored multiple zeta value L∗
(
η
k
;T
)
(resp. L

(
η
k
;T
)
). They proved that the ζS•
(
η
k
)
(• ∈ {∗,}) does not depend on T (see [12, Proposition 4.3]) and that the congruence
ζS∗
(
η
k
)
≡ ζS

(
η
k
)
(mod pi2Z)
holds (see [12, Theorem 4.6]), where the Z denotes the Q(ζN )-vector space spanned by
all colored multiple zeta values of level N (the above congruence for the case N = 1 is
first announced by Kaneko and Zagier [10], see also [9, Proposition 9.1]). Note that,
since our value LSα
(
η
k
)
lies in Z + piiZ, we have
LS−1
(
η
k
)
≡ ζS∗
(
η
k
)
≡ ζS

(
η
k
)
(mod piiZ + pi2Z).
4.7. Connection with multiple harmonic q-series at roots of unity. We first
give an asymptotic formula for
z+m
(
η
k
)
= z+m
(
η1, . . . , ηr
k1, . . . , kr
)
:=
∑
m
2
≥m1>···>mr>0
r∏
j=1
η
mj
j
(
1− e
2pii
m
1− e
2piimj
m
)kj
,
which is equal to zm+1
2
(
η
k
; e
2pii
m
)
, and then generalize (1.1) for N ≥ 1.
Lemma 4.9. For any k ∈ Zr>0 and η ∈ µ
r
N we have
z+m
(
η
k
)
= L∗
(
η
k
; log
m
pi
+ γ −
pii
2
)
+O
(
logJ m
m
)
(m→∞)
with a positive integer J depending on k, where γ is the Euler constant.
Proof. For an index k = (k1, . . . , kr) ∈ Z
r
>0 and η = (η1, . . . , ηr) ∈ µ
r
N , we let
Am
(
η
k
)
:=
∑
m
2
≥m1>···>mr>0
r∏
j=1
η
mj
j e
−pii
m
mjkj(
m
pi
sin
pimj
m
)kj .
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We use
1− e
2pii
m
1− e
2piimj
m
e
pii
m
(mj−1) =
e−
pii
m − e
pii
m
e−
piimj
m − e
piimj
m
=
sin pi
m
sin pim
m
,
to obtain
z+m
(
η
k
)
=
∑
m
2
≥m1>···>mr>0
r∏
j=1
η
mj
j e
−pii
m
(mj−1)kj
(
sin pi
m
sin
pimj
m
)kj
=
(
e
pii
m
m
pi
sin
pi
m
)k1+···+kr
Am
(
η
k
)
.
Letting
gk(x) = e
−ikx
( x
sin x
)k
,
we have
z+m
(
η
k
)
=
(
e
pii
m
m
pi
sin
pi
m
)k1+···+kr ∑
m
2
≥m1>···>mr>0
r∏
j=1
ηmjgkj
(pimj
m
)
m
kj
j
.
Since limm→∞ e
pii
m
m
pi
sin pi
m
= 1, it suffices to show that
(4.8) Am
(
η
k
)
= L
(
η
k
)
+O
(
logJ m
m
)
(m→∞)
with some positive integer depending on k, for an admissible index
(
η
k
)
. Our proof is
based on the proof of [2, Lemma 2.7]. We compute∣∣∣∣∣∣
∑
m
2
≥m1>···>mr>0
r∏
j=1
ηmjgkj
(pimj
m
)
m
kj
j
− L
(
η
k
)∣∣∣∣∣∣
≤
∑
m
2
≥m1>···>mr>0
∣∣∣∏rj=1 gkj (pimjN )− 1∣∣∣
mk11 · · ·m
kr
r
+
∑
m1>
m
2
1
mk11
( ∑
m1>m2>···>mr>0
r∏
j=2
1
m
kj
j
)
.
We write I1 and I2 for the above first and second term, respectively. For I2, one
computes
I2 ≤
∑
m1>
m
2
1
mk11
(
m1−1∑
s=1
1
s
)r−1
≤
∑
m1>
m
2
(2 logm1)
r−1
mk11
.
For I1, we first notice that∣∣∣∣∣
r∏
j=1
gkj(x)− 1
∣∣∣∣∣ =
∣∣∣∣∣
r∑
n=1
(gkn(x)− 1)
n−1∏
j=1
gkj(x)
∣∣∣∣∣
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≤
r∑
n=1
|gkn(x)− 1|
n−1∏
j=1
∣∣gkj (x)∣∣ .
Since gk(x) = 1−ikx+o(x
2) (x→ +0), there exists a positive constant C depending on
k such that |gk(pin/m)− 1| ≤ Cn/m for all integers n and m satisfying m/2 ≥ n > 0.
Using the inequality 0 < |gk(x)| =
(
x
sinx
)k
≤
(
pi
2
)k
on the interval (0, pi
2
], we then see
that
I1 ≤
C1
m
∑
m
2
≥m1>···>mr>0
r∑
j=1
1
mk11 · · ·m
kj−1
j · · ·m
kr
r
≤
C1r
m
∑
m
2
≥m1>···>mr>0
1
mk1−11 m
k2
2 · · ·m
kr
r
≤
C ′r
m
∑
m
2
≥m1>0
(2 logm1)
r−1
mk1−11
for some positive constants C1, C
′ which depend on k. Thus, for k1 ≥ 2, the terms I1
and I2 are bounded by
1
m
∑
m
2
≥m1>0
(logm1)
r−1
mk1−11
= O
(
(logm)r
m
)
,
∑
m1>
m
2
(logm1)
r−1
mk11
= O
(
(logm)r−1
m
)
as m → ∞, respectively. So, we have proved (4.8). Since Am
(
η
k
)
satisfies the same
harmonic relation with the truncated colored multiple zeta value Lm
(
η
k
)
, in the same
way as we obtain the asymptotic formula (4.4), one can show that
Am
(
η
k
)
= L∗
(
η
k
; log
m
pi
+ γ −
pii
2
)
+O
(
logJ m
m
)
(m→∞),
where we have used Lemma 2.8 of [2] that is
Am
(
1
1
)
= log
m
pi
+ γ −
pii
2
+O
(
1
m
)
(m→∞).
We complete the proof. 
Remark 4.10. The proof of Lemma 4.9 works for other models of multiple harmonic q-
series. We mention a more general statement without proof. For k = (k1, . . . , kr) ∈ Z
r
>0,
η = (η1, . . . , ηr) ∈ µ
r
N and a = (a1, . . . , ar) ∈ R
r, define
z+m(k;η; a; q) =
∑
m
2
≥m1>···>mr>0
r∏
j=1
η
mj
j q
ajmj
[q]
kj
mj
.
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By a similar argument to the proof of Lemma 4.9, we have
z+m(k;η; a; e
2pii
m ) = L∗
(
η
k
; log
m
pi
+ γ −
pii
2
)
+O
(
logJ m
m
)
(m→∞).
Namely, the index a does not contribute to the asymptotic formula.
Theorem 4.11. Let α ∈ Z/NZ. For any k = (k1, . . . , kr) ∈ Z
r
>0 and η = (η1, . . . , ηr) ∈
µrN we have
LSα
(
η
k
)
= lim
m→∞
zmN+α
(
η
k
; e
2pii
mN+α
)
.
Proof. Decomposing the set {(m1, . . . , mr) ∈ Z
r | m > m1 > · · · > mr > 0} into the
disjoint union
r⊔
j=0
{(m1, . . . , mr) ∈ Z
r | m > m1 > · · · > mj ≥
m
2
> mj+1 > · · · > mr > 0}
and changing the summation variables as ms = m − nj+1−s (1 ≤ s ≤ j) for each
j ∈ {0, 1, . . . , r}, we have
(4.9) zm
(
η1, . . . , ηr
k1, . . . , kr
; e
2pii
m
)
=
r∑
j=0
(η1 · · · ηj)
mz−m
(
ηj, . . . , η1
kj, . . . , k1
)
z+m
(
ηj+1, . . . , ηr
kj+1, . . . , kr
)
,
where we set
z−m
(
η1, . . . , ηr
k1, . . . , kr
)
:=
∑
m
2
>m1>···>mr>0
r∏
j=1
η
mj
j
(
1− e
2pii
m
1− e−
2piimj
m
)kj
.
One computes
z+m
(
η1, . . . , ηr
k1, . . . , kr
)
=
∑
m
2
≥m1>···>mr>0
r∏
j=1
η
mj
j
(
1− e−
2pii
m
1− e−
2piimj
m
)kj
=
(
1− e−
2pii
m
1− e
2pii
m
)wt(k) ∑
m
2
≥m1>···>mr>0
r∏
j=1
η
mj
j
(
1− e
2pii
m
1− e−
2piimj
m
)kj
.
Since (1− ζ−1m )/(1− ζm) = −ζ
−1
m , for k = (k1, . . . , kr) ∈ Z
r
>0,η = (η1, . . . , ηr) ∈ µ
r
N , we
get
z−m
(
η
k
)
=
(−e
2pii
m )wt(k)z+m
(
η
k
)
m : odd
(−e
2pii
m )|k|z+m
(
η
k
)
−
(
1−e
2pii
m
2
)k1
z+m
(
η′
k′
)
m : even
,
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where |k| = k1 + · · · + kr and k
′ = (k2, . . . , kr) and η
′ = (η2, . . . , ηr). Therefore, we
have
z−m
(
η
k
)
= (−1)|k|z+m
(
η
k
)
+O
(
logJ m
m
)
(m→∞).
Substituting this into (4.9) and then using Lemma 4.9, we have
zm
(
η
k
; e
2pii
m
)
=
r∑
j=0
(−1)k1+···+kj(η1 · · · ηj)
m
× L∗
(
ηj , . . . , η1
kj, . . . , k1
; log
m
pi
+ γ +
pii
2
)
L∗
(
ηj+1, . . . , ηr
kj+1, . . . , kr
; log
m
pi
+ γ −
pii
2
)
+ O
(
logJ m
m
)
(m→∞).
In the case when m ≡ α mod N , it follows from Theorem 4.5 that
lim
m→∞
m≡α mod N
zm
(
η
k
; e
2pii
m
)
=
r∑
j=0
(−1)k1+···+kj(η1 · · · ηj)
α
× L∗
(
ηj , . . . , η1
kj, . . . , k1
;
pii
2
)
L∗
(
ηj+1, . . . , ηr
kj+1, . . . , kr
;−
pii
2
)
= LSα
(
η
k
)
.
We complete the proof. 
5. Kaneko-Zagier conjecture for higher level
5.1. Relations for finite and symmetric colored multiple zeta values. We will
prove the reversal relations and the harmonic relations for finite and symmetric colored
multiple zeta values, using those for truncated multiple harmonic q-series at roots of
unity.
Proposition 5.1. For α ∈ (Z/NZ)×, • ∈ {A,S}, positive integers k1, . . . , kr ≥ 1 and
η1, . . . , ηr ∈ µN we have
L•α
(
η1, . . . , ηr
k1, . . . , kr
)
= (−1)k1+···+kr (η1 · · · ηr)
−α L•α
(
ηr, . . . , η1
kr, . . . , k1
)
.
Proof. Using the identity (1− ζm)/(1− ζm) = −ζm and replacing mj with m−mr+1−j ,
one gets
zm
(
η1, . . . , ηr
k1, . . . , kr
; ζm
)
=
∑
m>m1>···>mr>0
r∏
j=1
η
mj
j
(
1− ζm
1− ζ
mj
m
)kj
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=
(
1− ζm
1− ζm
)k1+···+kr ∑
m>m1>···>mr>0
r∏
j=1
η
−mj
j
(
1− ζm
1− ζ
m−mj
m
)kj
= (−ζm)
−k1−···−kr (η1 · · · ηr)
−m
∑
m>m1>···>mr>0
r∏
j=1
η
mj
j
(
1− ζm
1− ζ
mj
m
)kr+1−j
= (−ζm)
−k1−···−kr (η1 · · · ηr)
−m zm
(
ηr, . . . , η1
kr, . . . , k1
; ζm
)
.
With this, the results follow from Theorems 3.2 and 4.11 (remark that α can be taken
from Z/NZ when • = S). 
Proposition 5.2. For α ∈ (Z/NZ)× and • ∈ {A,S}, the Q-linear map L•α : A
1
∗ →
A(α) defined by
L•α(ek1,η1 · · · ekr,ηr) = L
•
α
(
η1, . . . , ηr
k1, . . . , kr
)
is a homomorphism. Namely, for any words w,w′ ∈ A1∗ we have L
•
α(w)L
•
α(w
′) =
L•α(w ∗ w
′).
Proof. The standard technique to prove the harmonic relation is applied (see e.g. [7]).
For example, the harmonic product ek,η ∗ el,ξ = ek,ηel,ξ + el,ξek,η + ek+l,ηξ corresponds to
the identities
zm
(
η
k
; q
)
zm
(
ξ
l
; q
)
=
∑
m>n,n′>0
ηmξn
[n]kq [n
′]lq
=
( ∑
m>n>n′>0
+
∑
m>n>n′>0
+
∑
m>n=n′>0
)
ηmξn
[n]kq [n
′]lq
= zm
(
η, ξ
k, l
; q
)
+ zm
(
ξ, η
l, k
; q
)
+ zm
(
ηξ
k + l
; q
)
.
In general, we see that the Q-linear map zm : A
1 −→ C defined by
zm(ek1,η1 · · · ekr,ηr) = zm
(
η1, . . . , ηr
k1, . . . , kr
; ζm
)
is an algebra homomorphism with respect to the harmonic product ∗. Hence, the
desired results follows from Theorems 3.2 and 4.11 (also remark that α can be taken
from Z/NZ when • = S). 
5.2. Linear shuffle relation. We show the linear shuffle relation for finite colored
multiple zeta values. Unfortunately, the result is not a consequence of the relation for
truncated multiple harmonic q-series at roots of unity.
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Proposition 5.3. Let α ∈ (Z/NZ)×. For any u ∈ A1 and v ∈ A, we have
LAα (q(u ve1)) = (−1)
|v|+1LAα (q(
←
v e1u)),
where |v| and
←
v are respectively the weight and the reversal word.
Proof. We use the same technique as in the proof of Theorem 8.1 in [9]. By abuse of
notation, we may view the truncated colored multiple zeta value Lp for a prime p and
the iterated integral I[0,z] (z ∈ C with |z| ≤ 1) as Q-linear maps Lp : A
1 → C and
I[0,z] : A
1 → C given by
Lp(ek1,η1 · · · ekr ,ηr) =
∑
p>m1>···>mr>0
ηm11 · · · η
mr
r
mk11 · · ·m
kr
r
and
I[0,z](ek1,η1 · · · ekr,ηr) = I[0,z](0
k1−1, η1, . . . , 0
kr−1, ηr).
By Proposition 4.1 we have
Lp(q(ek1,η1 · · · ekr ,ηr)) =
∑
0<m<p
(
coefficient of zm in I[0,z](ek1,η1 · · · ekr ,ηr)
)
.
Using this, for u = ek1,η1 · · · ekr ,ηr ∈ A
1 and w = el1,ν1 · · · els,νs ∈ A
1 we compute
Lp(q(u w))
=
∑
0<m<p
(
coefficient of zm in I[0,z](u w)
)
=
∑
0<i,j<p
i+j<p
(
coefficient of zi in I[0,z](u)
)(
coefficient of zj in I[0,z](w)
)
=
∑
0<i,j<p
i+j<p
( ∑
i>m2>···>mr>0
ηi1(η1η2)
m2 · · · (ηr−1ηr)
mr
ik1mk22 · · ·m
kr
r
)
×
( ∑
j>n2>···>ns>0
νj1(ν1ν2)
n2 · · · (νs−1νs)
ns
jl1nl22 · · ·n
ls
s
)
.
Since it holds that∑
b>n>a
ηn
nk
≡
∑
b>n>a
ηn
(n− p)k
≡ (−1)k
∑
p−a>p−n>p−b
ηn
(p− n)k
mod p
for 0 < a, b < p, the above last term modulo pRp[ζN ] can be reduced to
≡
∑
0<i,j<p
i<p−j
( ∑
i>m2>···>mr>0
ηi1(η1η2)
m2 · · · (ηr−1ηr)
mr
ik1mk22 · · ·m
kr
r
)
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× (−1)l1+···+ls
( ∑
p>p−ns>···>p−n2>p−j
νj1(ν1ν2)
n2 · · · (νs−1νs)
ns
(p− j)l1(p− n2)l2 · · · (p− ns)ls
)
≡ (−1)l1+···+lsνps
×
∑
p>hs>···>h2>h>i>m2>···>mr>0
(νs−1νs)
−hs · · · (ν1ν2)
−h2ν−h1 η
i
1(η1η2)
m2 · · · (ηr−1ηr)
mr
hlss · · ·h
l2
2 g
l1ik1mk22 · · ·m
kr
r
≡ (−1)l1+···+lsνps
×
∑
p>m1>···>mr+s>0
(νs−1νs)
m1 · · · (ν1ν2)
ms−1νms1 η
ms+1
1 (η1η2)
ms+2 · · · (ηr−1ηr)
ms+r
mls1 · · ·m
l1
s m
k1
s+1 · · ·m
kr
s+r
≡ (−1)l1+···+lsνpsLp
( νs−1
νs
, . . . , ν1
ν2
, 1
ν1
, η1
1
, η2
η1
, . . . , ηr
ηr−1
ls, . . . , l2, l1, k1, k2, . . . , kr
)
mod pRp[ζN ].
Taking w = ve1 with v = e
l1−1
0 eν1 · · · e
ls−1−1
0 eνs−1e
ls−1
0 , we have
Lp(q(u ve1)) ≡ (−1)
l1+···+lsLp(q(
←
v e1u)) mod pRp[ζN ],
from which the statement follows. 
Proposition 5.4. Let α ∈ Z/NZ. For any u ∈ A1 and v ∈ A, we have
LSα(q(u ve1)) ≡ (−1)
|v|+1LSα(q(
←
v e1u)) (mod piiZ),
where Z denotes the Q(ζN )-vector space spanned by all colored multiple zeta value of
level N .
Proof. It follows that
Ξα
(
T +
pii
2
, T −
pii
2
)
=
∑
η∈µN
ηα
(
σ(Φ

(0))η
e2piixη
2pii
Φη

(0)− 1
)
≡
∑
η∈µN
ηασ(Φη

(0))xηΦ
η

(0) (mod piiZ〈〈x0, xη | η ∈ µN〉〉).
Since Φη

(0) is group-like, letting Eη = σ(Φη

(0))xηΦ
η

(0), we have
∆

(Eη) = (σ(Φη

(0))⊗ σ(Φη

(0))) (xη⊗1+1⊗ xη) (Φ
η

(0)⊗ Φη

(0)) = Eη⊗1+1⊗Eη.
For words w,w′ ∈ A not being the empty word, by (4.5) this shows 〈σ(Φη

(0))xηΦ
η

(0), w
w′〉 = 0, and hence,〈
Ξα
(
T +
pii
2
, T −
pii
2
)
, w w′
〉
≡
〈∑
η∈µN
ηασ(Φη

(0))xηΦ
η

(0), w w′
〉
≡ 0 (mod piiZ).
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For u, w ∈ A with w = ea1 · · · ean it can be shown (see [6, Lemma 19]) that
e1(u w)− (−1)
|w|←we1u =
n∑
i=1
(−1)i+1e1
(
u ea1 · · · eai
)
 ean · · · eai+1 .
Thus, for u ∈ A1 and w = ve1 with v ∈ A, using Lemma 4.4, one can compute
LSα(q(u ve1)) =
〈
Ξα
(
T +
pii
2
, T −
pii
2
)
, e1(u ve1)
〉
≡
〈
Ξα
(
T +
pii
2
, T −
pii
2
)
, (−1)|v|+1e1
←
v e1u
〉
≡ (−1)|v|+1LSα(q(
←
v e1u)) (mod piiZ).
We are done. 
We call Propositions 5.3 and 5.4 the linear shuffle relation. Singer and Zhao obtains
the linear shuffle relation for both finite and symmetric colored multiple zeta values at
α = −1 (see [12, Theorems 3.3 and 4.11]), which is a special case of Propositions 5.3
and 5.4.
5.3. Further problems. There will be a higher level analogue of the Kaneko-Zagier
conjecture. Here we only indicate some related problems.
(i) Let Z denote the Q(ζN)-vector space spanned by all colored multiple zeta values
of level N . We may expect that for each α ∈ (Z/NZ)×, the space Zˆ := Z+piiZ
is spanned by all LSα
(
η
k
)
. The case N = 1 was shown by Hirose [6], which uses
Yasuda’s result [15] that the symmetric multiple zeta values generate the whole
space spanned by all multiple zeta values. The case N > 1 is open.
(ii) We may also expect a conjecture stating that, for each α ∈ (Z/NZ)×, the
Q(ζN )-linear map
〈LAα (w) | w ∈ A
1〉Q(ζN ) −→ Zˆ/piiZˆ
LAα
(
η
k
)
7−→ LSα
(
η
k
)
(mod piiZˆ)
is a well-defined algebra isomorphism.
These expectations are viewed as a level N analogue of the Kaneko-Zagier conjecture,
which in the case α = −1 is proposed in [12, Conjecture 1.2].
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