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I. INTRODUCTION 
People have known for a long time that sound travels at very 
different speeds in different materials. The reason that the sound 
speed, which is an important physical property of any material, is 
different in each material is the difference in the density and the 
elasticity of solids. And apart from this long wave length acoustic 
region, the physical properties of materials are even more diverse and 
have a more complicated dependence on the constituents of crystals and 
their micro-structures. Lattice dynamics (LD) is a classical field of 
solid state physics which investigates the atomic motion in crystalline 
solids. These atomic motions have strong influences on the 
thermodynamic properties of solids, they affect the interaction between 
solids and x-rays or neutrons, they can give rise to interaction between 
defects, and can even modify the electron-electron interaction so 
mysteriously as to make the electrons attract each other. 
A piece of solid contains a large number of atoms and to actually 
solve the motion of each atom is not practically feasible. But because 
of the periodicity of the solid and the fact that under normal 
conditions the atoms are bound to their equilibrium positions, this 
problem simplifies a lot. In fart this becnmes thp rlassiral pmall 
oscillation problem, and can be solved by classical mechanics. The 
early LD studies were all based on force constant models which were just 
the extension of Newtonian mechanics to systems of large degrees of 
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freedom. At that time useful concepts and techniques like normal modes 
and normal coordinate transformations were introduced. It is 
interesting to notice that the later discovered quantum mechanics did 
not complicate the problem. Besides the quantization of the normal 
modes and zero-point motion, most of the features of the force constants 
model remained. For those models the only information needed are the 
force constants (assumed to be constants since atoms only exercise small 
oscillation around their equilibrium positions) between all the atom 
pairs. Once those force constants are provided, one can solve the 
entire spectrum of atomic vibration in a straight forward manner. The 
first success of explaining the physical properties of solids by LD 
studies was marked by Einstein's paper in 1907, where he calculated the 
specific heat of a solid by treating the solid as a collection of 
uncoupled harmonic oscillators. Later, most of the fundamental problems 
of LD have been worked out in detail by M. Born and his colleagues 
between '10s and '30s. Until 1950, however, the field of LD remained 
relatively dormant owing to the fact that the forces between atoms are 
difficult to evaluate on the microscopic level (although the origin of 
them is the simple and the well known Coulomb interaction) and 
experimentally, apart from long wavelength acoustic waves, all the other 
modes of atomic vibration were not directly measurable. 
In 1955, the first neutron scattering experiment was done and snnn 
the technique proved to be a powerful tool for phonon measurement, since 
then it has become a routine to measure the phonon dispersion curves by 
neutron scattering for any new material. The development of experiment 
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has inspired theoretical studies of LD. Many phonon models were 
proposed, developed, or discarded. For the last couple of years, people 
have witnessed the development of more sophisticated models and the 
realization of first-principles calculations, that is to obtain the 
inter-atomic interaction quantum mechanically free of any parameters. 
Nowadays one can numerically evaluate thermodynamic properties of the 
solid such as thermal expansion, specific heat, etc., from LD studies. 
The results of the LD studies, that is the phonon spectrum, have entered 
many other solid state physics field like phase transitions and the 
diffusion process, even the fascinating phenomena of superconductivity. 
In the following chapters, we will first give a short review of some 
of the models used in LD studies, then introduce a semi-empirical scheme 
which has been applied with great successes in many cases of LD studies, 
especially in LD studies for transition metals and transition metal 
compounds, and then we will present results of our studies for two 
systems, one is lanthanum bulk and one is tungsten surface. There we 
will calculate the vibrational spectrum and demonstrate the relationship 
between the anomalous structures in the vibrational spectrum and the 
electronic structure of the system, and show how the LD properties are 
related to other physical properties of these systems like 
superconductivity and phase transition. 
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II. LATTICE DYNAMICS MODELS 
Being the first model and most simple one, the force constant model 
(FCM) still deserves some attention because it sets the formalism for LD 
and is still used in a lot of cases under different variations. This 
model simply assumes the potential energy of a distorted lattice is a 
quadratic function of displacements: 
1 
V2 E u(L')$(L',L)u(L) (1) 
2 L,L 
where L=(j,K) denotes the particle in the jcell. u(L) denotes 
the displacement vector of the ion whose equilibrium position Is at L. 
The equation of motion: 
32U(L') 3V2 
Mk' - Z $(L',L)u(L) (2) 
a^t 9u(L') L 
can be rewritten as: 
32u(L') 
Mk' = - Z $(L',L)(u(L)-u(L')) (3) 
a^t L 
since sum of $(L,L') over L must be zero to satisfy the translatlonal 
invariance condition. Equation (3) gives -$(L',L) a clear physical 
picture; It Is the force matrix (3x3) between a pair of ions at L' and 
L. To solve equation (3), one can exploit the tran^latinnal invmrlnnce 
condition and enforce the u(L) and u(L') be equal within a phase factor, 
so we let u(j,K) = u(0,K)exp(iq«j), here we use the bold j to denote the 
position of cell. Substitute u(j,K) in (3) and assume the motion Is 
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periodic with frequency w, we have equation of motion for the cell 
as: 
w^ M|ç^ u(0, K') = 2 $(0 ,  K'; j , K) (u(0 ,  K)e^^* j  -  u(0 ,K' ) )  
J > K 
= ( Z$(0,K';j,K')eiq'j -,Z *(0,K';j,K))u(0,K') 
J J > K 
+ . Z $(0,K';j,K)ei9'j u(0,K) (4) 
J, KZK' 
multiply to both side (here the bold K' denotes the 
relative position of K'th atom within a unit cell), then the final 
equation reads: 
w ? v ( K ' )  =  (  E $ ( 0 , K ' ; j , K ' ) e i q ' j  - . E  $ ( 0 ,  K ' ;  j  ,  K ) ) \ ; (  K ' )  
MR, J J'K 
+ E $(0,K';j,K)eiq"(j + K-K')u(K) (5) 
where u(K) = (M,^)%(0, K)e~^'l* is the normalized displacement vector. 
There are n (the number of particles in unit cell) such equations since 
K' runs from 1 to n. One can easily see that to solve for phonon 
spectrum is to solve the secular equation; 
(co?(q,X)I - D) e(q,X) = 0 (6) 
and the all-important D is the (3nx3n) dynamical matrix. 
This model is simple and can be solved exactly. But when applied to 
real systems people quickly found the simple FCM (usually central or 
axial symmetric) is inappropriate to describe the rich features in 
phonon dispersion curves. The number of force constants one has to use 
to reproduce phonon spectrum grows quickly and very soon those force 
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constants become just a set of parameters, which give little insight 
into the real inter-atomic interactions. Nowadays this model is mainly 
used as parameterization of phonon dispersion curves. 
Let us take a general view of what are the inter-atomic forces. A 
simple model to start with is a periodic array of ions embedded in the 
valence electron sea. As an ion moves away from its equilibrium 
position, it will feel a restoring force, the origin of this force is 
the Coulomb forces from other ions but greatly modified by the response 
of valence electrons (the dielectric response function). Even the 
relaxation of outer shells of ion core electrons gives a large 
modification, as in the case of the phonon dispersion of alkali halides. 
So LD studies really require a full knowledge of electronic structure 
which by itself is a major computational effort. That is why 
microscopic LD studies began to flourish at about the same time when 
high speed computers and efficient band structure calculation schemes 
became available. 
The first attempt to use real inter-atomic forces for LD studies is 
the rigid ion model (RIM) for alkali halides. Since in certain sense 
the valence electrons are absent here, one might take the inter-ion 
Coulomb force as the only interaction. As for repulsive forces to 
stabilize the crystal, RIM assumes short range potentials, for example 
the Born-Mayer potential: 
VK,K'(r) = AK, K'exp(-r/pK, K') (?) 
Using the so called Ewald's method, the slowly converging Coulomb force 
can be effectively summed up and the model gives good results for 
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acoustic and transverse optical phonon modes. The splitting of the 
transverse and longitudinal optical phonon frequencies as q-O, which is 
the evidence of lack of effective screening, is present, but the 
splitting comes out to be too big, because the macroscopic electric 
field generated by longitudinal distortion of ions is over estimated. 
This can be easily understood from the Lyddane-Sachs-Teller relation; 
where w's are the long wave length optical phonon frequencies, Eg is the 
static dielectric constant, and SQ is the optical dielectric constant 
which is the square of the index of refraction. For any material SQ 
should larger be than unity, but in the RIM because there is no 
screening effect at all, Go=l, so co^ becomes too high. 
Realizing the necessity of including screening effects, people then 
proposed the shell model (SM) and its numerous improvements and 
variations, among those are deformable shell model (DSM) and double 
shell model (DSM). The basic ingredients of these models is to 
represent the valence electrons by a shell of negative charge and allow 
the shell to move relative to the nuclear cores. In this way, the 
models built in some screening effects and so give better results for 
phonon modes not only in alkali halides, but also for transition metal 
compounds where the screening effect is even stronger so that the 
splitting of transverse and longitudinal optical phonon vanishes as q-^n. 
Although these models only use electronic structure in a global manner, 
their parameters are found to carry some physical properties of the 
system, sometimes one can assign physical quantities to the parameters, 
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like ionic polarizability and bond charge. 
In 1977, C. Varma and W. Weber proposed a new approach for LD. 
Fully incorporating the electronic structure in a tight binding 
formalism, the scheme succeeded in explaining phonon anomalies for a 
large class of materials. In addition, the subsequent calculations on 
A-15 materials by W. Weber provided sensible electron-phonon interaction 
parameters and quantitatively confirmed BCS theory for superconductivity 
in those materials. We will give a detailed discussion for this scheme 
in the next chapter. 
Another approach for LD which appeared about same time is the 
inversion method. Where one starts from the bare Coulomb potential 
between ions and then evaluates the full response function utilizing the 
electronic structure information. Formally one has: 
co2(q,X) = w°2(q,X) - M"! e(-q, X) •g''(-q, X)X(q, X)g°(q, X)-eCq, X) (9) 
here w° is the bare phonon frequency, g° is the bare electron phonon 
matrix element, e(q,X) is the phonon polarization vector, and 
X(q,X) = e-l(q,X) X°(q,X) (10) 
is the full response function. To evaluate X one has to solve for the 
inverse of dielectric function e. One encounters the obstacle of an 
enormous computational task, so up to date relatively fewer LD studies 
were carried out along these lines. In the scheme put forward by Varma 
and Weber, part of the renormali za tinn nf the phonon frpqnpnry, t-hp so 
called D2 contribution, is calculated as: 
- M-1 e(-q,X)'g(-q,X)X°(q,X)g(q,X).e(q,X) (11) 
here, one uses full electron-phonon interaction and bare susceptibility. 
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The similarities between (10) and (11) are easy to see, and it has been 
shown that the inversion method and the D2 scheme are equivalent. 
The first principles total energy calculation method, which has 
become more and more popular in solid state physics, uses the least 
amount of approximation, and gives highly accurate phonon frequencies 
free from any adjustable parameters. The only approximation used in 
electronic structure calculations is the local density functional 
approximation. The total hamiltonian of a crystal can be written as: 
dR^ drj 
H = Hc( —,Rj) + He( ,ri) + V(Rj,ri) (12) 
dt dt 
here the Rj's denote nuclear coordinates and r^'s denote electronic 
coordinates. Because the electron is much lighter than the nucleus, the 
Born-Oppenheimer approximation is well justified. With this 
approximation the electronic wavefunction will change adiabatically 
following the instantaneous position of the nuclei, in other words, the 
electron only sees a 'frozen phonon'. Let |G> be the ground state for 
the electrons, we then have: 
dri 
(He( ,ri) + V(Rj,ri)) |G> = E(Rj) |G> (13) 
dt 
so we obtain a hamiltonian which is a function of nuclear coordinates 
only: 
dRi 
<G| H |G> = Hc( —,R4) + E(RO 
dt 
= Kc + Vc(Rj) + E(Rj) (14) 
where Vg is the Coulomb potential between nuclei and is kinetic 
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energy of nuclei. The procedure for a frozen phonon calculation is to 
solve equation (13) for each nuclear configuration using a highly 
accurate band structure calculation technique and then solve (14). 
Notice here one not only gets the phonon frequencies but anharmonic 
effects as well, which is essential for phonon-phonon interaction 
studies. In practice, to avoid a large computational task, the frozen 
phonon calculation is usually carried out only for high-symmetry 
phonons, where one knows from symmetry arguments the polarization 
vectors, so to solve (14) is trivial. However, with the development of 
large scale computers, there has been an increasing number of studies on 
surface phonon calculations using the frozen phonon approach, where the 
unit cell may contain a few tens of atoms. The success proves that 
first principles calculation is the most accurate scheme for LD studies. 
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III. NON-ORTHOGONAL TIGHT BINDING METHOD 
In this chapter, we will first derive from perturbation theory the 
dynamical matrix, then we will see how this is realized in a non-
orthogonal tight binding scheme. 
A piece of crystal can always be viewed microscopically as a 
collection of ion cores and valence electrons (one can always re-define 
which electron to be considered as part of the ion core, to ensure that 
the core electrons are inert in the physical process). As said in the 
last chapter, the potential energy for the effective hamiltonian of the 
ionic system is: 
Vi{R} + Eb(R} - VefR) (15) 
here {R} means a whole set of position vectors R for all the ionic 
cores. We have divided the electronic energy E in equation (14) of the 
last chapter into two terms, the band contribution Ey, which is just the 
sum of eigenvalues of the single particle energy up to the Fermi level, 
and Vg, the electron-electron Coulomb repulsion energy which is double 
counted in Ey and needs to be subtracted off. The advantage of yriting 
the potential in this way is to re-group the terms. Because the 
effective screening in metals, it is easy to see that Vj and Vg will 
almost cancel each other, so we can write the potential as: 
Vn(R] + EyfR) (16) 
here is the summation of Vj and -Vg, as we just argued, it represents 
some kind of neutral body interaction and is smaller in magnitude than 
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Vi or Vg. Another consequence of this re-grouping, which is more 
useful, is that the interaction range of becomes shorter, while the 
electrostatic nature of Vj and Vg makes their interaction range very 
long. The short range nature makes it easy to parameterize the V^. 
Using perturbation theory, the By, up to second order for small 
ionic distortions, can be written in four terms: 
Ejj{R) = E" + EQ + + E2 
= Eb(R°} + E <G|ViH|G>5Ri <G | 7^ VjH|G> SEj5Rj 
|Ei<G|7iHje>SRi|2 
+ I ( 17 ) 
0 Eg - Eg 
here |^ represents the excited states of the electronic system, and 
|G>, the ground state. The Eq and Ej are the first order perturbation 
corrections for the band energy and E2 is the second order perturbation 
energy. Let us assume for the moment that the electronic hand structure 
can be described by a single-orbital tight binding hamiltonian, in usual 
notations we have; 
H = Z t(Ri,Ri)c+(Ri)c(Ri) (18) 
i,j 
from equation (18) it is easy to see that the terms contribute to the 
first order perturbation are like Vit(Rj,Ri)<G|c+(Rj)c(Ri)|G>6Ri, so the 
range of interaction represented in Ej is just the same as the range of 
hopping integral t. If t has a short range, so will E^. But the 
situation is quite different for E2, here the governing factor is the 
energy denominator. If there are low-lying excited states available and 
those states can couple with the ground state through 9H, the 
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interaction E2 carries can be of very long range. 
For the neutral body interaction in (16) we can make the same 
expansion: 
Vn{R} = V + Vq + Vi 
= Vn(R°) + Z ViV{R°)6Ri + E ViVjVnCR"} SRjSRj (19) 
1 1 > J 
the equilibrium condition requires 5(V^ + Eg)=0 up to the first order of 
5R, so Vq + Eg equals zero. Since V° and E° are constants, we can see 
from equations (17) and (19) that the effective potential energy for 
crystal Is just + E2, and the second derivative of the potential 
will give the force matrix between Rj and Rj. Following the procedures 
of FCM in Chapter One, we can easily get the dynamical matrix: 
D(q) = Do(q) + Di(q) + D2(q) = DyCq) + D2(q) (20) 
here Dg, and D2 is originated from the second derivatives of V^, 
and Eg respectively, and we have further combined Dg and Dj into D], for 
the 'bare' dynamical matrix. Here the D2 accounts for the 
renormalization effect due to the electron-phonon interaction. 
From now on, we will concentrate on transition metals and their 
compounds. Being metals, these materials have quite good screening 
effects, so the contribution to the dynamical matrix from V^, that is 
the Dq, is of short range. The electronic structures of these materials 
have strong d-character, and a tight binding model with a few neighbor 
interactions describes the band structure well, which is another 
indication that is of short range. In fact, for the non-orthogonal 
tight binding scheme which we are going to use for our calculations, we 
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will show below that the longest Interaction range in is just the sum 
of the interaction range for hopping and overlap matrix elements. In 
real space, the non-orthorgonality means: 
<0|c(Ri)c+(Rj)|0> = S-l(Ri,Rj) ?! 5(Ri,Rj) (21) 
here |0> is the vacuum state and the 8 is the Kronecker delta function. 
S is a positive definite matrix. We can formally transform the non-
orthogonal basis to orthogonal ones by defining a set of new operators 
as c=S^c, and then the hamiltonian can be rewritten accordingly; 
H =^EjC+(Ri)t(Ri,Rj)c(Rj) 
Zjc+(Ri)S%(Rj,Rj)S-%(Ri,Rj)t(Ri,Rj)S(Ri,Rj)-%S(Ri,Rj)%c(Rj) 
c+(Ri)T(Ri,Rj)c(Rj) (22) 
here we clearly see the range of ï is the sum of that for the hopping 
and the overlap matrix elements. So at least for the systems we are 
concerning, the 'bare' synamical matrix Dy is of short range, so it can 
be well described by a force constant model with a few force parameters. 
We want to point out here that part of Dy, that is , can be formulated 
in our tight binding scheme and would be easy to calculate, but for 
simplicity reasons we parameterize the whole Dy. 
On the other hand, D2 is calculated fully in this scheme. If we 
only take the single particle excitation states as | ®> in equation (17), 
and make a Fourier transformation, we can write D2 as; 
^ k ' u ' ~ ^ ku a 
D2(Ka, K'Plq) = - E S^^ku,k'w' ^'jj',k|j (23) 
kjJU' - Eky 
k'=k+q 
the Fermi-Dirac function f ensures the coupling is between occupied and 
unoccupied states, ej^y is the eigenvalue of band at wave vector k. 
Here g is the electron-phonon matrix element (for a detailed derivation 
see Section C in the Appendix). The so called bare susceptibility X(q) 
can be calculated from equation (23) by setting the matrix element g 
equal to unity and neglecting the minus sign in front of the summation. 
From equation (23) we can see that there are two 'components' in D2. 
One is the bare susceptibility, that is the density of the electronic 
states which are available for coupling to the phonons of wavevector q, 
it will be large when there are nesting features, that is when the 
wavevector q connects two parallel pieces of Fermi surface. Another 
component is the matrix element, it takes into account the polarization 
of the phonon at wave vector q as well as the geometry of the atomic 
wave functions used as the basis for tight binding wave functions. It 
is worth pointing out that because of the interference effects from 
different neighbors, the matrix element usually acquires maximum values 
at q = 1/a, where a is the neighboring distance of the hopping matrix 
element. For a nearest neighbor tight binding model, q will be at the 
Brlllouin zone boundary. On the other hand, the bare susceptibility 
will have maxima at the nesting vector, which can appear at any position 
of the Brlllouin zone. Another point one may notice from equation (23) 
is that D2 is always negative, which means that the electron-phonon 
interaction always renormalizes the bare phonon frequency in surh a way 
as to make it lower. 
Other important physical quantities which can be obtained from this 
tight binding scheme are the so called Eliashberg function oc^F and 
16 
electron-phonon coupling parameter X. The Eliashberg function is 
formulated as: 
1 0% ds ds' 1 
(x2(W)F(W) / / ? 
2N(eF) (20)6 17^/81 3 
2 17 e'^«(-q,j)g'^\ ke'^'P(q,j)5(a>-(A^ j) (24) 
here the Integrals are over Fermi surface and band indices w and y' in 
the summation are implied, N(e) is the density of states per spin, and q 
= k'- k is the phonon wave vector, j denotes the phonon polarization. 
The electron-phonon coupling parameter X is given by: 
a2(w)F(w) 
X = 2 J dw (25) 
CO 
Now we outline the procedure for phonon calculations using this 
tight binding scheme. The first step is to derive the tight binding 
hamiltonian, we use the tight binding model with the non-orthogonal 
Slater-Koster two center approximation and fit the tight binding 
parameters to first principles calculated band structure. The process 
is repeated for the slightly different band structures corresponding to 
small changes in the lattice parameters. With this not only reliable 
tight binding parameters are obtained, but also their derivatives with 
respect to the inter-atomic distances. The second stpp is to calculate 
•2, which involves the evaluation of eigenvalues and pi%pnvertors of 
bands on a certain mesh in the first Brillouin zone, and then put into 
the D2 formula for summation over k-points and bands. The third step is 
to decide a FCM to represent Dy. This is done either by fitting to the 
17 
experimental phonon spectrum or deriving these force constants from 
other relevant phonon calculations. An alternative way is to utilize 
the first principles frozen phonon calculation results to determine the 
force constants and in this way the whole calculation is free from any 
experimental inputs. 
This scheme, since proposed in 1978, has been used in a variety of 
systems, especially in transition metals and their compounds like 
refractory and A-15 materials, and has shown great successes in 
explaining phonon anomalies and the origin of superconductivity in those 
materials. We have applied this scheme to calculate the fee La 
anomalous phonon spectrum and had good results. Later we have extended 
this scheme to handle the more complicated system of crystal surfaces, 
and applied it to the W(OOl) and Mo(OOl) surface dynamics calculations 
to study the interesting surface reconstruction phenomena. 
18 
IV. BULK PHONON CALCULATIONS; 
ANOMALOUS PHONON SPECTRUM IN FCC LA 
With the development of larger scale computers and more accurate 
computational techniques, very detailed electronic structure can now be 
obtained from first-principles calculation. On the other hand, the 
expirical tight-binding scheme, when given few parameters, is able to 
provide the complete phonon dispersion curves. The combination of these 
two will certainly open new frontiers for theoretical studies of 
material properties. It was with such a motivation we started our 
theoretical investigation. The first system we studied was the fee La. 
A. Introduction 
The unusual physical properties of La have drawn considerable 
attention. The main point of interest and speculation here is on the 
role of 4f electronic levels. Being the first member of rare-earth 
elements. La and its compounds are frequently compared with other rare-
earth materials and help to interpret the physical properties associated 
with 4f levels. When compared with its isoelectronlc elements Y and Sc, 
which are not superconductors at ambient pressure. La has a fair]y high 
superconducting temperature T^ of 6.05 K and relatively low Debye 
temperature. The most dramatic feature is the rapid rise of its T^ with 
pressure.! People have speculated that the superconducting properties 
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of La may be associated with the low-frequency phonon modes which couple 
strongly with the electronic excitation Involving the empty low-lying 4f 
levels.1*2 other interesting properties of this systems are the unusual 
negative thermal expansion at low temperature^ and the soft-phonon phase 
transition near 50 kbar.4 These properties may again be associated with 
the anomalous behavior of certain phonon modes. La has the stable fee 
structure at high temperature and below 660 K it undergoes a phase 
transformation to the dhcp structure, because of the metastability of 
its fee phase, although there were measurement on polyerystalline 
samples which indicated lower phonon frequencies in fee phase than dhcp 
phase,5 there were no low temperature fee La phonon dispersion curves 
available before. 
In 1982, a large single crystal of metastable fee La was grown for 
the first time^ and neutron scattering experiments were successfully 
performed at 10 K.^ The most striking feature discovered was a sharp 
and strongly-temperature-dependent dip in the transverse [CSS] branch 
near Ç=0.42 (Fig. 1). These measurements strongly suggested that the 
low-lying [S55] branch phonons play an important role in the phase 
transformation and prompted our theoretical investigations of this 
interesting phenomena. 
There have been several electronic structure calculations of fee 
La.® The most extensive work (up to 200 kbar) was repnrfpd by Pirl'ptt 
et al.,9 who used a highly accurate, first-principles, self-consistent 
linear-augmented-plane-wave (LAPW) band-structure method. By including 
the 4f levels, they were able to show that the 4f bands, which are about 
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f e e  L a  
Figure 1. Dispersion curves for fee La along (S,S,E). The triangles 
are neutron experimental data, solid curves are theoretical 
calculations, and dashed lines represent the results without 
the D2 contribution. 
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1 eV wide and lying ~2.5 eV above the Fermi level, only have an average 
electronic occupation of ~0.05 for pressure up to 50 kbar. Thus they 
concluded that below 50 kbar, the increase of superconducting 
temperature Tg is the result of increased p-d excitations rather than 
excitations involving 4f bands. Those authors also presented in their 
paper the bare susceptibility X(q)' As well known, the peaks displayed 
by X(q) are frequently good candidates for phonon anomalies originating 
from electron-phonon Interactions. Their results, although showing a 
generally increasing electronic screening effect along the [CSS] 
direction, did not indicate any strong features near ([=0.42 (Fig. 9 of 
Ref. 9). So the electronic origin of phonon anomalies as discovered by 
îtassis et al.? was still not clear. 
B. The Electronic Band Structure 
The band structure calculations were performed by utilizing a mixed-
basis, first-principles, pseudo-potential method^^, the norm-conserving 
schemell was used to construct the non-local ionic pseudo-potential 
which well reproduced the results of relativistic all-electron atomic 
calculations with spin-orbit coupling neglected^^. The quality of the 
so-constructed pseudo-potential is summarized in Table 1. The 4f levels 
are removed from the calculations since we speculated the 4f levels, 
although being low-lying, are not responsible for the low-frequency 
phonons. To check this, we first performed frozen-phonon calculations 
at a few wave vectors for the high-temperature bcc phase as well as the 
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Table 1. La pseudo-potential quality for different excited 
configurations. The valence states are 6s, 5p, 5d and 4f. 
The atomic calculation was performed by solving the Dirac 
equation, then the eigenvalues, Eaton's for the various 
levels were determined by J-weighted average. The Hedin-
Lundqvist form of exchange-correlation was used. The 
Epseudo'® were obtained from solving the Schroedinger's 
equation with the same form of exchange-correlation. 
Configuration 
(s-p-d-f) s 
^ - ®atom ~ ^ pseudo 
P 
(10~^Hartree) 
d f 
2.0-6.0-1.0-0.0 0.003 1.8 -0.17 0.61 
1.5-6.0-1.5-0.0 0.58 -1.1 -0.77 -4.8 
1.0-6.0-2.0-0.0 1.3 -3.2 -0.92 -9.3 
1.3-5.5-2.2-0.0 -0.55 3.0 -0.16 1.5 
2.0-6.0-0.9-0.1 0.56 -0.20 -0.58 7.4 
1.9-6.0-1.0-0.1 0.67 -0.70 -0.73 6.3 
2.0-6.0-0.8-0.2 1.1 -2.2 -1.0 13.0 
Ground State 
Configuration 
(s-p-d-f) 6s 
Atomic Eigenvalues (Hartree) 
5p 5d 4f 
2.0-6.0-1.0-0.0 -0.28671 -1.66203 -0.24168 -0.33970 
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fee phase, all the results were in good agreement with the experiments 
(see Table 2). If the 4f levels play a significant role, we would 
anticipate the calculated phonon frequencies, especially the low-lying 
L-point for fee La, should be much higher than the experimental values. 
The Hedin-Lundqvist^^ form of the local exchange-correlation potential 
was used in the calculations. The pseudo-potential were constructed for 
5d, 6p and 6s, with local orbital of Gaussian type for the d levels. 
Similar calculations were repeated for a pseudo-potential for 5d, 5p and 
6s with local orbitals for d and p levels to check for the core-like 5p-
level relaxation. Changes in the band structure and phonon frequencies 
were found to be negligible. 
The calculated energy bands (Fig. 2) were found to be very similar 
to those of Ref. 9. Near the Fermi level, however, with the 4f levels 
missing, there is less compression of the bands, and this results in 
some changes in the Fermi surface topology. In particular, a small 
nesting feature develops in band 2 (the only band which crosses the 
Fermi level). The Fermi surface is shown in Fig. 3, the region enclosed 
by Fermi surface is the unoccupied states. The nesting vector crosses 
the 'neck' and is shown clearly in Fig. 4. This nesting gives a small 
but fairly sharp peak in X(q) along [5S5] direction. The X(q) from T to 
L is plotted in Fig. 5, similar to the results of Pickett et al.,9 the 
susceptibility increases by =35% for the zone boundary L-pnint from the 
zone-center T-point. The peak is at 5=0.42 which is just the position 
of the phonon anomaly. 
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Table 2. Phonon frequencies from frozen-phonon calculations. The q 
vector for bcc H-point is (2n/a,0,0), and for fee L-point is 
( n/a, ii/a, rt/a), where a is the lattice constant of bcc and fee 
respectively. 
bcc H-point: Vg^p = 2.5 Thz Vj.}^ = 2.4 Thz 
fee L-point! 
longitudinal 
transverse 
Vgjjp = 2.61+0.05 Thz 
Vexp = 0.78+0.03 Thz 
Vfh = 2.4 Thz 
= 0.8 Thz 
Energy Bands for fee La 
>- -
Figure 2. Energy bands for fee La. The Fermi level is set at 0.0. 
Figure 3. The Fermi surface of fee La. 
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(0.01,-1.43,-0.29) (-1.14,-0.27,0.86) 
.42,042,042) 
(1.43,-0.01,-0.29) (027,1.14,0.86) 
Figure 4. An off-symmetry plane in Brillouin zone showing the nesting, 
the coordinates are given in n/a units. 
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Figure 5. Generalized susceptibility along the (%,%,%) direction for 
fee La. 
29 
C. Electron-Fhonon Interaction and Phonon Anomalies 
Although the calculated X(q) shows a peak at about the right wave 
vector, it was not clear whether such a tiny peak will actually induce a 
giant phonon anomaly. Another point of interest is that the big anomaly 
only occurs in the transverse branch, while the longitudinal branch 
shows little, if any, anomalous behavior. To better understand the 
situation, we used the tight binding scheme^^ for the calculations of 
electron-phonon interactions. 
The non-orthogonal tight-binding parameters were obtained via a fit 
to the band structure obtained from first-principles, pseudo-potential 
calculations. A s-p-d basis was used and the hopping and overlap matrix 
elements were taken up to the second nearest neighbor. The fit was done 
for 17 k-points with a total =140 energy eigenvalues. With a small rms 
error (<0.02eV), the band structure and the X(q) along [KSt] were 
accurately reproduced. Similar fitting were performed for fee La with 
2% and 4% smaller unit cell volume, and a consistent trend for the tight 
binding parameters were observed. The derivative of those parameters 
with respect to the inter-atomic distance were then determined under the 
assumption that the parameters can be written as f=f°exp(-oa"^), where f 
denotes any hopping or overlap matrix elements, and f°, a are constants. 
The parameters and their exponent a are listed in Table 3. 
For the numerical evaluation of D2 as a function of q, the l/48th 
irreducible wedge of the Brillouin zone were divided into 770 cubes, the 
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Table 3. NTB parameters and their derivatives for La fee. The orbital 
energies, crystal-field parameters, and hopping matrix 
elements are in units of electron volt, and the derivatives 
are in units of (Bohr radius)"^. 
(a) orbital energies 
Eg 
2.737697 6 .372§74 
Ed 
3.425320 
(b) crystal-field parameters 
Edd 
-0.056966 
(c) hopping matrix elements 
INN 
(ssa) 
-0.529878 
(spff) 
0.041810 
(sdff) 
-0.443870 
(ppo) 
-1.051067 
(ppn.) 
-0.050493 
Dec. -0.061 16.026 -0.589 -0.446 1.548 
INN 
(pdff) 
0.050500 
(pd Jl) 
0.136658 
(ddff) 
-0.466648 
(ddrt) 
0.410891 
(ddS) 
-0.041309 
Der. -1.836 -0.541 -0.432 -0.327 0.279 
2NN 
(sscr) 
-0.101836 
(spff) 
0.242695 
(sd ff) 
-0.145560 
(ppc) 
0.943966 
(ppn) 
-0.168690 
Der. -2.216 0.430 0.340 -0.100 1.170 
2NN 
(pdff) 
-0.416048 
(pd n) 
-0.109085 
(ddff) 
-0.199052 
(ddit) 
-0.016591 
(dd5) 
0.003208 
Der. -0.698 -2.110 -0.570 -4.453 -9.192 
(d) overlap matrix elements 
INN 
( s s a )  
0.119485 
(spff) 
-0.216842 
(sdff) 
0.100381 
(PPe) 
-0.324912 
(ppn) 
0.064742 
Der. -0.712 -0.339 0.237 -0.057 0.015 
INN 
(pdcr) 
0.176771 
(pdn) 
-0.090949 
(ddff) 
0.116746 
(ddn) 
-0.078579 
(dd5) 
0.017571 
Der. -0.095 0.066 -0.174 -0.375 -0.507 
2NN 
(sscr) 
0.005250 
(spff) 
-0.018432 
(sdff) 
0.011092 
(PPo) 
-0.017843 
(ppn) 
0.004317 
Der. -2.583 -1.431 -4.554 1.277 -2.663 
2NN 
(pdff) 
-0.006609 
(pdn) 
-0.042307 
(ddff) 
0.007921 
(ddn) 
-0.009546 
(dd5) 
0.000220 
Der. -1.990 -0.081 0.600 -1.032 -9.204 
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electronic wave functions were calculated for the k vectors at the 
center of each cube and stored, and later used to calculate the 
electron-phonon matrix element g. The susceptibility contributed from 
each cube was evaluated by the commonly practised tetrahedron method. 
To Increase the resolution for those q vectors in the region of the 
anomaly, the mesh was later increased from 770 to 1638 k points. To 
further simplify the computation, the calculation was restricted to 
intraband contributions from band 2, since bands which cross the Fermi 
level yield the most important contributions causing strong anomalies, 
other Inter-band contributions were believed to cause short range 
interactions and can be combined with Dy as the short-range part of the 
dynamical matrix. For the short-range FCM, we included the first- and 
second-nearest-neighbor force constants. Symmetry of the fee structure 
only allows five independent force constants for the FCM, these 
adjustable parameters were determined by least-squares fitting to the 
experimental data^ at 19 different q vectors. The utilization of 
experimental data here is only for convenience. There are two points we 
would like to mention here: First, as our frozen-phonon calculations 
show, the first-principles, pseudo-potential method is able to produce 
reliable phonon frequencies, so should we calculate some more zone-
boundary phonons we will be able to determine these five force constants 
and the entire phonon spectrun could be obtained totally from first 
principles. Second, the short-range part of the dynamical matrix 
contains little structure (the dashed line in Fig. 1), as it is always 
the case since forces with range r can only produce structure in 
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dynamical matrix at wave vector q=l/r. The sharp anomaly only occurs 
when the strong D2 contribution, which contains long range interactions, 
is included (the solid line in Fig, 1). 
Analysis of the results showed that the strong electron-phonon 
interaction comes from two small nested regions of the Brillouin zone 
(roughly 0.8% of the total volume). The nesting gives X(q) a small 
peak. But in order to see how the electron-phonon matrix element g 
plays a role, especially how the matrix element differentiates 
transverse with longitudinal polarizations, let us concentrate on the d-
like part of the wave functions relative to a coordinate system with the 
z axis pointing along the [111] direction. In those regions, the wave 
function has a strong t2g character, the d^g component is dominant 
(~40%). The reason that the electron-phonon interaction only couples 
with transverse branch is the combined effect of wave function character 
and crystal structure geometry. Figure 6 is a schematic representation 
of this situation. The orbital lobe of the wave function at wave vector 
k extends between orbital lobes of the wave function at k+q, since the 
two wave function are nested they couple strongly. However for a 
longitudinal displacement along [111] direction, the cancellation in the 
matrix element due to phase differencis maintained and the contribution 
to the dynamical matrix is zero, while on the other hand, a transverse 
displacement will upset the cancellation and result in a large rhanpre in 
the matrix element, and hence a large electron-phonon coupling. This 
mechanism is similar to the so-called 'dormant interaction' discussed by 
Weber. 
Lu 
c _ -  —  [ i . i . i ]  
w 
w 
cr^ zxr^  
Figure 6. Schematic diagram showing the 'dormant interaction'. For 
longitudinal motion the electron-phonon matrix elements are 
zero due to the symmetry of orbitals, while for transverse 
motion a large coupling is obtained. The dashed orbital 
situates ~1.1Â above the plane of the other two. 
With the same tight-binding scheme we also calculated the Eliashberg 
function o^F, the electron-phonon mass enhancement X, and 
superconducting transition temperature Tg. The phonon spectrum needed 
in the calculation was taken from a fit to the room-temperature 
experimental data.^ For the integral over the Fermi surface, a mesh of 
140 k points on the section of the Fermi surface within the l/48th 
irreducible wedge of the Brillouin zone was used. Figure 7 is a 
histogram of oc^F together with the phonon density-of-states curve 
deduced from experiment.^ An almost constant is evident and was also 
found in tunneling and neutron scattering experiments on polycrystalline 
samples.5 The position of two peaks (near 2.2 and 2.7 THz) and other 
general features of o^F are also comparable with the tunneling data 
(Fig. 6 of Ref. 5). X is found to be 1.10, when we employed a w* value 
of 0.13 (same as Ref. 9), and used the McMillan's formula as revised by 
Allen and Dynes,we found T^ to be 5.93 K, which is in good agreement 
with the experimental value of 6.05 K. 
D. Calculations for fee La under High Pressure 
To further investigate the electron-phonon interaction under higher 
pressure, we repeated all the calculations for fee La at 14% smaller 
volume, which corresponds to ~50-kbar pressure. The 4f levels were 
excluded again since under this pressure their contribution is still 
negligible, also in this way the electron-phonon interaction in fee La 
can be studied systematically. Similar to the results of Ref. 9, the 
fee La 
h-
0.0 1.0 0.5 1.5 2.0 2.5 3.0 
FREQUENCY (THz) 
Figure 7. The phonon density of states (solid curve) and the calculated 
Eliashberg function o^F (histogram). 
magnitude of X(q) decreased with Increasing pressure. Also, the peak at 
^=0.42 became weaker, this can be easily understood as the increase of 
the band dispersion. However, the electron-phonon matrix element 
Increased dramatically because of a stronger 'dormant interaction', so 
the 02 contribution to the transverse [S5S] branch became stronger. 
Numerically, we found that the amount of D2 increase was 28% near 
the anomaly (^=0.42) and 21% at the zone boundary L-point, so we predict 
the dip near ^=0.42 will become stronger at higher pressure. To further 
investigate this prediction, we performed frozen-phonon calculations at 
5% and 14% smaller volumes. The results showed that the transverse L-
point phonon did decrease with increasing pressure, so the short range 
part of the dynamical matrix does not increase fast enough to compensate 
the increase of D2 contribution. In fact, our calculation for 14% 
smaller volume showed a instability for transverse distortion. The 
possible 4f level influence was checked by comparing results for 5% and 
14% smaller volumes. The consistent frequency decrease from normal 
volume to smaller volumes suggested that the 4f levels do not play any 
significant role, which was also the conclusion of Ref. 9. 
Our results for higher pressure predict that at low temperature, the 
anomaly near 5=0.42 should be the first to go soft assuming, of course, 
that the higher-order contributions (anharmonic effects) are not big 
enough to lock the system into a commensurate distortion. 
The calculation for the Eliashberg function showed that the shape of 
o^F did not change much but the values increased somewhat. As a result 
the X value increased to 1.69. When we used the same phonon spectrum 
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and M* this X value gave 1^=10.3 K, again in good agreement with 
experimental data of T(,=10.0 K. 
E. Discussion 
The calculations for phonon dispersion curves here successfully 
demonstrated the origin of the observed? phonon anomaly in fee La. The 
main part of the calculation is free from adjustable parameters. By 
employing the tight-binding scheme, reasonable electron-phonon coupling 
parameters were obtained at normal and 50 kbar pressure. The agreement 
with experimental phonon dispersion curves and superconducting 
transition temperatures demonstrated the accuracy of the tight-binding 
scheme for electron-phonon interaction calculations. The much-debated 
issue of the importance of the 4f levels was clarified to a certain 
extent by our calculations. Previous calculations^ concluded that the 
4f levels do not play any important role for static properties of fee La 
up to pressure of 50 kbar, our results further showed that the low-
lying, almost empty 4f bands have very limited influences on lattice 
dynamics and superconductivity. The stronger electron-phonon coupling 
is due to a stronger d-d interaction, which may come from a stronger d-
character in the wave function relative to the situation of Y and Sc. A 
small, yet fairly sharp nesting feature observed in our calculated hand 
structure is crucial for the sharp anomaly along the [StS] direction. 
This nesting feature also helps to explain the strong temperature 
dependence of the anomaly, since at elevated temperatures the Fermi 
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surface is smeared out and consequently the nesting peak in X(q) will 
decrease. This may also explain why in previous calculations® this Kohn 
anomaly peak was absent, since the nested region is very small and any 
modifications of the bands will destroy the nesting. 
Besides the anomaly near £[=0.42, the whole transverse branch along 
[SSK] couples with electronic states strongly, resulting in an anomalous 
low-energy phonon branch. At low temperatures the contribution to the 
specific heat from this branch will dominate. The specific heat due to 
lattice vibration is known to be: 
tr(A)(q,X) 3 
CV(Q>^) n(q,X) (26) 
V 9T 
where n(q, X) = [exp(trw(q, X)/kT) - 1]"^ is the phonon occupation number, 
and V is the volume of the crystal. According to our D2 and frozen 
phonon calculations this low-lying branch has anomalous behavior under 
pressure; its frequencies decrease with increasing pressure. The 
Gruneisen parameter, which is defined for each normal mode as: 
V 0oo(q,X) 0(lnw(q,X)) 
Y( q > X) = - ( 27 ) 
w(q,X) av a(lnV) 
for this branch is negative. At low temperatures the overall Gruneisen 
parameter, which is defined as the weighted average of Y(q>X); 
, X Y( Q > X) Cy ( Q, X) 
Y = — (28) 
^q, X Cv(q,X) 
will be negative too since the average is dominated by the low-energy 
branch. It can be shown that the thermal expansion coefficient a is: 
a = yCy/SB (29) 
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where B is the bulk modulus. So, our argument suggests the possibility 
of a negative thermal expansion coefficient for fee La at low 
temperatures, which was observed^ and is unique to La among all the 
known nonmagnetic monatomic fee crystals. The negative thermal 
expansion coefficient in the case of Si and Ge are known to be of the 
same origin. 
The softening of the transverse [S55] branch with increasing 
pressure may also be related to the low-temperature structural phase 
transition near 50 kbar. Grosshans et al.,4 using a diamond anvil cell, 
have reported superlattice reflections in fee La beginning around 70 
kbar (at room temperature) and identified the new structure as arising 
from the softening of the L-point phonon. Resistivity measurements^ as 
a function of temperature and pressure have shown that this room-
temperature transition at 70 kbar is related to the low-temperature 
transition near 50 kbar.^»^® Our results suggested that at low 
temperatures pressure will induce the transverse mode near £1=0.42 to go 
soft, resulting in a superlattice structure along [111] direction. As 
the temperature increases, the nesting gets weaker and the dip 
disappears at room temperature, then the pressure will induce the L-
point to go soft. Neutron scattering experiments^ did show that as the 
temperature rises, the dip in dispersion curve diminishes and at room 
temperature indeed a shallow minimum appears at the L-point. Annirher 
possibility is that the anharmonic terms cause phonon-phonon coupling 
and give an extra contribution to the free energy, and that may cause 
the lattice to lock into the commensurate wave vector (the L point) even 
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at lower temperatures. 
Finally, the softening of ^=0.42 transverse phonon at low 
temperature may help to explain the fcc-dhcp structural phase 
transition. In common notations, the fee structure has the stacking 
sequence of ABCABC***, while the dhcp has ACABACAB* . It is easy to 
see that the simplest way to change from fee to dhcp is the relative 
displacement of layers, which is exactly the transverse phonon 
distortion along [SSS] direction. Since fee structure has a three-layer 
pattern and dhcp structure has a four-layer pattern, the smallest unit 
can be involved in this displacive transition is a 12-layer slab, so the 
phonon wave vectors will be q=(2nn/12a)[1,1,1J, for n from 1 to 6. 
Notice q5=0.417(2n/a)[1,1,1], so the anomaly could contribute 
substantially to the energetics of fee to dhcp transition. 
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V. SURFACE PHONON CALCULATIONS; 
SURFACE INSTABILITY OF W(OOl) 
The success of our bulk phonon calculations prompted us to continue 
the studies on electron-phonon interactions. Surface phenomena, because 
of its close relationship with the catalytic properties of surfaces, 
have long been an active field in solid state physics. Due to the 
complexity of surfaces, however, theoretical investigations were limited 
to a few simple model calculations. Only recently, first-principles 
calculations for both structural properties and dynamic properties began 
to flourish. In our effort to investigate the surface phenomena via 
electronic structure and electron-phonon interaction calculations, we 
extended the tight-binding scheme for the application of this scheme for 
surface phonon calculations. 
A. Introduction 
The ideal W(OOl) surface has a relatively simple structure, where 
the surface atoms form a square lattice. Because of its high thermal 
stability, clean surfaces are easy to obtain and that is the primary 
reason that W was chosen as the testing case for new surfacp-spnsitive 
experimental, techniques. Since the first evidence of metallic surface 
states emerged on this surface^^ twenty years ago, extensive studies, 
both theoretical and experimental, have been carried out and more and 
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more fascinating phenomena have been observed. Now, W(OOl) surface has 
become a prototype for a certain class of surface structural phase 
transitions. Early LEED studies^^ showed that upon cooling from high 
temperatures the W(OOl) surface reconstructs from a p(lxl) into a c(2x2) 
structure. Further investigations^! determined that this reconstruction 
is intrinsic for this surface. About the same time, more evidence was 
collected^Z and then it was established that the reconstruction pattern 
is a c(2x2) p2mg structure, which involves the lateral distortion of 
surface atoms along the diagonal (see Fig. 8). When hydrogen is 
absorbed, even at fairly low coverage, the symmetry of the 
reconstruction switches^ from p2mg to c2mm. At about coverage of 0=0.5 
monolayer an incommensurate structure was observed^] with the 
periodicity wave vector close to the corner of the surface Brillouin 
zone (SBZ), the FT-point. 
On the theory side, the need to understand the driving mechanism for 
the reconstruction has stimulated many studies. It has been previously 
proposed that two-dimensional Fermi-surface nesting, involving the so-
called T2 surface state, causes the c(2x2) reconstruction.24,25 indeed, 
the first self-consistent, first-principles, band-structure 
calculations^^ did discover that the T2 surface states cross the Fermi 
level at half way between T and FT, give rise a nesting vector of FT-
point. Later, an independent calculation^? also confirmed this finding. 
Recent total-energy frozen-phonon calculations for the surface phonon^® 
concluded that the ideal (1x1) surface is unstable for Kg distortion 
(the basis for Debe-King distortion) and found that upon 
U) 
( a )  ( b )  
Figure 8. (a) The Debe-King model for W(OOl) surface reconstruction, 
the open circles are the ideal (1x1) surface atoms and the 
filled circles are reconstructed surface. (b) The ÎTj mode, 
where surface atoms move in or out of surface plane. 
44 
reconstruction the relatively high density-of-states on the surface 
layer for (1x1) surface is reduced dramatically, which again showed that 
a nesting induced charge-density-wave plays a crucial role in the c(2x2) 
reconstruction. 
Angle-resolved photoemission spectroscopy, which is considered the 
most important technique to measure the surface electronic states, 
became available in the later '70s. The experiments performed on W(OOl) 
surfaces29'30 confirmed some of the theoretical findings, for example 
the surface state at T just below the Fermi level, but detailed 
comparison for the dispersions showed that the measured TTg surface band 
crosses Ef at position rather close to FT and there is very little 
nesting feature. These findings seriously questioned the nesting model 
and people turned to seek for other explanations^^ and began to study 
the problem with phenomenological approaches.^2 
The discrepancies between theoretical band structure and 
photoemission experiments required further investigation. Considering 
the fact that other properties agree so well, for example the measured 
work function value (4.63eV)^^ agrees with the theoretical value 
(4.5+0.2 eV)2G remarkably, and further refinement of the calculations, 
like including spin-orbital interaction^? or incorporating surface 
relaxation^! into calculations does not change theoretical results 
substantially, we believe that the discrepancies are due to the 
misinterpretation of the high-temperature surface as the ordered (1x1) 
surface. Indeed, recent experimental evidence^^ showed that the room-
temperature surface, on which the photoemission measurements were 
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performed, Is disordered. Also, early theoretical studles^^ 
demonstrated that lateral displacement of surface atoms strongly 
influences the T2 surface band. 
Although we think the nesting model is valid, the simple 
susceptibility argument gives little Insight into the problem, and a 
complete electron-phonon interaction calculation is required. 
B. Electronic Structure: The Surface Bands 
The band-structure calculations upon which our D2 calculation was 
based on were performed by Mattheiss and Hamann,^? where both bcc W bulk 
and W(OOl) seven-layer slab band structures were calculated from a self-
consistent scalar-relatlvlstlc linear-augmented-plane-wave (LAPV) 
method. The results were in good agreement with earlier calculations.^^ 
The bulk energy-bands are shown in Fig. 9, and In Fig. 10a and 10b, the 
boundaries of the projected bulk bands onto (001) surface are shown as 
solid lines. Notice that along the T-line there is a wide symmetry gap 
for odd (T2) symmetry, while the even symmetry gap is less obvious. 
These authors then derived a non-orthogonal-tight-binding (NTH) 
hamiltonian for the seven-layer slab from their LAPW results. This NTH 
model allows further intercalation (that is, thicken the slab by adding 
more bulk-like layers at the center of slab), which is useful in 
sharpening the bulk-projected band edge and identifying the surface 
states and surface resonances. 
The intercalated 13-layer slab band-structure is shown in Fig. 10a 
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Figure 9. Energy bands for bcc W from Reference 27. 
Figure 10a. Energy bands of odd symmetry for a 13-layer slab. The 
symmetry is labeled with respect to the two dimensional q-
vectors. The solid lines denote the bulk continuum 
boundaries. Between Y and F the even-odd symmetry 
distinction is meaningless. 
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Figure 10b. Energy bands of even symmetry for a 13-layer slab. The 
symmetry is labeled with respect to the two dimensional q-
vectors. The solid lines denote the bulk continuum 
boundaries. Between % and the even-odd symmetry 
distinction is meaningless. 
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and Fig. 10b, notice here the prominent T2 surface baud is lying in the 
middle of bulk-projected gap. The predominant character of this band is 
d(x2-y2). We have analyzed the origin of this band by examining a 
pseudo-slab, that is a slab with bulk-like tight-binding interactions 
between the top and the bottom layers. The dfx^-y^) orbitals on top and 
bottom layers form a unoccupied anti-bonding band and a occupied bonding 
band, as the interaction between top and bottom layers decreases to 
approach the situation of a real slab, these two bands collapse, and 
result in two surface bands (one for each surface). Since for metals 
charge-neutrality is achieved almost within the top layer, these surface 
bands have to be half-occupied, and Eg has to be around mid-point from T 
to FT. 
The NTB model involves an s-p-d basis for each atom, and first- and 
second-nearest-neighbor hopping and overlap matrix elements. For the 
seven-layer slab the tight-binding parameters for surface and sub­
surface layers were fitted to LAPW results and all the other parameters 
were kept at their bulk values. Extra crystal-field terms were employed 
for the two outmost layers to account for the symmetry breaking. 
C. Electron-Phonon Interaction and Surface Phonons 
The NTB parameters were taken from Ref. 27, as for the derivatives, 
we assumed that the parameters had a dependence on inter-atomic distance 
as exp(-ar), and a's on the surface were the same as in the bulk. We 
obtained a's from Ref. 36 (in Table 4, all the NTB parameters and their 
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Table 4. NTB parameters and their derivatives for W(OOl) surface. The 
parameters were taken from Ref. 27, and the derivatives were 
taken from Ref. 36. The orbital energies, the crystal field 
terms, and the hopping matrix elements are In units of 
Rydberg. The overlap matrix elements are in units of (Bohr 
radius)-!. 
T 
S 
B 
0.152%15 
0.288554 
0.269706 
(a) orbital energies 
0.658080 
0.745097 
0.762618 
Ed 
0.019658 
-0.006910 
-0.002656 
(b) crystal field parameters 
T INN 
2NN 
(dd) 
0.014022 
0.003086 
(PP) (sp) 
0.086869 
-0.012829 0.051931 
(sd) 
0.010793 
(pd) 
0.047884 
0.057940 
S INN 
2NN 
(dd) 
0.014022 
0.003086 
(pp) (sp) 
-0.012829 0.051931 
(sd) 
0.010793 
(pd) 
0.057940 
B INN 
(dd) 
0.014022 
(pp) (sp) (sd) (pd) 
Table 4. (continued) 
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(c) hopping matrix elements 
(T-T)2 
(ssor) 
-0.079209 
(spa) 
0.084933 
(sda) 
-0.053632 
(PPO) 
0.141486 
(ppn) 
-0.059662 
(T-T)2 
(pdff) 
-0.071510 
(pdn) 
0.030916 
(dda) 
-0.069695 
(ddn) 
0.028759 
(dd6) 
-0.001895 
(T-S)i 
( s s a )  
-0.106729 
(spa) 
0.140130 
(sda) 
-0.102113 
(ppe) 
0.156646 
(ppn) 
-0.021927 
(T-S)i 
(pda) 
-0.104955 
(pdn) 
0.039018 
(dda) 
-0.107630 
(ddn) 
0.072941 
(ddS) 
-0.012773 
(T-B)2 
(SSCT) 
-0.066297 
(spa) 
0.035225 
(sda) 
-0.057378 
(PPo) 
0.126330 
(ppn) 
0.006440 
(T-B)2 
(pda) 
-0.080961 
(pdn) 
0.004247 
(dda) 
-0.077664 
(ddn) 
0.018733 
(ddô) 
0.005063 
(B-B)i 
(ssff) 
-0.111135 
(spa) 
0.144031 
(sda) 
-0.122121 
(ppe) 
0.147468 
(ppn) 
-0.016735 
(B-B)i 
(pd a) 
-0.128802 
(pdn).. . 
0.036297 
(dda) 
-0.110615 
(ddn) 
0.073538 
(dd5) 
-0.008965 
(B-B)2 
(ssa) 
-0.036878 
(spa) 
0.053756 
(sda) 
-0.056806 
(PPO) 
0.128012 
(ppn) 
-0.017642 
(B-B)2 
(pda) 
-0.085893 
(pdn) 
0.004705 
(dda) 
'-0.076130 
(ddn) 
0.019486 
(ddS) 
0.000338 
(d) derivatives 
(ssa) 
-0.217 
(spa) 
0.0 
(sda) 
-0.434 
(PP*) 
0.0 
(ppn) 
0.0 
(pda) 
-0.325 
(pdn) 
-0.373 
(dda) 
-0.651 
(ddn) 
-0.747 
(ddS) 
-0.890 
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Table 4. (continued) 
(e) overlap matrix elements 
(T-T)2 
(SS(T) 
0.027733 
(spff) 
-0.013192 
(sdff) 
0.060115 
(ppo) 
-0.041804 
(ppn) 
-0.026583 
(T-T)2 
(pdff) 
0.065669 
(pdîi) 
0.005108 
(ddff) 
0.046821 
(ddn) 
-0.005389 
(ddS) 
0.011910 
(T-S)i 
(SSFF) 
0.011685 
(spff) 
-0.057851 
(sdff) 
0.005605 
(PP*) 
-0.036949 
(ppn) 
-0.004633 
(T-S)i 
(pdff) 
0.098268 
(pdn) 
-0.011165 
(ddff) 
0.100196 
(ddn) 
-0.052258 
(ddS) 
-0.001969 
(T-B)2 
(ssff) 
0.027886 
(spff) 
-0.001920 
(sdff) 
0.030571 
(ppc) 
-0.073181 
(ppn) 
0.026311 
(T-B)2 
(pdff) 
0.008143 
(pdn) 
0.001171 
(ddff) 
0.010472 
(ddn) 
-0.051953 
(ddS) 
-0.012077 
(B-B)i 
(SSff) 
0.024233 
(spff) 
-0.031857 
(sdff) 
0.033077 
(ppo) 
-0.042401 
(ppn) 
0.001395 
(B-B)i 
(pdff) 
0.073406 
(pdn) 
-0.018810 
(ddff) 
0.059153 
(ddn) 
-0.055272 
(dd5) 
0.010159 
(B-B)2 
(ssff) 
-0.001677 
(spff) 
-0.008882 
(sdff) 
0.050529 
(PPcr) 
-0.043782 
(ppn) 
0.007950 
(B-B)2 
(pdff) 
0.059004 
(pdn) 
-0.004109 
(ddff) 
0.036398 
(ddn) 
-0.022379 
(ddS) 
-0.004066 
(f) derivatives 
(ssff) 
-0.193 
(spff) 
0.0 
(sdff) 
-0.230 
(PPo) 
0.0 
(ppn) 
0.0 
(pdff) 
-0.128 
(pdn) 
-0.240 
(ddff) 
-0.256 
(ddn) 
-0.481 
(ddS) 
-0.701 
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derivatives are listed). It is worthwhile to point out here that those 
derivatives were derived from first-principles calculations and were 
shown to work well for Nb and Mo bulk-phonon calculations.3^,37 The 
calculations were performed on a 13-layer slab, and the same 
calculations were also performed on 5-layer and 7-layer slabs to check 
the numerical convergence. A sufficiently fine k-point mesh in the SBZ 
was used (78 k points in the l/8th irreducible wedge), and all the 
inter-band summations (117 bands) were included. D2 matrices of 36 q 
wave-vectors were calculated along symmetry line 3, T and T. 
The D2 here is a (39x39) matrix and in Fig. 11 we plotted one of the 
components D2(lr/,Ir/|q) as a function of Ç along T-line, Ir/ here 
denotes the distortion of the first layer atoms in the directions 
parallel to the surface. The rapid increase in magnitude feature of 
this component as one approaches the fT-point indicates a strong 
electron-phonon interaction for phonons of large ^ value with their 
polarization parallel to surface (basic pattern for Debe-King type of 
reconstruction). 
As for short-range Dy, a first- and second-nearest-neighbor force-
constant model was employed. To determine those force constants, we 
carried out parallel bulk phonon calculations using the same tight-
binding scheme, after the D2 for bcc W bulk were obtained, the force 
constants were determined by least-squares fitting to the experimental 
results.38 For the first step, all the short-range force-constants were 
kept at their bulk values, the resultant surface phonon dispersion 
curves are shown as solid line in Fig. 12. As the second step, in view 
20.0 
22.5 
25.0 
27.5 
30.0 
-32.5 
-35.0 
-37.5 
-40.0 1 1 1 1 1 I I I I 
0.0 0.1 0.2 0.3 0.4 ^0.5 0.6 0.7 0.8 0.9 1.0 
Figure 11. One component of D2 (as explained in the text) is plotted as 
the function of ^ from 0.0 (T-point) to 1.0 (H-point). 
Notice the dip at IT-point. 
of expected small charge redistribution at the surface,26,27 adjusted 
the surface to sub-surface inter-layer force constant utilizing the 
frozen-phonon calculations of Fu et al.,28 and found a moderate 10% 
increase would bring our surface phonon frequency in a general 
agreement with the frozen-phonon results. The resultant surface phonon 
dispersion is shown as the dashed line in Fig. 12. The dispersion 
curves showed that we have obtained the usual sagittal-plane (SP) 
Rayleigh mode. In addition, there appear another SP mode and a shear-
horizontal (SH) mode below the bulk continuum. The amplitude of both 
modes decay very rapidly into the bulk and their surface-layer 
displacement are mainly (in case of SH mode, exclusively) within the 
surface plane. Along the T-line, the two modes stay quite close 
together and at the SBZ corner form the doubly-degenerate Rg mode which 
is unstable from our calculations. A certain linear combination of the 
two degenerate H5 modes corresponds to exactly the observed Debe-King 
c(2x2) surface reconstruction. Another feature in surface phonon 
dispersion is that the SP modes along line Y are also unstable or have 
very low energies. 
In order to assess the contribution of the electron-phonon 
interaction to the surface phonon softening, we also carried out a pure 
Born-von Karman (BvK) model fit to the bulk W phonons, and calculated 
the surface phonons, also for a 13-layer slab, using a broken bond mndcl 
(that is to keep all the force constant at their bulk value and cut off 
at the surface). The results, shown in Fig. 13, demonstrated that 
besides the Rayleigh mode, all the soft surface phonons are due to 
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SPfSH 
J 
Reduced Phonon Wavevector 
Figure 12. Surface phonon dispersion curves for p(lxl) V(OOl). The bulk 
phonon continuum is indicated by the hatched areas, with 
different hatching for sagittal-plane (SP) and shear-
horizontal (SH) modes. (This distinction is meaningless 
along ÎT to IT). 
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Figure 13. Phonon curves for a 13-layer slab, calculated by broken bond 
model. All the force constants are taken from bulk phonon 
fittings. 
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surface electron-phonon coupling. The broken bond model almost gives 
the correct FTj^ mode, because this mode, with its polarization 
perpendicular to the surface, does not couple with the surface 
electronic states. This observation is in agreement with the early 
first-principles calculations.^® 
It will be instructive to examine first the susceptibility. Notice 
the surface T2 band crosses the Fermi level in a very shallow way, so 
the contribution to X(q) does not come solely from a limited region of 
SBZ (see Fig. 14), as a result, the classical nesting picture of 
diverging X(q) does not appear. In fact the kf along T-line is not at 
exactly 0.5 but at 0.56, and calculated X(q) only showed broad peak near 
FT and X". We found, however, that the matrix element strongly enhances 
and modifies the susceptibility effect. Sharp structures in D2 (see 
Fig. 11) are really the results of a subtle interplay of the competing 
effects. 
The analysis showed that although all possible interactions between 
surface states along T-line contribute markedly to the D2, the biggest 
ones stem form the coupling of T^-like states with wave vectors 
k=(±0'5,+0.5). This coupling is the driving force for phonon softening 
both at FT and Y. In Fig. 15-a, the phonon distortion patterns for 
lowest ÎT-point (X2) and IT-point (H5) are plotted, and the common 
features of dimerization along the x-axis are obvious. Look now at the 
T2 surface states, the wave function is very concentrated on the 
surface-layer atoms and has a predominant d(x2-y2) component. The d(x2_ 
y^) orbital has a planar character with its lobe pointing towards the 
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Figure 14. Reciprocal-space indication of which states in the surface 
Brillouin zone may couple strongly with surface phonons. The 
arrows indicate wave vectors for , FTg, and T2 surface 
phonons. 
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Ms (X)  
( c 2 m m )  
(a) 
Xg 
11 
7r (ddo) (b) 7r (dda) 
Vq (ddo) i 0 Vo (dda) = Q 
Figure 15. Analysis of the electronic driving mechanism for soft surface 
phonons. (a) Displacive patterns for the RgCx) and Tg modes. 
The Frg(y) mode is obtained by a 90-degree rotation of 
(b) Real-space indication of the modulation of the most 
relevant (dde) integrals involving d(x^-y^) and d(xy) 
orbitals. While the radial gradients are the same for and 
%2» the angular gradients are only effective for the Kg mode. 
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nearest-neighbor atom in the surface, so any modulation of the inter­
atomic distance on the surface will have strong influences on the T2 
band. It is clear now that the 3^ mode, H5 mode, and the whole branch 
of phonons along T-line all have this dimer-formation character, so they 
all couple with T2 surface bands through a strong radial gradient (Fig. 
15-b) and result in a large renormalization effect on their vibrational 
frequencies. For the Rg phonon (but not for X'2) there exists an 
additional coupling mechanism, that is between the T2 band and the 
band, the Tj band is a less prominent surface band with even symmetry. 
The d(x2-y2) component of Tg and d(xy) component of %% couple because 
the change of overlap angle (see Fig. 15-b). This is a dormant 
interaction and this contribution to the matrix element ultimately leads 
to the bigger instability of H5. 
D. Discussion 
The calculations of W(OOl) surface phonon dispersion curves was, for 
the first time, a successful application of tight-binding lattice-
dynamics technique to the surface phonon studies. Our tight-binding 
calculations, which were based on first-principles energy-band 
calculations of W(OOl),^^ revealed a whole region of soft surface 
phonons near the boundary of SBZ between T and TT. These modes exhibit 
primarily horizontal displacements of the surface atoms. The soft modes 
are caused by interactions with electronic surface states around Eg, 
especially those of T2 symmetry. 
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The doubly degenerate H5 phonon is the most unstable mode, caused by 
the combined effect of surface band nesting and neighboring atom d-
orbital interaction. Thus our results demonstrated that the driving 
force for the c(2x2) reconstruction of clean W(OOl) is very much the 
classic Pelerls instability, although the electron-phonon matrix element 
plays a very important role and the nesting at 2kf is of less 
significance. The exclusion of surface relaxation effects in these 
calculations was justified by early theoretical findings that relaxation 
as large as 6% of the surface to sub-surface layer distance has a 
surprisingly small effect on surface electronic states,39 also there was 
theoretical evidence^® that the surface contraction reduces as 
reconstruction develops. Unlike the frozen-phonon calculations, where 
all the higher order terms can be obtained, our calculation employed the 
harmonic approximation, this prevents us from predicting the actual 
reconstruction pattern as well as the magnitude of the distortion. The 
doubly degenerate IT5 can form any polarization patterns in the surface, 
a particular pattern (for example, the Debe-Klng model) can only be 
stabilized by anharmonlc effects. 
The stable mode is due to the vanishing electron-phonon matrix 
elements for the out-of-plane distortion. In fact, our broken bond 
model calculation yielded almost same frequency for that mode. The two 
basic predictions of our calculations, that is the stable and the 
soft H5, were later confirmed by helium scattering experiments.40 The 
surface phonon dispersion curves along the T-line measured at a 
temperature of 450K had a very good quantitative agreement with our 
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theoretical curves (see Fig. 16 and compare with Fig. 11). 
The subtle interplay of Fermi surface nesting effect and real space 
orbital interactions may be the reason for the rich features of surface 
phase transformation when hydrogen is absorbed on W(OOl). Since any 
small changes in band structure may tip the balance of competing effects 
and give rise to a most-unstable surface phonon other than the IT-point. 
It was found with a very small coverage of H (GKO.l)*! the surface will 
switch from p2mg to c2mm structure (Fig. 17). This merely suggested 
that the angular anharmonic effect may be fairly small. At full 
coverage (0=2) the surface returns to the (1x1) structure^Z and it was 
found^S that the surface states were removed by hydrogen absorption. 
For coverage above 0=1/3, however, incommensurate structures with wave 
vectors along the T-line but close to FT was observed.23 To see if this 
is due to the drifting of maximum electron-phonon interaction in q 
space, we have investigated how much, in an ordered superstructure for 
0=0.5, the H atoms modify the W(OOl) electronic surface states. We 
added H s-orbital, used Eg(H)=-1.4eV, sso(H)=0, and sdff(V-H)=-l.AeV (the 
values were found by a rough estimate from results of Ref. 43). The 
c2mm(2x2) geometry was assumed with displacement of W atom 5=0.1Â, the 
surface W-U interaction was accordingly readjusted. The H's were placed 
on the bridge position on top of the shorter W-W bonds^^ with a W-H-W 
bond angle 2oi=106°. Our results for the T2 band show (see Fi%. 1R) a 
considerable splitting on the folded zone boundary, however, the surface 
states have not been removed. We concluded that the surface electron-
phonon interaction is still important on the hydrogen covered W(OOl) 
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Réf. 40. The open circle is at 450 K and filled circle is at 
280 K. 
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Figure 17. Schematic of the c2mm H/W(001) surface reconstruction. The 
crosses are the H atoms situating at the shorter bridge site. 
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Figure 18. Changes of the T2-type electronic surface band near Eg. The 
p(lxl) situation when folded into (2x2) Brillouin zone (solid 
lines), with the PTg type of reconstruction (dashed lines), 
and additional ordered H coverage of 0=0.5 (dotted lines). 
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surface and is likely to be the driving force for the incommensurate 
surface reconstruction. Another possible mechanism is based on a local 
picture,23 that is, at coverage 0=0.5 all the shorter-bridge sites are 
occupied by hydrogen, additional absorbed H has to go to the domain 
boundaries, thus creates incommensurate structures. According to this 
picture, the onset of incommensurate structure for 0=0.3 is due to the 
thermal migration of H on the W(OOl) surface. 
Finally, the discrepancies between theoretical band structure and 
photoemission experiments are suspected to be unreal. Now both 
theoretical^^ and experimental^^ results have indicated the room-
temperature surface is disordered. The Fermi surface nesting model, 
which was previously dismissed because of the photoemission experiments, 
seems still valid for ideal (1x1) surface. However, our early 
suggestions^^ that at higher temperatures, the anharmonic terms (usually 
big for soft phonons) will come into effect and bring the H5 up to 
stable frequency so to retrieve the ideal (1x1) surface may not be 
applicable for this surface due to the large reconstruction energy.4? 
Also, there are theoretical results'^® indicating that the %2 phonon is 
also unstable, for which our calculations could not give, apart from 
some qualitative predictions, very accurate quantitative agreement due 
to the lack of knowledge about the readjustment of the short-range force 
constants near the surface. 
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VI. CONCLUDING REMARKS 
The results of our studies demonstrated that the electron-phonon 
interaction is the key for understanding many of the physical properties 
of materials, both for bulks and surfaces. The tight binding lattice 
dynamics scheme have been shown to work well in revealing the electronic 
driving mechanism for those Interesting phenomena like superconductivity 
and phase transitions. Since all of the calculations were based upon 
realistic band structures, by that we mean that all of the NTB 
parameters and their derivatives were extracted from first principles 
electronic structure calculations, this scheme is able to get precise 
pictures of the underlying electronic processes in terms of Fermi 
surface geometry and local atomic wavefunctlon interactions. The tight 
binding lattice dynamics scheme is also computationally efficient, that 
allow us to use denser sampling points and check for convergence on 
numerical results. 
The extension of this scheme to surface calculations is fairly 
successful. While other model calculations on U(OOl) were limited on 
either the r-space local bonding effect^^ or the q-space nesting 
effect,25 our calculations contained both effects, and as a result, our 
calculations were able to explain in simple pictures the driving force 
for the W(OOl) surface reconstruction. Our results showed that although 
the energetics Is basically controlled by the short range r-space 
orbital Interactions, the ground state structure of W(OOl) is determined 
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by the subtle Interplay between r-space and q-space Interactions. Our 
subsequent calculations on Mo(OOl) surface further established that this 
Interplay is crucial for the geometry of the reconstructed Mo(OOl) 
surface. 
As the isoelectronic system of W(OOl), Mo(OOl) surface also 
reconstructs below room temperatures, yet the geometry of the 
reconstructed surface is different from the W(OOl) case. The surface 
atoms of Mo(OOl) form an incommensurate pattern with respect to the 
underlying bulk structure.49 Utilizing accurate band structure of 
Mo(OOl) calculated from first principles,^0 we have obtained the NTB 
hamiltonian for Mo(OOl) and performed similar phonon spectrum 
calculations for Mo(OOl) as for W(OOl). The results showed that the 
ideal Mo(OOl) p(lxl) is unstable and it should reconstruct with a planar 
dlspalcive pattern very similar to W(OOl), but the smaller relativistic 
corrections (molybdenum is much lighter than tungsten) to the electronic 
structures of Mo(OOl) compared to W(OOl) affect both the r-space and q-
space electron-phonon interactions in such a way as to cause the Mo(OOl) 
surface to acquire the most energetically favorable reconstruction 
pattern at incommensurate wave vector close to the FT-point. The wave 
vector q from our calculation is about 0.83 along the T-line, in good 
agreement with experimental results.^9 
Finally, some words about the limitation of this tiprht hinHing 
scheme are in order. The limitation of this scheme stems from the NTB 
hamiltonian. In order to take advantage of the efficiency of this 
scheme, one should avoid to have a large number of parameters in the NTB 
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hamlltonlan, so one may not want to apply this scheme to free-electron 
systems like simple metals. Also, since in this scheme the NTB 
parameters have definite physical meanings as the overlap of neighboring 
atomic orbitals, cautions must be exercised to avoid those parameters to 
become unphysical, especially in the procedure of fitting the parameters 
to the first principles calculated energy bands, there the so-called 
local minima in the least-squares-fit are usually related to unphysical 
NTB parameters. For the same reason, the orthogonal tight binding 
scheme may not work well since there the atomic orbitals on neighboring 
sites are artificially forced to be orthogonal even under various 
lattice distortions. On the other side of the spectrum, the alkali 
halldes are ionic, there the Coulomb force Is the dominant part of the 
inter-ionic forces, so the tight binding lattice dynamics scheme, which 
concentrates mainly on the electron-phonon Interactions, may not yield 
sensible results. Yet, for a large class of transition metals and 
transition metal compounds, this scheme is shown to work well and there 
are similar schemes which have been applied successfully for 
semiconductor materials. 
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VIII. APPENDIX 
A. Slater-Roster Two-Center Parameterized Hamiltonian 
The full description of this method is given in a paper^Z written by 
Slater and Koster more than thirty years ago. It was designed as an 
interpolation scheme to be used in connection with more accurate 
calculations made by other schemes. 
The first step is the tight binding approximation, which assumes 
that the wave function can be written as: 
Tfc»U(r) = Z Ci(k,M) $ik(r) (1) 
where k is the wave vector and ]x is band index. is the Bloch sum 
of atomic orbitals: 
$lk(r) = E ^%(r- R j-T% ) e x p(ik' ( R j  + T%)) (2) 
where R j  denotes the position vector of jth cell and Tj denotes the 
position of ith atom with respect to the position of the cell, 
denotes the atomic-like wave function. Here 1 denotes the type of wave 
function as well as the member of atoms in the unit cell on which the 
wave function is centered. The coefficients C's in equation (1) are the 
solution of secular equation HA=SAE. In this scheme the potential is 
also treated as a sum of atomic-like potentials. 
V(r) = E v(r-R^-Ti) (3) 
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The second approximation used in this scheme is the two-center 
approximation, that means the potential terms has the form: 
r-Rj-Ti)v(r-Rj ^-Tj[r )^(r-Rjii-Tj[ii) d^r 
= Qi&j,j'&i,i' + + FiSj,j"Si,i" (4) 
where Q's and F are constants. Although this is a quite severe 
approximation, in most cases this scheme still describes the band 
structures (at least for those bands below the Fermi level) well, even 
for simple metals. However, the physical content of the hopping and 
overlap integral will be quickly lost, and those integrals will be 
reduced to merely parameters and has serious consequences for the phonon 
calculations.53 
Let us look at an overlap matrix element <n,l,m|n',l',m'>, where the 
atomic-like wave function is situated at and R2 respectively. The 
operator which is the rotation around axis R1-R2 should leave this 
matrix element unchanged, so we have; 
P*<n,l,m|n',l',m'> = ei(m'-m)*<n,l,m|n',l',m'> = 85^',-% (5) 
and so among all the possible overlap matrix elements, only ten actually 
exist (for a s-p-d basis). People have adopted the molecular notation 
and called the overlap as a state if m=0, n state if m=+l, and 5 state 
if ,m=±2. In Table 5, we list all the overlap matrix elements when R^-
R2 is along the z-axis. For arbitrary R^ and R2, there are simple 
relations can be followed to 'rotate' the overlap matrix element.1 Once 
all the pair-wise overlap matrix elements are known the overlap matrix S 
can be constructed: 
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Si,i,(k) = Z sipi,(Rj + Ti-Ti,)exp(ik"(Rj+Ti-Ti,)) (6) 
The sum goes up to all the neighbor shells. The hopping matrix H can be 
constructed from hopping matrix element h in the same way. With this we 
get the secular equation HA=SAE. 
Table 5. Overlap matrix element for a s-p-d basis. Here the direction 
connecting the two orbitals is along the z-axis. Also listed 
are the sign of these matrix elements. 
SSff <s|s> >0 spa <s|p(z)> <0 
sdcj <s|d(r2-3z2> >0 pp(T <p(z)|p(z)> <0 
ppn <p<x)|p(x)> 
<p(y)|p(y)> >0 pda <p(z)|d(r2_3z2)> >0 
pdit <p(x)|d(xz)> 
<p(y)|d(yz)> 
<0 ddo <d(r2-3z2)|d(r2-3z2)> >0 
ddn <d(xz,yz)|d(xz,yz)> 
<d(yz)|d(yz)> 
<0 ddS <d(xy)|d(xy)> 
<d(x2-y2)|d(x2-y2)> 
>0 
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B. Tight-Binding Fit 
We define a functional L{C} as: 
( 7 )  
where {C} denotes the whole set of Slater-Koster two-center non-
orthogonal tight-binding parameters, and X's are the eigenvalues to be 
fitted on all the k-points and all the bands. W's are assigned weight 
for each eigenvalue to be fitted, so one can emphasize the accuracy of 
fitting in certain regions, for example near the Fermi level. The E's 
are the eigenvalues generated by the tight-binding scheme with the 
parameter set {C}. The condition for minimization of L{C) is: 
for each j. 
We start with a set of (C°i,C°2?''') which give a set of eigenvalues 
and want to find a set of new parameters 
(C]^,C2> ••• ) = (C°i,C°2, •••) + ( , §2, •• •) so condition (8) holds. Expand 
E's around C°'s, we have: 
9L 
=2 E Wi 
aCj i 
(Ei-Xi) = 0 ( 8 )  
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3L 0Ei 3Ei 
= 2 E Wi (E°i+ E Sn, - Xj) = 0 (9) 
aCj i 3Cj m 9Cm 
Solve for 5^, we get: 
5m = - Z T-lmj (Z (E°i-Xi) ) (10) 
j i 3Cj 
where the T matrix is defined as: 
3Ei 3Ei 
T = E Wi (11) 
i 3Cj 3C„ 
To find the change of the eigenvalue Ej with changing of the tight 
binding parameter Cj, we use first-order perturbation theory. So i£ Cj 
is a hopping parameter, we will have: 
AEl - Z A*m,i Aj,i (12) 
and if Cj is a overlap parameter, we will have: 
ÛEi = -E"! E A*„^i Ai,i (13) 
m, 1 
For each step of finding {5}, we only need to solve the secular 
equation HA=SAE once and all the derivative of E's with respect to C's 
can be found by equations (12) and (13). Then the T matrix of equation 
(11) is formed and inverted, and {5} is found by equation (10). 
C. NTB Lattice Dynamics Formalism 
The full description of this scheme can be found in Varma and 
Weber's original paper^^ and their publications afterwards.^4 Here we 
will present a somewhat condensed derivation. The basic approximation 
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used in the tight binding lattice dynamics scheme besides the usual 
tight-binding two-center approximation is that the atomic orbitals are 
assumed to move with the atom. Any relaxation of these orbitals upon 
distortion of the lattice is supposed to be accounted for by the 
derivative of the NTB matrix elements with respect to the lattice 
constant, and the derivatives are supposed to be independent of wave 
vectors and usually are derived from fittings to band structures of 
different lattice constant. 
The NTB system is described by the secular equation HA=SAE with 
normalization condition A+SA=I. It is well known that this can be 
transformed into a normal secular equation H'U=UE with U=S%A and 
Upon lattice distortions, the hopping and overlap integrals 
will change and result in H=H°+h and S=S°+s, and H' now becomes: 
H' = S-% H S-'^ = (S°+s)-% (H°+h) (S°+s)-% 
Is Is 
= (1 ) S°-% (H°+h) S°-% (1 ) (14) 
2 S 2 S° 
here the higher order in the expansion of (S°+s)-^ is omitted. If we 
only keep the terms up to linear in s or h, we will have the secular 
equation: 
Is s 
+ S°-%hS°-% ( )) U 
2 S" S" 
= (H'° + ÛH') U = U(EO + El + E2) (15) 
here the E's are different orders of perturbation correction and the 
Hamiltonian is clearly separated into zeroth-order term and 
perturbational term. The first order perturbation term, El=U+AH'U, 
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which will contribute to Dj, a short-range part of the dynamical matrix, 
will not be considered here. For the D2 term, we will consider t-he 
term and because the harmonic approximation for lattice dynamics, we 
only need to consider h and s up to first order in lattice distortions. 
With the neglect of three-center integrals, the hopping (or overlap) 
matrix in k-space is the sum of the pair-wise Integrals: 
H^^^/(k',k) = N-1 E exp(l(k-Rj-k'-RjO)Hv,v'(Rj-Rj') (16) 
J » J ' 
here v denotes both the atomic species and the orbltals. For small 
distortions, we let R=R°+u and expand equation (16) up to first order in 
u: 
H^,^^(k',k) = N-IZ exp(l(k.R° j-k'.R° j , ) )  [  H^^^^(R° j_R° j , )  
+ (uj-ujO-^v,v'(R°j-R°j')l (17) 
notice R ° j - R ° j , = R ° j w ,  we can rewrite (17) as: 
Hv,\)'(k',k) = H°^p^^(k)&k,k' + N-lç exp(iR°j'(k'-k))uj" 
E [exp(iR°j'k') - exp(lR°j'k)]9H^^^^(R°j) (18) 
notice Ejexp(lq*R°j)uj=u(q,X) is the phonon mode (q,X), and define: 
Y"v,v'(k) exp(lk.R°j) VH^^^,(R°j) (19) 
now, we can write h linear in lattice distortion as: 
(k+q,k) = u(q,X)-(Y^^^^, (k+q) - (20) 
Similarly, the s^^^^(k',k) can be written In terms of V* Applying 
second order perturbation theory to equation (15), it is easy to show 
that the second order correction to eigenvalue ^ due to the coupling 
with phonon mode (q,X) is; 
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l-ffc'fp' 
~ ^ 'Klc',y';k,y u(-q,X)'gk,p.k',u' (21) 
®k,p ~ ®k' ,M' 
here k'=k+q, and factor (1-f) ensures that the excited state is not 
occupied. The electron-phonon matrix g is defined as; 
8k/,w';k,M = E A ^(k') -
C C 
-0.5(ej^f^jj/ + e]^^p)(Y^ v',v(k))]A-^^jj(k) (22) 
And the total energy change due to electron-phonon coupling is fk,y^®k,u 
sum over k and p. 
To find D2, we first examine the potential term in the Hamiltonian 
for lattice dynamics, which can be written as: 
1 
V = E u(q,X)D(q)u(-q,X) (23) 
2 q, X 
here the q is in the first Brillouin zone and D is the (3n by 3n) 
dynamical matrix, u(q, X)=N~''^EjU(Rj )exp(-iq'Rj ) is a 3n column matrix. 
Formally from equations (21) and (23) we would have: 
u(q,X)D2(q)u(-q,X) = 2 E fk,yACk,^(k'=k+q) (24) 
k,M 
but to ensure the real space displacement u(Rj) to be real, the 
dynamical matrix D in (23) must have the property D(q)=D*(-q). So, 
instead of (24), we should use: 
u(q,X)D2(q)u(-q,X) = E fj^^yû£^^p(k'=k+q) + E fk,yAGk,y(k'=k-q) (25) 
k,y k,y 
Notice here for crystals with inversion symmetry, the two terms on the 
right are equal. From equation (19) it is easy to verify the identity 
, vl*' then, equation (22) shows gk',y';k,w=[2k,u;k',y']*' 
Use this identity, also notice i!fk,jji^^,ij=^^k+q,y^^+q,y' can combine 
82 
equations (21) and (25), and reach the expression for D2: 
02®'^(q) = Z (27) 
kuM' - ek,,u' 
k'=k+q 
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