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Abstract :
The objective of this paper is to develop a general framework for updating the predictions of models of struc-
tures using observations gathered from the monitoring of these structures. A general Bayesian updating scheme is
developed, combining prior information on model parameters and monitoring data (including measurement uncer-
tainties). A Markov chain Monte-Carlo (MCMC) sampling method is used for computing the posterior probability
density functions (PDF) of input random variables. Then the updated PDF of the response quantities of interest
is computed from the posterior PDFs. The approach is illustrated on the example of fatigue crack growth under
homogeneous cyclic loading.
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1 Introduction
In most stochastic engineering problems, the accurate probabilistic description of the model
input parameters remains a great challenge. When data on input parameters is available in a
sufficient amount, classical statistics is used in order to prescribe the probabilistic model, e.g.
the joint probability density function (PDF) of the input parameters. Unfortunately, in many
situations, the data is hard to get or may even be inaccessible. The alternative then is to rely
upon expert judgment to feed the probabilistic model. From another point of view, large scale
structures such as bridges, nuclear power plants, dams, etc. are often monitored all along their
construction and service life and the collected data is hardly used to update the model of the
structure.
Various numerical methods, dealing with Bayesian integration (Geyskens et al. (1998);
Katafygiotis et al. (1998)), have been proposed to evaluate the PDF of input parameters using
response measurements. The aim of this paper is to present a so-called probabilistic updating
method, with intends to compute the PDF of input parameters from a model and measures
of response quantities. Precisely, the data is introduced in a Bayesian framework. A prior
density is given to those input parameters that are not well characterized. The posterior density
is obtained using the Markov chain Monte Carlo method, in the form of a cascade Metropolis-
Hastings algorithm (Tarantola (2005)). This kind of methodology has been successfully applied
to the updating of the long-term creep deformations in concrete containment vessels (Perrin et
al. (2007)). In this paper, the Bayesian scheme is applied to a fatigue crack growth propagation
model.
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2 Bayesian updating and MCMC simulation
2.1 Formulation
Let y˜(t) be the true value of the time-dependent response quantity y(t) of a mechanical system.
Suppose that this quantity can be predicted by a mathematical model M, which depends on a
vector x of input parameters. If the mechanical model M was “perfect” and if the true value x˜
of the input parameters was known for the system under consideration, one could write:
y˜(t) = M (x˜, t) (1)
In practice, none of the above assumptions hold. Indeed, the input parameters are usually not
well known, leading to the introduction of a random vector X(ω) for their modeling. In some
cases, the random response Y (ω, t) is measured at a time instant t by an analyst through exper-
imental investigations. The true value y˜(t) may differ from the measurement value ymes(t):
y˜(t) = ymes(t) + e (2)
where e is a realization of the measurement error .
In some cases, the kinetics of the physical phenomenon is not well represented by the nu-
merical modelM, leading to the introduction of another additive error known as a model error.
Without loss of generality, both the measurement and model errors can be included in a single
global error , which represents the total deviation between the observed and predicted values of
y(t). It is supposed throughout the paper that  is a zero-mean Gaussian random variable with
variance σ2. From the previous assumptions, one can write the consistency equation between
measurement and model:
M (x˜, t) = ymes(t) + e (3)
Provided x˜ is known, the above equation can be interpreted as the fact that ymes(t)−M (x˜, t)
is a realization of zero-mean Gaussian random variable whose standard deviation is σ.
Suppose the analyst has performed N measurements of the response quantity at time instants
{tj , j = 1, ... N}. The likelihood of experimental data, conditioned on x˜, reads:
L (y1, . . . , yN | x˜) ∝
N∏
j=1
1
σ
exp
[
−1
2
(yj −M (x˜, tj))2
σ2
]
(4)
As said before, the true value of the input parameters x˜ is not known in practice. Casting the
problem in a Bayesian framework, we consider the input vector as a random vector X(ω) with
prior distribution pX. The posterior PDF, denoted by fX, reads according to Bayes’ theorem
(O’Hagan et al., 2004):
fX (x˜ | yj) ≡ fX (x˜) = c pX (x˜) L (yj | x˜) (5)
where c is a normalizing constant value. The above equation is referred to as indirect Bayesian
updating since the likelihood depends on evaluations of the mechanical model M.
For computational purposes (see below), it may be useful to first transform the input random
vector X into a standard normal vector U by an isoprobabilistic transform X = T (U) such as
the Nataf or Rosenblatt transform (Ditlevsen et al., 1996).
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2.2 Markov chains
MCMC methods simulate a discrete-time homogeneous Markov chain: considering a PDF
fX(x), realizations xi are sequentially generated, starting from an arbitrary value x0, in such
a way that xi+1 is independent from xi−1, xi−2, . . . , x0. The various properties of MCMC meth-
ods allow to ensure the convergence of a Markov chain starting from any starting point x0 in a
finished number of iterations (O’Hagan et al., 2004).
The algorithm of Metropolis-Hastings (Metropolis et al. (1953)) is an iterative sampling
method which evaluates a Markov chain. The transition between xi and xi+1 reads:
xi+1 =
{
x˜ ∼ q (x | xi) with probability α (xi, x˜)
xi else
(6)
where q (x˜ | xi) is the transition distribution and the acceptance probability α (x i, x˜) is:
α (xi, x˜) = min
{
1,
fX (x˜)
fX (xi)
q (xi | x˜)
q (x˜ | xi)
}
(7)
A common transition distribution is built by generating the candidate x˜ by adding a random
disturbance ξ to xi i.e. x˜ = xi + ξ. This random variable is often a zero-mean Gaussian or
uniform random variable. This implementation is referred to as a random walk algorithm and
this was the original version of the method suggested by Metropolis et al. (1953). In this
case, the transition distribution is q (x˜ | xi) = q (x˜− xi). Due to symmetry (i.e. q (x˜− xi) =
q (xi − x˜) the acceptance probability defined in Eq.(7) becomes:
α (xi, x˜) = min
{
1,
fX (x˜)
fX (xi)
}
(8)
Eqs.(6)-(8) allow one to draw samples of any distribution provided an algorithmic expres-
sion(i.e. not necessarily analytical) for fX is available.
2.3 Metropolis-Hastings algorithm
In order to simulate the indirect Bayesian updating equation (5), a “cascade” Metropolis-Hastings
algorithm is used, as proposed by Tarantola (2005). The algorithm is described below:
1. i = 0, initialize the chain in the U-space to u0 (in a deterministic or random way);
While i ≤ K
2. generate a random increment ξ, compute u˜ = ui + ξ and evaluate x˜ = T (u˜)
3. evaluate the “prior” acceptance probability: αp (xi, x˜) = min
{
1, pX (x˜)
pX (xi)
}
4. compute a sample up ∼ U[0,1]:
(a) if up < αp (xi, x˜) (acceptation) then go to 5.,
(b) else go to 2. (rejection),
5. evaluate the “likelihood” acceptance probability: αL (xi, x˜) = min
{
1, L(x˜)
L(xi)
}
where L(.)
refers to Eq.(4). Note that an evaluation of the model response M is required.
6. compute a sample uL ∼ U[0,1]
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(a) if uL < αL (xi, x˜) (acceptation) then xi+1 ← x˜, ui+1 ← ui and i ← i + 1,
(b) else go to 2. (rejection)
Using the above algorithm, K realizations of the random vector X with posterior PDF fX
are generated. Note that MCMC was initially devised to simulate scalar random variables and
by extension random vectors with independent components. Its use in the U -space together
with the direct and inverse isoprobabilistic transform is required in order to get samples of
correlated random variables X(see application example). These samples allow to define an
updated stochastic model which can be coupled with the mechanical modelM.
It is important to make sure that the simulated Markov chain of size K obtained by the
Metropolis-Hastings algorithm is likely to be generated by the PDF fX of interest. Several
classes of monitoring methods ensure the control of convergence, see details in Brooks et al.
(1999). In particular, in this study, the n0 first samples (which correspond to the so-called
burn-in period) are eventually discarded.
3 Application example: fatigue crack growth model
3.1 Paris-Erdogan model
The extensive data set obtained by Virkler et al. (1979) for fatigue crack growth under homoge-
neous cyclic stressing has been used in several statistical analysis 1. The present example aims
at demonstrating that the predicted crack growth curve of a given sample may be updated using
measurements of crack length at early stages of crack propagation.
The mathematical crack growth model used in this example relates to the well-known Paris-
Erdogan equation under homogeneous cyclic stressing (Paris et al. (1963)):
da
dN
= C (∆K)m (9)
In this expression a is the crack length, ∆K is the variation of stress intensity factor in one
cycle of amplitude ∆σ and (C,m) are material parameters. The variation of the stress intensity
factor ∆K reads:
∆K = ∆σ F
( a
w
)√
πa (10)
where w is the specimen width and where the so-called Feddersen correction factor is given by:
F
( a
w
)
=
1√
cos
(
π a
w
) , for aw < 0.7 (11)
This correction factor is valid for cracks embedded in a finite-width plate, which is the kind of
samples used by Virkler et al..
3.2 Virkler’s data base and associated probabilistic model
The Virkler crack growth data set consists of 68 sample trajectories, each containing 164 mea-
surement points. All the specimen are made of 2024-T3 alluminium alloy. They have the same
geometry, namely a length L = 558.8 mm, width w = 152.4 mm and thickness d = 2.54 mm.
The stress range during each experiment is constant and equal to ∆σ = 48.28 MPa and the
stress ratio is R = 0.2.
1The original data was provided to the authors by Dr Jean-Marc Bourinet, Institut Français de Mécanique Avancée, who is
gratefully acknowledged.
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The statistics of the pair of parameters (m, lnC) have been identified by Kotulski (1998).
They are reported in Table 1. The correlation between the two random variables is equal to
0.997, meaning there is a strong linear dependency between both parameters.
Table 1: Probabilistic input data for the Paris-Erdogan law (Kotulski (1998))
Parameter Type of distribution Mean COV †
m Truncated normal [-,3.2] 2.874 5.7%
lnC Truncated normal [-28,-] -26.155 3.7 %
† coefficient of variation.
The point of this example application is to show that the use of crack length measurements
in the early stage of the crack propagation allows to accurately predict the remaining part of the
curve. For this purpose, a peculiar experimental curve (among the 68 available) is considered:
it corresponds to a rather slow crack propagation (the critical crack length a¯ = 49.8 mm is
attained in about 310 000 cycles). The accuracy of a measured crack length determined by
Virkler et al. is±0.000141 mm. In order to study the effect of the model-measurement error on
the updated prediction, a value of σ = 0.1 mm (resp. σ = 0.1 mm) for the standard deviation
of the measurement error has been selected.
3.3 Results
The cascade Metropolis-Hastings algorithm has been applied to obtain a 10,000-sample Markov
chain (the burn-in period is automatically adjusted). Plots of the prior and posterior PDFs of the
model parameters (lnC, m) are shown in Figure 1.
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Figure 1: Prior and posterior PDFs of the two model parameters
Figure 2(a) presents the prior 95%-confidence intervals on the predicted crack length as a
function of the number of applied cycles due to the randomness in the crack propagation pa-
rameters (lnC, m) (see Table 1). The experimental curve (measurements) under consideration
has been reported in the same figure. Although the prediction is rather loose (crack length at
200,000 cycles is comprised between 24 and 36 mm), the confidence interval does not encom-
pass the selected experimental curve. Moreover, the predicted median overestimates by 40%
the observed crack length at 200,000 cycles. This makes the prior prediction of little interest.
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(a) Prior prediction
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(b) Updated prediction (σ = 0.1 mm)
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(c) Updated prediction (σ = 0.2 mm)
Figure 2: Comparison of 95% confidence intervals of the predicted crack length a and measurements
Then the updating scheme presented above has been applied using 5 measured values of
crack length (a = {9.4, 10.0, 10.4, 11.0, 12.0} mm for N = {16,345 36,673 53,883 72,556
101,080} cycles respectively, see circles in Figure 2(b)). The updated confidence 95%inter-
val is plotted together with the remaining points of the experimental curve (which of course
have not been used in the updating scheme). First the resulting updated confidence interval is
much more narrow than that of the prior prediction. Moreover, it satisfactorily encompasses the
experimental curve up to N=175,000 cycles. It is observed that the experimental curve eventu-
ally deviates from the prediction, as if there was a secondary crack propagation kinematics for
N>175,000 different from the early stage. This cannot of course not be predicted by the Paris
law with constant coefficients. Note however that the updated results can be improved when
selecting a larger model error, as seen in Figure 2(c).
4 Conclusion
Predictive models of mechanical systems can reveal inaccurate when the physics is grossly de-
scribed by the models and / or when the model parameters are not well known. In contrast,
large mechanical systems are often monitored during their lifetime, and this valuable informa-
tion is hardly used in order to improve the predictions. The approach developed in this paper is
based on the Bayesian updating of the prior densities of the input parameters using measures of
response quantities. The posterior densities are simulated using a cascade Metropolis-Hasting
algorithm. They are finally propagated through the model in order to obtain the updated PDF of
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response quantities. The Bayesian scheme is applied to the prediction of fatigue crack lengths.
The prior model reveals poor and unable to predict the observed crack propagation curve. The
posterior model obtained from the MCMC approach allows to update the prediction in a way
that is consistent with the data introduced. Note that it is sufficient to incorporate only 5 mea-
sures to significantly improve the prediction by the updating scheme.
As presented in this paper, the MCMC approach requires a large number of calls of the
mechanical model, which was not a problem in the application example since the model was
analytical. In order to apply this method to, say finite element models, appropriate metamodels
should be used, which can be adapted within the Metropolis-Hastings algorithm. This work is
currently in progress.
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