Ethics research queries the norms and values that shape the goals and justification for gene drive projects, and that might lead to issue or opposition to such projects. A framework for organizing ethics research is offered. In addition to basic research ethics and risk assessment, gene drives will give rise to questions about the fiduciary responsibilities of scientists, democratizing technology, and the links between epistemology and social power relations. A final category of ethical issues covers the way in which research on norms and values is organized, funded and integrated into other aspects of a gene drive project.
Introduction
Ethics is peculiar in that everyone is expected have ethics, to be ethical, and these expectations are not based on any specific training or expertise. At the same time, ethics is a discipline of inquiry and scholarship dedicated to understanding normativity: what is it that makes one action or state of affairs good, responsible or beneficial, in contrast to others that are bad, irresponsible or harmful? As a form of scholarship, ethics can have a very general level of abstraction or it can be applied to very specific activities or proposals. The National Academies of Sciences, Engineering and Medicine report Gene Drives on the Horizon, released in June of 2016, devotes a significant number of pages to topics that can be characterized under the broad heading of ethics in this applied sense (see reprint of executive summary in this special issue). The report contains a chapter entitled 'Charting Human Values' that addresses key ethical topics in an unusually straightforward way. It discusses debates over genetic engineering, reviewing how outcomes are classified as beneficial or harmful and summarizing environmentally based values that might not generally be included in a human-focused (or anthropocentric) ethical assessment. This chapter is followed by discussions of how testing and risk analysis might be used to understand and either avoid or mitigate the adverse outcomes identified in the 'Charting Human Values' chapter. The report then turns to two additional topics that are often classified as forms of ethics: the role of and methods for broader public engagement in the development and implementation of gene drives, and the rationales and means for governance, both through formal regulatory processes and through mechanisms that structure incentives or foster cooperative measures to manage risks, including the potential for unjust or unfair outcomes (NASEM 2016) .
In addition to materials drawn from ethics-oriented research on earlier emerging technology, Gene Drives on the Horizon builds upon a small but influential literature that has addressed gene drives explicitly. Lavery, Harrington, and Scott (2008) provided an initial overview of ethical issues in using gene drives to promote transgenic mosquitoes for control of malaria and dengue. This has been endorsed in papers providing overview discussions on gene drives (Marshall and Taylor 2009) . Resnik (2014) published a review discussing key issues for human subjects. However, the discussion of substantive ethical issues is only now beginning to open up. Opinions on and analysis of gene drive ethics will almost certainly proliferate during the coming decade, and the venues for this discussion will include both peer-reviewed literature and public forums open to all comers. While the NASEM (2016) report and this early literature identify crucial topics for anticipating the ethical issues that will accompany research, development and possible deployment of gene drives, this paper will suggest an alternative framework that both sharpens the focus of ethical deliberations in key areas and expands the scope of ethical research in others.
As mentioned above, ethics makes appearances well beyond the identification of human values (Chapter 4) in the NASEM (2016) report because many of the reasons for engagement of communities, stakeholders and publics (Chapter 7) are ethical in nature. In addition, the very idea of governance (Chapter 8) depends on conceptualizing social goals and evaluating the legitimacy and moral justification for alternative governance institutions. As the report itself notes, norms for science and research even work their way into the technical section of the report (NASEM 2016, 67) . However the report is not entirely clear about the roles for ethics beyond its discussion of human values in Chapter 4. For example, the discussion of non-anthropocentric values in Chapter 4 has profound implications for risk assessment (Chapter 6), a topic that is still discussed in relatively technical terms in the report. Yet if there are outcomes that must be avoided for non-anthropocentric reasons, they must be included among the hazards that risk assessment is intended to analyze. Although scholars and others will certainly comment upon the ethical dimensions of gene drives from many different vantage points, the discussion that follows presumes that ethics will be a structured and planned research activity that will accompany other components of gene drive science. Here, ethics is portrayed as one structured enquiry to be undertaken within organized and transdisciplinary gene drive research. Nevertheless, the framework does not presume that this activity will be conducted solely by ethics experts. If contemporary ethics of technology has learned anything, it is that ethical wisdom can come from a tremendously wide array of sources (Von Schomberg 2007) . This paper does not provide a summary or discussion gene drives, the science behind them or their potential applications. The framework that is described below has been developed in response to a series of emerging technologies including nuclear power, agricultural biotechnology, adult-cell mammalian cloning, food nanotechnology and genetically engineered mosquitoes. It would be applicable (with minor modifications) to many emerging technologies. As such, a detailed discussion of gene drives is not strictly necessary for presentation of the framework itself. Using the framework in conjunction with gene drive research would clearly require familiarity with the underlying science and the uses for which it is being proposed (see the introductory article of this special issue by Delborne et al. for a descriptive summary of gene drive science).
Approach
The framework for ethics-oriented research that is developed below is structured in terms of six domains or areas for future studies. They are: (1) Standard Research Ethics; (2) Identification and Interpretation of Risk; (3) Fiduciary Responsibility; (4) Democratizing Technology; (5) Epistemology and Power and (6) Procedural Ethics, a cross-cutting domain. These areas are characterized as separate domains primarily for purposes of exposition. They are not, in most respects, truly separable or distinct in terms of the issues that they raise or the ethical responsibilities that might be entailed. However, there are markedly distinct scholarly literatures for each of these domains, with comparatively little crosscitation. The domains may thus reflect research networks possessing significant capability for addressing one or more of the topics for gene drive ethics, while excluding findings or research tools that are prominent in other networks. For the purposes of this paper, this 'research networks' hypothesis is put forward to clarify the sense in which a multipledomains approach to gene drive ethics could represent an advance over that of the NASEM (2016) report and previous studies. Although suggestive, this hypothesis has not yet been subjected to an empirical analysis.
Although a few substantive ethical issues are discussed by way of example and illustration, the paper makes no attempt to survey the full scope of the literature in each of the six domains. The rationale for this is twofold. First, even a representative survey of the literature could not be accomplished within the scope of a single paper. Second, aspects of the literature are highly repetitive. Recent articles on gene editing tools discuss non-human applications of previous genetic transformation technologies (Charo and Greely 2015; Flotte 2016 ), yet do not cite the extensive literature discussing the ethical dimensions of agricultural, food and environmental applications of gene transfer (for an overview, see Thompson and Hannah 2008) . While the framework that is offered below provides a theoretical locus where issues such as, for example, the nature and extent of humanity's ethical responsibility to nature or to preserving biodiversity might be discussed, this paper does not go on to provide an entrée to or summary of those questions. Identifying and integrating a far-flung literature on the ethical analysis of gene technology will prove to be a significant task for the gene drive community, and the NASEM (2016) report goes farther in specifying some of the further questions that will need ethics research than this paper.
In addition, the paper does not put forward substantive arguments about whether gene drives are or are not ethically acceptable, nor does it survey the opinions and evaluations about gene drives that might be ventured as these technologies become more widely known. It does not attempt a speculative review of arguments about the ethical acceptability of gene drives that might be proffered on philosophical grounds. The NASEM (2016) report does provide an initial summary of some key topics, and a review of these contributions would be repetitive. To the extent that topics mentioned in the report are discussed below, they are used to exemplify the kinds of ethical concern that bear upon the larger question of ethical acceptability for emerging biological technologies. The analysis that follows should be read as an attempt to help gene drive research teams recognize and give advance consideration to the ethical questions that might arise on connection with their respective projects by sketching domains or categories in which ethical research should be organized. It is a tool for early ethics assessment (Buckley, Thompson, and Whyte 2017) . In short, the framework developed in this paper describes the type of questions that might be asked in studying the ethics of gene drives; it does not pretend to answer them.
First domain: standard research ethics
Working scientists have come to expect a review of plans and protocols associated with institutional review boards and requirements for disclosing potential conflicts of interest. Research on gene drives will certainly not be exempt from these basic ethical standards, and a very brief review follows. While not philosophically controversial, procedures to ensure compliance with standard research ethics can be experienced as hurdles or obstacles to working scientists. It is thus important both to underline the importance of research ethics, while stressing that many of the ethical issues discussed in other domains will not be amenable to the control measures associated with research integrity, biosafety and the use of human or animal subjects.
Basic ethical requirements for scientific integrity can be seen as baseline for standard research ethics. Research institutions and funding agencies have introduced procedures to reinforce the importance of honesty, careful record keeping, cautions against plagiarism and disclosure of potential conflicts of interest (Bulger, Heitman, and Reiser 2002) . Although these requirements mostly go without saying, the multi-and inter-disciplinary nature of gene drive work may raise a few additional subtleties. Disciplines differ in their approach to giving authorship credit, for example. There are also emerging issues such as rules and standards for sharing of data (Caulfield et al. 2008) .
As noted already, ethical questions associated with the use of human subjects in connection with gene drive research have already been broached within the peer-reviewed literature. Procedures for the protection of human subjects became mandatory at institutions utilizing public funds throughout the industrialized world after scandalous abuses were publicized. Nazi experiments on prisoners and occupants of concentration camps were among the most egregious, but a longitudinal study of syphilis in a population of African-American males near Tuskegee, AL was the proximate cause for the creation of institutional review boards in the United States. These abuses were chronicled in a report to the National Institutes of Health that is colloquially known as the Belmont Report (see NCPHSBBR 1978) . One basic ethical principle that emerged was that human beings should not be exposed to risks as a result of their participation in research without informed consent (Macklin 1992; Beauchamp 2003) .
Biological researchers will have some prior familiarity with the procedures for securing permission to conduct research involving human subjects, and it is not necessary to undertake extensive discussion of these requirements. The primacy of the potential research subject's perspective has significance for the ethics of gene drives. The NASEM (2016) report suggests that the primary mechanism of exposure to human subjects is very likely to be environmental, and key questions are likely to involve containment. For example, mosquitoes modified so that they will not vector dengue or malaria necessarily expose human populations to bites from the engineered (and non-disease vectoring) mosquitoes.
Hence there are unavoidable human subjects issues, even if the modification is intended to be beneficial and the chance of hazards materializing is estimated to be quite low. Although anomalies have occurred in the post-Belmont era (see Kipnis, King, and Nelson 2006) , it is difficult to imagine a properly functioning institutional review board allowing research to proceed in the absence of some protocol for securing informed consent from human subjects who might be bitten by genetically engineered mosquitoes, and many other gene drives will encounter a similar need for protocols (Resnik 2014 ).
Second domain: identification and interpretation of risk
As the NASEM (2016) report makes clear, gene drives might pose risks of several kinds depending in part on their design, in part on the domain of application. Some product and process risks are subject to regulatory oversight (a governance mechanism), but the responsibility to anticipate and understand the potential for unwanted or adverse impact from deployment of gene drives is both legal and moral. Articulated as an element of gene drive ethics, the need for assessing and managing risk is a responsibility that falls on key actors including researchers, private firms, scientific bodies and governance institutions. Although the NASEM report is clear in stating that assessing and managing risks is an ethical responsibility, it is less clear in articulating the ethical issues that are intrinsic to risk assessment.
Risk assessment has been characterized in terms of four inter-related activities: hazard identification, exposure quantification, risk management and risk communication (Stern and Fineberg 1996) . Although this schema is simplistic, it is nonetheless useful for indicating key junctures at which ethics enter into risk assessment activities. Hazard identification consists of discovering adverse outcomes that are possible; exposure quantification is the process of determining how likely they are to occur under given circumstances. These technical phases of risk assessment comprise risk characterization, which is typically distinguished from decision-making about what should be done, that is, risk management. The separation of these phases implies both an ethical principle and an active governance policy in the regulatory context. It is intended to shield science-based inquiry into the nature and extent of risks from undue influence (Starr and Whipple 1980) . In regulatory agencies, hazard identification and exposure quantification are conceptualized as non-political activities that produce information for risk managers who are often political appointees within regulatory agencies. These managers make decisions that necessarily reflect value judgments. In this context, risk management decisions may reflect judgments about the appropriate role of regulation vis a vis markets or the courts in affecting the proper response to those risks that have been identified through risk characterization ( Figure 1 ). This is not to say that risk characterization is devoid of value judgments. Most obviously, hazard identification presumes to identify those potential outcomes that are adverse, unwanted or 'bad.' Thus, a value judgment is implicit in the very idea of hazard. From a practical standpoint, this value judgment is often determined by the legal mandate for the regulatory process. The authority of regulatory agencies in the United States was traditionally limited to impacts on human health. Even the class of environmental impacts often adverts to health impacts associated with pollution, though there are cases where effect on a 'non-target species' (a species that the intervention was not intended to affect) is included. Given the delimitation to health impacts, biological and biomedical expertise becomes crucial for ascertaining the mechanisms that can lead to injury or disease. From a more philosophical (which is to say ethical) perspective, the question of which outcomes should be classified as hazards should be regarded as worthy of deliberation and debate (Cranor 1997; Thompson 2003) .
The value judgments in exposure quantification are often more subtle, but pervasive, nonetheless. Ascertaining the likelihood that a hazard will materialize requires some specification of the circumstances in which a product or process will be used. In one of the early ethical critiques of a technical risk assessment, Brunk, Haworth, and Lee (1991) determined that exposure to Alachlor, an agricultural pesticide, had been quantified under the assumption that users would follow label instructions (an assumption that further implied that users could read instructions written in English). Given the actual circumstances in which Alachlor was being used during the time this risk assessment had been conducted, these assumptions were unrealistic, leading to a significant underestimate of risk. More generally, exposure assessments require value judgments that are inherent within statistical analysis, such as characterization of a reference population and the identification of stopping rules (Douglas 2000; Thompson 2003; Elliott 2009 ).
To summarize, risk characterization does involve value judgments. Hence, an early tendency to represent the relation to risk management as a one-way flow out of the technical processes of hazard identification and exposure quantification and to the admittedly normative activities of risk management is misleading (see Rowe 1977) . A similarly misleading practice of early work on risk assessment was either to omit communication entirely, or to represent it as an activity within risk management. On this construal, communicating to the public was viewed as one of several activities that might be employed to make the best use of information gleaned through risk characterization. It is now recognized that non-expert members of the public may be in possession of information that is crucial to each of the other three phases in a risk assessment process (Wynne 1989; Stern and Fineberg 1996) . In each of these cases, insistence upon the putatively 'value-free' nature of science may have led to misunderstandings that resulted in faulty risk assessment. Such failures are relevant within other domains of the ethics for gene drives, as will be discussed below.
In fact, frequently mentioned ethical questions can be comfortably accommodated within this framework. The NASEM (2016) report notes philosophical debates over the kind of protection that is owed to plants and non-human animals, as well as to ecosystems or collective entities such as species. These are, in effect, debates over what counts as a hazard from the perspective of risk assessment. The framework of risk can thus accommodate much of the debate within environmental philosophy over the intrinsic vs. instrumental value of biodiversity (Norton 2015) . That potential for 'dual use' or intentional harmful and nefarious applications of a technology are not considered within the standard institutional review procedures of research ethics is noted in the report, and can also be interpreted and analyzed as a hazard. A number of emerging technologies are now being debated in connection with their potential for intentional abuse as well as their potentially destabilizing impact on international security and the policing abilities of national states (Miller and Selgelid 2007; NASEM 2016, 69-70) .
The ethical issues associated with gene drive risks become more complex when social amplification is taken into account. 'Social amplification of risk' is a term of art used in the social sciences to cover a variety of social and psychological factors that influence people's perception or judgment about the level, seriousness and degree of threat associated with a given risk or risky situation. Early on these factors were associated with risk perception, but the shift toward terminology of risk amplification was made in response to a tendency for technical experts to describe their own scientifically informed estimates of risk as 'reality,' in contrast to the (mere) perception by lay subjects and the general public (Kasperson et al. 1988; Kasperson and Kasperson 1991) . In this literature, factors such as age, level of education, race and gender have been correlated with subjects' rankings or reports on the amount of risk associated with numerous life events ranging from exposure to radiation from nuclear power to lifetime cancer risk to getting hit by a meteorite (Slovic 1987) . Research in the social sciences revealed that technically trained experts were not immune to influence by these social and psychological factors (Slovic 1999) .
In addition, research in sociology, anthropology and communication studies has identified features of risk (such as whether it is voluntarily accepted, whether is tied to catastrophic events or whether it is a 'dread' or especially feared risk) that tend to influence subjects' judgment about the seriousness of a risk. Much research has emphasized how social factors can lead subjects to reach judgments that differ from those of scientists or engineers having expertise in the relevant subject matter (radiological hazards, toxicology, molecular biology, etc.). The literature recognizes that social factors can both amplify or increase a subject's view of how risky a given technology or circumstance is when compared to experts, or attenuate risk perception, leading subjects to underestimate the degree or seriousness of a given risk (Kasperson and Kasperson 1991; Kasperson et al. 2003) .
Many studies in the social amplification of risk have emphasized the risks of emerging technology, but there are routine cases in healthcare and public health where social factors such as race, gender and age are tied to systemic over or underestimates of risk, leading to important ethical issues in public education and health promotion campaigns. There are also ways in which the standard social science definition of this field could usefully be expanded. For example, important case studies demonstrate how social factors equipped non-experts with information highly pertinent to the estimation of exposure to biological and radiological hazards (Wynne 1989 ). In addition, other studies show that non-experts tend to incorporate a much broader array of hazards into their risk attitudes, including, for example, exposures to dislocation or exploitation through economic activity or political decision-making. Socio-cultural factors contribute to the way that individuals or social groups conceptualize adversity. Cultures that conceptualize non-humans (animals, plants, sacred places) as having characteristics of personhood may be open to including a much broader classification of potential outcomes under the heading of a hazard, for example (Cranor 1997) . Finally, social amplification or attenuation clearly occurs when subjects experience their relationship with others through the categories of trust and solidarity, on the one hand, or through vulnerability and exploitation, on the other. Thus differential perceptions of risks from participation in research among black Americans may well be justified given the Tuskegee experience and similar episodes (Jones 1993) .
The NASEM (2016) report arguably lacks a full appreciation of risk amplification and its implications for ethics. Given that social factors clearly influence people's estimate of the nature and extent of risk, we should expect that publics who encounter gene drives either in the abstract (through reading, mass media or campaigns organized by activist groups) or through concrete encounters with research or public health teams developing gene drives will develop estimates of the risk of gene drives that diverge from that of the expert community. The first order ethical question for gene drive technology is to arrive at a judgment as to the legitimacy of the social factors that are introduced by social amplification of risk approach. In short, we must ask whether these non-experts know something that the experts don't. Taking this question seriously is a component of ethics because dismissing non-expert knowledge is a form of hubris. Avoiding hubris is especially crucial when subjects come from groups that have a history of marginalization or high cultural divergence from the expert group (Wynne 2001) . Marginalized groups may have survived through strategies of withholding information from dominant social groups and may thus be understandably reluctant to share their knowledge base fully with outgroups (Agrawal 1995) . Cultural difference may pose a barrier to full communication about hazards and mechanisms of exposure (Peterson 1997) . At the end of the day, experts must revisit basic research ethics (first domain) in light of the possibility that others do in fact have new information that is pertinent to the expert assessment of hazard and exposure.
Beyond this first order problem of determining whether social amplification is revealing new data that must be integrated into risk characterization, ethics must be involved in making a judgment as to whether a third party's perception of risk is reasonable or unreasonable. This judgment will be affected by differing conceptions of rationality, hence it may be both philosophically controversial and culturally relative. Nevertheless, it is important because further activities in gene drive research and development are contingent upon whether subjects exposed to risk, outsiders and the general public are being influenced by social factors that are highly reasonable, given experience and knowledge base, or utterly fantastic. Alternatively, expressions of fear or concern may be motivated by strategic considerations that can themselves be judged ethically legitimate or pernicious (ShraderFrechette 1991; Scheman 2011) . Given points already noted several times above, for example, it is highly reasonable for those who have been exploited on the basis of race or gender to regard techno-scientific projects with initial suspicion, and this suspicion is experienced by them as a heightened sense of being at risk. This feeling of being at risk because of past experience with scientists is readily translated into their estimate of the risk associated with the technology or scientific project, in this case, gene drives. An extended period of trust-building (coupled with the relinquishment of power dynamics that the scientific team may not even be aware that they possess) will be ethically required.
In contrast, experience with other emerging technologies including agricultural biotechnology, nuclear power, chemical technology and nanotechnology shows that some social groups who oppose the technology will utilize social and psychological amplification of risk to heighten outrage and increase the public's sense of being at risk from the technology. Such groups may have objectives largely unrelated to physical risks. They are, in fact, often motivated by unfair power dynamics and socio-economic risks (Munro and Schurman 2008) . In some extreme cases, opponents of technology may be motivated by nothing more than their self-interest in building an organization and attracting funding. For example, anti-hunger civil society groups became so pervasive in the first decade of the twenty-first century that they engendered a 'credibility crisis' for NGOs without regard to their domain of activism (McGann and Johnstone 2005) . Making the ethical judgment that such motivations are 'unreasonable,' is neither simple nor straightforward, for groups that are quite willing to use 'scare tactics' may be pursuing social objectives that fall well within the range of ethically reputable social goals. At the same time, deployment of social amplification may also reflect longstanding ethical grievances that have their source in governance and democracy issues, discussed below (see Whyte 2017 for a related discussion). Nevertheless, what is ethically required in interacting with this range of socially amplified risk perceptions should be understood as quite different from what is needed to deal with others whose identity and social role leads them to judge risks in ways that are odds with scientific experts.
Third domain: fiduciary responsibility
The ethical questions raised in the previous domain concern the characterization and quantification of risk, as well as extra-scientific factors that complicate risk assessment. They do not address ethical responsibilities to do something about risk -if any -that would fall on gene drive researchers. Among other things, the term 'fiduciary responsibility' indicates a situation in which the bearer of said responsibility is legally or morally obligated to act in the best interests of another party, often a client but potentially the public at large (Kaplan 1976) . The term has come into recent use in connection with a proposal that financial advisors should be legally obligated to tell clients whether products being offered are consistent with the client's best interest (Guerriero 2017) . Although engineers and physicians operate under explicit criteria of fiduciary responsibility for patients and clients, respectively, there has been relatively little direct discussion of the fiduciary responsibilities of working scientists, and whether the conditions of their employment or funding are relevant to their having any obligation to serve the overall public good. Sankar and Cho (2015) characterize scientists' duty to serve the public good as 'social responsibility.' They note that successive editions of the National Academy of Science publication On Being a Scientist (1995) place increasing stress on duties to place the interests of affected parties above other concerns. Although neither On Being a Scientist (NAS 1995) nor Gene Drives on the Horizon (NASEM 2016) utilizes the term fiduciary, there are many junctures at which the text seems to impute such responsibilities to gene drive research teams. In the chapter on human values, the report goes so far as to assert that norms of working for public rather than personal benefit are viewed as intrinsic to the idea of science, and widely accepted by working scientists (NASEM 2016, 67) . A commentary on Sankar and Cho's discussion of social responsibility links their concept to literature in business ethics and corporate responsibility that frames these public duties in terms of fiduciary requirements (Conley et al. 2015) . Although the terminology of a fiduciary is not standard, it will be utilized here to emphasize the relational dimension of this responsibility.
The commitment to a fiduciary relationship to stakeholders and the public is implicit in the NASEM (2016) report's sections on risk assessment, where hazards (physical, financial or reputational) to individuals and firms developing gene drives are not even mentioned. However, it is Chapter 7 of Gene Drives on the Horizon that includes the most thorough discussion of fiduciary responsibilities, which are described as reasons why scientific teams working on gene drives have obligations to conduct engagement activities with stakeholders, communities and publics. Engagement is described as an activity that can bring key information into a research project and as essential to a gene drive project's social acceptability, but it is also characterized as a matter of respect. The chapter concludes by stating that 'The question is not whether to engage communities, stakeholders and publics in decisions about gene drive technologies, but how best to do so' (NASEM 2016, 141) .
However, it is not obvious that scientists or technology developers working in other areas accept such a broad conception of their responsibility to those who will be affected by their work. In fact, one model for R&D activity presumes that while technology developers must certainly comply with the law, it is the regulatory agencies that have the responsibility to look out for the interests of affected parties. Novel technologies developed as commercial products must meet standards of merchantability, and must not be misrepresented. These legal requirements do represent minimal fiduciary duties for firms operating in the private sector, but here a scientist who obeys the law has no fiduciary relationship with people outside her lab. What is more, firms are disciplined by the market itself, which will (in most cases) not support harmful or defective products (though, of course, tobacco products represent one of many exceptions to this rule). Market discipline suggests that firms will be more successful if they bear their customers' interests in mind, but this is simply the self-interest of an actor offering a product. It does not connote an ethical duty to develop or market products that are in the interests of the people who buy them. Caveat emptor is the rule, and regulatory agencies are designed to ensure that at least some of the most crucial health and safety interests of communities will be taken into account before a novel technology is placed on the market (see Percival et al. 2013) .
Since private firms are already operating in gene drive research, the suggestion that gene drive scientists should regard themselves as fiduciaries for certain third parties (much less broader publics) should probably be regarded as a topic for future research, rather than something that can be assumed in the manner suggested by the NASEM (2016) report. One argument favoring a fiduciary responsibility is that the scientific community must assume a responsibility that issues from their particular forms of expertise. Here, the fiduciary relationship is based on the fact that scientists are in a position to know things about the potential risks of gene drives that very few members of the public could be expected to know. There are areas of science, such as toxicology, where individual practicing scientists do contribute to public debates and undertake pro bono work largely because their expertise places them in a position to do so. The work of Mark Edwards and Amy Pruden in connection with pollutants in city water supplies is an example of research that is funded and published through mainstream disciplinary institutions, yet is understood by the scientists doing this work as fulfilling fiduciary relationship. Edwards' group at Virgina Tech maintains a public website with frequent updates as a means to fulfilling the team's fiduciary role (Virginia Tech Research Team 2017) .
Given this way of construing fiduciary responsibility, the ethical issues that arise in attempts to measure, rank or manage risks from gene drive research (as well as from any eventual deployment of a gene drive technology) differ from the fiduciary responsibilities of various actors in gene drive research. Expertise -the possession of a relevant knowledge base -is the basis for assignment of this duty to specific individuals and groups. As an ethical concept, fiduciary responsibility means that those who have the ability to assess and manage risks from gene drives have a duty to use this knowledge to protect the interests of those who might be affected by gene drives, both during the research phase and after their deployment in practical use (Thompson 2008) . However, it is doubtful that this is a responsibility that can be distributed to every individual working in gene drive research. The relationship might be more usefully described as one holding between the community of gene drive researchers and the various individuals and publics to whom fiduciary relationships are owed. As long as a few individuals or groups accept and discharge these responsibilities, there would be no obligation for every individual bench scientist to do so. However, if no one acts on behalf of stakeholders and the public, there has been a general ethical failure on the part of the community as a whole (Thompson 2012) .
In addition, some of the issues in the NASEM (2016) report that are mentioned under the heading of social justice might be characterized under the heading of a fiduciary responsibility that is shared by the science community as a whole (others fall into 'democratizing technology,' below). Access to a successful technology and recompense for damages are not equally distributed among all persons, and adverse outcomes are too frequently skewed along lines of wealth, ethnicity and gender. The NASEM report suggests that offering those who express justice concerns to have a voice in decision-making may be the most effective way to operationalize these responsibilities (NASEM 2016, 76) . However, like fiduciary responsibilities to monitor or communicate about gene drive risks, the responsibility to provide opportunities for voice is not something that can be meaningfully assigned to individual scientists. Here, too, conceptualizing a fiduciary relationship between the gene drive science community and affected publics may be a more useful approach. In the framework being offered here, there is additional stress being laid on the distinction between scholarly or activist debate over the implications of technical change and the nature of a scientific group's responsibility to either inform or participate in that debate.
Fourth domain: democratizing technology
Although regulatory agencies screen technological innovations for risks to human health and the environment, members of the public may not be satisfied. They may suspect that regulatory oversight is inadequate, or they may have concerns about impacts that are simply not subjected to regulatory purview. Regulatory politics is thus an extension of ethics in that differing conceptions of appropriate state action will be taken by contending groups hoping to influence the democratic process (Gutmann and Thompson 1997) . The phrase 'democratizing technology' highlights the role of the lay (or non-expert) public in oversight, governance and routing the course of technical change. In one sense, questions about the role of the public in facilitating or retarding technical change are at least as old as the industrial revolution. 'Ned Ludd' may have been a pseudonym, but the Luddites were craft weavers who objected to the introduction of powered looms in the British textile industry. They wanted to stop this innovation because of its social consequences: they stood to lose their jobs (Boal 1995) . There has been controversy over whether and under what conditions a society might relinquish technological opportunities ever since.
The NASEM (2016) report alludes to the well-organized political opposition to gene drives both in the governance chapter and in its chapter on engaging interested publics. A full discussion of the issues lies well beyond the scope of this summary treatment, but at least three features bear on the conceptualization of ethical issues for gene drives. First, the recent history of gene technology in the food system has created both a legacy of suspicion and established organizations and pressure groups that will be attentive to new technologies utilizing genetic engineering. Second, the study of public attitudes toward and acceptance of emerging technology has become established within the social sciences. There are thus tools for understanding the broader impact of technology that did not exist even two decades ago, and a constituency for knowledge about the public's point of view. Finally, there are straightforward ethical reasons for believing that many technologies should be subjected to much broader forms of public oversight and approval than they have been in the past. Each of these features are mentioned in the NASEM report. They are discussed briefly in what follows.
As is widely known, genetically engineered agricultural crops have encountered significant resistance in many parts of the world, retarding most applications in Europe (Bauer and Gaskell 2002) and placing barriers to its use in food crops in India (Herring 2015) and China (Liu, Pieniak, and Verbeke 2014) . The bases for opposition to gene transfer in agriculture are broad and diverse. They include both risk-based and moral concerns as well as the way that this technology has affected the balance of economic power among agricultural-input firms and between input suppliers and farmers (Thompson and Hannah 2008) . Public resistance to genetic engineering in agriculture does not imply unilateral opposition to applications of gene technology. Applications in biomedical fields have not been targets of organized resistance, and conservation-oriented uses of genetic engineering have shown indications of public support (Nielsen, Jelsø, and Öhman 2002) . Nevertheless, the controversy over agricultural biotechnology testifies to the potential for disagreements about the appropriate governance of gene technologies, and the history of resistance has also created an infrastructure of organizations and individuals who have the will, the knowledge and the means to oppose gene technologies in the public arena (Munro and Schurman 2008; Hicks 2017) .
The controversy over agricultural biotechnology also stimulated growth among social scientists who have developed methodologies to gauge public acceptance, as well as to engage members of the public in deliberations over the management and political decision for technical change. This literature is very large, and has expanded especially in the wake of social science research opportunities that became available in conjunction with initiatives in nanotechnology and synthetic biology. Stated perhaps too succinctly, research conducted under the aegis of constructive technology assessment (Rip and te Kulve 2008) , responsible innovation (Stilgoe, Owen, and Macnaghten 2013) , or anticipatory governance (Guston 2014 ) blends empirical study of public attitudes toward emerging technology within a framework that is intended to aid researchers, sponsors of research (including public, non-profit and for-profit organizations) and the various offices of government in the joint project of bringing forth technical changes that enjoy broad public support and that meet compelling needs.
Ethics is implicit within all of these frameworks, both as a form of inquiry or public discourse that is involved in the identification and justification of those needs classified as 'compelling' (Sclove 1995) , and as the basis for judging the entire project of technology development as a legitimate expression of the public will (Habermas 1975) . Thus, the relatively recent emergence of methods to incorporate both social science and ethical reflection within the innovation process for nanotechnology and synthetic biology can be viewed as a response to criticisms that have been made sporadically since the nineteenth century. If science and technology are indeed to be regarded as engines of social progress, there is a need to ensure that their applications and outcomes are consistent with those philosophical, ethical values that constitute progress. For at least the last three centuries, these values have been seen to rest on notions of consent -not, to be sure, the same form of consent that has been institutionalized in human subjects review, but the notion that the power to implement widespread social changes can only be regarded as justified when it is exercised in a manner that is consistent with the broad agreement of those who are affected by those changes -consent of the governed. This is the third and most general sense in which ethics calls for an effort to democratize technology. It is a broad ranging political effort to ensure that enormous capabilities of science and technology are exercised in a manner that is consistent with what people actually want (Kitcher 2001) . This is not the place for a full-fledged discussion of contending political philosophies, but two broadly stated philosophical debates influence the way that democratizing technology will affect gene drives. In the first debate, one influential perspective on the link between pursuit of interests and the democratic process holds that individuals and social groups are always fully justified to be as aggressive as the law allows in pursuit of government policies that are favorable to their interests. This includes exploiting the naiveté or ignorance of others, making statements that are disingenuous or misleading and refusing to disclose matters that might not be favorable to their cause. The other perspective advocates a more idealistic conception of public debate, and advocates a more fully informed and less partisan conception of public dialog (Ball, Dagger, and O'Neill 2014) . Scientific bodies have traditionally aligned with this latter perspective, though the same cannot be said for corporations and other private groups with a specific interest in seeing a given technology move forward. Developers for gene drives will need to decide whether they are scientists in this sense, or partisan advocates (see Pielke 2007) .
The second debate is the more familiar political contest between government action and laissez-faire. It is not always obvious which approach is more favorable for technological innovation. A review of the various rationales for governmental promotion or discouragement of a given technological change, on the one hand, and for allowing the existing distribution of wealth, property rights and market preferences to guide outcomes, on the other hand, would quickly become tedious. Yet this debate does have implications for the governance of gene drives. Although the philosophical perspectives that contend with one another in the domain of political theory are multi-dimensional, the distribution of benefits and burdens across social classes or race, gender and ethnic identities is a central theme (Sandel 2010) . Suffice it to say that engagement in these political issues really is an inevitable aspect of the social ethics for developing gene drive technology, as it is for virtually all technology of any kind. There may be sound reasons for desisting from active participation in the most public forms of political debate, yet developers of gene drive technology should not delude themselves into thinking that such matters have no relevance for their technology. Gene Drives on the Horizon (2016) arguably underplays the potential for this kind of politicization of science. Debate over who wins and who loses from any particular application of a gene drive will be a large topic -so large that many will associate the entirety of ethics with distributive justice. One aim of this framework is to ensure that a more comprehensive perspective is taken.
Fifth domain: epistemology and power
The links between ethics and epistemology are not well reflected in the NASEM (2016) report. Recent work in the theory of knowledge and the philosophy of science has emphasized the fact that science is a socially organized activity. As such, scientific research is likely to reflect values (for good or ill) that are implicit within the social processes that support it, be they the organization of universities and laboratories or the political processes that give rise to research opportunities and its financial support (Longino 1994; Anderson 1995) . Furthermore, the 'knowability' of some facts or data can depend upon occupying a particular social position or embodied experience. Excluding groups or individuals who represent the standpoint or situation from which such things can be known has the effect of systematically reproducing ignorance. Thus, for example, Tuana (2004 Tuana ( , 2006 has traced large gaps in both scientific and social knowledge about women's health and even the connections between their mental outlook and female physiology. Her argument, however, is that these should not be regarded simply as gaps, but as systematically produced areas of ignorance, as male dominance in science and social norms combined to preclude inquiry and knowledge transmission about a subject that could have readily been made available for research. Exclusion of racial groups can produce similar lacunae in both knowledge and in research procedure (Dotson 2014) . This group of theorists stressing standpoint has critiqued the way that scientific knowledge production has reflected the embodied experience of white males. They note that even unconscious neglect of excluded standpoints has often reinforced the social institutions that reproduce privileged access to research opportunities, not to mention positions of social and economic power (Harding 1998) .
This work in feminist epistemology and the philosophy of science provides a basis for deeper and more careful consideration of research methods than is typically entailed by informed consent procedures that are entailed by human subjects approval. There are not only links between this kind of feminist or post-colonial critique and the abuses that gave rise to the Belmont report, but also features that have been discussed above in connection to democratizing technology and the social amplification of risk. The Tuskegee fiasco is generally theorized as an abuse of informed consent (Beauchamp 2003 ), yet it seems unlikely that this error would have been made if black scientists had been adequately represented in the teams conducting the studies. Similarly, if women tend to apply different standards when judging the relative seriousness of certain types of risk, there are at least prima facie reasons to consider the possibility that distinctive features in the gendered experience of women or their social exclusion may be contributing to these differences. There is thus a sense in which many of the issues already discussed can be brought under the heading of these novel ways to conceptualize the knowledge production process. What feminist epistemology adds is a set of reasons to probe the questions more deeply and to ask whether there may be ways in which the concepts of objectivity that have long governed research in the bio-physical sciences may actually be implicated in social practices that are ethically indefensible.
In this connection, two feminist theorists are especially worth noting. Studies by Longino have examined how the ideal of value-free science has perpetuated a set of unexamined value-commitments within bio-physical research methodologies. Longino (1990) recommends more straightforward and direct articulation of values guiding research, including both social goals and epistemic values such as the reproducibility of results. For projects such as gene drives, where the rationale for research is strongly shaped by technologically supported public health initiatives, the relevance of direct articulation and discussion of driving values would appear obvious. More recent work by Scheman (2011) has examined how traditional notions of scientific objectivity relied implicitly on the judgment of the scientific community. She reveals that even here, the underlying value commitment was to nurturing and preserving trust relationships among members of that community. Scheman suggests that scientific projects having broader impacts must reconceptualize the relevant community and come to view the cultivation of trust relationships among the larger community of people for whom knowledge generation is undertaken. She argues that this must be seen as both an ethical and a methodological necessity.
Sixth domain: procedural ethics
The ethical issues discussed at each of the previous levels might be characterized as substantive in the sense that they take up specific ethical concerns: they are about some specific ethical subject matter. In contrast, this last category is purely procedural in the sense that it concerns the way that gene drive research teams need to constitute and organize themselves in order to deal with all the previous levels. Procedural questions were, in fact, the main concern of the World Health Organization framework document and a more detailed account of how teams might approach them was provided there (WHO 2014) . A full discussion of procedural questions would in fact begin to broach questions such as the need or wisdom of formalized review procedures and the possibility that oversight panels might be needed. This section addresses one facet, offering a very brief discussion of team composition and interaction.
The discussion of the first five domains suggests that expertise beyond that of most biologically trained scientists will be relevant to a full consideration of the ethical questions being raised. Some of this expertise may reside among scholars who study human cultures or decision-making processes, while other types of expertise involve convening community groups and organizing activities with significant participation by citizens, government officials, civic leaders and possibly civil society organizations representing specific topics of social concern. A note of caution must be interjected at this point. While such skills may be needed to effectively discharge key ethical responsibilities listed above, teams should not presume that these various levels of ethical question can simply be delegated to specialists, so that biologically trained scientists can be free of them. Indeed, the framework developed in this paper leaves the difficult work of integrating these diverse bodies of scholarship to gene drive research teams themselves.
Only a few suggestive comments on integration are possible. First, some attention to standard research ethics is now universally required by groups receiving public funds, whether through national governments or international organizations such as WHO. Standard research ethics is too often structured simply as a form of regulatory compliance (Rollin 2006) . Nevertheless, a research group that engages in thoughtful consideration of human or animal subjects affected by their activities will find their discussions rapidly moving on to other areas discussed in the other four domains. Although risk assessment as such is not a formal requirement, documents such as the WHO framework for genetically engineered mosquitoes (WHO 2014) and the NASEM (2016) report demonstrate that the need for risk assessment is widely accepted. The discussion provided here moves beyond the NASEM report; risk assessments will be improved both in terms of the technical accuracy as well as in terms of their ability to serve as a basis for communicating and engaging publics when ethics is imbedded at key junctures. Tuana (2013) has made similar comments with respect to the role of ethics in climate science.
Very few biological scientists have reflected on the significance that the social construction of risk has for developing a comprehensive risk assessment, and these themes are not included in the NASEM (2016) report. When one investigates the way that risks arise in part because of the way that people are socially related to one another, and because one person or group knows things that another group does not, the activity of risk assessment itself raises research questions that will lead into the other domains of ethics that are described in this report. If fiduciary responsibility is taken for granted (as it appears to be in the NASEM report), the questions are collapsed into assessing and communicating about risks. In the framework developed here, fiduciary responsibility is broken out as a separate domain in part to call attention to some underappreciated ethical questions, but also because risk assessment itself will take a different shape if it is construed as meeting regulatory review requirements, as opposed to discharging a more open-ended set of responsibilities to interested parties. Asking questions about the relationship between science and the various publics that will use, be affected by, take an interest in, benefit from or be at risk from gene drives does lead naturally into questions of governance and public engagement. Many of the ethical questions that are embedded in these activities (currently dominated by the social sciences) are addressed in the literatures discussed as 'democratizing technology.' There is, in short, a flow that connects these questions.
One theme stressed throughout this framework for ethics is that ignorance and uncertainties reflect social relationships. Although people trained in scientific disciplines may not think of themselves as power brokers, their knowledge relates them to non-specialists as people who will be consulted and listened to in key decision-making situations. Scientists are, in this sense, at least, holders of power. And as such, non-specialists may rightly take themselves to be vulnerable to bad judgments or ethical lapses on the part of scientists. They take themselves to be at risk, and this will be translated and expressed as a risk that derives from gene drives themselves. Although scientists who work in risk assessment are becoming increasingly appreciative of the way in which their own expertise is plagued by gaps, the sense in which research methods themselves can create ignorance is rarely reflected. In short, explicit attention to perspectives being raised in feminist epistemology and critical race studies could support some of the integrative bridge-building that is needed to knit the other domains together.
To sum up, there are two related sets of questions that call for reflection on the procedure being followed in organizing gene drive research teams. The first concerns incorporating relevant levels of ethical expertise either within a team, or developing plans for consultation with individuals and groups (including members of the lay public who will not consider themselves to have ethical expertise). Should ethicists be embedded throughout the project, or are there key junctures at which specific types of additional ethics-oriented input can be supplied either through public engagement or through research activities that are organized as adjuncts to the main biological protocols? The second procedural need is to develop plans that both engage these ethical questions at the level of detail required and that also keeps other members of the team (and especially biologically trained scientists in leadership positions) appraised and involved in the consideration of ethical issues. Ethics cannot be treated as tick-box satisfied when some added publications have appeared in journals that no one in the biological sciences will ever read (Rollin 2006) .
Conclusion
Each of the six domains for ethics represents a distinct set of issues and questions that are very likely to evolve as gene drive projects move from initial proof-of-concept through the phases of field testing, encounters with the regulatory process and engagement with broader publics. Research teams must certainly expect that 'broader publics' will include some groups that adopt tactics to resist the eventual deployment of gene drives. This expectation triggers ethical issues that have been characterized as 'democratizing technology' or meeting the norms of democratic governance, and 'social amplification' or dealing with the complexities that will be introduced by the social and psychological reception of gene drive risks. Feminist epistemology suggests a framework for considering how these issues could and should be addressed within the norms that define a given research process as rigorous objective science. Finally, there are both very standard and well-known issues and a set of organizational issues that should probably be addressed even within the context of developing scientific teams to pursue gene drive research. Like most of ethical questions, the issues raised at each level are unlikely to result in definitive solutions. However, my intent has not been to burden gene drive science with impossible tasks, but rather to liberate it from paralysis that arises when such tasks are deferred.
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