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The main result of this paper is a method that turns any almost-sure sentence in the first- 
order language of graphs into a deterministic polynomial space polynomial delay algorithm 
for listing the graphs that satisfy the sentence. (Our result is the first such method.) Our work 
builds upon earlier work of Fagin. In particular, Fagin defined an infinite collection of com- 
binatorial axioms and showed that for any fixed integer k almost every graph satisfies the kth 
axiom in his collection. Suppose that 0 is a sentence in the first-order language of graphs. (For 
example, 0 might say "This graph does not have a triangle," or "Every connected component 
of this graph is a clique.") Fagin has shown that for each such 0 there is an integer k such 
that either (1) Every graph that satisfies the kth axiom in his collection satisfies 0 (in which 
case 0 is an "almost-sure" sentence), or (2) Every graph that satisfies the kth axiom in his 
collection satisfies ~ 0 (hence ~ 0 is an "almost-sure" sentence). If 0 is an almost-sure sentence 
then Raghavan's method of pessimistic estimators can be used to construct an example of an 
n-vertex graph that satisfies 0 (for every large enough integer n). However, the method of 
pessimistic estimators does not give us enough information to actually list all of the n-vertex 
graphs that satisfy 0. Prior to this work it was unknown whether or not every almost-sure 
first-order sentence could be associated with a polynomial delay algorithm for listing the 
graphs that satisfy the sentence. We show that this is the case and that, in fact, a single 
method can be used for every almost-sure first-order sentence. Furthermore, polynomial space 
can be achieved simultaneously with polynomial delay. We describe our method in the context 
of listing families of graphs that are defined by first-order sentences. However, our method can 
also be used to obtain polynomial space polynomial delay listing algorithms for certain other 
families of graphs--for example, the family of connected graphs. More generally our method 
can be viewed as an extension of the method of pessimistic estimators and as a general techni- 
que for using probabilistic arguments to produce deterministic polynomial space polynomial 
delay listing algorithms. We expect the method to be useful for listing a variety of com- 
binatorial structures .  © 1994 Academic Press, Inc. 
l. INTRODUCTION 
The  f i rs t -order  language of g raphs  cons is ts  of the  fo l lowing symbols :  var iab les  
wh ich  range  over  the vert ices of a graph ,  the  b inary  pred icate  ~ wh ich  represents  
ad jacency  of vert ices,  the  equa l i ty  symbo l  =,  the  logical  connect ives  -1 (not) ,  A 
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(and), v (or), and ~ (implies), the universal quantifier V, the existential quan- 
tifier 3, parentheses ( , ) ,  and the constants t rue  and fa l se .  
Expressions of the form " t  rue,"  " fa l  s e," "x -- y," and "x ~ y" are called atomic 
formulas. Formulas in the first-order language of graphs are built up from atomic 
formulas using connectives and quantifiers. A formula is called a sentence if and 
only if it has no free variables. (For a definition of free variables see [-EFT 84] 
or any other logic text.) A graph G is said to satisfy a sentence 0 if and only if 
the value of 0 is t rue  when its variables are allowed to range over the vertices 
of G. 
Every undirected graph satisfies the following sentences, which are the axioms of 
the first-order theory of graphs. 
0~ = Vx(~ (x ~ x)) 
02 = VxVy( x~ y) ~ (y,,~ x) ). 
Here are some further examples of sentences in the first-order language of graphs: 
03 = Vx ~y(x "~y). 
A graph satisfies 03 if and only if it does not have an isolated vertex. 
04=3x3y3z(x~y A x~z  A y..~z). 
A graphs satisfies 04 if and only if it has a triangle. 
05=VxVyVz(x=y v x=z  v y=z  v -7(x,,~y) v 7(x~z)  v y~z) .  
A graph satisfies 05 if and only if it does not have an induced subgraph isomorphic 
to a path of length 2. Equivalently, a graph satisfies 05 if and only if all of its 
connected components are cliques. 
Glebskii, Kogan, Liogon'kii, and Talanov [GKLT69]  and (independently) 
Fagin [Fag 76] have shown that every sentence in the first-order language of 
graphs obeys the zero-one law. That is, they have shown that for every sentence 0
the proportion of n-vertex graphs that satisfy 0 is either o(1) or 1-o(1) .  In the 
latter case we say that 0 is an almost-sure sentence. 
We will use the following notation. For every positive integer n let if(n) denote 
the set of all undirected graphs with vertex set Vn = {v~, ..., vn }. Let N denote the 
family of sets {N(1), N(2) .... }. For every sentence 0 in the first order language of 
graphs let No (n) be the set N0 (n)= {G ~ N(n) l G satisfies 0 }. Finally, let N 0 denote 
the family of sets {N0(1), N0(2) .... }. We call ~0 a first-order family of graphs. If 0 is 
almost sure then we call ~qo an almost-sure first-order family of graphs. 
A listing algorithm for N0 is an algorithm that takes as input a positive integer n 
and lists the members of No(n) without duplicates. We say that such an algorithm 
has polynomial delay [JYP 88 ] if and only if there is a polynomial p such that 
whenever it is run with any input n it satisfies the following conditions: 
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1. It executes at most p(n) machine instructions before outputting the first 
member of (go(n) (or halting if No(n) = ~). 
2. After any output it executes at most p(n) machine instructions before either 
outputting the next member of (~0 (n) or halting. 
In this work we will describe a method which can be used to design a deter- 
ministic polynomial space polynomial delay listing algorithm for any almost-sure 
first-order family of graphs. This is the first such method. 
Our work builds upon Fagin's proof of the zero-one law [Fag 76] and it extends 
Raghavan's method of pessimistic estimators [Rag 88] (which is itself an extension 
of Spencer's method of conditional probabilities [Spe 87]). In order to prove the 
zero-one law Fagin defined an infinite collection of combinatorial xioms and 
showed that for any fixed integer k almost every graph satisfies the kth axiom in 
his collection. He then showed that for every sentence 0 in the first-order language 
of graphs there is an integer k, such that either 
1. every graph that satisfies the kth axiom in his collection satisfies 0, or 
2. every graph that satisfies the kth axiom in his collection satisfies --n 0. 
If 0 is an almost-sure sentence then Fagin's result makes it possible to use the 
method of pessimistic estimators to construct an example of an n-vertex graph that 
satisfies 0 (for every large enough integer n). However, the method of pessimistic 
estimators does not give us enough information to actually list all of the n-vertex 
graphs that satisfy 0. In this paper we extend the method of pessimistic estimators 
to show how to obtain a deterministic polynomial space polynomial delay listing 
algorithm for any almost-sure first-order family of graps ~q0. 
Our focus on almost-sure first-order families of graphs is natural because it is 
unlikely that there is a polynomial delay listing algorithm for every first-order 
family of graphs. In particular, Vardi [Var93] has used Jones and Selman's 
theorem [JS 74] to show that if there is a polynomial delay listing algorithm for 
every first-order family of graphs then the class NEXT of problems olvable in non- 
deterministic exponential time (see [BDG 88]) is equal to the class DEXT of 
problems olvable in deterministic exponential time. 
We have described our method in the context of listing families of graphs that are 
defined by first-order sentences. However, our method can also be used to obtain 
polynomial space polynomial delay listing algorithms for certain other families of 
graphs. For example, in Section 5 we demonstrate hat the method can be used to 
obtain polynomial space polynomial delay listing algorithms for families of graphs 
that are described by almost-sure sentences in the fixed point language of graphs. 
The families in the following list were studied by Blass and Harary in [BH 79]. 
Although some of them are not first order, it is easy to see that our method yields 
polynomial space polynomial delay listing algorithms for each of them. 
1. Let Ha be any graph and let H2 be any induced subgraph of Hr. The 
family ~m,/~2 is defined to be {(qm,m(1), ~m,m(2) .... }, where a graph G~(n)  is 
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a member of fga,1, .~(n) if and only if it is the case that every isomorphism from//2 
onto an induced subgraph of G can be extended to an isomorphism from H 1 onto 
an induced subgraph of G. 
2. Let H be any graph. The famile f#~/is defined to be {ffH(1 ), ffH(2) .... }, 
where a graph G e ff(n) is a member of ff~/(n) if and only if G has an induced sub- 
graph that is isomorphic to H. 
3. The family ffp is defined to be {f#~(1), ffp(2) .... }, where a graph Gs~f(n) 
is a member of fq~(n) if and only if G is non-planar. 
4. Let j be any positive integer. The family ffcj is defined to be 
{fqcj(1), fqc/(2) .... }, where a graph Gefg(n) is a member of fgcfln) if and only if G 
is j-connected. 
5. Let j be any positive integer. The family NN+ is defined to be 
{fqNfll), NNj(2) .... }, where a graph GEN(n) is a member of ffNfln) if and only if G 
has no j-coloring. 
It is interesting to observe that a single method yields a polynomial space polyno- 
mial delay listing algorithm for every almost-sure first-order family of graphs. For 
example, the families f¢03 and f904 are both almost sure. However, the "natural" 
listing algorithms that are associated with these two families are rather different 
from each other. This paper shows that there is a single method which yields 
polynomial space polynomial delay listing algorithms for both families. 
The structure of this paper is as follows. In Section 2 we motive the problem of 
designing polynomial delay listing algorithms for families of graphs. In Section 3 we 
discuss the background material required for our work. In particular, we describe 
Spencer's method of conditional probabilities [Spe 87] and Raghavan's method of 
pessimistic estimators [Rag 88]. We then describe our new method (the extended 
method of pessimistic estimators) which can, under fairly general conditions, be used 
to design polynomial space polynomial delay listing algorithms for families of 
graphs. While we describe our method in the context of listing graphs, the method 
can easily be generalized so that it can be used to list other combinatorial struc- 
tures. This generalization is discussed at the end of the section. In Section 4 we use 
the extended method of pessimistic estimators to show how to design a polynomial 
space polynomial delay listing algorithm for any almost sure first order family of 
graphs. Finally, in Section 5 we describe the generalization to the fixed point 
language of graphs. 
2. MOTIVATION 
There are two main reasons for studying algorithms for listing combinatorial 
structures (and, in particular, algorithms for listing graphs). The first reason for the 
study is that the algorithms are useful. For example, fast algorithms for listing 
graphs can be used to produce test data for computer programs. Furthermore, such 
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algorithms are useful to combinatorialists. For example, a list of all n-vertex graphs 
with a certain property can be used to suggest conjectures about graphs which have 
the property, to provide counterexamples to existing conjectures, and to provide 
empirical information about questions that are hard to resolve theoretically. The 
usefulness of such lists of graphs (and of other combinatorial structures) is 
explained in [Rea 81, NW 87, and SW 86]. 
The second reason for studying algorithms for listing graphs and other com- 
binatorial structures is that the study yields new insight about the computational 
complexity of combinatorial families. There has been some previous work in 
studying the difficulty of listing from a complexity-theoretic approach (see, for 
example, [You 69, HY 84, HHSY 91] and the bibliographic notes in [Gol 93-1.) 
The notion of polynomial delay (which was introduced in [JYP 88]) is studied 
from a complexity-theoretic perspective in Section 5.1 of [Gol 93]. For example, 
[Gol 93] shows that the set of combinatorial families with polynomial delay listing 
algorithms is strictly contained in the set of combinatorial families with polynomial 
time algorithms for solving the existence or construction problem. Furthermore, the 
set of combinatorial families with polynomial delay listing algorithms intersects the 
set of combinatorial families with polynomial time counting algorithms but neither 
of these sets contains the other. (These results do not depend upon any complexity- 
theoretic assumptions.) 
In this paper we study almost-sure first-order families of graphs and we develop a 
method that yields a polynomial space polynomial delay listing algorithm for all of 
these families. This result is interesting because of its implications regarding the com- 
putational complexity of almost-sure first-order families of graphs. In addition, our 
method can also be used to obtain polynomial space polynomial delay listing algo- 
rithms for certain other families of graphs which are not first order and it can be 
generalized so that it can be used to list other combinatorial structures. We expect 
the method to yield useful isting algorithms for a variety of combinatorial structures, 
as well as insight about the computational complexity of these structures. 
3. THE EXTENDED METHOD OF PESSIMISTIC ESTIMATORS 
We start this section, by discussing the background material required for our 
work. In particular, we describe Spencer's method of conditional probabilities 
[Spe 87] and Raghavan's method of pessimistic estimators [Rag 88 ]. Suppose that 
Np is a family of graphs. That is, suppose that (¢e denotes the family of sets 
{Np(1), •(2) .... } and that Ne(n)__~q(n) for every positive integer n. Suppose that 
our goal is to design a polynomial time algorithm that takes input n (in unary) and 
either outputs a member of ~e(n) or halts without output if Np(n)=~. The 
method of conditional probabilities and the method of pessimistic estimators are 
designed to solve this problem. 
In order to describe these methods and to describe our new method we need 
some notation. For every positive integer n let U(n) be the set containing all 
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unordered pairs (vi, vj) such that l<~i,j<~n. Let T denote the set of triples 
(n, E, N) in which n is a positive integer (encoded in unary) and E and N are 
disjoint subsets of U(n). For every triple (n, E, N)~ T let N'(n, E, N) be the set 
containing all graphs G E re(n) such that the edge set of G contains every member 
of E and no member of N. Let re' be the family of sets {f¢'(n, E, N) [ (n, E, N) ~ T}. 
For every family of graphs ~e and every triple (n, E, N)~ T let f¢~(n, E, N) 
denote the set fCp(n)c~fg'(n, E, N). Let f¢~ be the family of sets {redo(n, E, N)[ 
(n, E, N)~ T}. (Note that ~,(n,  ~ ,  ~)  is equal to fie(n) for every positive integer 
n.) For every triple (n, E, N)~ T we will define the measure of (n, E, N) (denoted 
/t(n, E, N)) to be the size of the set U(n) - E -  N. (Note that the size of fg'(n, E, N) 
is 2 ~('' E. N).) Suppose that t = (n, E, N) is a triple in T whose measure is non-zero 
and that (vi, vj) is the lexicographically smallest pair in U(n) -E -N .  We use the 
notation t[1] to stand for the triple (n, Eu  {(vi, vj)}, N) and the notation t[0] to 
stand for the triple (n, E, Nw {(vi, vj)}). 
We are now ready to describe the method of conditional probabilities. For every 
triple (n, E, N)~ T let p(n, E, N) denote If¢'~(n, E, N)]/[f¢'(n, E, N)[. p(n, E, N) can 
be viewed as the probability that a random n-vertex graph is in fge(n), conditioned 
on the fact that the edge set of the graph contains every member of E and no mem- 
ber of N. Suppose that there is a polynomial time algorithm for computing p and 
consider Algorithm Search (shown in Fig. 1), which takes input n (in unary) and 
either outputs a member of fgp(n) or halts without output if fee(n)= ~.  
One can use induction on the measure of t to show that Algorithm Search is a 
polynomial time algorithm that takes input n (in unary) and either outputs a 
member of f¢~,(n) or halts without output if f#p(n)= ~.  This method of finding a 
member of fCp(n) is known as the method of conditional probabilities and it is due 
to Spencer [Spe 87]. 
The main drawback of the method of conditional probabilities is that it is only 
efficient if there is a polynomial time algorithm for computing p. Nevertheless, 
Raghavan has observed that the ideas behind the method can sometimes be used to 
quickly find a member of fee (n) even when p cannot be computed in polynomial time. 
ALGORITHM Search. 
Input n 
t *- (n, ~, ~) 
Search' (t) 
Procedure Search'(t) 
I f  p(t)>0 
zf ~(t) = 0 
Output  the only member of f¢'(t) 
Else 
choose be  {0, 1} such that p(t[b])>O 
Search' (t[b ]) 
FIGURE I 
571/49/2-19 
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Algorithm Estimate_Search. 
Input n 
t ~- (n,~,~) 
Estimate_Search'(t) 
?roeedure  Estimate_Search' (t) 
I f  e(t) >0 
zf ~(t) =0 
Output the only member of N'(t) 
Else 
choose be {0, 1} such that e(t[b])>O 
Estimate_Search' (t[b]) 
F~Gtrt~ 2 
In particular, suppose that e is a function that maps each triple t in T to a 
rational number e(t) which satisfies e(t)<, p(t). We will call e a pessimistic estimator 
function for ffp. We will say that e is a good pessimistic estimator function if and 
only if it satisfies the following conditions: 
1. There is a polynomial time algorithm for computing e. 
2. For every triple tET such that #( t )>0 we have e(t)<~max(e(t[O]), 
e(t[l])).  
Suppose that e is a good pessimistic estimator function for ~p. Suppose 
further that e(n, f~, ~)>0 for every positive integer n. Consider Algorithm 
Estimate_Search, which is shown in Fig. 2. 
One can use induction on the measure of t to show that whenever 
Estimate_Search is run with any input n it outputs a member of fqp(n) in polyno- 
mial time. This method of finding a member of fqp(n) is known as the method of 
pessimistic estimators and it is due to Raghavan [Rag 88]. 
In this work our goal is to design a polynomial delay algorithm that takes input 
n (in unary) and lists the members of ~e(n). It is not immediately clear that 
pessimistic estimators can be used to achieve this goal. For example, it is possible 
to have e( t )=0 even when fg~(t) is non-empty. Nevertheless, we describe a new 
method (the extended method of pessimistic estimators) which can be used to 
achieve this goal under fairly general conditions. The extended method of 
pessimistic estimators combines the ideas used in the method of pessimistic 
estimators with the author's interleaving idea [Go192]. (The intuition behind inter- 
leaving idea is that we can obtain a polynomial delay listing algorithm for Np by 
interleaving a polynomial delay algorithm which takes input n and lists a lot of the 
members of fqe(n) with a slower (not necessarily polynomial delay) algorithm which 
lists the rest of the members of fge(n). The only requirement is that the total 
running time of the slower algorithm be bounded from above by r(n)[fCe(n)l for 
some polynomial r.) 
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In our development of the extended method of pessimistic estimators we 
strengthen the definition of "good." In particular, we will say that a pessimistic 
estimator function e is recursively good if and only if it satisfies the following 
conditions: 
1. There is a polynomial time algorithm for computing e. 
2. For every triple teT  such that #( t )>0 we have e(t)<<,(e(t[O])+ 
e(t[1]))/2. 
Using this definition we will prove the following theorem. 
THEOREM 1. Suppose that ~p is a family of graphs which satisfies the following 
contitions: 
1. f~e has a recursively good pessimistic estimator function e. 
2. There is a positive integer no and a polynomial q such that for every n ~ no 
we have e(n, f25, ~)  >~ 1/q(n). 
3. There is a polynomial space algorithm that takes as input an n-vertex graph 
G and determines whether or not G is a member off#e(n ). The expected running time 
of the algorithm (when it is run with a random input G ~ {(n ) ) is bounded from above 
by a polynomial in n. 
Then the extended method of pessimistic estimators yields a deterministic polynomial 
space polynomial delay listing algorithm for f#e. 
In order to prove Theorem 1 (and to describe the extended method of pessimistic 
estimators) suppose that f~e is a family of graphs which satisfies the conditions in 
the theorem and consider Algorithm Estimate_List, which is shown in Fig. 3. 
For every triple tE T let ~( t )  denote the set of graphs that are output when 
Procedure Estimate_List' is run with input t. Let f#~ be the family of sets 
{f~(t )  [ t~ T}. For every positive integer n let f~E(n) denote the set of graphs that 
are output when Algorithm Estimate_List is run with input n. Let ~e be the family 
of sets {~E(1), (~e(2), ...}. We can now prove the following lemmas. 
ALGORITHM Estimate_List, 
Input n 
t,-- (n, ~, ~) 
Estimate_List' (t)
Procedure Estimate_List'(t) 
I f  e(t)>0 
zf ~(t)=0 
output the only member of ~'(t) 
Else 
Estimate_List' (t [0]) 
Estimate_List' (  [1 ] ) 
Fmu~ 3 
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LEMMA 1. f#E(n) ~ f~p(n)for every positive integer n. 
Proof If G E f#z then Algorithm Estimate_List outputs G when it is run with 
input n. But Algorithm Estimate_List only outputs graph G= ({v~ ..... v,}, E) if 
e(n, E, U(n)-  E)> 0. Since e is a pessimistic estimator function this implies that 
p(n, E, U(n) -E )>0 and that, therefore, If~,(n, E, U(n) -E ) I  = 1 and Gsfgp(n). | 
LEMMA 2. Algorithm Estimate List is a polynomial space polynomial delay listing 
algorithm for f#E. 
Proof The fact that the algorithm Estimate_List is a listing algorithm for fqe 
follows from the definition of fqe. It is easy to see that it runs in polynomial space. 
The key observation that is needed to prove that Procedure Estimate_List' (and, 
hence, Algorithm Estimate_List) has polynomial delay is the following: If 
Estimate_List' (t) makes any recursive calls then the execution of Estimate_List' (t) 
will produce at least one output. 
For 0 ~< m <~ (~) let q(n, m) denote the maximum number of machine instructions 
that are executed by Procedure Estimate_List' when it is run with a triple 
t= (n, E, N) such that /~(t)=m. (Do not count machine instructions which are 
executed uring recursive calls to Estimate_List'.) Clearly q(n, m) is bounded from 
above by a polynomial in n. 
If e(t)<.O for every triple t=(n,E,N)  such that #( t )=m then let 
h(n, m) = q(n, m). Otherwise, let h(n, m) denote the maximum number of machine 
instructions that are executed after the last output and before halting when 
Estimate_List' is run with a triple t= (n, E, N) such that e( t )>0 and #(t)=m. 
Clearly h(n, 0) is bounded from above by a polynomial in n. If m is greater than 
0 then h(n, m)<~h(n, m-1)+q(n ,  m-1) .  (This equation describes the case in 
which e(t[1])~<0.) So h(n, m) is bounded from above by a polynomial in n. 
If e(t)<.O for every triple t=(n,E,N)  such that #( t )=m then let 
d(n, m) = q(n, m). Otherwise, let d(n, m) denote the maximum of 
1. the maximum number of machine'instructions that are executed before the 
first output when Estimate_List' is run with a triple t = (n, E, N) such that e(t) > 0 
and p(t)= m, and 
2. the maximum number of machine instructions that are executed between 
outputs when Estimate_List' is run with a triple t = (n, E, N) such that e(t) > 0 and 
p(t) = m. 
Clearly, d(n, 0) is bounded from above by a polynomial in n. If m is greater than 
0 then d(n, m) is at most the maximum of q(n, m) + q(n, m-  1) + d(n, m - 1) and 
h(n, m-1)+d(n ,  m-1) .  (The first expression describes the delay before the first 
graph is output when e(t[0])~<0 and the second expression describes the delay 
between the last graph in f~( t [0 ] )  and the first graph in f¢~(t[1]).) It is easy to 
see that d(n, m)is bounded from above by a polynomial in n. | 
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ALGORITHM List_Others. 
Input n 
For Each Gef~(n) 
I f  GeaJe(n) 
I f  In f~'e(G, (n, f25, .@)) = fa l se  
Output G 
Procedure  In (~(G, t) 
/* Returns " t rue"  if Gef#'E(t) */ 
/* and " fa l se"  otherwise */ 
I f  e(t)<~O 
Return false 
Else 
z5 ~(t)=0 
Return true 
Else 
I f  Ge~'(t[O]) 
Return In_ f#'e(G, t[O]) 
i f  ~ ' ( t [1 ] )  
Return  In_~'E(G, t i l l )  
FIGURE 4 
Let ~¢e- fqE(n) denote the set f¢~,(n)- f#e(n) and let f fp-  fge be the family of sets 
{ffe-~qE(1), f¢p-f¢E(2) .... }. 
Consider Algorithm List_Others, which is shown in Fig. 4. 
It is easy to see that Algorithm List_Others is a polynomial space listing algo- 
rithm for ~p- f ie  and that (since condition 3 of Theorem 1 is satisfied) there is a 
polynomial r such that the running time of Algorithm List_Others is at most 
r(n) ]f~(n)[. Let d denote the delay of Algorithm Estimate_List and let no be a 
positive integer and let q be a polynomial such for every n>~no we have 
e(n, ;Zi, J25) >1 1/q(n). (The existence of n o and q is guaranteed by Condition 2 of 
Theorem 1.) Note that for every n ~> n o we have [~e(n)l/> [f¢(n)[/q(n). (This obser- 
vation follows from the fact that If¢~(t)[ >>.e(t)x [f¢'(t)J which can be proved by 
induction on the measure of t using the fact that for every triple t e T such that 
kt(t) > 0 we have e(t)<~ (e ( t [0 ] )+ e(t[1]))/2.) Now consider Algorithm List which 
is shown in Fig. 5. 
ALGORITHM List. 
Input n 
While Estimate_List(n) has no termnated Do 
simulate q(n)r(n) steps of list_Others(n) 
simulate Estimate_List(n) until it outputs or terminates 
FIGURY 5 
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It is easy to see that Algorithm List is a polynomial space listing algorithm for 
f#o with delay at most csq(n) r(n) + d(n) + c,, where c, is a positive constant which 
represents he cost of doing the simulation. 
We have now described the extended method of pessimistic estimators and 
proved Theorem 1. In the next section we will apply the extended method of 
pessimistic estimators to the problem of designing polynomial space polynomial 
delay listing algorithms for almost-sure first-order families of graphs. We will use 
the following theorem, which follows easily from Theorem 1. 
THEOREM 2. Suppose that f~p, is a family of graphs which satisfies 
1. fge" has a reeursively good pessimistic estimator function e. 
2. There is a positive integer no and a polynomial q such that for every n >~ no 
we have e(n, ~ ,  ~)  >1 1/q(n). 
Suppose further that ~p is a family of graphs which satisfies 
3. f#e (n) __ f#p, (n). 
4. There is a polynomial space algorithm that takes as input an n-vertex graph 
G and determines whether or not G is a member off~e(n). The expected running time 
of the algorithm (when it is run with a random input G ~ f#(n)  is bounded from above 
by a polynomial in n. 
Then the extended method of pessimistic estimators yields a deterministic polynomial 
space polynomial delay listing algorithm for fge. 
Proof Conditions 1 and 3 imply that e is a recursively good pessimistic 
estimator function for (4~. | 
We conclude this section by observing that we have not described the extended 
method of pessimistic estimators in its most general form. In particular, we have 
described the extended method of pessimistic estimators as a method for listing 
families of graphs. It is easy to see, however, that the method could also be used 
for listing other combinatorial structures (see the comments in [Gol 93]). For 
example, the original descriptions of the method of conditional probabilities 
[Spe87] and the method of pessimistic estimators [Rag88] describe these 
methods as methods for constructing combinatorial structures other than graphs. 
Similarly, the extended method of pessimistic estimators could be used to list other 
combinatorial structures. 
4. POLYNOMIAL DELAY LISTING ALGORITHMS FOR 
ALMOST-SURE FIRST-ORDER FAMILIES OF GRAPHS 
In this section we apply the extended method of pessimistic estimators to the 
problem of designing polynomial space polynomial delay listing algorithms for 
almost-sure first-order families of graphs. We start by sketching Fagin's proof that 
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the first-order language of graphs obeys the zero-one law. That is, we sketch the 
proof of the following theorem. 
THEOREM 3. [Glebskii, Kogan, Liogon'kii, and Talanov], [Fagin]. Let 0 be 
any sentence in the first-order language of graphs. Then the probability that a random 
n-vertex graph satisfies 0 is either o(1) or 1-  o(1). 
In his paper [-Fag 76] Fagin proved that first-order logic obeys the zero-one law. 
A special case of Fagin's proof can be used to show that the first-order language 
of graphs also obeys the zero-one law. This special case has been described in 
various places in the literature [Bol 85, Spe 87]. We repeat it here for complete- 
ness, 1 following the presentation of [BH 79, Bol 85, Spe 87, Gur 92]. 
In the following proof sketch we will use the symbol f to denote iterated con- 
junction. We will also use the abbreviations va and 4 .  For every positive integer 
k let Ok be 
3xl • • - 3x2k A x~ ¢ x j )  
l <~i<j<~2k 
A y~x i A 
f x i#x  j ~ By y#x i  
<~ i < j <~ 2k 
A y+x,  . 
i=k+l  
Ok says that there at least 2k distinct vertices and for every sequence of 2k distinct 
vertices there is another vertex which is adjacent o the first k vertices in the 
sequence but not to the remaining vertices in the sequence. Theorem 3 follows from 
the following lemmas. 
LEMMA 3. Let 0 be a sentence in the first order language of graphs. Then there 
is a positive integer k such that either 
1. every graph that satisfies 0 k satisfies O, or 
2. every graph that satisfies Ok satisfies ~ O. 
LEMMA 4. Let k be any fixed positive integer. Then the probability that a random 
n-vertex graph satisfies Ok is 1 -- O(1). 
Proof of Lemma 3. The proof of Lemma 3 consist two steps. First we consider 
infinite graphs and we show that any two graphs G1 and G2 that have countably 
many vertices and satisfy all of the sentences in {Oklke  N} are isomorphic. To 
a We make no attempt to trace the historical development of he ideas in Fagin's proof. The interested 
reader is encouraged to read Fagin's paper, Gurevich's Survey [Gur 92], and the references found there. 
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prove this claim, let G 1 and G 2 be two graphs with vertex set {va, v2, ...}. Suppose 
that G1 and G 2 both satisfy all of the sentences in {Ok[ke N}. We can now con- 
struct an isomorphism n from G1 to G 2 using Cantor's "back-and-forth" argument. 
At each step of the construction we will define n(v~) for some vertex v~ of G1. 
Throughout the construction we will use the symbol D to denote the set of vertices 
vi of G1 such that n(v;) has been defined and we will use the notation R to denote 
the set of vertices vi of G2 such that n-l(v~) has been defined. The invariant hat 
will be maintained is that rc is an isomorphism from G1 [D] to G2 JR]. 2 At step 
2 i -  1 of the construction (for i~> 1) we will consider vertex v~ of G1. If n(v~) is not 
already defined then we will define it in such a way as to maintain the invariant. 
(This is possible since G 2 satisfies all of the sentences in {Ok lk e N }.) Similarly, at 
step 2i of the construction (for i~> 1) we will consider vertex vi of G2. If n ~(vi) is 
not already defined then we will define it in such a way as to maintain the invariant. 
(This is possible since G~ satisfies all of the sentences in {Ok lk~ N}.) 
At this point we prove Lemma 3 by contradiction. Suppose that 0 is a sentence 
in the first-order language of graphs and that for every positive integer k there is 
a graph that satisfies both 0k and -70 and there is a graph that satisfies both Ok and 
0. Since Ok implies 0k_ ~ (for all k > 1) we can conclude that for every finite subset 
S of { Ok [ k ~ N } there is a graph that satisfies every sentence in S and satisfies -70 
and there is a graph that satisfies every sentence in S and satisfies 0. Using the com- 
pactness theorem we conclude that there is a graph G1 that satisfies every sentence 
in {Ok l k~ N } and satisfies --70 and there is a graph G2 that satisfies every sentence 
in {Ok JkE N} and satisfies 0. Using the L6wenheim-Skolem theorem, we can 
assume that the vertex sets of G~ and G 2 are countable. Therefore, G~ is isomorphic 
to G2, which is a contradiction since only G 2 satisfies 0. | 
Proof of Lemma 4. The proof of Lemma 4 is straightforward. Let k be any fixed 
positive integer and let Gn stand for a random n-vertex graph with n > 2k. If 
xa .... , X2k is a sequence of distinct vertices of G n and y is another vertex then the 
probability that y fails to satisfy (A~= ~ Y ~ xi) A (/k2~ k + 1 Y 4 Xi) is 1 -- 2--2k. So the 
probability that there is no other vertex y that satisfies 
(A~=I Y ~ x i) A (A if= k +~ Y 4 X i ) is (1 -- 2-2k),--2k. Finally, the probability that for 
some sequence Xl, ..., X2k of distinct vertices of Gn there is no other vertex y that 
satisfies (A~=ly~x~)^ (A~k=k+ly4x~) (i.e., the probability that G, does not 
satisfy Ok) is at most n2k(1--2 2k),--2k. It is easy to see that this is o(1). | 
We now proceed to apply the extended method of pessimistic estimators to the 
problem of designing polynomial space polynomial delay listing algorithms for 
almost-sure first-order families of graphs. Consider the first-order families defined 
by Fagin's axioms. Let k be any positive integer. We will define a pessimistic 
estimator function for the family of graphs N0k as follows. For every graph G let 
z If U is a subset of the vertex set of a graph G then the notation G[U] denotes the subgraph of G 
induced by the vertices in U. 
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Bk(G) be the set containing all tuples (x l  . . . . .  X2k,.V), such that xl ,  ..., X2k, Y are 
distinct vertices of G and 
2k 
is fa l se .  
For every graph G ~ ~(n) let Wk(G) be the set containing all tuples (x l ,  ..., X2k ), 
such that Xl .... , Xzk are distinct vertices of G and for every y ~ V, - {xl ..... x2k } 
(Xx ..... X2k, Y ) ~ Bk (G). Note that if G ~ if(n) for n > 2k then G e ff0k (n) if and only 
if Wk(G)= ~ZS. (One can think of the members of Wk(G) as being "witnesses" that 
a¢%(n).) 
Following the definitions in Section 3 we will use the notation ~k( t )  to denote 
%k(n)c~'(t) for every triple t=(n,E ,N)  and we will let pk(t) denote 
I:¢'o~(t)l/l::'(t)l. Note that 
0, if n ~< 2k; 
pk(n,E,N)= [{GefY'(n,E,N)[ Wk(G) ~ ~ZS}[ otherwise. 
1 [~' (n, E, N)I ' 
Let ek be the function that maps each triple (n, E, N) in T to the rational number 
t 0, if n ~< 2k; ek(n,E,N)= 1 Zc~,(,,e,N)]Wk(G)[ [ [ff' (n, E, N)[ ' otherwise. 
We can now prove the following lemmas. 
LEMMA 5. ek is a recursively good pessimistic estimator function for ffok. 
Proof Clearly ek(t)<~pk(t) SO ek is a pessimistic estimator function for ff0k. In 
order to show that ek is recursively good we must show that it satisfies 
1. There is a polynomial time algorithm for computing ek. 
2. For every triple teT  such that #( t )>0 we have ek(t)<~(ek(t[O])+ 
ek(t[1]))/2. 
We will start by showing that there is a polynomial time algorithm for computing 
ek. To do so we observe that the sum 
is equal to 
Z 
~Xl ..... X2k ) 
I ~k(G)] 
G~'(n ,  E, N) 
]{Ge (¢'(n, E, N) [ (x ,  ..... X2k ) e Wk(G)}], 
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where the summation is over all tuples (x l  ..... x2k > of distinct vertices in Vn. Since 
there are at most n 2k tuples (x l ,  ..., X2k > we will simply show how to compute 
]{G e (¢' (n, E, N) I (x l ,  ..., Xzk > ~ Wk (G)} I, given a fixed tuple (x  1 .... , X2k > of dis- 
tinct vertices in V,. For every vertex y e V, - {xl ..... X2k } let Uy denote the set of 
unordered pairs { (y, x~) I 1 ~< i ~< 2k }. We will use the notation Cy to denote the 
number of ways that the unordered pairs in Uy can be assigned as edges and non- 
edges of graphs in {G ~ ~¢'(n, E, N) ] (Xl ..... X2k > e We(G)}. It is clear that if there 
is an integer j in the range 1 <~ j ~< k, such that (y, x j) e N, 
or an integer j in the range k+ 1 <~j<~2k, such that (y, xj)eE, then 
Cy= 2 IUy-E-ul. Otherwise, Cy = 2 [Uy-E -N I  - 1. The assignment of edges and non- 
edges in Uy is independent of the assignment of the other edges and non-edges in 
U(n), so the quantity 
]{G ~ (¢'(n, E, N) I <x~, ..., x2k > ~ Wk(G)}[ 
is equal to 
(~y Cy)x21U(n)-{OyUy }-E-NI, 
where the product and the union are over vertices y e V , -  {x, .... , X2k }. Clearly, 
this quantity can be computed in polynomial time, so there is a polynomial time 
algorithm for computing ek. 
To complete the proof the ek is a recursively good pessimistic estimator function 
for (40~, we need only show that for every triple t ~ T, such that ~t(t)> 0, we have 
ek(t) <<. (ek(t[O])+G(t[1]))/2. This follows directly from the fact that (¢'(t) is the 
disjoint union of f f ' ( t [0])  and (¢'(t[1]) for every triple t e T, such that #(t )> 0. (In 
fact, it is clear that ek(t)= (ek(t [0] )+ ek(t[1]))/2 for every triple t~ T, such that 
~,(t) > o.) ! 
LEMMA 6. There is a positive integer no and a polynomial q such that for every 
n >~no we have ek(n, ~25, (25)>~ 1/q(n). 
Proof Let n be greater than 2k. We can use the method outlined in the proof 
of Lemma 5 to calculate k(n, ~,  ~). In particular, ek(n, ~,  ~)  is equal to 
Z<x 1 ...... 2k> (I-Iy ( 21vyl -- 1)) × 2 I~(n)- ( '~,Vy}l 
1-- 
I~(n)l 
which is greater than or equal to 
1 - n2k (22k - 1 )~ - 2k 2 (~) - 2k(~ - 2k) 
2(~) 
which is 1 -o (1) .  (This calculation is essentially the same calculation that Fagin 
used to prove that for every fixed integer k almost every graph satisfies 0k--see the 
proof of Lemma 4.) | 
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Lemmas 5 and 6 show that for every positive integer k the family of graphs N0k 
satisfies the first two conditions in Theorem 2. 
Now, suppose that N0 is an almost-sure first-order family of graphs. Fagin's proof 
of Lemmas 3 and 4 implies that there is a positive integer k such that 
No(n) ~_ Nok(n). Furthermore, it is easy to see that there is a polynomial time algo- 
rithm that takes as input an n-vertex graph G and determines whether or not G is 
a member of No (n). We can conclude (using Theorem 2) that the extended method 
of pessimistic estimators yields a deterministic polynomial space polynomial delay 
listing algorithm for N0. 
We have therefore proved the following theorem. 
Tn~Om~M 4. Suppose that No is an almost-sure first-order family of graphs. Then 
the extended method of pessimistic estimators yields a deterministic polynomial space 
polynomial delay listing algorithm for N o. 
5. A GENERALIZATION 
The fixed point language of graphs (see [BGK 85]) is the same as the first-order 
language of graphs except hat it includes the iterative fixed point operator IFP. 
Blass, Gurevich, and Kozen study a logic called FO +IFP  which uses this 
language. For every sentence 0 in the fixed point language of graphs let N 0 denote 
the family of graphs that satisfy 0 (for a definition of "satisfy" in the context of the 
logic FO+IFP  see [-BGK85]). We call such a family a fixed point family of 
graphs. The class of fixed point families of graphs contains the class of first-order 
families of graphs but it also contains families of graphs that are not first order 
because the iterative fixed point operator can be used to express properties such as 
connectivity in graphs. 
It is easy to see from the definition of FO + IFP that for any sentence 0 in the 
fixed point language of graphs there is a polynomial time algorithm that takes as 
input an n-vertex graph G and determines whether or not G is a member of N0 (n). 
Furthermore, Blass, Gurevich, and Kozen [BGK 85] prove that for every sentence 
0 in the fixed point language of graphs there is a sentence 0' in the first-order 
language of graphs and a positive integer k such that for any graph G in Ok(n ) it 
is the case that 
G ~ Go(n) <:~ G ~ Go,(n). 
Let 0 be any almost sure sentence in the fixed point language of graphs and let 0' 
and k be as described above. Recall from Fagin's proof of Lemmas 3 and 4 that 
(since 0' is an almost-sure sentence in the first-order language of graphs) there is 
a positive integer k' such that N0, (n) ~ No~, (n). We conclude that for k" = max(k, k') 
we have N 0 (n)_~ N0~,, (n). Finally, we conclude (using Theorem 2) that the extended 
method of pessimistic estimators yields a deterministic polynomial space polyno- 
mial delay listing algorithm for No. 
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