We propose a Bayesian infinite hidden Markov model to estimate timevarying parameters in a vector autoregressive model. The Markov structure allows for heterogeneity over time while accounting for state-persistence. By modelling the transition distribution as a Dirichlet process mixture model, parameters can vary over potentially an infinite number of regimes. The Dirichlet process however favours a parsimonious model without imposing restrictions on the parameter space. An empirical application demonstrates the ability of the model to capture both smooth and abrupt parameter changes over time, and a real-time forecasting exercise shows excellent predictive performance even in large dimensional VARs.
Introduction
Many researchers study estimation methods for time-varying parameters in vector autoregressive (VAR) models. The large sets of variables and hence parameters considered in these models compared to the number of available observations, increase the complexity of estimating time-varying parameters. Therefore, feasible estimation methods rely invariably on a set of model restrictions. To manage the number of time-varying parameter estimates, Cogley and Sargent (2005) impose the instantaneous relations among the VAR variables to be time-invariant. Chib et al. (2006) assume a factor structure for the covariance matrix. Primiceri (2005) imposes parameters to evolve smoothly over time, by modelling the evolution of the parameters in the coefficient and covariance matrices as random walks. Koop and Korobilis (2013) make use of forgetting factors to model time-variation in the parameters.
Parameter breaks in the models proposed by abovementioned papers are drawn from the same distribution. However, there is a wide variety in shapes and magnitudes of shocks to the economy, from abrupt shocks following rapid shifts in policy to smoother changes due to learning of economic agents. The model of Primiceri (2005) , as a well-known example, imposes a break in each time period by modelling the law of motion by random walks. This approach does not allow for the presence of occasional jumps in parameter values, and the continuous changes imply a linear increase in parameter uncertainty over time. Alternatively, Sims and Zha (2006) (among others) capture time variation with a finite number of regimes in a Markov switching framework. These discrete break models are able to model shifts in policy but cannot account for smoother changes. Moreover, the number of regimes needs to be arbitrarily fixed before parameter estimation, ignoring the uncertainty in the number of breaks. Univariate models that do account for different types of breaks, such as Pesaran et al. (2006) and Giordani et al. (2007) , do not account for state-persistence, and cannot easily be scaled up to (large dimensional) multivariate models.
In this paper we contribute to the literature of time-varying parameter vector autoregressive models by proposing a semi-parametric Bayesian model which accounts for heterogeneous parameters. Both the autoregressive parameters and the covariances of the innovations in the model are allowed to change over time without imposing any restrictions on the parameter space to make estimation feasible. We employ a hidden Markov chain in combination with a Dirichlet process to allow for time-varying parameters. The Dirichlet process mixture encourages parameters to cluster in regimes with similar values. This feature favours a parsimonious model, which is a huge advantage in modelling parameter heterogeneity in structural time series models which, due to large sets of variables, already suffer from the curse of dimensionality. Moreover, the Dirichlet process mixture allows parameters to be drawn from different distributions over time by a potentially infinite number of regimes, which makes it possible to model abrupt breaks together with smoother changes. In contrast to parameter estimation in models with a fixed finite number of switching regimes, we can estimate parameter values, state values, and the number of regimes along with their uncertainty, together in one round. Furthermore, the hidden Markov structure accounts for state-persistence, as is often encountered in macroeconomic data.
We illustrate the performance of the model in an extensive empirical application on a monetary VAR. We show the ability of the model to capture heterogeneity over time together with both abrupt shocks and smooth changes in a structural analysis. We especially find posterior evidence for time-varying volatility. In a realtime forecasting exercise we compare the forecast performance of a small VAR (3 variables) and a large VAR (10 variables) infinite hidden Markov model to timevarying parameter VAR benchmarks. The infinite hidden Markov model with a time-varying covariance matrix shows for most forecast horizons and variables the best performance based on various evaluation measures. The relative performance of the infinite hidden Markov model benefits from the combination of both smooth and abrupt changes in parameter estimates, and its ability to switch to a stable regime from an explosive state, both in-sample and out-of-sample. Policy making based on models that only allow for smooth changes may be delayed in intervening after an abrupt shock. Discrete break models tend to be more prone to overreact to smooth changes or ignore small changes. For in-sample analysis, the infinite hidden Markov model allows for a more balanced deployment of policy instruments. Outof-sample, it enables policy makers to anticipate more accurately to future changes in the economy.
Next to the empirical contribution, the technical contribution of our approach is threefold. First, we generalize the infinite hidden Markov model to a multivari-ate setting, and construct a novel alternative to existing restrictive time-varying parameter VARs. The infinite hidden Markov VAR model builds upon work of Jochmann (2015) , Song (2014) , and Bauwens et al. (2017) . They bring a semiparametric Bayesian model, developed by Fox et al. (2011) for speaker diarization, to the univariate time series literature. This results in autoregressive models with an infinite number of regimes. Bauwens et al. (2017) show the superiority in forecast performance on macroeconomic time series relative to univariate models with fixed parameters. We extend the result of Bauwens et al. (2017) to analyse not only the predictive performance compared to multivariate fixed parameter models, but also to often used time-varying parameter VAR models.
Second, we contribute to the growing literature on estimating large timevarying parameter VARs. Recent studies show that increasing the dimensions of the VAR model improves forecasting and structural analysis (Carriero et al., 2015b) . Bańbura et al. (2010) , Koop (2013) , Carriero et al. (2015a) , and Giannone et al. (2015) estimate large VARs but do not account for parameter change, while Cogley and Sargent (2005) , Primiceri (2005) , Chib et al. (2006) , Clark (2012) , and Clark and Ravazzolo (2015) find convincing evidence for time-varying parameters in small VAR models. Only a few papers try to bridge the gap between large and time-varying systems. Koop and Korobilis (2013) use a semi-Bayesian approach which imposes restrictions on the parameter space and is unsuitable for policy analysis as parameters are not estimated but selected from a small grid of different values using forgetting factors. Carriero et al. (2015b) model time-varying volatility by only a single common unobserved factor, and for high-dimensional models they have to rely on a misspecified model. Since the infinite hidden Markov model estimates time-variation relatively parsimoniously, it can handle high-dimensional VAR systems without restricting the parameter space.
Third, the infinite hidden Markov model accounts for uncertainty in the underlying break processes but reduces the parameter uncertainty relative to other time-varying parameter models (Song, 2014) . Traditional regime-switching models capture time-variation by a fixed finite number of regimes (Hamilton, 1989) , which ignores the uncertainty around the number of regimes. Chopin and Pelgrin (2004) take this uncertainty into account by jointly estimating the parameters and the number of in-sample regimes. Moreover, traditional Markov switching models assume that future states are always equal to one of the estimated in-sample regimes, which results in inaccurate forecasts in case of new out-of-sample regimes. The infinite hidden Markov model estimates the number of regimes and allows for new regimes out-of-sample. Other researchers model heterogeneity over time by change-point models (Chib, 1998; Koop and Potter, 2007; Liu et al., 2017) or impose parameters to change each time period, for example Primiceri (2005) . In these models, different states cannot reoccur over time, which inevitably results in a loss of estimation efficiency. The infinite hidden Markov model reduces the parameter uncertainty by estimating parameters on data over all similar states, also when observations are separated from each other by break points.
The remainder of this paper is as follows. Section 2 discusses the model specification and explains parameter inference by Bayesian methods. Section 3 explains the empirical application of the methods on a monetary VAR. It introduces the data, discusses how we use the model for monetary policy analysis, and performs a forecasting exercise. We conclude with a discussion in Section 4.
Methods
This section discusses the specification and parameter estimation of the infinite hidden Markov VAR model. Section 2.1 introduces the baseline specification of the reduced form of a time-varying parameter VAR. From here, we explain how we capture the parameter heterogeneity over time by constructing regimes with homogeneous parameter values. The regimes and parameter values are estimated by Bayesian methods. In Section 2.2, we specify the prior distributions and set up a Markov Chain Monte Carlo (MCMC) sampler. Moreover, we show how we can sample from the predictive density.
Model Specification
Consider the reduced form of a time-varying vector autoregressive model of order l
where y t is a p × 1 vector of observed endogenous time series, B t is a p × (k = 1+pl) matrix with time-varying coefficients, and ε t are heteroskedastic independent disturbances with covariance matrix Σ t . The k × 1 vector x t = [1, y t−1 , . . . , y t−l ] includes an intercept and the endogenous variables up to lag l as explanatory variables. Both the coefficient matrix B t and the covariance matrix Σ t in (1) contain time-varying parameters. Equivalently, we can say that the parameters in B t and Σ t vary over an infinite number of regimes, where the number of regimes equals the number of time periods T when each time period has a different parameter value. Within the regimes the parameters are assumed to be time-invariant but across regimes the parameters are allowed to be different. We can write (1) as
where s 1:T = {s 1 , . . . , s T } takes integer values indicating the regime at time t.
While there is strong evidence that the behavior of macroeconomic variables changes over time, it is implausible that the economy changes in each time period with probability one. Therefore, we can specify a potentially more parsimonious model by modelling the transition probability of moving from one state to another (Hamilton, 1989) . We let the regime indicators s 1:T follow a first-order Markov chain, where π ij denotes the transition probability of moving from state i to state j under the constraint that J j=1 π ij = 1 for all i, where J possibly goes to infinity. So each state i has a state-specific transition distribution π i over J states; s t ∼ π s t−1 , where π i = (π i1 , . . . , π iJ ) . When the number of states is possibly infinite, we potentially have infinitely many parameters in the state transition matrix π = (π 1 , . . . , π J ) . Since estimating all these parameters is infeasible, we follow the framework of Teh et al. (2012) , and implicitly integrate out the transition parameters by specifying the transition distributions π i as a Dirichlet process mixture model,
where DP denotes a Dirichlet process distribution (Ferguson, 1973) , the scalar a = α + κ is the concentration parameter, H i = αβ+κδ i α+κ the base distribution, δ i denotes a unit-mass measure concentrated at i, and α captures dispersion. The base distribution is constructed by the global transition distribution β = (β 1 , . . . , β J ) and scaled by the persistence parameter κ to account for state-dependence (Fox et al., 2011) . When κ = 0, a standard Dirichlet process mixture model is recovered, that does not take state-persistence into account.
The Dirichlet process can be seen as a mixture over the transition probability distributions of J current states, where the state-specific transition probability distribution runs over J states in the next period, and J possibly goes to infinity (Escobar and West, 1995) . So, not only the global transition distribution runs over an infinite number of states, the Dirichlet process is also an infinite discrete distribution over state-specific transition distributions. Since the expectation of the Dirichlet process equals the base distribution, states tend to have similar transition distributions;
, where 1(A) denotes an indicator variable that equals one if event A occurs and zero otherwise. An amount κ > 0 is added to the ith component of αβ, such that the expected probability of self-transition is increased by an amount proportional to κ. Moreover, element j of H i , that is H ij , can be interpreted as prior mean for the transition probabilities into state j. The variance of the Dirichlet process equals H i (1 − H i )/(a + 1), from which we infer that α indeed controls the dispersion around the prior mean across rows of the transition matrix.
Conditional on the regimes in the previous time periods, the regime indicator s t can be equal to the current regime of time period t − 1, an existing regime realized more than one period back in time, or switch to a new regime. In the latter case, new parameters values in the added row and column to the transition matrix are generated by a base distribution. The base distribution of the transition parameters is the scaled global transition distribution β, defined as
is defined as a probability mass function on a countably infinite set. This is known as a stick-breaking construction, which can also be written as β ∼ Stick(γ). The expected number of represented hidden states is governed by γ, by controlling how concentrated the probability mass will be across the columns of the transition matrix. Switching to a new regime also implies that new values of the model parameters θ st = {B st , Σ st } have to be generated. The base distribution of the model parameters is denoted by
where Θ is a set of hyperparameters in the base distribution.
We can summarize the complete model specification by the following equations,
Equations (3) and (4) specify the reduced form of the time-varying vector autoregressive model, where the parameters θ st = {B st , Σ st } vary over an infinite number of regimes. To retrieve the different regimes we use a hidden Markov chain in combination with a Dirichlet process mixture model. Equation (5) specifies the hidden Markov model by introducing a first-order Markov chain with transition probability matrix π. The transition probability distribution of π i is specified as a Dirichlet process mixture in (6)-(8). The κ parameter captures the persistence in macroeconomic data by controlling the probability that parameters remain constant between time periods. Equation (9) concludes, and provides the base distribution of the model parameters, H θ , parameterized by the hyperparameters Θ. For ease of notation we follow the Markov-switching literature and specify one regime switching process for all model parameters. To obtain a potential efficiency gain we can easily extend to a model with different regime-switching processes for the parameters in the coefficient matrix and the parameters in the covariance matrix, within the infinite hidden Markov framework. However, a regime switch in this model does not necessarily mean that all parameters change. For example, a regime switch can either be the result of a change in the parameters in the covariance (coefficient) matrix while the coefficient (covariance) parameters remain constant, or a change in all parameter values.
Bayesian Inference
To estimate the parameters θ st = {B st , Σ st } we rely on the Markov Chain Monte Carlo (MCMC) algorithm for the infinite hidden Markov model derived by Fox et al. (2011) . Bauwens et al. (2017) apply a variant of this sampler in a univariate econometric time series context.
Although there are sampling algorithms that can deal with an infinite number of regimes (which are also derived and discussed by Fox et al. (2011) ), these algorithms suffer in general from slow mixing rates. Therefore, we opt for a sampler which truncates the number of possible states to a fixed degree L, the so called degree L weak limit approximation (Ishwaran and Zarepour, 2002) . This sampler fixes the number of states J in the state transition matrix π and the global transition distribution β to L. When L equals the number of time periods T in the sample, the truncated model is in practice equal to the full Dirichlet process mixture model. However, smaller values for L improve computational time significantly and when L is large enough, the approximation error is negligible.
The degree L weak limit approximation fosters models with less than L regimes while allowing for new regimes, bounded by L, when new data are observed. Since the state assignments and the number of different states with nonzero assigned observations can differ over different sample iterations, the posterior distributions of the estimated parameters can be different for each time period while the sampler finds only a small number of different regimes. In each iteration, the sampler draws for each of the L states the transition probabilities, which are used to sample the state assignments for each observation. Due to small transition probabilities, some states can stay empty. Since the state labels may switch over different MCMC iterations (label switching) we cannot identify regime-specific posterior quanities, see, for example, Frühwirth-Schnatter (2001) . Therefore, we report observationspecific posterior results which are identified, see Geweke (2007) .
Prior Distributions
The degree L weak limit approximation induces finite Dirichlet distribution priors on β and π i ,
where β and π i are L-dimensional row vectors and Dir denotes the finite Dirichlet distribution. We let the data determine the number of states with L as an upper bound and the number of regime-switches by treating the hyperparameters of the transition distributions {γ, α, κ} as unknown. We place priors on these hyperparameters,
The parameters in the prior distributions of the concentration parameters, denoted by {a α , b α , a γ , b γ }, control the dispersion with respect to their base distributions and thereby the expected number of states. The prior beliefs about the number of regime-switches are captured by {c ρ , d ρ }. A relatively low value for c ρ corresponds to rapid switches from one state to another. Increasing c ρ leads to higher statepersistence. The prior on the parameters
where the vec(A) operator stacks the columns of matrix A and Θ is the collection of hyperparameters for θ, {b B , V B , ν Σ , S Σ }. So the infinite hidden Markov model allows for an elegant conjugate prior structure in which we can put prior beliefs about the model parameters in the coefficient and covariance matrices directly in the prior distribution in (10). For instance, we can control the prior probability mass at stationary VARs, by shrinking the coefficients to zero with values close to zero in b B and relatively small in V B .
Posterior Distribution
Fox et al. (2011) derive a sample algorithm applicable for Bayesian parameter inference in the infinite hidden Markov model. We extend the sampling steps to the multivariate econometric time series context of the time-varying parameter VAR models and present the resulting sampling steps:
Step 1. Set the truncation level L of possible hidden Markov states. Sample an initial draw for the hyperparameters of the transition distributions from their priors and do the same for the hyperparameters in the base distribution H θ . Initialize the transition distributions β and π i by drawing from their Ldimensional Dirichlet priors.
Step 2. Sample the regime indicators s 1:T using backward messages m t,t−1 (i) from the state assignment probabilities in time period t to state i in time period t − 1.
(a) First, work sequentially backwards in time. For each i = 1, . . . , L, m T +1,T (i) = 1 and
where N (y; µ, Σ) denotes the probability density function of the multivariate Normal distribution with mean µ and covariance matrix Σ.
(b) Second, work sequentially forward in time and initialize the number of transitions from state i to j observed in the state vector s 1:T , n ij = 0 with i, j = 1, . . . , L. For each j = 1, . . . , L, compute the probability that observation y t is assigned to state j
sample the regime indicators from a discrete distribution,
and increment n s t−1 ,st .
Step 3. Sample auxiliary variables m, w, andm to simplify the resampling of β.
) and increment m ij if x k = 1.
Step 4. Sample the global transition distribution
Step 5. Sample the transition distribution π.
Step 6. Sample the regime parameters θ for j = 1, . . . , L. Let x j be the t j × k matrix with rows x st=j and t j the number of observations in state s t . Define y j as a p × t j matrix. Sample the model parameters
Step 7. Sample the hyperparameters of the transition distributions γ, α, and κ.
(a) Sample auxiliary variables r i ∼ Beta(α + κ + 1, j n ij ) and
(c) Sample auxiliary variables r ∼ Beta(γ + 1, i jm ij ) and
Step 8. Go to step 2.
Predictive Densities
To construct a predictive density, we again make use of the degree L weak limit approximation. When L is assumed to be much larger than the number of insample regimes, the infinite hidden Markov model takes out-of-sample parameter breaks into account by allowing for new regimes out-of-sample. Here we show how future values are sampled from their predictive densities, together with the potentially new regimes, and the corresponding future model parameter values. We simulate the predictive densities of y T +h for different horizons h by iterating over the auto-regressive equation in (2), in each iteration of the sampler, using the parameter draws obtained in that sample iteration. In iteration (i) of the sampler we have,
where
are the parameter draws in iteration (i) of the sampler, and
T +h−l , where elements are replaced by in-sample observations when known. The regime indicators s
T +h are sampled from a Multinomial distribution using the in-sample draws for the state transition probabilities, and L is the number of clusters under the degree L weak limit approximation. Since the degree L weak limit approximation is assumed to be much larger than the number of estimated in-sample states, future parameter values can be drawn from new regimes which are not present in-sample.
Empirical Application
We apply the newly proposed model on a monetary VAR of the U.S. economy consisting of the unemployment rate, inflation rate and federal funds rate, in an in-sample and out-of-sample application. Section 3.1 introduces the data. In Section 3.2 we use the infinite hidden Markov model to study the effects of monetary policy shocks in a structural VAR model. Section 3.3 performs a real-time forecasting exercise with the a small monetary VAR model to assess the out-of-sample performance of the infinite hidden Markov model compared to benchmark models. In 3.3 we also analyse the forecast performance of a large dimensional VAR model.
We follow Primiceri (2005) and consider VAR models with two lags. Posterior results are based on 20,000 iterations of the MCMC sampler, from which the first 10,000 are discarded. Visual inspection shows that this number of iterations is enough for convergence. The number of possible states is truncated at 20 in the degree L weak limit approximation.
Data
We use three macroeconomic time series of the U.S. economy, the unemployment rate, inflation rate, and interest rate, to construct a monetary VAR. The unemployment rate is the civilian rate of unemployment, and inflation is calculated as a function of the GDP deflator P t to obtain the annualized quarterly growth rate of prices; 400 times the first difference of the logarithm of P t . Since the three month Treasury bill rate is available over a longer period of time than the federal funds rate, the interest rate is represented by the first.
The real-time data for the unemployment rate and the GDP deflator are collected by the Federal Reserve Bank of Philadelphia. The three month Treasury bill rate is not subject to revisions and is available from the Federal Reserve Bank of St. Louis. The GDP deflator is available as quarterly time series and the unemployment rate and interest rate as monthly time series. We follow Sargent (2002, 2005 (2013), by taking the value at the second month of the quarter for the unemployment and the value at the first month of the quarter for the interest rate, to obtain quarterly series for all three variables.
The first quarter of 1948 is the first time period for which all data is available. We consider data through 2015Q4. When we date a vintage as the last quarter for which all data are available, we have vintages from 1965Q4 to 2015Q4. We use all data in the most recent vintage for in-sample analysis. Figure 1 shows the standardized data series as included in the model.
[ Figure 1 about here.] Table 1 shows the prior parameter values of the model. We follow Fox et al. (2011) in the parameter values in the prior distributions on the hyperparameters of the transition distribution. We opt for a non-informative prior by choosing large scale parameters {b α , b γ } in the Gamma distributions. A relatively low value for c ρ , that is c ρ = 10, corresponds to rapid switches from one state to another. Setting c ρ = 1000 leads to higher state-persistence.
Since the data is standardized, we can choose non-informative priors for the model parameters. The inverse-Wishart distribution of the covariance parameters has degrees of freedom equal to the number of variables in the model plus two and a scaled identity matrix as scale matrix. The prior mean of the coefficient parameters is set to zero, and we can control the shrinkage of the coefficient estimates towards zero by the shrinkage parameter λ in the prior variance of the coefficient parameters. By scaling the prior variance of coefficient parameters by the lag order of the corresponding variable, we shrink coefficients estimates of higher lag order variables to zero, similar to the Minnesota prior (Doan et al., 1984) .
For out-of-sample purposes discussed later, we try to avoid sampling many explosive VAR parameters by choosing a more tighter parametrization of the prior distribution of the coefficients. Although it is know that alternating between explosive and nonexplosive regimes can still produce non-explosive processes in the long-run (Francq and Zakoıan, 2001 ) we want to exclude having long periods of explosive regimes in our prediction sample. In sum, for in-sample analysis we setλ = 1 and λ = 0.1 in our forecasting exercise.
[ 
Structural VAR model
Since a time varying parameter VAR consists of a large amount of parameters, even in a small model with only three variables and two lags, it takes too much space to present estimation diagnostics of all parameters. Moreover, it is difficult to give an economic interpretation to each posterior distribution. Therefore, we discuss the stability of the VAR model over time, we show the posterior results for the variances of the structural shocks, and we report impulse response functions which summarize the economic implications of the estimated structural coefficients. To identify the structural parameters, we opt for a Cholesky decomposition in our application on a small monetary VAR in which the variables are ordered as {unemployment, inflation, interest rate} (Sims, 1980) . However, alternative identification schemes, for instance, long-run restrictions or sign restrictions, can also be applied to the infinite hidden Markov VAR model.
Stability Diagnostics
We find compelling evidence of instability in the parameter estimates over time. The posterior probability for four different regimes equals 70%, for five regimes 28%, and the remaining probability mass is concentrated at six regimes. Figure 2 shows the posterior probability of a regime switch for each time period. Most of the breaks are detected before 1990. Thereafter, there is a more stable period which is followed by higher break probabilities corresponding to the Dot-com bubble in 2000 and the global financial crisis starting in 2007.
[ Figure 2 about here.]
The instability is also reflected by the time variation in the posterior probability of an explosive system. When the largest absolute eigenvalue of the companion form of the reduced form VAR is larger than one in a specific time period, the system is in an explosive regime at that point in time. Figure 3 shows the timevarying posterior mean of the largest absolute eigenvalue, together with the 68% and 90% confidence bands. Most of the probability mass is located below one. However, before the mid eighties we observe temporary increases in the probability of an explosive system.
[ Figure 3 about here.]
Structural Variance
We define monetary policy shocks as interest rate responses to variables other than unemployment and inflation. The changes in relative importance of these shocks over time are displayed by the time-varying variance of the monetary policy shock. Figure 4 shows the time-varying variance of monetary policy shocks, together with shocks to the unemployment and inflation equation.
[ Figure 4 about here.]
The confidence bands around the time-varying variance of monetary policy shocks provide evidence that there is variation over time. The first thing to note beside some peaks in variance in the early sixties and mid seventies, is the long period of high variance running from 1979 to 1983. This feature is well-known and can be attributed to a period with deviant monetary policy. After this high variance regime, the changes in variance are quite modest with only small exceptions.
The first panel of Figure 4 shows that the variance of unemployment shocks follows a pattern similar to the variance of monetary policy shocks. The confidence bounds also clearly support modelling time variation. The variance of the shocks to inflation, as showed in the second panel of Figure 4 , seems to be less volatile over time. Apart from high variance regimes in the seventies, it behaves more stable in the rest of the sample period. Figure 5 shows the posterior mean of the impulse response functions of the SVAR to a unit monetary policy shock, conditional on the estimated regimes. The functions trace out the effect of the structural shocks over a time path of four years for each variable, conditional on the estimated states. Because of the time-varying parameters in the model, the time paths are different for each date the shock hits the system. So for each quarter in the estimation sample, we have the time path of the policy shock effect over the sixteen following quarters.
Impulse Response Functions
[ Figure 5 about here.] According to the posterior mean, the impulse responses differ in strength over time. In general, the effects in the period around 1970 and 1980 and the period after 2007 seem to be more severe. The initial reaction of unemployment can be both positive or negative, but the result of the shock after four years seems always to be positive. The impulse response of inflation differs also in strength over time, but in general it reacts positive to an interest shock and converges back to zero, which is known as the price puzzle. The interest rate also seems to converge to zero, after a sharp decline following the impulse of magnitude one.
The impulse response functions in Figure 5 suggest some variation over time. However, Figure 5 shows only the mean of the posterior distribution of the impulse responses. To get an idea about the uncertainty around the time variation we arbitrarily choose four different moments at which a monetary policy shock hits the system, and plot the posterior means together with the 68% and 90% of the posterior distributions. Figure 6 shows the impulse response functions to a monetary policy shock for the different shock dates; the second quarter of 1965, 1980, 1995, and 2010 . When taking the whole posterior distribution of the impulse responses into account, we can hardly conclude that the responses are time-varying. Figure  6 shows that, apart from the impulse response of the interest rate in 1980, we can hardly find any differences in the shape of the response functions per variable, but the magnitude of the effect differs over time. However, due to the high uncertainty about the shape and magnitude of the impulse responses, we find no convincing posterior evidence for time-variation in impulse responses functions.
[ Figure 6 about here.]
According to the confidence bounds there is little posterior evidence that the impulse responses of unemployment and inflation differ from zero. However, Table  2 shows that after some shock dates the probability mass clearly indicates a positive effect. With a posterior probability of approximately 80 percent, a monetary policy shocks results in a positive effect on unemployment after four years, for all different shock dates. For inflation, there seem to be only a short-term positive effect, also with probabilities close to 80 percent.
[ Table 2 about here.]
The impulse response functions are constructed from a large number of coefficients which are allowed to be different over time. To decrease parameter uncertainty, we can impose all coefficients to be constant over time. However, this results also in time-invariant impulse response functions. Alternatively, we restrict only the long term impact to be constant over time and account for variation in short term effects
Appendix A discusses the sample steps for this restricted model and Appendix B shows the impulse response functions following from this more parsimonious model. However, despite of the decrease in parameter uncertainty, we still do not find posterior support for time-varying impulse response functions.
Forecasting Exercise
To asses the out-of-sample performance of the infinite hidden Markov VAR model, we perform a forecasting exercise in which we compare the predictive performance of the infinite hidden Markov model against benchmark models. We adopt a similar real-time forecasting framework as D'Agostino et al. (2013), who iteratively produce forecasts with the time-varying parameter VAR model of Primiceri (2005) . We start the forecasting exercise with an estimation sample running from 1948Q1 up to 1969Q4 of the vintage 1969Q4. We standardize the variables and estimate the model parameters on this sample. We compute with each model forecasts up to five quarters ahead outside the estimation window, from 1970Q1 to 1971Q1. After we have produced the forecasts based on the first estimation sample, we move one quarter ahead and re-estimate the model parameters using the standardized variables based on all the data in vintage 1970Q1. That means that we use an expanding window to estimate the model parameters. Again, we use each model to compute forecasts up to five quarters ahead. We repeat this procedure up to vintage 2014Q1 (as we need later vintages to evaluate forecasts up to five quarters ahead, as we discuss in Section 3.3.2). This exercise results in time series of 178 one-period-ahead forecasts from 1970Q1 to 2014Q2 and a time series of the same length containing five-periods-ahead predictions from 1971Q1 to 2015Q2, since we compare the forecasts to data after 2 revisions.
Since there is evidence that large VAR models can improve in forecast performance upon small models, we also extend the small model to ten variables to construct forecasts of the unemployment rate, inflation rate, and interest rate. We add five variables from the real-time database of the Federal Reserve Bank of Philadelphia; M1 money stock, real gross domestic product, personal consumption expenditures, industrial production index, and imports of goods and services, and we add the S&P 500 index and the total borrowings of depository institutions from the Federal Reserve which are unrevised data from the Federal Reserve Bank of St. Louis. In case of monthly data we take the value of the third month and all data is included in the model as growth rates by taking 400 times the first difference of the logarithm. The flow variables real gross domestic product, personal consumption expenditures, and imports of goods and services are available as quarterly data.
Forecasting Models
We compare the predictive performance of variants of the infinite hidden Markov model against the predictive performance of a time-invariant Bayesian VAR, the time-varying parameter VAR model of Primiceri (2005) , and the time-varying parameter VAR model of Koop and Korobilis (2013) . The model of Primiceri (2005) is designed for the specific type of small monetary VAR studied in this forecast exercise. To avoid over-fitting and since a parsimonious model could potentially lead to a more efficient model, and therefore an increase in predictive performance, we not only forecast with the unrestricted infinite hidden Markov VAR model, but also with models in which we restrict coefficients or the covariance matrix to be time-invariant. The model in which we restrict both boils down to a linear Bayesian VAR without any time-variation included.
The linear Bayesian VAR model is identical to the model in (1), but now the parameters are fixed over time;
and the prior on the parameters θ = {B, Σ} is a Normal-inverse-Wishart as in (10) with values for the hyperparameters given in Table 1 . We simulate from the predictive densities of y T +h for different horizons h as described for the infinite hidden Markov model in Section 2.2.3. We specify and estimate the Primiceri model as outlined in Primiceri (2005) . However, for a fair comparison with the other models, we follow Koop and Korobilis (2013) in not using a training sample prior. We generate forecast from the Primiceri model (denoted as P05) in the same way as Koop and Korobilis (2013) and D'Agostino et al. (2013) . That means that we use iterated forecasts in the same way as discussed for the linear BVAR, and we allow for out-of-sample parameter change in the VAR.
Note that due to computational constraints and the fact that the estimation algorithm involves taking the inverse of large matrices, the model of Primiceri (2005) cannot be estimated in a stable way for a large VAR model. That is why Koop and Korobilis (2013) propose an alternative model that can handle large dimensional time-varying parameter VAR models by using forgetting factors to model time-variation. We implement this model, which we denote as KK13, as final benchmark. We take for the forgetting factors λ = 0.99, κ = 0.96, and γ = 0.1. This specification does not involve dynamic model averaging. Comparing averaged forecasts over different model dimensions and prior specifications against the forecasts of the other models, would also require the implementation of the dynamic model averaging technique for the competing models, which is beyond the scope of this paper. Moreover, we setΣ 0 = I p instead of using a training sample.
Forecast Evaluation
Following the framework of D'Agostino et al. (2013), we compare the forecasts for a particular time period with the third release of the figures for that time period. So, we evaluate predictions against numbers which may have been revised two times. This means that we evaluate the last one-year-ahead prediction against the numbers in vintage 2015Q4.
We evaluate point forecasts using the root mean squared prediction error (RMSPE) and the mean absolute prediction error (MAPE). For the first (second) metric we set the point forecast equal to the mean (median) of the predictive density. We evaluate the forecast performance of the whole predictive density with the average predictive densities (APD). Beside assessing predictions with the traditional Bayesian forecast performance measures, like the RMSPE and the APD, we follow Groen et al. (2013) in evaluating density forecasts based on alternative measures such as the continuous ranked probability score (CRPS) and the quantile scores.
Where point forecasts emphasis the median or mean of the predictive density, there are often applications in which the tails of the predictive density are of special interest. For instance, in case VAR models are used for constructing impulse response functions to perform policy analysis. The outcomes of policy analysis are heavily affected by the tail behavior of predicted future outcomes. To also evaluate the performance of the tails of the predictive density we employ integrated weighted versions of Gneiting and Raftery (2007) average quantile scores (avQS). With the avQS-C, avQS-R, and avQS-L we evaluate the center, the right tail, and the left tail of the predictive density, respectively. The exact formulas of all evaluation measures are given in Appendix C.
Forecast Performance
The real-time forecasting exercise results in forecasts of five different models 1 , for all three variables included in the monetary VAR, over five horizons, for both a small monetary VAR and a large dimensional VAR. Tables 3, 4 and 5 show the values of the predictive performance measures for these forecasts. Underscores indicate the best performing model for a specific horizon and variable, according to a particular evaluation criterion. Except for the average predictive density, the best performing model is the one that produces forecasts with small values for the forecast performance statistics.
[ Table 3 about here.]
We find that in general, the infinite hidden Markov model with a time-varying covariance matrix shows the best performance, where the unrestricted infinite hidden Markov model is too flexible and the homogeneous linear VAR too restrictive. Table 3 shows that the unrestricted infinite hidden Markov model outperforms the other models in only one case and the linear BVAR results only once in the lowest RMSPE. Also on the predictive density evaluation measures in Tables 4 and 5 , the unrestricted model shows in a few cases the best performance, but the linear BVAR is systematically outperformed.
The restricted infinite hidden Markov model results in all cases in the lowest RMSPE for unemployment. The results for inflation and interest rate vary per horizon and model dimension. The P05 model improves upon forecast accuracy in predicting inflation in the small VAR. Since the estimation procedure of this model cannot be scaled up to high dimensional models, this model is absent in the forecast comparison for the large VAR. The KK13 model replaces the P05 model as best performer for inflation here. The KK13 model and the restricted infinite hidden Markov model are close competitors on accurate point forecasts for interest rate. Table D1 in Appendix D shows the MAPE, another point forecast evaluation criterium, which is more friendly against outliers. This metric shows results similar to the RMSPE, with the restricted infinite hidden Markov model being superior in forecasting unemployment, P05 consistently better in forecasting inflation in the small model, and in some cases KK13 shows the best performance on inflation and interest rate in the large VAR.
When we take the whole predictive density into account, we find impressive results in favor of the restricted infinite hidden Markov model. Table 4 shows that this model beats all benchmark models for all horizons and model dimensions. The only competing model on the predictive density is the unrestricted infinite hidden Markov model. In the small VAR model, the linear BVAR shows the worst predictive performance of the benchmark models, followed by the KK13 and P05 models. However, unless for the one-period-ahead forecasts, the KK13 model cannot increase in the value of the predictive density relative to the linear BVAR in the large dimensional model.
[ Table 4 about here.]
The average predictive density is computed over the forecasts for all variables included in the model. However, out of all variables included in the large VAR model, we focus on unemployment, inflation, and interest rate. The continuous ranked probability score separately evaluates the predictive densities of each variable. Table 5 shows that the strong performance in density forecasts of the restricted infinite hidden Markov model is based on the forecasts for unemployment and interest rates. The P05 model does again a good job in predicting inflation in the small model. In the large dimensional model, the KK13 model only sometimes perform better on short-term density forecasts. Tables D2, D3 , and D4 in Appendix D show the quantile scores, which show in which part of the predictive densities which model performs best. In summary, the restricted infinite hidden Markov model in the small VAR performs often better than benchmarks model in the important left-tail.
[ Table 5 about here.] Comparing the forecasts in the small VAR against the forecasts in the large VAR model, we find that in most cases the forecast quality deteriorates with larger model dimensions. Table 3 shows that only for short horizons there is an improvement in forecast accuracy after adding variables to the small monetary VAR model. In contrast to the average predictive densities, we can compare the density forecast performance between the small and large models using the continuous ranked probability score. Table 5 shows that in the short term, the large model does a better job in density forecasts for unemployment. In general, there is no clear increase in performance by adding more variables.
In sum, the infinite hidden Markov model with a time-varying covariance matrix shows for most forecast horizons and variables the best performance based on various evaluation measures, and is always close to the best performing model if it is not the best one itself. For all considered evaluation measures and forecast horizons, the infinite hidden Markov model outperforms the benchmark models in forecasting unemployment. We find that inflation and interest rate are for some horizons better predicted by the KK13 or P05 models based on point forecast evaluation metrics. However, based on the predictive densities the infinite hidden Markov model shows superior forecast performance. Finally, increasing the number of variables in the VAR does, in general, not lead to an increase in forecast performance for unemployment, inflation rate, and interest rate.
Conclusion
In this paper we propose a new method to estimate time-varying parameters in a VAR model. To avoid the curse of dimensionality, we opt for a semi-parametric approach. The infinite hidden Markov model encourages estimation of a parsimonious model by clustering parameter values over time, without restricting the parameter space. To accommodate for persistence in macroeconomic data, we impose the Dirichlet process mixture on the transition probabilities in a hidden Markov-switching framework. Parameter values are assigned to a possibly infinite number of states, with a potentially increased probability of self-transition. Except from the degree L weak limit approximation, which comes with negligible costs, the estimation algorithm of the model does not impose any restrictions on or (linear) approximations to the parameters.
The empirical application shows that the semi-parametric Bayesian framework is a promising alternative for parametric approaches to time-varying parameter VAR modelling. We identify both abrupt and smooth parameter changes in a structural analysis and find posterior evidence for time-varying volatility. A realtime forecasting exercise shows that over a collection of forecast evaluation criteria the infinite hidden Markov model often outperforms popular benchmark models, even in large VAR models consisting of ten variables. 
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This table shows the parameters of the priors as discussed in Section 2.2, where 0 p×q represents a zero matrix of size p × q and I q is the identity matrix of dimension q. The diagonal elements of V B are scaled by the lag order of the corresponding variables in x t , where the lag length equals λ for the intercept. This table shows the posterior probabilities that the impulse response functions in Figure 6 are larger than zero, one year and four years after a monetary policy shock. 
Appendix A Parameter Restrictions
This appendix discusses the sample steps for three different restricted versions of model (1); a model in which either the coefficient matrix, covariance matrix, or long-term impact matrix are set to be constant over time. posterior results of the parameters in these restricted models are obtained with only slight modifications to the sampler in Subsection 2.2. In practice, we adjust Step 6 of the sampler and add an extra step to sample the fixed parameters outside the structure of the mixture model. The model in (1) can be generalized to y t = B t x t + Cx t + ε t , ε t ∼ N (0, Σ t ), t = 1, . . . , T, from which follows the unrestricted model in (1) by setting the parameters in C equal to zero. Imposing Σ t = Σ results in the model with a time-invariant covariance matrix. A model with time-invariant macroeconomic relations is defined by x t = 1,x t = [y t−1 , . . . , y t−l ] , andỹ t = y t − B t x t . Finally, the short-term model follows from x t = [1, y t−1 ] ,x t = [∆y t−1 , . . . , ∆y t−l ] , andỹ t = y t − B t x t . We sample B t as in step 6 of the sample algorithm but we take (y t −Cx t ) for y t . The same holds for Σ t when the covariance parameters are unrestricted. After the seventh step, when the state assignments in the mixture model are settled down for the current iteration, we sample the time-invariant parameter matrices.
In models with a restricted covariance matrix we compute ε = (ε 1 , . . . , ε T ) where ε t = y t − x t B t −x t C and add the sampling step S = S Σ + ε ε, Σ j |y, Θ ∼ IW(ν Σ + T,S).
For the model with restricted coefficients we computeX = (Σ TX T ) , whereX t = I p ⊗x t , t = 1, . . . , T , and I p is the identity matrix of dimension p, and Y = (ỹ 1 , . . . ,ỹ T ). Now we can perform the sampling steps 
Appendix C Forecast Performance
We evaluate point forecasts using the root mean squared prediction error (RMSPE) and the mean absolute prediction error (MAPE). The RMSPE of the forecast produced by model M for variable i at horizon h is
t+h (M ) is one of the P point forecast of the ith variable y (i) t+h made by model M . We set the point forecast equal to the mean of the predictive density. The MAPE is defined by
with the point forecast equal to the median of the predictive density.
We evaluate the forecast performance of the whole predictive density with the average predictive densities (APD) 
Appendix D Additional Forecasting Results

