Abstract. This paper is an attempt to establish a universal moderate deviation for self-normalized sums of independent and identically distributed random variables without any moment condition. The exponent term in the moderate deviation is specified when the distribution is in the centered Feller class. An application to the law of the iterated logarithm is given.
Introduction and main results
Let X, X 1 , X 2 , . . . be independent and identically distributed (i.i.d.) nondegenerate random variables. Put
and define the self-normalized sum by S n /V n . In contrast to the classical limit theorems, the self-normalized limit theorems enjoy much better properties with few or no moment conditions. Griffin and Kuelbs [10] obtained a self-normalized law of the iterated logarithm for all distributions in the domain of attraction of a normal or stable law. Shao [14] showed that no moment conditions are needed for a self-normalized large deviation result: If EX = 0 or EX 2 = ∞, then for 0 < x < 1,
where λ(x) = inf b≥0 sup t≥0 tx − ln E exp t(2bX − b 2 X 2 ) . It was also shown in Shao [14] that the tail probability of S n /V n is Gaussian like when X is in the domain of attraction of the normal law and sub-Gaussian like when X is in the domain of attraction of a stable law. In particular, when X is symmetric and in the domain of attraction of a stable law of order α (0 < α < 2), (1.2) ln P (S n /V n ≥ x n ) ∼ −x Here and in the sequel, a n ∼ b n means lim n→∞ a n /b n = 1. Jing, Shao and Zhou [12] refined the self-normalized deviation and proved a self-normalized saddlepoint approximation without any moment assumption. Jing, Shao and Wang [11] established a Cramér type large deviation for self-normalized sums of independent random variables under a Lindeberg type condition. For other self-normalized results we refer to Logan, Mallows, Rice and Shepp [13] for the limiting distribution of S n /V n when X is in the domain of attraction of a stable law, which has been proved also necessary by Götze and Chistyakov [8] , Bentkus and Götze [1] for Berry-Esseen inequalities, Giné, Götze and Mason [6] for the necessary and sufficient condition for the asymptotic normality, Csörgő, Szyszkowicz and Wang [2, 3] for the Darling-Erdős theorem and Donsker theorem, and Shao [15, 16] for surveys on recent developments in this area.
The main aim of this paper is to establish a universal self-normalized moderate deviation without any moment condition. Results in (1.1) and (1.2) suggest that a very likely result would be (1.4) ln P (S n /V n ≥ x n ) ∼ −nλ(x 2 n /n) for x n → ∞ with x n = o( √ n). We shall prove that this is the case when X is in the centered Feller class.
Before we state our main theorem, let us introduce some notation. Let C s denote the support of X, that is, C s = {x : P (X ∈ (x − , x + )) > 0, for any > 0}.
We denote the number of elements in C s by Card(C s ) and define Card(C s ) = ∞ if C s does not contain a finite number of elements. The random variable X is said to satisfy condition (H1) if (H1) C s ∩R + = ∅ and C s ∩R − = ∅, where R + = {x : x > 0}, R − = {x : x < 0} and to satisfy condition (H2) if
We say X is in the centered Feller class, introduced by Giné and Mason [7] , if there exists a sequence of norming constants {a n } n≥1 such that for every subsequence of {n} there exists a further subsequence {n } such that S n /a n converges in distribution to a nondegenerate law. Giné and Mason [7] also showed that X is in the centered Feller class if and only if X ∈ F θ for some 0 ≤ θ < ∞, where 
As will be proved in Proposition 2.2, t 0 is a positive and finite number. Theorem 1.1 together with the subsequence method is ready to give the following law of the iterated logarithm (LIL).
Theorem 1.2.
Assume that (H1) and (H2) are satisfied and that X is in the centered Feller class. Then
Remark 1.1. Theorem 1.2 is related to the main result in Giné and Mason [7] . They show that the lim sup in (1.9) is finite whenever
Later, Griffin [9] proved that (1.10) holds if and only if lim sup
Remark 1.2. Note that EX 2 is either infinite, which means that (H2) is satisfied, or finite, which implies that the mean must be finite. So assumption (H2) indeed doesn't require any moment condition. Assumption (H1) simply avoids the case where X is nonnegative or nonpositive. Remark 1.3. If X is symmetric and in the domain of attraction of a stable law of order α (0 < α < 2), then t 0 = β α , where β α is the solution of (1.3). In general, when X is in the domain of attraction of a stable law, t 0 does equal the constant β(α, c 1 , c 2 ) given in Theorem 3.2 of Shao [14] . This paper is organized as follows. In the next two sections we will focus on some basic properties of the solution (t x , b x ) of saddlepoint equations (1.7) and (1.8), which may be of independent interest. Proofs of the main results will be postponed to Section 4.
The solution to the saddlepoint equations
This section is devoted to the study of some basic properties of the solution (t x , b x ) to the saddlepoint equations. Let
Our first property is that inf b≥0 sup t∈R g(t, b; x) is attained at some finite unique points t x > 0 and b x > 0 for x in a right neighborhood of zero. Proof. The proof follows the same lines of that of Lemma A.2 in Jing, Shao and Zhou [12] . See the Appendix for a detailed proof.
For 0 < x < 1, define
and the supremum is attained at some finite unique pointt :=t(b, x) > 0 which is a finite unique solution to the equation
and the supremum is attained at ∞. 
Proof. We use the contradiction method. Suppose (2.5) doesn't hold for 0 sufficiently small. Then there exists a sequence 2 , c 3 and δ > 0 such that
To get a contradiction, it suffices to show that (2.8) sup
by (2.9), where in the last equality, we used the fact that e
is nondecreasing in t > 0 for k large enough. This proves (2.8) and hence the lemma.
It follows from Lebesgue's dominated convergence theorem that
This proves (2.10) by the arbitrariness of k.
We are now ready to prove Proposition 2.1.
Proof of Proposition 2.1. Lemmas 2.1-2.4 imply that inf b>0 sup t∈R g(t, b; x) is attained at some finite points b x ∈ U and t x :=t(b x , x) > 0 for all x ∈ (0, 0 ) when 0 is sufficiently small. When b ∈ U , by Lemma 2.2(i), we have
Note that the assumption Card(C s ) ≥ 3 implies that Z is nondegenerate; thus (A.2) is true. It then follows from the implicit function theorem thatt(b, x) is a differentiable function in some neighborhood U * (b) of b (also a differentiable function in some neighborhood of x). We can also guarantee that
It follows from (2.13) and (2.14) that b x and t x are the solutions to the equations
Now we will show the uniqueness of (
We must have
is a strictly convex function of t for each fixed b and 2bX − b 2 X 2 − x is not identically equal to 0. Combining (2.15) and (2.16) gives
which contradicts our assumption. Hence
where
is a strictly convex function of s for each fixed b, similar to the proof of (2.17), we get s x = s x . Hence b x = b x . This completes the proof of uniqueness.
From now on, we assume
Proposition 2.2. Assume that (H1) and (H2) are satisfied and
The next two lemmas are needed to prove the proposition. We also assume that the condition of Proposition 2.2 is satisfied. Hence there exists some
where both L and U are positive constants depending only on x 0 and δ 0 . We can also choose L and
So we will have a sequence (2.20) contradicts the fact that b x 0 is unique. Therefore, we have (2.19). Note that
wheret(x, b) is the unique solution to the following equation:
for each fixed b and x. The implicit function theorem shows thatt(x, b) is a differentiable function of x and b. Hence we can find some 0
Combining (2.21) and (2.22) yields 
by the implicit function theorem. So in this case, t x is increasing and continuous at x = x 0 . If a 3 (b x 0 , t x 0 ) = 0 and a 2 (b x 0 , t x 0 ) = 0, then there exists some neighborhood of x 0 such that a 3 (b x , t x ) < 0 or a 2 (b x , t x ) = 0 when x ∈ U \{x 0 }. Otherwise, we find some sequence {x n } ∞ n=1 which goes to x 0 as n → ∞ such that a 3 (b x n , t x n ) = 0 and a 2 (b x n , t x n ) = 0.
Since a 3 (b, t) and a 2 (b, t) are infinitely differentiable functions of b and t,
T satisfies (2.25), we can conclude that
when b is in some neighborhood of b x 0 . But (2.27) contradicts the uniqueness of
which, combined with Lemma 2.5 and the fact thatt(x, b) determined by (2.24) is a continuous function of x and b, implies t x is increasing and continuous at x = x 0 .
Proof of Proposition 2.2. Let
We also know that
is differentiable a.e. in (0, 0 ), and
Since both e(x) and
are continuous functions of x by Lemmas 2.5-2.6,
which gives the final assertion.
Convergence of b x and t x Proposition 3.1. Assume that (H1) and (H2) are satisfied and that
Proof. We will show that for any sequence {x n } ∞ n=1 decreasing to 0, it is impossible that
where b 0 is some positive constant. Now we suppose (3.2). Then
as n → ∞, where c is any positive constant. But the above result contradicts Lemma 8.1 of Shao [14] . It remains to exclude (3.3). So we assume (3.3). Equation (1.7) gives
where s n = t x n b x n . Lemma 2.6, combined with (3.3), shows lim n→∞ s n = s 0 , where
which contradicts another equation (1.8)
Proposition 3.2. Assume that (H1), (H2) and (1.5) are satisfied and that
Proof. Convergence of t x follows from Lemma 2.6. So we need to show t 0 > 0. Otherwise, suppose t 0 = 0. Write
where x → 0 as x → 0 + . Since X ∈ F θ for some θ < ∞, we have for x sufficiently close to 0,
On the other hand,
for x sufficiently small. Combining (3.6) and (3.7), we have
for x sufficiently close to 0, but this contradicts the saddlepoint equation
We shall also need the following lemma.
Lemma 3.1. Assume that (H1), (H2) and (1.5) are satisfied and that
Proof. From the proof of Proposition 2.2, we see that
which combined with Proposition 3.1 gives
By Equations (1.7) and (1.8),
Proof of main theorems
Write 
n ). Thus we only need to prove (1.6).
Upper bound proof. Let δ be an arbitrarily small but fixed constant, B an arbitrarily large but fixed constant. Both δ and B will be specified later. Then
where a n is some number depending on n. We deal with T 2 first. Let z n be some positive number which will be defined later. By the Cauchy-Schwarz inequality,
1/2 and hence
For T 21 , Bernstein's inequality gives (4.2)
Applying the Chernoff large deviation to the binomial random variable B(n, p), it follows that for all a > 0,
In the following, we will analyze the exponent in (4.2) and the ratio in (4.3), respectively. Let
Define a n = x n z n /B. Hence for n sufficiently large,
Hence we can select suitable B and δ so that Bδ is very small, which ensures that T 21 and T 22 are negligible relative to exp(−t n x 2 n ). So we have
we have for s > 0,
we have
where t n and b n are chosen such that
Hence for close enough to 0, we have
where we used Lemma 3.1 in the last inequality. Hence
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Combining Lemma 3.1 of Griffin and Kuelbs [10] and (4.7), we have for n sufficiently large,
Combining (4.1), (4.5), (4.6), (4.8), Proposition 2.2 and Proposition 3.2 gives that,
Lower bound proof. By the basic equality |xy|
Tilting methods give
F n (y) is the distribution function of the random variable 
By Lemma 4.2 in Section 4.3, we have
for n sufficiently large. Hence
Now we will prove
Let be some small positive constant. Then since X ∈ F θ ,
where (4.12) follows from Lemma 3.1 and c is some positive constant. Therefore (4.11) and (4.12) imply
where the last equality is from Lemma 3.1. So we completed the proof of (4.10).
Noting that Lemma 3.1 gives, for n sufficiently large, we have lim inf
by (4.9) and (4.10). The arbitrariness of 1 completes the lower bound proof.
Proof of Theorem 1.2.
When Card(C s ) ≤ 2, the result is due to Theorem 5.1 of Shao [14] . When Card(C s ) ≥ 3, following the proof of Theorem 1.1 (similar to Proposition 5.1 in Shao [14] , see Appendix), one can prove that under the condition of Theorem 1.1, for any 0 < ε < 1/2, there exists τ > 1 such that
The rest of the proof is similar to that of Theorem 5.1 in Shao [14] by the subsequence method. The details are omitted here.
Auxiliary lemmas.
Lemma 4.1.
where c 0 is some constant.
Proof. First, we show that for arbitrary 2 > 0,
Otherwise, there exists 3 > 0 such that
Without loss of generality, we can assume
Since X ∈ F θ , we have
where c 2n = sup |y|> 3 y 2 exp t n (2y − y 2 ) , whose limit is positive by Proposition 3.2 as n → ∞. Combining (4.16) with (3.9), we get for n sufficiently large, To show this, we choose an arbitrary t > 0. Then from (A.1), we have
The monotone convergence theorem implies Noting that g(t, b; x) is right continuous at t = 0, we conclude (II).
Proof of Equation (4.13). Let η = ε/20. Clearly,
By Theorem 1.1, we have
provided that n is sufficiently large. Below we estimate the second term on the right hand side of (A. 
Note that for independent nonnegative random variables {ξ i } with finite second moments, we have (see, e.g., Lemma 2.1 of Einmahl and Mason [5] ) (A.14) . Using (A.14), we have It is known that for a binomial random variable B(n, p) with parameters n and p (see, e.g., [Dudley [4] , p.16])
P (B(n, p) > a n) ≤ e p a a n for a > 0. By (A.13) and (A.11), if τ − 1 > 0 is chosen to be sufficiently small,
and
Therefore, by the Ottaviani maximum inequality and the Bernstein exponential inequality, This proves (4.13), by (A.9), (A.8) and (A.15).
