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The techniques of cement production have been known for centuries and are discussed extensively in the literature. The main problems with automation of cement production are also well known, as discussed in several survey papers (e.g., [1] - [3] ), and thus it is difficult to introduce new ideas. We believe, however, that recent advances in computational power have considerably increased the possibility of applying certain modern control theory methods and algorithms to the automation of cement production.
In this article, we discuss a new generic optimal controller structure for raw material blending in the cement industry. We focus on an important phase of the proportioning → burning → grinding operation triplet that essentially determines the cement quality; namely, the composition control of the raw mill system. We begin by describing the application of the generic optimal controller structure introduced in [1] to this important phase, followed by a discussion of the control engineering background and the design of the realized controller. Finally, the control algorithm is discussed in a technology-independent manner.
Description of the Technology
The main elements of cement production are shown in Figure 1 . Some of the blocks shown may be missing in a given factory, but those denoted by thick lines are found in most cases.
The raw materials for cement production are selected based on their chemical composition. The primary component is the calcium oxide (CaO) source, which is usually limestone, but chalk, marl, dolomite, and oyster shells can also be used. The next two components are silica (SiO 2 ) and alumina (Al 2 O 3 ), obtainable from clay or shale. Quartz and bauxite or other minerals can also be used. The fourth, and last, component is ferric oxide (Fe 2 O 3 ), which can be obtained from iron ore, pyrite, or blast furnace slag. These materials are purchased or quarried and then transported to the cement factory by road, railway, or conveyor. The raw materials are crushed, usually in the quarry but sometimes in the factory, to a size that the machinery can handle or grind.
The prepared raw materials are stored in silos, ready for the next production step (i.e., the material grinding and blending operation). In this step, which can be either a wet or a dry process, ball mills are used to crush and blend the materials in varying proportions according to the required quality of the final product. The materials are proportioned using a control system to ensure the desired chemical composition of the final ground mix.
Adding water to the raw materials makes them easier to grind and mix (grinding can also be done separately), but a major disadvantage of the wet process from an energy standpoint is that the water later evaporates. Thus, we will concentrate on the dry process. In this process, cement is made by baking (at about 1450°C) and grinding the homogeneous raw materials mixture with a prescribed oxide concentration. The continuous process is divided into serially connected subprocesses by using large material storage areas and applying several parallel elements to increase production capacity. Together, these large material storage areas and parallel working elements ensure the safe and economic operation of the overall cement plant.
Control of the chemical composition of the raw meal is necessary because the relative amounts of dicalciumsilicate (C 2 S), tricalciumsilicate (C 3 S), tricalciumaluminate (C 3 A), and tetracalcium-aluminoferrite (C 4 AF) formed in the kiln strongly depend on the oxide composition of the ground mix. (For simplicity, the four most important oxides, CaO, SiO 2 , Al 2 O 3 , and Fe 2 O 3 , are denoted by C, S, A, and F, respectively.) The purpose of the control is to maintain the relative proportions of these oxides. The relative proportions can be expressed by their so-called modulus values. The most widely used ones are:
• lime standard (or modulus)
• aluminum modulus
• silica modulus
and their possible linear combinations. (Here, the oxide contents are given in percentages.) The most difficult problem of composition control is the measurement of oxide compositions having a considerable time delay in the closed control loop. Its value is so large (30 minutes to one hour) that many experts expect greater improvements in the quality of control due to decreasing the delay than to applying the most sophisticated algorithms. Earlier, the chemical analysis was made by laboratory tools using material sampled by hand. Recently, automatic sampling has been introduced, and an X-ray fluorescence analyzer (RFA) typically provides the oxide compositions. The complexity of the control problem of raw material proportioning depends on the number of materials necessary to blend the desired chemical composition. In many cement factories, the most important three to five basic materials are used; however, there are cases where eight to ten different materials are to be mixed. The achievable quality specifications of this control depend on changes in the basic material compositions. In the best case, there is no need for control. In many cases, however, the makeup of the raw materials is so variable that only computer control can achieve the desired composition. It is no accident that the first computer control appeared at this point in the process.
The simplified scheme of a raw material blending system is shown in Figure 2 . This is the case of the three most often applied basic materials. The feeder silos contain raw materials of different composition. The weigh feeders are controlled by a computer. A conveyor belt feeds the rubble into the raw mill. Next, the ground mix of raw materials (raw meal) enters the silo. Before the meal enters the silo, a sample is analyzed by an RFA that provides the oxide compositions for the computer. The computer controls this automatic sampling, conveyance, preparation, and analysis process and computes the new set points (scale factors) for the weigh feeders using the modulus values as references. Hereinafter, only the composition control itself will be treated.
Control Engineering Model of the Process
A simplified control engineering discrete-time model of the mill-silo system is shown in Figure 3 (see the details in [5] ), where r t ( ), v t ( ), and q t ( ) are the input feed, the mill outlet (silo inlet), and the silo content, respectively. The vectors ox and M denote the oxides and modulus values; w stands for the scale factors of the weighs (feeders), and C is the composition matrix. 
( )
for the partial material flows is generally acceptable for the mill, and the first-order unity gain time lag approximation with delay has proved to be adequate in most practical cases. Because of the relatively large sampling interval ( ) h = 20 30 -min necessary for automatic material sampling, conveying, and the RFA and the typically applied averaging measurement technique, different time delays without any lag effects can also be used, and the simplest approximation is a common time delay block. Here, distinct channel time delays z d i − will be used with additional dynamics caused by the noninteger discrete delays (modified z-transform).
The input and output vector variables ′ r inp and ′ r out of this noninteracting internal multivariable linear segment are the partial material flows (lime, clay, pyrite). Models for the oxides are generally coupled because C is not diagonal. The dynamics of a batch silo can be easily derived and is given by a simple integrator 
where I is the unit matrix [5] . The vector ′ r silo represents the integrated (accumulated) partial material flows. G s is sometimes called silo integration. The blocks denoted by NL refer to the nonlinear computation of the modulus values.
Based on the above model, it can be established that a multivariable coupled system has to be controlled. If the problem can be formulated for the oxide variables, then we have a linear system; if it can be done only for the modulus values, then the system is nonlinear.
The purpose of the control is to proportion an entire silo content with desired average compositions and to reach minimal variances around these reference values. The task is to decrease the composition inhomogeneities of a silo batch by mechanically homogenizing the silo content before it gets to the kiln.
If the changes in the raw material compositions allow, and the control operates accurately, a continuous silo can also be applied instead of the batch one. In such cases, the silo can be abandoned, affording considerable savings in capital investment. Note that only the variables ox out are measured and the values ox silo , M out , and M silo are computed.
A Generic Optimal Controller Structure
The need to design high-performance control systems has not diminished in importance despite the thousands of methods and algorithms published in the past decades. The large number of papers indicates that no unique or best method has been found. The solution depends on the model, criteria, uncertainties, disturbances, etc. (sometimes even on the designer's preference).
A control system is internally stable if the bounded signals injected at any point of the closed loop generate bounded responses at any point. Thus, a linear time-invariant, discrete-time control system is internally stable if the transfer functions between any two points of the closed loop are stable (i.e., have all poles within the open unit disc). The Youla-(Y or Q) parametrization is a classical method for characterizing all realizable stabilizing (ARS) regulators by
for the open-loop stable plant S ∈ S, where S is the closed set of all stable proper real-rational systems having all poles within the closed unit disc. The "parameter"
ranges over all proper (Q( ) ω = ∞ is finite), stable transfer functions [6] .
Using the K-B-parametrization [7] , shown in Figure 4 , the authors introduced a generic two-degree-of-freedom (G2DF) control system, provided that it virtually opens the closed loop y Q Sy QS n y y
where the tracking properties y Q Sy t r r = can be designed independent of the regulating behavior y
by Q r . The G2DF control system is shown in Figure 5 , where y u y r , , , and n are the reference, process input, output, and Figure 3 . Model of the raw mill-silo system. disturbance signals, respectively. The optimal ARS regulator of the G2DF scheme [4] , [7] , [8] is given by
where
is the associated Y-parameter [8] ; furthermore,
assuming that the process is factorable as
where S + means the inverse stable (IS) and S − the inverse unstable (IU) factors, respectively. z d − corresponds to the discrete time delay, which is the integer multiple of the sampling time.
It has been shown [8] that the optimization of the G2DF scheme can be performed in H 2 and H ∞ norm spaces by proper selection of the serial K r and embedded K n filters (compensators). These optimizations will be reduced to the optimal computation of the G r and G n filters. If G r and G n are optimally selected, then R opt denotes the optimal ARS regulator in (9) 
Here, P r and P n are stable and proper transfer functions, which are partly capable of placing the desired poles in the servo and the regulatory transfer functions; furthermore, they are usually referred to as reference signal and output disturbance predictors. They can even be called reference models, so reasonably the gains P r ( ) ω = = 0 1and P n ( ) ω = = 0 1are selected. The G2DF control system has a specific form, shown in Figure 6 , representing the so-called invariant model part
of the process, which cannot be canceled or eliminated by any method. Only the influence of S − can be attenuated by the optimally selected embedded filters G r and G n . When G r = 1and G n = 1(which are optimal selections only for an IS plant), the regulator is
which results in very simple closed-loop characteristics [8] ( )
In control engineering practice, another interpretation of the plant factorization (12) can be used when S − does not contain only the IU factors but includes any part of the process model that is not desirable to cancel. Mostly poorly damped zeros are considered here that could result in unwanted intersampling ripples.
It is widely accepted that "all 2DF configurations have basically the same properties and potentials" [9] . However, it has been shown that the above scheme is primus inter pares, and therefore the term generic applies to more than just the equivalent feedforward/feedback closed-loop control systems. The generalization of this scheme for general multiple-input, multiple-output (MIMO) systems is not very difficult, but it is a time-consuming and not obvious task (consider the noncommutativity of matrix products). In such special cases (see the following sections), when the decoupling of the MIMO system can be solved with some special (not always linear) algebraic algorithm, the above generic scheme is applicable for the decoupled "channels" and is the simplest structure for reaching optimal control performance. 
The Control Problem
The raw meal composition is controlled by adjusting the feed ratios of the raw material components. In the literature, the applied multivariable controller is generally a fixed-parameter decoupled regulator utilizing the classical I, PI, or PID regulator structure. The advanced versions of these controller classes use optimization techniques (e.g., as in [10] ). A practical control problem arises because the composition of raw materials varies from time to time and cannot be measured directly. In this case, a proper adaptive controller should be used. Several early attempts (see [11] and [12] ) are well known for having used adaptive techniques for composition control. These applications consider the plant as approximated by a black-box model and implement multivariable self-tuning regulators.
Our present approach attempts to use the structural and parametric a priori information, so only the unknown plant parameters are learned (adapted) continuously. Our approach is based on the adaptive adjustment of the decoupling network by estimation of the composition matrix, using flexibility in modulus definition and in assigning the moduli to be controlled, elimination of the silo effect and that of the feeder errors, the capability to use a priori information, and separation of silo and sample control. The controller structure is based on the multivariable version of the special G2DF scheme introduced by the authors.
In several cement plants, the sampling is based on the 30-minute or one-hour (depending on the analysis process) average of the mill product. The sample transport, the sample preparation, and the analysis require about 20 minutes. The time delay and the time lag of the feeder-mill system may be different for the different raw material components. The time delays are relatively constant and can be known a priori. These values are determined by the mechanical construction, the transportation method, the mill type, the capacity of the mill, and the grinding property of the components. Since the time lag is relatively small compared to the total time delay, the mass flow of the components can be modeled by pure time delay blocks. The content of the silo and its oxide concentration cannot be measured. They are calculated from the mill product. By applying the mass and concentration balances, the dynamics of the silo (see (5)) can be obtained:
where ox t j out ( ) is the jth measured oxide concentration of the mill product, ox t j silo ( ) is the jth oxide concentration of the silo content, and nox is the number of oxides used.
From a technological standpoint the moduli and oxides of the silo content are of interest, since these parameters determine the quality of the next technological step, the burning process.
The complexity of the problem is increased by the fact that the silo is not able to homogenize its entire contents, even if a mixing silo is used. To take this effect into consideration, a pseudosilo is introduced: beyond a given silo content, continuous homogenization is calculated instead of a batch one:
where q max is the limit size of the pseudosilo. As mentioned earlier, the objectives of the production are expressed by ratios: by moduli and oxide concentrations. It is worthwhile to handle these ratios in a common way because the ratios applied for control change from factory to factory. Also, this is the way to make the results applicable to mixing problems exhibited by different technologies. The generalized moduli can be defined by the following expressions: 
whereα kj ,β kj , and γ k are constants characterizing the modulus m k . Thus, the control objective can be expressed by a unified formula. The ultimate control problem is as follows: determine the flow rates of the raw materials to fill the silos with the appropriate meal, taking into consideration that the oxide concentration of the raw material changes, the sampling is relatively rare, the time delay is relatively large, the definition of the moduli is given by nonlinear functions, the homogenization of the silo is far from ideal, and the technological constraints must be satisfied.
Only quality control of the mill system was discussed above. In this regard, the energy consumption for grinding is very high and the efficiency of the process is very low, so finding the maximum mill production that could result in the lowest relative energy consumption is highly recommended. The usable set point for quantity control is determined by the technological parameters of the mill system.
The Control Strategy
The realized adaptive controller for composition control can be regarded as composed of two parts: an estimator and a feedback regulator. The structure of the controller is shown in Figure 7 . The identification part estimates the oxide concentration of the components from the input and output measurements of the mill. The controller system attempts to eliminate the disturbances and to guide the process (the feeder → mill → silo system) in such a way that the mill → silo output would be close to the required reference values of the moduli. The feedback controller uses the measured values of the feeders, the measured quantity and oxide concentration of the mill product, and those of the silo content.
The feedback controller system consists of four major blocks ( Figure 8 ):
• calculation of feedback signals • controller • decoupling system
• recalculation of controller state. The calculation of the feedback signal is as shown in Figure 9 . The controller system actually performs sample control for a modified mill product value instead of control of the silo content. The reason is that the silo control error may drastically modify the mill product and move the state of the controllers to a point that is not optimal for the next control step. So the controlled variables are generated from the measured oxide concentration by elimination of the silo control effect. The correcting signal depends on the operation of the feeder servo system as well. Assume that for some technological reason one of the feeders is temporarily stopped for a few minutes while the others are still in operation. Due to the feeder error, there will be an error in the mill product as well. This error can be measured some sampling periods later. Because of this error, a controller without these modifications would increase or decrease the set points of the feeders, but these adjustments would be incorrect, as the technological problem has already been solved. The above structure guarantees that the silo control does not disturb the mill control and eliminates the disturbances caused by the feeder system.
As mentioned earlier, the feeder → mill → silo system is a multivariable nonlinear process where the process inputs are the set values for the feeders and the outputs are the measured oxide concentrations of the mill product. To eliminate the nonlinearity introduced by the modulus definition, its inverse is used in the nonlinear decoupling network. This network guarantees that the transfer function from the moduli-type input of the decoupling system to the moduli of the silo are pure time delay blocks if the technology permits adjustment of the feeder reference values based on the decoupling network values. The decoupling requires the solution of the following programming problem:
• • moduli of the mill production are limited:
where nom is the number of moduli to be controlled and M k ( ) K denotes the calculation rule of the kth moduli from oxides • the moduli of the mill production corrected by the silo effect in a given prediction horizon must be equal or as close as possible to the output of the controller M reg :
Here, M k silo depends on the oxide quantity in the silo, the previous commands, the reference values of the moduli, the prediction horizon to control, the estimated oxide concentration of the components, the model parameters of the mill system, and the feeder ratios to be calculated (see Figure  10) . d k is a properly selected weighting factor.
The above problem can be solved using a two-step linear programming algorithm.
The task of the controller is to eliminate the disturbances that cannot be predicted from the a priori information and the a posteriori estimation. As the process can be decoupled, parallel working single-loop controllers can be applied for control. The block scheme of the "semi-MIMO" controller used in our application is shown in Figure 10 . It is easy to see a one-to-one correspondence with the G2DF scheme introduced in Figure 6 . The saturation of the controller limits the error signal and reduces the fail-effect of the occasionally incorrect analysis.
To demonstrate the controller adjustment, assume that the feeder → mill → sampling analysis system can be modeled by the following transfer function:
for the ith channel, which corresponds to an IU time delay process, where the delay is common for all channels. We assumed that the time lag effect is not significant and the system can be modeled by pure time delay. The reasons for two parameters in the transfer function are that the delay time is not a multiple of the sampling period and the sampling device works continuously. This transfer function does not differ from a first-order lag, but it is not worthwhile to compensate this effect by a lead block. The application of the optimal G2DF controller results in the following transfer functions: 
Here, the reference models P P r n = =1 were selected, which correspond to a deadbeat-type regulator with no intersample ripples. (If the delay times for the different components are significantly different, the exact decoupling and deadbeat effect can be reached only by the real MIMO version of the optimal controller given by (15)). It is easy to verify that the resulting channel regulators R G i i = 2 are integrating ones having a pole at z = 1.
In the controller → decoupling → feeder → mill → sampling analysis → modulus calculation process, the order of the linear and the nonlinear elements cannot be changed, but we would like to eliminate a special fail-operation. This is why the control system recalculates the controller state in every control step. The effect of the estimation and the control can be separated, and the disturbances caused by the parameter adjustment due to the estimation can be eliminated. At the same time, the integrator wind-up can be neglected and the limit values of the feeders can be taken into consideration.
Identification Strategy
In every adaptive control system, two major compromises must be made: one is related to the time horizon, and the other is related to the information available for estimation. It is usually assumed that the parameters of the system are slowly varying and the measurements are noisy. The parameter tracking can be realized by forgetting old data. The speed of tracking and the precision of the parameter estimation impose contradictory requirements. The effect of the noise can be reduced by averaging, but the speed of parameter tracking can be increased by rapid forgetting of old data or old measurements. One has to distinguish between the effects of noise and the effects of changes in parameters. The other compromise is related to the information available for estimation by the excitation of the process. The requirement for process input is different for control action and for parameter estimation. The identification requires significant variation of the process input. Effective control action reduces the control error and does not ensure a good input signal for the estimation. In a mill control system, an additional excitation signal cannot be used. The identification must be realized on the basis of the normal control operation. The quantity of the raw materials ( ) r r ′ = ′ out relative to the actual measured oxide concentration of the raw meal can be calculated based on the mill model using the measured values of the material flow. The identification process uses these mass flow values and the measured oxide concentration to estimate the oxide concentration of the various components. For the jth oxide, we can apply the following model:
where the partial material flow ratios can be calculated by 
and C t ji ( )is the estimated jth oxide concentration of the ith component and ox t j out ( )is the jth measured oxide of the mill product. There are components whose concentrations are relatively stable and known, but some oxide concentrations of certain materials are unknown and slowly varying. The estimation process should determine these C ji values. Here, the identification algorithm for one oxide is presented, but similar algorithms may be constructed for the other oxides used as well.
The parameter update of the often applied identification methods leads to the matrix expression
where the ith element of c j t ( )isC t ji ( ), the ith element of r( ) t is r t i ( ), and P( ) t is a weighting matrix. Here, c j is the transpose of the jth row of C (i.e., a column vector). The identification processes differ in the choice of the weighting matrix P( ) t . This determines the convergence, the precision, and the learning capability of the estimation strategy.
It is well known that a least-squares-type choice of P( ) t may guarantee good noise reduction, but it does not allow parameter tracking. For the estimation, however, the input signal must excite the process sufficiently. The old data (old measurements) are required to account for parameter tracking. Several forgetting strategies can be found in the literature. A few attempt to use variable forgetting factor algorithms that scale the covariance matrix and leave the search direction unaltered. In the search direction, scaling may result in smooth parameter tracking, but numeric problems may arise with ill conditioning of the covariance matrix [13] . The directional forgetting attempts to eliminate the persistent excitation problem [14] , forgetting the collected information only in the direction of the actual situation vector with constant factor.
The forgetting strategy applied in adaptive composition control combines directional forgetting with a variable forgetting strategy. The application of a constant weighting matrix P means that, in every step, as much of the collected information is forgotten as is added by the new step. To increase the robustness of the identification, the step size of the parameter update is limited to the normal projection step. A critical point is the choice of weight matrix. As the size of the oxide concentration of various components can be expected to fluctuate, the diagonal elements of the weighting matrix can be chosen inversely proportional to the expected variation. For example, if the oxide concentration of a component is known and does not change, the diagonal element of the weighting matrix corresponding to this oxide can be chosen to be zero. In our experiment, the above mixed-solution compromise provided the necessary adaptive estimation robustness with an acceptable learning speed for abrupt changes. Since the moving average of the observation vector is far from zero, the adaptation speed can be increased by using the continuously updated working point. So it is worthwhile to apply P′ instead of P, where P′ is calculated by
Here, r( ) t is the filtered values of the ratios of the raw material flows by means of which the moving average of the observation vector is estimated.
Operational Records
The normal operational records given in Figures 11, 12 , and 13 show the time curves of the three adaptively controlled (lime, aluminum, and silica) modulus variables for filling five homogenization silos. While filling the first silo, a conventional (PI-like) regulator was operating, and at the start of filling the second silo (at t = 45), the adaptive control system was switched on. The sampling interval was 20 min. The applied reference values are ML r = 94, MA r = 1 5
. , and MS r = 2 1 . index. The continuously updated average (pseudosilo) values are also presented. These results came from actual experiments with the real blending system.
It is obvious that the variances of the three standards with the PI regulator are considerably higher than with the adaptive regulator. Because the adaptive controller started to learn during the normal operation, no additional long adaptation period is visible.
The physical explanation of the better performance of the introduced adaptive controller is simple. The applied strategy decomposed the original multivariable nonlinear control paradigm to subproblems, which are much easier to handle using the special decoupling approach presented. Thus, the adaptation relates only to the parameter estimation of the oxide models, which are basically static relationships. The dynamics of the process is not continuously adapted because it is not time varying and can be identified to a good approximation a priori. At the same time, the applied G2DF controller scheme provides the best achievable performance given the process dynamics. In this low-order case, the final controller is a minimum-variance-type controller ensuring H 2 optimality.
Conclusion
This article described a simplified scheme for an adaptive composition control algorithm. The applied control system is based on a new generic controller structure and has the following main features:
• estimation of the raw material composition using an a priori dynamic model of the mill • adaptive adjustment of the decoupling network based on the identified composition matrix • flexibility in modulus definition Figure 13 . Recorded operating data of the silica modulus.
• direct modulus control • handling the sampling, continuous, and batch homogenization • taking the silo into consideration as the control strategy forecasts the future average composition in the silo • separation of silo and sample control • elimination of problems caused by local position controllers, if necessary • optimal satisfaction of the technological requirements • effective noise reduction and adjustable operation speed. The adaptive composition controller presented is in operation in several cement plants (e.g., in the Vác Cement Work in Hungary).
