Multi-parameter full waveform inversion is a challenging problem, mainly because of the existence of trade-offs between subsurface parameters. Mitigating these trade-offs requires to account accurately for the inverse Hessian operator during the minimization process. In this study, we investigate the efficiency of the truncated Newton minimization approach in the 2D acoustic frequency-domain approximation for the simultaneous reconstruction of P-wave velocity, density and attenuation factor. To further enhance the performances of the truncated Newton algorithm, a preconditioner adapted to this multi-parameter problem is designed, based on a 3 × 3 block approximation of the Hessian operator where each block is diagonal. Numerical results on the synthetic Valhall model illustrate the interest of this strategy. (2013)). In this context, FWI is used as a high resolution velocity model building. However, FWI is theoretically amenable to the simultaneous reconstruction of a variety of additional parameters impacting the wave propagation, such as the density and the attenuation. Recovering this information may be crucial for a better interpretation of the subsurface.
INTRODUCTION
Up to now, most of the industrial applications of Full Waveform Inversion (FWI) have been dedicated to the 3D reconstruction of P-wave velocity in the acoustic approximation (see for instance Vigh et al. (2010) ; Plessix and Perkins (2010) ; Warner et al. (2013) ). In this context, FWI is used as a high resolution velocity model building. However, FWI is theoretically amenable to the simultaneous reconstruction of a variety of additional parameters impacting the wave propagation, such as the density and the attenuation. Recovering this information may be crucial for a better interpretation of the subsurface.
Nevertheless, an intrinsic difficulty associated with the reconstruction of several parameter classes from seismic data results from the existence of trade-offs (cross-talks) between parameter classes . Two different parameters may have a similar impact on the seismic data. FWI relies on gradient-based minimization techniques for which initial subsurface models are progressively updated following the gradient of the misfit function. The gradient is computed as the zero-lag cross-correlation of the data residuals with the signals which would be scattered by localized perturbations of the parameters which are missing in the current subsurface model. When two parameters have similar scattering patterns, the gradient update is similar for the two parameters, making difficult to decipher between the two.
A strategy to mitigate these trade-offs should account for the Hessian operator within the optimization scheme (Pratt et al., 1998) . After discretization, the entry i j of this operator corresponds to the correlation between the two signals which would be scattered by perturbations of the discrete parameter m i and m j (Gauss-Newton approximation). As such, it is a measure of the trade-off between m i and m j . In Figure 1 , a Hessian operator corresponding to a multi-parameter FWI problem for the reconstruction of P-wave velocity v P , density ρ and attenuation factor Q P is presented. The 3 × 3 block structure is associated with an ordering of the discrete parameters by class. The entries of the three diagonal blocks measure the correlation of discrete parameters of the same class at different locations, while the entries of the off-diagonal blocks measure the correlation between parameters of different classes at different locations. An illustration of the decoupling effect of the inverse Hessian is given in Métivier et al. (2014b) . The possibility of better accounting for the inverse Hessian operator in the context of mono-parameter inversion using the truncated Newton method has been investigated recently in Métivier et al. (2013 Métivier et al. ( , 2014a and Castellanos et al. (2015) . In this study, we investigate the interest of this approach for the multi-parameter reconstruction of v P , ρ and Q P . The design of a preconditioner adapted to this multi-parameter reconstruction is also introduced to further enhance the performance of the truncated Newton approach. Each block of the Hessian operator is approximated as a diagonal block. The preconditioner is computed as an inverse of this approximation. The properties of the truncated Newton and this preconditioner are investigated on the synthetic Valhall model. The trade-offs related to this multi-parametric reconstruction are analyzed through a measure of the error committed on the reconstructed parameters with respect to the data misfit reduction. The ability of the proposed approach to better mitigate the parameters trade-offs than the standard l-BFGS minimization approach is emphasized.
METHOD
The frequency-domain visco-acoustic forward problem is considered
where u(m) is the pressure wavefield and s is an explosive source. FWI can be expressed as the minimization of the misfit function f (m) such that
where m gathers the subsurface parameters, d cal (m) and d obs are respectively synthetic and observed data, . is the L 2 norm in the data space, and T (m) is a regularization term. The synthetic data d cal (m) is related to u(m) through the extraction operator R such that d cal (m) = Ru(m). The minimization of f (m) is performed using a Newton-based optimization methods, which build the sequence
where α n is the linesearch parameter, and ∇ f (m) and H(m) are the gradient and the Hessian operators associated with f (m).
Within the l-BFGS method, an approximation of H(m n ) −1 is built at each iteration based on the values of the l previous models and gradients (Nocedal, 1980) . Within the truncated Newton method, an inexact solution of the system
is computed at each iteration using a matrix-free conjugate gradient solver, which only requires Hessian-vector products. The computation of the gradient and these products rely on first and second-order adjoint-state techniques (Métivier et al., , 2014a . A preconditioner for FWI refers to an approximation P(m) of the operator H(m) −1 . For the truncated Newton method, this approximation is used as a preconditioner of the linear system (4). The preconditioner can also be used within the l-BFGS method to yield a better approximation of the inverse Hessian (Métivier and Brossier, 2015) .
A preconditioner adapted to multi-parameter FWI as a generalization of strategies based on the pseudo-Hessian operator (Shin et al., 2001; Choi and Shin, 2008 ) is now introduced. Each parameter v P , ρ and Q P is discretized on a M points Cartesian grid. The Hessian operator is thus a 3 × M square matrix. We restrict the following formulas to the single frequency/single source case (extension to multi-sources and multifrequency is straightforward by summation). The Jacobian associated with N R receivers is defined as the matrix
Rewriting the forward problem (1) in discrete form as the linear system A(m)u = s, an element i j of the Jacobian operator is given by the cross-correlation of the incident wavefield and the wavefield back-propagated from receiver i multiplied by the scattering matrix associated with the parameter m j
where e i is a vector of R M with only one non-zero unit entry at the spatial location of the receiver i. The Hessian operator is approximated following the Gauss-Newton formula
where Re is the real part operator. From (6) and (7), we see that the exact computation of the Gauss-Newton approximation requires the Green's functions associated with each receiver. This computational cost is reduced using the approximation A(m) −1 e i u(m) for v P and Q P (zero-offset approximation). For ρ, an asymptotic approximation of the scattering matrix is used to account for the illumination angle dependence of the scattering associated with this parameter
In (8), the illumination angle at point j for the source located in x s and the receiver located in x i is denoted by θ (x s , x i , x j ).
In practice this quantity is estimated through the gradient of the travel-times computed with a fast sweeping solver in the smooth initial velocity model. Only the diagonal elements of each blocks are kept in the final approximation, denoted by e H. The symmetry of the Hessian operator implies that this approximation only requires the computation of six vectors of size M. The preconditioner P(m) is computed as an inverse of this approximation. This requires the local inversion of the 3 × 3 matrices
A stabilization matrix D j controlled by three scalar parameters
« .
(10) This strategy removes undesirable too small values on the diagonal of G j which would result in numerical instabilities. In practice we use τ 1 = τ 2 < τ 3 as setting τ 3 equal to τ 1 and τ 2 would results in a too strong emphasis of the Q P parameter.
CASE STUDY
The case study is based on the synthetic Valhall model (Fig. 2) . A fixed-spread surface acquisition with sources and receivers located along the surface each 25 m is used. Six synthetic datasets are generated from 3 Hz to 8 Hz with 1 Hz sampling, using a visco-acoustic frequency-domain finite-difference modeling engine (1) (Hustedt et al., 2004) . The smooth initial P-wave model is obtained using a Gaussian smoothing of the exact Pwave velocity model with a correlation length of 500 m. The Gardner's law is then used to generate an initial density model. The initial Q P value is equal to 150 except for the water layer where it is set to 1000.
While different strategies for the hierarchical reconstruction of the three parameters v P , ρ, Q P is investigated in Prieux et al. (2013) , we are interested in the simultaneous reconstruction of these parameters, intending to mitigate as much as possible potential trade-offs. We compare the efficiency of a standard l-BFGS approach with the truncated Newton method. The results obtained with and without the preconditioner are presented to emphasize its role. We refer to the methods as (P)LB and (P)TRN in the sequel for the sake of concision. The six data-sets corresponding to the six frequencies are inverted simultaneously to favor the possibility of better decoupling the parameter classes.
A Tikhonov regularization penalizing lateral and horizontal variation is used such that
where m i stands for v P , ρ, Q P . The regularization weights λ m i are determined through a trial and error approach, aiming at λ v P λ ρ λ Q P l-BFGS 10 −2 10 −1 10 −1 TRN 0 10 −1 0 Table 1 : Regularization weights depending on the optimization method.
optimizing these values for both optimization methods. Significantly different weights for the two optimization strategies are found (table 1). Due to the smoothing effect of the truncation of the solution, the TRN method requires less aggressive regularization. The same weights are used when the methods are combined with the preconditioner.
The convergence of the different strategies over 40 iterations is presented in Figure 3a . The TRN benefits from a faster convergence rate in the early iterations. The effect of the preconditioner on the convergence profile is visible only after 20 iterations for the TRN method. The LB and PLB methods follow approximately the same path excepted that PLB stops at iteration 18 due to a linesearch failure, which indicates a poor behavior of the preconditioner for the LB method.
To further compare the methods, the model error
is introduced, where m denotes the exact model. In Figures  3(b-d) the evolution of these model errors with respect to the decrease of the data misfit is presented. The starting point (first iteration) is located at the top right side of the figures (the data misfit is normalized and is equal to 1).
The decrease of e v P (Fig. 3b) is monotonic for the four methods. The LB method provides the smallest e v P model. Conversely, e ρ increases after approximately 10 iterations for LB and PLB (Fig 3c) . This illustrates the trade-off between ρ and v P : while the v P estimation is improved, the ρ estimation is degraded. In particular, high frequency artifacts are introduced, and density values in the gas layers are overestimated (see also Fig. 2d ). For PLB, the preconditioner accelerates the decrease of e ρ at the first iterations but does not prevent its increase after 10 iterations. This could be interpreted as follows: as v P and ρ exact models share some similarities, the cross-talk between the two parameters does not hamper their reconstruction in the early stage of the inversion. However, after few iterations, the cross-talks cause the ρ estimation to diverge from the true one.
Comparatively, TRN and PTRN provide a monotonic decrease of e ρ (Fig 3c) . The estimation of the Hessian thus seems to prevent from cross-talk effects. In addition, PTRN provides a faster reduction of the ρ error, which indicates that the preconditioner enhances the decoupling effect of the Hessian operator. The evolution of e Q P presents the same pattern: TRN and PTRN benefit from an (almost) monotonic decrease, while LB and PLB suffer from cross-talks after approximately 10 iterations (Fig 3d) . The preconditioner accelerates significantly the reconstruction of Q P both for PLB and PTRN.
Parameter estimations obtained after 40 iterations using the methods LB, TRN and PTRN are presented in Figure 2 (c-f).
Results obtained with LB after 10 iterations, before the density starts degrading, are added (denoted by LB10 in the sequel) (Fig 2c) . Results obtained with PLB are omitted as they are similar to those obtained with LB.
The TRN and PTRN v P estimations are slightly more resolved than the one provided by LB10. The gas layers are well reconstructed as well as the cap-rock above the reservoir. Due to attenuation, almost no updates are brought below the caprock. The LB v P estimation after 40 iterations has better amplitude values in the gas layers but also seems to be corrupted by high frequency artifacts (Fig 2d) . The ρ estimations provided by LB10, TRN and PTRN are similar. The gas layers and the cap-rock reflector are well delineated while very small updates are brought below the cap rock (similar to v P ). The LB10 Q P estimation shows few modifications from the starting model, although the highly attenuating shallow sediment layer starts being reconstructed. The imprint of the gas layers and the cap-rock in the attenuation model can also be seen but is weak. After 40 iterations, the amplitude of these features is better estimated however some high frequency artifacts appear.
The TRN Q P model is close from the one obtained with LB10 however the amplitude is slightly better estimated. The Q P result provided by PTRN is the closest from the true model, even if the imprint of the gas layers is overestimated (Fig 2f) .
Vertical logs extracted at x = 7.5 km, traversing the gas layers, are presented in Figure 4 . The final LB estimation is omitted (only LB10 is presented). For v P and ρ the estimations are similar. The trend of the rapid variations corresponding to the layers are correctly recovered, although the amplitudes are underestimated. The strong reflector corresponding to the cap-rock is not reconstructed. For Q P , the LB10 and TRN estimations present few modifications of the initial model. Conversely, the PTRN estimation recovers correctly the attenuation value in the shallow layer. The variation of the shallowest gas layers seems to be shifted in depth. Deeper gas layers are correctly positioned, although the deepest one is clearly overestimated. The imprint of the cap rock reflector is not recovered.
CONCLUSION
A 2D frequency-domain multi-parameter FWI for v P , ρ and Q P estimation using the truncated Newton method has been presented. The design of a multi-parameter preconditioner has been proposed to further enhance the capability of accounting for the inverse Hessian within the minimization process. The results show that the trade-offs between parameters are better resolved using this strategy. In particular, the estimation of the attenuation factor is improved. Future work will be dedicated to the application of this method to 2D real data from the Valhall oil field, before considering its 3D application. Incorporating geophones data to better constrain the multi-parameter inversion will also be investigated.
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