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DYNAMICS ON TREES OF SPHERES
MATTHIEU ARFEUX
Abstract. We introduce the notion of dynamically marked rational map and
study sequences of analytic conjugacy classes of rational maps which diverge
in the moduli space. In particular, we are interested in the notion of rescaling
limits introduced by Jan Kiwi. For this purpose, we introduce the notions of
trees of spheres, covers between them and dynamical covers between them. We
will study fundamental properties of these objects. We prove that they appear
naturally as limits of marked spheres, respectively marked rational maps and
dynamically marked rational maps.
We also prove that a periodic sphere in a dynamical cover between trees of
spheres corresponds to a rescaling limit. We recover as a byproduct a result of
Jan Kiwi regarding the bound on the number of rescaling limits that are not
post-critically finite.
1. Introduction
The goal of this article is to introduce and study a class of dynamical systems on
trees of spheres. First, we examine the trees of spheres that arise from a special case
of the Deligne-Mumford compactification of the moduli space of stable curves, in
genus 0 with marked points [6]. (See Figure 4 and Definition 2.13; see also [11] and
[3].) Then, we introduce covers between trees of spheres; the novelty here is that we
impose certain restrictions on the maps (Definition 2.17) that allow for interesting
properties such as the existence of a global degree and a Riemann-Hurwitz type
formula. Finally, we introduce dynamical systems between trees of spheres. These
are covers between trees of spheres
F : T Y → T Z ,
together with the data of a compatible subtree TX whose vertices lie in both TY
and TZ (see Definition 3.3). The definition allows for the iteration of the map F .
The collection of such systems includes rational maps on the Riemann sphere
f : S→ S
with a finite collection of marked points. We are interested in applying this theory
to the study of rational maps and their moduli spaces.
The objects just mentioned also exist in a topological category. Our first result
holds in this more flexible setting:
Theorem 1. A dynamical system of topological trees of spheres of degree D has at
most 2D − 2 cycles of spheres which are not post-critically finite.
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2 MATTHIEU ARFEUX
Recall that a rational map is post-critically finite if each of its critical points has
finite forward orbit; the definition is similar for a periodic cycle of spheres within a
tree-of-spheres dynamical system (see Definition 3.9).
For applications, we require the topology on the space of trees of spheres and
dynamical systems between trees of spheres as introduced in [1] and [3]. For this,
from Section 4, we consider all objects in an analytic category. In this article we
make precise three notions of convergence:
(1) the convergence of a sequence of marked spheres to a tree of spheres.
(2) the convergence of a sequence of marked spheres covers to cover between
trees of spheres.
(3) the convergence of a sequence of dynamical systems of marked spheres to
a dynamical system between trees of spheres.
The associated topology is studied in detail in [3] and is not Hausdorff.
A sequence of rational maps fn : S→ S can converge to a dynamical system on a
tree of spheres. Periodic cycles of the limiting system correspond to the “rescaling
limits” introduced by Jan Kiwi [15], defined as:
Definition. For a sequence of rational maps (fn)n of a given degree, a rescaling
is a sequence of Moebius transformations (Mn)n such that there exist k ∈ N and a
rational map g of degree ≥ 2 such that
Mn ◦ fkn ◦M−1n → g
uniformly in compact subsets of S with finitely many points removed. Such a g is
called a rescaling limit.
Jan Kiwi introduced a notion of dynamical dependence among rescalings (see
Section 5.1). We prove in Theorem 5.4 that disjoint periodic cycles of spheres for
a dynamical system between trees of spheres, which is a limit of rational maps,
correspond to a dynamically independent rescalings. We prove the converse in
Theorem 5.5, and we obtain a new proof of Kiwi’s result:
Theorem 2. [15] For every sequence in Ratd for d ≥ 2, there are at most 2d − 2
classes of dynamically independent rescalings with a non post-critically finite rescal-
ing limit.
Kiwi’s proof uses the analysis and dynamics of rational maps on a Berkovich
space, associated to the completion of the field of formal Puiseux series in a variable
t with complex coefficients, equipped with the non-archimedean absolute value
measuring the order of vanishing at t = 0.
The objects introduced in this paper have appeared in various forms in the lit-
erature. See, for example:
(1) in [5], [12], [16] and [20] in the context of application of Thurston’s results
concerning the characterization of post-critically finite topological branched
covers that are realizable as rational maps and the study of related Te-
ichmu¨ller spaces;
(2) in [8], [21] and [22] where the authors encode dynamical systems by means
of suitably associated trees;
(3) in the use of Berkovich spaces in the context of holomorphic dynamics such
as [4], [7] and [15].
DYNAMICS ON TREES OF SPHERES 3
The list is not exhaustive. Our main goal in this article is to provide a systematic
study of these trees of spheres and maps between them. Article [2] continues the
study of rescaling limits; article [3] is focused on the isomorphism classes of the
objects introduced here and the natural topology on the associated spaces. These
three articles were developed from the results of [1].
Outline. In Section 2, we focus on the description of non dynamical objects. We
recall some vocabulary about trees, introduce covers and prove in particular the
Riemann-Hurwitz formula (Proposition 2.26). In Section 3, we introduce dynamics
and prove Theorem 3.8 which is a stronger version of Theorem 1.
In Section 4, we define the notions of marked spheres, cover between marked
spheres and dynamical systems between trees of spheres. We define the convergence
notion cited above and prove some technical lemmas about them. In Section 5, we
recall the definitions concerning rescaling limits from [15] and prove Theorem 5.4
and Theorem 5.5. In the proofs of these theorems, we require two compactification
results from [3] and [11]; these are recalled as Theorem 4.7 and Theorem 4.11.
Acknowledgments. I would like to thank my PhD advisor Xavier Buff for all the
time he spent with me in order to transform an idea into a paper. I also want to
thank the referee for all the time spent on this paper, and help offered.
2. Non dynamical objects
2.1. Combinatorial trees. Recall that a (simple undirected) graph is the disjoint
union of a finite set V , called the set of vertices, and another finite set E consisting
of elements of the form {v, v′} with distinct v, v′ ∈ V called the set of edges. We
say that {v, v′} is an edge between v and v′. For all v ∈ V we define Ev to be the
set of edges containing v. The cardinal of Ev is called valence of v and denoted by
val(v).
In a graph T , a path is a one-to-one map t : [1, k]→ T such that for j ∈ [1, k−1],
(1) if t(j) is a vertex, then t(j + 1) is an edge and t(j + 1) ∈ Et(i) and
(2) if t(j) is an edge, then t(j + 1) is a vertex and t(j) ∈ Et(j+1).
We say that this path connects t(1) to t(k). We will identify a path and its image.
We say that a path is connected if each vertex is connected to any other distinct
one.
For a graph T , a cycle is a one-to-one map t : Z/kZ→ T such that for j ∈ Z/kZ,
the following holds:
(1) if t(j) is a vertex, then t(j + 1) is an edge and t(j + 1) ∈ Et(i) and
(2) if t(j) is an edge, then t(j + 1) is a vertex and t(j) ∈ Et(j+1).
Definition 2.1 (Tree). A tree is a connected graph without any cycle.
See for example Figure 1. If a graph has no cycles then it is well known that
there is always a unique path connecting two distinct vertices (see for example
[9, Theorem 1.5.1]). For a tree T we will denote by [v1, v2] the unique path of T
connecting v1 to v2.
The path t will be denoted sometimes by [t(1), t(3), t(5), . . . , t(k))] if t(1) and
t(k) are vertices, or ]t(2), t(4), t(6), . . . , t(k − 1))[ if t(1) and t(k) are edges.
A connected sub-graph of a tree T is a connected graph without cycles. This is
also a tree and we say that it is a sub-tree of T .
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Figure 1. On this example, vertices are represented as dots and
we represent by a segment an edge connecting the corresponding
vertices.
In a tree, vertices with valence 1 are called leaves. The other ones are called
internal vertices. We denote by IV the set of Internal Vertices.
A graph T has a natural topology such that the closed sets are unions of sub-trees.
Definition 2.2 (Connected component). The connected component of a sub-graph
T ′ ⊂ T is the connected sub-graph of T that is maximal for the inclusion.
Definition 2.3 (Branch). For v a vertex of a tree T and for ? ∈ T −{v}, a branch
of ? on v is the connected component of T − {v} containing ?. It is denoted by
Bv(?).
Let v ∈ V . As T is a tree, for all ? ∈ T − {v}, there is a unique path connecting
v to ?. By definition this path contains a unique edge e ∈ Ev so each branch on v
will be denoted Bv(e) with e ∈ Ev.
In the following, we introduce a tool called characteristic which is similar to the
Euler characteristic and will be useful when we talk as well about covers between
trees of spheres. We will have a Riemann-Hurwitz formula.
Definition 2.4 (Characteristic of a sub-graph). The characteristic of a vertex v
of a graph T is
χT (v) := 2− val(v).
The characteristic of a sub-graph T ′ of T is the integer
χT (T
′) :=
∑
v∈V ∩T ′
χT (v).
We will simply use the notation χ(T ′) when it is not confusing. Cf Figure 3 for
an example.
Lemma 2.5. For any tree T , we have χT (T ) = 2.
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v
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e
Figure 2. On this example the branch Bv(e) (or Bv(v
′)) is
colored dark.
Proof. Observe first that on a graph, each vertex v is connected to val(v) edges
and that each edge is connected to two vertices. Then we have∑
v∈V
val(v) = 2card(E).
Moreover, in a tree, we have cardV = cardE+1 (see [9, corollary 1.5.3] for example).
It follows that
χT (T ) =
∑
v∈V
(
2− val(v)) = 2cardV − 2cardE = 2.

Recall that the closure of a set is the smallest closed set containing it (cf Figure
3).
Definition 2.6. If T ′ ⊆ T , we denote by
(1) T
′
the closure of T ′ in T and
(2) ∂TT
′ := T
′ − T ′ the boundary of T ′ in T .
Lemma 2.7. If T ′ is open an connected in T , then the boundary ∂TT ′ is the set
of vertices v ∈ T − T ′ lying to an edge of T ′. The closure T ′ is a sub-tree of T for
which the set of internal vertices is IV ∩ T ′.
Proof. The closure of T ′ is the smallest sub-graph of T containing T ′. It has to
contain all vertices v ∈ T lying on an edge of T ′. It is not necessary to add other
vertices or other edges in order to obtain a graph. This proves that ∂TT
′ is the set
of vertices v ∈ T − T ′ lying on an edge of T ′.
The closure of a connected open set is a sub-graph of T . So it is a sub-tree of T .
The vertices of ∂TT
′ are the leaves of T
′
. If it is not the case then T ′ = T
′ − ∂TT ′
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Figure 3. An open connected sub-graph of T ′ in dark of char-
acteristic −2 on the left and T ′ in dark on the right.
would not be connected. The set T ′ is open, so for all vertex v of T ′, we have
Ev ⊂ T ′. Consequently the valence of v in T ′ is the same as the one of v in T . This
proves that internal vertices of T
′
are internal vertices of T contained in T ′. 
Lemma 2.8. If T ′ is a non empty sub-graph of T , open and connected, then
χT (T
′) = 2− card∂TT ′.
Proof. In T
′
, each vertex v of T ′ has valence val(v) and each vertex of ∂TT ′ has
characteristic 1. According to Lemma 2.5, we conclude that
2 = χT (T
′
) =
∑
v∈V ∩T ′
χT (v) +
∑
v∈∂TT ′
χT (v) = χT (T
′) + card∂TT ′.

Lemma 2.9. If T ′ is a non empty sub-graph of T , open and connected, then
(1) χT (T
′) ≤ 2 ;
(2) χT (T
′) = 2 iff T ′ = T ;
(3) χT (T
′) = 1 iff T ′ is a branch of T .
Proof. According to the previous lemma, χT (T
′) = 2− card∂TT ′.
1) clear.
2) χT (T
′) = 2 iff ∂TT ′ = ∅ iff T ′ is open and closed iff T ′ = T .
3) If T ′ is a branch, we have a vertex v, then ∂TT ′ = {v} and χT (T ′) = 1.
Conversely, if χT (T
′) = 1, then ∂TT ′ contains a unique vertex v. Let e := {v, v′}
be the edge of T ′ containing v and define B := Bv(e). As T ′ is connected, contained
in T − {v} and contains e, we have T ′ ⊆ B. Given that T ′ ∩B = ∅, the branch B
is the disjoint union of two open sets T ′ and B − T ′ = B − T ′. As B is connected,
we have B − T ′ = ∅ and it follows that B = T ′.

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F
Figure 4. Example of a trees map: the image of a vertex is the
vertex at the same horizontal level. In this example the map is not
surjective.
2.2. Combinatorial trees maps.
Definition 2.10 (Trees map). A map F : T → T ′ is a trees map if
(1) T and T ′ are trees;
(2) vertices map to vertices : F (V ) ⊆ V ′;
(3) every edge connecting two vertices maps to an edge connecting the image of
these vertices : if {v, w} ∈ E, then F ({v, w}) = {F (v), F (w)} ∈ E′.
For an example of such a map see Figure 4.
Observe that if U is a sub-graph of T , then F (U) is a sub-graph of T ′ and,
conversely, if U ′ is a sub-graph of T ′, then F−1(U ′) is a sub-graph of T . Particularly,
the preimage of closed sets are closed:
Proposition 2.11. Trees maps are continuous and the image of a sub-tree is a
sub-tree.
Proof. A connected set maps to a connected one. 
2.3. Trees of spheres. From now on, X, Y and Z denote finite sets with at least
3 elements.
Definition 2.12 (Marked tree). A tree T marked by X is a tree such that the
leaves are the elements of X.
A tree marked byX will be denoted by TX . Later in this paper we will consider
many trees that are marked by different sets. When an object O is associated with
a tree marked by a set X ′, we will denote it by OX
′
to help the reading. For
example, the set of edges of TX will be denoted by EX instead of simply E.
Definition 2.13 (Marked tree of spheres). A (topological) tree of spheres T X
(marked by X) is the data of:
(1) a combinatorial tree TX and
(2) for every internal vertex v of TX ,
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Figure 5. A tree of spheres having the same combinatorial tree
as the one on Figure 2.
(a) a 2-dimensional topological sphere Sv and
(b) a one-to-one map iv : Ev → Sv.
For e ∈ Ev, we say that iv(e) is the attaching point of e on v. We will often
use the notation ev := iv(e) sometimes even iv(v
′) := ev if v′ ∈ Bv(e). We define
Xv := iv(Ev) to be the set of attaching points on the sphere Sv.
Remark 2.14. Giving a one-to-one map iv : Ev → Sv, is the same as giving a map
av : X → Sv such that av(x1) = av(x2) if and only if x1 and x2 are in the same
corresponding branch of v. This means av(x) := iv(e) if x lies in Bv(e).
Example 2.15 (Marked spheres). A tree of spheres marked by X with a unique
internal vertex v is the same data as this vertex v and the map iv. We call it a
marked sphere or a sphere marked by X.
2.4. Covers between trees of spheres.
Definitions and degree. A cover between trees of spheres is the extension to trees of
spheres of the notion of combinatorial trees cover. We add the data of a branched
cover for each internal vertex and require that the branching locus is contained in
the set of the edges attaching points.
Definition 2.16 (Cover). A cover between trees of spheres F : T Y → T Z is the
following data :
(1) a trees map F : TY → TZ mapping leaves to leaves and internal vertices to
internal vertices ( F (Y ) ⊆ Z and F (IV Y ) ⊆ IV Z ) and
(2) for every internal vertex v ∈ IV Y and w := F (v) ∈ IV Z , a topological
branched covering fv : Sv → Sw such that
(a) the restriction fv : Sv − Yv → Sw − Zw is a cover;
(b) fv ◦ iv = iw ◦ F on Ev;
(c) if e = {v1, v2} ∈ EY is an edge connecting two internal vertices, then
degev1 fv1 = degev2 fv2 .
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For every internal vertex v ∈ IV Y , we denote deg(v) := deg(fv) in order to
simplify the expression. As well, for all x ∈ Sv we define deg(x) := degxfv. The
condition 3 assures that we can define a degree for every edge e connecting two
internal vertices v1 and v2 of T
Y , that will be denoted by
deg(e) := degev1 fv1 = degev2 fv2 .
Each leaf y ∈ Y is connected to a unique internal vertex v by an edge e, so we
can define
deg(y) := deg(e) := degevfv.
This define a degree map degF |Y for the map F |Y : Y → Z. We will see that
(F |Y ,degF |Y ) is a portrait in the following sense.
Definition 2.17. A portrait F of degree d ≥ 2 is a pair (F,deg) where
(1) F : Y → Z is a map between finite sets Y and Z and
(2) deg : Y → N− {0} is a map that verifies∑
a∈Y
(
deg(a)− 1) = 2d− 2 and ∑
a∈F−1(b)
deg(a) = d for all b ∈ Z.
Definition 2.18. A critical vertex (resp. critical leaf) of F is a vertex of TY (resp.
a leaf y ∈ Y ) having degree more than one. We then define mult (y) := deg(y)− 1
to be the multiplicity of y. We denote by CritF the set of critical leaves of F .
For each vertex v of TZ and each leave e of TZ we can define
Dv :=
∑
v′∈F−1(v)
deg(v′) and De :=
∑
e′∈F−1(e)
deg(e′).
Lemma 2.19. If e ∈ Ev, then De = Dv.
Proof. If v is a leaf, then preimages v′ of v are leaves on which there are
attached preimages e′ of e. The lemma is clear because by definition we have
deg(v′) = deg(e′).
When v is an internal vertex, let X be the set of points x lying in the sphere
Sv′ with F (v′) = v and fv′(x) = ev. Let x ∈ X. Given that ev ∈ Zv and that
fv′ : Sv′ − Yv′ → Sv − Zv is a cover, then x ∈ Yv′ . Consequently, x is the attaching
point of an edge e′ of TY mapped to e. Inversely, if F (e′) = e, then e′ is attached
to a sphere v′ ∈ F−1(v) at a point x ∈ X. So we have
De =
∑
e′∈F−1(e)
deg(e′) =
∑
x∈X
deg(x)
=
∑
v′∈F−1(v)
∑
x∈f−1
v′ (ev)
deg(x) =
∑
v′∈F−1(v)
deg(v′) = Dv.

Thus if e is an edge connecting two vertices v and w, then Dv = De = Dw. This
number is constant, because the tree TZ is connected. It does not depend on e
neither on v. We denote by D this number and call it the degree of F .
Corollary 2.20. The map F : TY → TZ is surjective.
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F
c1
8
c2
8
v1
v2
Figure 6. A cover between trees of spheres of degree 3. The
spheres on the left tree map horizontally to the spheres on the
right tree. The sphere at the top on the left maps by a degree
three cover with a branching point of degree three at the attaching
point of the branch containing ∞. The two spheres connecting
c2 to the top sphere are mapped by covers of degree two to their
images. The others are mapped by a degree one cover.
Proof. For every vertex v of TZ , we have Dv 6= 0. 
The following lemma and its corollary help to visualize the set of critical vertices
distribution on a tree.
Lemma 2.21. Let F : T Y → T Z be a cover between trees of spheres. Then every
critical vertex lies in a path connecting two critical leaves, and each vertex on this
path is critical.
Proof. Let v be a critical vertex of F . Then fv has at least two distinct critical
points. There are at least two distinct edges attached to v. So v is on a path of
critical vertices.
Let [v1, v2] be such a path with a maximal number of vertices. From this maxi-
mality property, we see that there is only one critical edge (edge with degree strictly
greater than one) attached to v1. If v1 is not a leaf then fv1 has just one critical
point and that is not possible. So v1 is a leaf. As well, v2 is a leaf. 
Recall that the characteristic of a vertex v of TX is χTX (v) := 2 − val(v), and
thus it is equal to the Euler characteristic of Sv −Xv.
We have a natural Riemann-Hurwitz formula for covers between trees of spheres
where χT plays the same role as the Euler characteristic.
Proposition 2.22 (Riemann Hurwitz formula). Let F : T Y → T Z be a cover
between trees of spheres of degree D, and T ′′ be a sub-graph of TZ and T ′ :=
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F−1(T ′′). Then
χTY (T
′) = D · χTZ (T ′′)−
∑
y∈CritF∩T ′
mult (y).
Proof. If v′′ ∈ IV Z , then from the Riemann-Hurwitz formula we have
(1)
∑
v′∈F−1(v′′)
χTY (v
′) =
∑
v′∈F−1(v′′)
deg(v′) · χTZ (v) = D · χTZ (v′′).
Otherwise, a leaf has characteristic 1, so for every leaf y of TY , we have
χTY (y) = deg(y)−mult (y).
Then, for every leaf z ∈ Z, we deduce that
(2)
∑
y∈F−1(z)
χTY (z) =
∑
y∈F−1(z)
deg(y)−mult (y) = D ·χTZ (z)−
∑
y∈F−1(z)
mult (y).
By adding (1) and (2) for all vertices v′′ ∈ IV Z ∩T ′′ and leaves z ∈ T ′′ ∩Z, we get
the formula. 
Consequences of the Riemann-Hurwitz formula.
Corollary 2.23. If F : T Y → T Z is a cover between trees of spheres of degree D,
then the tree TY has 2D − 2 critical leaves counted with multiplicities.
Proof. We use the Riemann-Hurwitz Formula for T ′ = TY and T ′′ = TZ , and the
fact that χTY (T
Y ) = χTZ (T
Z) = 2 (cf Lemma 2.5.) 
We have proven that the pair (F |Y ,degF |Y ) defines a portrait (Definition 2.17).
Corollary 2.24. If F : T Y → T Z is a cover between trees of spheres of degree D,
then
2− card(Y ) = D · (2− card(Z)).
Proof. We apply the Riemann-Hurwitz formula for T ′ = TY−Y and T ′′ = TZ−Z,
using the fact that χTY (T
′) = 2 − cardY and χTZ (T ′′) = 2 − card(Z) (cf Lemma
2.8). Given that T ′ doesn’t have any leaf of TY , this proves the result. 
We proved that the degree of F is bounded relatively to card(Y ) and card(Z).
Lemma 2.25. Let F : T Y → T Z be a cover between trees of spheres, T ′′ be an
open, non empty and connected subset of TZ and T ′ be a connected component of
F−1(T ′′). Then the map F : T ′ → T ′′ defined by
(1) F := F : T
′ → T ′′ and
(2) fv := fv if v ∈ V ′ − Y ′
is a cover between trees of spheres.
Proof. Indeed, for every vertex v ∈ V ′−Y ′, edges on v in T ′ are the same as the
one on T so fv satisfies the required conditions. Moreover, leaves of T
′
are either
leaves of T and map to leaves of TZ , so leaves of T
′′
, or are elements of T
′−T ′. In
this case they map to elements of T
′′−T ′′ which are leaves of T ′′ because adjacent
vertices are mapped to adjacent vertices. 
We define deg(F|T ′Y ) := degF and multT ′Y := deg(F|T ′Y )− 1.
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Then we have the restriction of the Riemann-Hurwitz formula to a connected
component of the preimage.
Proposition 2.26. Let F : T Y → T Z be a cover between trees of spheres, T ′′ be a
sub-tree of TZ and T ′ be a connected component of F−1(T ′′). Then we have
χTY (T
′) = deg(F|T ′) · χTZ (T ′′)−
∑
y∈CritF∩T ′
mult (y).
Proof. Given that χTY (T
′) = χT̂ ′(T
′) and χTZ (T ′′) = χT̂ ′′(T
′′), the result follows
immediately by using the Riemann-Hurwitz formula on the cover F : T ′ → T ′′. 
3. Dynamics on stable trees
In this section we suppose that X ⊆ Y ∩ Z.
3.1. Stable tree and dynamical system.
Definition 3.1 (Stable tree). A tree T is stable if every internal vertex has valence
greater than two.
From now on, we suppose that all trees are stable.
Definition 3.2. In a tree T , we say that a vertex v separates three vertices v1, v2
and v3 if the vi are in distinct connected components of T − {v}.
Note that three distinct vertices of T lie either on a same path or they are
separated by a unique vertex.
Definition 3.3 (Compatible tree). A tree TX is compatible with a tree TY if
(1) X ⊆ Y , IV X ⊆ IV Y and
(2) for all vertices v, v1, v2 and v3 of V
X , the vertex v separates v1, v2 and v3
in TX if and only if it does the same in TY .
Later in this article, it will be useful to know if a vertex is in TX . The two
following lemmas give a way to do this in some particular cases.
Lemma 3.4. If TX is compatible with TY and if an internal vertex v ∈ IV Y
separates three vertices of V X , then v ∈ TX .
Proof. Let v1, v2 and v3 be these three vertices. There is an internal vertex v
X
of TX separating v1, v2 and v3 in T
X . From the compatibility we conclude that
this vertex separates v1, v2 and v3 in T
Y . It follows that vX = v. 
Now we focus on trees of spheres.
Definition 3.5. A tree of spheres T X is compatible with a tree of spheres T Y if
(1) TX is compatible with TY ,
(2) for all internal vertex v of TX , we have
(a) SXv = SYv and
(b) aXv = a
Y
v |X .
If it is the case we write T XCT Y . Now we can define a dynamical system of trees
of spheres. Note that when the spheres are equipped with a projective structure,
then we will require in addition that SXv and SYv have the same one.
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c2
8
v1
v2
v2
x
x
T T
Y Z
T
X
8
x v2
Figure 7. The map F is the one described on Figure 6. On
this example, internal vertices which are not in T X are in black
whereas internal vertices which are the same in TX , TY and TZ
have the same color. The pair (F , T X) is a dynamical system.
The internal vertex adjacent to c2 maps to the closest vertex by a
degree two cover. Then it maps to the dark grey one by the same
kind of cover. Then it maps to the higher black one on TZ by a
degree three cover. All other vertices map with degree one. On
this example, each vertex cannot be iterated more than three times.
Definition 3.6 (Dynamical systems). A dynamical system of trees of spheres is a
pair (F , T X) such that
(1) F : T Y → T Z is a cover between trees of spheres ;
(2) T X C T Y and T X C T Z .
In [3] we prove that if such a T X exists then it is unique. Figure 7 gives such an
example of dynamical system.
3.2. Dynamics on combinatorial trees. As we have a common set V X in the
trees TY and TZ , we can try now to iterate F as soon as images stay in V X .
Recursively we define for k ≥ 1
IV (F ) := IV X and IV (F k+1) := {v ∈ IV (F k) | F k(v) ∈ IV X}.
Let
Prep(F ) :=
⋂
k≥1
IV (F k).
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If v ∈ Prep(F ), then F k(v) is well defined and lies in IV X for all k ≥ 0.
The set Prep(F ) is finite and invariant under the map F , each vertex v of Prep(F )
is (pre)periodic under F . It may happen that Prep(F ) is empty as we can see on
the example on Figure 7.
If v ∈ IV Y−Prep(F ), then there exists a smallest integer k ∈ N such that
F k(v) /∈ V X . We say that v is forgotten by F k or simply that v is forgotten if
k = 0. On Figure 7, internal vertices of TY at the bottom on T Y are forgotten by
F 3.
Restricting the dynamic on vertices would be ignoring the tree structure. The
following lemma shows a strong restriction coming from the compatibility.
Lemma 3.7. Let B ⊂ TZ be a branch on v ∈ V X . If B contains a vertex of V X
then its attaching point iZv (B) lies in Xv.
Proof. Either this vertex is a leaf and the result is trivial, or it is not a leaf and
B contains a leaf of TX , then we are in the previous case. 
3.3. Dynamics on trees of spheres. If F : T Y → T Z is a cover between trees
of spheres and if in addition v ∈ TY then we will denote by fkv the composition
fFk−1(v) ◦ . . . ◦ fF (v) ◦ fv as soon as v ∈ IV (F k′) for some k′ > k. We define Σ to
be the disjoint union of the Sv for v ∈ TY . The orbit of any point z in Σ is the set
O(z) := {fkv (z) | k ≥ 0, z ∈ Sv, v ∈ IV (F k)}.
Two points of Σ are in the same grand orbit if their orbits intersect. Let GOC∞
denote the set of grand orbits containing a critical point with infinite forward orbit.
Theorem 3.8 (Spheres periodic cycles). Let (F , T X) be a dynamical system of
trees of spheres. Then, cardGOC∞ ≤ 2deg(F)− 2.
Proof. Let c ∈ Σ be a critical point of the map f with grand orbit in GOC∞.
Then c lies in a sphere Sv with v ∈ Prep(F ). For k ≥ 0, we define vk := F k(v) and
ck := f
k(c). We have card{ck} =∞, so there exists k0 ≥ 1 such that
(1) ck is an attaching point of an edge in T Y for k < k0 and
(2) ck0 is not the attaching point of an edge of T
Y
(indeed, the number of edges attaching points in T Y is finite).
For k ∈ [0, k0 − 1], we define
(1) BYk to be the branch of T
Y on vk attached to ck,
(2) BZk+1 to be the branch of T
Z on vk+1 attached to ck+1 and
(3) B˜k = B
Y
k ∩ F−1(BZk+1).
Let k1 ≥ 1 be the minimal integer such that B˜k = BYk for k ∈ [k1, k0 − 1]. We
define
Bc :=
k0−1⋃
k1−1
B˜k.
Given that ck0 is not an attaching point of T
Y , every vertex of Bc is forgotten by
an iterate of F . In other words, Bc ∩ Prep(F ) = ∅.
Claim. The open set Bc contains a critical leaf.
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Proof. Either k1 = 0 and B
Y
0 = B˜0. From the Riemann-Hurwitz formula, we
have
1 = χTY (B˜0) = deg(F : B˜0 → BZ1 ) · χTZ (BZ1 )−mult (B˜0)
≥ deg(F : B˜0 → BZ1 )−mult (Bc).
Given that c is a critical point of fv, we have
deg(F : B˜0 → BZ1 ) ≥ deg(v) ≥ 2.
So mult (Bc) ≥ 1 and Bc contains at least a critical leaf.
We know that k1 ≥ 1 and that B˜k1−1 is not a branch. According to Lemma 2.9,
we decuct that χTY (B˜k1−1) ≤ 0. From the Riemann-Hurwitz formula, we have
0 ≥ χTY (B˜k1−1) = deg(F : B˜k1−1 → BZk1) · χTZ (BZk1)−mult (B˜k1−1)
≥ 1−mult (Bc).
So mult (Bc) ≥ 1 and Bc contains at least a critical leaf. 
Claim. Let c ∈ Σ and c′ ∈ Σ be two attaching points with infinite disjoint orbits.
Then Bc ∩Bc′ = ∅.
Proof. If Bc ∩ Bc′ 6= ∅, then F (Bc) ∩ F (Bc′) 6= ∅ and we can find two integers
k and k′ such that the branch of TZ attached to ck intersect the branch of TZ
attached to c′k′ . In this case,
(1) Either vk = v
′
k′ and ck = c
′
k′ , which contradicts the fact that orbits of c
and c′ are disjoint;
(2) either vk lies in the branch of T
Z attached to v′k′ . As Prep(F )∩V Z ⊂ V X ,
we have Bc′ ∩ Prep(F ) = ∅ which contradicts Lemma 3.7;
(3) or v′k′ lies in the branch of T
Z attached to vk. As Prep(F )∩ V Z ⊂ V X , we
have Bc ∩ Prep(F ) = ∅ which contradicts Lemma 3.7.

Now we finish proof of Theorem 3.8. Let c1, . . . , cN be critical points with disjoint
and infinite orbits. The open sets Bc1 , . . . , BcN are disjoint and each one contains
a critical leaf of TY . The number of critical leaves counted with multiplicity is
2deg(F)− 2 so N ≤ 2deg(F)− 2. 
Definition 3.9. Let (F , T X) be a dynamical system of trees of spheres. A cycles
of spheres is of (F , T X) is not post-critically finite if one of the spheres of this cycle
contains a critical point with an infinite orbit.
Proof. (Theorem 1) There is a critical point with grand orbit in GOC∞ lying on
each cycles of spheres which are not post-critically finite so by Theorem 3.8 there
are at most 2D − 2 cycles of spheres which are not post-critically finite. 
4. Convergence notions
Recall that we are supposing that trees are stable. Here we also require that the
trees are projective and that all the covers are holomorphic in a sense that we
define below. We denote by S := P 1(C) the Riemann sphere.
In this chapter, we define a notion of convergence on the set of trees of spheres.
This notion is not Hausdorff, but in [3] we show that it corresponds to a Hausdorff
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topology on the natural quotient of this set under the action of isomorphisms of
trees of spheres.
4.1. Holomorphic covers.
Definition 4.1 (Projective structure). A projective structure on a tree of spheres
T marked by X is the data for every v ∈ IV of a projective structure on Sv.
According to the Uniformization Theorem, giving a complex structure on Sv is
the same as giving a class of homeomorphisms σ : Sv → S where σ is equivalent
to σ′ when σ′ ◦ σ−1 is a Moebius transformation. Such a σ is called a projective
chart on Sv. When the topological sphere Sv has such a projective structure, we
will denote it by Sv.
Definition 4.2 (Holomorphic covers). A cover between trees of spheres F : T Y →
T Z with a given projective structure is holomorphic if for all internal vertex v, the
map fv : Sv → SF (v) is holomorphic.
If fv is holomorphic then its expression in projective charts is a rational map.
When a tree of spheres is compatible to another one, we require that the projec-
tive structures on a common sphere are the same.
4.2. Marking rational maps. For d ≥ 1, we denote by Ratd the set of rational
maps of degree d. In particular, Aut(S) := Rat1 is the set of Moebius transforma-
tions. This set acts on Ratd by conjugacy :
Aut(S)× Ratd 3 (φ, f) 7→ φ ◦ f ◦ φ−1 ∈ Ratd.
We denote by ratd the quotient of Ratd by this action.
Definition 4.3 (Marked sphere). A sphere marked (by X) is an injection
x : X → S.
Each tree of spheres having a single internal vertex v is identified with the marked
sphere iv.
Recall. A portrait F of degree d ≥ 2 is a pair (F,deg) where
(1) F : Y → Z is a map between finite sets Y and Z and
(2) deg : Y → N− {0} is a function verifying∑
a∈Y
(
deg(a)− 1) = 2d− 2 and ∑
a∈F−1(b)
deg(a) = d for all b ∈ Z.
Definition 4.4 (Marked rational maps). A rational map marked by the portrait F
is a triple (f, y, z) where
(1) f ∈ Ratd
(2) y : Y → S and z : Z → S are marked spheres,
(3) f ◦ y = z ◦ F on Y and
(4) degy(a)f = deg(a) for a ∈ Y ,
If (f, y, z) is marked by F, we have the following commutative diagram :
Y
y //
F

S
f

Z
z
// S.
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Typically, Z ⊂ S is a finite set, F : Y → Z is the restriction of a rational map
F : S → S to Y := F−1(Z), and deg(a) is the local degree of F at a. In this case,
the Riemann-Hurwitz formula and the conditions on the function deg imply that Z
contains the set VF of the critical values of F so that F : S−Y → S−Z is a cover.
A cover between trees of spheres F : T Y → T Z such that T Y and T Z are marked
spheres (with respective unique internal vertices v and v′) is the same data as a
branched cover between Sv and Sv′ such that the set of attaching points on Sv is the
pre-image of the set of attaching points on Sv′ and contains the branching locus.
Such a cover is called a marked spheres cover. We identify F with the marked
rational map (fv, a
Y
v , a
Z
v′).
Definition 4.5 (Dynamically marked rational map). A rational map dynamically
marked by (F, X) is a rational map (f, y, z) marked by F such that y|X = z|X .
We denote by RatF,X the set of rational maps dynamically marked by (F, X).
Let (F : T Y → T Z , T X) be a dynamical system such that F is a cover of
marked spheres. The tree TX has a unique internal vertex and given that TY
and TZ have only one internal vertex, then the one of TX is the same as v, the
one of TY , and of TZ . Then we identify (F , T X) and the dynamically marked
rational map (fv, a
Y
v , a
Z
v ). We say that it is a dynamical system of spheres marked
by F := (F,deg).
4.3. Convergence of marked spheres.
Definition 4.6. A sequence of marked spheres xn : X → Sn converges to a tree of
spheres T X if for all internal vertex v of T X , there exists a (projective) isomor-
phism φn,v : Sn → Sv such that φn,v ◦ xn converges to av.
(We prefer to use the notation Sn instead of S because the Sn can be distinct.)
We will use the notation xn → T X or xn −→
φn
T X .
In this paper we assume the following result that appears in [11, 1, 3]:
Theorem 4.7. [1, Corollaire 4.22] Given a finite set X with at least three elements,
every sequence of spheres marked by X converges, after extracting a subsequence,
to a tree of spheres marked by X.
Example 4.8. Suppose that X := {χ1, χ2, χ3, χ4}. For all n ≥ 1, let xn : X → S
be the marked sphere defined by :
xn(χ1) := 0, xn(χ2) := 1, xn(χ3) := n and xn(χ4) :=∞.
Let T X be the tree of projective spheres marked by X with two distinct internal
vertices v and v′ of valence 3 with Sv := Sv′ := S,
av(χ1) := 0, av(χ2) := 1, av(χ3) := av(χ4) :=∞,
av′(χ1) := av′(χ2) := 0, av′(χ3) := 1 and av′(χ4) :=∞.
Considering the isomorphisms φn,v : S→ Sv and φn,v′ : S→ Sv′ defined by :
φn,v(z) := z and φn,v′(z) := z/n (cf Figure 8),
we prove that xn −→
φn
T X .
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Lemma 4.9. Let v and v′ be two distinct internal vertices of T X , and consider
a sequence of marked spheres (xn)n such that xn −→
φn
T X . Then the sequence
of isomorphisms (φn,v′ ◦ φ−1n,v)n converges locally uniformly outside iv(v′) to the
constant iv′(v).
Proof. Each vertex v and v′ has three edges and every branch has at least a leaf,
so there exist four marked points χ1, χ2, χ3, χ4 ∈ X such that v separates χ1, χ2
and v′, and the vertex v′ separates χ3, χ4 and v.
We define for j ∈ {1, 2, 3, 4},
ξj := av(χj), ξ
′
j := av′(χj), ξj,n := φn,v ◦ xn(χj) and ξ′j,n := φn,v′ ◦ xn(χj).
From the hypothesis, ξj,n → ξj and ξ′j,n → ξ′j when n → ∞. Moreover, ξ3 =
ξ4 = iv(v
′) and ξ′1 = ξ
′
2 = iv′(v). Even if we must post-compose φn,v and φn,v′ by
automorphisms of Sv and Sv′ that are converging to the identity when n→∞ and
don’t change the limit of φn,v′ ◦ φ−1n,v, we can suppose that for all n,
ξ1,n = ξ1, ξ2,n = ξ2, ξ3,n = ξ3, ξ
′
1,n = ξ
′
1, ξ
′
3,n = ξ
′
3 and ξ
′
4,n = ξ
′
4.
Now we consider the projective charts σ on Sv and σ′ on Sv′ defined by :
(1) σ(ξ1) = 0, σ(ξ2) = 1 and σ(ξ3) =∞;
(2) σ′(ξ′1) = 0, σ
′(ξ′4) = 1 and σ
′(ξ′3) =∞.
The Moebius transformation Mn := σ
′ ◦ φn,v′ ◦ φ−1n,v ◦ σ−1 fixes 0 and ∞ and maps
σ(ξ4) to 1. Thus
Mn(z) =
z
λn
with σ(ξ4,n) −→
n→∞∞.
Consequently, Mn converges locally uniformly outside infinity to the constant map
equal to zero. Then, φn,v′ ◦φ−1n,v = σ′−1 ◦Mn ◦σ converges locally uniformly to the
constant (σ′)−1(0) = iv′(v) outside σ−1(∞) = iv(v′). 
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4.4. Convergence of marked spheres covers. To each marked rational map
(f, y, z), we can associate a cover between trees of spheres from a sphere marked
by Y , via the map y, to a sphere marked by Z via the map z.
Definition 4.10 (Non dynamical convergence). Let F : T Y → T Z be a cover
between trees of spheres of portrait F. A sequence (fn, yn, zn)n of marked spheres
covers converges to F if their portrait is F and if for all pair of internal vertices
v and w := F (v), there exists sequences of isomorphisms φYn,v : SYn → Sv and
φZn,w : SZn → Sw such that
(1) φYn,v ◦ yn : Y → Sv converges to aYv : Y → Sv,
(2) φZn,w ◦ zn : Z → Sw converges to aZw : Z → Sw and
(3) φZn,w ◦ fn ◦ (φYn,v)−1 : Sv → Sw converges locally uniformly outside Yv to
fv : Sv → Sw.
We use the notation (fn, yn, zn)→ F or (fn, yn, zn) −→
(φYn ,φ
Z
n )
F .
In this paper we assume the following result appearing in [3], as a reformulation
of [1, The´ore`me 5.9].
Theorem 4.11. Let yn, zn be two sequences of spheres marked respectively by the
finite sets Y and Z each one containing at least three elements and converging to
the trees of spheres T Y and T Z .
Then, every sequence of marked spheres covers (fn, yn, zn)n of a given portrait
converges to a cover between the trees of spheres T Y and T Z .
Note that we have the following lemma.
Lemma 4.12. Let F : T Y → T Z be a cover between trees of spheres with portrait
F and of degree D. Let v ∈ IV Y with deg(v) = D and (fn, yn, zn)n be a sequence
of marked spheres covers that satisfies (fn, yn, zn) −→
φYn ,φ
Z
n
F . Then the sequence
φZn,F (v) ◦ fn ◦ (φYn,v)−1 : Sv → SF (v) converges uniformly to fv : Sv → SF (v).
Proof. We define w := F (v). We choose the projective charts σv : Sv → S and
σw : Sw → S such that no point of Yv or of Zw maps to infinity. We define
gn := σw ◦ φn,w ◦ fn ◦ φ−1n,v ◦ σ−1v and g := σw ◦ fv ◦ σ−1v .
We supposed that the sequence (gn)n converges locally uniformly to g out of σv(Yv).
All the D poles of gn (counting multiplicities) converge to the D poles of g. In
particular, if U is a sufficiently small neighborhood of σv(Yv), then
(1) for n large enough, gn is holomorphe without poles in U and
(2) gn − g converges uniformly to 0 on the boundary of U .
By the maximum modulus principle, (gn − g)n converges uniformly to 0 in U . So
(gn)n converges locally uniformly to g in the neighborhood of points of S and given
that S is compact, then gn converges uniformly to g on S. 
4.5. Dynamical convergence of marked spheres covers.
Definition 4.13 (Dynamical convergence). Let (F : T Y → T Z , T X) be a dynami-
cal system of trees of spheres with portrait F. A sequence (fn, yn, zn)n of dynamical
systems between spheres marked by (F, X) converges to (F , T X) if
(fn, yn, zn) −→
φYn ,φ
Z
n
F with φYn,v = φZn,v
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for all vertex v ∈ IV X . We say that (F , T X) is dynamically approximable by
(fn, yn, zn)n.
We use the notation (fn, yn, zn)
C−→
φYn ,φ
Z
n
F or simply (fn, yn, zn) C−→ F .
We denote by ∂RatF,X the set of dynamical systems of trees of spheres which
are approximable by a sequence in RatF,X and which are not in RatF,X . We use
the notation φn instead of φ
?
n when there is not possible confusion.
Note that requiring a dynamical convergence is not something very strong because
we can prove the following:
Lemma 4.14. If (fn, yn, zn) −→
φYn ,φ
Z
n
F and (F , T X) ∈ RatF,X , then there exists
(φ˜Zn )n such that (fn, yn, zn)
C−→
φYn ,φ˜
Z
n
F˜ with F˜ = F.
Proof. It is sufficient to change for every v ∈ IV X the map φZn,v for φXn,v in the
collection φZn .
Indeed, take w ∈ IV X . We have aXw = aZw|X so as Xw contains at least three
elements, we deduce that φXn,w ◦ (φZn,w)−1 converges uniformly to a Moebius trans-
formation M . Then, as w = F (v), the map φZn,w ◦ fn ◦ (φYn,v)−1 converges locally
uniformly outside Yv to fv, it is the same for φ
X
n,w ◦ fn ◦ (φYn,v)−1 which converges
uniformly to M ◦ fv. 
Corollary 4.15 (of Lemma 4.12). Let (F , T X) be a dynamical system of trees
of spheres of degree d, dynamically approximable by (fn, yn, zn)n. Suppose that
v ∈ IV X is a fixed vertex such that deg(v) = d. Then the sequence [fn] ∈ ratd
converges to the conjugacy class [fv] ∈ ratd.
Lemma 4.16. Let (F , T X) ∈ RatF,X be dynamically approximable by (fn, yn, zn)n.
If v ∈ IV (F k) and if w := F k(v), then (φn,w◦fkn ◦φ−1n,v)n converges locally uniformly
to fkv outside a finite number of points.
Proof. Indeed, it is sufficient to note that
φn,v′ ◦fkn ◦φ−1n,v = φn,v′ ◦fn ◦φ−1n,Fk−1(v) . . .◦φn,F 2(v) ◦fn ◦φ−1n,F (v) ◦φn,F (v) ◦fn ◦φ−1n,v
so there is local uniform convergence as soon as the domain iterated does not
intersect any attaching point of any edge. 
5. Rescaling-limits
5.1. Definitions. In this section we recall the definition of rescaling limits intro-
duced by Jan Kiwi in [15].
Definition 5.1. For a sequence of rational maps (fn)n of a given degree, a rescaling
is a sequence of Moebius transformations (Mn)n such that there exist k ∈ N and a
rational map g of degree ≥ 2 such that
Mn ◦ fkn ◦M−1n → g
uniformly on compact subsets of S with finitely many points removed.
If this k is minimum, then it is called the rescaling period for (fn)n at (Mn)n and
g is called a rescaling limit for (fn)n. Moreover [g] ∈ ratdeg g is called a rescaling
limit of the sequence ([fn])n in ratd.
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For example the family [fε : z 7→ ε(z + 1/z)] diverges in ratd as ε tends to zero.
For these representatives, we have fε → 0 as ε → 0 but the family of the second
iterates has a non-constant limit:
f2ε (z) = ε
(
ε(z + 1/z) +
1
ε(z + 1/z)
)
−→
ε→0
z
z2 + 1
.
This phenomenon is possible because ratd is not compact for d ≥ 2. More
generally, consider a diverging sequence of conjugacy classes of rational maps in
ratd. The limits of sub-sequences of representatives (fn)n are constant maps or
maps with degree strictly less than d. Sometimes we can have an integer k ≥ 1
such that (fkn)n converges to a function f which is not constant (thus dynamically
interesting) even if every sub-sequence converges to a constant.
In [15], Jan Kiwi gives various examples of such behaviors and a historical account
on this topic. For his study he uses the formalism of Berkovich spaces in the spirit
of [19], [13] and [14].
Note that naturally we are interested in sequences in ratd, so there is an equiva-
lence relation associated to rescalings if we want to look at rescaling limits in their
natural quotient space ([g] ∈ ratdeg g) which is the one defined below.
Definition 5.2 (Independence and equivalence of rescalings). Two rescalings (Mn)n
and (Nn)n of a sequence of rational maps (fn)n are independent if Nn ◦M−1n →∞
in Rat1. That is, for every compact set K in Rat1, the sequence Nn ◦M−1n /∈ K
for n big enough. They are said to be equivalent if Nn ◦M−1n →M in Rat1.
Definition 5.3 (Dynamical dependence). Given a sequence (fn)n ∈ Ratd and
given (Mn)n and (Nn)n of period dividing q. We say that (Mn)n and (Nn)n are
dynamically dependent if, for some subsequences (Mnk)nk and (Nnk)nk , there exist
1 ≤ m ≤ q, finite subsets S1, S2 of S and non constant rational maps g1, g2 such
that
L−1nk ◦ fmnk ◦Mnk → g1
uniformly on compact subsets of S \ S1 and
M−1nk ◦ fq−mnk ◦ Lnk → g2
uniformly on compact subsets of S \ S2.
5.2. From trees of spheres to rescaling-limits. Below we explain the relation
between rescaling limits and dynamical systems between trees of spheres approx-
imable by a sequence of dynamical systems of marked spheres.
Theorem 5.4. Let F be a portrait, (fn, yn, zn)n ∈ RatF,X and (F , T X) be a dy-
namical system of trees of spheres. Suppose that
fn
C−→
φYn ,φ
Z
n
F .
If v is a periodic internal vertex in a critical cycle with exact period k, then
fkv : Sv → Sv is a rescaling limit corresponding to the rescaling (φYn,v)n.
In addition, for every v′ in the cycle, (φYn,v′)n and (φ
Y
n,v)n are dynamically de-
pendent rescalings.
Proof. If v is a periodic internal vertex in a critical cycle with exact period k,
then according to Lemma 4.16, (φYn,v ◦ fkn ◦ (φYn,v)−1)n converges locally uniformly
to fkv : Sv → Sv so (φYn,v)n is a rescaling and the rescaling limit is fkv .
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Again, according to Lemma 4.16, if 0 < k′ < k, then (φn,Fk′(v) ◦ fk′n ◦ φ−1n,v)n and
(φn,v ◦ fk−k′n ◦φ−1n,Fk′ (v))n converge respectively and locally uniformly outside finite
sets to fk
′
v and f
k−k′
Fk(v)
, so the rescalings (φn,v)n and (φn,Fk′(v))n are dynamically
dependent. 
5.3. From rescaling-limits to trees of spheres. In this section, we explore
the reciprocal question: if there exist rescaling limits, does there exists a dynamical
systems between trees of spheres such that these rescalings correspond to spheres in
critical periodic cycles as described in the previous section? The following theorem
gives the answer.
Theorem 5.5. Given a sequence (fn)n in Ratd for (d ≥ 2) with p ∈ N∗ classes
M1, . . . ,Mp of rescalings. Then, passing to a subsequence, there exists a portrait F,
a sequence (fn, yn, zn)n ∈ RatF,X and a dynamical system between trees of spheres
(F , T X) such that
(1) fn
C−→
φYn ,φ
Z
n
F and
(2) ∀i ∈ [1, p],∃vi ∈ T Y , Mi ∼ (φYn,vi)n.
Proof. After passing to a subsequence, we can suppose that the number of
critical values of the fn and the number of their preimages, and their respective
multiplicities are constant.
Suppose that ∀n ∈ N,Mn = Id. Denote by g the corresponding rescaling limit.
The map g has at least three periodic repelling cycles. Take one point, on each
of these cycles, x1, x2 and x3. As the cycles are repelling, they still exist on a
neighborhood of g. We can take xin of fixed period pi ∈ N such that (xin)→ xi. Let
(1) Xn be the union of the cycles of x
1
n, x
2
n and x
3
n ;
(2) Zn be the union of Xn and the set of critical values of fn and
(3) Yn be f
−1
n (Zn).
After passing to a subsequence, we can suppose that the cardinals of Xn, Yn and
Zn don’t depend on n. After changing the representative, we can suppose that
xi0 = x
i. Define xn : X0 → S by xn(xi) = xin. Then, passing to a subsequence, we
define yn and zn to be such that the following diagram commutes :
Y0
yn //
f0

Yn ⊂ S
fn

X0
0 P
``
N n
~~
xn // Xn
, 
::
 r
$$
Z0 zn
// Zn ⊂ S.
It follows that the (fn, yn, xn) are dynamical systems between marked spheres of
portrait given by the restriction of f0, and its corresponding degree function (again
after extracting). From Theorem 4.11, there exist dynamical systems between trees
of spheres (F , T X) which are approximable by this sequence, so dynamically ap-
proximable by this sequence according to Lemma 4.14.
Let v be the vertex separating x1, x2 and x3 in TY . Using Lemma 5.8, that we
will prove later, we can suppose that the vertex v is not forgotten by F k (indeed,
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v separate three elements of z and from this lemma we can assume that they are
in TX and then apply Lemma 3.4). Define v′ := F k(v).
We are going to prove that :
(1) φn,v converges to a Moebius transformation M ,
(2) v’=v,
(3) fkv and f
k
n are equivalents.
The first claim is clear according to the fact that φn,v ◦xn(xi)→ av(xi). For the
second claim we remark that
φn,v ◦ φ−1n,v′ ◦ (φn,v′ ◦ fkn ◦ φ−1n,v) = φn,v ◦ fkn ◦ φ−1n,v.
Indeed, the right side converges to g and the term between parenthesis converges
to fkv . We deduce that f
k
v = g so the third claim follows and as φn,v converges to
a Moebius transformation M , we have proven that (Mn)n = (Id)n ∼ (φYn,vi)n.
Suppose that (Mn)n is a rescaling of period k. Given that
(fn
C−→
φYn ,φ
Z
n
F) =⇒ (Mn ◦ fn ◦M−1n C−−−−−−−−−−−−→
φYn ◦M−1n ,φZn◦M−1n
F),
we can consider that Mn = Id and use the preceding case. If we have more rescaling
limits, we can adapt this proof by marking three periodic cycles for each rescaling
limit. 
First we define the following.
Definition 5.6 (Extension). Let X˜, Y˜ and Z˜ be finite sets containing at least three
elements with X˜ ⊂ Y˜ ∩ Z˜. We say that (F : T Y → T Z , T X) is an extension of
(F˜ : T Y˜ → T Z˜ , T X˜) if these are two dynamical systems between trees of spheres
and if
(1) T ? C T ?˜,
(2) F˜ |IV Y = F |IV Y and
(3) (degF˜ )|Y = degF .
We will write (F , T X)C (F˜ , T X˜), and more generally we use the notation
(fn, yn, zn)n C (fn, y˜n, z˜n)n
when for every n ∈ N we have (fn, yn, zn)C (fn, y˜n, z˜n) and all the (fn, y˜n, z˜n) have
the same portrait.
Before proving Lemma 5.8, we prove the following lemma.
Lemma 5.7. If (xn)n and (yn)n are sequences of spheres marked respectively by X
and Y such that (xn)nC (yn)n and xn −→
φXn
T X then after passing to a subsequence,
there exists a tree of spheres T Y such that:
(1) yn −→
φYn
T Y ,
(2) T X C T Y and
(3) ∀v ∈ TX , φXn,v = φYn,v.
Proof. Using Theorem 4.7 (cf Introduction), after passing to a subsequence, we
define a tree Tˇ Y and a sequence φˇn,v for all v ∈ TˇY such that yn −→ˇ
φn
Tˇ Y .
Then, for every vertex v ∈ TX separating three elements of X, we consider the
vertex vˇ in TˇY separating the same three elements and we want to replace the vˇ by
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Figure 9. Notations for the proof of Lemma 5.7.
the v in TˇY to define a new tree T Y , and the φˇn,vˇ by the φn,v such that the lemma
follows immediately. This is possible if, when two triples of elements of X separate
the same vertex in TX , then they do the same in TˇY .
Consider two triples ti = (χ1, χ2, χ3) and t2 = (χˇ1, χˇ2, χˇ3) that are separated
by the same vertex v in TX , but not in TˇY . After changing the labelings, we
can consider that v1 separate χ1, χ2, χ3 in T
Y with ivˇ(χ1) = ivˇ(χ2), and that v2
separates χˇ1, χˇ2, χˇ3 in T
Y with iv(χˇ1) = iv(χˇ2) as in Figure 9. Define the Moebius
transformations Mi : Sv → Svi to be such that for 1 ≤ j ≤ 3, M1 maps iv(χj) to
iv1(χj) and M1 maps iv(χˇj) to iv2(χˇj).
Then we have M2 ◦M−11 = lim(φn,v2 ◦ φ−1n,v) ◦ (φn,v ◦ φ−1n,v1) = limφn,v2 ◦ φ−1n,v1 .
This would contradict Lemma 4.9. 
Lemma 5.8. Suppose that fn
C−→ F and z ∈ Z \ X. Then after passing to
a subsequence there exist extensions (fn, yn, zn)n C (f˜n, y˜n, z˜n)n with z ∈ X˜ and
∀n ∈ N, x˜n(z) = zn(z) and F˜ such that f˜n C−→ F˜ and
(1) T X C T X˜ , T Y C T Y˜ , and T X C T Z˜ ,
(2) ∀v ∈ IV Y , F (v) ∈ TX =⇒ f˜v = fv.
Proof. After passing to a subsequence we can assume that, either there exists
y ∈ Y such that ∀n ∈ N, zn(z) = yn(y), or ∀n ∈ N, zn(z) /∈ yn(Y ).
In the first case we define X˜ = X ∪ {z}. We define ∀n ∈ N, x˜n(x) = xn(x) for
all x ∈ X and x˜n(y) = yn(y); we then have (xn)n C (x˜n)n. Using Lemma 5.7, we
define a tree T X˜ . Either T X˜ = T X C T Y , or T X˜ has exactly one more vertex
then T X . In the latter case this vertex v separate a (y, x1, x2) with x1, x2 ∈ X and
(y, x1, x2) separates a unique vertex v
′ in T Y . After replacing v by v′ in T X˜ , we
have T X˜ C T Y and the tree T X˜ still satisfies the conclusion of Lemma 5.7.
We define Y˜ := Y and (y˜n)n := (yn)n, T Y˜ := T Y and we then have T Y C T Y˜ .
We identify z and y in Z, (z˜n)n and (zn)n, T Z˜ and T Z after replacing the vertex
separating (y, x1, x2) in T Z by v′. We then identify F˜ and F according to the
previous identifications and the result follows.
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In the second case (ie ∀n ∈ N, zn(z) /∈ yn(Y )) we define X˜ := X ∪{z} and, using
the same type of arguments as in the first case, we take the following steps.
? We set Yˇ = Y ∪{(z0(z))}. We construct a tree Tˇ Y with T Y CT Yˇ by extending
yn to an injection yˇn with yˇn(z) = zn(z), then a tree T˜ X with T XCT X˜ by extending
xn to an injection x˜n with x˜n(z) = zn(z). After a replacement of vertex on T X˜ we
can suppose that T X˜ C T Yˇ .
? We set Z˜ = Z∪{f0(y0(z))}. We construct a tree T Z˜ with T ZCT Zˇ by extending
zn to an injection z˜n with z˜n(z) = fn(yn(z)). After a replacement of vertex on T Z˜
we can suppose that T X˜ CT Z˜ (note that here we don’t have necessarily T ZCT Z˜).
? We set Y˜ = Y ∪ {f−10 (f0(y0(z)))}, construct a tree T Y˜ with Tˇ Y C T Y˜ by
extending yˇn to an injection y˜n with y˜n(Y˜ − Y ) = f−1n (fn(z)) such that T Yˇ C T Y˜ .
? Thus we have T X C T X˜ , T Y C T Y˜ , and T X C T Z˜ .
According to Theorem 4.11, there exists a cover between trees of spheres
F˜ : T Y˜ → T Z˜ such that (f˜n, y˜n, z˜n)n → F˜ . Suppose that there exists a vertex
v ∈ IV Y such that F (v) = v′ ∈ TX and F˜ (v) = v′′ ∈ T Z˜ with v′ 6= v′′. Then
v′ ∈ T Z˜ because T X C T Z˜ . Thus φn,v′ ◦ φ−1n,v′′ converges uniformly outside a finite
number of points to a constant. However,
fv = limφn,v′ ◦ fn ◦ φ−1n,v = lim(φn,v′ ◦ φ−1n,v′′) ◦ φn,v′′ ◦ fn ◦ φ−1n,v
but φn,v′′ ◦ fn ◦ φ−1n,v converges uniformly to f˜v outside a finite set, therefor this is
impossible and v′ = v′′. 
5.4. Theorem 2 and further considerations. Proof. [Theorem 2] Take a
sequence (fn)n in Ratd for d ≥ 2 and suppose that it has strictly more then p > 2d−
2 dynamically independent rescalings for which the associated rescaling limits are
non post-critically finite. Then according to Theorem 5.5, passing to a subsequence,
there exist a portrait F, a sequence (fn, yn, zn)n ∈ RatF,X and a dynamical system
between trees of spheres (F , T X) such that
fn
C−→
φYn ,φ
Z
n
F ,
thus according to Theorem 5.4 these classes of dynamically independent rescalings
are associated to critic periodic cycles of spheres with a non post-critically finite
associated cover. As F has degree d, because the fn lye in Ratd, this contradicts
Theorem 1. 
We can see from the proof of Theorem 5.5 that it is sufficient to mark some cycles
to find the rescaling-limits but there is still an important question.
Question 5.9. How do we know which cycles we have to mark in order to find the
rescaling-limits?
In general this is not simple. For example, in a current work of A. Epstein and
C.L. Petersen (Limits of Polynomial-like Quadratic Rational Maps II, in prepara-
tion), the authors prove that we can have a non-trivial rescaling of any period in
the case of degree 2. There is another question that the reader should keep in
mind. We defined dynamical systems between trees of spheres in a very general
setting but the ones that lye to an interpretation in terms of rescaling limits are the
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one which are dynamically approximable by some sequence of dynamically marked
rational maps. Hence we naturally arrive to the following:
Question 5.10. Is every dynamical system between trees of spheres dynamically
approximable by some sequence of dynamically marked rational maps?
The answer to this question is no, and a counterexample is given in [2, Figure 1].
This answer requires more technical results that are made explicit in [2], where we
give some necessary conditions for a dynamical system between trees of spheres to
be approximable by some sequence of dynamically marked rational maps.
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