We investigate the extent to which price updates can increase the revenue of a seller with little prior information on demand. We study prior-free revenue maximization for a seller with unlimited supply of n item types facing m myopic buyers present for k < log n days. For the static (k = 1) case, Balcan et al. [2] show that one random item price (the same on each item) yields revenue within a Θ(log m+log n) factor of optimum and this factor is tight.
Introduction
In most transactions, prices are set on items (and not on bundles of items) to simplify buyers' and sellers' decisions. Arguably, a seller's prevalent objective is to maximize revenue -this basic problem has received tremendous attention in the optimization literature. The seller often has poor information about uncertain demand, but still desires a mechanism robust to errors or omissions in its data.
Given a set of buyers and their valuations for bundles, the optimum revenue is the total value of the optimal allocation. Posted prices that obtain such a high revenue do not usually exist, because buyers' valuations are private and may be quite complex. A standard compromise [2, 3, 7] is then to aim for revenue that is at least (possibly in expectation) a fraction 1/c of the optimum for any set of buyers, or, more formally, to design algorithms with a low revenue approximation factor c > 1.
We focus on unlimited supply [2, 3] , a setting relevant to digital media (e.g. DVDs or software programs). A seller has unlimited supply of n item types if the marginal cost of producing an additional copy of any item is negligible. For unlimited supply, the highest possible revenue equals the sum of the maxima of buyers' valuations. Assuming that the seller only knows an upper bound on the m buyers' arbitrary valuations, Balcan et al. [2] provide a one-shot randomized price (the same for each item) that yields revenue at least a Θ(1/(log m + log n)) fraction of the optimum; they also show that this factor is tight for m = 1 buyer.
In practice buyers purchase more than once from the same seller. It is then natural to investigate improved approximation factors if all buyers are present for k < n time periods, that we call days.
Like [2] , we price all items equally, i.e. we use linear uniform prices. This involves the least price discrimination possible under static pricing: no buyer or item is favored over another. In fact, some online movie retailers (e.g. iTunes) have very limited variability in prices -iTunes offers only two prices for movies, older movies having a discount. Prices must typically be decided before observing demand. In a dynamic setting like ours, the seller may update prices "on the fly" based on realized demand. For simplicity we only consider, like [2, 3] , price sequences decided ahead of time, but only revealed gradually to buyers.
A buyer starts out with no items and accumulates them over time. We assume that any buyer is forwardmyopic, i.e. purchases a preferred set in each day without reasoning about future price reductions. If buyers could wait for the lowest price p in a sequence P, P would be just as effective as p.
We are now ready to state the central question in this paper Question: What revenue approximation factor C m,n,k is achievable with m forward-myopic buyers, n items in unlimited supply and k equal item prices?
Balcan et al. [2] 's results can be re-stated as C m,n,1 = O(log m+log n) and C 1,n,1 = Θ(log n).
We provide a general lower bound and an upper bound on the revenue factor achievable (we introduce in detail these results and define these valuations shortly).
Answer:
Even for public concave multi-unit valuations, log m+log n 3k ≤ C m,n,k For private valuations with hereditary maximizers, C m,n,k = O( log m+log n k
)
We show that no scheme with k successive prices can approximate revenue to a factor less than log m+log n 3k , even for concave multi-unit (i.e. that do not differentiate items) valuations. Such valuations are among the most basic combinatorial valuations, rendering our lower bound quite powerful.
Our main result however is a positive one, providing a matching upper bound. We show that generating k independent random prices and offering them in decreasing order (with the same price on each item in a given day) approximates revenue to no worse than a Θ( log m+log n k ) fraction, thus improving [2] 's approximation by a Θ(k) factor. Our technical contribution is to generalize a guarantee on the expected profit from one random price to k such prices. While the bound for one price uses a standard technique for worst-case bounds, the only improvement for general k that we are aware of (by Akhlaghpour et al. [1] ) is exponentially worse than ours as their recursive construction only yields a Θ(log k) factor improvement. We connect revenue from a valuation v with the joint area of k rectangles, determined by prices, under v's demand curve F . While each such rectangle covers in expectation a logarithmic fraction of the area under F , we are able to limit the overlaps of rectangles by carefully analyzing the k prices as order statistics. If all valuations have the same maximum (or obviously if m = n O(1) ), then we can improve our two bounds to Θ( log n k ). Our upper bound (in particular our connection between revenue and area under demand curve covered by price-based rectangles) relies on the natural sufficient condition (that we identify) of buyer valuations having hereditary maximizers (HM). The HM property essentially states that an algorithm greedily selecting items by their marginal value has at each step a set of maximum value. In particular, multi-unit (not necessarily concave) valuations and gross substitutes valuations (a classical model in economics, see e.g. [5, 10] ) have HM. We discuss these and other natural HM valuations in Section 4. Submodular valuations may not have HM, leading to a counter-intuitive phenomenon: the revenue from offering a high price followed by a low one may be less than the revenue from the low one only. Consider three movies: a very good science-fiction (S) one and an animation (A) movie and a drama (D), both of slightly inferior quality. A typical family prefers S to A or D, but A and D (for variety) to any other pair; the family does not strategize about price schedules. If a greedy movie retailer starts with high prices and reduces them afterwards (on all movies) then, despite good revenue on S, it loses the opportunity of more revenue by selling A and D instead. This (submodular) valuation, formalized in Section 2.1, does not have HM. For HM valuations however, this counter-intuitive reversal does not occur, which is critical, as we show, for good sequential revenue.
In the final section of the paper, we allow a buyer's valuation for a set of items to depend on the others' ownership of copies of (possibly different) items. In economic language, others exert an allocative 1 externality on a buyer's value. Movie distribution services (e.g. Netflix) exploit such effects, allowing users to befriend each other and to observe which movies they watched (and their rating).
We introduce a prior-free model of externalities and extend our algorithm for private valuations. Our model departs from existing [1, 13] revenue maximization problems in the presence of externalities in two aspects, that, in our view, allow for more generality. First, there is more than one item type for sale, which requires a new language for expressing externalities. We introduce such a language that extends [1, 13] ; it allows a buyer to express a positive, affine influence by others that is monotone and submodular in their bundles. Second, we assume only certain properties of the valuation functions, as opposed to values drawn from a (known) distribution. We obtain an algorithm with the same approximation ratio as without externalities, despite an affine increase in the optimum. Our algorithm is an influence-and-exploit (IE) strategy, introduced by Hartline et al. [13] . In an IE strategy, a set S of buyers is given some items for free and then other customers are charged a price that exploits other owners' (a superset of S) influence on the items' value.
Related work. Revenue maximization has been studied with and without priors on buyer valuations and with limited or unlimited supply. The prior-free, unlimited supply domains studied have been less general than the one in this paper. Balcan et al. [2] present structural results for one-shot unlimited supply pricing and arbitrary valuations no higher than H. They achieve a tight Θ(log m+log n)-factor revenue approximation via a single random price. Bansal et al. [3] study sequential pricing for unlimited supply of one item type and buyers with values in [1, H] and arrival-departure intervals. They obtain almost matching upper and lower bounds on the approximation factor: O(log H) for deterministic schemes and O(log log H) for randomized schemes. Guruswami et al. [11] present static logarithmic revenue approximations via envy-free pricing for two settings: single-minded buyers for unlimited supply and unit-demand buyers for limited supply. The only dynamic version they consider concerns gradually-expiring items and buyers with arrival-departure intervals. Chakraborty et al. [7] achieve a O(log 2 n)-factor revenue approximation via dynamic equal item prices, improving the limited supply factor in [2] . Unlike us, they consider a limited supply setting and assume that buyers are impatient and have subadditive valuations. Hajiaghayi et al. [12] obtain constant factor revenue approximations via adaptive pricing for limited supply of a good and buyer values from a distribution. Chawla et al. [8] present constant-factor revenue approximation schemes via sequential posted prices in prior-based domains.
While externalities are natural and well-studied in social networks [15] , the corresponding revenue maximization problem has been recently introduced by Hartline et al. [13] , who investigate approximation via single-item distribution-based influence-and-exploit marketing strategies. Akhlaghpour et al. [1] study this problem for a seller that cannot use price discrimination amongst buyers. Jehiel and Moldovanu [14] find that many classical results no longer hold when externalities (allocative or informational) arise in auctions.
Paper structure. After introducing notation in Section 2, we review known bounds on C m,n,k and provide a new lower bound in Section 3. Section 4 analyzes hereditary maximizers, a property of valuations leading to a C m,n,k upper bound established in Section 5. Finally, in Section 6, we model externalities, where a buyer's valuation depends on others' items, and extend Section 5's approximation.
Preliminaries
We consider a seller with n item types in unlimited supply. The seller can thus profit from selling copies of an item at any price but aims to maximize its revenue. The seller has k < n sale opportunities called days. There are m customers with quasilinear utilities present in all k days. Customers have valuations over bundles of items (not more than one per type); we denote a generic such valuation 2 by v i : 2 1..n → R. and its maximum by H i . We assume that the seller knows only the highest maximum across customers H = max i H i = max i∈1..m,S⊆1..n v i (S).
We treat static pricing first and then dynamic pricing in Section 2.1. We only use the simplest form of pricing, with no item or buyer discrimination. A price vector p ∈ R n is linear uniform 3 
Given a price vector, a customer buys a preferred (utility-maximizing) bundle. 
Definition 1 For price vector
p ∈ R n , the demand correspondence [10] D v (p) of valuation v is the set of utility-maximizing bundles at prices p: D v (p) = argmax S⊆1..n {v(S) − j∈S p j } (1) For linear uniform price p = p · 1, let D v (p) = D v (p) and F v (p) = min S∈D(p·1) |S|> p ′ , F (p) ≤ F (p ′ ).
Sequential pricing
Assume the seller offers equal item prices r d ∈ R + in day d = 1..k, with r 1 > . . . > r k . We now define customer behavior over time, starting with no items before day 1.
We model any buyer as forward-myopic: assume that before day d he buys sets S 1 , . . . ,S d−1 . His utility for itemsS ⊆ 1..n\(S 1 ∪. . .∪ S d−1 )he does not own is
i.e. a customer does not anticipate price drops but does take into account past purchases (accumulating items) and payments to decide a utility-maximizing set S to buy today. In this model, a customer buys nothing in a day where the price increases 5 , hence our focus on decreasing price sequences: the seller starts with a high price and then gradually reveals discounts, a common retail practice.
Following Def. 1, we denote preferred bundles outside
We briefly consider incentive properties before focusing on revenue only.
Incentive considerations. A buyer's utility cannot decrease in any day: there is always the option of not buying anything. Thus, any sequence of prices defines an individually rational mechanism. Furthermore, within a day, as each buyer faces the same prices, buyers have no envy and no profitable item swaps.
Our goal is revenue maximization via (possibly randomized) price sequences decided ahead of time (but only revealed gradually to buyers).
2
A valuation is constant over time, apart from Section 6, where it varies with others' items. 3 Different (non-uniform) item prices are also (e.g. [5] ) called linear prices. 4 Except for Section 6, v will be clear from context and omitted from D and F . 5 We sketch a proof for d = 2: let r 1 < r 2 and Si bought in day i = 1, 2 with S1 ∩ S2 = ∅.
Definition 2 A pricing scheme P is a sequence 6 A standard [2, 13] revenue benchmark is customers' total willingness to pay. We study worst-case guarantees, that hold regardless of buyer valuations.
Definition 3 A (possibly randomized) pricing scheme P is a c-revenue approximation (where
where the expectation is taken over P's random choices.
Recall that this paper's central question is to assess what revenue approximation factors C m,n,k are achievable. Clearly, C m,n,k+1 ≤ C m,n,k and C m,n,k ≤ C m+1,n,k . The next section formally states known values of C m,n,k for particular (m, n, k) triples, provides some intuition for sequential pricing and presents our lower bound C m,n,k = Ω(
) is presented in Section 5.
Existing bounds for C m,n,k and a new lower bound
We start by reviewing known or basic results on C m,n,k for simple instances of our setting: first for one-shot pricing, then for one item only and finally for public valuations, which will also yield a new lower bound.
Motivated by [2] 's bounds (re-stated in Lemma 2 below) and other worst-case results [3] , we use prices
Algorithm RANDOM H D outputs one-shot price q l where the scaling exponent l is chosen uniformly at random in 0..D − 1. Despite its simplicity, RANDOM H D is quite effective in general and as effective as any other algorithm for one buyer.
Lemma 2 [2] For
t is a 4t-revenue approximation. For one buyer, i.e. m = 1, this factor is tight (modulo a constant factor). Thus, C m,n,1 = O(log m+log n) and C 1,n,1 = Θ(log n).
Bansal et al. [3] study sequential revenue maximization for unlimited supply of one item (as in our setting, buyers are interested in one copy only). While they assume, as we do, that values are at most H, they also assume, unlike us, that values are at least 1. They essentially show that k = 1+log H days are enough for obtaining at least half of the maximum revenue. More precisely, RANDOM H 1+log H is a 2-approximation to revenue, i.e. C m,1,1+log H = 2 for such values.
For the rest of this section we assume that the seller fully knows buyers' valuations. This strong assumption will allow us to understand two special settings.
The first setting is concerned with one buyer m = 1 with a known monotone (H = v(1..n)) valuation v and many days k = n. In this setting, full revenue can be obtained from v i.e. C 1,n,n = 1.
.n, exactly 9 item i * d is bought (ignoring ties). The sum of all days' revenues telescopes to v(1..n) = H.
The second setting yields the first half of our answer to this paper's central question: a lower bound on achievable C m,n,k . This lower bound shows the effect of limited (k) price updates and buyer differences, even if valuations are known and items are identical.
Theorem 1 (lower bound)
(for N = log n ∈ Z) to be 1 + log n concave multi-unit valuations, each with maximum 1: v 1 (x) = 1, ∀ x = 1..n and v N +1 (x) = x/2 N = x/n, ∀ x = 1..n. Then the revenue of any sequence of k < log n prices is at most 2k. Thus, even if valuations have the same maximum, any k-day pricing algorithm must have a higher revenue approximation factor than 1+log n 2k , even for 1+log n buyers:
Informally, each v s has a constant non-zero marginal value (MV) for one item in [1/n, 1]. A low price is effective for low MV buyers but could profit more from high MV buyers. A high price fails to sell any item to low MV buyers despite getting good revenue from high MV buyers. This reasoning extends to short (k < log n) sequences of prices.
Proof:The maximum revenue from v 1 ..v N +1 is N + 1. We claim that no sequence of k prices can yield revenue above 2k. Any such sequence can be replaced by 1/2 l 1 , 1/2 l 2 , . . . , 1/2 l k with 0 ≤ l 1 < l 2 < . . .l k ≤ N without decreasing revenue. 10 A price 1/2 l presented to a valuation v s yields revenue 2 s−1 /2 l otherwise (all 2 s−1 items being bought) if
) and 0 otherwise. Similarly, the revenue from a price pair 1/2 l 1 , 1/2 l 2 with
The total revenue is then
Let m ′ = m−1−log n and assume that m ′ > 0. Let unit-demand single-minded valuations w t for t = 1..m ′ such that w t (x) = w t (1) =
For the m = m ′ +1+log n valuations v s and w t together, we get that no set of k prices obtains more than 3k revenue, but optimum is Θ(log n) + Θ(log(m−log n)) = Θ(log m+log n) i.e., C m,n,k = Ω( log m+log n k ).
For k = 1, we get C m,n,1 = Θ(log m+log n), showing that Balcan et al. [2] 's bound C m,n,1 = O(log m+log n) is tight (they only prove it for m = 1).
After this section we will provide positive results only. In preparation however, we need another piece of bad news highlighting the importance of sequential consistency.
Even the seemingly innocuous assumption of decreasing prices can hurt revenue. We now provide a submodular valuation consistent with the movie example in the introduction and find that the revenue from a high, followed by a low, price may be below that of the better single price.
Example 1 Let a be the science-fiction movie, and b, c be the animation and drama. Define a valuation
is obtained from offering r 1 followed by r 2 than from r 2 alone ($2). (13)). The following example shows that revenue does not decrease for any two prices (and thus any price sequence) for another monotone submodular non-GS valuation. Eq. (4) is violated, but unlike in Example 1, only one of v(1) and v(23) is higher than the value of both other bundles of same size. 10 Any price (or price sequence) in (1/2 l+1 , 1/2 l ) for l ∈ 1..N +1 can be replaced by 1/2 l while preserving the quantity bought by any vs as vs's marginal values equal 1/2 s−1 . Section 4 introduces a valuation class for which the revenue from any sequence of prices r 1 > · · · > r k is at least that from the best r i , in contrast to Example 1. This property will yield revenue guarantees for our pricing scheme in Section 5.
Hereditary maximizers
In this section we define hereditary maximizers, a new property of valuations and we show that it holds for a few classical domains of valuations including gross substitutes and multi-unit demand valuations. In Section 5 we will show that this property is sufficient for good sequential revenue. 
Definition 4 Valuation
Thus, a valuation has hereditary maximizers if a greedy algorithm selecting the highest marginal value item at each step always maintains, regardless of its tie-breaking decisions, a set of maximum value among sets of the same size. Example 1's valuation v does not have HM:
However, a few well-studied classes of valuation functions are HM as we show shortly. Multi-unit valuations are one of the most basic combinatorial valuations. A multi-unit valuation v treats all the items identically. Consequently, for any j, M v j is the collection of all sets of size j and thus v trivially has HM.
Lemma 3 A multi-unit valuation has hereditary maximizers.
A valuation is gross substitutes, a well-studied condition in assignment problems [5, 10] , if raising prices on some items preserves the demand on other items.
Definition 5 A valuation v is gross substitutes (GS) if for any price vectors
Remarkably [10] , for any set of GS buyers with public valuations, there exists a Walrasian (or competitive) equilibrium with one-shot item (possibly non-uniform) prices, i.e. at which buyers' preferred bundles form a partition of all items. Among GS valuation classes (see [16] for more examples) are unit demand valuations (that define the value of a set as the highest value of an item within the set) and concave multi-unit demand valuations. We know from Lemma 3 that the latter valuations have HM -this is not a coincidence.
Theorem 2 [4] A gross substitutes valuation has hereditary maximizers.
Bertelsen [4] implicitly proves Theorem 2, without defining HM. Appendix A provides a simpler proof for it via a basic graph-theoretic fact starting, like [4] , from Lien and Yan's [16] GS characterization (Lemma 8 in Appendix A). The sets M v j have more structure for a GS v. 12 The high-level idea of Theorem 2's proof is as follows. We define a (bipartite) directed graph among certain sets of equal size; an edge from set S to set S ′ shows that S has a strictly higher certain marginal value in v than S ′ . If v did not have HM, then this graph would have a directed cycle which is impossible.
We now exhibit a few valuation classes that are HM, but not GS (properties proved in Appendix B). They attest to the richness of our HM class, even when compared to the well-studied GS class. Intuitively, item complementarities are severely limited by the GS property and to a lesser extent by the HM property. 11 We compare price vectors p, p ′ ∈ R n component-wise:
.n. 12 E.g. if ({a} ∈ M1 and {b, c} ∈ M2) then ({b} ∈ M1 and {a, c} ∈ M2) or ({c} ∈ M1 and {a, b} ∈ M2) order-consistent For any L ∈ 1..n and any sets {j 1 , . . . , j L } and {j
, with strict inequality if at least one single item inequality is strict. sequence-based Assume that all items form a series (of e.g. episodes) and any item is valued at 1. Then the value of a set S equals |S| plus a function increasing in the number of consecutive items in S. pair-based Assume that items are partitioned into pairs (e.g. movie-sequel) and any item is valued at 1.
The value of a set S equals |S| plus a function increasing in the number of such pairs in S.
We proceed with a quantity guarantee for HM valuations, that will be critical for guarantees on sequential revenue. No fewer items are sold for price sequence r 1 , . . . , r d (regardless of which preferred bundles are bought) than in the worst-case for r d alone, i.e. F (r d ). This guarantee follows from a strong structural property, that we highlight for d = 2. Any set S 1 ∈ D(r 1 ) (i.e. preferred at a higher linear uniform price r 1 ) can serve as base to create sets preferred at the lower price r 2 < r 1 via joining any set S 2 ∈ D S 1 (r 1 , r 2 ) (i.e. preferred sequentially at r 2 after buying S 1 ): formally, S 2 ∪ S 1 ∈ D(r 2 ).
Theorem 3 Fix an HM valuation v, a day d ≤ k and prices r
We first state a property needed in Theorem 3's proof. Clearly, a size j set (if any) preferred at a uniform price cannot have a higher value than another size j set. Let S 1 ∈ D(r 1 ) be a set preferred at price r 1 and assume |S 1 | < F (r 2 ) (otherwise the claim is immediate). Let S 2 ∈ D S 1 (r 1 , r 2 ) be a set preferred at price r 2 after having bought S 1 at price r 1 . By Lemma 4,
Lemma 4 For all prices
a minimal set preferred at price r 2 with
, by Lemma 4, S ′ 2 ∈ D(r 2 ). Let u S = v(S ∪ S 1 ) − r 1 |S 1 | − r 2 |S| be the utility from buying S ⊆ 1..n\S 1 at r 2 after buying S 1 at r 1 . As
. We see that Theorem 3 relies on the HM property: its conclusions fail for Example 1's non-HM submodular valuation. A much weaker statement (proved in Appendix C) than Theorem 3 holds for such valuations.
Lemma 5 For a submodular valuation
2 \S 1 (note that equality is allowed).
Revenue approximation for independent HM valuations
We now leverage Theorem 3's guarantees to obtain a revenue approximation, complementing our 1+log n 2k ≤ C m,n,k lower bound for 1+log n ≤ m. Let L = 1 + log m + log n. If valuations have the same maximum (H i = H, ∀ i ∈ 1..m) then, as in [2] , the approximation factor can be improved to Ω( log n k ) by using L = log(2n). Recalling Theorem 1's lower bounds, we see that our bounds are tight modulo a constant factor. Before proceeding with Theorem 4's proof, we review, motivated by Lemma 1, a natural analogue of a well-studied economic concept and relate it to H. [2] is a step function given by (p l , F (p l )) l=0..nv+1 (with n v ≤ n) where thresh- (F (p l ) − F (p l+1 ) ).
A valuation v's demand curve
old prices 0 = p 0 < p 1 < .. < p nv ≤ p nv+1 = H satisfy F (p l ) = F (p) > F (p l+1 ), ∀ p ∈ [p l , p l+1 ), ∀ l = 0..n v .
Lemma 6 [2]
A F = H = max S⊆1..n v(S), i.e. v's maximum willingness to pay.
The (worst-case) revenue pF (p) from a single price p equals the part of A F covered by p. We now generalize this to a sequence of prices. For instance, prices r 1 > r 2 cover a F (r 1 )r 1 + (F (r 2 )−F (r 1 ))r 2 part of A F , i.e. the area of the union of two rectangles with opposite corners (0, 0) and (r i , F (r i )).Note that no pricing scheme can cover more than A F itself. However, as seen in Example 1, the area covered by a scheme with at least two prices may be less than its revenue even for a submodular valuation.
Definition 6
The fraction of A F covered by a pricing scheme P with prices
We are now ready for Theorem 4's proof. It establishes that for HM valuations the revenue of a pricing scheme P is at least the part of A F covered by P.
Proof:[of Theorem 4]
We proceed with one buyer; linearity of expectation will then yield the claim. Let q x 1 ≥ . . . ≥ q x k be the prices of Theorem 4 for H.
i.e. the area covered by these prices. Theorem 5 will yield the approximation factor.
We have reached the technical core of our approximation: the k random 13 prices cover well in expectation the area under the demand curve of a valuation. The area covered by the k prices is the sum of the areas of each individual price minus the area covered by each of at least two prices. Theorem 5's proof (in Appendix D) uses properties of order statistics to upper bound the latter area. We note that Akhlaghpour et al. [1] present a recursive construction that can be used to cover in expectation an Ω( log k log m+log n ) fraction of A F as opposed to our Ω( k log m+log n ) factor. We finally provide a revenue guarantee given a guarantee on total quantities bought. In practice, buyers do not only have patience, but also have an influence on other buyers. We allow now a buyer's value (for any bundle) to increase depending on others' acquired bundles (but not on others' valuations). We will preserve the revenue approximation factor, despite an increased optimum revenue. 13 While Balcan et al. [2] also use prices of the form qx = H 2 x to achieve the Θ(log m + log n) factor for k = 1 day, we find it more convenient to use continuous x's (scaling factors) as opposed to integer.
Theorem 5 Consider k prices
q x 1 = H 2 x 1 ≥ . . . ≥ q x k = H 2 x k where x 1 ≤ · · · ≤ x k are the first (smallest), . . .
Lemma 7 If, at prices
q d 0 > . . . > q d , at least x δ items (x d ≥ x d−1 ≥ . . . ≥ x d 0 ≥ x d 0 −1 = 0)
Positive allocative externalities
We now investigate revenue maximization in the presence of positive externalities, i.e. a buyer's valuation being increased by other buyers' ownership of certain items. Such influences can be subjective, e.g. resulting from peer pressure, or objective, e.g. resulting from ownership of a certain social network application.
We define a new influence model via a predicate I : 1..m → {false, true} such that I(i 0 ) only depends on seller's assignment of items to buyer i 0 , e.g.
• I(i 0 ) = true iff buyer i 0 owns all (or, instead, at least two) items • I(i 0 ) = true iff buyer i 0 owns his preferred bundle at current prices
We model the valuation in day d of a buyer i as a linear mapping (depending on d only through its argument
where αv i (S) ⊕ β = {αv i (S)ifS = ∅ and 14 αv i (S) + β ifS = ∅} for α, β ∈ R.
Thus, a i (I) and b i (I) measure the multiplicative and additive influences that a buyer set I (satisfying I) have on buyer i. Say i's value for any DVD of a TV series doubles as soon as one other friend (in a set F i ) has the entire series (the predicate I) and is then constant. Then a i (I) = 2 ⇐⇒ |I ∩ F i | ≥ 1 and b i (I) = 0.
Without any influence, a valuation reduces to the base value: a i (∅) = 1, b i (∅) = 0. Assume a i and b i are non-negative, monotone and submodular 15 . Also assume that a i , b i , v i are bounded:
Our influence model is a distribution-free extension of single-item models [1, 13] . It does not require or preclude symmetry, anonymity or a neighbor graph. For a i = 1, b i = 0 we recover the model before this section. Buyers are still forward-myopic and do not strategize about which items to buy today so that other buyers' values increase, thus increasing their own value etc.
With positive externalities, a natural revenue maximization approach [13] is providing certain items for free to some buyers and then charging others accordingly.
Definition 7
The influence-and-exploit IE k marketing strategy for k ≥ 2 satisfies I (at no cost) for each buyer with probability 0.5, in day 1. Let A 1 be the set of buyers chosen in day 1. Independently of
where
This section's main result (proved in Appendix E), is that Theorem 4's factor carries over to externalities, despite the affine increase in the optimum revenue.
Theorem 6
The IE k strategy is an O( log m+log n k )-revenue approximation to the optimal marketing strategy for a monotone I over IE k and HM base valuations.
The price schedule q x 1 ≥ . . . ≥ q x k−1 is (by Theorem 4) a O( log m+log n k )-revenue approximation given buyers' base valuations (translated by
H a /3 ). The proof establishes that the influence of other buyers (an affine mapping of a buyer's value in each day) does not result in fewer items being bought in the worst case.
14 Eq. (3) excludes the additive increase for S = ∅ so that v d i (∅|·) = 0. Also, if bi is much larger than ai maxS vi(S) then a multiplicative revenue approximation is impossible: prices close to bi are needed, rendering ∅ the preferred set, i.e. zero revenue.
15 Submodularity (non-increasing marginal influence) is often assumed for externalities [1, 13] . Positive, monotone externalities are an instance of "herd mentality".
Conclusions and future directions
In this paper we study prior-free revenue maximization with sequences of equal item prices. We are the first to consider combinatorial valuations for more than one item in unlimited supply in the sequential setting. We provide a sufficient condition and an algorithm improving the revenue approximation factor of an existing one-shot pricing scheme complemented by a lower bound that leverages the limited availability of price updates. Our paper also initiates the study of revenue maximization for allocative externalities between combinatorial valuations. For positive, non-anonymous externalities we present a simple marketing strategy preserving the approximation factor without externalities, despite an increase in revenue available due to such influences. Several open directions appear promising to us.
Hereditary maximizers guarantees consistency of bundles bought sequentially. We deem it of interest to find an alternative assumption, perhaps related to sequential revenue instead, that still allows revenue bounds. We assume fully patient, as opposed to instantaneous, buyers. Other patience models, e.g. arrival-departure intervals [3] , may yield alternative approximations. Finally, widespread externalities in applications present many exciting open questions, both practical and theoretical, notably in multiple-item settings.
[ 
A Alternate proof of Theorem 2
Denote v's conditioning on set S (measuring marginal value over S) by
As mentioned in Section 4, there is a more direct, valuation-based (as opposed to price-based as in Def. 5) characterization of GS valuations.
Lemma 8 [16] v is gross substitutes if and only if v is submodular and
i.e. no unique maximizer among
For S = ∅, this immediately leads to the observation in Footnote 12 in Section 4.
We now prove a slightly stronger result than Theorem 2's claim in Section 4.
Theorem 2 A GS valuation v has hereditary maximizers fixing any base bundle already owned.
Proof: Suppose towards a contradiction that v did not have HM: i.e. for some S j ∈ M j no S j+1 ∈ M j+1 contains it. Choose S j+1 with lowest |S j \S j+1 | + |S j+1 \S j |.
and let c 1 ∈ argmax x∈S j \S j+1 v ∩ ({x}).
We prove inductively that for any
where a −l denotes a 1 ...a l−1 a l+1 ...a L . The theorem follows for L 21 = |S j+1 \S j |: v ∩ (S) is maximized by S j+1 \S j among sets of size L 21 . By Eq. (6), (S j+1 \{a l })∪{c 1 } ∈ M j+1 and has strictly fewer elements in the symmetric difference with S j than S j+1 , contradicting the choice of sets S j and S j+1 .
As a base case L = 1, Eq. (6) holds by choice of c 1 as l = 1.
Assume that Eq. (6) holds for L − 1, and suppose it fails for L ≥ 2.
We define a directed bipartite graph G L−1,c 1 L−2 with vertices a −l for l = 1..L in one partition (that we call P L−1 ) and
, with strict inequality if a ∈ P c 1 L−2 and b ∈ P L−1 .
We show that in G L−1,c 1 L−2 each vertex has at least one outgoing edge, i.e. there exists a cycle of inequalities (at least half of them strict), contradiction. This claim holds for vertices in P L−1 by the inductive hypothesis.
Fix 1 ≤ h < l ≤ L and c 1 a −h,l . The failure of Eq. (6) for L requires
exhibiting one outgoing edge from c 1 a −h,l , i.e. to a −l or a −h .
If Eq. (5) did not hold, then one can show as above, that for any
Bertelsen provides a stronger result: for a GS valuation v, the collection of sets M v j for all j is a greedoid, i.e. a collection F of subsets of 1..n that is accessible (i.e. ∀ S ∈ F, ∃x ∈ S with S \ {x} ∈ F) and satisfies the augmentation property ( ∀ S, S ′ ∈ F with |S| < |S ′ |, ∃x ∈ S ′ \S with S ∪{x} ∈ F). Clearly, the maximum of an HM valuation without ties can be found efficiently via a greedy algorithm -Bertelsen provides such an algorithm for a GS valuation that can also handle ties.
B Examples of HM, but not GS, valuations
order-consistent For any L ∈ 1..n and any sets {j 1 , . . . , j L } and {j sequence-based Assume that all items form a series (of e.g. episodes) and that the value of any item is 1.
Then the valuation of a set S equals |S| plus a function that is increasing in the number of consecutive items in S. 
C Proof of Lemma 5
Proof:[of Lemma 5] By optimality of S 2 after having bought S 1 ,
Figure 1: Illustration of Theorem 2's alternate proof for L = 4. Graph G 3,c 1 2 has left-hand side partition P 3 and right-hand side partition P c 1 2 . Any edge from set S to set S ′ encodes that S has a lower marginal value than S ′ over S j ∩ S j+1 where S j and S j+1 are value-maximizing sets of size j and j + 1 with minimum symmetric difference i.e. lowest |S j \S j+1 | + |S j+1 \S j |. Theorem 2's alternate proof supposes S j ⊂ S j+1 and obtains a contradiction via a cycle in G 3,c 1 2 , using elements a 1 , a 2 , a 3 , a 4 , c 1 not contained in S j+1 \S j . P 3 contains one vertex for each set of 3 elements in S j+1 \S j whereas P c 1 2 contains one vertex for each set comprised of c 1 and 2 elements in S j+1 \S j . By the induction hypothesis Eq. (6), there exists an edge (solid in the figure) from any vertex on the left to some vertex on the right. Eqs. (7-10) establish that there is an outgoing edge (dashed in the figure) from
By moving r 2 |S ′ 2 \S 1 | to the left-hand side and subtracting r 2 |S ′ 2 | we get,
By optimality of S ′ 2 for price r 2 and
Adding Eqs. (12) and (13) and canceling r 2 terms (|S
D Proofs from Section 5
Fix a valuation with maximum H with area A F under its demand curve F. Let L = 1 + log m + log n and
where x 1 ≤ · · · ≤ x k are the first (smallest), . . . , k-th (largest) order statistics of k iid continuous random variables u 1 , . . . , u k chosen uniformly at random in [0, L]. Then these prices cover in expectation an Ω( k log m+log n ) fraction of A F . The following standard (see e.g. [9] , Chapter 2) properties of order statistics will be needed in our Theorem's proof. 
Lemma 9 Let
Proof: [of Theorem 5] The expected area covered (recall Def. 6) by these prices is
where Eq. (16) follows from the fact that the sets {x 1 , . . . , x k } and {u 1 , . . . , u k } coincide and we denoted
. We continue by upper bounding each S d k and then summing them up.
Using Lemma 9 (the first and the second facts for Eq. (17) and the first fact for Eq. (19)),
≤ 2k(k − 1)
By summing up for all days d = 1..k−1, we get As utilities are quasilinear, the lowest quantity bought can only decrease if the price is scaled by α ≥ 1, but stays constant if the valuation is also scaled. We claim that F αv⊕x (p) > 0; otherwise ∅ ∈ D αv⊕x (p) implying 0 ≥ αv(S) + x − p|S| > v(S) − p|S|,contradicting S ∈ D v (p). Let S α ∈ D αv⊕x (p) be a minimal preferred set (by αv ⊕ x) at price p:
Lemma 11
Suppose towards a contradiction F v (p) > F αv⊕x (p), implying S α ∈ D v (p). Thus, at price p, S is strictly preferred by v to S α i.e. 
i.e. S is strictly preferred to S α by αv ⊕ x at p, contradicting S α ∈ D αv⊕x (p).
Proof:[of Theorem 6] By Lemma 13, ϕ 2 a (i) ≥ H a /3 for a constant fraction of buyers outside A 1 . By Lemma 12, for any day d = 2..k, each such buyer i ∈ 1..m\A 1 buys at least F
