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In this paper, we study a free boundary value problem for two-
phase liquid–gas model with mass-dependent viscosity coeﬃcient
when both the initial liquid and gas masses connect to vacuum
with a discontinuity. This is an extension of the paper [S. Evje,
K.H. Karlsen, Global weak solutions for a viscous liquid–gas model
with singular pressure law, http://www.irisresearch.no/docsent/
emp.nsf/wvAnsatte/SEV]. Just as in [S. Evje, K.H. Karlsen, Global
weak solutions for a viscous liquid–gas model with singular pres-
sure law, http://www.irisresearch.no/docsent/emp.nsf/wvAnsatte/
SEV], the gas is assumed to be polytropic whereas the liquid is
treated as an incompressible ﬂuid. We give the proof of the global
existence and uniqueness of weak solutions when β ∈ (0,1], which
have improved the previous result of Evje and Karlsen, and get
the asymptotic behavior result, also we obtain the regularity of the
solutions by energy method.
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In this paper, we consider a one-dimensional viscous two-phase liquid (the subscript denotes by l)
and gas (the subscript denotes by g) model composed of two separate mass conservation equations
corresponding to each of the two phases and one mixture momentum conservation equation in fol-
lowing form, cf. [1,9,15,18,23,27,30]⎧⎨
⎩
∂τ (αgρg) + ∂ξ (αgρgug) = 0,
∂τ (αlρl) + ∂ξ (αlρlul) = 0,
∂τ (αlρlul + αgρgug) + ∂ξ
(
αgρgu2g + αlρlu2l + P
)= −q + ∂ξ (ε∂ξumix), (1.1)
where umix = αgug + αlul, and the unknown variables αl , αg ∈ [0,1] denote volume fractions satisfy-
ing the fundamental relation
αl + αg = 1. (1.2)
Furthermore, the other unknown variables ρl , ρg , ul and ug denote liquid density, gas density, veloci-
ties of liquid and gas respectively, P is common pressure for both phases, q represents external forces
like gravity and friction and ε  0 denotes viscosity coeﬃcient. Since the momentum is only given
for the mixture, we need an additional closure law, a so-called hydrodynamical closure law, which
connects the two phase velocities, as that stated in [7]. In addition, we need a thermodynamical equi-
librium model which species the ﬂuid properties. For some relevant physical background, please refer
to [1,18,27] and reference therein.
The investigation of model (1.1) has been a topic during the last decade. There are many results
about the numerical properties of this model or simpliﬁed model, see for example [2–6,9,10,20].
However, there are few results providing insight into existence, uniqueness, regularity and asymptotic
behavior concerning the two-phase liquid–gas models of the form (1.1). It is Evje and Karlsen [7] who
initiate some works in this direction. Just as in [7], in order to avoid some unsolved diﬃculties, we
consider a simpliﬁed model obtained as follows:
(i) Due to the fact that the liquid phase density is much higher than the gas phase density, typ-
ically to the order ρl/ρg = O (103), we can neglect the gas phase effects in the mixture momentum
conservation equation (1.1)3.
(ii) We assume that ﬂuid velocities are equal ug = ul = u and neglect the external forces, i.e., q = 0.
Consequently, the model (1.1) can be simpliﬁed into the following model in the form⎧⎨
⎩
∂τ (αgρg) + ∂ξ (αgρgu) = 0,
∂τ (αlρl) + ∂ξ (αlρlu) = 0,
∂τ (αlρlu) + ∂ξ
(
αlρlu2 + P
)= ∂ξ (ε∂ξu). (1.3)
As in [7], we assume further the liquid is incompressible, i.e., ρl = const and the gas is polytropic, i.e.,
P = Cργg with γ > 1 and C > 0. Let
n = αgρg, m = αlρl.
By (1.2) and (1.3), we have ⎧⎨
⎩
∂τn + ∂ξ (nu) = 0,
∂τm + ∂ξ (mu) = 0,
∂τ (mu) + ∂ξ
(
mu2 + P)= ∂ξ (ε∂ξu), (1.4)
and
P (n,m) = Cργl
(
n
ρ −m
)γ
. (1.5)
l
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problem setting where the masses n and m initially occupy only a ﬁnite interval [a,b] ∈ R. That is
n(ξ,0) = n0(ξ) > 0, m(ξ,0) =m0(ξ) > 0, u(ξ,0) = u0(ξ), ξ ∈ [a,b], (1.6)
and n0(ξ) =m0(ξ) = 0 outside [a,b]. The boundary conditions are given as
{(−P (n,m) + εuξ )(a(τ ), τ )= 0,(−P (n,m) + εuξ )(b(τ ), τ )= 0, (1.7)
where a(τ ) and b(τ ) are the vacuum boundary, i.e., the particle paths separating the gas and the
vacuum, satisfying:
⎧⎨
⎩
da(τ )
dτ
= u(a(τ ), τ ),
a(0) = a,
and
⎧⎨
⎩
db(τ )
dτ
= u(b(τ ), τ ),
b(0) = b.
The viscosity coeﬃcient ε is in general assumed to be a function of the masses n and m, i.e.
ε = ε(n,m). As in [7], in the present paper, we will consider
ε = ε(m) = k1 m
β
(ρl −m)β+1 , (1.8)
where β ∈ (0,1], k1 is a positive constant. For the case ε = ε(n,m), it will be illustrated in Remark 2.6.
To solve the free boundary value problem (1.4), (1.6) and (1.7), it is convenient to convert the free
boundaries to ﬁxed boundaries by using Lagrangian coordinates. Introduce the Lagrangian coordinate
transformation
x =
ξ∫
a(τ )
m(z, τ )dz, t = τ . (1.9)
Then the free boundaries ξ = a(τ ) and ξ = b(τ ) become
x = 0 and x =
b(τ )∫
a(τ )
m(z, τ )dz =
b∫
a
m0(z)dz, (1.10)
by the conservation of mass, where
∫ b
a m0(z)dz is the total liquid mass initially. We normalize∫ b
a m0(z)dz = 1.
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becomes the following ﬁxed boundary value problem:
⎧⎪⎨
⎪⎩
∂tn + (nm)∂xu = 0,
∂tm +m2∂xu = 0,
∂tu + ∂x P (n,m) = ∂x
(
ε(m)m∂xu
)
, x ∈ (0,1), t > 0,
(1.11)
with initial data
n(x,0) = n0(x), m(x,0) =m0(x), u(x,0) = u0(x), x ∈ [0,1], (1.12)
and the boundary conditions
P (n,m) = ε(m)mux, at x = 0,1, t  0. (1.13)
For simplicity, we set Cργl = 1, k1 = 1, then (1.5) and (1.8) can be simpliﬁed as
P (n,m) =
(
n
ρl −m
)γ
, γ > 1, (1.14)
and
ε = ε(m) = m
β
(ρl −m)β+1 , β ∈ (0,1]. (1.15)
Let
c = n
m
. (1.16)
Then by (1.11)
ct = 1
m
nt − n
m2
mt = −nm
m
ux + nm
2
m2
ux = 0,
and the initial boundary value problem (1.11)–(1.13) can be rewritten in terms of variables (c,m,u)
in the form ⎧⎨
⎩
∂tc = 0,
∂tm +m2∂xu = 0,
∂tu + ∂x P (c,m) = ∂x
(
E(m)∂xu
)
, x ∈ (0,1), t > 0,
(1.17)
with initial data
c(x,0) = c0(x), m(x,0) =m0(x), u(x,0) = u0(x), x ∈ [0,1], (1.18)
and the boundary conditions
P (c,m) = E(m)ux, at x = 0,1, t  0, (1.19)
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P (c,m) =
(
mc
ρl −m
)γ
, γ > 1, (1.20)
and
E(m) = ε(m)m =
(
m
ρl −m
)β+1
, β ∈ (0,1]. (1.21)
In particular, the ﬁrst equation of (1.17) gives that
c(x, t) = c0(x) := n0
m0
(x), for x ∈ [0,1], t  0. (1.22)
The main goal of this paper is to show the global existence, uniqueness, asymptotic behavior and
regularity of the solution to the initial boundary value problem (1.11)–(1.13) when both the initial
liquid and gas masses connect to vacuum with a discontinuity. The key is to obtain the upper and
lower bound estimates of m, which play important roles in obtaining the other estimates. It is quite
diﬃcult to get the upper and lower bounds of m directly. To do this, we introduce a new variable
Q (m) in (1.23) below as in [7]. Then we can reformulate the problem (1.17)–(1.19) into the problem
(1.24)–(1.26), which is similar to the model in single-phase Navier–Stokes equations. Therefore, we can
derive the upper and lower bound estimates of Q (m) by applying technique in studying Navier–Stokes
equations, which in turn, give the required bounds on m.
Precisely, introduce the variables
Q (m) = m
ρl −m , (1.23)
and observe that
Q (m)t =
(
m
ρl −m
)
t
=
(
1
ρl −m +
m
(ρl −m)2
)
mt
= ρl
(ρl −m)2mt = −ρl
m2
(ρl −m)2 ux = −ρl Q (m)
2ux,
in view of the second equation of (1.17). Consequently, we can rewrite the initial boundary value
problem (1.17)–(1.19) in the form⎧⎨
⎩
∂tc = 0,
∂t Q (m) + ρl Q (m)2∂xu = 0,
∂tu + ∂x P (c,m) = ∂x
(
E
(
Q (m)
)
∂xu
)
, x ∈ (0,1), t > 0,
(1.24)
with initial data
c(x,0) = c0(x), Q (x,0) = Q 0(x), u(x,0) = u0(x), x ∈ [0,1], (1.25)
and the boundary conditions
P
(
c, Q (m)
)= E(Q (m))ux, at x = 0,1, t  0, (1.26)
where
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(
c, Q (m)
)= cγ Q (m)γ , γ > 1, (1.27)
E
(
Q (m)
)=mε(m) = Q (m)β+1, 0 < β  1, (1.28)
and
Q 0(x) = Q
(
m0(x)
)= m0(x)
ρl −m0(x) . (1.29)
Our motivation mainly comes from [7]. Evje and Karlsen in [7] considered the initial bound-
ary problem (1.11)–(1.13) and showed the global existence and uniqueness of weak solutions when
β ∈ (0, 13 ) by energy method. It is still open how to get the asymptotic behavior and regularity of the
solution. The other interesting problem is to extend β from (0, 13 ) to (0,1] for the global existence,
uniqueness, asymptotic behavior and regularity of the solution. In the present paper, we use the line
method to prove the global existence of weak solutions under some assumptions when β ∈ (0,1].
But there are some diﬃculties in dealing with the terms uh−1(t) and uh2N+1(t) when we use the line
method. Fortunately, we succeed overcoming the effects of the two terms by using the representa-
tions (3.4), (3.5) and (3.19), (3.20) several times. As above, the key is to obtain the upper and lower
bounds of masses n and m when both the initial liquid and gas masses connect to vacuum with a
discontinuity. Precisely, we assume here C−1  n0(x)  C , ρlμ m0(x)  ρl − μρl , for suitable con-
stants C > 0 and small constant μ > 0, then we prove that the same will be true for n and m for
t ∈ [0, T ] (T > 0) by our method. This implies Q (m) > 0 in (1.23) and c(x, t) := c0(x) > 0 in (1.22) for
all (x, t) ∈ [0,1]×[0, T ]. We also get the asymptotic behavior of the liquid and gas masses m,n by en-
ergy method. At last we get the regularity of the solution, if the initial data satisfy higher regularity:
n0 ∈ H2([0,1]), m0 ∈ H2([0,1]) and u0 ∈ H2([0,1]).
It worths mentioning a recent result due to Evje, Flatten and Friis in [8]. They have investigated
the initial boundary value problem
⎧⎨
⎩
∂tn + (mn)∂xu = 0,
∂tm +m2∂xu = 0,
∂tu + ∂x P (n,m) = ∂x
(
ε(n,m)m∂xu
)
, x ∈ (0,1), t > 0,
(1.30)
with initial data
n(x,0) = n0(x), m(x,0) =m0(x), u(x,0) = u0(x), x ∈ [0,1], (1.31)
and the boundary conditions
n =m = 0, at x = 0,1, t  0, (1.32)
where P (n,m) is stated in (1.14), and
ε = ε(n,m) = n
β
(ρl −m)β+1 , 0 < β <
1
3
. (1.33)
And they proved the global existence of the weak solution under some approximate assumptions on
n0(x), m0(x), u0(x) and
n0
m0
(x) = c0(x).
Here we need to illustrate that the main methods used to obtain our results is similar to those
used in [21,22,25,26] in previous studies of the single-phase Navier–Stokes equations, because we
have used the variable transformation (1.23), which rewrite our problem into (1.24)–(1.26) similar
to the model in single-phase Navier–Stokes equations. In view of this, let’s review some of the rele-
vant works about single-phase Navier–Stokes equations with density-dependent viscosity and vacuum.
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istence of weak solutions for isentropic ﬂow was obtained by Okada, Matusˇu˙-Necˇasova´ and Makino
in [26] for μ(ρ) = ρθ , 0 < θ < 13 , by Yang, Yao and Zhu in [32] for 0 < θ < 12 and by Jiang, Xin and
Zhang in [19] for 0 < θ < 1. Recently, Qin, Yao and Zhao in [29] extended the results in [19,26,32]
to the case 0 < θ  1. When the density function connects to vacuum continuously, we can refer to
[11,12,31,33] for the isentropic ﬂow, where the global existence of weak solution was obtained for
μ(ρ) = ρθ . For more results about vacuum problems for compressible Navier–Stokes equations, both
for smooth initial data or discontinuous initial data, and for one-dimensional or multi-dimensional
problems, refer for instance to [13,16,17,28] and references therein.
The rest of this paper is organized as follows. After stating the notation, in Section 2, we will state
the main theorems of this paper and give some remarks. In Section 3, we will give the proof of the
global existence and uniqueness of weak solutions when β ∈ (0,1]. In Section 4, we will give the
asymptotic behavior result on the liquid and gas masses m and n. In Section 5, we will study the
regularity of the solutions.
Notation. Hereafter, Lp = Lp([0,1]) (1 p ∞) denotes usual Lebesgue space with the norms
‖ f ‖Lp =
( 1∫
0
∣∣ f (x)∣∣p dx
) 1
p
, 1 p < ∞,
and
‖ f ‖L∞ = sup
x∈[0,1]
{∣∣ f (x)∣∣}, p = ∞.
Hl (l 0) denotes the usual l-th order Sobolev space with norm
‖ f ‖Hl =
(
l∑
i=0
∥∥∂ ix f ∥∥2
) 1
2
,
where ‖ · ‖ = ‖ · ‖L2 . For simplicity, ‖ f (·, t)‖Lp and ‖ f (·, t)‖Hl are denoted by ‖ f (t)‖Lp and ‖ f (t)‖Hl
respectively.
2. The main results
Before stating the main results, we ﬁrst give the deﬁnition of weak solution to (1.11)–(1.13).
Deﬁnition 2.1. A pair of functions (n(x, t), m(x, t), u(x, t)) is called a global weak solution to the initial
boundary value problem (1.11)–(1.13), if for any T > 0
n ∈ L∞([0,1] × [0, T ])∩ C1([0, T ]; L2([0,1])), (2.1)
m ∈ L∞([0,1] × [0, T ])∩ C1([0, T ]; L2([0,1])), (2.2)
u ∈ L∞([0,1] × [0, T ])∩ C1([0, T ]; L2([0,1])), (2.3)
ε(m)mux ∈ L∞
([0,1] × [0, T ])∩ C 12 ([0, T ]; L2([0,1])), (2.4)
and
lim+
(
P (n,m) − ε(m)mux
)= lim−(P (n,m) − ε(m)mux)= 0. (2.5)x→0 x→1
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⎧⎨
⎩
nt + nmux = 0,
mt +m2ux = 0,
(n,m)(x,0) = (n0(x),m0(x)), for a.e. x ∈ (0,1) and any t  0, (2.6)
and
∞∫
0
1∫
0
(
uψt +
(
P (n,m) − ε(m)mux
)
ψx
)
dxdt +
1∫
0
u0(x)ψ(x,0)dx = 0, (2.7)
for any test function ψ(x, t) ∈ C∞0 (Ω) with Ω = {(x, t): 0 x 1, t  0}.
In what follows, we always use C (C(T )) to denote a generic positive constant depending only on
the initial data (and the given time T ).
Throughout this paper, the assumptions on the initial data, γ and β can be stated as follows:
(A1) infx∈[0,1] n0(x) > 0, supx∈[0,1] n0(x) < ∞, infx∈[0,1]m0(x) > 0, supx∈[0,1]m0(x) < ρl , n0,m0 ∈
W 1,∞([0,1]).
(A2) u0 ∈ L∞([0,1]), (E(m0)u0x)x ∈ L2([0,1]), [( n0ρl−m0 )γ ]x ∈ L2([0,1]).
(A3) γ > 1, 0 < β  1.
We now state the main results in this paper as follows:
Theorem 2.2 (Existence and uniqueness). Under the conditions (A1)–(A3), the initial boundary problem
(1.11)–(1.13) possesses a unique global weak solution (n(x, t),m(x, t),u(x, t)) satisfying for any T > 0
0 < C(T )m(x, t) C0
1+ C0 ρl (< ρl), ∀(x, t) ∈ [0,1] × [0, T ], (2.8)
and
0 < C(T ) n(x, t) C, ∀(x, t) ∈ [0,1] × [0, T ], (2.9)
where C0 is deﬁned by (3.13) below.
Based on a priori estimates obtained, we have the following asymptotic behavior result:
Theorem 2.3 (Asymptotic behavior). Let (n(x, t),m(x, t),u(x, t)) be a global weak solution to the problem
(1.11)–(1.13). Then we have
∥∥n(t)∥∥Lα → 0, ∥∥m(t)∥∥Lα → 0, as t → ∞, (2.10)
for any α ∈ (0,∞).
Under some additional assumptions, we can obtain the following higher regularity of the solution
to the problem (1.11)–(1.13):
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H2([0,1]) and u0 ∈ H2([0,1]), then the solution (n(x, t),m(x, t),u(x, t)) obtained by Theorem 2.2 to the
initial boundary problem (1.11)–(1.13) has the following estimates for any T > 0
∥∥(n,m,u)(t)∥∥2H2 + ∥∥ut(t)∥∥2 +
T∫
0
(∥∥(n,m)(t)∥∥2H2 + ∥∥u(t)∥∥2H3 + ∥∥ut(t)∥∥2H1)dt  C(T ). (2.11)
Remark 2.5. Similar to the proof of Theorem 2.4, if we assume further n0 ∈ H4([0,1]), m0 ∈ H4([0,1])
and u0 ∈ H4([0,1]), then we can get the following estimates for the solution (n(x, t),m(x, t),u(x, t))
to the initial boundary value problem (1.11)–(1.13) for any T > 0
∥∥(n,m,u)(t)∥∥2H4 + ∥∥(n,m,u)(t)∥∥2W 3,∞ + ∥∥(nt ,mt)(t)∥∥2H3 + ∥∥(ntt ,mtt)(t)∥∥2H1 + ∥∥ut(t)∥∥2H2
+ ∥∥utt(t)∥∥2 +
T∫
0
{∥∥(n,m,nt ,mt)(t)∥∥2H4 + ∥∥(n,m)(t)∥∥2W 3,∞ + ∥∥u(t)∥∥2H5 + ∥∥u(t)∥∥2W 4,∞
+ ∥∥ut(t)∥∥2H3 + ∥∥(ntt ,mtt)(t)∥∥2H2 + ∥∥(nttt ,mttt)(t)∥∥2 + ∥∥utt(t)∥∥2H1}dt  C(T ). (2.12)
Consequently, by embedding theorem, we can get the global solution (n(x, t),m(x, t),u(x, t)) above
is indeed classical solution to the problem (1.11)–(1.13).
Remark 2.6. The results in Theorems 2.2–2.4 also hold true for the case of ε = ε(n,m) = k2 nβ(ρl−m)β+1 ,
under the same conditions imposed on the initial data for the model (1.11)–(1.13), where k2 is a
positive constant. Interested readers can use the similar method in Sections 3, 4 and 5 to verify this,
we omit here for brevity.
Remark 2.7. For other models such as
P (n,m) = A(m + n)γ , ε = const (> 0),
or
P (n,m) = A(m + n)γ , ε = Bmβ,
or
P (n,m) = A(m + n)γ , ε = Bnβ,
or
P (n,m) = A(m + n)γ , ε = B(m + n)β,
where A and B are positive constants, γ > 1, 0 < β < 1 ( 1), the related problem to (1.11)–(1.13) or
(1.30)–(1.32) can be treated similarly as those in [11,12,22,25,26,31–33], which are simpler than our
model. About the model P (n,m) = A(m + n)γ , γ > 1, it is indeed referred by [14], so it is reasonable
to some extent, though it is very simple.
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3.1. The construction of the approximate solutions
The global existence of a weak solution of the initial boundary value problem (1.11)–(1.13) will be
proved by using the line method in [17,24], i.e., for any given positive integer N , let h = 1N . Discretiz-
ing the derivatives with respect to x in (1.11), a system of ODEs of the following form is obtained
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d
dt
nh2i(t) + nh2i(t)mh2i(t)
uh2i+1(t) − uh2i−1(t)
h
= 0, i = 0,1, . . . ,N,
d
dt
mh2i(t) +
(
mh2i(t)
)2 uh2i+1(t) − uh2i−1(t)
h
= 0, i = 0,1, . . . ,N,
d
dt
uh2i−1(t) +
P (nh2i(t),m
h
2i(t)) − P (nh2i−2(t),mh2i−2(t))
h
= 1
h
(
E
(
mh2i(t)
)uh2i+1(t) − uh2i−1(t)
h
− E(mh2i−2(t))uh2i−1(t) − uh2i−3(t)h
)
, i = 1, . . . ,N,
(3.1)
with initial data
⎧⎪⎪⎨
⎪⎪⎩
nh2i(0) = n0
(
2i
h
2
)
> 0, ρl >m
h
2i(0) =m0
(
2i
h
2
)
> 0, i = 0,1, . . . ,N,
uh2i−1 = u0
(
(2i − 1)h
2
)
, i = 1, . . . ,N,
(3.2)
and the boundary conditions
P
(
nh0,m
h
0
)= E(mh0)uh1 − uh−1h , P
(
nh2N ,m
h
2N
)= E(mh2N)uh2N+1 − uh2N−1h , t  0, (3.3)
where P (n,m) and E(m) are given by (1.14) and (1.21) respectively.
Moreover, we rewrite the boundary conditions (3.3) as
uh−1(t) = uh1(t) −
P (nh0(t),m
h
0(t))
E(mh0)(t)
h, (3.4)
and
uh2N+1(t) =
P (nh2N(t),m
h
2N(t))
E(mh2N)(t)
h + uh2N−1(t), (3.5)
which will be used frequently later.
The local existence of solutions (nh2i(t), m
h
2i(t), u
h
2i−1(t)) to (3.1)–(3.3) is trivial for ﬁxed N , and the
solutions satisfy
nh2i(t) > 0, 0 <m
h
2i(t) < ρl, for i = 0,1, . . . ,N. (3.6)
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h
2i(t),u
h
2i−1(t)) which satisfy (3.6) and
introduce an auxiliary semi-discrete model associated with (3.1) which is more amenable for analysis.
More precisely, we introduce the variables ch2i(t) and Q
h
2i(t) given by
ch2i(t) =
nh2i(t)
mh2i(t)
, Q h2i(t) = Q
(
mh2i(t)
)
, i = 0,1, . . . ,N, (3.7)
for Q (m) = mρl−m and observe that ch2i(t) > 0 and Q h2i(t) > 0 are well-deﬁned by (3.6). Moreover, by
applying (3.1) we observe that the quantities (ch2i(t), Q
h
2i(t),u
h
2i−1(t)) are described by a system of
ODEs of the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d
dt
ch2i(t) = 0, i = 0,1, . . . ,N,
d
dt
Q h2i(t) + ρl
[
Q h2i(t)
]2 uh2i+1(t) − uh2i−1(t)
h
= 0, i = 0,1, . . . ,N,
d
dt
uh2i−1(t) +
P (ch2i(t), Q
h
2i(t)) − P (ch2i−2(t), Q h2i−2(t))
h
= 1
h
(
E
(
Q h2i(t)
)uh2i+1(t) − uh2i−1(t)
h
− E(Q h2i−2(t))uh2i−1(t) − uh2i−3(t)h
)
, i = 1, . . . ,N,
(3.8)
where P (c, Q (m)) and E(Q (m)) are given by (1.27) and (1.28) respectively. The initial data and the
boundary conditions are given by
⎧⎪⎪⎨
⎪⎪⎩
ch2i(0) = c0
(
2i
h
2
)
> 0, Q h2i(0) = Q 0
(
2i
h
2
)
> 0, i = 0,1, . . . ,N,
uh2i−1(0) = u0
(
(2i − 1)h
2
)
, i = 1, . . . ,N,
(3.9)
and
⎧⎪⎪⎨
⎪⎪⎩
P
(
ch0(t), Q
h
0 (t)
)= E(Q h0 (t))uh1(t) − uh−1(t)h ,
P
(
ch2N(t), Q
h
2N(t)
)= E(Q h2N(t))uh2N+1(t) − uh2N−1(t)h , t  0.
(3.10)
In the following we will use (c2i(t), Q 2i(t),u2i−1(t)) to replace (ch2i(t), Q
h
2i(t),u
h
2i−1(t)) and use
∑
instead of
∑N
i=1 for simplicity without any ambiguity.
Next, we will show the estimates independent of N for the subsequences of the approximate solu-
tions (n2i(t),m2i(t),u2i−1(t)) in order to prove the convergence of the subsequences of approximate
solutions (nh(x, t),mh(x, t),uh(x, t)) which are composed of (n2i(t),m2i(t),u2i−1(t)).
3.2. A priori estimates
Lemma 3.1 (Basic energy estimates). Let (c2i(t), Q 2i(t),u2i−1(t)) be the solutions to (3.8)–(3.10). Then the
following energy estimate holds for any T > 0
∑(1
2
u22i−1(t) +
cγ2i(t)
ρl(γ − 1) Q
γ−1
2i (t)
)
h +
t∫ ∑
Q β+12i (τ )
(
u2i+1(τ ) − u2i−1(τ )
h
)2
hdτ0
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∑(1
2
u22i−1(0) +
cγ2i(0)
ρl(γ − 1) Q
γ−1
2i (0)
)
h, 0 < t  T . (3.11)
Proof. Multiplying (3.8)2 and (3.8)3 by
P (c2i ,Q 2i)
ρl Q
2
2i
h and u2i−1h respectively, and summing the result-
ing equations up with respect to i = 1, . . . ,N , using the boundary conditions (3.10) and summation
by parts, then integrating it with respect to t over [0, t], we get (3.11). The proof of Lemma 3.1 is
complete. 
As a consequence of (3.11), the problem (3.8)–(3.10) has a unique global solution (c2i(t), Q 2i(t),
u2i−1(t)) for any h satisfying
c2i(t) > 0, Q 2i(t) > 0, i = 0,1, . . . ,N, 0 t < ∞.
By the transformation (3.7), the existence and uniqueness of global solutions (n2i(t),m2i(t),u2i−1(t))
to (3.1)–(3.3) follows as well, where (3.6) holds for any t ∈ [0,∞).
Next, we give a useful equality:
Lemma 3.2 (Useful equality). Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have
i∑
j=1
u2 j−1,th + P (c2i, Q 2i) = E(Q 2i)u2i+1 − u2i−1
h
= −E(Q 2i) Q 2i,t
ρl Q 22i
. (3.12)
Proof. Multiplying (3.8)3 by h, then summing it up with respect to j = 1, . . . , i, using boundary
conditions (3.10) and Eq. (3.8)2, we can complete the proof of Lemma 3.2. 
Now we give the upper bound estimate of Q 2i(t).
Lemma 3.3. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for any T > 0
Q 2i(t) C0, 0 t  T . (3.13)
Proof. From the second equation of (3.8) we deduce the equation
(
Q β2i
)
t + βρl Q β+12i
u2i+1 − u2i−1
h
= 0. (3.14)
Integrating (3.14) with respect to t over [0, t], we get
Q β2i(t) = Q β2i(0) − βρl
t∫
0
Q β+12i
u2i+1 − u2i−1
h
(τ )dτ . (3.15)
Substituting (3.12) into (3.15) and using E(Q 2i) = Q β+12i , we have
Q β2i(t) = Q β2i(0) − βρl
t∫
0
(
i∑
j=1
u2 j−1,th + P (c2i, Q 2i)
)
(τ )dτ
= Q β2i(0) − βρl
i∑
j=1
(
u2 j−1(t) − u2 j−1(0)
)
h − βρl
t∫
P (c2i, Q 2i)(τ )dτ , (3.16)0
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Q β2i(t) + βρl
t∫
0
P (c2i, Q 2i)(τ )dτ
 Q β2i(0) + βρl
∑∣∣u2i−1(t)∣∣h + βρl∑∣∣u2i−1(0)∣∣h. (3.17)
By applying Cauchy inequality, Lemma 3.1 and the assumptions (A1), (A2) to (3.17), we have (3.13).
This proves Lemma 3.3. 
From Lemma 3.3, we have the following result.
Corollary 3.4. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for any l1  l2 > 0
and T > 0
Q l12i(t) − Q l12i−2(t)
Q l22i(t) − Q l22i−2(t)
 C, 0 t  T . (3.18)
Next we give the boundary estimates as follows:
Lemma 3.5. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for t ∈ [0, T ]
Q 0(t) = Q 0(0)
(
(γ − β)ρlcγ0 (0)Q γ−β0 (0)t + 1
)− 1γ−β , (3.19)
and
Q 2N(t) = Q 2N(0)
(
(γ − β)ρlcγ2N(0)Q γ−β2N (0)t + 1
)− 1γ−β . (3.20)
Proof. From the boundary conditions (3.10) and Eq. (3.8)2, we have
d
dt
Q 0(t) = −ρlcγ0 (0)Q γ−β+10 (t), (3.21)
and
d
dt
Q 2N(t) = −ρlcγ2N(0)Q γ−β+12N (t), (3.22)
which imply (3.19) and (3.20) and the proof of Lemma 3.5 is complete. 
Lemma 3.6. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for t ∈ [0, T ]
∑( Q β2i − Q β2i−2
h
(t)
)2
h C(T ). (3.23)
Proof. From (3.14) and (3.8)3, we have
d
dt
(
Q β2i − Q β2i−2
h
)
+ βρl
(
d
dt
u2i−1 + P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
)
= 0. (3.24)
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Q β2i − Q β2i−2
h
(t) = Q
β
2i − Q β2i−2
h
(0) − βρl
t∫
0
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
(τ )dτ
− βρl
(
u2i−1(t) − u2i−1(0)
)
. (3.25)
Multiplying (3.25) by (
Q β2i−Q β2i−2
h (t))h, summing the resulting equation up with respect to i = 1, . . . ,N ,
and applying Young’s inequality and Hölder inequality, we get
∑( Q β2i − Q β2i−2
h
(t)
)2
h 1
2
∑( Q β2i − Q β2i−2
h
(t)
)2
h + C
∑( Q β2i − Q β2i−2
h
(0)
)2
h
+ C
∑(
u2i−1(t) − u2i−1(0)
)2
h
+ C
∑( t∫
0
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
(τ )dτ
)2
h
 1
2
∑( Q β2i − Q β2i−2
h
(t)
)2
h + C
∑( Q β2i − Q β2i−2
h
(0)
)2
h
+ C
∑(
u2i−1(t) − u2i−1(0)
)2
h + C(T ) J1, (3.26)
where
J1 =
t∫
0
∑( P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
(τ )
)2
hdτ
=
t∫
0
∑( (cγ2i − cγ2i−2)Q γ2i
h
+ c
γ
2i−2
h
(
Q γ2i − Q γ2i−2
))2
hdτ
 C
t∫
0
∑{(cγ2i − cγ2i−2
h
)2
Q 2γ2i (τ ) + c2γ2i−2(0)
(
Q γ2i − Q γ2i−2
h
)2
(τ )
}
hdτ
 C
t∫
0
∑( cγ2i − cγ2i−2
h
)2
(τ )hdτ + C
t∫
0
∑( Q γ2i − Q γ2i−2
h
)2
(τ )hdτ
 C(T ) + C
t∫
0
∑( Q β2i − Q β2i−2
h
)2( Q γ2i − Q γ2i−2
Q β2i − Q β2i−2
)2
(τ )hdτ
 C(T ) + C
t∫
0
∑( Q β2i − Q β2i−2
h
)2
(τ )hdτ . (3.27)
Here we have used Lemma 3.3, Corollary 3.4 and the assumption (A1).
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∑( Q β2i − Q β2i−2
h
)2
h C(T ) +
t∫
0
∑( Q β2i − Q β2i−2
h
)2
(τ )hdτ . (3.28)
Gronwall’s inequality gives the estimate (3.23).
This proves Lemma 3.6. 
In order to get the key lower bound estimates, we need the following lemma:
Lemma 3.7. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for any k ∈ N and
0 t  T
∑
u2k2i−1(t)h + k
t∫
0
∑
U2k−22i+1,2i−1Q
1+β
2i
(
u2i+1 − u2i−1
h
)2
(τ )hdτ  C(T ), (3.29)
where
Ul2i+1,2i−1 = ul2i+1 + ul−12i+1u2i−1 + · · · + u2i+1ul−12i−1 + ul2i−1,
l = 1,2, . . . , i = 0,1, . . . ,N. (3.30)
Proof. We will prove (3.29) by the method of mathematical induction. The case of k = 1 is equal to
Lemma 3.1. Supposing (3.29) holds for the case of k = l, we will show (3.29) holds also for the case
of k = l + 1.
Multiplying (3.8)3 by (2l + 2)u2l+12i−1h, summing up with respect to i = 1, . . . ,N and integrating the
resulting equation with respect to t over [0, t], we get
∑
u2l+22i−1(t)h −
∑
u2l+22i−1(0)h = J2 + J3, (3.31)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
J2 = −(2l + 2)
t∫
0
∑
u2l+12i−1
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
(τ )hdτ ,
J3 = (2l + 2)
t∫
0
∑
u2l+12i−1
(
Q 1+β2i
u2i+1 − u2i−1
h
− Q 1+β2i−2
u2i−1 − u2i−3
h
)
(τ )hdτ .
(3.32)
By applying summation by parts and the boundary conditions (3.10), we can estimate J2 and J3 as
follows:
J2 = −(2l + 2)
t∫
0
(∑
u2l+12i−1P (c2i, Q 2i) −
∑
u2l+12i+1P (c2i, Q 2i)
)
(τ )dτ
+ (2l + 2)
t∫ (
u2l+11 P (c0, Q 0) − u2l+12N+1P (c2N , Q 2N)
)
(τ )dτ0
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t∫
0
∑
P (c2i, Q 2i)
u2i+1 − u2i−1
h
U2l2i+1,2i−1(τ )hdτ
+ (2l + 2)
t∫
0
(
u2l+11 P (c0, Q 0) − u2l+12N+1P (c2N , Q 2N)
)
(τ )dτ , (3.33)
and
J3 = (2l + 2)
t∫
0
(∑
u2l+12i−1Q
1+β
2i
u2i+1 − u2i−1
h
−
∑
u2l+12i+1Q
1+β
2i
u2i+1 − u2i−1
h
)
(τ )dτ
− (2l + 2)
t∫
0
(
u2l+11 Q
1+β
0
u1 − u−1
h
− u2l+12N+1Q 1+β2N
u2N+1 − u2N−1
h
)
(τ )dτ
= −(2l + 2)
t∫
0
∑
Q 1+β2i U
2l
2i+1,2i−1
(
u2i+1 − u2i−1
h
)2
(τ )hdτ
− (2l + 2)
t∫
0
(
u2l+11 Q
1+β
0
u1 − u−1
h
− u2l+12N+1Q 1+β2N
u2N+1 − u2N−1
h
)
(τ )dτ . (3.34)
Substituting (3.32), (3.33) and (3.34) into (3.31) and using the boundary conditions (3.10), we have by
Cauchy inequality
∑
u2l+22i−1(t)h + (2l + 2)
t∫
0
∑
Q 1+β2i U
2l
2i+1,2i−1
(
u2i+1 − u2i−1
h
)2
(τ )hdτ
=
∑
u2l+22i−1(0)h + (2l + 2)
t∫
0
∑
P (c2i, Q 2i)
u2i+1 − u2i−1
h
U2l2i+1,2i−1(τ )hdτ

∑
u2l+22i−1(0)h + (l + 1)
t∫
0
∑
Q 1+β2i U
2l
2i+1,2i−1
(
u2i+1 − u2i−1
h
)2
(τ )hdτ
+ C
t∫
0
∑
c2γ2i (0)U
2l
2i+1,2i−1Q
2γ−1−β
2i (τ )hdτ

∑
u2l+22i−1(0)h + (l + 1)
t∫
0
∑
Q 1+β2i U
2l
2i+1,2i−1
(
u2i+1 − u2i−1
h
)2
(τ )hdτ
+ C
t∫ ∑
U2l2i+1,2i−1(τ )hdτ
0
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∑
u2l+22i−1(0)h + (l + 1)
t∫
0
∑
Q 1+β2i U
2l
2i+1,2i−1
(
u2i+1 − u2i−1
h
)2
(τ )hdτ
+ C
t∫
0
∑
u2l+22i−1(τ )hdτ + C(T ). (3.35)
Here we have used the following inequality
∑
U2l2i+1,2i−1h C
∑
u2l2i−1h + C
∑
u2l2i+1h
= C
∑
u2l2i−1h + C
N−1∑
i=1
u2l2i+1h + C
(
u2N−1(t) + cγ2N Q γ−β−12N (t)
)2l
h
 C(T ) + C
∑
u2l2i−1h. (3.36)
By using the assumption (A2), rewrite (3.35) as
∑
u2l+22i−1(t)h + (l + 1)
t∫
0
∑
Q 1+β2i U
2l
2i+1,2i−1
(
u2i+1 − u2i−1
h
)2
(τ )hdτ
 C(T ) + C
t∫
0
∑
u2l+22i−1(τ )hdτ .
Gronwall’s inequality gives the required estimate (3.29).
This proves Lemma 3.7. 
Lemma 3.8. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). For any γ > 1, 0 < β  1, we have
for any 0 < t  T , and suﬃciently large positive integer k with γ  β + 1+β4k
t∫
0
max
0iN
∣∣Q 2k(γ−β)2i u2k2i−1(τ )∣∣dτ  C(T ), (3.37)
t∫
0
max
0iN
∣∣Q 2k(γ−β)2i u2k2i+1(τ )∣∣dτ  C(T ), (3.38)
and consequently
t∫
0
(
Q γ2i − Q γ2i−2
h
)2k
(τ )dτ  C(T ). (3.39)
Proof. For any ﬁxed i with 0 i  N , and any l with 1 l N , it is easy to verify
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2k
2i−1h = Q 2k(γ−β)2l u2k2l−1h +
i∑
j=l+1
(
Q 2k(γ−β)2 j u
2k
2 j−1 − Q 2k(γ−β)2 j−2 u2k2 j−3
)
h
−
l∑
j=i+1
(
Q 2k(γ−β)2 j u
2k
2 j−1 − Q 2k(γ−β)2 j−2 u2k2 j−3
)
h,
where we have used notation
∑l
j=k = 0 if l < k, which implies
∣∣Q 2k(γ−β)2i u2k2i−1∣∣h ∣∣Q 2k(γ−β)2l u2k2l−1∣∣h +
N∑
j=1
∣∣Q 2k(γ−β)2 j u2k2 j−1 − Q 2k(γ−β)2 j−2 u2k2 j−3∣∣h.
Summing the above inequality up with respect to l = 1, . . . ,N , and using Nh = 1, we have
∣∣Q 2k(γ−β)2i u2k2i−1∣∣
N∑
l=1
∣∣Q 2k(γ−β)2l u2k2l−1∣∣h +
N∑
l=1
N∑
j=1
∣∣Q 2k(γ−β)2 j u2k2 j−1 − Q 2k(γ−β)2 j−2 u2k2 j−3∣∣h
=
∑∣∣Q 2k(γ−β)2 j u2k2 j−1∣∣h +∑∣∣Q 2k(γ−β)2 j u2k2 j−1 − Q 2k(γ−β)2 j−2 u2k2 j−3∣∣. (3.40)
By (3.40), Lemma 3.3, Corollary 3.4, Lemmas 3.5, 3.6, 3.7 and Cauchy inequality for 0 i  N , and
suﬃciently large k satisfying γ  β + 1+β4k , we yield
∣∣Q 2k(γ−β)2i u2k2i−1(t)∣∣∑∣∣Q 2k(γ−β)2 j u2k2 j−1(t)∣∣h +∑∣∣Q 2k(γ−β)2 j u2k2 j−1(t) − Q 2k(γ−β)2 j−2 u2k2 j−3(t)∣∣
 C
∑
u2k2 j−1(t)h +
∑
Q 2k(γ−β)2 j−2 (t)
∣∣u2k2 j−1(t) − u2k2 j−3(t)∣∣
+
∑∣∣Q 2k(γ−β)2 j − Q 2k(γ−β)2 j−2 ∣∣∣∣u2k2 j−1(t)∣∣
 C(T ) +
∑∣∣∣∣Q 2k(γ−β)− 1+β22 j−2 U2k−12 j−1,2 j−3Q 1+β22 j−2 u2 j−1 − u2 j−3h (t)
∣∣∣∣h
+
∑ Q 2k(γ−β)2 j − Q 2k(γ−β)2 j−2
Q β2 j − Q β2 j−2
∣∣∣∣ Q
β
2 j − Q β2 j−2
h
∣∣∣∣u2k2 j−1(t)h
 C(T ) + C
∑
Q 4k(γ−β)−1−β2 j−2 U
4k−2
2 j−1,2 j−3(t)h
+ C
∑
Q 1+β2 j−2
(
u2 j−1 − u2 j−3
h
)2
(t)h
+ C
∑( Q β2 j − Q β2 j−2
h
)2
h + C
∑
u4k2 j−1(t)h
 C(T ) + C
∑
U4k−22 j−1,2 j−3(t)h + C
∑
Q 1+β2 j−2
(
u2 j−1 − u2 j−3
h
)2
(t)h
 C(T ) + C
∑
u4k−22 j−1(t)h + C
N∑
j=2
u4k−22 j−3(t)h + Cu4k−2−1 (t)h
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N∑
j=2
Q 1+β2 j−2
(
u2 j−1 − u2 j−3
h
)2
(t)h + C Q 1+β0
(
u1 − u−1
h
)2
(t)h
 C(T ) + C
∑
u4k−22 j−1(t)h + C
N∑
j=2
u4k−22 j−3(t)h + C
(
u1(t) − cγ0 Q γ−β−10 h
)4k−2
(t)h
+ C
N∑
j=2
Q 1+β2 j−2
(
u2 j−1 − u2 j−3
h
)2
(t)h + C Q 1+β0
(
cγ0 Q
γ−β−1
0
)2
(t)h
 C(T ) + C
∑
Q 1+β2 j
(
u2 j+1 − u2 j−1
h
)2
(t)h, (3.41)
where γ  β + 1+β4k and 0 < β  1 imply 2k(γ − β) β .
Integrating (3.41) with respect to t over [0, t], using Lemma 3.1, we have (3.37).
Now we turn to prove (3.38). For any ﬁxed i with 0 i  N , and any l with 1 l N , it is easy to
verify
Q 2k(γ−β)2i u
2k
2i+1h = Q 2k(γ−β)2l u2k2l+1h +
i∑
j=l+1
(
Q 2k(γ−β)2 j u
2k
2 j+1 − Q 2k(γ−β)2 j−2 u2k2 j−1
)
h
−
l∑
j=i+1
(
Q 2k(γ−β)2 j u
2k
2 j+1 − Q 2k(γ−β)2 j−2 u2k2 j−1
)
h,
where we have used notation
∑l
j=k = 0 if l < k.
Similar to the proof of (3.37), we can get (3.38).
At last, we give the proof of (3.39). By using Lemma 3.3, the assumptions (A1)–(A3), (3.25), (3.37),
(3.38) and Hölder inequality, we have
t∫
0
(
Q γ2i − Q γ2i−2
h
)2k
(τ )dτ
=
t∫
0
(
Q β2i − Q β2i−2
h
)2k(
γ
β
)2k[
Q 2i−2 + ξi1(Q 2i − Q 2i−2)
]2k(γ−β)
(τ )dτ
=
(
γ
β
)2k t∫
0
[
Q 2i−2 + ξi1(Q 2i − Q 2i−2)
]2k(γ−β)
(τ ) ×
{
Q β2i − Q β2i−2
h
(0)
− βρl
τ∫
0
cγ2i Q
γ
2i − cγ2i−2Q γ2i−2
h
(s)ds − βρlu2i−1(τ ) + βρlu2i−1(0)
}2k
dτ
 C
t∫ [
Q 2i−2 + ξi1(Q 2i − Q 2i−2)
]2k(γ−β)
(τ )0
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{(
Q β2i − Q β2i−2
h
(0)
)2k
+ u2k2i−1(τ ) + u2k2i−1(0)
}
dτ
+ C
t∫
0
[
Q 2i−2 + ξi1(Q 2i − Q 2i−2)
]2k(γ−β)
(τ )
( τ∫
0
cγ2i Q
γ
2i − cγ2i−2Q γ2i−2
h
(s)ds
)2k
dτ
 C(T ) + C
t∫
0
(
Q 2k(γ−β)2i−2 u
2k
2i−1 + Q 2k(γ−β)2i u2k2i−1
)
(τ )dτ
+ C
t∫
0
{ τ∫
0
(
cγ2i(Q
γ
2i − Q γ2i−2)
h
+ Q
γ
2i−2(c
γ
2i − cγ2i−2)
h
)
(s)ds
}2k
dτ
 C(T ) + C
t∫
0
τ∫
0
(
Q γ2i − Q γ2i−2
h
)2k
(s)dsdτ , (3.42)
where 0 < ξi1 < 1. Then the Gronwall inequality gives (3.39).
This completes the proof of Lemma 3.8. 
Lemma 3.9. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). For any γ > 1, 0 < β  1, there
exists C(T ) depending only on the initial data and T , such that
Q 2i(t) C(T ), i = 1, . . . ,N, t ∈ [0, T ]. (3.43)
Proof. Set
v2i(t) = 1
Q 2i(t)
. (3.44)
Then for any θ ∈ (1,∞), we have by (3.8)2
(
vθ2i
)
t = θρl vθ−12i
u2i+1 − u2i−1
h
. (3.45)
Multiplying (3.45) by h, summing it up with respect to i = 1, . . . ,N , using the boundary conditions
(3.10) and summation by parts, then integrating the resulting equation over [0, t], we have from (3.25)
that
∑
vθ2i(t)h =
∑
vθ2i(0)h + θρl
t∫
0
∑
vθ−12i
u2i+1 − u2i−1
h
(τ )hdτ
=
∑
vθ2i(0)h + θρl
t∫
0
(
u2N+1vθ−12N − u1vθ−10
)
(τ )dτ
− θρl
t∫ ∑ vθ−12i − vθ−12i−2
h
u2i−1(τ )hdτ0
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∑
vθ2i(0)h + θρl
t∫
0
(
u2N+1vθ−12N − u1vθ−10
)
(τ )dτ
+ θ(θ − 1)ρl
β
t∫
0
∑ Q β2i − Q β2i−2
h
[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u2i−1(τ )hdτ
=
∑
vθ2i(0)h + θρl
t∫
0
(
u2N+1vθ−12N − u1vθ−10
)
dτ
+ θ(θ − 1)ρl
β
t∫
0
∑ Q β2i − Q β2i−2
h
(0)
[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u2i−1(τ )hdτ
− θ(θ − 1)ρ2l
t∫
0
∑ τ∫
0
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
(s)ds
× [v2i−2 + ξi2(v2i − v2i−2)]β+θ−1u2i−1(τ )hdτ
− θ(θ − 1)ρ2l
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u22i−1(τ )hdτ
+ θ(θ − 1)ρ2l
t∫
0
∑
u2i−1(0)
[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u2i−1(τ )hdτ , (3.46)
where 0 < ξi2 < 1.
Rewrite (3.46) as
∑
vθ2i(t)h + θ(θ − 1)ρ2l
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u22i−1(τ )hdτ
=
∑
vθ2i(0)h + θρl
t∫
0
(
u2N+1vθ−12N − u1vθ−10
)
dτ + J4, (3.47)
where
J4 = θ(θ − 1)
β
ρl
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1 Q β2i − Q β2i−2
h
(0)u2i−1(τ )hdτ
+ θ(θ − 1)ρ2l
t∫ ∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u2i−1(0)u2i−1(τ )hdτ
0
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t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u2i−1(τ )
×
τ∫
0
P (c2i, Q 2i) − P (c2i−2Q 2i−2)
h
(s)hdsdτ .
Now we estimate J4 by using Cauchy inequality as follows
J4 
3
4
θ(θ − 1)ρ2l
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u22i−1(τ )hdτ
+ θ(θ − 1)
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
×
{
1
β2
(
Q β2i − Q β2i−2
h
(0)
)2
+ ρ2l u22i−1(0)
+ ρ2l
( τ∫
0
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
(s)ds
)2}
hdτ . (3.48)
By using Hölder inequality and (3.39), we have from (3.42) that
( τ∫
0
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
(s)ds
)2
 C(T )
{ τ∫
0
(
cγ2i Q
γ
2i − cγ2i−2Q γ2i−2
h
)2k
(s)ds
} 1
k
 C(T ). (3.49)
Substituting (3.48) and (3.49) into (3.47), we have by the assumptions (A1) and (A2) that
∑
vθ2i(t)h +
1
4
θ(θ − 1)ρ2l
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u22i−1(τ )hdτ

∑
vθ2i(0)h + θρl
t∫
0
(
u2N+1vθ−12N − u1vθ−10
)
dτ
+ C(T )
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
hdτ . (3.50)
The second term on the right-hand side of (3.50) can be estimated by using (3.19), (3.20) and (3.38)
as follows
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t∫
0
(
u2N+1vθ−12N − u1vθ−10
)
dτ
= θρl
t∫
0
u2N+1Q γ−β2N v
θ−1+γ−β
2N (τ )dτ − θρl
t∫
0
u1Q
γ−β
0 v
θ−1+γ−β
0 (τ )dτ
 C
t∫
0
max
0iN
∣∣Q γ−β2i u2i+1(τ )∣∣vθ−1+γ−β2N (τ )dτ
+ C
t∫
0
max
0iN
∣∣Q γ−β2i u2i+1(τ )∣∣vθ−1+γ−β0 (τ )dτ
 C(T )
t∫
0
max
0iN
∣∣Q 2k(γ−β)2i u2k2i+1(τ )∣∣dτ
 C(T ). (3.51)
Substituting (3.51) into (3.50), we get by using the assumption (A1), (3.19) and Lemma 3.3
∑
vθ2i(t)h +
1
4
θ(θ − 1)ρ2l
t∫
0
∑[
v2i−2 + ξi2(v2i − v2i−2)
]β+θ−1
u22i−1(τ )hdτ
 C(T ) + C(T )
t∫
0
∑
vθ2i Q
1−β
2i (τ )hdτ
 C(T ) + C(T )
t∫
0
∑
vθ2i(τ )hdτ . (3.52)
Then Gronwall’s inequality implies
∑
vθ2i(t)h C(T ). (3.53)
By using (3.53), Lemmas 3.3, 3.5, 3.6 and Hölder inequality, we can give the lower bound of Q 2i(t) as
follows:
v2i(t) − v0(t) =
i∑
j=1
(v2 j − v2 j−2)(t)

∑
|v2i − v2i−2|
= 1
β
∑∣∣∣∣ Q
β
2i − Q β2i−2
h
∣∣∣∣[v2i−2 + ξi3(v2i − v2i−2)]1+βh
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β
{∑( Q β2i − Q β2i−2
h
)2
h
} 1
2
(∑
v2(β+1)2i h + C(T )
) 1
2
 C(T ), (3.54)
where we take θ = 2(1+ β), and 0 < ξi3 < 1.
Then (3.54) and (3.19) give
v2i(t) C(T ), (3.55)
which implies (3.43) and the proof of Lemma 3.9 is complete. 
From Lemmas 3.3 and 3.9, we have the upper and lower bounds of Q 2i(t), then we can get the
key upper and lower bound estimates of n2i and m2i .
Corollary 3.10. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for t ∈ [0, T ]
C(T )m2i(t)
C0
1+ C0 ρl (< ρl), (3.56)
and
C(T ) n2i(t) C, (3.57)
where C0 is deﬁned by (3.13).
Proof. From Lemmas 3.3 and 3.9 we have
C(T ) Q 2i(t) = m2i
ρl −m2i (t) C0, (3.58)
(3.56) follows by (3.58) directly. Because n2i(t) = c2i(0)m2i(t), so (3.57) can be deduced from (3.56)
and the assumption (A1). 
Lemma 3.11. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have
∑
u˙22i−1(t)h +
t∫
0
∑
Q 1+β2i
(
u˙2i+1 − u˙2i−1
h
)2
(τ )hdτ  C(T ), (3.59)
where f˙ denotes dfdt .
Proof. Differentiating (3.8)3 with respect to t , multiplying the resulting equation by u˙2i−1h, then
summing it up with respect to i = 1, . . . ,N, we have
1
2
d
dt
∑
u˙22i−1(t)h = −
∑
u˙2i−1
d
dt
(
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
)
h
+ 1
h
∑
u˙2i−1
d
dt
(
E(Q 2i)
u2i+1 − u2i−1
h
− E(Q 2i−2)u2i−1 − u2i−3
h
)
h
= I1 + I2. (3.60)
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I1 = −
∑
u˙2i−1
d
dt
(
P (c2i, Q 2i) − P (c2i−2, Q 2i−2)
h
)
h
=
∑ d
dt
P (c2i, Q 2i)
u˙2i+1 − u˙2i−1
h
h + u˙1 d
dt
P (c0, Q 0) − u˙2N+1 d
dt
P (c2N , Q 2N), (3.61)
and
I2 = 1
h
∑
u˙2i−1
d
dt
(
E(Q 2i)
u2i+1 − u2i−1
h
− E(Q 2i−2)u2i−1 − u2i−3
h
)
h
= −
∑(
Q 1+β2i
u2i+1 − u2i−1
h
)
t
u˙2i+1 − u˙2i−1
h
h
+ 1
h2
u˙2N+1
d
dt
(
Q 1+β2N (u2N+1 − u2N−1)
)
h − 1
h2
u˙1
d
dt
(
Q 1+β0 (u1 − u−1)
)
h
= −
∑( d
dt
(
Q 1+β2i
)u2i+1 − u2i−1
h
u˙2i+1 − u˙2i−1
h
h
)
−
∑
Q 1+β2i
(
u˙2i+1 − u˙2i−1
h
)2
h
+ 1
h2
u˙2N+1
d
dt
(
Q 1+β2N (u2N+1 − u2N−1)
)
h − 1
h2
u˙1
d
dt
(
Q 1+β0 (u1 − u−1)
)
h. (3.62)
Substituting (3.61) and (3.62) into (3.60), we get by using the boundary conditions (3.10) and Cauchy
inequality that
1
2
d
dt
∑
u˙22i−1(t)h +
∑
Q 1+β2i
(
u˙2i+1 − u˙2i−1
h
)2
h
=
∑
cγ2i(0)
(
Q γ2i
)
t
u˙2i+1 − u˙2i−1
h
h −
∑(
Q 1+β2i
)
t
u˙2i+1 − u˙2i−1
h
u2i+1 − u2i−1
h
h
= −
∑
γ cγ2i(0)ρl Q
γ+1
2i
u2i+1 − u2i−1
h
u˙2i+1 − u˙2i−1
h
h
+ (1+ β)ρl
∑
Q 2+β2i
u˙2i+1 − u˙2i−1
h
(
u2i+1 − u2i−1
h
)2
h
 1
2
∑
Q 1+β2i
(
u˙2i+1 − u˙2i−1
h
)2
h + C
∑
Q 3+β2i
(
u2i+1 − u2i−1
h
)4
h
+ C
∑
Q 2γ+1−β2i
(
u2i+1 − u2i−1
h
)2
h, (3.63)
which can be rewritten as
d
dt
∑
u˙22i−1(t)h +
∑
Q 1+β2i
(
u˙2i+1 − u˙2i−1
h
)2
h
 C
∑
Q 3+β2i
(
u2i+1 − u2i−1
h
)4
h + C
∑
Q 2γ+1−β2i
(
u2i+1 − u2i−1
h
)2
h. (3.64)
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V (τ ) =
∑
Q 1+β2i
(
u2i+1 − u2i−1
h
)2
(τ )h.
Integrating (3.64) with respect to t over [0, t], we get
∑
u˙22i−1(t)h +
t∫
0
∑
Q 1+β2i
(
u˙2i+1 − u˙2i−1
h
)2
(τ )hdτ

∑
u˙22i−1(0)h + C
t∫
0
max
1iN
Q 2(γ−β)2i V (τ )dτ
+ C
t∫
0
max
1iN
(
Q 2i
u2i+1 − u2i−1
h
)2
V (τ )hdτ . (3.65)
From the assumption (A2) and (3.8)3, we know that
∑
u˙22i−1(0)h C . (3.66)
Furthermore, by Lemmas 3.2, 3.3 and 3.9, we can estimate (Q 2i
u2i+1−u2i−1
h )
2 as follows:
(
Q 2i
u2i+1 − u2i−1
h
)2
=
(
Q 1+β2i
u2i+1 − u2i−1
h
)2
Q −2β2i
= Q −2β2i
(
i∑
j=1
u2 j−1,th + P (c2i, Q 2i)
)2
 C(T )
∑
u˙22 j−1h + C(T ). (3.67)
Substituting (3.66) and (3.67) into (3.65), we have by using Lemmas 3.1 and 3.3 that
∑
u˙22i−1(t)h +
t∫
0
∑
Q 1+β2i
(
u˙2i+1 − u˙2i−1
h
)2
(τ )hdτ
 C + C(T )
t∫
0
V (τ )dτ + C(T )
t∫
0
V (τ )
(∑
u˙22i−1(τ )h
)
dτ
 C(T ) + C(T )
t∫
0
V (τ )
(∑
u˙22i−1(τ )h
)
dτ . (3.68)
Then Gronwall’s inequality, Lemma 3.1 and (3.68) deduce (3.59). This completes the proof of
Lemma 3.11. 
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following results hold:
Lemma 3.12. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for t ∈ [0, T ]
∑∣∣Q 2i(t) − Q 2i−2(t)∣∣ C(T ), (3.69)∑∣∣u2i+1(t) − u2i−1(t)∣∣ C(T ), (3.70)
max
1iN
∣∣u2i−1(t)∣∣ C(T ), (3.71)
∣∣∣∣Q 1+β2i (t)u2i+1 − u2i−1h (t)
∣∣∣∣ C(T ), (3.72)
and
∑∣∣∣∣Q 1+β2i (t)u2i+1 − u2i−1h (t) − Q 1+β2i−2(t)u2i−1 − u2i−3h (t)
∣∣∣∣ C(T ). (3.73)
Moreover, in order to guarantee the convergence of the subsequences of the approximate solutions,
we will need the Hölder continuity of (n2i,m2i,u2i−1, Q 1+β2i
u2i+1−u2i−1
h )(t) with respect to t , which is
given in the following lemma. The proof is the same as that in [22,25,26], based on the estimates we
have obtained. The details are omitted.
Lemma 3.13. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have for 0 < s < t  T that
∑∣∣Q 2i(t) − Q 2i(s)∣∣2h C(T )|t − s|, (3.74)∑∣∣u2i−1(t) − u2i−1(s)∣∣2h C(T )|t − s|, (3.75)
and
∑∣∣∣∣Q 1+β2i (t)u2i+1(t) − u2i−1(t)h − Q 1+β2i (s)u2i+1(s) − u2i−1(s)h
∣∣∣∣
2
h C(T )|t − s|. (3.76)
From Lemmas 3.12, 3.13 and the relations of n2i , m2i and Q 2i , i.e., Q 2i = m2iρl−m2i and n2i = c2i(0)m2i ,
we have the following key estimates:
Lemma 3.14. Let (n2i(t),m2i(t),u2i−1(t)) be the solutions to (3.1)–(3.3). Then we have
∑∣∣n2i(t) − n2i−2(t)∣∣ C(T ), (3.77)∑∣∣m2i(t) −m2i−2(t)∣∣ C(T ), (3.78)
and for 0 < s < t  T
∑∣∣n2i(t) − n2i(s)∣∣2h C(T )|t − s|, (3.79)∑∣∣m2i(t) −m2i(s)∣∣2h C(T )|t − s|. (3.80)
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[0,1] × [0, T ] are deﬁned as follows:
⎧⎪⎪⎨
⎪⎪⎩
nh(x, t) = n2i(t),
mh(x, t) =m2i(t),
uh(x, t) = 1h
{(
x−
(
i − 1
2
)
h
)
u2i+1(t) +
((
i + 1
2
)
h − x
)
u2i−1(t)
}
,
(3.81)
for (i − 12 )h < x (i + 12 )h, i = 0,1, . . . ,N. Then we have
∂xuh(x, t) = 1h
(
u2i+1(t) − u2i−1(t)
)
. (3.82)
Estimates (3.57) and (3.56) give that nh and mh as functions of x are uniformly bounded for any
ﬁxed 0 < t  T . And estimates (3.77) and (3.78) give that nh and mh as functions of x have total varia-
tions uniformly bounded with respect to x for any ﬁxed 0 < t  T . Let {ti | i = 1,2, . . .} be a countable
and dense subset of the interval [0, T ]. By Helly’s theorem and the diagonal process we can select
subsequences {mh j } and {nh j } of {mh} and {nh} which converge a.e. for x ∈ [0,1] and any t j . Further-
more, by the estimates of the time continuity (3.79) and (3.80), we can deduce the subsequences
{mh j } and {nh j } converge at each t ∈ [0, T ].
The same arguments apply to the approximations uh , thanks to the estimates (3.70), (3.71) and
(3.75) as well as E(mh)∂xuh in view of (3.72), (3.73) and (3.76). Thus, we can conclude that uh con-
verges to a limit function u a.e. in x and for any t ∈ [0, T ] and the convergence in L2(0,1) is uniform
with respect to t . Similarly, E(mh)∂xuh convergence to a limit function E(m)∂xu a.e. in x and for any
t ∈ [0, T ] and the convergence in L2(0,1) is uniform with respect to t .
By standard arguments it can now be shown that the limit function (n,m,u) obtained from
(nh,mh,uh) is a weak solution in the sense of Deﬁnition 2.1, see for example [22,25,26] for details.
This completes the proof of existence in Theorem 2.2.
The proof of uniqueness in Theorem 2.2 is standard (see [26] for instance), and we omit here for
brevity.
4. Asymptotic behavior
In this section, we will study the asymptotic behavior of the mass m of liquid and the mass n
of gas. Let (n(x, t),m(x, t),u(x, t)) be the weak solution of (1.11)–(1.13) in the sense of Deﬁnition 2.1.
Then we have from Section 3 that
Lemma 4.1. Let (n(x, t),m(x, t),u(x, t)) be the weak solution to (1.11)–(1.13) in the sense of Deﬁnition 2.1.
Then we have the following estimates for any T > 0 and 0 < t  T
1∫
0
(
1
2
u2 + c
γ
ρl(γ − 1) Q (m)
γ−1
)
(x, t)dx+
t∫
0
1∫
0
Q (m)β+1u2x(x, τ )dxdτ
=
1∫
0
(
1
2
u20 +
cγ0
ρl(γ − 1) Q (m0)
γ−1
)
(x)dx, 0 < t  T , (4.1)
C(T ) Q (m)(x, t) C0, (4.2)
C(T )m(x, t) C0 ρl (< ρl), (4.3)1+ C0
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C(T ) n(x, t) C, (4.4)
where C0 is deﬁned by (3.13).
Now, we are in position to prove Theorem 2.3.
Let
h(t) =
1∫
0
P (c, Q )(x, t)dx. (4.5)
By using (1.24)2, (1.24)3 and the boundary conditions (1.26), we ﬁnd that
Q β(x, t) = Q β(x,0) − βρl
x∫
0
(
u(y, t) − u0(y)
)
dy − βρl
t∫
0
P (c, Q )(x, s)ds. (4.6)
Integrating (4.6) with respect to x over [0,1], we have from (4.1), (4.2) and the assumptions (A1), (A2)
βρl
t∫
0
1∫
0
P (c, Q )dxds
1∫
0
Q β(x,0)dx+ βρl
∣∣∣∣∣
1∫
0
x∫
0
(
u(y, t) − u0(y)
)
dy dx
∣∣∣∣∣

1∫
0
Q β(x,0)dx+ βρl
1∫
0
∣∣u(x, t)∣∣dx+ βρl
1∫
0
∣∣u(x,0)∣∣dx
 C, (4.7)
i.e.,
h(t) ∈ L1(0,+∞). (4.8)
Furthermore, by using (1.24)2, (4.1), (4.2) and (4.8), we get
∞∫
0
∣∣h′(t)∣∣dt 
∞∫
0
1∫
0
∣∣(cγ0 Q (m)γ )t∣∣dxdt
= γ
∞∫
0
1∫
0
cγ0 Q (m)
γ+1ρl|ux|dxdt
 C
∞∫ 1∫
Q (m)β+1|ux|2 dxdt + C
∞∫ 1∫
c2γ0 Q (m)
2γ+1−β dxdt0 0 0 0
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∞∫
0
1∫
0
Q (m)β+1|ux|2 dxdt + C
∞∫
0
1∫
0
P (c, Q )dxdt
 C . (4.9)
Consequently,
lim
t→∞h(t) = 0. (4.10)
By Hölder inequality and (4.2), (4.10) leads to
lim
t→∞
1∫
0
(
n
ρl −m
)α
(x, t)dx = 0, (4.11)
for any α ∈ (0,∞), which implies
∥∥n(t)∥∥Lα → 0, ∥∥m(t)∥∥Lα → 0, as t → ∞,
for any α ∈ (0,∞). This completes the proof of Theorem 2.3.
5. Regularity
In this section, we illustrate the regularity of the solution to the initial boundary value problem
(1.11)–(1.13) under additional assumptions on initial data.
At ﬁrst, we give some a priori estimates.
Lemma 5.1. Under the conditions of Theorem 2.4, if (n(x, t),m(x, t),u(x, t)) is the weak solution to the initial
boundary value problem (1.11)–(1.13) obtained by Theorem 2.2, then the following estimates hold:
∥∥ut(t)∥∥2 +
t∫
0
1∫
0
u2tx(x, τ )dxdτ  C(T ), (5.1)
1∫
0
[
Q (m)x
]2
(x, t)dx C(T ), (5.2)
∥∥ux(t)∥∥L∞  C(T ), (5.3)
and
1∫
0
u2xx(x, t)dx C(T ). (5.4)
Proof. (5.1)–(5.3) have been proved in Section 3, and (5.4) is a consequence of Eq. (1.24)3, Lemma 4.1
and (5.1)–(5.3). 
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positive upper and lower bounds and m0 < ρl , we can deduce by c0 = n0m0 and Q (m0) =
m0
ρl−m0
c0 ∈ H2
([0,1]), Q (m0) ∈ H2([0,1]), (5.5)
which will be used later.
In order to get the higher regularity of the solution, in view of the idea of [28], we will prove the
following result.
Lemma 5.2. Under the conditions of Theorem 2.4, for any 0 t  T , we have the following estimates
∥∥Q (m)xx(t)∥∥2 +
t∫
0
∥∥Q (m)xx(τ )∥∥2 dτ  C(T ), (5.6)
and
t∫
0
1∫
0
u2xxx(x, τ )dxdτ  C(T ). (5.7)
Proof. Differentiating (1.24)3 with respect to x, we have
utx =
(
Q (m)β+1ux − cγ0 Q (m)γ
)
xx
= β(β + 1)Q (m)β−1[Q (m)x]2ux + (β + 1)Q (m)β Q (m)xxux
+ 2(β + 1)Q (m)β Q (m)xuxx + Q (m)β+1uxxx − γ (γ − 1)cγ−20 (c0x)2Q (m)γ
− γ cγ−10 c0xxQ (m)γ − 2γ 2cγ−10 c0xQ (m)γ−1Q (m)x − γ (γ − 1)cγ0 Q (m)γ−2
[
Q (m)x
]2
− γ cγ0 Q (m)γ−1Q (m)xx. (5.8)
By using (1.24)2 and (5.8), we have
Q (m)β−1Q (m)txx = −2ρl Q (m)β−1
[
Q (m)x
]2
ux − 2ρl Q (m)β Q (m)xxux
− 4ρl Q (m)β Q (m)xuxx − ρl Q (m)β+1uxxx
= −ρlutx +
(
β2 + β − 2)ρl Q (m)β−1[Q (m)x]2ux + (β − 1)ρl Q (m)β Q (m)xxux
+ 2(β − 1)ρl Q (m)β Q (m)xuxx − γ (γ − 1)ρlcγ−20 (c0x)2Q (m)γ
− γρlcγ−10 c0xxQ (m)γ − 2γ 2ρlcγ−10 c0xQ (m)γ−1Q (m)x
− γ (γ − 1)ρlcγ0 Q (m)γ−2
[
Q (m)x
]2 − γρlcγ0 Q (m)γ−1Q (m)xx
= (Q (m)β−1Q (m)xx)t + (β − 1)ρl Q (m)β Q (m)xxux, (5.9)
which implies
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Q (m)β−1Q (m)xx
)
t + γρlc
γ
0 Q (m)
γ−1Q (m)xx
= −ρlutx +
(
β2 + β − 2)ρl Q (m)β−1[Q (m)x]2ux + 2(β − 1)ρl Q (m)β Q (m)xuxx
− γ (γ − 1)ρlcγ−20 c20xQ (m)γ − γρlcγ−10 c0xxQ (m)γ − 2γ 2ρlcγ−10 c0xQ (m)γ−1Q (m)x
− γ (γ − 1)ρlcγ0 Q (m)γ−2
[
Q (m)x
]2
. (5.10)
Multiplying (5.10) by Q (m)β−1Q (m)xx , integrating the resulting equation with respect to x over [0,1],
using the assumption (A2), Young’s inequality, Lemmas 4.1 and 5.1, we get
1
2
d
dt
∥∥Q (m)β−1Q (m)xx∥∥2 + γρl
2
1∫
0
cγ0 Q (m)
γ+β−2[Q (m)xx]2 dx
 C(T ) + C(T )
1∫
0
{[
Q (m)x
]4
u2x +
[
Q (m)x
]2
u2xx +
[
Q (m)x
]4 + u2tx + [Q (m)x]2}dx. (5.11)
Integrating (5.11) with respect to t over [0, t] and using Lemmas 4.1 and 5.1, we get
∥∥Q (m)xx(t)∥∥2 +
t∫
0
1∫
0
[
Q (m)xx
]2
(τ )dτ
 C(T ) + C(T )
t∫
0
‖ux‖2L∞
1∫
0
[
Q (m)x
]4
dxdτ
+ C(T )
t∫
0
1∫
0
[
Q (m)x
]4
dxdτ + C(T )
t∫
0
∥∥Q (m)x∥∥2L∞
1∫
0
u2xx dxdτ
 C(T ) + C(T )
t∫
0
1∫
0
[
Q (m)x
]2
dxdτ + 1
2
t∫
0
1∫
0
[
Q (m)xx
]2
dxdτ
 C(T ) + 1
2
t∫
0
1∫
0
[
Q (m)xx
]2
dxdτ , (5.12)
which implies (5.6).
Next, we turn to prove (5.7). Rewrite (5.8) as
uxxx = Q (m)−1−β
{
utx − β(β + 1)Q (m)β−1
[
Q (m)x
]2
ux − (β + 1)Q (m)β Q (m)xxux
− 2(β + 1)Q (m)β Q (m)xuxx + γ (γ − 1)cγ−20 c20xQ (m)γ + γ cγ−10 c0xxQ (m)γ
+ 2γ 2cγ−10 c0xQ (m)γ−1Q (m)x + γ (γ − 1)cγ0 Q (m)γ−2
[
Q (m)x
]2
+ γ cγ0 Q (m)γ−1Q (m)xx
}
. (5.13)
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and t over [0,1] and [0, t] respectively, using Lemma 5.1 and (5.6), we get
t∫
0
1∫
0
u2xxx dxdτ  C(T )
t∫
0
1∫
0
{
u2tx + c40x + c20xx + c20x
[
Q (m)x
]2 + [Q (m)x]4 + [Q (m)xx]2
+ [Q (m)x]2u2xx + u2x[Q (m)x]4 + u2x[Q (m)xx]2}dxdτ
 C(T ) + C(T )
t∫
0
‖ux‖2L∞
1∫
0
{[
Q (m)x
]4 + [Q (m)xx]2}dxdτ
+ C(T )
t∫
0
∥∥Q (m)x∥∥2L∞∥∥uxx(τ )∥∥2 dτ
 C(T ). (5.14)
Here we have used
∥∥Q (m)x(t)∥∥2L∞  ∥∥Q (m)x(t)∥∥∥∥Q (m)xx(t)∥∥ C(T ).
This proves Lemma 5.2. 
In order to complete the proof of Theorem 2.4, we need to give the higher regularity of n, m and u.
By using Lemmas 4.1, 5.1 and 5.2, and the relations of n, m and Q (m), we have
Corollary 5.3. Under the conditions of Theorem 2.4, for any 0 t  T , we have
∥∥(n,m,u)(t)∥∥2H2 + ∥∥ut(t)∥∥2 +
T∫
0
(∥∥(n,m)(t)∥∥2H2 + ∥∥u(t)∥∥2H3 + ∥∥ut(t)∥∥2H1)dt  C(T ). (5.15)
Proof. By (1.23), we have
m = ρl Q (m)1+ Q (m) , mx = ρl
Q (m)x
(1+ Q (m))2 ,
mxx = ρl Q (m)xx
(1+ Q (m))2 − 2ρl
(Q (m)x)2
(1+ Q (m))3 ,
and
c(x, t) = n
m
(x, t) = c0 = n0
m0
.
By using (5.5), Lemmas 4.1, 5.1 and 5.2, we can verify (5.15) and the proof of Theorem 2.4 is com-
plete. 
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