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Abstract
We study on the property of 3-point correlation functions of 2-dim AN−1 Toda field
theory, and show the correspondence with the 1-loop part of partition function of 4-dim
N = 2 SU(N) quiver gauge theory. As a result, we can check successfully the 1-loop part
of AGT-W relation for all the cases of SU(N) quiver gauge group.
1 Introduction
Recently, based on Gaiotto’s discussion on N = 2 dualities [1], the relation between 4-dim
N = 2 gauge theories and the quantum geometry of 2-dim Riemann surface has become
understood more clearly. One of the most remarkable progress must be the proposition of
AGT relation [2], which states that the partition function of 4-dim N = 2 SU(2) linear
quiver gauge theory corresponds to the correlation function of 2-dim Liouville field theory.
As the natural generalization of this relation, the correspondence between N = 2 SU(N)
linear quiver gauge theory and AN−1 Toda field theory has been also proposed, which is
called AGT-W relation [3].
The correspondence between the parameters of gauge theory and those of Toda theory
in AGT-W relation has been already proposed for a general case of SU(N) quiver [4, 5],
but the proof is still incomplete. Up to now, the proof by direct calculations has been done
in the following cases: For SU(2) linear quivers, the correspondence has been checked for
SU(2)n quiver with n = 1, 2, 3 up to instanton level 3 [6]. For SU(3) linear quivers, it has
been checked for SU(3)n quiver with n = 1, 2 and SU(3) × SU(2) quiver up to instanton
level 3 [5, 7, 8]. For SU(N) linear quivers with N > 3, only the 1-loop part for SU(N)×
SU(N − 1)× · · · × SU(2) quiver has been discussed [5].
On the conformal blocks in Toda theory which correspond to the instanton part of par-
tition function in gauge theory, the discussion and calculation have been developed [9–30].
For example, by using the newly proposed basis with Young tableau indices [9] which is a
kind of generalization of Jack polynomials, we are getting to understand the reason why the
factorized form of instanton partition function can be reproduced in Toda theory. Now many
researches restrict themselves to some limited cases, but they are very useful to deepen our
understanding of the mechanism of AGT-W relation.
In this paper, on the other hand, we concentrate on the 1-loop part of partition function
in gauge theory. The corresponding part of correlation function in Toda theory is reduced
to the product of 3-point correlation functions. In fact, we had the following problem in our
previous paper [8]: when the two of three fields in a 3-point function are degenerate ones,
some factors become zero and then make zeros and poles. At that time, we could not find
how to deal with, so we simply neglected them. In this paper, we reconsider carefully on this
problem. Then we grasp the mechanism of cancellations of undesirable factors including the
zeros, and find the physical interpretation of the poles. As a result, we can check successfully
the 1-loop part of AGT-W relation for all the cases of SU(N) quiver gauge group.
This paper is organized as follows. In § 2.1 and § 2.2, we review on the 3-point correlation
function of AN−1 Toda field theory. Then in § 2.3, we discuss the important properties of
3-point function for the proof of AGT-W relation. In § 3, we check AGT-W relation by direct
calculations: We first summarize our ansatz in § 3.1, then observe the correspondence in the
cases of A2 and A3 Toda theory in § 3.2 and § 3.3, and finally in § 3.4, we discuss AGT-W
relation for a general case of AN−1 Toda theory in an algorithmic way.
1
2 3-point correlation function of AN−1 Toda theory
AGT-W relation is the nontrivial correspondence between the partition function of 4-dim
N = 2 SU(N) quiver gauge theory and the correlation function of 2-dim AN−1 Toda theory.
In general, we consider the quiver gauge theory with a chain of n SU groups
SU(d1)× SU(d2)× · · · × SU(dn−1)× SU(dn) . (2.1)
Here we require that the theory should be conformal in the massless limit of matter fields by
introducing additional hypermultiplets. Since the number of these hypermultiplets must be
non-negative, this requirement means that
ka = (da − da+1)− (da−1 − da) ≥ 0 for ∀a = 1, · · · , n− 1 , (2.2)
then the ranks da satisfy
d1 ≤ d2 ≤ · · · ≤ dl−1 ≤ dl = · · · = dr ≥ dr+1 ≥ · · · ≥ dn−1 ≥ dn . (2.3)
For simplicity, in this paper, we concentrate on only the part of decreasing tail
N := d1 ≥ d2 ≥ · · · ≥ dn−1 ≥ dn . (2.4)
The generalization to the original case (2.3) is almost straightforward.
In order to check AGT-W relation, we must calculate the partition function of gauge
theory with quiver gauge group (2.1), which is summarized in Appendix A, and the corre-
sponding (n+ 3)-point correlation function of Toda theory:
~β∞
~βn+1 ~β1 ~βn−1 ~βn
~β0
~α1 ~αn· · · (2.5)
Here we believe that the momenta ~αj , ~βk of Toda vertex operators correspond to the quiver
gauge group (2.1) by following our ansatz [4]. The details will be reviewed in § 3.1. Then this
correlation function can be calculated by pants decomposition, i.e. the decomposition into
3-point functions and propagators. The 3-point functions are given in terms of Υ-function, as
we review in this section. The propagators are given as the inverse Shapovalov matrices. It is
known that this matrix is infinite size, but is block diagonal with respect to each descendant
level, and each block is finite size.
In this paper, we concentrate on only the propagators with descendant level 0. Then the
correlation function (2.5) is reduced to the product of (n + 1) 3-point functions, as we will
see in eq. (3.2). According to the proposition of AGT-W relation, this product of 3-point
functions should correspond to the 1-loop part of partition function of gauge theory. In
this section, before checking this correspondence, we briefly review the derivation of 3-point
function and discuss its property.
2
2.1 AN−1 Toda theory
First we summarize our notation for 2-dim AN−1 Toda field theory. The action is
S =
∫
d2σ
√
g
[
1
8π
gxy∂x~ϕ · ∂y ~ϕ+ µ
N−1∑
k=1
eb~ek·~ϕ +
Q
4π
R~ρ · ~ϕ
]
(2.6)
where ~ϕ = (ϕ1, · · · , ϕN ) is Toda field, satisfying
∑N
p=1 ϕp = 0. gxy is the metric on 2-dim
Riemann surface, and R is its curvature. ~ek is the k-th simple root defined as
~ek = (0, · · · , 0, 1,−1, 0, · · · , 0) (2.7)
where 1 is k-th element. ~ρ is Weyl vector (i.e. half the sum of all positive roots) of AN−1
algebra:
~ρ =
1
2
(N − 1, N − 3, · · · , 3−N, 1−N) . (2.8)
µ is a scale parameter called the cosmological constant, b is a real parameter called the
coupling constant, and Q := b + b−1. The central charge of this conformal field theory is
c = (N − 1) (1 +N(N + 1)Q2).
The primary field, or the vertex operator, is defined as
V~α(z) := e
~α·~ϕ(z) (2.9)
where ~α = (α1, · · · , αN ) is called the momentum, satisfying
∑N
p=1 αp = 0. The 2-point
correlation function (propagator) of vertex operators is normalized in the usual manner:
〈V~α(z1)V2Q~ρ−~α(z2)〉 = 1|z12|4∆~α (2.10)
where ∆~α is the conformal dimension of V~α, and z12 := z1 − z2. The 3-point correlation
function must have standard coordinate dependence due to the conformal invariance:
〈V~α1(z1)V~α2(z2)V~α3(z3)〉 =
C(~α1, ~α2, ~α3)
|z12|2(∆1+∆2−∆3)|z23|2(∆2+∆3−∆1)|z31|2(∆3+∆1−∆2)
(2.11)
where ∆i := ∆~αi . It is known that the function C(~α1, ~α2, ~α3) becomes perturbatively nonzero,
only when the screening condition is satisfied [31]:
~α1 + ~α2 + ~α3 +
N−1∑
k=1
bsk~ek = 2Q~ρ (2.12)
where sk are non-negative integers, satisfying s1 ≤ s2 ≤ · · · ≤ sN−1. In this case, the function
C(~α1, ~α2, ~α3) has simple poles at each of the variables
(2Q~ρ−
3∑
i=1
~αi, ~ωk) = bsk (2.13)
where ~ωk’s are the dual basis to the simple roots, i.e. ~ei · ~ωj = δij . For example,
~ω1 =
1
N
(N − 1,−1, · · · ,−1) , ~ωN−1 = 1
N
(1, · · · , 1, 1 −N) . (2.14)
3
2.2 Derivation of 3-point function
Now we briefly review the derivation of 3-point function. As far as the author knows, the two
ways of derivation have been discussed. One way is to use the recurrent relation for Coulomb
integrals [31], and the other way is to use the differential equation for 4-point functions [32].
Derivation 1 : by recurrent relation for Coulomb integral
We note that the main residue of the function C(~α1, ~α2, ~α3) at the poles (2.13) can be written
in terms of Coulomb integral I as
N−1⊗
k=1
res
(2Q~ρ−
∑
~αi)·~ωk=bsk
C(~α1, ~α2, ~α3) = (−πµ)s1+···+sN−1
〈
V~α1(∞)V~α2(1)V~α3(0)
N−1∏
k=1
Qskk
〉
=: (−πµ)s1+···+sN−1 Is1··· sN−1(~α1, ~α2, ~α3) (2.15)
where Qk =
∫
d2z eb~ek ·~ϕ is a screening charge. As we will see in § 3.1, for the check of AGT-W
relation, we need only to consider the particular cases of 3-point function where one of the
momenta ~α3 = κ~ω1 or κ~ωN−1 (κ ∈ C). These two momenta are related by the conjugation,
and here we choose ~α3 = κ~ωN−1. Then the Coulomb integral in (2.15) becomes
Is1··· sN−1(~α1, ~α2,κ~ωN−1) (2.16)
=
∫ N−1∏
k=1
dµsk(tk)D−2b
2
sk
(tk)
sk∏
j=1
∣∣t(j)N−1∣∣−2bκ ∣∣t(j)k − 1∣∣−2b~α2·~ek N−2∏
l=1
sl∏
i=1
sl+1∏
i′=1
∣∣t(i)l − t(i′)l+1∣∣2b2
where t
(j)
k is the coordinate of the j-th screening field e
b~ek ·~ϕ, and we define
dµsk(tk) =
1
πsksk!
sk∏
j=1
d2t
(j)
k , Dsk(tk) =
sk∏
i<j
∣∣t(i)k − t(j)k ∣∣2 . (2.17)
By using the identity∫
dµsk(tk)Dsk(tk)
sk∏
i=1
sk+sl+1∏
j=1
∣∣t(i)k − x(j)∣∣2pj (2.18)
=
∏
j γ(1 + pj)
γ(1 + sk +
∑
j pj)
sk+sl+1∏
j′<j
∣∣x(j′) − x(j)∣∣2+2pj′+2pj ∫ dµsl(tl)Dsl(tl) sl∏
i′=1
sk+sl+1∏
j=1
∣∣t(i′)l − x(j)∣∣−2pj−2
where γ(x) = Γ(x)/Γ(1− x), we can derive the recurrent relation for the integral (2.16) as
Is1··· sN−1(~α1, ~α2,κ~ωN−1) = K(~α2,κ) Is1−1,···,sN−1−1(~α
′
1, ~α2 + b~ω1, (κ + b)~ωN−1) (2.19)
where ~α′1 is determined by the screening condition (2.12) and
K(~α2,κ) =
γ(−s1b2)
γN−1(−b2)
γ(1− bκ) γ(N − 1− b∑N−1k=1 ~α2 · ~ek + (N − 2)b2)
γ(N − bκ − b∑N−1k=1 ~α2 · ~ek + (N − 1− sN−1)b2)
×
N−2∏
j=1
γ(j − b∑jk=1 ~α2 · ~ek + (j − 1)b2)
γ(1 + j − b∑jk=1 ~α2 · ~ek + (sj+1 − sj + j)b2) . (2.20)
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From this recurrent relation, we can obtain the expression of Coulomb integral as
Is1···sN−1(~α1, ~α2,κ~ωN−1) =
[ −1
γ(−b2)
]s1+···+sN−1 sN−1∏
q=0
1
γ(bκ + qb2)
Rs11
N−1∏
j=2
R
sj−sj−1
j (2.21)
where
Rsk :=
s∏
p=1
γ(−pb2)
∏
i=1,2
N∏
j≥k
γ
(
(Q~ρ− ~αi) · (~λj − ~λk)b− pb2
)
; ~λk := ~ω1 −
k−1∑
ℓ=1
~eℓ . (2.22)
Here ~λk are the fundamental weights of sl(N) Lie algebra. The invariant terms under the
recurrent relation (2.19) are determined by the symmetry under the exchange of ~α1 ↔ ~α2.
Up to now, we neglect the dual screening charges Q˜k =
∫
d2z eb
−1~ek·~ϕ. It has no prob-
lem for the classical arguments, but in quantum theory, we must consider them: the term
µ˜
∑N−1
k=1 e
b−1~ek·~ϕ in the action (2.6) must be added, and bsk in eq. (2.12) and (2.13) must
be modified as bsk + b
−1s˜k. Here µ˜ :=
(
πµγ(b2)
)1/b2/
πγ(b−2) is the dual cosmological con-
stant, and sk (s˜k) is the number of (dual) screening charges. Especially, this generalization
means that the 3-point function must be invariant under the transformation b↔ b−1. Then,
as an entire self-dual function with respect to this transformation, we should consider the
Υ-function. Its integral representation is given as
log Υ(x) =
∫ ∞
0
dt
t
[(
Q
2
− x
)2
e−2t − sinh
2 (Q/2− x) t
sinh bt · sinh b−1t
]
(2.23)
which is convergent only in the strip 0 < Re x < Q, otherwise we take an analytic continua-
tion. This Υ-function is related to γ-function through the recurrent relation
Υ(x+ b) = γ(bx)b1−2bxΥ(x) , Υ(x+ b−1) = γ(x/b)b2x/b−1Υ(x) , (2.24)
where the normalization condition is Υ(Q/2) = 1. Then by using eq. (2.15), the formula of
3-point function can be finally proposed as [31]
C(~α1, ~α2,κ~ωN−1) =
[
πµγ(b2)b2−2b
2
](2Q~ρ−~α1−~α2−κ~ωN−1)·~ρ/b
×Υ(b)
N−1Υ(κ)
∏
e>0Υ((Q~ρ− ~α1) · ~e)Υ ((Q~ρ− ~α2) · ~e)∏
j,kΥ
(
κ/N + (~α1 −Q~ρ) · ~λj + (~α2 −Q~ρ) · ~λk
) (2.25)
where e > 0 means all the positive roots.
Now we have some comments from the detail of calculation. We note that this discussion
holds good, even after the analytic continuation to the non-integer values sk. Such analytic
continuation is often taken in the expression for the 3-point functions, as we will see in § 2.3.
We also note that the recurrent relation (2.19) can be satisfied, only when
(Q~ρ− ~α2) ·
k∑
l=1
~el 6= Q for ∀k = 1, · · · , N − 1 . (2.26)
Then in the cases where this condition is violated, the formula (2.25) needs to be justified by
another way of derivation.
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Derivation 2 : by differential equation for 4-point function
The other way of derivation is to use the differential equation [32]. It is known that a certain
kind of 4-point function of AN−1 Toda field theory can be written as〈
V−b~ω1(x)V~α1(0)V~α2(∞)Vκ~ωN−1(1)
〉
= |x|2b~α1·~λ1 |1− x|2bκ/NG(x, x¯) (2.27)
where no conditions are imposed on momenta ~α1, ~α2 and a complex number κ. The function
G(x) satisfies the generalized Pochhammer hypergeometric equation[
x ·
N∏
i=1
(
x
∂
∂x
+Ai
)
−
N∏
i=1
(
x
∂
∂x
+Bi − 1
)
· x ∂
∂x
]
G(x, x¯) = 0 (2.28)
where
Ak =
bκ
N
− N − 1
N
b2 + b(~α1 −Q~ρ) · ~λ1 + b(~α2 −Q~ρ) · ~λk
Bk = 1 + b(~α1 −Q~ρ) · (~λ1 − ~λk+1) . (2.29)
Since G(x, x¯) should satisfy the same equation (2.28) with the replacement of x → x¯ (the
complex conjugation of x), we can obtain the integral representation as
G(x, x¯) =
∫ N−1∏
i=1
d2ti |ti|2(Ai−Bi)|ti − ti+1|2(Bi−Ai+1−1)|t1 − x|−2A1 (2.30)
up to an overall constant. Here we set tN = 1.
In order to obtain the formula of 3-point function which we are interested in, we take a
decomposition for the 4-point function (2.27) by using OPE
V−b~ω1(x)V~αk(0) =
N∑
j=1
C
~αk−b~λj
−b~ω1,~αk
(
|x|2∆kjV
~αk−b~λj
(0) + · · ·
)
(2.31)
where ∆kj := ∆~αk−b~λj
−∆−b~ω1−∆~αk , and ‘· · · ’ includes the contribution of descendant fields.
Then we can rewrite eq. (2.27) as
〈V−b~ω1(x)V~α1(0)V~α2(∞)Vκ~ωN−1(1)〉
= |x|2b~α1·~λ1 |1− x|2bκ/N
N∑
j=1
C
~α1−b~λj
−b~ω1,~α1
C(~α1 − b~λj , ~α2,κ~ωN−1)|Gj(x)|2 (2.32)
where C(~α1, ~α2, ~α3) is a 3-point function defined in eq. (2.11), and Gj(x) can be expressed in
terms of the generalized hypergeometric function of type (N,N − 1) as
G1(x) = F
(
A1 · · ·AN
B1 · · ·BN−1
x
)
Gk+1(x) = x
1−Bk F
(
1 +A1 −Bk, · · · , 1 +AN −Bk
1 +B1 −Bk, · · · , 2−Bk, · · · , 1 +BN−1 −Bk
x
)
(2.33)
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for k = 1, · · · , N − 1, and where
F
(
A1 · · ·AN
B1 · · ·BN−1
x
)
= 1 +
∏N
j=1Aj∏N−1
k=1 Bk
x+
∏N
j=1Aj(Aj + 1)∏N−1
k=1 Bk(Bk + 1)
x2
2
+ · · · . (2.34)
Therefore, by comparing eq. (2.32) with eq. (2.27) using the integral representation (2.30), we
can find the relation
C~α1−b
~λ1
−b~ω1,~α1
C(~α1 − b~λ1, ~α2,κ~ωN−1)
C~α1−b
~λk
−b~ω1,~α1
C(~α1 − b~λk, ~α2,κ~ωN−1)
=
N∏
j=1
γ(Aj)γ(Bk−1 −Aj)
γ(Bj)γ(Bk−1 −Bj) (2.35)
where we set B0 = BN = 1. The structure constants C
~α1−b~λk
−b~ω1,~α1
can be calculated explicitly by
the free field representation [33]
C~α1−b
~λk
−b~ω1,~α1
=
[
− πµ
γ(−b2)
]k−1 k−1∏
i=1
γ(b(~α1 −Q~ρ) · (~λi − ~λk))
γ(1 + b2 + b(~α1 −Q~ρ) · (~λi − ~λk))
, (2.36)
so we can properly obtain the ratio C(~α1 − b~λk, ~α2,κ~ωN−1)/C(~α1 − b~λ1, ~α2,κ~ωN−1). By
using this relation, and by a similar discussion of the dual screening charge in § 2.2, we can
finally reproduce the formula (2.25).
This way of derivation is rather complicated, but is superior in that it can justify the
formula including the cases where the condition (2.26) in the previous derivation is violated.
In fact, this condition means only that the denominator of eq. (2.36) diverges in the present
derivation, which has no problem for calculating the 3-point function.
Results
The formula of 3-point function with one of the momenta ~α3 = κ~ωN−1 is
C(~α1, ~α2;κ~ωN−1) =
[
πµγ(b2)b2−2b
2
](2Q~ρ−~α1−~α2−κ~ωN−1)·~ρ/b
×Υ(b)
N−1Υ(κ)
∏
e>0Υ((Q~ρ− ~α1) · ~e)Υ((Q~ρ− ~α2) · ~e)∏
i,j Υ
(
κ/N + (~α1 −Q~ρ) · ~λi + (~α2 −Q~ρ) · ~λj
) . (2.37)
The formula with one of the momenta ~α3 = κ~ω1 can be obtained by taking the conjugation
~λk → ~λ∗k = −~λN+1−k (then ~ω∗N−1 = ~ω1) as
C(~α1, ~α2;κ~ω1) =
[
πµγ(b2)b2−2b
2
](2Q~ρ−~α1−~α2−κ~ω1)·~ρ/b
×Υ(b)
N−1Υ(κ)
∏
e>0Υ((Q~ρ− ~α1) · ~e)Υ((Q~ρ− ~α2) · ~e)∏
i,j Υ
(
κ/N − (~α1 −Q~ρ) · ~λi − (~α2 −Q~ρ) · ~λj
) . (2.38)
Here e > 0 means all the positive roots, and i, j = 1, · · · , N .
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2.3 Property of 3-point function
Before beginning the proof of AGT-W relation, we observe and discuss some properties of
3-point function. As we mentioned in § 2.1, the function C(~α1, ~α2, ~α3) has simple poles where
eq. (2.12) is satisfied. In fact, the denominator of 3-point function (2.37) can be written as
N∏
j1, j2=1
Υ
(
(~α1 −Q~ρ) · ~λj1 + (~α2 −Q~ρ) · ~λj2 + κ~ωN−1 · ~λj3
)
(2.39)
for ∀j3 = 1, · · · , N − 1, and the Υ-function has zeros at
Υ(x) = 0 ⇔ x = −mb− nb−1 , (m+ 1)b+ (n+ 1)b−1 (m,n ∈ Z≥0) . (2.40)
Then we can find that all the factors with j1 = j2 = j3 =: j in eq. (2.39) become
Υ
(
b(sj−1 − sj) + b−1(s˜j−1 − s˜j)
)
= 0 for ∀j = 1, · · · , N − 1 , (2.41)
when the screening condition (2.12) is satisfied. Here sk, s˜k are integers, and we set s0 =
s˜0 = 0. Therefore, in this case, the whole denominator (2.39) can be rewritten as
N−1∏
j=1
Υ
(
b(sj−1 − sj) + b−1(s˜j−1 − s˜j)
)×Υ(κ)
×
∏
j1>j′2
Υ
(
(~α1 −Q~ρ) · (~λj1 − ~λj′2)
) ∏
j2>j′1
Υ
(
(~α2 −Q~ρ) · (~λj2 − ~λj′1)
)
(2.42)
where j1, j2 = 1, · · · , N and j′1, j′2 = 1, · · · , N − 1. Now we can easily find that all the
factors in the second line are canceled by the factors Υ((Q~ρ− ~αi) · ~e) in the numerator, since
~λj′ −~λj = −
∑j′−1
k=j ~ek for j
′ > j. As a result, when the screening condition (2.12) is satisfied,
the 3-point function (2.37) can be simplified as
C(~α1, ~α2;κ~ωN−1) =
[
πµγ(b2)b2−2b
2
](2Q~ρ−~α1−~α2−κ~ωN−1)·~ρ/b [Υ(b)
Υ(0)
]N−1
. (2.43)
However, the story becomes a little more complicated in AGT-W relation. Let us now
discuss it, since it is very important for the proof of AGT-W relation.
Discussion for the proof of AGT-W relation
In AGT-W relation, we usually take an analytic continuation of the number of screening
charges sk, s˜k to non-integer values. The formula of 3-point function (2.37) is still valid in
this case, as we mentioned. However, the number and the positions of poles must be changed,
since the factors (2.41) generally don’t become zero.
If there are no zeros in the denominator, the zeros in the numerator mean that the 3-point
function vanishes. In fact, as we will see in § 3. such a situation is realized in the case of
8
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Figure 1: Brane configuration of D4- (horizontal), NS5- (vertical), D6- (⊗) branes
SU(N)n quiver (i.e. without descending nor ascending tails). The vanishing 3-point function
must be inadequate to compare with the partition function of gauge theory. Therefore, we
must avoid such a setting of parameters by imposing the condition
Υ((Q~ρ− ~αi) · ~e) 6= 0 for ∀i = 1, 2 , ∀e > 0 . (2.44)
For the quivers with descending or ascending tails, on the other hand, we always set new
poles by imposing the following condition on some factors in the denominator (2.39):
Υ
(
υj◦
1
,j◦
2
)
:= Υ
(
(~α1 −Q~ρ) · ~λj◦
1
+ (~α2 −Q~ρ) · ~λj◦
2
+ κ~ωN−1 · ~λj◦
3
)
= 0 (2.45)
for ∃j◦1 , j
◦
2 = 1, · · · , N and ∀j◦3 = 1, · · · , N − 1. Here we don’t require j◦1 = j◦2 = j◦3 , which is
different from the discussion before an analytic continuation. In fact, this condition (2.45) is
indispensable to match with the partition function of gauge theory.
In order to discuss the physical meaning of the condition (2.45), it seems convenient to
consider the brane configuration [34]. For the quivers without tails, we consider the system
of intersecting D4-branes and NS5-branes. For the quivers with tails, on the other hand,
D6-branes are introduced from the infinite distance in the D4/NS5 system. The directions
where each kind of branes is extended are shown in the following table:
0, 1, 2, 3 4, 5 6 7, 8, 9
D4-branes −− −−
NS5-branes −− −−
D6-branes −− −−
The arrangement of branes is shown in figure 1. Here we consider the situation where each
D6-brane in the infinite distance |x6| = ∞ is coupled to an infinitely extended D4-brane.
Then the D6-branes are moved to |x6| = finite, passing through some of the NS5-branes. At
this time, they cause Hanany-Witten transition [35] on D4-branes, which makes the number
of D4-branes (i.e. the rank of gauge group) smaller. Moreover, superstrings ending on a
D4-brane and a D6-brane (4-6 strings) appear, and they behave as new fundamental (or
9
antifundamental) matter fields in 4-dim gauge theory defined in the x0,1,2,3 spacetime. The
mass of these new fields is determined by the position of D6-branes. Here we note that the
condition (2.45) in Toda theory determines the mass of new fields, as we will see in § 3. Also,
the condition (2.45) means that some factors in the denominator of Toda correlation function
are factored out, and then the rank of gauge group of corresponding 4-dim theory becomes
smaller. Therefore, it is natural to consider that the setting of new poles (2.45) corresponds
to the setting of D6-branes. In fact, as we will see in § 3, the order of these poles in the whole
of Toda correlation function is always equal to the number of times which D6-branes pass
through NS5-branes, or equivalently, Hanany-Witten transition occurs.
Next, we pay attention to the factors in the denominator other than the zero factors
(2.45), i.e. Υ(υj1,j2) with (j1, j2) 6= (j◦1 , j◦2 ). As in the previous case (i.e. sk, s˜k are integers),
the cancellation of these factors and some factors in the numerator may occur. However, it
should be in some different manner, so let us now list the ways of cancellation.
Case 1 For j1 > j
◦
1 and j2 = j
◦
2 , the factors Υ (υj1,j2) are canceled by corresponding factors
in the numerator, since
υj1,j◦2 = (Q~ρ− ~α1) ·
j1−1∑
k=j◦
1
~ek . (2.46)
Case 2 For j1 < j
◦
1 and j2 = j
◦
2 , if ~α1 · ~ej◦1 = 0, the factors Υ (υj1,j2) are canceled by
corresponding factors in the numerator, since
υj1,j◦2 = Q− (Q~ρ− ~α1) ·
j◦1∑
k=j1
~ek . (2.47)
Here we note that Υ(x) = Υ(Q− x) for ∀x ∈ C.
Case 3 For j1 < j
◦
1 and j2 = j
◦
2 , if ~α1 is a momentum of a propagator (i.e. internal line),
the factors Υ (υj1,j2) are canceled by corresponding factors in the numerator, since
υj1,j◦2 =
(
Q~ρ− (2Q~ρ− ~α1)
) · j◦1−1∑
k=j1
~ek . (2.48)
Here we note that a propagator momentum ~α appears in two 3-point functions, like
C( ∗ , ~α; ∗ ) and C(2Q~ρ− ~α, ∗ ; ∗ ), as we will see in eq. (3.2).
Case 4 For j1 < j
◦
1 and j2 = j
◦
2 + 1, if ~α2 · ~ej◦2 = 0, the factors Υ (υj1,j2) are canceled by
corresponding factors in the numerator, since
υj1,j◦2+1 = Q− (Q~ρ− ~α1) ·
j◦
1
−1∑
k=j1
~ek . (2.49)
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There are other ways of cancellation, but we will consider only these four cases in the
following discussion. We note that all these discussions are still valid, if we interchange the
indices 1 ↔ 2, of course. By putting all results together, we finally find that the 3-point
function (2.37) appearing in AGT-W relation becomes
C(~α1, ~α2;κ~ωN−1) =
[
πµγ(b2)b2−2b
2
](2Q~ρ−~α1−~α2−κ~ωN−1)·~ρ/b
(2.50)
×
Υ(b)N−1Υ(κ)
∏′
e1,2>0
Υ((Q~ρ− ~α1) · ~e1)Υ ((Q~ρ− ~α2) · ~e2)∏
j1,2 6=j◦1,2
Υ
(
κ/N + (~α1 −Q~ρ) · ~λj1 + (~α2 −Q~ρ) · ~λj2
)
after the cancellation discussed above. Here,
∏
j1,2 6=j◦1,2
in the denominator means the product
of only the elements with
{j1, j2 | (j1 6= j◦1 , j◦1 + 1) ∩ (j2 6= j◦2 , j◦2 + 1)} (2.51)
for all the sets {j◦1 , j◦2} satisfying the condition (2.45). And,
∏′
e1,2>0
in the numerator means
the product of only the elements with
~e1 6=


∑j◦1
k=j1
~ek or
∑j◦1−1
k=j1
~ek for j1 = 1, · · · , j◦1 − 1∑j1−1
k=j◦
1
~ek for j1 = j
◦
1 + 1, · · · , N .
(2.52)
For the former case, it depends on the way of cancellation (case 2 – 4). For ~e2, we should
replace all the indices 1 with 2 in eq. (2.52).
3 Check of AGT-W relation
Based on the discussions in the previous section, now we begin the check of AGT-W relation
by direct calculations.
3.1 Ansatz for Toda momentum
Let us now see the diagram (2.5) of the whole correlation function again:
~β∞
~βn+1 ~β1 ~βn−1 ~βn
~β0
~α1 ~αn· · · (3.1)
In this paper, we consider only the correlation function with descendant level 0:
V∅(~β∞, ~βn+1, ~β1, · · · , ~βn, ~β0; ~α1, · · · , ~αn) (3.2)
= C(~β∞, ~α1; ~βn+1)C(2Q~ρ− ~α1, ~α2; ~β1) · · · C(2Q~ρ− ~αn−1, ~αn; ~βn−1)C(2Q~ρ− ~αn, ~β0; ~βn)
where the momenta of vertex operators of 2-dim Toda field theory correspond to the quiver
gauge group (2.1) with the condition (2.4) of 4-dim N = 2 quiver gauge theory as follows:
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• ~β∞ = Q~ρ+ i~β′∞ : This corresponds to a ‘full’ puncture.
• ~βk =
(
Q
2
+ imk
)
N~ωN−1 or
(
Q
2
+ imk
)
N~ω1 (for k = 1, · · · , n+ 1) :
They correspond to ‘simple’ punctures [3]. We choose the former in this paper.
• ~β0 : This corresponds to a puncture classified by a Young tableau corresponding to the
whole of quiver gauge group SU(d1)× · · · × SU(dn) [4].
• ~αj (for j = 1, · · · , n) : They correspond to propagators, but in the weak coupling limit
of SU(dj), the diagram (3.1) is decomposed into two diagrams as below [1]. This means
that ~αj should correspond to a puncture with a Young tableau for a quiver gauge group
SU(d1)× · · · × SU(dj−1) [5].
~β∞
~βn+1 ~β1 ~βj−1 ~βj ~βn−1 ~βn
~αj ~β02Q~ρ− ~αj~α1 ~αn
· · · · · ·
⊗
(3.3)
Here the parameters ~β′∞ and mk are real, and the following conditions are satisfied:
N∑
p=1
β′∞,p =
N∑
p=1
β0,p =
N∑
p=1
αj,p = 0 . (3.4)
There are no more conditions for ~β∞ and ~βk, while ~β0 and ~αj must satisfy some additional
conditions. Then let us now explain how to determine their concrete forms.
Our ansatz for ~β0
According to Gaiotto’s discussion [1], a puncture corresponding ~β0 can be classified by a
Young tableau [l1, · · · , ls] (i.e. the number of boxes in i-th column is li). In fact, for the
gauge theory with quiver gauge group SU(d1) × · · · × SU(dn) under the condition (2.2),
~β0 corresponds to the puncture with Young tableau whose number of boxes in j-th line is
dj − dj+1. That is,
[l1, · · · , ls] = [d1 − d2, · · · , dn−1 − dn, dn]T (3.5)
where T means the transposition of a Young tableau, and then s = dn. Note that the total
number of boxes is always N (= d1). Especially, a puncture with tableau [1
N ] is called a ‘full’
puncture, and a puncture with tableau [N − 1, 1] is called a ‘simple’ puncture.
Our ansatz in [4] gives how to determine the form of ~β0 by using this Young tableau
Y = [l1, · · · , ls] as follows: First, we divide ~β0 into its real and imaginary parts as
~β0 = Q~ρY + i~β
′
0 . (3.6)
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For the real part, ~ρY is defined as
~ρY := ~ρ− (~ρl1 ⊕ · · · ⊕ ~ρli ⊕ · · · ⊕ ~ρls) (3.7)
=
(
N−l1
2 , · · · , N−l12︸ ︷︷ ︸
l1
, · · · , N−li−2
∑i−1
j=1 lj
2 , · · · ,
N−li−2
∑i−1
j=1 lj
2︸ ︷︷ ︸
li
, · · · , −N+ls2 , · · · , −N+ls2︸ ︷︷ ︸
ls
)
where
~ρk =
1
2
(k − 1, k − 3, · · · , 3− k, 1 − k) . (3.8)
For the imaginary part, ~β′0 is defined as
~β′0 = (β
′
0,1, · · · , β′0,1︸ ︷︷ ︸
l1
, · · · , β′0,i, · · · , β′0,i︸ ︷︷ ︸
li
, · · · , β′0,s, · · · , β′0,s︸ ︷︷ ︸
ls
) =: ~β′0[l1,···,li,···,ls] . (3.9)
Therefore, we can find that ~β0 · ~ek = 0 is satisfied for ∀k 6= l1 + l2 + · · · + li for ∀i = 1, · · · , s.
Note that we don’t fix the order of l1, · · · , ls at this moment, but in the following discussion,
we will consistently fix it as l1 ≤ · · · ≤ ls.
Ansatz for ~αj by Drukker and Passerini
According to Gaiotto’s discussion [1] again, in the weak coupling limit of SU(dj), i.e. when
the diagram is decomposed like eq. (3.3), ~αj should correspond to a puncture for a quiver
gauge group SU(d1) × · · · × SU(dj−1). Therefore, we can use our ansatz (3.6) here again.
Then the ansatz for ~αj can be written as
~αj = Q~ρY + i
[
(~α′j ,~0) + ~γj [dj ,ldj+1,···,ls]
]
(3.10)
where Y = [l1, · · · , ls] is a Young tableau for a quiver gauge group SU(d1)× · · · × SU(dj−1),
so s = dj−1 here. Since the condition (2.2) means dj−1 − (dj−2 − dj−1) ≥ dj, if we put in
order as l1 ≤ · · · ≤ ls, we find that l1 = · · · = ldj = 1 is always satisfied. Then we can
put a traceless dj-component vector ~α
′
j as in eq. (3.10), which can be regarded as an SU(dj)
propagator. The next ~0 is a (N − dj)-component zero vector. The remaining part ~γj should
be determined so that the whole imaginary part
[
(~α′j ,~0)+~γj
]
is of the same form as ~β′0[l1,···,ls]
in eq. (3.9). In fact, eq. (3.10) satisfies it, since
(~α′j ,~0) + ~γj [dj,ldj+1,···,ls]
(3.11)
= (α′j,1︸︷︷︸
l1=1
, · · · , α′j,dj︸︷︷︸
ldj=1
, 0, · · · , 0︸ ︷︷ ︸
N−dj
) + (γj,dj , · · · , γj,dj︸ ︷︷ ︸
l1+···+ldj=dj
, γj,dj+1, · · · , γj,dj+1︸ ︷︷ ︸
ldj+1
, · · · , γj,s, · · · , γj,s︸ ︷︷ ︸
ls
) .
This exactly agrees with the ansatz by Drukker and Passerini [5]. Note that ~αj · ~ek = 0 is
satisfied for ∀k 6= l1 + l2 + · · · + li for ∀i = 1, · · · , s, just as for ~β0.
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Up to now, the proof of AGT-W relation by direct calculations has been done in [3, 5, 8],
but it seems to be still restrictive. Our calculation in the following is also restrictive in that
we consider only the correlation functions of AN−1 Toda theory with descendant level 0 and
the corresponding 1-loop part of partition functions of SU(N) quiver gauge theory. However,
we consider a general case of SU(N) quiver gauge group, which is a new point of this paper.
In the remainder of this section, we first consider the simple cases of A2 and A3 Toda theory
in § 3.2 and § 3.3, and then we discuss a general case of AN−1 Toda theory in § 3.4.
3.2 Case of A2 Toda theory
We have already discussed this case in our previous paper [8], but here let us make some
modifications. Especially, we consider all factors in the correlation function (3.2), although
the unrelated factors to 1-loop partition function have been usually neglected in the previous
researches.
3.2.1 For SU(3)n quiver
In this case, ~β0 corresponds to a ‘full’ puncture, then we set
~αj = Q~ρ+ i~α
′
j ,
~β0 = Q~ρ+ i~β
′
0 ,
~βk =
(
Q
2
+ imk
)
3~ω2 , (3.12)
where j = 1, · · · , n and k = 1, · · · , n+1. Here no conditions other than eq. (3.4) are imposed.
As we discussed in § 2.3, we note that there never be any zeros in the denominator of all the
3-point functions, since
υζ1,ζ2 =
Q
2
+ i
(
a linear combination of α′j,p, β
′
0,q, mk
)
for ∀ζ1, ζ2 = 1, 2, 3 (3.13)
where p, q = 1, 2, 3, and υζ1,ζ2 has been defined in eq. (2.45). Then we require that there
should be no zeros also in the numerator. This requirement (2.44) means that
α′j,p 6= α′j,q , β′0,p 6= β′0,q for p 6= q . (3.14)
Let us now compare the level-0 correlation function (3.2), denoted by V∅, with the 1-loop
partition function of gauge theory (A.3), denoted by Z1-loop. Then we find that when the
correspondence of parameters is set as
SU(3) adjoint scalar VEV ~ˆaj = i~α
′
j (for j = 1, · · · , n)
SU(3) bifundamental mass νk =
Q
2
+ imk (for k = 1, · · · , n− 1)
SU(3) fundamental mass µp =
Q
2
+ imn ± iβ′0,p (for p = 1, 2, 3)
SU(3) antifundamental mass µ¯p =
Q
2
− imn+1 ∓ iβ′∞,p
Nekrasov’s parameters ǫ1 = b , ǫ2 = b
−1 , (3.15)
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we can show that the correlation function can be written as
V∅ = A
n+1 h(2Q~ρ)n g(~β∞) g(~β0)
n+1∏
k=1
f2(mk)
n∏
j=1
∏
p<q
(α′j,p − α′j,q)2 |Z1-loop|2 (3.16)
where (for AN−1 Toda theory)
A :=
[
πµγ(b2)b2−2b
2
]2Q|~ρ|2/b
Υ(b)N−1
fN−1(m) :=
[
πµγ(b2)b2−2b
2
]−( 1
2
Q+im)N~ωN−1·~ρ/b
Υ(N(12Q+ im))
g(~β) :=
[
πµγ(b2)b2−2b
2
]−~β·~ρ/b∏
e>0
′
Υ((Q~ρ− ~β) · ~e)
h(~α) :=
[
πµγ(b2)b2−2b
2
]−~α·~ρ/b
(3.17)
where
∏′
e>0 has been already defined in eq. (2.50). In the present case, it is equivalent to
the usual
∏
e>0, since any cancellations discussed in §2.3 don’t occur. However, if such
cancellations occur, we should take the product
∏′
e>0 following the condition (2.52). We will
explain it clearly in the following cases.
We finally note that ~ω2 in the setting of ~βk (3.12) can be replaced by ~ω1. This replacement
slightly changes the parameter correspondence (3.15): the upper signs are for ~ω2, while the
lower signs are for ~ω1. The coefficient functions in eq. (3.16) is also changed: for the choice
of ~ω1 instead of ~ωN−1 in AN−1 Toda theory, the factor fN−1 must be replaced as
fN−1(m)→ f1(m) :=
[
πµγ(b2)b2−2b
2
]−( 1
2
Q+im)N~ω1·~ρ/b
Υ(N(12Q+ im)) . (3.18)
Therefore, we can successfully show that the level-0 correlation function of Toda theory
properly corresponds to the 1-loop partition function of SU(3)n quiver gauge theory.
3.2.2 For SU(3)n−1 × SU(2) quiver
In this case, ~β0 becomes a ‘simple’ puncture. In the weak coupling limit of the last SU(2),
~αn becomes a ‘full’ puncture. Then we should change a part of the setting (3.12) as
~αn = Q~ρ+ i
[
(~α′n, 0)− 3m˜n~ω2
]
, ~β0 =
(
Q
2
+ im0
)
3~ω1 , (3.19)
where ~α′n is a traceless 2-component vector. The last term in ~αn did not appear in our
previous paper [8], but we add here by following the ansatz (3.10).
As we discussed in § 2.3, there can be the zeros in the denominator of the last 3-point
function C(2Q~ρ− ~αn, ~β0; ~βn), since
υ3,2 = i(mn −m0 − 2m˜n) . (3.20)
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case denominator numerator
− υ3,2 −−
1 υ3,3 (Q~ρ− ~β0) · ~e2
2 υ3,1 (Q~ρ− ~β0) · (~e1 + ~e2)
3 υ1,2 (Q~ρ− ~αn) · (~e1 + ~e2)
υ2,2 (Q~ρ− ~αn) · ~e2
4 υ1,3 (Q~ρ− (2Q~ρ− ~αn)) · (~e1 + ~e2)
υ2,3 (Q~ρ− (2Q~ρ− ~αn)) · ~e2
Table 1: Cancellations in the case of SU(3)n−1 × SU(2) quiver
This means that the factor Υ(υ3,2) makes a new pole, when we set mn = m0 + 2m˜n. Then
some of the other factors in the denominator cancel out some factors in the numerator in
the way of case 1 – 4, or eq. (2.46) – (2.49). These cancellations can be summarized as table 1.
After the cancellations, the remaining factors in the denominator are
Υ(υζ,1) = Υ
(
Q
2
+ i(−α′n,ζ + 3m0 + 3m˜n)
)
for ζ = 1, 2 (3.21)
from which we can read off the mass of a SU(2) fundamental matter field, by comparing
with the 1-loop partition function of gauge theory. Therefore, we find the correspondence of
parameters as follows:
SU(2) adjoint scalar VEV ~ˆan = i~α
′
n
SU(3)× SU(2) bifundamental mass νn−1 = Q
2
+ imn−1
SU(3) fundamental mass µ(3) =
Q
2
+ i(mn−1 + 2m˜n)
SU(2) fundamental mass µ(2) =
Q
2
+ i(±3m0 + 3m˜n) (3.22)
with the condition mn = ±m0 + 2m˜n. We show here only a different part from the previous
case (3.15). The double signs are related to the choice of ~ω1 / ~ω2 in the setting of ~β0 (3.19):
the upper signs are for ~ω1, while the lower signs are for ~ω2. Note that the newly added
parameter m˜n makes apart SU(3) fundamental mass from SU(3) × SU(2) bifundamental
mass.
Finally we can show that under the correspondence of parameters (3.22), the correlation
function can be written as
V∅ =
An+1
Υ(0)
h(2Q~ρ)n g(~β∞) g(~β0)
n+1∏
k=1
f2(mk)
n∏
j=1
∏
p<q
(α′j,p − α′j,q)2 |Z1-loop|2 (3.23)
where p, q = 1, 2, 3 for j = 1, · · · , n − 1 and p, q = 1, 2 for j = n. Note that when we take
the product
∏′
e>0 in g(
~β0) defined in eq. (3.17), the factors of numerator listed in table 1,
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i.e. (Q~ρ − ~β0) · ~e2 and (Q~ρ − ~β0) · (~e1 + ~e2), must be removed. We also note that the order
of pole 1/Υ(0) (i.e. one, in this case) is equal to the number of times which Hanany-Witten
transition occurs in the D4/NS5/D6-brane system, as we discussed in § 2.3.
3.3 Case of A3 Toda theory
Now we incline to rush into the proof of AGT-W relation in a general case of AN−1 Toda
theory, but in this subsection, we check the correspondence in the case of A3 Toda theory,
and pile up more observations and discussions on concrete simple examples.
3.3.1 For SU(4)n quiver
In this case, we can show the correspondence very similarly to the case of SU(3)n quiver.
Since ~β0 corresponds to a ‘full’ ([1
4]) puncture, the setting of Toda momenta is
~αj = Q~ρ+ i~α
′
j ,
~β0 = Q~ρ+ i~β
′
0 ,
~βk =
(
Q
2
+ imk
)
4~ω3 , (3.24)
where j = 1, · · · , n and k = 1, · · · , n+ 1. Then the correspondence of parameters becomes
SU(4) adjoint scalar VEV ~ˆaj = i~α
′
j (for j = 1, · · · , n)
SU(4) bifundamental mass νk =
Q
2
+ imk (for k = 1, · · · , n− 1)
SU(4) fundamental mass µp =
Q
2
+ imn ± iβ′0,p (for p = 1, · · · , 4)
SU(4) antifundamental mass µ¯p =
Q
2
− imn+1 ∓ iβ′∞,p (3.25)
where the lower signs are for the choice of ~ω1, instead of ~ω3 in the setting of ~βk. The final
result is of the same form as eq. (3.16), so we don’t write it down here.
3.3.2 For SU(4)n−1 × SU(3) quiver
In this case, ~β0 corresponds to a [2, 1, 1] puncture. In the weak coupling limit of SU(3), ~αn
becomes a ‘full’ puncture. Then we should change a part of the setting (3.24) as
~αn = Q~ρ+ i
[
(~α′n, 0) − 4m˜n~ω3
]
, ~β0 = Q~ρ[1,1,2] + i~β
′
0[1,1,2] , (3.26)
where ~α′n is a traceless 3-component vector. ~ρ[1,1,2] and
~β′0[1,1,2] are defined in eq. (3.7) and
(3.9). Let us here comment on the other choices of Young tableau, i.e. Y = [2, 1, 1], [1, 2, 1] :
The former has no problem, if we redo the discussion in § 3.1 for a Young tableau [l1, · · · , ls]
with l1 ≥ · · · ≥ ls and change our ansatz for ~αn. The latter, on the other hand, causes a
problem, since it cannot have sufficient degrees of freedom of fundamental matter fields.
The remaining part of discussion is parallel to the case of SU(3)n−1×SU(2) quiver. There
can be the zeros in the denominator of the last 3-point function C(2Q~ρ− ~αn, ~β0; ~βn), since
υ4,3 = i(mn + β
′
0,3 − 3m˜n) . (3.27)
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case denominator numerator
− υ4,3 −−
1 υ4,4 (Q~ρ− ~β0) · ~e3
2 υ4,ζ2 (Q~ρ− ~β0) · (~eζ2+ · · ·+ ~e3)
3 υζ1,3 (Q~ρ− ~αn) · (~eζ1+ · · ·+ ~e3)
4 υζ1,4 (Q~ρ− (2Q~ρ− ~αn)) · (~eζ1+ · · ·+ ~e3)
Table 2: Cancellations in the case of SU(4)n−1 × SU(3) quiver
(ζ1 = 1, 2, 3, ζ2 = 1, 2)
Then the factor Υ(υ4,3) makes a new pole, when we set mn = −β′0,3 + 3m˜n. After the
cancellations listed in table 2, the remaining factors in the denominator are
Υ(υζ1,ζ2) = Υ
(
Q
2
+ i(−α′n,ζ1 + β′0,ζ2 − β′0,3 + 4m˜n)
)
for ζ1 = 1, 2, 3 , ζ2 = 1, 2 (3.28)
from which we can read off the mass of two SU(3) fundamental matter fields, by comparing
with the 1-loop partition function of gauge theory. Therefore, by using β′0,1+β
′
0,2+2β
′
0,3 = 0,
we find the correspondence of parameters as
SU(3) adjoint scalar VEV ~ˆan = i~α
′
n
SU(4)× SU(3) bifundamental mass νn−1 = Q
2
+ imn−1
SU(4) fundamental mass µ(4) =
Q
2
+ i(mn−1 + 3m˜n)
SU(3) fundamental mass µ
(3)
1,2 =


Q
2 + i(
3
2β
′
0,1 +
1
2β
′
0,2 + 4m˜n)
Q
2 + i(
1
2β
′
0,1 +
3
2β
′
0,2 + 4m˜n)
(3.29)
with the condition mn =
1
2(β
′
0,1+β
′
0,2)+m˜n. The final result is of the same form as eq. (3.23)
with p, q = 1, · · · , 4 for j = 1, · · · , n− 1 and p, q = 1, 2, 3 for j = n.
3.3.3 For SU(4)n−2 × SU(3)× SU(2) quiver
In this case, ~β0 corresponds to a simple ([3, 1]) puncture. In the weak coupling limit of SU(2),
~αn becomes a [2, 1, 1] puncture. In the weak coupling limit of SU(3), ~αn−1 becomes a ‘full’
puncture. Then we should change a part of the setting (3.24) as
~αn = Q~ρ[1,1,2] + i
[
(~α′n, 0, 0) − 4m˜n~ω2
]
, ~β0 =
(
Q
2
+ im0
)
4~ω1 ,
~αn−1 = Q~ρ+ i
[
(~α′n−1, 0)− 4m˜n−1~ω3
]
, (3.30)
where ~α′n is a traceless 2-component vector, ~α
′
n−1 is a traceless 3-component vector, and
~ω2 = (1, 1,−1,−1)/2.
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case denominator numerator
− υ4,3 −−
1 υ4,4 (Q~ρ− ~β0) · ~e3
2 υ4,ζ2 (Q~ρ− ~β0) · (~eζ2+ · · ·+ ~e3)
4 υζ1,4 (Q~ρ− (2Q~ρ− ~αn)) · (~eζ1+ · · ·+ ~e3)
− υ3,2 −−
1 υ3,3 (Q~ρ− ~β0) · ~e2
2 υ3,1 (Q~ρ− ~β0) · (~e1 + ~e2)
3 υζ′
1
,2 (Q~ρ− ~αn) · (~eζ′
1
+ · · ·+ ~e2)
4 υζ′
1
,3 (Q~ρ− (2Q~ρ− ~αn)) · (~eζ′
1
+ · · ·+ ~e2)
Table 3: Cancellations in the case of SU(4)n−2 × SU(3)× SU(2) quiver
(ζ1 = 1, 2, 3, ζ2 = 1, 2, ζ
′
1 = 1, 2)
Now we study the zeros in the denominator of 3-point functions. On the second last
function C(2Q~ρ−~αn−1, ~αn; ~βn−1), we can reuse the results of the previous case of SU(4)n−1×
SU(3) quiver only after a reparametrization, e.g. (mn, m˜n, β
′
0,3)→ (mn−1, m˜n−1, 2m˜n). Then
we find the condition mn−1 = −2m˜n + 3m˜n−1. Next we consider the last 3-point function
C(2Q~ρ− ~αn, ~β0; ~βn). There can be the zeros in the denominator, since
υ4,3 = υ3,2 = i(mn −m0 − 2m˜n) . (3.31)
Then the factors Υ(υ4,3) and Υ(υ3,2) make new two poles, when we set mn = m0 + 2m˜n.
After the cancellations listed in table 3, the remaining factors in the denominator are
Υ(υζ,1) = Υ
(
Q
2
+ i(−α′n,ζ +mn + 3m0 + 2m˜n)
)
for ζ = 1, 2 (3.32)
from which we can read off the mass of a SU(2) fundamental matter fields, by comparing
with the 1-loop partition function of gauge theory. Therefore, we find the correspondence of
parameters as
SU(3) adjoint scalar VEV ~ˆan−1 = i~α
′
n−1
SU(2) adjoint scalar VEV ~ˆan = i~α
′
n
SU(4)× SU(3) bifundamental mass νn−2 = Q
2
+ imn−2
SU(3)× SU(2) bifundamental mass νn−1 = Q
2
+ imn−1
SU(4) fundamental mass µ(4) =
Q
2
+ i(mn−2 + 3m˜n−1)
SU(2) fundamental mass µ(2) =
Q
2
+ i(4m0 + 4m˜n) (3.33)
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case denominator numerator
− υ4,3 −−
1 υ4,4 (Q~ρ− ~β0) · ~e3
2 υ4,ζ2 (Q~ρ− ~β0) · (~eζ2+ · · ·+ ~e3)
3 υζ1,3 (Q~ρ− ~αn) · (~eζ1+ · · ·+ ~e3)
4 υζ1,4 (Q~ρ− (2Q~ρ− ~αn)) · (~eζ1+ · · ·+ ~e3)
− υ3,1 −−
1 υ3,2 (Q~ρ− ~β0) · ~e2
3 υζ′
1
,1 (Q~ρ− ~αn) · (~eζ′
1
+ · · ·+ ~e2)
4 υζ′
1
,2 (Q~ρ− (2Q~ρ− ~αn)) · (~eζ′
1
+ · · ·+ ~e2)
Table 4: Cancellations in the case of SU(4)n−1 × SU(2) quiver
(ζ1 = 1, 2, 3, ζ2 = 1, 2, ζ
′
1 = 1, 2)
with the conditions mn−1 = −2m˜n + 3m˜n−1 and mn = m0 + 2m˜n.
Finally we can show that under the correspondence of parameters (3.33), the correlation
function can be written as
V∅ =
An+1
Υ(0)3
h(2Q~ρ)n g(~β∞) g(~β0)
n+1∏
k=1
f3(mk)
n∏
j=1
∏
p<q
(α′j,p − α′j,q)2 |Z1-loop|2 (3.34)
where p, q = 1, · · · , 4 for j = 1, · · · , n − 2 ; p, q = 1, 2, 3 for j = n − 1 ; p, q = 1, 2 for j = n.
Here we repeat the comments for the case of SU(3)n−1 × SU(2) quiver: The product ∏′e>0
in g(~β0) must be taken with the factors of numerator in table 3 removed. The order of pole
1/Υ(0) (i.e. three, in this case) is equal to the total number of times which Hanany-Witten
transition occurs in the D4/NS5/D6-brane system.
3.3.4 For SU(4)n−1 × SU(2) quiver
In this case, ~β0 corresponds to a [2, 2] puncture. In the weak coupling limit of SU(2), ~αn
becomes a ‘full’ puncture. Then we should change a part of the setting (3.24) as
~αn = Q~ρ+ i
[
(~α′n, 0, 0) + ~γn[2,1,1]
]
, ~β0 =
(
Q
2
+ im0
)
4~ω2 , (3.35)
where ~α′n is a traceless 2-component vector, and ~γn is of the form (~γn,1, ~γn,1, ~γn,2, ~γn,3).
As we discussed repeatedly, there can be the zeros in the denominator of the last 3-point
function C(2Q~ρ− ~αn, ~β0; ~βn), since
υ4,3 = i(mn − 2m0 − γn,3) , υ3,1 = i(mn + 2m0 − γn,2) . (3.36)
Then the factors Υ(υ4,3) and Υ(υ3,1) make new poles, when we set mn = 2m0 + γn,3 =
−2m0 + γn,2. After the cancellations listed in table 4, we find that there are no remaining
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factors in the denominator. This is consistent with that there are no SU(2) fundamental
matter fields in the corresponding gauge theory. Then the correspondence of parameters is
SU(2) adjoint scalar VEV ~ˆan = i~α
′
n
SU(4)× SU(2) bifundamental mass νn−1 = Q
2
+ imn−1
SU(4) fundamental mass µ
(4)
1,2 =


Q
2 + i(mn−1 +mn + 2m0)
Q
2 + i(mn−1 +mn − 2m0)
(3.37)
Therefore, we can show that under this correspondence of parameters, the correlation function
can be written as
V∅ =
An+1
Υ(0)2
h(2Q~ρ)n g(~β∞) g(~β0)
n+1∏
k=1
f3(mk)
n∏
j=1
∏
p<q
(α′j,p − α′j,q)2 |Z1-loop|2 (3.38)
where p, q = 1, · · · , 4 for j = 1, · · · , n− 1 and p, q = 1, 2 for j = n.
3.4 General case of AN−1 Toda theory
We finally start the proof of AGT-W relation in a general case of AN−1 Toda field theory.
First, we decompose the original diagram (3.1) into the (n+ 1) 3-point functions:
~βn+1 ~βj ~βn
~β∞ ~α1 2Q~ρ− ~αj ~αj+1 2Q~ρ− ~αn ~β0
· · · · · ·⊗ ⊗ ⊗ ⊗
(3.39)
These 3-point functions can be classified into four types, so let us discuss the correspondence
to the 1-loop partition function of gauge theory for each type.
Type 1: the first 3-point function C(~β∞, ~α1; ~βn+1)
For all the quiver gauge group, the corresponding momenta of Toda vertex operators are
~β∞ = Q~ρ+ i~β
′
∞ , ~α1 = Q~ρ+ i~α
′
1 ,
~βn+1 =
(
Q
2
+ imn+1
)
N~ωN−1 . (3.40)
Then, just as in the case of SU(3)n and SU(4)n quiver, there never be any zeros in the
denominator, since
υζ1,ζ2 =
Q
2
+ i(β′∞,ζ1 + α
′
1,ζ2 +mn+1) for
∀ζ1, ζ2 = 1, · · · , N . (3.41)
Moreover, no cancellations of the factors in the denominator and those in the numerator
occur. Therefore, if we set the correspondence of parameters as
SU(N) adjoint scalar VEV ~ˆa1 = i~α
′
1
SU(N) antifundamental mass µ¯p =
Q
2
− imn+1 − iβ′∞,p (for p = 1, · · · , N) (3.42)
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we can show the correspondence of the 3-point function and the 1-loop partition function as
C(~β∞, ~α1; ~βn+1) = Ag(~β∞)fN−1(mn+1)h(~α1)
N∏
p¯=1
∣∣z1lpafd(~ˆa1, µ¯p¯)∣∣2∏
e>0
Υ(−i~α′1 · ~e) (3.43)
where A, g, fN−1 and h are defined in eq. (3.17), and z
1lp
afd is defined in eq. (A.4). Note that
the last factor, together with the factor from the next 3-point function C(2Q~ρ− ~α1, ~α2; ~β1),
corresponds to the factor z1lpvec(~ˆa1) in the 1-loop partition function as∏
e>0
Υ(−i~α′1 · ~e)Υ(i~α′1 · ~e) =
∏
e>0
∣∣Γ2(i~α′1 · ~e)Γ2(Q+ i~α′1 · ~e)∣∣−2
=
∏
e>0
|i~α′1 · ~e|2
|Γ2(i~α′1 · ~e+ b)Γ2(i~α′1 · ~e+ b−1)|2
=
∏
p<q
∣∣α′1,p − α′1,q∣∣2 ∣∣z1lpvec(~ˆa1)∣∣2 . (3.44)
Here we use the properties of Γ2-function shown in eq. (A.8).
Type 2: 3-point function C(2Q~ρ− ~αj, ~αj+1; ~βj) with the rank dj = dj+1 = N
The momenta of Toda vertex operators are set as
~αj = Q~ρ+ i~α
′
j , ~αj+1 = Q~ρ+ i~α
′
j+1 ,
~βj =
(
Q
2
+ imj
)
N~ωN−1 . (3.45)
This is just a reparametrization of eq. (3.40), so the discussion is almost parallel to type 1.
Then if the correspondence of parameters is set as
SU(N) adjoint scalar VEV ~ˆaj = i~α
′
j ,
~ˆaj+1 = i~α
′
j+1 ,
SU(N) bifundamental mass νj =
Q
2
+ imj , (3.46)
we can show the correspondence of 3-point function and the 1-loop partition function as
C(2Q~ρ− ~αj , ~αj+1; ~βj) = AfN−1(mj)h(2Q~ρ − ~αj)h(~αj+1)
× ∣∣z1lpbfd(~ˆaj , ~ˆaj+1, νj)∣∣2∏
e>0
Υ(i~α′j · ~e)Υ(−i~α′j+1 · ~e) . (3.47)
Just as we discussed in eq. (3.44), the last two factors correspond to the factors z1lpvec(~ˆaj) and
z1lpvec(~ˆaj+1), together with the factors from the next 3-point functions.
Type 3: 3-point function C(2Q~ρ− ~αj, ~αj+1; ~βj) with the rank dj > dj+1
We finally discuss the part of descending tail. According to the ansatz (3.10), we set the
momenta of Toda vertex operators as
~αj = Q~ρYj + i
[
(~α′j ,~0) + ~γj [dj ,ldj+1,···,ls]
]
, ~βj =
(
Q
2
+ imj
)
N~ωN−1 ,
~αj+1 = Q~ρYj+1 + i
[
(~α′j+1,~0) + ~γj+1[dj+1,l′dj+1+1,···,l
′
s′
]
]
, (3.48)
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where s = dj−1 and s
′ = dj. The Young tableaux are
Yj := [d1 − d2, · · · , dj−2 − dj−1, dj−1]T
= [12dj−1−dj−2 , lx, · · · , li, · · · , ls] (3.49)
Yj+1 := [d1 − d2, · · · , dj−2 − dj−1, dj−1 − dj , dj ]T
= [12dj−dj−1 , 22dj−1−dj−dj−2 , lx + 1, · · · , li + 1, · · · , ls + 1] (3.50)
where x := 2dj−1 − dj−2 + 1.
As we saw in § 3.2 and § 3.3, the real part of υζ1,ζ2 for ∃ζ1, ζ2 becomes zero, and the
imaginary part gives the conditions for momenta. Let us here check this for a general case.
From the definition (2.45), υζ1,ζ2 can be written as
υζ1,ζ2 = Q
[
(~ρ− ~ρYj)ζ1 − (~ρ− ~ρYj+1)ζ2 +
1
2
]
+ i
[
−(Im ~αj)ζ1 + (Im ~αj+1)ζ2 +mj
]
(3.51)
where (~ρ∗)ζ denotes the ζ-th component of a vector ~ρ∗. From the definition (3.7),
~ρ− ~ρYj =
(
0, · · · · · · , 0︸ ︷︷ ︸
2dj−1−dj−2
, lx−12 , · · · , 1−lx2︸ ︷︷ ︸
lx
, · · · , li−12 , · · · , 1−li2︸ ︷︷ ︸
li
, · · · , ls−12 , · · · , 1−ls2︸ ︷︷ ︸
ls
)
(3.52)
~ρ− ~ρYj+1 =
(
0, · · · , 0︸ ︷︷ ︸
2dj−dj−1
, 12 ,−12 , · · · , 12 ,−12︸ ︷︷ ︸
2(2dj−1−dj−dj−2)
, lx2 , · · · , −lx2︸ ︷︷ ︸
lx+1
, · · · , li2 , · · · , −li2︸ ︷︷ ︸
li+1
, · · · , ls2 , · · · , −ls2︸ ︷︷ ︸
ls+1
)
.
Therefore, we can find the condition that the real part of vζ1,ζ2 becomes zero:
(ζ1, ζ2) =

(ζ, 2ζ − dj−1 − 1) for ζ = dj + 1, · · · , 2dj−1 − dj−2(ζ, ζ − s− 1 + i) for ζ − [(2dj−1 − dj−2) +∑i−1ℓ=x lℓ] = 1, · · · , li (3.53)
where i = x, · · · , s. Note that this condition can be satisfied for ∀ζ1 = dj + 1, · · · , N . Then
we have the poles 1/Υ(0)N−dj in the 3-point function, if we impose the following (N − dj)
conditions on the momenta:
mj = (Im ~αj)ζ1 − (Im ~αj+1)ζ2 for (ζ1, ζ2) ∈ eq. (3.53) . (3.54)
Note that these conditions are not always independent, as we saw in the case of SU(4)n−2 ×
SU(3)× SU(2) quiver. This is because (Im ~αj)ζ1 = (Im ~αj)ζ′1 and (Im ~αj+1)ζ2 = (Im ~αj+1)ζ′2
for (ζ1, ζ2) 6= (ζ ′1, ζ ′2) can be sometimes satisfied simultaneously.
Next we discuss the cancellations of the other factors Υ(υζ1,ζ2) by some factors in the
numerator, as we did in § 3.2 and § 3.3. The ways of cancellations can be classified as table 5,
as we listed in § 2.3. Note that for the case 2 and 4, the condition ~αj+1 · ~eζ2 = 0 is required,
which is always satisfied. Then after the cancellations for ∀(ζ1, ζ2) ∈ eq. (3.53), the remaining
factors in the denominator are
denominator : Υ(υζ1,ζ2) with ζ1 = 1, · · · , dj , ζ2 = 1, · · · , 2dj − dj−1 (3.55)
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case denominator numerator
− υζ1,ζ2 −−
1 υζ1,ζ2+1 (Q~ρ− ~αj+1) · ~eζ2
2 υζ1,ζ−2
(Q~ρ− ~αj+1) · (~eζ−
2
+ · · ·+ ~eζ2)
3 υζ−
1
,ζ2
(Q~ρ− ~αj) · (~eζ−
1
+ · · ·+ ~eζ1−1)
4 υζ−
1
,ζ2+1
(Q~ρ− (2Q~ρ− ~αj)) · (~eζ−
1
+ · · ·+ ~eζ1−1)
Table 5: Cancellations in a general quiver case
(ζ−1 = 1, · · · , ζ1 − 1, ζ−2 = 1, · · · , ζ2 − 1)
Here we note that
(ζ1, ζ2) and (ζ1 − 1, ζ2 − δζ2) ∈ eq. (3.53) ⇒ δζ2 = 1 or 2 . (3.56)
If δζ2 = 1, the case 3 for (ζ1, ζ2) and the case 4 for (ζ1 − 1, ζ2 − 1) means the cancellation
of the same factors, so they are never compatible. Then in this case, we must give up the
former cancellation, as we saw in the case of SU(4)n−2×SU(3)×SU(2) quiver. On the other
hand, if δζ2 = 2 or for min (ζ1, ζ2) ∈ eq. (3.53), the cancellations of all the case 1 – 4 can be
done without any problem, as in the case of SU(4)n−1×SU(2) quiver. There we gave up the
case 2 cancellation for (ζ1, ζ2) = (3, 1), but it is only because ζ
−
2 does not run any value.
Therefore, after these cancellations, the remaining factors in the numerator are
numerator :


Υ((Q~ρ− (2Q~ρ− ~αj)) ·
∑ζ♯
1
ζj=ζ♭1
~eζj with ζ
♭
1, ζ
♯
1 = 1, · · · , dj − 1
Υ(Q~ρ− ~αj+1) ·
∑ζ♯
2
ζj+1=ζ♭2
~eζj+1 with ζ
♭
2, ζ
♯
2 = 1, · · · , dj+1 − 1
(3.57)
The latter case should be explained more. The condition (3.53) means that the cancellation
of case 1 and 2 leaves intact the following factors in the numerator other than eq. (3.57):
(Q~ρ− ~αj+1) · (~eζ−+ · · · + ~eζ) with
ζ = dj+1 , · · · , 2dj − dj−1 , 2dj − dj−1 + 2n , dj−1 − dj−2 − 1 + i+
∑i−1
ℓ=x lℓ (3.58)
where n = 1, · · · , 2dj−1 − dj − dj−2 and i = x, · · · , s (= dj−1). However, all these factors are
removed by the case 3 cancellation in the next 3-point function C(2Q~ρ− ~αj+1, ~αj+2; ~βj+1).
Then the correspondence of parameters can be set as
SU(dj) adjoint scalar VEV ~ˆaj = i~α
′
j
SU(dj+1) adjoint scalar VEV ~ˆaj+1 = i~α
′
j+1
SU(dj)× SU(dj+1) bifundamental mass νj = Q
2
+ imj
SU(dj) fundamental mass µ
(j)
p =
Q
2
+ imj + iα
′
j+1,p (3.59)
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for p = dj+1 + 1, · · · , 2dj − dj−1. Note that the number of SU(dj) fundamental matter fields
is 2dj − dj−1 − dj+1 (≥ 0), as we mentioned in eq. (2.2).
Finally, we can show the correspondence of 3-point function and the 1-loop partition
function as
C(2Q~ρ− ~αj , ~αj+1; ~βj) = AfN−1(mj)h(2Q~ρ − ~αj)h(~αj+1)
× 1
Υ(0)N−dj
∣∣z1lpbfd(~ˆaj , ~ˆaj+1, νj)∣∣2
2dj−dj−1∏
p=dj+1+1
∣∣z1lpfd (~ˆaj, µ(j)p )∣∣2
×
∏
{~eζj}
Υ(i~αj · ~eζj )
∏
{~eζj+1}
Υ(−i~αj+1 · ~eζj+1) (3.60)
with the conditions (3.54). {~eζj} and {~eζj+1} are defined in eq. (3.57). Again, as in eq. (3.44),
the last two factors correspond to the factors z1lpvec(~ˆaj) and z
1lp
vec(~ˆaj+1), together with the factors
from the next 3-point functions.
Type 4: the last 3-point function C(2Q~ρ− ~αn, ~β0; ~βn)
The momenta of Toda vertex operators are set as
~αn = Q~ρYn + i
[
(~α′n,~0) + ~γj [dn,ldn+1,···,ls]
]
, ~βn =
(
Q
2
+ imn
)
N~ωN−1 ,
~β0 = Q~ρY + i~β
′
0 Y , (3.61)
This is just a reparametrization of eq. (3.48), so the discussion is almost parallel to type 3.
Then if the correspondence of parameters is set as
SU(dn) adjoint scalar VEV ~ˆan = i~α
′
n
SU(dn) fundamental mass µp =
Q
2
+ imn + iβ
′
0,p (3.62)
for p = 1, · · · , 2dn− dn−1, we can show the correspondence of 3-point function and the 1-loop
partition function as
C(2Q~ρ− ~αn, ~β0; ~βn) = Ag(~β0)fN−1(mn)h(2Q~ρ − ~αn)
× 1
Υ(0)N−dn
2dn−dn−1∏
p=1
∣∣z1lpfd (~ˆan, µp)∣∣2 ∏
{~eζn}
Υ(i~α′n · ~eζn) (3.63)
with the conditions
mn = (Im ~αn)ζ1 − (Im ~β0)ζ2 for (ζ1, ζ2) ∈ eq. (3.53) with j = n . (3.64)
As we defined in eq. (3.17), when we take the product
∏′
e>0 in g(
~β0), the following factors
must be removed: Υ
(
(Q~ρ− ~β0) · (~eζ−+ · · ·+ ~eζ)
)
for ∀ζ ∈ {ζ2 in eq. (3.53) with j = n}.
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Summary
By putting all the results together, i.e. eq. (3.43), (3.47), (3.60) and (3.63), we can show that
the whole of Toda correlation function with descendant level 0 (3.2) exactly corresponds to
the 1-loop partition function of gauge theory with a general quiver gauge group (2.1) as
V∅ = A
n+1h(2Q~ρ)ng(~β∞)g(~β0)
n+1∏
k=1
fN−1(mk)
n∏
j=1
1
Υ(0)N−dj
∏
p<q
(α′j,p − α′j,q)2 |Z1-loop|2 (3.65)
if we set the correspondence of parameters as eq. (3.42), (3.46), (3.59) and (3.62), and impose
the conditions (3.54) and (3.64). Each pole 1/Υ(0) corresponds to one of these conditions,
i.e. the setting of mass of a hypermultiplet. The total order of poles is
∑n
j=1(N − dj), which
is equal to the number of times which Hanany-Witten transition occurs in the D4/NS5/D6-
brane system, as we discussed in § 2.3. Therefore, we believe that we can properly understand
the physical interpretation of all the poles in 3-point correlation functions of AN−1 Toda
theory in AGT-W relation.
4 Conclusion and Discussion
In this paper, we show the correspondence between the correlation function of AN−1 Toda
theory with descendant level 0 and the 1-loop part of partition function of N = 2 SU(N)
quiver gauge theory with a general quiver gauge group. All the parameters except gauge
coupling constants appear in this part, so in this sense, we claim that the ansatz for corre-
spondence of parameters in AGT-W relation [4, 5] is completely justified.
The remaining part of AGT-W relation is the correspondence between the descendant
part of correlation function of Toda theory and the instanton part of partition function of
gauge theory. Now the correspondence of parameters is clearly understood, then the only
unclear point is so-called ‘U(1) factor’ in AGT-W relation [2]. At this moment, there seems
to be no consensus among researchers with regard to the way of determining this factor, while
some researchers propose that this factor is nothing but the free string amplitude [6].
On this problem, we have a direction of discussion. In our previous paper [10], we pointed
out that W1+∞ algebra may exist as a symmetry behind AGT-W relation, by showing that
Toda correlation function plus the U(1) factor can be simply written in terms of this algebra.
In this algebra, U(1) generator naturally coexists with WN generators of AN−1 Toda theory.
Therefore, we consider that this U(1) generator in W1+∞ algebra must be related to the
U(1) factor in AGT-W relation. Then from this viewpoint, it may be possible to justify the
interpretation of the U(1) factor as the free string amplitude.
Anyway in order to check the remaining part of AGT-W relation, we must calculate the
correlation function of Toda theory with an arbitrary descendant level. The most basic way
is to calculate the inverse Shapovalov matrix of each level as it was done in [6–8], but it
must be not a realistic way if we want to calculate in an arbitrary high level. One choice
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is the calculation by Dotsenko-Fateev method, which has been recently discussed also in the
context of AGT-W relation [11–13]. Up to now, however, these discussions are restricted to
the case of 4-point correlation function and Q = b + b−1 = 0. Especially, it must be very
difficult to discuss the case of Q 6= 0, so all we can do may be to calculate the correlation
function with arbitrary number of points and descendant level, but Q = 0.
Finally, we want to say that AGT-W relation is still a very strange relation. In particular,
we discuss the considerably general cases of N = 2 SU(N) quiver gauge theory, but the
corresponding correlation function of Toda theory seems in very special cases. Through the
further various investigations, we hope to understand what it means from the viewpoint of,
for example, W1+∞ algebra, superconformal theory, and M5-brane dynamics.
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A Partition function of N = 2 SU(N) quiver gauge theory
The full partition function of 4-dim N = 2 SU(N) quiver gauge theory can be written as
Z = Zclass Z1-loop Zinst . (A.1)
We see each part of function in the following [36,37].
Classical part The classical part of the partition function is
Zclass = exp
[
n∑
k=1
2πiτk|~ˆak|2
]
(A.2)
where τk :=
θk
2π +
4πi
g2k
is the complex UV coupling constant, and ~ˆak :=
∑dk−1
i=1 ai~ei is the
diagonal of VEV’s ai of adjoint scalars. ~ei are the simple roots of gauge symmetry algebra,
which are usually defined as eq. (2.7) for SU(N) algebra. It gives, for example, ~ˆa = (a1,−a1)
for SU(2) and ~ˆa = (a1,−a1 + a2,−a2) for SU(3).
1-loop part The 1-loop contribution to the partition function is
Z1-loop =
(
n∏
k=1
z1lpvec(
~ˆak)
) d1∏
p¯=1
z1lpafd(
~ˆa1, µ¯p¯)


×
(
n−1∏
k=1
z1lpbfd(
~ˆak, ~ˆak+1,mk)
) dn∏
p=1
z1lpfd (
~ˆan, µp)

 (A.3)
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where µp, µ¯p¯, mk are the mass of fundamental, antifundamental and bifundamental fields,
respectively. The functions z1lp are defined as
z1lpvec(~a) =
∏
i<j
exp [−γǫ1,ǫ2(aˆi − aˆj − ǫ1)− γǫ1,ǫ2(aˆi − aˆj − ǫ2)] ,
z1lpfd (~a, µ) =
∏
i
exp [γǫ1,ǫ2(aˆi − µ)] ,
z1lpafd(~a, µ¯) =
∏
i
exp [γǫ1,ǫ2(−aˆi + µ¯− ǫ+)] ,
z1lpbfd(~a,
~b,m) =
∏
i,j
exp
[
γǫ1,ǫ2(aˆi − bˆj −m)
]
, (A.4)
where ǫ+ := ǫ1 + ǫ2 (ǫ1, ǫ2 are Nekrasov’s deformation parameters). The function γǫ1,ǫ2(x) is
related to double Gamma function Γ2(x|ǫ1, ǫ2) as
γǫ1,ǫ2(x) = log Γ2(x+ ǫ+|ǫ1, ǫ2) , (A.5)
and the double Gamma function is defined with the double zeta function as
Γ2(x|ǫ1, ǫ2) := exp
[
d
ds
∣∣∣∣
s=0
ζ2(s;x|ǫ1, ǫ2)
]
, (A.6)
and the double zeta function is defined as
ζ2(s;x|ǫ1, ǫ2) =
∑
m,n
(mǫ1 + nǫ2 + x)
−s =
1
Γ(s)
∫ ∞
0
dt
t
tse−tx
(1− e−ǫ1t)(1 − e−ǫ2t) . (A.7)
When we discuss AGT-W relation, we often use the properties of double Gamma function
Γ2(x
∗) = Γ2(x)
∗ , Γ2(x+ ǫ1)Γ2(x+ ǫ2) = xΓ2(x)Γ2(x+ ǫ+) , (A.8)
and the relation to Upsilon function
Υ(x) =
1
Γ2(x|b, b−1)Γ2(Q− x|b, b−1) . (A.9)
Instanton part The instanton contribution is obtained by Nekrasov’s instanton counting
formula with Young tableaux as
Zinst =
∑
{~Y1,···,~Yn}
(
n∏
k=1
q
|~Yk|
k zvec(
~ˆak, ~Yk)
) d1∏
p¯=1
zafd(~ˆa1, ~Y1, µ¯p¯)


×
(
n−1∏
k=1
zbfd(~ˆak, ~Yk; ~ˆak+1, ~Yk+1;mk)
) dn∏
p=1
zfd(~ˆan, ~Yn, µp)

 (A.10)
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where qk := e
2πiτk (τk is the coupling constant), and ~Yk = (Yk,1, · · · , Yk,dk) is a set of Young
tableaux. |~Yk| is the total sum of number of boxes of Young tableaux Yk,i (i = 1, · · · , dk).
Each factor of the instanton part is written as
zbfd(~ˆa, ~Y ;
~ˆ
b, ~W ;m) =
∏
i,j
∏
s∈Yi
(E(aˆi − bˆj , Yi,Wj , s)−m)
×
∏
t∈Wj
(ǫ+ − E(bˆj − aˆi,Wj , Yi, t)−m) ,
zvec(~ˆa, ~Y ) = 1/zbfd(~ˆa, ~Y ; ~ˆa, ~Y ; 0) ,
zfd(~ˆa, ~Y , µ) =
∏
i
∏
s∈Yi
(φ(aˆi, s)− µ+ ǫ+) ,
zafd(~ˆa, ~Y , µ¯) = zfd(~ˆa, ~Y , ǫ+ − µ¯) . (A.11)
The functions E(aˆ, Y,W, s) and φ(aˆ, s) are defined as
E(aˆ, Y,W, s) = aˆ− ǫ1(λ′W,j − i) + ǫ2(λY,i − j + 1) ,
φ(aˆ, s) = aˆ+ ǫ1(i− 1) + ǫ2(j − 1) , (A.12)
where s = (i, j) denotes the position of the box in a Young tableau (i.e. the box in i-th
column and j-th row). λY,i is the height of i-th column, and λ
′
Y,j is the length of j-th row
for Young tableau Y . That is, λ′Y,j − i and λY,i − j are the length of ‘leg’ and ‘arm’ of the
Young tableau Y for the box s = (i, j), respectively.
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