The problem of global-in-time regularity for the 3D Navier-Stokes equations, i.e., the question of whether a smooth flow can exhibit spontaneous formation of singularities, is a fundamental open problem in mathematical physics. Due to the super-criticality of the equations, the problem has been super-critical in the sense that there has been a fixed 'scaling gap' between any regularity criterion and the corresponding a priori bound. The purpose of this work is to present a mathematical framework-based on a suitably defined 'scale of sparseness' of the super-level sets of the higher-order spatial derivatives of the velocity field-in which the scaling gap between the regularity class and the corresponding a priori bound (in the vicinity of the possible singular time) shrinks to zero as the order of the derivative goes to infinity. This demonstrates-for the first time-a critical nature of the Navier-Stokes regularity problem, making it more tractable.
Prologue
3D Navier-Stokes equations (NSE) -describing a flow of 3D incompressible viscous Newtonian fluid -read u t + (u · ∇)u = −∇p + ∆u, supplemented with the incompressibility condition div u = 0, where u is the velocity of the fluid and p is the pressure (here, the viscosity is set to 1 and the external force to zero). Taking the curl yields the vorticity formulation, ω t + (u · ∇)ω = (ω · ∇)u + ∆ω
where ω = curl u is the vorticity of the fluid; the LHS is the transport of the vorticity by the velocity, the first term on the RHS is the vortex-stretching term, and the second one the diffusion.
There is a unique scaling that leaves the NSE invariant. Let λ > 0 be a scaling parameter; it is transparent that if u = u(x, t) and p = p(x, t) solve the NSE, then u λ (x, t) = λ u(λx, λ 2 t) and p λ (x, t) = λ 2 p(λx, λ 2 t) solve the NSE as well (corresponding to the rescaled initial condition, and over the rescaled time interval).
3D NS regularity problem has been super-critical in the sense that there has been a 'scaling gap' between any known regularity criterion and the corresponding a priori bound. An illustrative example is the classical Ladyzhenskaya-Prodi-Serrin regularity criterion, u ∈ L p (0, T ; L q ), 3 q + 2 p = 1 vs. the corresponding a priori bound u ∈ L p (0, T ; L q ), 3 q + 2 p = 3 2
(for a suitable range of the parameters). As a matter of fact, all the known regularity criteria are (at best) scaling-invariant, while all the a priori bounds had been on the scaling level of the energy bound, u ∈ L ∞ (0, T ; L 2 ), regardless of the functional framework utilized. Spatial intermittency of the regions of intense fluid activity has been well-documented in the computational simulations of the 3D NSE. This phenomenon inspired a mathematical study of turbulent dissipation in the 3D NS flows based on the concept of sparseness at scale whose local-1D version had been first developed in Grujić [7] ; some key notions are demonstrated below. Let S be an open subset of R d and µ be the d-dimensional Lebesgue measure. The volumetric version is the following. S is said to be r-semi-mixed with ratio δ if the above inequality holds for every x 0 ∈ R d . (It is straightforward to check that for any S, d-dimensional δ-sparseness at scale r implies 1D (δ) 1 dsparseness at scale r around any spatial point x 0 ; however the converse is false, i.e. local-1D sparseness is in general a weaker condition.)
The main idea in this approach is very simple. Local-in-time analytic smoothing (in the spatial variables), measured in L ∞ , represents a very strong manifestation of the diffusion in the 3D NS system. This provides a suitable environment for the application of the harmonic measure majorization principle; shortly, if the regions of the intense fluid activity are 'sparse enough', the associated harmonic measure will be 'small enough' to prevent any further growth of the L ∞ -norm and-in turn-any singularity formation.
It is convenient to define a family of functional classes based on the scale of sparseness of the super-level sets of the/a locally maximal component of the vectorial function in view where everything is measured in terms of the (local, uniformly-local or global) L ∞ -norm. In what follows, let us denote the positive and the negative parts of the vectorial components of f by f ± i , and compute the norm of a vector v = (a, b, c) as |v| = max{|a|, |b|, |c|}. Definition 1.3 (Farhat et al. [4] and Bradshaw et al. [2] ). For a positive exponent α, and a selection of parameters λ in (0, 1), δ in (0, 1) and c 0 > 1, the class of functions Z α (λ, δ; c 0 ) consists of bounded, continuous functions f : R 3 → R 3 subjected to the following uniformly local condition. For x 0 in R 3 , select the/a component f ± i such that f ± i (x 0 ) = |f (x 0 )|, and require that the set
, for some c, 1 c 0 ≤ c ≤ c 0 . Enforce this for all x 0 in R 3 . Here, α is the scaling parameter, c 0 is the size parameter, and λ and δ are the (interdependent) 'tuning parameters'. Remark 1.4. On one hand, it is plain that f ∈ L p w implies f ∈ Z p 3 (here L p w denotes the weak Lebesgue space). On the other hand, in the geometrically worst case scenario for sparseness, the super-level set being a single ball, being in Z p 3 is consistent with being in L p w (of course, in general, f ∈ Z p 3 gives no information on the decay of the distribution function of f ).
Applying this framework to the vorticity field ω led to the first reduction of the scaling gap since the 1960s (Bradshaw et al. [2] ); the following table summarizes the results (whose precise statements will be recalled in Section 3, Theorem 3.4) and provides the comparison with the classical pointwise-in-time setting of L ∞ (0, T ; L p ).
Regularity class
A priori bound Energy-level class
a.e. τ < T Note that all the regularity classes in the table are scaling invariant. The a priori bounds in the first two rows are on the scaling level of the energy class; however, the a priori bound in the Z α framework-near a possible singular time-demonstrates an algebraic reduction of the scaling gap. To illustrate the above comparison in a bit more tangible way, consider an isolated singularity of a Leray solution at (x 0 , T ), and assume a simple buildup (the super-level sets being approximately balls) of the vorticity singular profile compatible with 1 |x−x 0 | δ . Then, the standard L p -theory confines the possible values of δ to the interval [2, 3) , while the Z α -theory confines them to the interval [2, 5 2 ), eliminating the [ 5 2 , 3)-range. At this point, a natural question arose of whether a further reduction of the scaling gap within the Z α framework might be possible or whether there might be an obstruction in the way. There is a simple geometric scenario in which one arrives at the criticality at once. Namely, suppose that the structure of the vorticity super-level sets is dominated by an ensemble of O(1)-long vortex filaments (not 'tightly packed'). Then the a priori bound ω ∈ L ∞ (0, T ; L 1 ) (Constantin [3] ) and Chebyshev's inequality imply that the solution in view is in Z 1 2 .
On the opposite side are the 'non-filamentary' geometric scenarios; e.g., the flow initiated at the Kida vortex constrained with the maximal number of symmetries on the periodic cube. A careful computational study of the scale of sparseness in this case was performed in Rafner et al. [12] revealing that-within a time interval leading to the burst of the vorticity magnitude-the solution stabilized in Z 1 2 +ǫ . This indicates that the Z α framework is well suited for detecting the onset of turbulent dissipation in the non-filamentary geometries as well.
Unfortunately, tracking sufficiently fine geometric properties of the flow analytically is presently out of reach, and we consider the higher-order spatial fluctuations of the velocity field instead (more spatial intermittency, an increased chance to deviate from 'the scaling' ). More specifically, here, we consider the sequence of functional classes Z (k) α k defined by the following rule,
essentially, one is building a 'Sobolev scale' based on Z α . Then, the main results of this paper can be summarized in the first two rows of the following table (the third row is included for the comparison). In the first column, the result holds for any k * ≥ k * * ( u 0 2 , u 0 ∞ )).
It is instructive to present the level-k scales of sparseness realizing the above functional classes.
Regularity class-scale
A priori bound-scale Energy-level class-scale
A closer look at the scaling of the dynamic quantities in the table reveals the following.
Since r k+1 k+ 3 2 → r, k → ∞ we arrive at the asymptotic criticality. Remark 1.5. This mathematical phenomenon can be given a physical interpretation of a 'cascade near a (potential) singularity'. Namely, the scale of sparseness at time t can be interpreted as a 'size' of the largest eddy within the corresponding time-slice. Then, at any level k, the scale in the second column is the rigorous upper bound on this length-scale, while the scale in the first column is the rigorous lower bound on the dissipation scale. Asymptotically, as k goes to infinity, they meet.
Note that the scaling gap between the regularity class-scale and the energy-level class scale is independent of k and remains as fixed as ever. The main results are detailed in Section 3. Here we just make a couple of remarks.
Remark 1.6. The 3D NSE feature one (known) fundamental cancellation, (u · ∇)u · u dx = 0, which-in turn-implies the a priori boundedness of the kinetic energy, i.e., u ∈ L ∞ (0, T ; L 2 ). This is light years away from the scaling level at which (at least formally) the nonlinearity and the diffusion equilibrate-the scaling-invariant level (e.g., u ∈ L ∞ (0, T ; L 3 ). A major challenge has been to find a mechanism by which the energy-level bounds would improve the scaling-invariant (or above) bounds. At first glance, this might seem implausible; however, this is precisely what the Z (k) α k framework is designed to do: as k increases, the energy bound provides more sparseness whichvia the harmonic measure majorization principle-yields the improved bounds on the L ∞ -norm of D (k) u. In what follows, we will consider the general NS system in R d ,
where u is the velocity of the fluid, p is the pressure, f is the external force, and u 0 is the given initial velocity vector field (here, the viscosity is set to 1 and the external force f (·, t) is a realanalytic vector field in space). More precisely, all the velocity-based results will be set up in R d , while all the vorticity-based results will be set up in R 3 .
Spatial analyticity initiated at level k
Since the notion of sparseness in all the aforementioned references is utilized via the harmonic measure maximum (majorization) principle for subharmonic functions, and the spatial analyticity of solutions plays a key role in its application, the primary purpose of this section is to develop spatial analyticity results for the higher order derivatives, keeping in view our main goal of asymptotically reducing the scaling gap to zero as announced in the Z (k) α k -tables in the prologue. We start by recalling the results on the spatial analyticity of velocity and vorticity obtained in Guberović [9] and Bradshaw et al. [2] , respectively, inspired by the method for determining a lower bound on the uniform radius of spatial analyticity of solutions in L p spaces introduced in Grujić and Kukavica [8] .
Theorem 2.1 (Guberović [9] and Bradshaw et al. [2] ). Let the initial datum u 0 ∈ L ∞ (resp. ω 0 ∈ L ∞ ∩ L 1 ). Then, for any M > 1, there exists a constant c(M ) such that there is a unique
, which has an analytic extension U (t) (resp. W (t)) to the region
The following two lemmas are included for the readers' convenience.
Lemma 2.2 (Nirenberg [11] or Gagliardo [5] ). Suppose p, q, r ∈ [1, ∞], s ∈ R and m, j, d ∈ N satisfy
Then, there exists constant C only depending on m, d, j, q, r, s such that for any function f : 
Then F is a normal family.
The main result of this section is as follows.
for some p ≥ 2 and f (·, t) is divergence-free and real-analytic in the space variable with the analyticity radius at least δ f for all t ∈ [0, ∞) with the analytic extension f + ig satisfying
Fix k ∈ N, M > 1 and t 0 > 0 and let
where C i (M ) are constants depending only on M . Then there exists a solution
3) such that for every t ∈ (0, T * ), u is a restriction of an analytic function u(x, y, t) + iv(x, y, t) in the region
Proof. We construct an approximating sequence as follows:
By the induction argument as in Guberović [9] , u (n) (t) ∈ C([0, T ], L ∞ (R d )) and each u (n) (t) is real analytic for every t ∈ (0, T ]. Let u (n) (x, y, t) + iv (n) (x, y, t) and π (n) (x, y, t) + iρ (n) (x, y, t) be the analytic extensions of u (n) and π (n) respectively. Inductively we have analytic extensions for all approximate solutions and the real and imaginary parts satisfy
Now define
then the approximation scheme becomes (for simplicity we drop the subscript α)
supplemented with the initial conditions
leading to the following set of iterations,
In view of Theorem 2.1, without loss of generality assume u 0 ∈ C ∞ and D k u 0 k! u 0 k . Taking the k-th derivative on both sides of (2.7) and (2.8) yields
(2.10)
We claim that
Proof of the claim: At the initial step of the iteration, i.e.
the L p -estimates are as follows:
Similarly,
If α is a vector such that C|α|t 1/2 < 1/2 for all t < T (with a suitable C), then combining (2.13) and (2.14) gives
Taking the L ∞ -norms of the jth derivative on both sides of (2.11) and (2.12) yields
Collecting the estimates (2.15) and (2.16),
To control the rest of L n and L ′ n in the iteration scheme, the nonlinear and the pressure estimates play the essential role. We demonstrate the L ∞ -estimates on the three representative terms, namely,
First, observe that by Lemma 2.2,
). The first term is then estimated as follows,
For the mixed product term,
In conclusion, the above argument implies
Hence, with |α|t 1/2 < 1/2,
In particular, if
and
then an induction argument yields
completing the proof of the claim. Now the standard convergence argument based on Lemma 2.3 (applied for each t with q = p or q = ∞) completes the proof that the limit function u (i.e. the complexified solution of the NSE (1.1)-(1.3)) exists and is bounded locally uniformly in time (the time interval depends only on k, u 0 L ∞ , u 0 L p , F and G) and uniformly in y-variables over the complex domain
The analyticity properties of u, are justified by the uniform convergence on any compact subset of D t , following from Lemma 2.3 (see Grujić and Kukavica [8] and Guberović [9] for more details). This ends the proof of Theorem 2.4.
An analogous result for the vorticity is the following.
M > 1 and t 0 > 0 and let
is a constant only depending on M . Then there exists a solution
of the NSE (1.1)-(1.3) such that for every t ∈ (0, T * ), ω is a restriction of an analytic function ω(x, y, t) + iζ(x, y, t) in the region
Sketch of proof. Similarly as in the proof of Theorem 2.4, we construct an approximating sequence for the vorticity-velocity formulation
as follows:
We let u (n) + iv (n) and ω (n) + iζ (n) be the analytic extension of the approximating sequence and let
then taking the k-th derivative (for the same reason as in the proof of Theorem 2.4 we can assume ω 0 ∈ C ∞ ) leads to the complexified iterations:
are all bounded by a constant only determined by k, ω 0 L ∞ , ω 0 L p .
Let W (n)
x (y) denote the translation W (n) (x − y) and B be the unit ball centered at 0. Then, from (2.23) it follows
Note that the map
defines a C-Z operator. The L ∞ -estimates on the nonlinear terms are then as follows,
The L p -estimates are summarized as
Thus, with |α|t 1/2 < 1/2,
then an induction argument gives
completing the proof.
Asymptotic Zero Scaling Gap
To give a precise statement of the main theorem, in the first part of this section we compile the notions and ideas introduced in the prologue (e.g. definitions 1.1-1.3 and the 'Z α -framework') with several results about sparseness of the regions of intense fluid activity whose mathematical setup was initiated in Grujić [6] and later has been further developed and applied for various purposes (see Grujić [7] , Farhat et al. [4] and Bradshaw et al. [2] ) as well as their generalizations to the 'k-th level' based on the analyticity results derived in the previous section. In the second part of this section, we introduce a novel technique based on local-in-time dynamics of 'chains of derivatives' in preparation not only for the proof of the main theorem but also for a more general theory of the blow-up (or the lack thereof) in the super-critical PDE problems that will be hinted at in the epilogue and is further developed in the upcoming article, and then state and prove the main theorem at the end.
In the aforementioned articles, the ideas of the spatial intermittency were realized via the harmonic measure maximum principle for subharmonic functions as recorded, e.g., in Ahlfors [1] and Ransford [13] . Here we recall a result utilized in Bradshaw et al. [2] (h(z, Ω, K) denotes the harmonic measure of K with respect to Ω, evaluated at z). Proposition 3.1 (Ransford [13] ). Let Ω be an open, connected set in C such that its boundary has nonzero Hausdorff dimension, and let K be a Borel subset of the boundary. Suppose that u is a subharmonic function on Ω satisfying
The following extremal property of the harmonic measure in the unit disk D will be helpful in the calculations to follow. Proposition 3.2 (Solynin [14] ). Let λ be in (0, 1), K a closed subset of [−1, 1] such that µ(K) = 2λ, and suppose that the origin is in D \ K. Then
As demonstrated in Farhat et al. [4] and Bradshaw et al. [2] , the concept of 'escape time' allows for a more streamlined presentation. Here we recall the main theorem about the spatial intermittency of the velocity presented in Farhat et al. [4] and an analogous result for the vorticity presented in Bradshaw et al. [2] . Theorem 3.4 (Farhat et al. [4] and Bradshaw et al. [2] ). Let u (resp. ω) be in C([0, T * ), L ∞ ) where T * is the first possible blow-up time, and assume, in addition, that u 0 ∈ L ∞ (resp. ω 0 ∈ L ∞ ∩ L 2 ). Let t be an escape time of u(t) (resp. ω(t)), and suppose that there exists a temporal point
such that for any spatial point x 0 , there exists a scale ρ ≤
with the property that the super-level set
j (x 0 , s)), and the pair (λ, δ) is chosen such that the followings hold:
(Note that such pair exists and a particular example is that when δ = 3 4 , λ > 1 3 .) Then, there exists γ > 0 such that u ∈ L ∞ ((0, T * + γ); L ∞ ), i.e. T * is not a blow-up time.
With Theorem 2.4 (setting p = 2) and Theorem 2.5 (setting p = 1) we are able to generalize the above results as follows:
where T * is the first possible blow-up time, and assume, in addition, that u 0 ∈ L ∞ ∩ L 2 (resp. ω 0 ∈ L ∞ ∩ L 1 ). Let t be an escape time of D k u(t) (resp. D k ω(t)), and suppose that there exists a temporal point
with the property that the super-level set s) ), and the pair (λ, δ) is chosen such that the followings hold:
Proof. The proof is similar to the proof of Theorem 3.4.
The following lemma is the Sobolev W −k,p -version of the volumetric sparseness results presented in Farhat et al. [4] and Bradshaw et al. [2] . Lemma 3.6. Let r ∈ (0, 1] and f a bounded function from R d to R d with continuous partial derivatives of order k. Then, for any tuple (ζ, λ, δ, p), ζ ∈ N d with |ζ| = k, λ ∈ (0, 1), δ ∈ ( 1 1+λ , 1) and p > 1, there exists c * (ζ, λ, δ, d, p 
then each of the super-level sets
Proof. Assume the opposite, i.e. there is either S i,+ ζ,λ or S i,− ζ,λ which is not r-semi-mixed with the ratio δ. Suppose it is S 1,+ ζ,λ (the proof is similar if it were S i,− ζ,λ ). Then there exists a spatial point x 0 such that
where ̟ denotes the volume of the unit ball in R d . Let φ be a smooth, radially symmetric and radially decreasing function such that
For sufficiently small η · r, an explicit calculation yields
To develop a contradictive result to (3.1), we write
Similar to the proof of Lemma 3.3 in Farhat et al. [4] , the estimates (3.3) and (3.4) together with the opposite assumption about δ-sparseness lead to
in other words, for some constant c,
then
, producing a contradiction.
This leads to the following a priori sparseness result announced in the prologue.
Theorem 3.7. Let u be a Leray solution (a global-in-time weak solution satisfying the global energy inequality), and assume that u is in C((0, T * ), L ∞ ) for some T * > 0. Then for any t ∈ (0, T * ) the super-level sets
are d-dimensional (resp. 3D) δ-sparse around any spatial point x 0 at scale
provided r * ∈ (0, 1]. In other words, D ζ u(t) ∈ Z α (λ, δ, c 0 ) with α = 1/(k + d/2) (resp. D ζ ω(t) ∈ Z α (λ, δ, c 0 ) with α = 1/(k + 5/2)). Moreover, for any p > 2, if we assume
then for any t ∈ (0, T * ) the super-level sets S i,± ζ,λ are d-dimensional δ-sparse around any spatial point x 0 at scale
Proof. Note that, for any p ≥ 2 and ζ ∈ N d with |ζ| = k,
If u ∈ L ∞ ((0, T * ], L p ), in order to meet the assumption in Lemma 3.6, it suffices to postulate sup t<T * u(t) L p c * (ζ, λ, δ, p) r
with c * given in (3.1) , which forces the scale of sparseness required by the theorem. The proof for the vorticity is similar.
In the rest of the paper, for simplicity we will assume D ζ = ∂ k x 1 ; the proofs for other derivatives of order k are similar. In addition, · will denote the L ∞ -norm. The following three results, a lemma, a corollary, and a theorem provide the foundation for a novel blow-up type argument based on local dynamics of 'chains of derivatives'. . Fix a k ≥ ℓ. For each t T * with T * given in (2.1) assume that for all
for a suitable constant c = c(k) which also satisfies
where h * = 2 π arcsin 1−δ 2/d 1+δ 
Without loss of generality, we can assume u 0 evolves from a negative temporal point so that
Since the above estimates hold for all x 0 , if u 0 (ℓ!) 1 ℓ+1 and k is sufficiently large,
By Theorem 3.7, for any spatial point x 0 there exists a direction ν along which the super-level set
-sparse at scale r given in (3.10) . Note that the results in Proposition 3.1 are scaling invariant and-for simplicity-assume r = 1 and ν is a unit vector. Define
Then-by sparseness-|K| ≥ 2(1 − δ 1/d ). If x 0 ∈ K, the result follows immediately. If x 0 / ∈ K, then by Proposition 3.1 and the above estimate for D k u s (z),
where h * = 2 π arcsin 1 − δ 2/d 1 + δ 2/d . Hence, if (3.9) is satisfied, the result holds as well. . For any κ > ℓ, if (3.9) is satisfied (for k = κ), one of the following two cases must occur:
(I) * There exists t and k ≥ κ such that
Proof. At t = 0 assume the opposite of Case (I) * , i.e., there exists ℓ ≤ k 1 < κ such that
(3.12)
Then, one of the following two cases must occur, (I) ′ Such order remains for all time (II) ′ Such order remains until t = t 1 at which point
becomes the maximal among
for all j ≥ ℓ.
If Case (I) ′ occurs, we claim that sup s>0 D j u(s) D j u 0 j! u 0 j as a consequence of the analyticity result in Theorem 2.1) and this in turn restricts the growth of D k 1 u(s) . This proves the claim. So, if Case (I) ′ occurs, Case (II) * is achieved for all t > 0.
If Case (II) ′ occurs and k 2 ≥ κ, Case (I) * is achieved at t = t 1 . If k 2 < κ, then one of the following two cases must occur,
remains the maximal for all t > t 1 (II) ′′ Such order remains until t = t 2 at which point
If Case (I) ′′ occurs, we claim that
Proof of the claim: (3.13) holds because t = t 1 is the transition time between D k 1 u(s) and D k 2 u(s).
An argument similar to the previous step implies (3.14) and (3.15 ). In particular, we have
Thus, for all s > 0 and all j ≥ ℓ,
Inductively, if k j < κ in Case (II) (j−1) for all j ≤ i, a similar argument (utilizing Lemma 3.8) leads to
meaning that Case (II) * persists until t = t i . If k i ≥ κ occurs in Case (II) (i−1) first, then Case (I) * is achieved at t = t i−1 .
Theorem 3.10. Let u be a Leray solution initiated at u 0 and suppose that for sufficiently large ℓ and k
If c, ℓ and k satisfy
is determined by the constant c = c(k) in the formation of the ascending chain in Corollary 3.9, which was originally determined by the assumption (3.9) in Lemma 3.8), then for any 2ℓ ≤ j ≤ k, the complex solution of (1.1)-(1.3) has the following upper bounds:
where D t is given by (2.19) .
Proof. For simplicity assume the system (1.1)-(1.3) is homogeneous, i.e. f = 0. As in the proof of Theorem 2.4 we have the iteration formulas (2.9)-(2.10). With the assumption (3.16) we are able to reduce slightly, at level k, the nonlinear effect stemming from the utilization of the standard interpolation (as exhibited in Theorem 2.4) by applying Lemma 2.2 to the lower order derivatives only. Let
We will demonstrate the idea of the proof on the nonlinear term U (n) ⊗ U (n) (the rest of the nonlinear terms can be estimated in a similar way) via an induction argument.
Via the induction hypothesis and the assumption (3.16), if c, ℓ and k are chosen as in (3.17) ,
Also, by Lemma 2.2 and the assumption (3.16)
Without loss of generality, as in the previous arguments in this section, we can assume D k u 0 k! u 0 k ; then under the assumption (3.17) the above estimate implies
Consequently, following the proof of Theorem 2.4 (with k = 0 and p = 2), if t 1/2 c 2 D k u 0
Thus, by induction and (3.16)-(3.17) we deduce
Again, without loss of generality, assume D k u 0 k! u 0 k . Then
To sum up we have shown that if (3.17) is satisfied,
Hence, as long as |α|t 1/2 1/2,
, then for all 2ℓ ≤ j ≤ k and for all n
Similarly, for all 2ℓ ≤ j ≤ k and for all n
Finally, a standard convergence argument yields (3.18).
Remark 3.11. For the vorticity, the results analogous to Lemma 3.8, Corollary 3.9 and Theorem 3.10 (with the a priori bound in L 1 ) hold as well.
The above three results lead to the main theorem. 
assume that for every k ≥ 2ℓ there exists a temporal point
such that for any spatial point x 0 , there exists a scale
is 1D δ-sparse around x 0 at scale ρ, with each constantC( u 0 2 , ℓ, k) properly chosen such that
resp.C( ω 0 1 , ℓ, k) k 2 · C( ω 0 1 , ℓ, k) , ∀ k ≥ 2ℓ
where C( u 0 2 , ℓ, k)'s are given in Theorem 3.10; here the index (j, ±) is chosen such that |D k u(x 0 , s)| = (D k u) ± j (x 0 , s) (resp. |D k ω(x 0 , s)| = (D k ω) ± j (x 0 , s)), and the pair (λ, δ) is chosen such that (3.9) in Lemma 3.8 holds. Then, there exists γ > 0 such that u ∈ L ∞ ((0, T * + γ); L ∞ ).
In other words, if D k u(s) ∈ Z α k (λ, δ, c 0 ) (resp. D k ω(s) ∈ Z α k (λ, δ, c 0 )) with α k = 1/(k + 1) for all k ≥ 2ℓ, then T * is not a blow-up time.
Proof. Suppose that Case (I) * in Corollary 3.9 is achieved (for some κ) first time at t 1 . Then by the proof of the corollary,
.
If the opposite of the assumption (3.19) holds for t = t 1 , Theorem 3.10 immediately implies T * is not a blow-up time. Suppose the assumption (3.19) holds for t = t 1 . Since the conditions in Theorem 3.10 (applied with j = k) are satisfied, it follows that if T and T * is not a blow-up time.
The proof for the vorticity is similar.
Epilogue
Consider the following thought experiment. At the initial time, all derivatives are restricted by k! u 0 k (without loss of generality, as a result of Theorem 2.1). In a short time span (comparable to the size of D k u(t) 1 k+1 ), one part of 'the infinite staircase' (of derivatives) falls as another part rises in a sense that sudden growths of the higher order derivatives are dynamically restricted by some lower order derivatives as a consequence of Theorem 3.10 and the main theorem, while lower derivatives stop increasing provided all higher derivatives decay as a consequence of Lemma 3.8. This process repeats for (infinitely) many times in view of Corollary 3.9 when all derivatives are rising up until the two scales of sparseness ((3.7) and (3.20)) meet at almost all higher level k (otherwise all D k u(t) blow up). (Throughout this experiment, the lowest order derivatives are always controlled by some lower term D ℓ u because of the interpolation between D ℓ u and the L 2 -bound as demonstrated in Lemma 3.8 and Theorem 3.10.) In particular, if the scales in (3.20) are acquired frequently in time, the process may repeat only for few times before both higher and lower order terms fall off and 'the infinite staircase' flattens out. This theoretical phenomenon of the lower order derivatives rising up in short time and then falling off sharply with the decay of all higher order derivatives has also been observed in the computational simulations of the 'bursts' of the vorticity magnitude, e.g., in the flows initiated at the Kida vortex (Kida [10] ; see also Rafner et al. [12] ).
It might appear that-even with a slightly stronger diffusion or a slightly weaker nonlinearity-the scales in (3.7) might not be able to reach the scales in (3.20) as we take larger and larger k since the constantsC(k) inevitably become larger and larger. However, it is possible to relax the assumption (on the scale of sparseness) in Theorem 3.12; namely, a significant reduction on the size of the constantsC(k) is possible via a more delicate analysis leading to the refinements of Lemma 3.8, Corollary 3.9 and Theorem 3.10 (by carefully tracking the variation of the constant c = c(k) in k). This will be detailed in a separate article in which a tighter dynamical control on the 'ordered chain' of derivatives-conceptually analogous to the thought experiment described above-will (in particular) be applied to the hyper-dissipative NSE (note that any diffusion stronger than the NS diffusion automatically yields a favorable lower bound on the radius of spatial analyticity of the solutions).
