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Abstract
Canonical duality theory provides a unified framework which can
transform a nonconvex primal minimization problem to a canonical
dual maximization problem over a convex domain without duality
gap. But the global optimality is guaranteed by a certain positive
definite condition and such condition is not always satisfied. The goal
of this thesis aims to explore possible techniques that can be used
to solve global optimization problems based on the canonical duality
theory.
Firstly, an algorithmic framework for canonical duality theory is es-
tablished, which shows that the canonical dual algorithms can be de-
veloped in four aspects under the positive definite condition explicitly
or implicitly, namely, (i) minimizing the primal problem, (ii) maxi-
mizing the canonical dual problem, (iii) solving a nonlinear equation
caused by total complementary function, and (iv) solving a nonlinear
equation caused by canonical dual function.
Secondly, we show that if there exists a critical point of the canonical
dual problem in the positive definite domain, by solving an equiv-
alent semidefinite programming (SDP) problem, the corresponding
global solution to the primal problem can be obtained easily via
off-the-shelf software packages. A specific canonical dual algorithm
is given for each problem, including sum of fourth-order polynomi-
als minimization, nonconvex quadratically constrained quadratic pro-
gram (QCQP), and boolean quadratic program (BQP).
Thirdly, we propose a canonical primal-dual algorithm framework
based on the total complementary function. Convergence analysis
is discussed from the perspective of variational inequalities (VIs) and
contraction methods. Specific canonical primal-dual algorithms for
sum of fourth-order polynomials minimization is given as well. And
a real-world application to the sensor network localization problem is
illustrated.
Next, a canonical sequential reduction approach is proposed to re-
cover the approximate or global solution for the BQP problem. By
fixing some previously known components, the original problem can
be reduced sequentially to a lower dimension one. This approach is
successfully applied to the well-known maxcut problem.
Finally, we discuss the canonical dual approach applied to continuous-
time constrained optimal control. And it shows that the optimal con-
trol law for the n-dimensional constrained linear quadratic regulator
can be achieved precisely via one-dimensional canonical dual variable,
and for the optimal control problem with concave cost functional, an
approximate solution can be obtained by introducing a linear pertur-
bation term.
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GLOSSARY
R Real numbers.
R+ Nonnegative real numbers.
R++ Positive real numbers.
Rn n-dimensional Euclidean space.
Rn×m n×m-dimensional real matrices space.
Z Integers.
Z+ Nonnegative integers.
Zn n-dimensional integer space.
{a, b}n Set of n-dimensional vectors whose components are a or b.
|S| Cardinality of the set S.
‖x‖2 Euclidean norm.
‖x‖∞ ∞-norm, i.e. ‖x‖∞ = max{|x1|, . . . , |xn|}.
〈a, b〉 Inner product of vectors, i.e. 〈a, b〉 = aTb.
{xi}ni=1 Column vector (x1, . . . , xn)T .
e All-ones vector.
ei All-zeros vector except for the ith component which is 1.
I Identity matrix.
Ii All-zeros matrix except for the component (i, i) which is 1.
AT Transpose of matrix A.
A† Moore-Penrose or pseudo-inverse of matrix A.
trace(A) Trace of matrix A.
rank(A) Rank of matrix A.
Diag(A) Diagonal vector of matrix A.
Diag(x) Diagonal matrix with diagonal elements x1, . . . , xn.
A ◦B Hadamard product of matrices, i.e. A ◦B = {aijbij}ni,j=1.
〈A,B〉 Inner product of matrices, i.e. 〈A,B〉 = trace(AB).
Q  0 Denotes Q is a positive definite matrix.
Q  0 Denotes Q is a positive semidefinite matrix.
f ∗ Conjugate function of f .
domf Domain of function f .
δf Derivative of the function f .
∇f Gradient of function f .
∇2f Hessian of function f .
∂f Set of subgradients of function f .
exp(x) Exponential function ex.
O(f(n)) Order of f(n).
viii
1Background
1.1 Three aspects of optimization
In mathematics, optimization is the selection of a best element from some set
of available alternatives. The definition indicates two aspects of optimization:
an optimization model (formulation) and an optimization algorithm (technique).
An optimization model provides with an evaluation criterion to measure whether
or not an element is the best and restricts a set of available alternatives from
which to choose. An optimization algorithm gives the procedures of selection.
When we use an optimization algorithm to obtain a solution to the optimization
model, the next thing is to implement the result to a real-world application. For
example, in optimal pipe design of water distribution networks, traditional opti-
mization techniques cannot always get a feasible solution because the commercial
pipe diameters are discrete; therefore, they have to use pipe-segment lengths or
to reformulate an optimization model [30, 31, 139, 172]. That is to say, an opti-
mization implementation is also an important aspect in optimization, and it can
give feedback to the optimization model as well as the optimization algorithm.
In theoretical study, we focus on the former two aspects. Typically speaking, an
1
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Figure 1.1: three aspects of optimization
optimization formulation can be described in the following form:
min
x
(f1(x), · · · , fm(x))T ,
s.t. gi(x) ≤ 0, i = 1, · · · , p,
hj(x) = 0, j = 1, · · · , q,
x ∈ Ω, (1.1)
where, x = (x1, · · · , xn) is the decision variable, f1(x), · · · , fm(x) are objective
functions, gi(x) ≤ 0, i = 1, · · · , p are inequality constraints, hj(x) = 0, j =
1, · · · , q are equality constraints, Ω is the set of all candidate solutions. If m = 1,
the problem is called single-objective optimization; otherwise, it is called multi-
objective optimization. If there exists no constraint, it is called unconstrained
optimization; otherwise, it is called constrained optimization. Without additional
declaration, we only deal with single-objective optimization in this thesis.
2
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1.2 Methods of optimization
In a traditional point of view, the methods of optimization can be classified
into two categories: deterministic and stochastic, or gradient-based and direct
search. In the mathematical society, mathematicians prefer the gradient-based
methods due to their convenience for analysis, while in engineering applications,
engineers like the direct search methods better due to their adaptability and
flexibility. The majority of gradient-based methods and corresponding theories
are well established, which can be found in many textbooks [12, 22, 45, 46, 83,
119, 132]. For the simplicity and completeness, we just restate some fundamental
results.
1.2.1 Fundamentals
Now, we introduce some fundamentals of global optimization, which will be re-
lated to the canonical dual algorithms discussed in the following chapters.
Definition 1.2.1 (Line and line segment) Suppose x1 6= x2 are two points
in Rn, then
y = θx1 + (1− θ)x2 (1.2)
forms the line passing through x1 and x2. If 0 ≤ θ ≤ 1, then y corresponds to
the closed line segment between x1 and x2.
Definition 1.2.2 (Affine set) If for any x1,x2 ∈ C ⊆ Rn, and θ ∈ R,
θx1 + (1− θ)x2 ∈ C (1.3)
then the set C is affine.
For any θ1 + · · ·+ θk = 1,
θ1x1 + · · ·+ θkxk (1.4)
is an affine combination of the points x1, · · · ,xk.
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Definition 1.2.3 (Convex set) If for any x1,x2 ∈ C and any θ with 0 ≤ θ ≤
1,
θx1 + (1− θ)x2 ∈ C (1.5)
then the set C is convex.
For any θ1 + · · ·+ θk = 1 and θi ≥ 0, i = 1, · · · , k
θ1x1 + · · ·+ θkxk (1.6)
is a convex combination of the points x1, · · · ,xk.
Definition 1.2.4 (Cone) If for every x ∈ C and θ ≥ 0,
θx ∈ C (1.7)
then the set C is a cone.
For any θ1, · · · , θk ≥ 0,
θ1x1 + · · ·+ θkxk (1.8)
is a conic combination of the points x1, · · · ,xk.
Definition 1.2.5 (Affine function) A function f : Rn → Rm is affine if it is
a sum of a linear function and a constant, i.e., it has the form
f(x) = Ax+ b, (1.9)
where, A ∈ Rm×n, b ∈ Rm.
Definition 1.2.6 (Convex function) If domf is a convex set, and for all
x,y ∈ domf with 0 ≤ θ ≤ 1
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y) (1.10)
then a function f is convex. We say f is concave if −f is convex.
Definition 1.2.7 (Conjugate function) Let function f : Rn → R, the func-
tion f ∗ : Rn → R defined by
f ∗(y) = sup
x∈domf
{yTx− f(x)} (1.11)
is called the conjugate of the function f . The domain of the conjugate function
consists of y ∈ Rn for which the supremum is finite.
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Remark 1.2.1 It is easy to find that f ∗ is a convex function, since it is the
pointwise supremum of a family of convex functions of y. This is true whether
or not f is convex. From the definition of conjugate function, we can obtain the
following inequality
f ∗(y) + f(x) ≥ yTx, (1.12)
which is called Fenchel-Young inequality.
Suppose f is convex and differentiable with domf = Rn. x∗ being the maxi-
mizer of yTx− f(x) is equivalent to that x∗ satisfies ∇f(x∗) = y. Therefore, if
∇f(x∗) = y, we have
f ∗(y) = yTx∗ − f(x∗). (1.13)
Proposition 1.2.1 (First-order conditions) Suppose f is differentiable, i.e.
its gradient ∇f exists at each point in domf , then f is convex if and only if
domf is convex and
f(y) ≥ f(x) +∇f(x)Tf(y − x) (1.14)
holds for all x,y ∈ domf .
Proposition 1.2.2 (Second-order conditions) Assume that f is twice differ-
entiable, i.e. its Hessian or second derivative ∇2f exists at each point in domf ,
which is open, then f is convex if and only if domf is convex and its Hessian is
positive semidefinite
∇2f(x)  0 (1.15)
for all x ∈ domf .
Definition 1.2.8 (Local minimizer) For unconstrained optimization, a point
x∗ is called a local minimizer if there exists a neighborhood N of x∗ such that
f(x∗) ≤ f(x) for all x ∈ N . For constrained optimization, x∗ should satisfy
f(x∗) ≤ f(x)
gi(x
∗) ≤ 0, i = 1, · · · , p
hj(x
∗) = 0, j = 1, · · · , q
x∗ ∈ Ω (1.16)
5
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for all x ∈ Ω ∩ N , gi(x) ≤ 0, hj(x) = 0. If the inequality f(x∗) ≤ f(x) becomes
f(x∗) < f(x), then x∗ is called a strict local minimizer.
Remark 1.2.2 If x ∈ Ω, gi(x) ≤ 0, hj(x) = 0, we say that x is feasible. If x
is feasible and gi(x) = 0, we say that the ith inequality constraint gi(x) ≤ 0 is
active at x.
Definition 1.2.9 (Global minimizer) For unconstrained optimization, a point
x∗ is called a global minimizer to unconstrained optimization if f(x∗) ≤ f(x) for
all x ∈ Ω. For constrained optimization, x∗ should satisfy
f(x∗) ≤ f(x)
gi(x
∗) ≤ 0, i = 1, · · · , p
hj(x
∗) = 0, j = 1, · · · , q
x∗ ∈ Ω (1.17)
for all x ∈ Ω, gi(x) ≤ 0, hj(x) = 0.
Definition 1.2.10 (Convex optimization) A convex optimization problem in
standard form is given as follows
min
x∈Ω
f(x)
s.t. gi(x) ≤ 0, i = 1, · · · , p,
hj(x) = 0, j = 1, · · · , q, (1.18)
where, Ω is a convex set, f , gi are convex and hj are affine.
Remark 1.2.3 For convex optimization, every local minimizer is also a global
minimizer.
Example 1.2.1 Consider the following function
f(x) = x2 − x
3
3
− x
4
2
+
x5
5
, x ∈ [−1.5, 2.5]
whose local and global maxima and minima are illustrated in Fig.1.2.
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Figure 1.2: Local and global maxima and minima
There exist two local minima at f(0) = 0, f(2) = − 4
15
and a global minimum at
f(−1.5) = −0.675, and two local maxima at f(−1) = 19
30
, f(1) = 11
30
and a global
maximum at f(2.5) = 1.04167.
Theorem 1.2.1 (Taylor’s theorem) Suppose that f : Rn → R is continuously
differentiable and d ∈ Rn, then there exists a λ ∈ (0, 1), such that
f(x+ d) = f(x) +∇f(x+ λd)Td. (1.19)
Moreover, if f is twice differentiable, then
f(x+ d) = f(x) +∇f(x)Td+ 1
2
dT∇2f(x+ λd)d. (1.20)
Proposition 1.2.3 (First-order necessary conditions) For unconstrained op-
timization, suppose that f : Rn → R is differentiable at x∗, if x∗ is a local
minimum, then
∇f(x∗) = 0. (1.21)
Proposition 1.2.4 (Second-order necessary conditions) For unconstrained
optimization, suppose that f : Rn → R is twice differentiable at x∗, if x∗ is a
local minimum, then
∇f(x∗) = 0,
∇2f(x∗)  0. (1.22)
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Proposition 1.2.5 (Second-order sufficient conditions) For unconstrained
optimization, suppose that f : Rn → R is twice differentiable at x∗, if
∇f(x∗) = 0,
∇2f(x∗)  0. (1.23)
then x∗ is a strict local minimum.
Proposition 1.2.6 (Karush-Kuhn-Tucker (KKT) conditions) For the con-
strained optimization, if x∗ is a local minimum satisfying some regularity con-
ditions, then there exist Lagrangian multipliers λ∗ = (λ∗1, · · · , λ∗p) ∈ Rp and
µ∗ = (µ∗1, · · · , µ∗q) ∈ Rq such that
Stationarity
∇f(x∗) +
p∑
i=1
λ∗i∇gi(x∗) +
q∑
j=1
µ∗j∇hj(x∗) = 0 (1.24)
Primal feasibility
gi(x
∗) ≤ 0, i = 1, · · · , p,
hj(x
∗) = 0, j = 1, · · · , q,
Dual feasibility
λ∗i ≥ 0, i = 1, · · · , p, (1.25)
Complementary slackness
λ∗i gi(x
∗) = 0, i = 1, · · · , p. (1.26)
Remark 1.2.4 The most used regularity conditions are listed below
• Linearity constraint qualification: if gi and hj are affine functions, then no
other condition is needed;
• Linear independence constraint qualification (LICQ): the gradients of the
active inequality constraints and the gradients of the equality constraints
are linearly independent at x∗;
8
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• Mangasarian-Fromovitz constraint qualification (MFCQ): the gradients of
the active inequality constraints and the gradients of the equality constraints
are positive-linearly independent at x∗;
• Constant rank constraint qualification (CRCQ): for each subset of the gra-
dients of the active inequality constraints and the gradients of the equality
constraints the rank at a vicinity of x∗ is constant;
• Constant positive linear dependence constraint qualification (CPLD): for
each subset of the gradients of the active inequality constraints and the gra-
dients of the equality constraints, if it is positive-linearly dependent at x∗
then it is positive-linearly dependent at a vicinity of x∗.
• Quasi-normality constraint qualification (QNCQ): if the gradients of the ac-
tive inequality constraints and the gradients of the equality constraints are
positive-linearly dependent at x∗ with associated multipliers λi for inequal-
ities and µj for equalities, then there is no sequence xk → x∗ such that
λi 6= 0⇒ λigi(xk) > 0 and µj 6= 0⇒ µjhj(xk) > 0;
• Slater condition: for a convex problem, there exists a point x such that
hj(x) = 0 and gi(x) < 0.
and the implication relations can be found in Fig.1.3.
Figure 1.3: Implication relations of different constraint qualifications
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1.2.2 Classical optimization algorithms
In numerical optimization, for unconstrained optimization, it usually adopts the
following two iterative methods to update current solution
xk+1 = xk + αkdk, (1.27)
xk+1 = xk + d, (1.28)
where, αk is the step length, dk is the search direction, and d is the step. The
two methods are called line search and trust region, respectively. It should be
noted trust region differs from line search in not a single search direction.
Definition 1.2.11 (Feasible direction) For constrained optimization, a nonzero
direction dk is called a feasible direction at xk if there exists α > 0 such that
xk + αkdk is feasible for all αk ∈ (0, α]. Furthermore, if there exists α > 0 such
that f(xk + αkdk) < f(xk) and xk + αkdk is feasible for all αk ∈ (0, α], then dk
is called an improving feasible direction.
Definition 1.2.12 (Descent direction) Suppose that f is differentiable, then
dk is a descent direction in f at xk if
∇f(xk)Tdk < 0. (1.29)
Definition 1.2.13 (Wolfe conditions) For unconstrained optimization, to guar-
antee a sufficient decrease in the objective function, a step length αk should satisfy
the Wolfe conditions
f(xk + αkdk) ≤ f(xk) + c1αk∇f(xk)Tdk,
∇f(xk + αkdk)Tdk ≥ c2∇f(xk)Tdk, (1.30)
where, 0 < c1 < 0.5 < c2 < 1.
Definition 1.2.14 (Armijo conditions) In the first part of Wolfe conditions,
let β ∈ (0, 1), c1 ∈ (0, 0.5) and αk = βmk (mk = 1, 2, · · · ), the Armijo condition is
f(xk + β
mkdk) ≤ f(xk) + c1βmk∇f(xk)Tdk. (1.31)
• Steepest descent method
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Using Taylor’s theorem, we have
f(xk + αd) = f(xk) + α∇f(xk)Td+ o(α), (1.32)
and the rate of change in f along the direction d at xk is
lim
α→0
f(xk + αd)− f(xk)
α
= ∇f(xk)Td = ‖∇f(xk)‖‖d‖ cos θ (1.33)
where, θ is the angle between f(xk) and d. It is easy to find that when cos θ = −1
and d = −∇f(xk), we obtain the most rapid decrease.
• Newton’s method
Considering that
f(xk + d) ≈ f(xk) +∇f(xk)Td+ 1
2
dT∇2f(xk)d .= φk(d) (1.34)
and assuming that ∇2f(xk) is positive definite, then we can obtain the following
Newton direction
d = −∇2f(xk)−1∇f(xk), (1.35)
which can minimize φk(d).
• Quasi-Newton’s method
The main drawback of the Newton’s method is the need for computation of
the Hessian ∇2f(xk). To remedy this, an approximation Bk is updated to take
account of the information obtained in previous step. The Broyden-Fletcher-
Goldfarb-Shanno (BFGS) formula for updating the Hessian approximation Bk is
defined by
Bk+1 = Bk − Bksks
T
kBk
sTkBksk
+
yky
T
k
yTk sk
, (1.36)
where, sk = xk+1 − xk, yk = ∇f(xk+1)−∇f(xk).
Example 1.2.2 Considering the following Rosenbrock minimization problem
min
x∈R2
f(x1, x2) = 100(x2 − x21)2 + (x1 − 1)2
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Table 1.1: Comparisons of different gradient-based methods for the 2-D Rosen-
brock problem
method x0 x
∗ f(x∗) iterations time(s)
steepest descent (0,0)T (1.0000,1.0000)T 1.0852e-10 8364 1.950045
Newton (0,0)T (1.0000,1.0000)T 4.0082e-16 3 0.012137
BFGS (0,0)T (1.0000,1.0000)T 2.2192e-11 20 0.016462
(a) steepest descent method (b) Newton’s method
(c) BFGS method
Figure 1.4: Iterative processes of different gradient-based methods for the 2-D
Rosenbrock problem
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The steepest descent method, Newton’s method and the Quasi-Newton’s method
(BFGS) are used for the Rosenbrock problem, and the corresponding results are
given in Table 1.1 and Fig.1.4. It can be found that the computational cost is
different when using different methods.
Remark 1.2.5 In the experiment, the numerical gradient and numerical hessian
are used with the step size h = 1e-5 and the numerical precision for termination
is also ε = 1e-5. The Armijo criteria are adopted for the line search.
• Newton-Raphson method
The Newton-Raphson method [16, 90] is to solve the following nonlinear equations
f(x) = 0 (1.37)
by using the formula
xk+1 = xk − J−1(xk)f(xk) (1.38)
where, f : Rn → Rn and J(x) is the Jacobian matrix defined by J(x)ij = ∂fi(x)∂xj .
Remark 1.2.6 It should be emphasized that Newton-Raphson method is also
called Newton’s method sometimes, although it is for nonlinear equations and is
quite different from above mentioned Newton’s method for optimization problems.
• Semidefinite programing
Let Sn denote the linear space of real symmetric n × n matrices and Sn+ denote
the cone of real symmetric positive semidefinite n × n matrices. The standard
inner product on Sn is
A •B = trAB =
∑
i,j
AijBij. (1.39)
If X  0(X  0), X ∈ Sn, we say that X is positive semidefinite (positive
definite).
13
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The semidefinite programing (SDP) problem is given as follows
min
X∈Sn
C •X
s.t. Ai •X = bi, i = 1, · · · ,m,
X  0, (1.40)
where, b = (b1, · · · , bm) ∈ Rm, C ∈ Sn, and Ai ∈ Sn, i = 1, · · · ,m. The dual
SDP is
max
y∈Rm,Z∈Sn
bTy
s.t.
m∑
i=1
yiAi + Z = C,
Z  0. (1.41)
where, y = (y1, · · · , ym).
There exist two classical methods for the SDP problem. One is the primal-dual
interior-point path-following method, which is based on the following nonlinear
equation 
∑m
i=1 yiAi + Z − C
A1 •X − b1
...
Am •X − bm
XZ − µI
 = 0 (1.42)
If well formulated, then Newton’s method is applied to solve the nonlinear equa-
tions, please refer to [1] for more details.
Another method is based on the augmented Lagrangian. Let consider the
following SDP type problem
(D) min
{
bTy | A∗(y)− C  0
}
(1.43)
where, A is a linear operator from Sn to Rm, and A∗ : Rm → Sn is the adjoint
of A. The dual of (D) is
(P) max
{
C •X | A(X) = b, X  0
}
(1.44)
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Given a penalty parameter ς > 0, the augmented Lagrangian function for this
problem is defined as
Lς(y, X) = b
Ty +
1
2ς
(‖PSn+(X − ς(A∗(y)− C))‖2 − ‖X‖2), (1.45)
where, PSn+(·) is the metric projection operator, i.e. PSn+(X) is the unique optimal
solution to the convex optimization problem
PSn+(X) = arg min
{1
2
‖Y −X‖2 | Y ∈ Sn+
}
. (1.46)
For given X0 ∈ Sn, ς0 > 0 and ρ > 1, the augmented Lagrangian method for
solving SDP problem and its dual generates sequences {yk} ⊂ Rm and {Xk} ⊂ Sn
as follows 
yk+1 = arg min
y∈Rm
Lςk(y, X
k),
Xk+1 = PSn+(X
k − ςk(A∗(yk+1)− C)), k = 0, 1, · · ·
ςk+1 = ρςk, or ςk+1 = ςk.
(1.47)
For more details of a Newton-CG augmented Lagrangian method, please refer
to [174] and the reference therein.
1.3 Existing literatures
Typically speaking, in mathematics, global optimization studies optimization
problems with nonconvex objective function subject to (possibly) nonconvex con-
straints. In subsection 1.2.2, we have introduced some classical optimization al-
gorithms, but they belong to local optimization and are only able to find local
minima. Actually, as will be seen below, global optimization is in a higher level
than local optimization, and it relies on local optimization to a large extent.
1.3.1 Local and global optimization
Since there exist no effective (polynomial-time) methods to find a global solution
for a general optimization problem, we have to start with local optimization.
Local optimization aims to seek an optimal solution which minimizes the ob-
jective function over all feasible points in its neighborhood. Much effort has
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been devoted to the local optimization, for instance, the convex optimization.
Up to now, there are numerous off-the-shelf software packages for convex opti-
mization problems like linear programming (LP), quadratic programming (QP),
semi-definite programming (SDP), second-order cone programming (SOCP), such
as MATLAB optimization toolbox [23], CVX [72], SeDuMi [150], SDPT3 [158].
Those convex optimization problems can be solved effectively in polynomial time
(it should be noted that copositive programming problem is an optimization prob-
lem with a convex objective function over a convex domain, but it is NP-hard);
however, bottlenecks in convex optimization still exist, like convergence rate and
memory, which are still challenging dealing with huge scale problems, especially
in the era of big data. Accelerated gradient methods [15, 117] and distributed
optimization methods [21, 115, 118] are hot topics in convex optimization, readers
who are interested can refer to relevant materials for details.
Local optimization methods can be fast, can handle large-scale problems, and
are widely applicable, since they only require differentiability of the objective and
the constraints functions. As a result, local optimization methods are widely used
in real-world applications for finding a good solution even not the very best.
Global optimization is dependent on local optimization, which provides a ba-
sis for finding a global solution. If a good starting point is given, it is possible to
find a global solution by local optimization. Anyway, we should note that many
successful global optimization algorithms require the solutions of many local opti-
mization problems, and in some cases, the local optimization can provide bounds
for global optimization by relaxation and approximate solutions by heuristics.
1.3.2 Global optimization techniques
As stated above, finding a global solution to a general optimization problem is not
in polynomial time but NP-hard. Therefore, for global optimization, researchers
have shifted to focus on the following three goals
1. finding a global solution in not polynomial time. These include the branch
and bound (B&B) [3, 99, 126, 135, 155], branch and cut (B&C) [7, 122,
149, 156], branch and price (B&P) [10, 138, 162] and their variants.
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2. finding an approximate solution (not indicate global solution) in polyno-
mial time. These include simulated annealing (SA) [39, 44, 86, 121, 134,
136, 151], genetic algorithm (GA) [13, 14, 26, 70, 81, 82, 147, 163, 171],
evolutionary strategy (ES) [5, 6, 17, 75, 76, 128, 140, 152], ant colony
optimization (ACO) [18, 34, 35, 36, 37, 38], particle swarm optimization
(PSO) [8, 9, 91, 100, 145], differential evolution (DE) [24, 32, 116, 148],
artificial bee colony (ABC) [11, 87, 88], state transition algorithm (STA)
[169, 176, 177, 179, 180, 181], multistart methods [19, 107], memetic algo-
rithms [97, 113, 114, 120, 127], etc.
3. finding a polynomial time algorithm for problems with certain structures.
These methods include SDP relaxation, reformulation-linearization tech-
nique (RLT) [143, 144], conic approximation [33, 74, 104, 175], DC (differ-
ence of two convex functions) programming [84, 153, 154, 160], nonlinear
Lagrangian theory [69, 85, 170], and canonical duality theory [49, 50, 56, 65]
in this thesis.
A review of recent advances in global optimization can be found in [47]. Any-
way, the basic principles of global optimization techniques can be summarized in
Fig.1.5. By certain transformation, the original problem can be formulated to
some subproblems, which will be decomposed again to another subproblems until
some optimality conditions are satisfied. On the other hand, by local optimiza-
tion, we can get local minima to the original problem, and the local minima will
be improved again sequentially.
1.4 Motivation and contributions
It is not difficult to find that global optimization is in different levels. In mathe-
matical society, mathematician’s key idea is to reformulate the first level problem
(original problem) to the second level problem, and then reformulate the second
level problem again and again until a well-proposed problem is gained, where,
the well-proposed problem means that it can be solved efficiently by off-the-shelf
software packages. In engineering society, engineers’s main idea is to design appro-
priate operators that can be applied to a general class of optimization problems,
17
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Figure 1.5: Basic principles of global optimization techniques
18
1.4 Motivation and contributions
and they hope that better local minima can be achieved through these operators
at less cost.
Mathematicians have established corresponding theoretical analysis for the
convergence of an algorithm in some special classes of problems, but when the
objective function is noncontinuous, nondifferentiable, nonsmooth, nonconvex or
there exist noise and incomplete data in the objective function, the performance
of the off-the-shelf software packages will be heavily deteriorated.
According to the “No Free Lunch Theorems” [166], no single search algo-
rithm is better than other algorithms on the space of all possible problems. In
a practical point of view, it is also deviating from the goal of optimization (the
goal of global optimization is to find the global or approximate global solution
as fast as possible) to argue whether an algorithm is better than other one, or
a theory is superior to its competitors. Any way, it has reached a consensus in
both mathematical and engineering societies that, the more “prior” knowledge is
known about an optimization problem, the easier it is to find a global solution to
that problem.
In this thesis, we aim to explore possible techniques that can be used to solve
global optimization problems based on the canonical duality theory, which will
guide the applications of this theory and make it more applicable. The canonical
duality theory has provided with a unified framework which can transform a non-
convex primal minimization problem to a canonical dual maximization problem
over a convex domain without duality gap, but the global optimality is guar-
anteed by a certain positive definite condition and thus restricts its real-world
applications. On the other hand, existing algorithms based on canonical duality
are scarce or incomplete, and the majority of research works on canonical dual
theory focus on establishing the global optimality conditions; as a results, it is ur-
gent to develop effective canonical dual algorithms for global optimization, which
are the motivation of the thesis.
The main contribution of this thesis can be listed as follows:
• The author has established an algorithmic framework for canonical dual-
ity theory, and it shows that canonical dual algorithms can be developed
in four aspects under a positive definite condition explicitly or implicitly,
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namely, (i) minimizing the primal problem, (ii) maximizing the canonical
dual problem, (iii) solving a nonlinear equation caused by total complemen-
tary function, and (iv) solving a nonlinear equation caused by a canonical
dual function.
• The author has demonstrated that the canonical dual problem is equiv-
alent to a semidefinite programming (SDP) problem when there exists a
critical point in the positive definite domain, and in this case, the cor-
responding global solution to the primal problem can be obtained easily
via off-the-shelf software packages. A specific canonical dual algorithm is
given for each problem, including sum of fourth-order polynomials mini-
mization, nonconvex quadratically constrained quadratic program (QCQP),
and boolean quadratic program (BQP).
• The author has proposed a canonical primal-dual method framework based
on the total complementary function and discussed the convergence anal-
ysis from the perspective of variational inequalities (VIs) and contraction
methods. Specific canonical primal-dual algorithm for sum of fourth-order
polynomials minimization is given as well. And a real-world application to
the sensor network localization problem is illustrated.
• The author has presented a canonical sequential reduction approach to re-
cover the approximate or global solution for the BQP problem and this
approach is successfully applied to the well-known maxcut problem.
• The author has discussed the canonical dual approach applied to continuous-
time constrained optimal control, and it shows that the optimal control law
for the n-dimensional constrained linear quadratic regulator can be achieved
precisely via one-dimensional canonical dual variable, and for the optimal
control problem with concave cost functional, an approximate solution can
be obtained by introducing a linear perturbation term.
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We give an introduction of classical Lagrangian duality as well as canonical duality
in this chapter. Furthermore, the relationship between the classical Lagrangian
duality and the canonical duality is discussed. Several examples are given to show
their similarities and differences.
2.1 Classical Lagrangian duality theory
In classical mechanics, the original form of the Lagrangian is defined by
L(x) = V (Λ(x))− U(x), (2.1)
where, V (ξ) : Ea ⊂ Rm → R is the kinetic energy; ξ = Λ(x), Λ(x) : Xa ⊂ Rn →
Ea is a operator; and U(x) : Xa ⊂ Rn → R is the potential energy.
If V (ξ) is convex, the so-called complementary energy V ∗(ς) can be uniquely
defined by the classical Legendre transformation
V ∗(ς) = sup{ξT ς − V (ξ)|ξ ∈ Ea} (2.2)
so that the original Lagrangian L(x) is equivalent to its mixed form
L(x, ς) = Λ(x)T ς − V ∗(ς)− U(x). (2.3)
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Let consider the following constrained optimization problem
min
x
f(x)
s.t. gi(x) ≤ 0, i = 1, · · · , p
hj(x) = 0, j = 1, · · · , q
x ∈ Rn (2.4)
and assuming that its domain D = ⋂pi=1 domgi ∩⋂qj=1 domhi is nonempty.
The above constrained optimization problem can be rewritten as
min
x∈Rn
L(x) = f(x) + I1(g(x)) + I2(h(x)) (2.5)
where, g(x) = (g1(x), · · · , gp(x))T , h(x) = (h1(x), · · · , hq(x))T , I1(·) and I2(·)
are indicator functions such that
I1(ξ1) =
{
0 if ξ1 ≤ 0
+∞ otherwise , I2(ξ2) =
{
0 if ξ2 = 0
+∞ otherwise . (2.6)
The complementary energy I∗1 , I
∗
2 of I1 and I2 can be defined by
I∗1 (λ) = sup{ξT1 λ− I1(ξ1)} =
{
0 if λ ≥ 0,
+∞ otherwise.
I∗2 (µ) = sup{ξT2 µ− I2(ξ2)} = 0, ∀ µ ∈ Rq. (2.7)
As a result, the mixed Lagrangian L(x,λ,µ) is as follows
L(x,µ,λ) = f(x) + g(x)Tλ+ h(x)Tµ− I∗1 (λ)− I∗2 (µ)
= f(x) +
p∑
i=1
λigi(x) +
q∑
j=1
µjhj(x), s.t. λi ≥ 0 (2.8)
where, λ = (λ1, · · · , λp)T , µ = (µ1, · · · , µq)T , λi is referred as the Lagrange
multiplier associated with the ith inequality constraint, µj is referred as the
Lagrange multiplier associated with the jth equality constraint. The vector λ
and µ are called Lagrange multiplier vectors or dual variables associated with
the problem.
• Lagrangian dual function
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The Lagrangian dual function is defined as the infimum value of the Lagrangian
over x
ϕ(λ,µ) = inf
x∈Rn
L(x,λ,µ) = inf
x∈Rn
{f(x) +
p∑
i=1
λigi(x) +
q∑
j=1
µjhj(x)}. (2.9)
Since the dual function is the pointwise infimum of a family of affine functions of
(λ,µ), it is concave, even if the primal problem is not convex.
Let p∗ be the optimal value of the primal problem, for any λ  0 and any µ,
we have
ϕ(λ,µ) ≤ p∗. (2.10)
This important property is easily verified, and the pair (λ,µ) with λ  0 and
(λ,µ) ∈ domϕ are referred as dual feasible.
• Lagrangian dual problem
For each dual feasible pair (λ,µ), the Lagrange dual function gives us a lower
bound on the optimal value p∗ of the primal problem, and the Lagrange dual
problem is to give the best lower bound of the primal problem
max
λ,µ
ϕ(λ,µ)
s.t. λ  0
(λ,µ) ∈ domϕ (2.11)
Let denote the optimal value of the Lagrange dual problem as d∗, by the
definition of the Lagrangian dual problem, we have the simple but important
inequality
d∗ ≤ p∗, (2.12)
which is called weak duality, and it holds even if the original problem is not
convex.
The weak duality inequality holds when d∗ and p∗ are infinite. For example,
if the primal problem is unbounded below, so that p∗ = −∞, we must have
d∗ = −∞, i.e., the Lagrange dual problem is infeasible. Conversely, if the dual
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problem is unbounded above, so that d∗ = ∞, we must have p∗ = ∞, i.e., the
primal problem is infeasible.
The difference
p∗ − d∗ (2.13)
is called the duality gap of the original problem, since it gives the gap between
the optimal value of the primal problem and the best lower bound on it that can
be obtained from the Lagrange dual function.
The equality
d∗ = p∗ (2.14)
holds, we say that strong duality holds, which means that the optimal duality
gap is zero. Strong duality does not hold in general. There are many results
that establish conditions on the problem, beyond convexity, under which strong
duality holds. These conditions are called constraint qualifications.
The optimal value p∗ of the primal problem and the optimal value d∗ of the
dual problem can also be expressed as
p∗ = inf
x
sup
λ0
L(x,λ,µ)
d∗ = sup
λ0
inf
x
L(x,λ,µ) (2.15)
Thus, weak duality can be expressed as the inequality
sup
λ0
inf
x
L(x,λ,µ) ≤ inf
x
sup
λ0
L(x,λ,µ), (2.16)
and strong duality as the equality
sup
λ0
inf
x
L(x,λ,µ) = inf
x
sup
λ0
L(x,λ,µ). (2.17)
A pair (w¯, z¯) is called a saddle-point for f(w, z) if
f(w¯, z) ≤ f(w¯, z¯) ≤ f(w, z¯) (2.18)
for all w ∈ W,z ∈ Z. we see that if x∗ and (λ∗,µ∗) are primal and dual optimal
points for a problem in which strong duality obtains, they form a saddle-point
for the Lagrangian.
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2.2 Canonical duality methodology
Before the canonical duality theory, it is necessary to introduce the concepts of
Objectivity and Isotropy [50]. Let
R = {R ∈ Rm×m|RT = R−1, det R = 1}.
Definition 2.2.1 (Objectivity) A subset Wa is said to be objective if
Rw ∈ Wa,∀ w ∈ Wa and ∀ R ∈ R.
A real-valued function W : Wa → R is said to be objective if its domain is
objective and
W (Rw) = W (w),∀ w ∈ Wa and ∀ R ∈ R.
Definition 2.2.2 (Isotropy) A subset Wa is said to be isotropic if
wR ∈ Wa, ∀ w ∈ Wa and ∀ R ∈ R.
A real-valued function W : Wa → R is said to be objective if its domain is
isotropic and
W (wR) = W (w),∀ w ∈ Wa and ∀ R ∈ R.
Geometrically speaking, the objectivity means that the function W (w) does not
depend on rotation, but only on certain objective measure of its variable w.
Therefore, the most simple objective function is the right Cauchy-Green defor-
mation tensor C = wTw since
C(Rw) = wTRTRw = wTw = C(w)  0,∀ R ∈ R.
While the isotropy implies that the function W (w) possesses a certain symmetry.
Clearly, the left Cauchy-Green deformation tensor C = wwT is an isotropic
measure due to the fact
C(wR) = wRRTwT = wwT = C(w)  0,∀ R ∈ R.
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Remark 2.2.1 The following mentioned nonlinear operator (a Frechet differen-
tiable geometrical measure) should satisfy the properties of objectivity and isotropy.
Now, let us start the discussion with the following general nonconvex problem
(primal problem)
(P) : min
x∈Xa
{
P (x) =
1
2
xTAx− xTf +W (x)
}
, (2.19)
where, A ∈ Rn×n is a given symmetrical indefinite matrix, f ∈ Rn is a given
vector, W (x) is a general nonconvex function, and Xa ∈ Rn is a given feasible
space. The main procedures of general methodology of the canonical duality
theory can be summarized as follows.
Firstly, introducing a nonlinear operator (a Frechet differentiable geometrical
measure)
ξ = Λ(x) : Xa → Ea ⊂ Rm (2.20)
and a convex function V : Ea → R such that W (x) can be recast by W (x) =
V (Λ(x)). Then the primal problem can be rewritten as the canonical form:
min
x∈Rn
{
P (x) = V (Λ(x))− U(x)
}
, (2.21)
where U(x) = −1
2
xTAx+ xTf .
Then, the dual variable ς to ξ is defined by the duality mapping
ς = ∂V (ξ) : Ea → E∗a ⊂ Rm, (2.22)
which should be invertible, due to the convexity of V (ξ). Then the Legendre
conjugate V ∗(ς) of V (ξ) can be uniquely defined by the Legendre transformation
V ∗(ς) = sup{ξT ς − V (ξ)|ξ ∈ Ea} (2.23)
and the following canonical duality relations hold on Ea × E∗a :
ς = ∇V (ξ)⇔ ξ = ∇V ∗(ς)⇔ V (ξ) + V ∗(ς) = ξT ς. (2.24)
Replacing W (x) = V (Λ(x)) by Λ(x)T ς −V ∗(ς), we obtain the following total
(generalized) complementary function:
Ξ(x, ς) = Λ(x)T ς − V ∗(ς)− U(x) : Xa × E∗a → R. (2.25)
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By using the total (generalized) complementary function, canonical dual func-
tion P d(ς) can be formulated as
P d(ς) = sta{Ξ(x, ς)|x ∈ Xa} = UΛ(ς)− V ∗(ς), (2.26)
where UΛ(ς) is defined by
UΛ(ς) = sta{Λ(x)T ς − U(x)|x ∈ Xa}. (2.27)
here, sta{·} stands for the function value at certain stationary point.
Let Sa ⊂ E∗a be a dual feasible space such that UΛ(ς) is well-defined, and
finally canonical dual problem can be obtained as
(Pd) : sta{P d(ς)|ς ∈ Sa}. (2.28)
Theorem 2.2.1 (Complementary-Dual Principle [56]) The problem (Pd) is
canonically dual to the primal problem (P) in the sense that if (x¯, ς¯) is a critical
point of Ξ(x, ς), then x¯ is a critical point of (P), ς¯ is a critical point of (Pd),
and
P (x¯) = Ξ(x¯, ς¯) = P d(ς¯). (2.29)
In many applications, the geometrical operator Λ(x) is usually a vector-valued
quadratic function
Λ(x) = {1
2
xTBkx+ x
Tbk} : Xa → Ea ⊂ Rm, (2.30)
where Bk ∈ Rn×n and bk ∈ Rn are given. In this case, the total complementary
function can be rewritten as
Ξ(x, ς) =
1
2
xTG(ς)x− xTF (ς)− V ∗(ς) (2.31)
where,
G(ς) = A+
m∑
i=1
ςkBk, F (ς) = f − ςkbk. (2.32)
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For a fixed ς, the criticality condition ∇xΞ(x, ς) = 0 leads to the following
canonical equilibrium equation
G(ς)x = F (ς). (2.33)
For any given ς ∈ E∗a , if F (ς) is in the column space of G(ς), denoted by
Col(G(ς)), assuming that G(ς) is is invertible, the solution of the canonical equi-
librium equation can be written as:
x = G(ς)−1F (ς). (2.34)
Then, the canonical dual function can be formulated in the form of
P d(ς) = −1
2
F T (ς)G−1(ς)F (ς)− V ∗(ς), (2.35)
which is well defined on
Sa = {ς ∈ E∗a |F (ς) ∈ Col(G(ς))}, (2.36)
The following subset of Sa is introduced
S+a = {ς ∈ Sa|G(ς)  0} (2.37)
where, G(ς)  0 indicates that G(ς) is a positive definite matrix, so G(ς)  0 is
the so-called positive definite condition.
Theorem 2.2.2 (Global Optimality condition [56]) Suppose ς¯ is a critical
point of P d and x¯ = G−1(ς¯)F (ς¯). If ς¯ ∈ S+a , then ς¯ is a global maximizer of (Pd)
on S+a if and only if x¯ is a global minimizer of (P) on Xa, i.e.,
P (x¯) = min
x∈Xa
P (x)⇔ max
ς∈S+a
P d(ς) = P d(ς¯). (2.38)
One of the most successful fields using canonical duality is the polynomial
minimization, which has been widely studied in various fields such as nonlinear
algebra, semidefinite programming, and operations research, with extensive appli-
cations in production planning, location and distribution, engineering design, risk
management, water treatment and distribution, chemical process design, pooling
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and blending, structural design, signal processing, robust stability analysis, de-
sign of chips, and much more (see [110, 161]).
Due to the nonconvexity, traditional direct methods for solving polynomial
optimization problems are usually very difficult, or even impossible. For exam-
ple, the algebraic method for the task is to find all of the critical points firstly
and then to identify the global minimizer(s) among all these critical points. This
approach becomes inefficient when there exist numerous local minima. Also,
linearization and relaxation techniques were used to compute an approximate
optimal solution of the primal problem. However, the approximate optimal so-
lution was not guaranteed to be the actual global optimum [96, 123]. In [125],
the so-called Z-eigenvalue methods were proposed to solve the best rank-one ap-
proximation problem, but they can be applied only for third-order polynomials.
Besides these deterministic methods, stochastic techniques have also made signif-
icant contributions to the optimization applications of this kind [4]. For example,
the evolutionary computation method, could solve general problems in low di-
mension, but it failed to do well for large scale ones [80]. Generally speaking,
due to the lack of a theory for identifying global minimizer(s), many polynomial
optimization problems are considered to be NP-hard.
The canonical duality theory has been also successfully applied to solve some
special polynomial optimization problems. In [54], a so-called canonical polyno-
mial optimization problem has been solved completely by the canonical duality
theory, and in [64], a class of special 8th order polynomial minimization prob-
lems have been solved. Recently, canonical dual solutions to sum of fourth-order
polynomials minimization problems have also achieved [61].
In the following, we will show that some more general polynomial benchmark
problems can also be solved by using a generalized canonical duality theory.
Example 2.2.1 (Goldstein-Price problem)
min
x,y
f1(x, y) = [1 + (x+ y + 1)
2(19− 14x+ 3x2 − 14y + 6xy + 3y2)]×
[30 + (2x− 3y)2(18− 32x+ 12x2 + 48y − 36xy + 27y2)].
The landscape and contour of Goldstein-Price function are given in Fig.2.1, and
we can find that there exist a few extrema. Due to the nonconvexity of the
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Figure 2.1: Graph and contour of Goldstein-Price function
problem, it is not easy to find the global minimum.
By using the following linear transformation(
s
t
)
= T (x, y) =
(
x+ y
2x− 3y
)
, (2.39)
the Goldstein-Price function can be written as
f1(x, y) = h(s)g(t) (2.40)
where,
h(s) = 1 + (s+ 1)2(19− 14s+ 3s2) (2.41)
and
g(t) = 30 + t2(18− 16t+ 3t2) (2.42)
Proposition 2.2.1 Under the linear transformation T (x, y), the Goldstein-Price
problem is equivalent to the decoupled problems as follows
min
x,y
f1(x, y) = min
s
h(s) min
t
g(t) (2.43)
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Proof: Since the linear transformation in (2.39) is independent, and h(s), g(t)
are bounded below, it is easy to see the proposition follows. 2
Next, we will solve min
s
h(s) and min
t
g(t) separately.
For h(s), we can find that ∀s, h(s) = 1 + (s + 1)2[(√3s− 7√
3
)2 + 8
3
] > 0, and
there is only one critical point s = −1 for h(s), that is to say, s∗ = −1 is the
global minimum of h(s).
For g(t), we rewrite it to the following canonical form
g(t) = V (Λ(t))− U(t) (2.44)
where, V (Λ(t)) = 3(t2 − 8
3
t− 2)2 − 9(t2 − 8
3
t− 2), and U(t) = −53
3
t2 + 56t.
Introducing a nonlinear operator
ξ = Λ(t) = t2 − 8
3
t− 2 = (t− 4
3
)2 − 34
9
≥ −34
9
(2.45)
then
V (ξ) = 3ξ2 − 9ξ, ς = 6ξ − 9 ≥ −95
3
, V ∗(ς) =
(9 + ς)2
12
, (2.46)
therefore, we get the generalized complementary function
g(ς, t) = Λ(t)ς − V ∗(ς)− U(t)
= (t2 − 8
3
t− 2)ς − ς
2 + 18ς + 81
12
+
53
3
t2 − 56t
= (ς +
53
3
)t2 − (8
3
ς + 56)t− ς
2 + 18ς + 81
12
− 2ς,
(2.47)
For a given ς, the criticality condition ∇tg(ς, t) = 0 leads to the canonical
equilibrium equation
2(ς +
53
3
)t =
8
3
ς + 56. (2.48)
Substituting t = (8
3
ς+ 56)/(2(ς+ 53
3
)) into g(ς, t), we obtain the dual function
P d(ς) =
1
12
(−ς2 − 18ς − 81)− (8ς3 + 56)2
4
(
ς + 53
3
) − 2ς, (2.49)
which is concave in the positive definite domain
S+a = {ς|ς +
53
3
> 0}. (2.50)
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Figure 2.2: The primal and dual of g(t)
The plots of g(t) and P d(ς) are illustrated in Fig.2.2.
Using the sequential quadratic programming method from the Optimization
Toolbox within the MATLAB environment for maximizing P d(ς) over S+a , we can
get ς = −15. Then we get the corresponding t∗ = (8
3
ς + 56)/2(ς + 53
3
) = 3 by
using the canonical equilibrium equation (2.48).
By the inverse linear transformation of (2.39), we can obtain the global min-
imum to f1(x, y)(
x∗
y∗
)
= T−1(s∗, t∗) =
(
(3s∗ + t)/5
(2s∗ − t)/5
)
=
(
0
−1
)
,
which is indeed the global minimum as given in [112].
Example 2.2.2 (Three hump camel back problem)
min
x,y
f2(x, y) = 2x
2 − 1.05x4 + x
6
6
+ xy + y2.
The landscape and contour of Three hump camel back function are given in
Fig.2.3, and we can find that there also exist a few extrema. The nonconvexity
also makes it difficult to find the global minimum.
Firstly, we rewrite f2(x, y) to the following canonical form
f2(x, y) =
1
6
(V1(Λ1(x, y))− U1(x, y)), (2.51)
where, V1(Λ1(x, y)) = (x
3 − 3.2x)2, U1(x, y) = −0.1x4 − 1.76x2 − 6xy − 6y2.
Introducing a nonlinear operator
ξ1 = Λ1(x) = x
3 − 3.2x, (2.52)
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Figure 2.3: Graph and contour of Three Hump Camel Back function
then
V1(ξ1) = ξ
2
1 , ς1 = 2ξ1, V
∗
1 (ς1) =
1
4
ς21 , (2.53)
thus, we can get the first generalized complementary function
f2(ς1, x, y) =
1
6
(Λ1(x)ς1 − V ∗1 (ς1)− U1(x, y))
=
1
6
(
(x3 − 3.2x)ς1 − 1
4
ς21 + 0.1x
4 + 1.76x2 + 6xy + 6y2
)
. (2.54)
Again, the f2(ς1, x, y) can be rewritten to
f2(ς1, x, y) =
1
60
(V2(Λ2(x, y, ς1))− U2(x, y, ς1)), (2.55)
where,
V2(Λ2(x, y, ς1)) = (x
2 + 5ς1x)
2, (2.56)
U2(x, y, ς1) = (25ς
2
1 − 17.6)x2 + 32ς1x− 60xy − 60y2 + 2.5ς21 . (2.57)
Then, we introduce another nonlinear operator
ξ2 = Λ2(x, ς1) = x
2 + 5ς1x, (2.58)
thus
V2(ξ2) = ξ
2
2 , ς2 = 2ξ2, V
∗
2 (ς2) =
1
4
ς22 , (2.59)
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consequently, we obtain the final generalized complementary function
f2(ς1, ς2, x, y) =
1
60
(Λ2(x, ς1)ς2 − V ∗2 (ς2)− U2(x, y, ς1))
= (
22
75
− 5
12
ς21 +
ς2
60
)x2 + y2 + xy + (
1
12
ς1ς2 − 8
15
ς1)x− 1
24
ς21 −
1
240
ς22 . (2.60)
For given ς1 and ς2, the criticality condition ∇Ξ1(ς1, ς2, x, y) = 0 leads to the
following canonical equilibrium equations 2(
22
75
− 5
12
ς21 +
ς2
60
)x+ y + (
1
12
ς1ς2 − 8
15
ς1) = 0
2y + x = 0
, (2.61)
and finally we obtain the canonical dual function
P d(ς) =
−1250ς41 − 50ς21 (31ς2 − 105) + ς22 (5ς2 + 13)
240 (125ς21 − 5ς2 − 13)
, (2.62)
which is concave in the positive domain
S+a =
{
ς
∣∣∣∣∣
(
22
75
− 5
12
ς21 +
ς2
60
0.5
0.5 1
)
 0
}
. (2.63)
Using the sequential quadratic programming method from the Optimization
Toolbox within the MATLAB environment for maximizing P d(ς) over S+a , we can
get ς1 = 0, ς2 = 0. According to the canonical equilibrium equations (2.61), we
can obtain the corresponding(
x∗
y∗
)
=
(
2(22
75
− 5
12
ς21 +
ς2
60
) 1
1 2
)−1( 8
15
ς1 − 112ς1ς2
0
)
=
(
0
0
)
,
which is indeed the global minimum with the result given in [111].
Remark 2.2.2 When the canonical duality methodology is applied to a special
class of polynomial optimization problem, it has the ability to solve the class of
problem completely under a positive definite condition. On the other hand, for a
general polynomial problem, we can also design appropriate canonical dual trans-
formation to achieve the goal. As for Goldstein-Price problem, we first transform
it to decoupled minimization problems, and then solve them separately. While for
Three hump camel back problem, we can utilize two-level canonical dual transfor-
mations.
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Since the first paper published in 1989 by Gao and Strang [65], the canonical
duality theory has been developed significantly in the last decades. Details of the
canonical duality theory and its applications in global optimization, dynamical
systems and mechanics can be found in [40, 41, 42, 48, 49, 51, 52, 53, 55, 57, 58,
59, 60, 62, 63, 102, 133, 164, 173].
2.3 Connection with Classical Lagrangian Du-
ality
To demonstrate the differences between classical Lagrangian duality and the
canonical duality, we give a typical constrained optimization problem as follows
(P) : min
x∈R
f(x) = −x2 + 2x
s.t. g1(x) = x ≥ 0,
g2(x) = 1− x2 ≥ 0. (2.64)
By the classical Lagrangian duality, the corresponding Lagrangian dual problem
is
sup
λ1,λ2≥0
inf
x∈R
L(x;λ) = −x2 + 2x− λ1x− λ2(1− x2)
= sup
λ1,λ2≥0
inf
x∈R
[
(λ2 − 1)x2 − (λ1 − 2)x− λ2
]
= sup
λ1,λ2≥0

−∞ if 0 ≤ λ2 < 1, or λ2 = 1 and λ1 6= 2
−1 if λ2 = 1 and λ1 = 2
− (λ1−2)2
4(λ2−1) − λ2 if λ2 > 1
= −1 (2.65)
The supremum can be achieved at λ∗1 = 2, λ
∗
2 = 1. Let us define
G(λ) = 2(λ2 − 1), F (λ) = λ1 − 2,
then the Lagrangian function can be rewritten as
L(x;λ) =
1
2
xG(λ)x− F (λ)x− λ2
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Let G(λ) > 0, since only under this condition, both stationary point and
minimum point of L(x;λ) can exist with respect to x, and the gradient of the
Lagrangian function leads to
∇xL(x;λ) = G(λ)x− F (λ) = 0.
Inspired by the above Lagrangian equation, and by substituting it back to the
Lagrangian function, we can get the following canonical dual problem
(Pd) : max
λ1,λ2≥0
{
P d(λ) = −1
2
F (λ)G−1(λ)F (λ)− λ2 : G(λ) > 0
}
(2.66)
Theorem 2.3.1 Suppose λ¯ is a KKT point of (Pd). If G(λ¯)  0, then λ¯ is a
global maximizer of (Pd) if and only if x¯ = G−1(λ¯)F (λ¯) is the global minimizer
of (P).
Proof: By introducing Lagrange multiplier ξ1, ξ2 ≥ 0 associated with λ1, λ2 ≥
0, the Lagrangian L(ξ,λ) is given by
L(ξ,λ) = −1
2
F (λ)G−1(λ)F (λ)− λ2 − ξTλ.
It is easy to prove that the criticality conditions ∇λL(ξ,λ) = 0 lead to
ξ =
(
ξ1
ξ2
)
=
(
−x¯
x¯2 − 1
)
where, x¯ = G−1(λ¯)F (λ¯), and the accompanying KKT conditions include
0 ≤ λ¯1 ⊥ −x¯ ≤ 0,
0 ≤ λ¯2 ⊥ x¯2 − 1 ≤ 0.
From the complementary slackness, we can see that the x¯ satisfies the constraints
in (P). Furthermore, since λ¯ ≥ 0 for any g(x) ≥ 0, we have
P (x) ≥ P (x)− λ¯Tg(x)
= −x2 + 2x− λ¯1x− λ¯2(1− x2)
=
1
2
xG(λ¯)x− F (λ¯)x− λ¯2
= L(x, λ¯).
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Noting that P (x¯) = L(x¯, λ¯),∇xL(x¯, λ¯) = 0 and L(x, λ¯) is a quadratic function
with respect to x, we have
P (x)− P (x¯) ≥ L(x, λ¯)− L(x¯, λ¯)
= (x− x¯)∇xL(x¯, λ¯) + 1
2
(x− x¯)T∇xxL(x¯, λ¯)(x− x¯)
=
1
2
(x− x¯)TG(λ¯)(x− x¯).
If G(λ¯)  0, then (Pd) is a concave maximization problem over a convex domain,
and it is easy to find that λ¯ is a global maximizer of (Pd) if and only if x¯ =
G−1(λ¯)F (λ¯) is the global minimizer of (P). 2
For the typical constrained optimization problem, by calculating the derivative
of P d(λ), we can only get λ∗1 = 2, and λ
∗
2 > 1 but undetermined. That is to say,
we can not find a λ¯ such that G(λ¯)  0. In this case, the global optimality
conditions can not be satisfied, so we can not get the global solution to the
primal problem.
However, we can find that the primal problem (P) is equivalent to
(Peq) min f(x) = −x2 + 2x,
s.t. 0 ≤ x ≤ 1, (2.67)
Similarly, the associated Lagrangian is
L(x, λ) = −x2 + 2x+ λ(x2 − x)
= (λ− 1)x2 + (2− λ)x (2.68)
and the canonical dual problem is
(Pdeq) : max
λ−1>0
{P d(λ) = − (λ− 2)
2
4(λ− 1)} (2.69)
with the canonical equilibrium equation
2(λ− 1)x+ 2− λ = 0. (2.70)
By solving (2.69), we can get λ∗ = 2, P d(λ∗) = 0, and by substituting it back
to (2.70), we can get x∗ = 0, f(x∗) = 0. In this situation, there is zero duality
gap between the primal and the dual problem.
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As can be seen from the procedures of canonical dual methodology, the canon-
ical duality is similar to classical Lagrangian duality. For the typical problem, if
the optimal solution of min
x∈R
L(x;λ) is achieved, we can find that the canonical
duality is the same to the Lagrangian duality. For some optimization problems
with special structure, another big difference is that the operator Λ(x) chosen. If
the operator Λ(x) is linear, namely, Λ(x) = x, it is the classical Lagrangian dual-
ity; if the operator Λ(x) is nonlinear, it becomes the canonical duality. To make
this point more understandable, the following two examples are given purposely
to illustrate the differences between classical Lagrangian duality and canonical
duality.
Example 2.3.1 Consider the following unconstrained nonconvex optimization
problem
min
x∈R
{P (x) = 1
2
(
1
2
x2 − 0.4)2 − 0.1x},
the graph of which is depicted in Fig.2.4.
Figure 2.4: The graphs of the primal and canonical dual problems for Example
2.3.1
The classical Lagrangian duality is essentially proposed for constrained op-
timization. Since it is known that Fenchel duality is equivalent to Lagrangian
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duality [105], following the Fenchel duality, if we choose Λ(x) = x, then we can
get the following Lagrangian dual function
P dL = sup
x∈R
{xς − 1
2
(
1
2
x2 − 0.4)2 + 0.1x},
which becomes difficult to continue due to its non-concavity.
However, if we choose ξ = Λ(x) = 1
2
x2 − 0.4, since V (ξ) = 1
2
ξ2 is convex with
respect to ξ, it is easy to get the generalized complementary function following
the above canonical dual transformation procedure
Ξ(x, ς) = (
1
2
x2 − 0.4)ς − 1
2
ς2 − 0.1x
=
1
2
ςx2 − 0.1x− 1
2
ς2 − 0.4ς
For a fixed ς, the stationary condition ∇xΞ(x, ς) = 0 leads to the following
canonical equilibrium equation
ςx = 0.1,
and finally we can get the canonical dual function
P d(ς) = − 1
200ς
− 1
2
ς2 − 0.4ς.
To establish the global optimality, we need ς > 0, since under this condition,
Ξ(x, ς) is convex in terms of x and concave in terms of ς , and thus satisfies the
saddle-point property (the generalized complementary function can be considered
as the extended Lagrangian function). Consequently, the dual problem can be
formulated as
(Pd) : max{P d(ς) = − 1
200ς
− 1
2
ς2 − 0.4ς| ς > 0}.
The canonical dual function can be seen in Fig.2.4, and we can find that the
canonical dual problem (Pd) is concave on a convex feasible space. By solving
the canonical dual problem, we can get ς¯ = 0.1 and x¯ = 1 by the canonical
equilibrium equation. We can also check that P (x¯) = −0.0950 = P d(ς¯) without
duality gap.
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Example 2.3.2 Consider the following constrained nonconvex optimization prob-
lem
min
x∈R
{P (x) = 1
2
(
1
2
x2 − 0.4)2 − 0.1x}
s.t.
1
2
x2 ≤ 1
4
Since the constraint is convex, by using the Legendre transformation and
following the procedures in [62], we can get the extended Lagrangian as follows
Ξ0(x, λ) =
1
2
(
1
2
x2 − 0.4)2 − 0.1x+ λ(1
2
x2 − 1
4
) s.t. λ ≥ 0.
We can find that the extended Lagrangian is the same to the classical La-
grangian. From this point, there will be no transformation in classical Lagrangian
duality. However, for canonical duality, considering that there still exists non-
convexity in Ξ0(x, λ), further nonlinear Legendre transformation is developed.
As shown in Example 1, we can obtain the generalized complementary function
Ξ(x, λ, ς) as follows,
Ξ(x, λ, ς) =
1
2
ςx2 − 0.1x− 1
2
ς2 − 0.4ς + λ(1
2
x2 − 1
4
)
=
1
2
(ς + λ)x2 − 0.1x− 1
2
ς2 − 0.4ς − 1
4
λ s.t. λ ≥ 0,
For fixed λ and ς, the stationary condition ∇xΞ(x, λ, ς) = 0 leads to the
following canonical equilibrium equation
(ς + λ)x = 0.1.
Since Ξ(x, λ, ς) is convex in terms of x and concave in terms of both λ and ς
under the conditions λ ≥ 0, ς + λ > 0, finally the canonical dual problem can be
formulated as
(Pd) : max
{
P d(λ, ς) = − 1
200(ς + λ)
− 1
2
ς2 − 0.4ς − 1
4
λ|λ ≥ 0, ς + λ > 0
}
.
By solving the canonical dual problem, we can get ς¯ = −0.15, λ¯ = 0.2914 and
x¯ = 0.7071, and we can also check that P (x¯) = −0.0595 = P d(λ¯, ς¯).
Now, it becomes clear that the canonical duality is different from the classical
Lagrangian duality, and their differences and connections can be listed as follows
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• Classical Lagrangian duality is only used for constrained optimization, but
the canonical duality is used for both unconstrained and constrained opti-
mization;
• Classical Lagrangian duality is valid for convex optimization, but the canon-
ical duality is valid for nonconvex optimization;
• Canonical duality can be considered as nonlinear Lagrangian duality or
further developed Lagrangian duality.
41
2. CANONICAL DUALITY THEORY
42
3A Framework of Canonical Dual
Algorithms for Global
Optimization
In this chapter, an algorithmic framework for canonical duality theory is estab-
lished, and it shows that canonical dual algorithms can be developed in four
aspects, namely, minimizing the primal problem (P), maximizing the canonical
dual problem (Pd), solving a nonlinear equation caused by total complementary
function Ξ(x, ς), or solving a nonlinear equation caused by canonical dual func-
tion P d(ς), under a positive definite condition explicitly or implicitly.
3.1 A brief review of canonical duality theory
For the completeness of this thesis, we give a brief review of the following fourth-
order polynomials minimization problem (primal problem) in [61]:
(P) : min
{
P (x) = W (x) +
1
2
xTQx− xTf : x ∈ Rn
}
, (3.1)
where,
W (x) =
m∑
k=1
1
2
αk
(1
2
xTAkx+ b
T
kx+ ck
)2
, (3.2)
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and Ak = A
T
k , Q = Q
T ∈ Rn×n are indefinite symmetric matrices, bk,f ∈ Rn are
given vectors, αk, ck ∈ R are known constants. Without loss of much generality,
the αk is assumed to be positive.
The standard canonical dual transformation methodology consists of the fol-
lowing three procedures.
3.1.1 Canonical dual transformation
Introducing a nonlinear operator(a Frechet differentiable geometrical measure)
ξ = (ξ1, · · · , ξm)T = Λ(x) =
{1
2
xTAkx+ b
T
kx+ ck
}m
k=1
: Rn → Ea ⊂ Rm (3.3)
where, Ea = Λ(Rn), so that W (x) can be recast by:
W (x) = V (Λ(x)), (3.4)
where, V (ξ) is said to be a canonical function and in this case
V (ξ) =
m∑
k=1
1
2
αkξ
2
k =
1
2
αT (ξ ◦ ξ), (3.5)
in which, α = (α1, · · · , αm)T , the notation s ◦ t = (s1t1, · · · , smtm)T denotes the
Hadamard product for any two vectors s, t ∈ Rm.
Then, the primal problem can be rewritten as the canonical form:
min
x∈Rn
{
P (x) := V (Λ(x))− U(x)
}
, (3.6)
where U(x) = −1
2
xTQx+ xTf .
3.1.2 Generalized complementary function
The dual variable ς to ξ is defined by the duality mapping
ς = (ς1, · · · , ςm) = ∂V (ξ) = α ◦ ξ : Ea → E∗a ⊂ Rm. (3.7)
where, E∗a = ∂V (Ea).
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For the given canonical function V (ξ), the Legendre conjugate V ∗(ς) can be
defined by:
V ∗(ς) = sup{ξT ς − V (ξ) : ξ ∈ Ea} =
m∑
k=1
1
2
α−1k ς
2
k , (3.8)
The (ξ, ς) forms a canonical duality pair and the following canonical duality
relations hold on Ea × E∗a :
ς = ∂V (ξ)⇔ ξ = ∂V ∗(ς)⇔ V (ξ) + V ∗(ς) = ξT ς. (3.9)
Replacing W (x) = V (Λ(x)) by ΛT (x)ς − V ∗(ς), the generalized (total) com-
plementary function can be defined by
Ξ(x, ς) = ΛT (x)ς − V ∗(ς)− U(x)
=
m∑
k=1
[(1
2
xTAkx+ b
T
kx+ ck
)
ςk − 1
2
α−1k ς
2
k
]
+
1
2
xTQx− xTf .(3.10)
3.1.3 Canonical dual function
By using the generalized (total) complementary function, the canonical dual func-
tion P d(ς) can be formulated as
P d(ς) = sta{Ξ(x, ς) : x ∈ Rn}. (3.11)
where, sta{·} stands for the function value at certain stationary point.
For a fixed ς, the stationary condition ∇Ξ(x, ς) leads to the canonical equi-
librium equation:
G(ς)x = F (ς), (3.12)
in which, G(ς) = Q +
∑m
k=1 ςkAk, F (ς) = f −
∑m
k=1 ςkbk. For any given ς, if
F (ς) is in the column space of G(ς), denoted by Col(G(ς)), i.e., the linear space
spanned by the columns of G(ς).
Let define
S+a = {ς ∈ Sa|G(ς)  0}. (3.13)
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where, Sa = {ς ∈ E∗a |F (ς) ∈ Col(G(ς))}. Then, the canonical dual function can
be written explicitly as follows
P d(ς) =
m∑
k=1
(
ckςk − 1
2
α−1k ς
2
k
)
− 1
2
F T (ς)G−1(ς)F (ς). (3.14)
Finally, the canonical dual problem can be expressed by
(Pd) : max
{
P d(ς) =
m∑
k=1
(
ckςk − 1
2
α−1k ς
2
k
)
− 1
2
F T (ς)G−1(ς)F (ς) : ς ∈ S+a
}
. (3.15)
Theorem 3.1.1 (Global Optimality Condition[61]) Suppose that ς¯ is a crit-
ical point of P d(ς), if ς¯ ∈ S+a , then ς¯ is a global maximizer of (Pd) on S+a if and
only if the analytical solution x¯ = G−1(ς¯)F (ς¯) is a global minimizer of (P) on
Rn, i.e.,
P (x¯) = min
x∈Rn
P (x)⇔ max
ς∈S+a
P d(ς) = P d(ς¯), (3.16)
Remark 3.1.1 This theorem shows that ς¯ ∈ S+a provides a global optimality
condition, which can be used to develop algorithms for solving the nonconvex
primal problem. It should be noticed that the global optimality condition (positive
definiteness condition) is not always satisfied for every given problem. When S+a
is empty, the global optimality condition will be invalid. Due to the fact that
the global optimality condition induced by canonical duality theory is a sufficient
but not necessary condition, we can not make a judgement before solving the
corresponding canonical dual problem on whether the canonical duality holds for
a given problem.
3.2 A framework of canonical dual algorithms
Let review the main procedures of canonical dual transformation methodology,
we can find that we have to solve stationary problems twice, one is for Ξ(x, ς),
and the other is for P d(ς). To calculate the stationary points for Ξ(x, ς), we have
to solve the following nonlinear equations:G(ς)x = F (ς),1
2
xTAkx+ b
T
kx+ ck = α
−1
k ςk, ∀k = 1, · · · ,m.
(3.17)
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Similarly, to calculate the stationary points for P d(ς), we have to solve the non-
linear equations as follows:
1
2
F T (ς)G−1(ς)AkG−1(ς)F (ς) + bTkG
−1(ς)F (ς) + ck − α−1k ςk = 0,∀k = 1, · · · ,m.
(3.18)
As the number of variables increases, the complexity of computing the station-
ary problems is also increasing. Undoubtedly, the computing of the stationary
points for Ξ(x, ς) will be more complicated than that of P d(ς). On the contrary,
we can also observe that solving of stationary points for P d(ς) may become more
difficult than that of Ξ(x, ς) due to the inverse of a matrix. It indicates that the
complexity of solving the two nonlinear equations will be different for different
problems, which is the original source why we design Strategy 1 and Strategy 2.
On the other hand, finding stationary points is just one way to solve opti-
mization problems, because we can use iterative method to “search” for global
solutions as well. According to the canonical duality theory, compared with the
primal problem (P), an advantage of solving the canonical dual problem (Pd) is
that (Pd) can be easily solved by well-developed optimization algorithms because
the (−Pd) is convex on a convex domain S+a . In practice, we find that sometimes
the form of (Pd) may become much more complicated than the primal problem
(P), also due to complexity of computing G−1(ς), which is the original source
why we design Strategy 3 and Strategy 4.
The above mentioned four strategies can be illustrated in Fig. 3.1. We can find
that Strategy 1 and Strategy 2 are based on nonlinear equations, while Strategy
3 and Strategy 4 are based on minimization problems, and they are all governed
by a pre-assumed positive semi-definite matrix G(ς), which can be treated as
constraints when solving nonlinear equations or minimization problems. It should
be noted that, in the foremost three strategies, the pre-assumed condition is
expressed explicitly, but in the Strategy 4, the pre-assumed condition is implicitly
formulated.
There are many potential ways to implement the four strategies. In this chap-
ter, we focus on a simple technique based on unconstrained approaches. If we
suppose that there exists an algorithm, once it runs into the “neighborhood” of
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Figure 3.1: A framework of canonical dual algorithms
the canonical dual feasible domain, it will never deviate too far from the “neigh-
borhood”, then we can start from an initial point in this “neighborhood” to finally
arrive at the global solution according to the close relationship between the solu-
tion of dual and that of the primal by the complementary-dual principle, which
is the kernel of the proposed four strategies. In this case, there is no need to
identify which stationary point is in the canonical dual feasible domain and there
is also no need to solve a constrained optimization problem, because we can just
start from a “good” initial point to solve the nonlinear equations or to search a
global solution based on unconstrained approaches.
The detailed strategies of the simple technique on how to use the canonical
duality theory based on unconstrained approaches to find a global solution are
given in the following:
3.3 Experimental results
To testify the effectiveness of the strategies, some fourth-order polynomials bench-
mark functions are collected, and we will use the proposed strategies to find the
global solutions one by one. In this thesis, we implement the strategies in MAT-
LAB R2010b on Intel(R) Core(TM) i3-2310M CPU @2.10GHz under Window 7
environment, and fsolve and fminunc built in MATLAB are used to solve non-
linear equations and for numerical optimization, respectively.
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Strategy 1
Step1 standardization
Convert the original problem to the standard form (3.1) of the primal problem,
and then the parameters of (P) like αk, Ak, bk, ck, Q,f will be well defined.
Step2 selection
Select an appropriate ς0 to make sure that G(ς0)  0, and then gain the
corresponding x0 = G
−1(ς0)F (ς0).
Step3 nonlinear equations
Taking (x0, ς0) as initial point, use numerical computation methods to solve
the nonlinear equations in (3.17).
Strategy 2
Step1 standardization
Convert the original problem to the standard form (3.1) of the primal problem,
and then the parameters of (P) like αk, Ak, bk, ck, Q,f will be well defined.
Step2 selection
Select an appropriate ς0 to make sure that G(ς0)  0.
Step3 nonlinear equations
Taking ς0 as initial point, use numerical computation methods to solve the
nonlinear equations in (3.18).
Strategy 3
Step1 standardization
Convert the original problem to the standard form (3.1) of the primal problem,
and then the parameters of (P) like αk, Ak, bk, ck, Q,f will be well defined.
Step2 selection
Select an appropriate ς0 to make sure that G(ς0)  0.
Step3 numerical optimization
Taking ς0 as an initial point (or some ς0 as initial population), using
numerical optimization algorithms to optimize the dual problem.
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Strategy 4
Step1 standardization
Convert the original problem to the standard form (3.1) of the primal problem,
and then the parameters of (P) like αk, Ak, bk, ck, Q,f will be well defined.
Step2 selection
Select an appropriate ς0 to make sure that G(ς0)  0, and then gain the
corresponding x0 = G
†(ς0)F (ς0).
Step3 numerical optimization
Taking x0 as an initial point (or some x0 as initial population), using
numerical optimization algorithms to optimize the primal problem.
Example 3.3.1 (Colville function)
minP (x) = 100(x2 − x21)2 + (1− x1)2 + 90(x4 − x23)2 + (1− x3)2
+10.1((x2 − 1)2 + (x4 − 1)2) + 19.8(x2 − 1)(x4 − 1).
We firstly rewrite it to the standard form, and then we can get α1 = 200, α2 =
180, A1 = Diag{−2, 0, 0, 0}, A2 = Diag{0, 0,−2, 0}, b1 = [0, 1, 0, 0]T , b2 = [0, 0, 0, 1]T ,
c1 = c2 = 0,f = [2, 40, 2, 40]
T , and
Q =

2 0 0 0
0 20.2 0 19.8
0 0 2 0
0 19.8 0 20.2
 , then G(ς) =

2− 2ς1 0 0 0
0 20.2 0 19.8
0 0 2− 2ς2 0
0 19.8 0 20.2
 .
Strategy 1
The generalized complementary function is
Ξ(x, ς) = (x21 − x2)ς1 + (x23 − x4)ς2 −
1
400
ς21 −
1
360
ς22
+(x21 + 10.1x
2
2 + x
2
3 + 10.1x
2
4 + 19.8x2x4)− (2x1 + 40x2 + 2x3 + 40x4) + 42.
We select ς0 = (ς1, ς2) = (0.5, 0.5) to make sure that G(ς0)  0 and the corre-
sponding x0 = (x1, x2, x3, x4) = G(ς0)
−1F (ς0) = (2.0000, 0.9875, 2.0000, 0.9875)
as initial point (x0, ς0) for the nonlinear equations in (3.17), and after 5 iterations
with 0.338344 seconds, we obtain (x∗, ς∗) = (1.0000, 1.0000, 1.0000, 1.0000, 0.0000,
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0.0000) and P (x∗) = 0.
Strategy 2
The canonical dual function is
P d(ς) = 42− 1
400
ς21 −
1
360
ς22
−1
2
(
2, 40− ς1, 2, 40− ς2
)
2− 2ς1 0 0 0
0 20.2 0 19.8
0 0 2− 2ς2 0
0 19.8 0 20.2

+
2
40− ς1
2
40− ς2
 .
We select the same ς0 = (0.5, 0.5) for the nonlinear equations in (3.18), and
after 6 iterations with 0.302655 seconds, we obtain ς∗ = (0.0000, 0.0000). The
corresponding x∗ = G(ς∗)−1F (ς∗) = (1, 1, 1, 1) and P (x∗) = 0.
Strategy 3
We choose the same ς0 = (0.5, 0.5) as initial point for (−Pd), and we can
finally arrive at ς∗ = (0, 0) with 9 iterations and 0.329829 seconds. The corre-
sponding x∗ = G(ς∗)−1F (ς∗) = (1, 1, 1, 1) and P (x∗) = 0.
Strategy 4
We choose the same ς0 = (0.5, 0.5), and then we use the corresponding
x0 = G(ς0)
−1F (ς0) = (2.0000, 0.9875, 2.0000, 0.9875) as initial point for P (x),
and we can finally arrive at x∗ = (1, 1, 1, 1) and P (x∗) = 0 with 26 iterations and
0.354057 seconds.
Example 3.3.2 (Zettle function)
minP (x) = (x21 + x
2
2 − 2x1)2 + 0.25x1.
The landscape of Zettle function is given in Fig. 3.2.
Firstly, we rewrite it to the standard form, and then we can get α = 2, A =
Diag{2, 2}, b = [−2, 0]T , c = 0, Q = 0,f = [−0.25, 0]T , and then G(ς) =
Diag{2ς1, 2ς1}.
Strategy 1
The generalized complementary function is
Ξ(x, ς) = (
1
2
(2x21 + 2x
2
2)− 2x1)ς −
ς2
4
+ 0.25x1.
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Figure 3.2: Landscape of Zettle function
We select ς0 = 0.1 to make sure that G(ς0)  0 and the corresponding x0 =
G(ς0)
−1F (ς0) = (−0.2500, 0) as initial point (x0, ς0) for the nonlinear equations
in (3.17), and after 3 iterations with 0.290396 seconds, we obtain (x∗, ς∗) =
(−0.0299, 0, 0.1214) and P (x∗) = −0.0038.
Strategy 2
The canonical dual function is
P d(ς) = −ς
2
4
− (2ς − 0.25)
2
4ς
.
We select the same ς0 = 0.1 for the nonlinear equations in (3.18), and after
4 iterations with 0.290140 seconds, we obtain ς∗ = 0.1214. The corresponding
x∗ = G(ς∗)−1F (ς∗) = −0.0299 and P (x∗) = −0.0038.
Strategy 3
We choose the same ς0 = 0.1 as initial point for (−Pd), and we can finally
arrive at ς∗ = 0.1214 with 4 iterations and 0.319423 seconds. The corresponding
x∗ = G(ς∗)−1F (ς∗) = (−0.0299, 0) and P (x∗) = −0.0038.
Strategy 4
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We choose the same ς0 = 0.1, and then we use the corresponding x0 =
G(ς0)
−1F (ς0) = (−0.2500, 0) as initial point for P (x), and we can finally arrive
at x∗ = (−0.0299, 0) and P (x∗) = −0.0038 with 5 iterations and 0.309056 sec-
onds.
Example 3.3.3 (Styblinski-Tang function)
minP (x) =
1
2
2∑
i=1
(x4i − 16x2i + 5xi).
The landscape of Styblinski-Tang function is given in Fig. 3.3.
Figure 3.3: Landscape of Styblinski-Tang function
At first, we rewrite it to the standard form, and then we can get α1 =
α2 = 1, A1 = Diag{2, 0}, A2 = Diag{0, 2}, b1 = b2 = 0, c1 = c2 = 0, Q =
Diag{−16,−16},f = [−2.5,−2.5]T , and thenG(ς) = Diag{−16+2ς1,−16+2ς2}.
Strategy 1
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The generalized complementary function is
Ξ(x, ς) = x21ς1 + x
2
2ς2 −
ς21
2
− ς
2
2
2
+
1
2
(−16x21 − 16x22)+ 2.5x1 + 2.5x2.
We select ς0 = (8.1, 8.1) to make sure that G(ς0)  0 and the correspond-
ing x0 = G(ς0)
−1F (ς0) = (−12.5,−12.5) as initial point (x0, ς0) for the nonlin-
ear equations in (3.17), and after 8 iterations with 0.305630 seconds, we obtain
(x∗, ς∗) = (−2.9035,−2.9035, 8.4305, 8.4305) and P (x∗) = −78.3323.
Strategy 2
The canonical dual function is
P d(ς) = −ς
2
1
2
− ς
2
2
2
− 1
2
(
6.25 (−16 + 2ς1)
256− 32ς1 − 32ς2 + 4ς1ς2 +
6.25 (−16 + 2ς2)
256− 32ς1 − 32ς2 + 4ς1ς2
)
We select the same ς0 = (8.1, 8.1) for the nonlinear equations in (3.18), and
after 8 iterations with 0.305489 seconds, we obtain ς∗ = (8.4305, 8.4305). The
corresponding x∗ = G(ς∗)−1F (ς∗) = (−2.9035,−2.9035) and P (x∗) = −78.3323.
Strategy 3
We choose the same ς0 = (8.1, 8.1) as initial point for (−Pd), and then we
can finally arrive at (ς∗) = (8.4305, 8.4305) within 7 iterations and 0.320454
seconds. The corresponding x∗ = G(ς∗)−1F (ς∗) = (−2.9035,−2.9035) and
P (x∗) = −78.3323.
Strategy 4
We choose the same ς0 = (8.1, 8.1), and then we use the corresponding
x0 = G(ς0)
−1F (ς0) = (−12.5,−12.5) as initial point for P (x), we can finally
arrive at x∗ = (−2.9035,−2.9035) and P (x∗) = −78.3323 with 10 iterations and
0.323847 seconds.
Example 3.3.4 (Rosenbrock function)
minP (x) =
n−1∑
i=1
[100(xi+1 − x2i )2 + (xi − 1)2].
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At first, we rewrite it to the standard form, and then we can get αk = 200, Ak =
−2Ik, bk = ek+1, ck = 0, Q = Diag{2, 2, · · · , 2︸ ︷︷ ︸
n−1
, 0},f = [2, 2, · · · , 2︸ ︷︷ ︸
n−1
, 0]T , where
k = 1, 2, · · · , n− 1, Ik ∈ Rn×n is a diagonal matrix with all zeros except the po-
sition (k, k) having value 1 and ek ∈ Rn is a unit vector with all zeros except the
position k having value 1. Then we can obtain G(ς) = Q+
∑n−1
k=1 ςkAk = Diag{2−
2ς1, 2−2ς2, · · · , 2−2ςn−1, 0}, F (ς) = f−
∑n−1
k=1 ςkbk = [2, 2−ς1, · · · , 2−ςn−2,−ςn−1].
Without much loss of generality, n = 2 is chosen for simple study, and its
corresponding landscape is plotted in Fig.3.4, in which, the global minimum is
located in a long, deep, narrow, banana shaped flat valley.
Figure 3.4: Landscape of Rosenbrock function in two dimension
Strategy 1
The generalized complementary function is
Ξ(x, ς) =
(
x2 − x21
)
ς − ς
2
400
+ x21 − 2x1 + 1
We select ς0 = −1 to make sure that G(ς0)  0. Using the Moore-Penrose
pseudoinverse, we can obtain the corresponding x0 = G(ς0)
†F (ς0) = (0.5, 0).
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Taking (x0, ς0) as initial point for the nonlinear equations in (3.17), and after 4
iterations with 0.304920 seconds, we obtain (x∗, ς∗) = (1, 1, 0) and P (x∗) = 0.
Strategy 2
The canonical dual function is
P d(ς) = 1− ς
2
400
− 1
2
(
2,−ς
)(2− 2ς 0
0 0
)+(
2
−ς
)
.
Due to the singularity of matrix G(ς), we can not get a proper form of P d(ς);
thus it becomes difficult to solve the nonlinear equations in (3.18).
Strategy 3
The same situation happens as above, we can choose some possible initial
point ς0 to guarantee G(ς0)  0, but the calculation of the singular matrix is
quite complicated.
Strategy 4
Instead, we choose the same ς0, and using the Moore-Penrose pseudoinverse,
we can obtain the corresponding x0 = (0.5, 0) for P (x). Taking x0 as initial
point for P (x), we can finally reach x∗ = (1, 1) within 20 iterations and 0.352472
seconds, and then the corresponding P (1, 1) = 0.
Furthermore, we continue to consider the Rosenbrock function in terms of
large dimensions. We choose ς0 = (−1, · · · ,−1) to guarantee G(ς0)  0, and
then get the corresponding initial point x0 = (0.5, 0.75, · · · , 0.75︸ ︷︷ ︸
n−2
, 0) for P (x).
General results of the Rosenbrock function by Strategy 4 are given in Table 3.1.
Example 3.3.5 (Dixon and Price function)
minP (x) = (x1 − 1)2 +
n∑
i=2
i(2x2i − xi−1)2.
The landscape of Dixon and Price function is given in Fig. 3.5.
We firstly rewrite it to the standard form, and then we can get ak = 2(k+ 1),
Ak = 4Ik+1, bk = −ek, ck = 0, Q = Diag{2, 0, · · · , 0︸ ︷︷ ︸
n−1
}, f = [2, 0, · · · , 0︸ ︷︷ ︸
n−1
]T , where
k = 1, 2, · · · , n− 1, and then G(ς) = Q +∑n−1k=1 ςkAk = Diag{2, 4ς1, · · · , 4ςn−1},
F (ς) = f −∑n−1k=1 ςkbk = [2 + ς1, ς2, · · · , ςn−1, 0].
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Table 3.1: Results of the Rosenbrock function using Strategy 4
n x∗ P (x∗) iterations time(s)
2 (1,1) 2.0269e-011 20 0.352472
5 (1,· · · ,1) 5.4958e-011 29 0.405747
10 (1,· · · ,1) 1.0633e-010 31 0.409724
20 (1,· · · ,1) 5.3688e-011 37 0.423663
50 (1,· · · ,1) 1.6986e-009 42 0.554678
100 (1,· · · ,1) 3.7337e-010 50 0.727062
200 (1,· · · ,1) 1.5632e-010 55 1.329283
500 (1,· · · ,1) 3.0872e-010 54 3.508815
1000 (1,· · · ,1) 5.0893e-010 56 8.763668
2000 (1,· · · ,1) 3.7200e-010 60 28.264277
3000 (1,· · · ,1) 7.3433e-010 62 57.669020
4000 (1,· · · ,1) 1.0350e-009 61 92.344600
5000 (1,· · · ,1) 1.0340e-009 66 144.069188
Figure 3.5: Landscape of Dixon and Price function in two dimension
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It is not difficult to find that, for any dual feasible solution ς∗, if we substitute
back then we will find that the last component of the corresponding x∗ will always
be zero, which indicates that the first three strategies will be invalid. However, the
fourth strategy can still survive if we make some minor revisions. For simplicity,
we choose ς0 = (2, · · · , 2) to make sure G(ς0)  0, and then get the corresponding
initial point x0 = (2, 0.25, · · · , 0.25︸ ︷︷ ︸
n−2
, 0) for P (x). We don’t use the x0 directly
but translate the point to xˆ0 = x0 +1 = (3, 1.25, · · · , 1.25︸ ︷︷ ︸
n−2
, 1). Taking the revised
initial point for the primal problem, the general results of the Dixon and Price
function are given in Table 3.2.
Table 3.2: Results of the Dixon and Price function using Strategy 4
n x∗ P (x∗) iterations time(s)
2 (1,0.7071) 3.1388e-015 12 0.213785
5 (1,· · · ,0.5221) 8.4890e-014 21 0.206739
10 (1,· · · ,0.5007) 5.4620e-012 30 0.218370
20 (1,· · · ,0.5000) 9.1666e-011 46 0.245217
50 (1,· · · ,0.5000) 3.4299e-010 79 0.388959
100 (1,· · · ,0.5000) 3.6424e-009 108 0.757873
200 (1,· · · ,0.5000) 1.0303e-008 154 1.720907
500 (1,· · · ,0.5000) 3.1588e-008 242 7.814894
1000 (1,· · · ,0.5000) 6.8696e-008 342 28.862242
2000 (1,· · · ,0.5000) 1.3657e-007 480 124.977932
3000 (1,· · · ,0.5000) 2.4159e-007 581 270.350883
4000 (1,· · · ,0.5000) 2.2758e-007 675 526.158263
5000 (1,· · · ,0.5000) 3.5225e-007 747 854.212220
Remark 3.3.1 The above numerical experiments have demonstrated that we can
develop canonical dual algorithms in four aspects, with different computational
complexity and flexibility. It should be noted that the algorithm framework pro-
posed in this chapter can be used to develop algorithms for any nonconvex op-
timization problems based on canonical duality theory, not only for the fourth-
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order polynomial minimization problem. The fourth-order polynomial minimiza-
tion problem is only used as an experimental paradigm. In the following chapters,
strategy 1 and strategy 3 are mainly focused.
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60
4Canonical Dual Algorithms via
Semidefinite Programming
Formulation
In this chapter, we will show that if there exists a critical point of the canonical
dual problem (Pd) in the positive definite domain S+a , by solving an equivalent
semidefinite programming (SDP) problem, the corresponding global solution to
the primal problem can be obtained easily. The SDP formulation is a specific
application of strategy 3 mentioned in the algorithmic framework. A specific
canonical dual algorithm is given for each problem, including sum of fourth-
order polynomials minimization, nonconvex quadratically constrained quadratic
program (QCQP), and Boolean quadratic program (BQP).
4.1 A canonical dual algorithm for sum of fourth-
order polynomials minimization
We rewrite the canonical dual problem (Pd) for the sum of the fourth-order
polynomials minimization problem in the following,
(Pd) : min
{
P d(ς) =
1
2
F T (ς)G−1(ς)F (ς) +
m∑
k=1
(1
2
α−1k ς
2
k − ckςk
)
: ς ∈ S+a
}
, (4.1)
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where,
G(ς) = Q+
m∑
k=1
ςkAk, F (ς) = f −
m∑
k=1
ςkbk, (4.2)
and
S+a = {ς ∈ Sa|G(ς)  0}. (4.3)
Under some conditions, we will show that the above problem can be reformulated
a typical semidefinite programming (SDP) problem as follows
(SDP) : min g1 + g2 − ςTc
s.t.
(
G(ς) F (ς)
F T (ς) 2g1
)
 0,(
Diag{α1, · · · , αm} ς
ςT 2g2
)
 0. (4.4)
Lemma 4.1.1 (Schur complement[29]) Considering the partitioned symmet-
ric matrix
X = XT =
(
A B
BT C
)
, (4.5)
if A  0, then X  0 if and only if the matrix C −BTA−1B  0; if X  0, then
A  0 and C −BTA−1B  0.
Theorem 4.1.1 Let (ς¯, g¯1, g¯2) be an optimal solution of problem (SDP), if G(ς¯) 
0, then ς¯ is the unique optimal solution of problem (Pd) and x¯ = G−1(ς¯)F (ς¯) is
the unique optimal solution of problem (P).
Proof: At first, we relax (Pd) to the following form
(Pdrelax) : min g1 + g2 − ςTc
s.t.
1
2
F T (ς)G−1(ς)F (ς) ≤ g1,
1
2
ςT [Diag{α1, · · · , αm}]−1ς ≤ g2,
G(ς)  0, (4.6)
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minimization
where, c = [c1, . . . , cm]
T , Diag{α1, · · · , αm} stands for a diagonal matrix with
α1, · · · , αm as its diagonal elements.
Using the Schur complement (Lemma 4.1.1), we can get the equivalent positive
semidefinite programming optimization problem (SDP) consequently.
Furthermore, if G(ς¯)  0, since (Pdrelax) is a strict convex problem, it is easy
to find that g¯1 = F
T (ς¯)G−1(ς¯)F (ς¯) and g¯2 = ς¯T [Diag{α1, · · · , αm}]−1ς¯, that is
to say, the (SDP) is equivalent to (Pd) under the conditions. This completes the
proof. 2
In this following, some numerical experiments are given to demonstrate the
effectiveness of the proposed method. In this study, the SeDuMi [150] is used as
a solver for the SDP problem.
Example 4.1.1 (Extended Colville function)
minP (x) =
n/4∑
i=1
100(x4i−2 − x24i−3)2 + (1− x4i−3)2 + 90(x4i − x24i−1)2 + (1− x4i−1)2
+10.1[(x4i−2 − 1)2 + (x4i − 1)2] + 19.8(x4i−2 − 1)(x4i − 1).
Rewriting it to the standard form, we have α2i−1 = 200, α2i = 180, A2i−1(4i −
3, 4i−3) = −2, A2i(4i−1, 4i−1) = −2, b2i−1(4i−2, 1) = 1, b2i(4i, 1) = 1, c2i−1 =
c2i = 0, i = 1, · · · , n/4, f = [[2, 40, 2, 40], · · · , [2, 40, 2, 40]]T︸ ︷︷ ︸
n/4
, and
Q = BlkDiag
{
2 0 0 0
0 20.2 0 19.8
0 0 2 0
0 19.8 0 20.2
 , · · · ,

2 0 0 0
0 20.2 0 19.8
0 0 2 0
0 19.8 0 20.2

︸ ︷︷ ︸
n/4
}
By solving the corresponding SDP problem, the general results can be found in
Table 4.1. It is shown that less than one and a half minutes are consumed for the
problem with 500 dimensions.
Example 4.1.2 (Extended Zettle function)
minP (x) =
n/2∑
i=1
(x22i−1 + x
2
2i − 2x2i−1)2 + 0.25x2i−1 (4.7)
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Table 4.1: Results of the Extended Colville function via SDP formulation
n ς∗ x∗ P (x∗) iterations time(s)
4 (0,0) (1,1) 1.9477e-006 11 0.340182
8 (0,· · · ,0) (1,· · · ,1) 1.6150e-006 12 0.347106
16 (0,· · · ,0) (1,· · · ,1) 4.7784e-008 13 0.347732
32 (0,· · · ,0) (1,· · · ,1) 1.2684e-006 13 0.384965
64 (0,· · · ,0) (1,· · · ,1) 1.4940e-006 15 0.674014
100 (0,· · · ,0) (1,· · · ,1) 1.4149e-007 17 1.282508
200 (0,· · · ,0) (1,· · · ,1) 1.4432e-005 17 5.014692
300 (0,· · · ,0) (1,· · · ,1) 2.2617e-007 20 21.848852
400 (0,· · · ,0) (1,· · · ,1) 1.2021e-004 20 47.634088
500 (0,· · · ,0) (1,· · · ,1) 3.3509e-005 22 87.903105
Rewriting it to the standard form, we have αi = 2, Ai(2i−1, 2i−1) = 2, Ai(2i, 2i) =
2, bi(2i−1, 1) = −2, ci = 0, Q = 0, i = 1, · · · , n/2, f = [[−0.25, 0], · · · , [−0.25, 0]]T︸ ︷︷ ︸
n/2
.
By solving the corresponding SDP problem, the general results can be found in
Table 4.2. It is also shown that less than one and a half minutes are consumed
for the problem with 500 dimensions.
Example 4.1.3 (Extended Styblinski-Tang function)
minP (x) =
1
2
n∑
i=1
(x4i − 16x2i + 5xi).
Rewriting it to the standard form, we have αi = 1, Ai(i, i) = 2, bi = 0, ci =
0, i = 1, · · · , n, Q = Diag{[−16, · · · ,−16︸ ︷︷ ︸
n
]} f = [−2.5, · · · ,−2.5]T︸ ︷︷ ︸
n
. By solving
the corresponding SDP problem, the general results can be found in Table 4.3.
It is shown that three and a half minutes are consumed for this case.
Example 4.1.4 (Extended Maratos function)
minP (x) =
n/2∑
i=1
[x2i−1 + 100(x22i−1 + x
2
2i − 1)2] (4.8)
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Table 4.2: Results of the Extended Zettle function via SDP formulation
n ς∗ x∗ P (x∗) iterations time(s)
2 0.1214 (-0.0299,0) -0.0038 11 0.303784
4 (0.1214,0.1214) (-0.0299,0,-0.0299,0) -0.0076 9 0.304517
8 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.0152 12 0.315542
16 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.0303 11 0.325285
32 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.0607 13 0.442816
64 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.1213 13 1.221368
100 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.1896 14 2.841126
200 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.3791 15 9.141418
300 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.5687 14 25.405890
400 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.7582 14 44.572493
500 (0.1214,· · · ,0.1214) (-0.0299,0,· · · ,-0.0299,0) -0.9478 16 84.181714
Table 4.3: Results of the Extended Styblinski-Tang function via SDP formulation
n ς∗ x∗ P (x∗) iterations time(s)
2 (8.4305,8.4305) (-2.9036,-2.9036) -78.3323 12 0.328223
5 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -195.8308 14 0.366357
10 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -391.6617 14 0.368445
20 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -783.3233 18 0.410300
50 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -1.9583e3 21 1.205876
100 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -3.9166e3 22 3.151417
200 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -7.8332e3 28 24.495107
300 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -1.1750e4 27 58.842431
400 (8.4305,· · · ,8.4305) (-2.9036,· · · ,-2.9036) -1.5666e4 29 198.938322
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Rewriting it to the standard form, we have αi = 200, Ai(2i − 1, 2i − 1) =
2, Ai(2i, 2i) = 2, bi = 0, ci = 1, i = 1, · · · , n/2, Q = 0, f = [[1, 0], · · · , [1, 0]]T︸ ︷︷ ︸
n/2
.
The landscape of the Maratos function in two-dimensional space is given in
Fig. 4.1.
Figure 4.1: Landscape of Maratos function
By solving the corresponding SDP problem, the general results can be found
in Table 4.4. It can be found that less than one and a half minutes are elapsed for
the problem with 500 dimensions. It should be noted that the obtained solutions
are not exact the same to the global solutions due to numerical precision.
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Table 4.4: Results of the Extended Maratos function via SDP formulation
n ς∗ x∗ P (x∗) iterations time(s)
2 0.4992 (1.0016,0) -1.0006 10 0.297905
4 (0.4993,0.4993) (1.0014,0,1.0014,0) -2.0012 11 0.301762
8 (0.4993,· · · ,0.4993) (1.0013,0,· · · ,1.0013,0) -4.0025 11 0.302162
16 (0.4993,· · · ,0.4993) (1.0014,0,· · · ,1.0014,0) -8.0049 11 0.306315
32 (0.4993,· · · ,0.4993) (1.0014,0,· · · ,1.0014,0) -16.0099 14 0.375020
64 (0.4993,· · · ,0.4993) (1.0013,0,· · · ,1.0013,0) -32.0199 16 0.564179
100 (0.4994,· · · ,0.4994) (1.0012,0,· · · ,1.0012,0) -50.0312 18 0.942947
200 (0.4994,· · · ,0.4994) (1.0012,0,· · · ,1.0012,0) -100.0624 20 4.165790
300 (0.4994,· · · ,0.4994) (1.0012,0,· · · ,1.0012,0) -150.0936 22 13.840092
400 (0.4994,· · · ,0.4994) (1.0013,0,· · · ,1.0013,0) -200.1247 21 31.530222
500 (0.4994,· · · ,0.4994) (1.0013,0,· · · ,1.0013,0) -250.1559 23 72.091984
4.2 A canonical dual algorithm for nonconvex
QCQP
In this section, we focus on the following quadratic optimization problem with
quadratic and box constraints (primal problem):
(P) : min
{
P (x) =
1
2
xTAx− aTx : x ∈ Rn
}
,
s.t. g(x) = {gj(x)} = {1
2
xTBjx− bTj x− bj} ≤ 0, j = 1, · · · ,m,
ci ≤ xi ≤ di, i = 1, · · · , n, (4.9)
where, x = (x1, · · · , xn), A = AT , Bj = BTj ∈ Rn×n are symmetric matrices,
a, bj ∈ Rn are given vectors, bj, ci, di are constant.
Defining Ei ∈ Rn×n, ei ∈ Rn be a diagonal matrix and a unit vector, with
all zeros except a one in the position (i, i) and (i), respectively, let Bk = 2Ek,
bk = (ck + dk)ek, bk = ckdk, k = m + 1, · · · ,m + n, then constraints in (P) can
be uniformly rewritten to
g(x) = {gk(x)} = {1
2
xTBkx− bTkx− bk} ≤ 0, k = 1, · · · ,m+ n. (4.10)
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Firstly, we introduce an indicator function:
V (ξ) =
{
0 if ξ ≤ 0
+∞ otherwise (4.11)
where, ξ = (ξ1, · · · , ξm+n), and let U(x) = −f(x) = −12xTAx + aTx, then the
primal problem (P) can be written in the following unconstrained form:
min{Π(x) = V (g(x))− U(x) : x ∈ Rn}. (4.12)
By the Fenchel transformation, the conjugate function V ](ς) of V (ξ) can be
defined by
V ](ς) = sup
ξ
{ξT ς − V (ξ)} =
{
0 if ς ≥ 0
+∞ otherwise (4.13)
which is convex and lower semi-continuous. By convex analysis, we have the fol-
lowing canonical duality relations
ς ∈ ∂V (ξ)⇔ ξ ∈ ∂V ](ς)⇔ V (ξ) + V ](ς) = ξT ς. (4.14)
By replacing V (g(x)) by gT (x)ς−V ](ς), the so-called total complementary func-
tion associated with Π(x) can be defined as follows
Ξ(x, ς) = gT (x)ς − V ](ς)− U(x)
=
1
2
xTG(ς)x− xTF (ς)− ςTd, (4.15)
where, d = (b1, · · · , bm+n)T , ς = (ς1, · · · , ςm+n) ∈ Rm+n+ = {ς ∈ Rm+n|ς ≥ 0},
and
G(ς) = A+
m+n∑
k=1
ςkBk, F (ς) = a+
m+n∑
k=1
ςkbk.
By the fact that Ξ(x, ς) is a quadratic function of x, the criticality condition
∇xΞ(x, ς) = 0 leads to a linear equation G(ς)x = F (ς). Therefore, solving this
equation in terms of ς to eliminate x in Ξ(x, ς), the canonical dual function can
be formulated as
P d(ς) = −1
2
F T (ς)G−1(ς)F (ς)− ςTd. (4.16)
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Finally, the canonical dual problem can be posed as follows:
(Pd) : max{P d(ς) : ς ∈ S+a } (4.17)
where, the dual feasible space is defined by
S+a = {ς ∈ Rm+n+ |G(ς)  0}. (4.18)
Theorem 4.2.1 (Global Optimality Condition) Suppose ς¯ is a KKT point
of (Pd). If ς¯ > 0 and G(ς¯)  0, then x¯ = G−1(ς¯)F (ς¯) is the global minimizer of
(P).
Proof: By introducing Lagrange multiplier ξ ∈ Rm+n− (where Rm+n− is the
nonpositive orthant of Rm+n) associated with ς ≥ 0, the Lagrangian L(ξ, ς) is
given by
L(ξ, ς) = −1
2
F T (ς)G−1(ς)F (ς)− ςTd− ξT ς. (4.19)
It is easy to prove that the criticality conditions ∇ςL(ξ, ς) = 0 lead to
ξ =
 ξ1· · ·
ξm+n
 =

1
2
x¯TB1x¯− bT1 x¯− b1
· · ·
1
2
x¯TBm+nx¯− bTm+nx¯− bm+n
 (4.20)
where, x¯ = G−1(ς¯)F (ς¯), and the accompanying KKT conditions include
0 ≤ ς¯k ⊥ 1
2
x¯TBkx¯− bTk x¯− bk ≤ 0, k = 1, · · · ,m+ n. (4.21)
From the complementary slackness, we can see that the x¯ satisfies the constraints
in (P). Furthermore, since ς¯ > 0 for any g(x) ≤ 0, we have
P (x) ≥ P (x) + ς¯Tg(x)
=
1
2
xTAx− aTx+
m+n∑
k=1
(
1
2
xT ς¯kBkx− ς¯kbTkx− ς¯kbk)
=
1
2
xTG(ς¯)x− xTF (ς¯)− ς¯Td
= Ξ(x, ς¯). (4.22)
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Noting that P (x¯) = Ξ(x¯, ς¯),∇xΞ(x¯, ς¯) = 0 and Ξ(x, ς¯) is a quadratic function
with respect to x, we have
P (x)− P (x¯) ≥ Ξ(x, ς¯)− Ξ(x¯, ς¯)
= (x− x¯)∇xΞ(x¯, ς¯) + 1
2
(x− x¯)T∇xxΞ(x¯, ς¯)(x− x¯)
=
1
2
(x− x¯)TG(ς¯)(x− x¯). (4.23)
If G(ς¯)  0, it is easy to find that x¯ is the global minimizer of (P), where, x¯ is
contained in the canonical equilibrium equation
G(ς¯)x¯ = F (ς¯). (4.24)
This completes the proof. 2
By writing (4.17) into the following relaxed form
(P drelax) : min g + ς
Td
s.t. g ≥ 1
2
F T (ς)G−1(ς)F (ς)
G(ς)  0
ς ≥ 0 (4.25)
and using the Schur complement (Lemma 4.1.1), we can get the equivalent stan-
dard SDP form
(SDP) : min g + ςTd
s.t.
(
G(ς) F (ς)
F T (ς) 2g
)
 0
ς ≥ 0 (4.26)
In the following, some benchmark constrained optimization problems, which
are widely used in the evolutionary computation community [101], are given to
demonstrate the effectiveness of the proposed approach. It is shown that through
integrating the canonical dual solution with the KKT conditions by adding a
small linear perturbation term, we are able to obtain the approximate or global
solutions easily.
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Example 4.2.1
min P (x) = −1
2
n∑
i=1
x2i +
n∑
i=1
xi
s.t. g(x) =
n∑
i=1
x2i −
n∑
i=1
xi ≤ 0
where, −1 ≤ xi ≤ 1, (i = 1, · · · , n).
By solving the corresponding SDP problem, we can get the optimal dual
solution ς∗ = (1, 0, · · · , 0︸ ︷︷ ︸
n
) and the corresponding global optimal solution x∗ =
(0, · · · , 0︸ ︷︷ ︸
n
) to the primal problem. Under the same environment, the problem is
solved via a branch and bound method in YALMIP [103]. The running time
for two methods is given in Table 4.5 and Fig. 4.2, and we can find that the
canonical dual algorithm (CDA) consumes much less time, and it can obtain a
exactly global solution to this nonconvex problem in polynomial time.
Table 4.5: Comparable running time (s) between YALMIP and CDA
n YALMIP CDA
2 1.0937 0.3080
5 1.3306 0.3131
10 1.6286 0.3234
20 2.4788 0.3392
50 6.2334 0.4749
100 16.1496 0.6542
200 43.1086 2.9885
300 85.8071 8.4530
400 164.9477 10.8982
500 243.2736 16.8634
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Figure 4.2: Illustration of running time for YALMIP and CDA, respectively
Example 4.2.2 (g01)
min f(x) = 5
4∑
i=1
xi − 5
4∑
i=1
x2i −
13∑
i=5
xi
s.t. g1(x) = 2x1 + 2x2 + x10 + x11 − 10 ≤ 0
g2(x) = 2x1 + 2x3 + x10 + x12 − 10 ≤ 0
g3(x) = 2x2 + 2x3 + x11 + x12 − 10 ≤ 0
g4(x) = −8x1 + x10 ≤ 0
g5(x) = −8x2 + x11 ≤ 0
g6(x) = −8x3 + x12 ≤ 0
g7(x) = −2x4 − x5 + x10 ≤ 0
g8(x) = −2x6 − x7 + x11 ≤ 0
g9(x) = −2x8 − x9 + x12 ≤ 0
where the bounds are 0 ≤ xi ≤ 1(i = 1, · · · , 9), 0 ≤ xi ≤ 100(i = 10, 11, 12) and
0 ≤ x13 ≤ 1.
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Solving the canonical dual problem, we can obtain ς¯ =
ς1 ς2 ς3 ς4 ς5 ς6 ς7 ς8
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 1.0000
ς9 ς10 ς11 ς12 ς13 ς14 ς15 ς16
1.0000 5.0000 5.0000 5.0000 7.0001 2.0001 3.0001 2.0001
ς17 ς18 ς19 ς20 ς21 ς22 − −
3.0001 2.0001 −0.0000 −0.0000 −0.0000 1.0001 − −

In this case, G(ς¯)  0 but singular, satisfying the global optimality condition.
By the KKT condition, we can find that g7, g8, g9, bounds of x1, · · · , x9, and x13
are active, so we can first get(
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13
1 1 1 1 1 1 1 1 1 − − − 1
)
where, “ − ” means undetermined. Considering that constraints g7, g8, g9 are
active, solving the corresponding linear equations, we can easily get x10 = 3, x11 =
3, x12 = 3. Finally, the global solution to g01 is x
∗ =(
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13
1 1 1 1 1 1 1 1 1 3 3 3 1
)
and f(x∗) = −15.
Example 4.2.3 (g04)
min f(x) = 5.3578547x23 + 0.8356891x1x5 + 37.293239x1 − 40792.141
s.t. g1(x)=85.334407+0.0056858x2x5+0.0006262x1x4−0.0022053x3x5−92≤0
g2(x) = −85.334407− 0.0056858x2x5 − 0.0006262x1x4 + 0.0022053x3x5 ≤ 0
g3(x) = 80.51249 + 0.0071317x2x5 + 0.0029955x1x2 + 0.0021813x
2
3 − 110 ≤ 0
g4(x) = −80.51249− 0.0071317x2x5 − 0.0029955x1x2 − 0.0021813x23 + 90 ≤ 0
g5(x) = 9.30096 + 0.0047026x3x5 + 0.0012547x1x3 + 0.0019085x3x4 − 25 ≤ 0
g6(x) = −9.30096− 0.0047026x3x5 − 0.0012547x1x3 − 0.0019085x3x4 + 20 ≤ 0
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where 78 ≤ x1 ≤ 102, 33 ≤ x2 ≤ 45 and 27 ≤ xi ≤ 45(i = 3, 4, 5).
Solving the canonical dual problem, we can obtain ς¯ =
ς1 ς2 ς3 ς4 ς5 ς6
336.8388 0.0000 0.0001 0.0002 0.0003 798.2826
ς7 ς8 ς9 ς10 ς11 −
2.0310 6.1233 0.0001 1.6054 1.1849 −

In this case, G(ς¯)  0 and cond(G(ς¯)) = 9.7330e5, satisfying the global
optimality condition, so we can get x¯ =(
x1 x2 x3 x4 x5
77.9452 33.0179 29.7345 44.9884 38.2523
)
Noting that the condition number is large, according to the KKT condition, we
can first get (
x1 x2 x3 x4 x5
78 33 − 45 −
)
Considering that constraints g1, g6 are active, solving the corresponding linear
equations, we can easily get x3 = 29.995256025681599, x5 = 36.775812905788207.
Finally, the global solution to g04 is x∗ =(
x1 x2 x3 x4 x5
78 33 29.995256025681599 45 36.775812905788207
)
and f(x∗) = −3.0666e4.
Remark 4.2.1 We use the inverse of G(ς¯) because only its smallest eigenvalues
approximates to zero although its condition number is large. As a matter of fact,
the solution x¯ causes only little infeasibility of the first constraint. By integrating
the canonical dual solutions with the KKT conditions, we claim that x1, x2 and
x4 are determined in the first stage.
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Example 4.2.4 (g07)
min f(x) = x21 + x
2
2 + x1x2 − 14x1−16x2+(x3 − 10)2+4(x4 − 5)2+(x5 − 3)2
+2(x6 − 1)2 + 5x27 + 7(x8 − 11)2+2(x9 − 10)2+(x10 − 7)2+45
s.t. g1(x) = −105 + 4x1 + 5x2 − 3x7 + 9x8 ≤ 0
g2(x) = 10x1 − 8x2 − 17x7 + 2x8 ≤ 0
g3(x) = −8x1 + 2x2 + 5x9 − 2x10 − 12 ≤ 0
g4(x) = 3(x1 − 2)2 + 4(x2 − 3)2 + 2x23 − 7x4 − 120 ≤ 0
g5(x) = 5x
2
1 + 8x2 + (x3 − 6)2 − 2x4 − 40 ≤ 0
g6(x) = x
2
1 + 2(x2 − 2)2 − 2x1x2 + 14x5 − 6x6 ≤ 0
g7(x) = 0.5(x1 − 8)2 + 2(x2 − 4)2 + 3x25 − x6 − 30 ≤ 0
g8(x) = −3x1 + 6x2 + 12(x9 − 8)2 − 7x10 ≤ 0
where −10 ≤ xi ≤ 10(i = 1, · · · , 10).
Solving the canonical dual problem, we can obtain ς¯ =

ς1 ς2 ς3 ς4 ς5 ς6 ς7 ς8 ς9
1.7168 0.4746 1.3760 0.0205 0.3120 0.2871 0.0000 0.0000 0.0000
ς10 ς11 ς12 ς13 ς14 ς15 ς16 ς17 ς18
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

In this case, G(ς¯)  0 and cond(G(ς¯)) = 7.0000, satisfying the global opti-
mality condition, so we can get x∗ =

x1 x2 x3 x4 x5
2.1721 2.3636 8.7746 5.0959 0.9903
x6 x7 x8 x9 x10
1.4307 1.3218 9.8286 8.2800 8.3760

and f(x∗) = 24.3111. Note that there exists little infeasibility due to numerical
precision.
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Example 4.2.5 (g10)
min f(x) = x1 + x2 + x3
s.t. g1(x) = −1 + 0.0025(x4 + x6) ≤ 0
g2(x) = −1 + 0.0025(x5 + x7 − x4) ≤ 0
g3(x) = −1 + 0.01(x8 − x5) ≤ 0
g4(x) = −x1x6 + 833.33252x4 + 100x1 − 83333.333 ≤ 0
g5(x) = −x2x7 + 1250x5 + x2x4 − 1250x4 ≤ 0
g6(x) = −x3x8 + 1250000 + x3x5 − 2500x5 ≤ 0
where 100 ≤ x1 ≤ 10000, 1000 ≤ xi ≤ 10000(i = 2, 3) and 10 ≤ xi ≤ 1000(i =
4, · · · , 8)
Solving the canonical dual problem, we can obtain ς¯ =
ς1 ς2 ς3 ς4 ς5 ς6 ς7
9.2834 28.9205 5.8893 0.0001 0.0001 0.0001 0.0001
ς8 ς9 ς10 ς11 ς12 ς13 ς14
0.0001 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000

In this case, G(ς¯)  0 and cond(G(ς¯)) = 749.4514, satisfying the global
optimality condition. However, the max(eig(G(ς¯))) = 2.5743e-4, which is too
small, so we cannot use the inverse of G(ς¯) directly. By the KKT condition,
we can find that constraints g1, g2, g3 are active, and all of the box constraints
are inactive. That is to say, the problem is equivalent to a linear programming
problem with linear constraints, which indicates that g4, g5, g6 must be active. By
fixing x4, x5, we have 
x1 =
83333.333− 833.33252x4
x4 − 300
x2 =
1250x4 − 1250x5
x5 − 400
x3 = 12500− 25x5
x6 = 400− x4
x7 = 400 + x4 − x5
x8 = 100 + x5
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As a result, we can reduce the problem to
min f(x) =
83333.333− 833.33252x4
x4 − 300 +
1250x4 − 1250x5
x5 − 400 + 12500− 25x5
Taking the box constraints of x1, · · · , x8 into consideration, when using (100, 200)
as an initial point for the unconstrained optimization problem with two variables,
it is easy to get the only minimum x4 = 182.0176995811199 and
x5 = 295.6011732779338. Utilizing the equations obtained by the complementary
slackness, we can get x1 = 579.3066844253549, x2 = 1359.970668051655,
x3 = 5109.970668051655, x6 = 217.9823004188801, x7 = 286.4165263031861,
x8 = 395.6011732779338. Finally, we have x
∗ =

x1 x2 x3
579.3066844253549 1359.970668051655 5109.970668051655
x4 x5 x6
182.0176995811199 295.6011732779338 217.9823004188801
x7 x8 −
286.4165263031861 395.6011732779338 −

and f(x∗) = 7049.248020528666.
Remark 4.2.2 We don’t use the inverse of G(ς¯) directly because all of its eigen-
values are approximately zeros. And the reason why we still use the canonical
dual solutions as useful heuristics is that the G(ς¯) is slightly positive definite due
to the perturbed complementary slackness caused by the SeDuMi. Since all of the
box constraints are inactive and the objective function is linear, it is not difficult
to imagine that all of the constraints must be active. Note that the constraints of
x4 and x5 are changed when solving the unconstrained optimization problem since
constraints of x1, x2, x3 and x6, x7, x8 must be satisfied.
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Example 4.2.6 (g18)
min f(x) = −0.5(x1x4 − x2x3 + x3x9 − x5x9 + x5x8 − x6x7)
s.t. g1(x) = x
2
3 + x
2
4 − 1 ≤ 0
g2(x) = x
2
9 − 1 ≤ 0
g3(x) = x
2
5 + x
2
6 − 1 ≤ 0
g4(x) = x
2
1 + (x2 − x9)2 − 1 ≤ 0
g5(x) = (x1 − x5)2 + (x2 − x6)2 − 1 ≤ 0
g6(x) = (x1 − x7)2 + (x2 − x8)2 − 1 ≤ 0
g7(x) = (x3 − x5)2 + (x4 − x6)2 − 1 ≤ 0
g8(x) = (x3 − x7)2 + (x4 − x8)2 − 1 ≤ 0
g9(x) = x
2
7 + (x8 − x9)2 − 1 ≤ 0
g10(x) = x2x3 − x1x4 ≤ 0
g11(x) = −x3x9 ≤ 0
g12(x) = x5x9 ≤ 0
g13(x) = x6x7 − x5x8 ≤ 0
where −10 ≤ x1 ≤ 10, (i = 1, · · · , 8) and 0 ≤ x9 ≤ 20.
Solving the canonical dual problem, we can obtain ς¯ =
ς1 ς2 ς3 ς4 ς5 ς6
0.1444 0.0000 0.1444 0.1445 0.0000 0.1442
ς7 ς8 ς9 ς10 ς11 ς12
0.1441 0.0000 0.1445 0.0000 0.0000 0.0000
ς13 ς14 ς15 ς16 ς17 ς18
0.0000 −0.0000 −0.0000 −0.0000 −0.0000 −0.0000
ς19 ς20 ς21 ς22 − −
−0.0000 −0.0000 −0.0000 0.0000 − −

In this case, G(ς¯)  0 and cond(G(ς¯)) = 7.1887e7, satisfying the global
optimality condition. However, the condition number is large. Taking the KKT
conditions into account, we can conclude that constraints g1, g3, g4, g6, g7, g9 are
active since the corresponding ς1, ς3, ς4, ς6, ς7, ς9 are not zeros. But it becomes still
difficult to solve the nonlinear equations. Considering that several eigenvalues of
G(ς¯) are zeros and there exists no linear term in the objective function, and
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in this situation, we add a small linear perturbation 0.05(x1 + · · · + x9) to the
primal objective function. Solving the perturbed canonical dual problem, we get
G(ς¯)  0 and cond(G(ς¯)) = 1.4592e3 and the smallest eigenvalue of G(ς¯) is
0.0021. Therefore, we can get x¯ =
x1 x2 x3 x4 x5
−0.9660 −0.2585 −0.2587 −0.9660 −0.9661
x6 x7 x8 x9 −
−0.2588 −0.2589 −0.9657 0.0005 −

and f(x¯) = −0.8663. Note that there exists little infeasibility due to numerical
precision.
Remark 4.2.3 The solution we get is quite different from the best known solution
in [101]. The linear perturbation technique can help to find one of the approximate
solutions.
As a matter of fact, the following solutions x¯ =
x1 x2 x3 x4 x5
0.0450 −0.0387 0.8663 −0.4999 0.0004
x6 x7 x8 x9 −
−1.0001 0.8878 0.5000 0.9604 −
 ,

x1 x2 x3 x4 x5
0.0689 −0.9972 0.9088 −0.4179 0.0920
x6 x7 x8 x9 −
−0.9959 0.8986 −0.4388 0.0009 −
 ,
and 
x1 x2 x3 x4 x5
0.6888 −0.7257 0.9693 0.2454 0.6973
x6 x7 x8 x9 −
−0.7173 0.9726 0.2332 −0.0006 −

can all be considered as approximate solutions, which are obtained by the pro-
posed techniques.
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Remark 4.2.4 In rigorous theory for deterministic optimization, a meaningful
algorithm should provide feasible solutions. But for optimization problems involv-
ing uncertainty, the infeasibility tolerance is allowed, depending on the physical
meaning of practical optimization problems. On the other hand, in numerical op-
timization, since some prespecified numerical precision is adopted, it is inevitable
to bring some infeasibility when using higher numerical precision, especially when
the optimal solutions are located on the boundary of the feasible space. The in-
feasibility occurs in some examples in Example 4.2.4 and others comes from two
aspects: 1) The perturbed KKT conditions are used in the software SeDuMi; 2)
The optimal solutions are located on the boundary of the canonical dual feasible
space.
4.3 A canonical dual algorithm for Boolean quadratic
programming
Considering the following Boolean quadratic programming (BQP) problem
(P) : min
x∈Rn
{
P (x) =
1
2
xTQx− cTx|x ∈ {−1, 1}n
}
, (4.27)
where, Q = QT ∈ Rn×n is a given indefinite matrix, c ∈ Rn is a given nonzero
vector.
Introducing a nonlinear operator ξ = Λ(x) = 1
2
(x ◦x− e), the BQP problem
can be rewritten to the unconstrained form
min
x∈Rn
{
Π(x) =
1
2
xTQx− cTx+ V (Λ(x))
}
(4.28)
where, V (ξ) is defined by
V (ξ) =
{
0 if ξ = 0
+∞ otherwise (4.29)
the canonical dual variable ς can be defined by the following subdifferential con-
stitutive law
ς = ∂V (ξ) ∈ Rn (4.30)
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and the conjugate function V ](ς) of V (ξ) can be defined by V ](ς) = sup
ξ
{ςTξ −
V (ξ)} = 0. As a result, the total complementary function Ξ(x, ς) is
Ξ(x, ς) =
1
2
xTQx− cTx+ ςT (1
2
(x ◦ x− e))− V ](ς)
=
1
2
xTG(ς)x− cTx− 1
2
ςTe (4.31)
where, G(ς) = Q+ Diag(ς).
For a fixed ς, the criticality condition ∇xΞ(x, ς) = 0 leads to the canonical
equilibrium equation
G(ς)x = c. (4.32)
By substituting this into Ξ(x, ς), we can get the corresponding canonical dual
problem as follows
(Pd) : max
{
P d(ς) = −1
2
cTG−1(ς)c− 1
2
ςTe
}
(4.33)
Defining the following dual feasible space
S+a = {ς ∈ Rn|G(ς)  0}, (4.34)
the below theorem shows that (Pd) is canonically dual to the primal problem (P)
without duality gap.
Theorem 4.3.1 The problem (Pd) is canonically dual to problem (P) in the
sense that if the critical point ς¯ ∈ S+a , then the vector x¯ = G−1(ς¯)c is a global
minimizer of the primal problem (P).
Proof: The derivative of P d(ς) gives
∂P d(ς)
∂ς¯
= −1
2
∂[cTG−1(ς)c]
∂ς¯
− 1
2
e
=
1
2
cTG−1(ς¯)
∂G(ς)
∂ς¯
G−1(ς¯)c− 1
2
e
=
1
2
x¯ ◦ x¯− 1
2
e,
where, x¯ = G−1(ς¯)c. Since ς¯ is a critical point of (Pd), we have 1
2
x¯ ◦ x¯− 1
2
e = 0.
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To continue, we have
P (x)− P (x¯) = 1
2
xTQx− cTx− 1
2
x¯TQx¯+ cT x¯− 1
2
ς¯T (x¯ ◦ x¯− e)
=
1
2
(x− x¯)TG(ς¯)(x− x¯)− 1
2
xTDiag(ς¯)x+ xTG(ς¯)x¯− x¯TG(ς¯)x¯
−cT (x− x¯) + 1
2
ς¯Te
=
1
2
(x− x¯)TG(ς¯)(x− x¯) + (x− x¯)T (G(ς¯)x¯− c)
=
1
2
(x− x¯)TG(ς¯)(x− x¯) > 0,∀ x ◦ x = e
that is to say, x¯ = G−1(ς¯)c is the global minimizer of the primal problem (P).
The corresponding relaxed SDP problem can be formulated easily as follows
(SDP) : min g +
1
2
ςTe
s.t.
(
G(ς) c
cT 2g
)
 0 (4.35)
In the following, several examples are given to show the efficiency of the proposed
method.
Example 4.3.1
Q =

37 5 5 8 5
5 29 3 4 7
5 3 26 7 7
8 4 7 37 6
5 7 7 6 31
 c =

1
8
4
8
2

By solving the corresponding SDP problem, we get ς¯ = (-25.0000,-16.0000,-
20.0000,-26.0000,-18.0000), and then x¯ = G−1(ς¯)c = (-1,1,1,1,-1).
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Example 4.3.2
Q =

50 5 6 4 8 6 6 5 6 0
5 60 7 5 4 4 4 6 4 9
6 7 48 2 2 2 6 6 2 3
4 5 2 40 1 2 4 7 3 8
8 4 2 1 45 4 4 8 5 7
6 4 2 2 4 59 6 8 4 5
6 4 6 4 4 6 52 7 6 5
5 6 6 7 8 8 7 63 8 4
6 4 2 3 5 4 6 8 53 7
0 9 3 8 7 5 5 4 7 56

c =

3
9
5
7
7
8
3
8
4
1

By solving the corresponding SDP problem, we get ς¯ = (-28.9998,-51.0003,-
37.0004,-23.0001,-27.0001,-42.0001,-42.9999,-43.9998,-40.0001,-26.9997), and then
x¯ = G−1(ς¯)c = (-1,1,1,1,1,1,-1,-1,1,-1).
Example 4.3.3
Q =

0 2 5 7 9 6 4 1 1 3 1 5 3
2 0 4 6 9 6 5 2 3 4 3 5 4
5 4 0 2 7 4 4 5 6 8 6 3 5
7 6 2 0 5 3 4 6 7 10 7 2 5
9 9 7 5 0 3 5 8 9 11 9 4 6
6 6 4 3 3 0 2 5 6 8 6 1 3
4 5 4 4 5 2 0 3 4 7 4 2 1
1 2 5 6 8 5 3 0 1 4 1 4 2
1 3 6 7 9 6 4 1 0 2 0 6 3
3 4 8 10 11 8 7 4 2 0 3 8 5
1 3 6 7 9 6 4 1 0 3 0 5 3
5 5 3 2 4 1 2 4 6 8 5 0 3
3 4 5 5 6 3 1 2 3 5 3 3 0

c =

−4
−4
−2
−3
−6
−2
−2
−3
−5
−7
−5
−2
−3

By solving the corresponding SDP problem in 0.323206 seconds, we get ς¯ =
(29.0003, 21.0000, 16.9996, 29.0000, 30.9997, 24.9999, 8.9996, 23.0001, 33.0005,
38.0007, 31.0004, 21.9998, 5.9996), and then x¯ = G−1(ς¯)c = (-1, -1, 1, 1, 1,
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1, 1, -1, -1, -1, -1, 1, -1). The same problem is solved by the BARON global
optimization package [156] via the MATLAB/BARON Interface Version: v1.57.
while the total time elapsed is 0.37 seconds. We can find that the proposed
approach is comparable to BARON for this case.
Example 4.3.4 The Q and c are given in the next page.
By solving the corresponding SDP problem in 0.445124 seconds, we get ς¯ =
1.0e3(1.4337, 1.4377, 0.9288, 1.0418, 1.1448, 0.8929, 0.7829, 0.5839, 0.4999, 0.1261,
0.7631, 0.8151, 1.5443, 1.9394, 2.0274, 1.7933, 1.5722, 1.8804, 1.7274, 1.3933,
1.1102 , 1.0551, 1.0851, 0.3251, 0.0842, 0.1171, 0.2331, 0.3131, 0.1692, 0.3809,
0.6019, 0.6488, 0.6388, 0.9558, 1.1188, 1.2357, 1.3648, 1.4567, 1.4767, 1.3828,
1.4767) and then x¯ = G−1(ς¯)c = (1, 1, 1, 1, 1, 1, 1, 1, 1, -1, -1, -1, -1, -1, -1, -1,
-1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 1, 1, 1, 1 1, 1, 1, 1, 1, 1, 1, 1). By
using BARON, the same problem is consuming 16.72 seconds in total. We can
find that in this case, the proposed approach is much superior.
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Q
=
                                                                                          0
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4. CANONICAL DUAL ALGORITHMS VIA SEMIDEFINITE
PROGRAMMING FORMULATION
4.4 Canonical dual algorithms with perturba-
tion techniques
From the SDP formulation, we can find that, if there exists a critical point in
the positive definite domain S+a , the canonical dual problem can be solvely di-
rectly by off-the-shelf software packages, such as SeDuMi. In some cases, when
the det(G(ς)) = 0, some perturbation techniques can be used to recover the
approximate global solutions.
Considering the following one-dimensional problem
f0(x) =
1
2
α(
1
2
ax2 + bx+ c)2 +
1
2
qx2 − xf.
we can get the corresponding canonical dual problem easily
P d0 (ς) = cς −
1
2α
ς2 − (f − bς)
2
2(q + aς)
.
To be more specific, let fix α = 1, a = 1, b = −1, c = −2, q = −2, f = −2, which
is a special case because x¯ = G−1(ς)F (ς) = f−bς
q+aς
= 1,∀ς, and the graphs of the
primal and dual functions are given in Fig.4.3.
Figure 4.3: graphs of the primal function f0(x) and its corresponding dual func-
tion P d0 (ς)
As can be shown in Fig.4.3, there is no critical point in the canonical dual
feasible domain G(ς) = −2 + ς > 0, that is to say, the semi-definite programming
software packages will be invalid in this case. For remedy, we can add a small
linear perturbation term to the primal problem, for instance, f = f + 4. If
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4.4 Canonical dual algorithms with perturbation techniques
Figure 4.4: graphs of the primal function f0(x) and its dual function P
d
0 (ς) with
linear perturbation
4 = 0.05, the graphs of the primal and dual functions with linear perturbation
are given in Fig.4.4.
Using SeDuMi to solve the linearly perturbed canonical dual problem, we can
get ς∗ = 2.0166, x∗ = G−1(ς)F (ς) = −2.0056 and f(x∗) = −6.1234. We can find
that an approximate global optimum can be obtained.
On the other hand, we can add a quadratic perturbation term to the primal
problem, namely, a = a + 0.05, and the graphs of the primal and dual functions
with quadratic perturbation are given in Fig.4.5.
Figure 4.5: graphs of the primal function f0(x) and its dual function P
d
0 (ς) with
quadratic perturbation
Using SeDuMi to solve the quadratically perturbed canonical dual problem,
we can get ς∗ = 1.9360, x∗ = G−1(ς)F (ς) = −1.9473 and f(x∗) = −5.9877. We
can find that another approximate global optimum can be obtained as well.
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5Canonical Primal-Dual Methods
In this chapter, we propose a canonical primal-dual algorithm framework based
on the total complementary function. Convergence analysis is discussed from the
perspective of variational inequalities (VIs) and contraction methods. A canonical
primal-dual algorithm for sum of fourth-order polynomials minimization is given.
And an application to the sensor network localization problem is illustrated to
show the effectiveness of the proposed methods.
5.1 A canonical primal-dual method for sum of
fourth-order polynomials minimization
In Chapter 3, the total complementary function for sum of fourth-order polyno-
mials minimization can be described as follows
Ξ(x, ς) = ΛT (x)ς − V ∗(ς)− U(x)
=
1
2
xTG(ς)x− xTF (ς)− 1
2
ςT [Diag{α}]−1ς + ςTc (5.1)
where, G(ς) = Q +
∑m
k=1 ςkAk, F (ς) = f −
∑m
k=1 ςkbk, α = (α1, · · · , αm)T ,
c = (c1, · · · , cm)T .
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5. CANONICAL PRIMAL-DUAL METHODS
5.1.1 A canonical primal-dual algorithm framework
Considering the following saddle-point problem
min
x∈Rn
max
ς∈S+a
{Ξ(x, ς)}, (5.2)
where, S+a = {ς ∈ Rm|G(ς)  0} is the positive definite domain, and it is easy to
verify its convexity. For ς1, ς2,∈ S+a , we have
G(ς1)  0, G(ς2)  0,
then for θ ∈ [0, 1], we have
G(θς1 + (1− θ)ς2) = θG(ς1) + (1− θ)G(ς2)  0,
that is to say, θς1 + (1− θ)ς2 ∈ S+a .
With the given (xk, ςk), a canonical primal dual method is to generate the
new iterate via the following procedure
(xk+1, ςk+1) ≈ arg min
x∈Rn
max
ς∈S+a
{
Ξ(x, ς) +
1
2ρk
‖x− xk‖2 − 1
2ρk
‖ς − ςk‖2
}
. (5.3)
Since Ξ(x, ς) is convex in x ∈ Rn and concave in ς ∈ S+a , the procedure is
essentially an application of the proximal point algorithm (PPA). The PPA was
originally proposed in [109] and developed concretely by R.T. Rockafellar [131],
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. A
multifunction T : H → H is said to be a monotone operator if
〈z − z′,w −w′〉 ≥ 0, ∀ w ∈ Tz,w′ ∈ Tz′. (5.4)
It is said to be maximal monotone if, in addition, its graph G(T ) = {(z,w) ∈
H ×H | w ∈ Tz} is not properly contained in the graph of any other monotone
operator on H.
A fundamental problem is to determine an element z such that 0 ∈ Tz. If
T is the subdifferential ∂f of a lower semicontinuous convex function f : H →
(−∞,+∞], f 6≡ +∞, then T is maximal monotone and the relation 0 ∈ Tz
indicates that f(z) = min f . Let H be a product of Hilbert spaces H1 and
H2, and L : H → [−∞,+∞] such that L(x,y) is convex in terms of x ∈ H1
90
5.1 A canonical primal-dual method for sum of fourth-order
polynomials minimization
and concave in terms of y ∈ H2, for each z = (x,y), if TL(z) is the set of all
w = (v,u) satisfying
L(x′,y)− 〈x′,v〉+ 〈y,u〉 ≥ L(x,y)− 〈x,v〉+ 〈y,u〉
≥ L(x,y′)− 〈x,v〉+ 〈y′,u〉, ∀ x′ ∈ H1,y′ ∈ H2,
with L being closed and proper in a certain general sense, then TL is maximal
monotone.
Due to the fact that for each z ∈ H, and ρ > 0, this is a unique z′ ∈ H such
that z − z′ ∈ ρTz′, namely,
z ∈ (I + ρT )z′. (5.5)
The operator P = (I+ρT )−1 is called the resolvent of T or the proximal mapping
associated with ρT , and it is nonexpansive
‖P (z)− P (z′)‖ ≤ ‖z − z′‖, ∀ z, z′ ∈ H. (5.6)
It is easy to find that P (z) = z if and only if 0 ∈ T (z).
The proximal point algorithm generates a sequence {zk} according to the
inclusion
zk + ek ∈ zk+1 + ρkTzk+1 (5.7)
where, {ek} is a sequence of errors and {ρk} is a sequence of positive real numbers.
Note that the inclusion can be rewritten as
zk+1 = Pk(z
k + ek) (5.8)
or
zk+1 ≈ Pk(zk) (5.9)
where, Pk = (I + ρkT )
−1.
If T = ∂f , this procedure reduces to
zk+1 ≈ arg min
z∈H
{f(z) + 1
2ρk
‖z − zk‖2}. (5.10)
For T corresponding to a convex-concave function L(x,y), it becomes
(xk+1,yk+1) ≈ arg min
x∈H1
max
y∈H2
{
L(x,y) +
1
2ρk
‖x− xk‖2 − 1
2ρk
‖y − yk‖2
}
. (5.11)
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5.1.2 Convergence analysis based on variational inequali-
ties and contraction methods
The convergence of the PPA was widely studied in different contexts, readers
who are interested can refer to [73, 146, 168] for more details. In this study, the
convergence analysis of the PPA for the saddle-point problem min
x∈H1
max
y∈H2
L(x,y) is
based on the variational inequalities (VIs) and contraction methods [78, 79, 93].
The VI problem can be described as follows: Given a convex and closed set
Ω ∈ Rn, and F˜ : Ω→ Rn is continuous, find z ∈ Ω such that
(VI) : 〈z′ − z, F˜ (z)〉 ≥ 0, ∀ z′ ∈ Ω. (5.12)
Let (x∗, ς∗) be a solution of the saddle-point problem (5.2), then we have
max
ς∈S+a
Ξ(x∗, ς) ≤ Ξ(x∗, ς∗) ≤ min
x∈Rn
Ξ(x, ς∗), (5.13)
which can be easily characterized by the following VIsx
∗ ∈ Rn, (x− x∗)T [G(ς∗)x∗ − F (ς∗)] ≥ 0
ς∗ ∈ S+a , (ς − ς∗)T [Diag{α}]−1ς∗ − c− {
1
2
x∗TAkx∗}m − {x∗Tbk}m ≥ 0
(5.14)
Therefore, the saddle-point problem (5.2) can be characterized by the following
compact VI: to find z∗ ∈ Ω = Rn × S+a , such that
VI(Ω, F˜ ) : (z − z∗)T F˜ (z∗) ≥ 0, ∀ z ∈ Ω (5.15)
where,
z =
(
x
ς
)
, F˜ (z) =
(
G(ς)x− F (ς)
[Diag{α}]−1ς − c− {1
2
xTAkx}m − {xTbk}m
)
(5.16)
Next, we will show that the mapping F˜ (z) in (5.16) is monotone with respect
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to Ω. Let z1 = (x1, ς1), z2 = (x2, ς2), then
(z1 − z2)T (F˜ (z1)− F˜ (z2))
= (x1 − x2)T [G(ς1)x1 − F (ς1)−G(ς2)x2 + F (ς2)]
+(ς1−ς2)T{[Diag{α}]−1ς1−{1
2
xT1Akx1}m−{xT1 bk}m
−[Diag{α}]−1ς2 + {1
2
xT2Akx2}m + {xT2 bk}m}
= (ς1 − ς2)T [Diag{α}]−1(ς1 − ς2) + (x1 − x2)T
[
1
2
(Q+
m∑
k=1
ςk1Ak) +
1
2
(Q+
m∑
k=1
ςk2Ak)](x1 − x2) ≥ 0, (5.17)
in which, the first part [Diag{α}]−1  0 since αk > 0 for k = 1, · · · ,m; the
second part [1
2
(Q+
∑m
k=1 ς
k
1Ak) +
1
2
(Q+
∑m
k=1 ς
k
2Ak)]  0 since S+a is convex.
For a sequence {zk}, if
‖zk+1 − z∗‖ ≤ ‖zk − z∗‖, ∀ z∗ ∈ Ω∗ (5.18)
is satisfied, then the sequence {zk} is said to be Feje´r monotone in Ω∗. Further-
more, a method generates a sequence {zk} satisfying
‖zk+1 − z∗‖ ≤ ‖zk − z∗‖ − ρ‖zk − zk+1‖, ∀ z∗ ∈ Ω∗ (5.19)
where, ρ > 0 is a constant, then this method is called a contraction method
for VI(Ω, F ). Let G be a symmetric positive definite matrix with appropriate
dimension, the G-norm contraction method can be described as
‖zk+1 − z∗‖G ≤ ‖zk − z∗‖G − ρ‖zk − zk+1‖G, ∀ z∗ ∈ Ω∗. (5.20)
Lemma 5.1.1 Let Ω and F˜ be defined in (5.15) and (5.16), and let zk+1 =
(xk+1,yk+1) be generated by the procedure (5.3), then, we have
zk+1 ∈ Ω, (z − zk+1)T [F˜ (zk+1) + 1
ρk
(zk+1 − zk)] ≥ 0,∀ z ∈ Ω (5.21)
Proof: The optimality conditions of (5.3) indicate that
(ς − ςk+1)T
{
[Diag{α}]−1ςk+1 − c− {1
2
(xk+1)TAkx
k+1}m − {(xk+1)Tbk}m
+
1
ρk
(ςk+1 − ςk)
}
≥ 0,∀ ς ∈ S+a (5.22)
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and
(x− xk+1)T
{
G(ςk+1)xk+1 − F (ςk+1) + 1
ρk
(xk+1 − xk)
}
≥ 0, ∀ x ∈ Rn(5.23)
Combing (5.22) and (5.23), we have(
x− xk+1
ς − ςk+1
)T [
F˜ (xk+1,yk+1) +
1
ρk
(
xk+1 − xk
ςk+1 − ςk
)T ]
≥ 0, ∀ (x, ς) ∈ Ω(5.24)
By using the z and function F˜ (z) defined in (5.15) and (5.16), the lemma is
proved.
The convergence results of the canonical primal-dual method can be described
in the following theorem.
Theorem 5.1.1 The sequence zk+1 = (xk+1,yk+1) be generated by the procedure
(5.3) converges to a solution of (5.2).
Proof: First, we show that the canonical primal-dual method is a contraction
method.
Let z = z∗, by Lemma 5.1.1 and monotonicity of F˜ (z), we have
1
ρk
(zk+1 − z∗)T (zk − zk+1)] ≥ (zk+1 − z∗)T F˜ (zk+1)
≥ (zk+1 − z∗)T F˜ (z∗)
≥ 0, (5.25)
and thus
(zk − z∗)T (zk − zk+1) ≥ ‖zk − zk+1‖2. (5.26)
Consequently, we have
‖zk+1 − z∗‖2 ≤ ‖zk − z∗‖2 − ‖zk − zk+1‖2, (5.27)
which verifies that the proposed method is a contraction method.
On the other hand, summing (5.27) on both sides from k = 0 to n, we have
‖zn+1 − z∗‖2 ≤ ‖z0 − z∗‖2 −
n∑
k=0
‖zk − zk+1‖2,∀ z0 ∈ Ω (5.28)
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Let n→ +∞, it must be that
lim
n→+∞
‖zn − zn+1‖ = 0. (5.29)
By Lemma 5.1.1, we have
lim
n→+∞
(z − zn+1)T [F˜ (zn+1) + 1
ρk
(zn+1 − zn)] ≥ 0,∀ z ∈ Ω (5.30)
namely,
(z − z+∞)T F˜ (z+∞) ≥ 0, ∀ z ∈ Ω (5.31)
that is to say, the sequence {zk} converges to a solution of (5.2).
5.1.3 Implementation and experiments
Considering the following procedure
(xk+1, ςk+1) ≈ arg min
x∈Rn
max
ς∈S+a
Ξδk(x, ς)
= arg max
ς∈S+a
min
x∈Rn
Ξδk(x, ς) (5.32)
where,
Ξδk(x, ς) = Ξ(x, ς) +
δk
2
‖x− xk‖2 − δk
2
‖ς − ςk‖2 (5.33)
For a fixed ς, the stationarity condition ∇xΞδk(x, ς) leads to
Gδk(ς)x = Fδk(ς) (5.34)
where,
Gδk(ς) = G(ς) + δkI, Fδk(ς) = F (ς) + δkxk (5.35)
By substituting it back to (5.32), the proximal canonical dual problem can be
formulated as
(Pdδk) : max
ς∈S+δk
{
P dδk = −
1
2
ςT [Diag{α}]−1ς+ςTc−1
2
F Tδk(ς)G
−1
δk
(ς)Fδk(ς)−
δk
2
‖ς−ςk‖2
}
(5.36)
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where, S+δk = {ς|Gδk(ς)  0}.
By using the Schur complement Lemma [29], the above nonlinear program-
ming problem can be relaxed to the following SDP problem
(SDP) : min g1 + g2 − ςT (c+ δkςk)
s.t.
(
G(ς) + δkI F (ς) + δkxk
F T (ς) + δkx
T
k 2g1
)
 0,(
Diag{α1, · · · , αm}+ δkI ς
ςT 2g2
)
 0. (5.37)
Remark 5.1.1 It is easy to understand that if the regularization parameter δk →
0, then Ξδk(x, ς)→ Ξ(x, ς). This shows that the goal of the canonical primal-dual
method is to find an alternative solution in the neighborhood of (xk, ςk).
Based on the analysis, the whole pseudocode of the canonical primal-dual al-
gorithm for sum of fourth-order polynomials minimization can be described as
follows [178]:
1: ςold ← canonical dual(α,A, b, c, Q, f,m, n)
2: if G(ςold)  0 then
3: xold ← G−1(ςold)F (ςold)
4: Pxold ← canonical primal(xold, α, A, b, c, Q, f,m, n)
5: else
6: repeat
7: ςnew ← canonical dual(δk,xold, α, A, b, c, Q, f,m, n)
8: xnew ← G−1δk (ςnew)Fδk(ςnew)
9: Pxnew ← canonical primal(xnew, α, A, b, c, Q, f,m, n)
10: if ‖Pxnew − Pxold‖ < ε or ‖xnew − xold‖ < ε then
11: break
12: else
13: δk ← δk/2
14: xold ← xnew
15: Pxold ← Pxnew
16: end if
17: until the maximum number of iterations is met
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18: end if
19: [xout, Pxout]← gradient based(@(x)canonical primal(x, α,A, b, c, Q, f,m),xnew)
where, α(1) = α1, · · · , α(m) = αm; A{1} = A1, · · · , A{m} = Am; b{1} =
b1, · · · , b{m} = bm; c(1) = c1, · · · , c(m) = cm; the function canonical primal is
to calculate the objectives of the primal problem (P); the function canonical dual
is for the implementation of solving the canonical dual problem (Pd) or (Pdδk), and
gradient based can be regarded as the refinement of the proximal point method.
The proposed canonical primal-dual algorithm is implemented in MATLAB
R2010b on Intel(R) Core(TM) i3-2310M CPU @2.10GHz under Window 7 envi-
ronment. For the SDP subproblem, the software package SeDuMi [150] is used as
a solver, and the built-in function fminunc in MATLAB is adopted to represent
the gradient-based method.
In the following, some benchmarks of sum of of fourth-order polynomials
minimization problems are collected to test the effectiveness of the proposed
canonical primal-dual method.
Example 5.1.1 (Rosenbrock function)
minP (x) =
n−1∑
i=1
[100(xi+1 − x2i )2 + (xi − 1)2].
Since there exists no critical point in the positive definite domain S+a , the Rosen-
brock function can not be solved via a SDP formulation. However, through the
proposed canonical primal-dual method, the corresponding results can be found
in Table 5.1. We can find that for Rosenbrock problem with dimension less than
100, only less than 10 seconds are consumed for this problem.
Example 5.1.2 (Dixon & Price function)
minP (x) = (x1 − 1)2 +
n∑
i=2
i(2x2i − xi−1)2.
There still exists no critical point in the positive definite domain S+a for the Dixon
& Price problem. However, by the proposed canonical primal-dual method, the
corresponding results can be found in Table 5.2.
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Table 5.1: Experimental results for the Rosenbrock problem
n x∗ P (x∗) iterations time(s)
2 (1,1) 2.0051e-11 2 0.705291
5 (1,· · · ,1) 1.1091e-11 2 0.738990
10 (1,· · · ,1) 5.8661e-11 2 0.872011
20 (1,· · · ,1) 6.2422e-10 2 1.222506
50 (1,· · · ,1) 8.2778e-11 2 3.315423
100 (1,· · · ,1) 9.3099e-8 3 9.855752
Table 5.2: Experimental results for the Dixon & Price problem
n x∗ P (x∗) iterations time(s)
2 (1,0.7071) 4.7740e-15 2 0.658417
5 (1,0.7071,0.5946,0.5453,0.5221) 3.9968e-15 2 0.729285
10 (1,0.7071,· · · ,0.5014,0.5007) 5.1454e-12 2 0.773957
20 (1,0.7071,· · · ,0.5000,0.5000) 8.3509e-10 3 1.063605
50 (1,0.7071,· · · ,0.5000,0.5000) 1.0772e-10 3 6.032329
100 (1,0.7071,· · · ,0.5000,0.5000) 6.0383e-9 3 15.031212
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5.2 Applications to sensor network localization
The sensor network localization problem can be described as follows. Given m
anchor points a1, · · · ,am ∈ Rd (d is usually 2 or 3), the distance dij (Euclidean
distance) between the ith and jth anchor points if (i, j) ∈ Nx, and the distance
eik between the ith sensor and kth anchor points if (i, k) ∈ Na, where,
Nx = {(i, j) : ‖xi − xj‖ = dij ≤ rd} (5.38)
and
Na = {(i, k) : ‖xi − ak‖ = eik ≤ rd} (5.39)
, here, rd is the radio range, the sensor network localization problem is to find n
distinct sensor points xi, i = 1, · · · , n, such that
‖xi − xj‖2 = d2ij, ∀(i, j) ∈ Nx,
‖xi − ak‖2 = e2ik, ∀(i, k) ∈ Na. (5.40)
Usually, the distance dij, eij may contain noise, leading the equations (5.40)
infeasible; therefore, using the least squares method, we can formulate it to the
following nonconvex optimization problem
min
xi,,··· ,xn
∑
(i,j)∈Nx
(‖xi − xj‖2 − d2ij)2 +
∑
(i,k)∈Na
(‖xi − ak‖2 − e2ik)2. (5.41)
Suppose that the number of existing edges between every pair of two sen-
sor points, and between every pair of anchor and sensor points are nx and na,
respectively. Denote x = [x11, x12, · · · , xi1, xi2, · · · , xn1, xn2]T ∈ R2n (d = 2), then
(‖xi − xj‖2 − d2ij) = (xi1 − xj1)2 + (xi2 − xj2)2 − d2ij
=
1
2
xTAsx+ b
T
s x+ cs
where, As ∈ R2n×2n is a sparse symmetric matrix with
As(2i−1, 2i−1) = 2 , As(2j−1, 2j−1) = 2,
As(2i, 2i) = 2 , As(2j, 2j) = 2
As(2i−1, 2j−1) = −2 , As(2j−1, 2i−1) = −2,
As(2i, 2j) = −2 , As(2j, 2i) = −2,
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and bs = 0, cs = −d2ij.
(‖xi − ak‖2 − e2ik) = (xi1 − ak1)2 + (xi2 − ak2)2 − e2ik
=
1
2
xTAtx+ b
T
t x+ ct
where, At ∈ R2n×2n is a sparse symmetric matrix with
At(2i−1, 2i−1) = 2, At(2i, 2i) = 2,
bt ∈ R2n is a sparse vector with
bt(2i−1, 1) = −2ak1, bt(2i, 1) = −2ak2,
and ct = a
2
k1 + a
2
k2 − e2ik.
Then the optimization problem can be unified as the fourth-order type:
min
x
nx∑
s=1
(
1
2
xTAsx+ b
T
s x+ cs)
2 +
na∑
t=1
(
1
2
xTAtx+ b
T
t x+ ct)
2.
5.2.1 Motivating examples
Considering the following two motivating examples with the network topology
given in Fig.5.1.(a) and Fig.5.1.(b), respectively. The data for these problems are
given in Table 5.3.
Figure 5.1: Network topology for the motivating examples
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Table 5.3: Known data for the motivating examples
Instances Anchor points distances
(a) a1 = (0, 0), a2 = (0, 1), a3 =
(1, 0), a4 = (1, 1)
d12 = 0.5, e11 =
√
5
4
,e12 =
√
5
4
,
e23 =
√
5
4
, e24 =
√
5
4
(b) a1 = (0, 0), a2 = (0, 1), a3 =
(1, 0), a4 = (1, 1)
d12 = 0.5, e11 =
√
5
4
,e13 =
√
5
4
,
e22 =
√
5
4
, e24 =
√
5
4
By using the proposed canonical primal-dual algorithm, for both examples, in
the 1st iteration, we can get ς¯ = 1.0e-5(0.1538, · · · , 0.1538)T . Through Cholesky
factorization, we can find that Gi(ς¯)  0(i = 1, 2) is positive definite, and the
corresponding x¯1 = G
−1
1 (ς¯)F1(ς¯) = (0.25, 0.5, 0.75, 0.5)
T , x¯2 = G
−1
2 (ς¯)F2(ς¯) =
(0.5, 0.25, 0.5, 0.75)T .
Remark 5.2.1 The ς¯ is small but valid due to the perturbed complementary
slackness in primal-dual interior point method used in SeDuMi.
5.2.2 Other instances
Three other instances are randomly created by SFSDP [92], a MATLAB package
for solving sensor network localization problems. The first one is a 10 sensors and
4 anchors problem with the radio range at 1, the second problem is a 20 sensors
and 4 anchors problem with the radio range at 0.5, and the third problem is a 50
sensors and 4 anchors problem with the radio range at 0.3. For both problems,
the positions of 4 anchors are the same, and they are a1 = (0, 0),a2 = (0, 1),a3 =
(1, 0),a4 = (1, 1). Some noises are added in both problems with the noisy factor
at 0.001. And the following root mean square distance is used to measure the
accuracy of the locations of estimated sensors:
RMSD =
1
n
n∑
i=1
‖x¯i − x∗i ‖22,
where, x¯i and x
∗
i are the estimated and true positions, respectively.
Experimental results for the former two instances are given in Table 5.4 and
Table 5.5, respectively. For the problem with 10 sensors and 4 anchors, the RMSD
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is 1.8943e-4, while for the problem with 20 sensors and 4 anchors, the RMSD is
9.6689e-5, and for problem with 50 sensors and 4 anchors, the RMSD is 7.0509e-
4. The corresponding computed locations are illustrated in Fig.5.2, Fig. 5.3 and
Fig.5.3, respectively. We can find that the computed locations can coincide with
the true locations.
Figure 5.2: Computed locations of 10 sensors and 4 anchors
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Table 5.4: Experimental results for 10 sensors and 4 anchors
True solutions Solutions by the Proposed algorithm
x∗1 = (0.8179, 0.9675) x¯1 = (0.8184, 0.9668)
x∗2 = (0.7907, 0.0915) x¯2 = (0.7903, 0.0913)
x∗3 = (0.3421, 0.4704) x¯3 = (0.3416, 0.4705)
x∗4 = (0.9365, 0.1694) x¯4 = (0.9363, 0.1693)
x∗5 = (0.5058, 0.2568) x¯5 = (0.5060, 0.2576)
x∗6 = (0.3008, 0.7197) x¯6 = (0.3007, 0.7201)
x∗7 = (0.8456, 0.6711) x¯7 = (0.8456, 0.6709)
x∗8 = (0.4286, 0.7408) x¯8 = (0.4284, 0.7407)
x∗9 = (0.0698, 0.6631) x¯9 = (0.0691, 0.6624)
x∗10 = (0.1757, 0.7560) x¯10 = (0.1751, 0.7563)
Figure 5.3: Computed locations of 20 sensors and 4 anchors
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Table 5.5: Experimental results for 20 sensors and 4 anchors
True solutions Solutions by the Proposed algorithm
x∗1 = (0.8179, 0.9675) x¯1 = (0.8174, 0.9679)
x∗2 = (0.7907, 0.0915) x¯2 = (0.7908, 0.0918)
x∗3 = (0.3421, 0.4704) x¯3 = (0.3420, 0.4704)
x∗4 = (0.9365, 0.1694) x¯4 = (0.9369, 0.1699)
x∗5 = (0.5058, 0.2568) x¯5 = (0.5058, 0.2565)
x∗6 = (0.3008, 0.7197) x¯6 = (0.3003, 0.7197)
x∗7 = (0.8456, 0.6711) x¯7 = (0.8456, 0.6714)
x∗8 = (0.4286, 0.7408) x¯8 = (0.4283, 0.7406)
x∗9 = (0.0698, 0.6631) x¯9 = (0.0697, 0.6632)
x∗10 = (0.1757, 0.7560) x¯10 = (0.1759, 0.7560)
x∗11 = (0.6441, 0.9545) x¯11 = (0.6437, 0.9544)
x∗12 = (0.5325, 0.2370) x¯12 = (0.5325, 0.2374)
x∗13 = (0.6727, 0.7358) x¯13 = (0.6723, 0.7360)
x∗14 = (0.1614, 0.2264) x¯14 = (0.1612, 0.2268)
x∗15 = (0.7012, 0.5950) x¯15 = (0.7008, 0.5954)
x∗16 = (0.8939, 0.4577) x¯16 = (0.8939, 0.4582)
x∗17 = (0.7856, 0.7407) x¯17 = (0.7852, 0.7408)
x∗18 = (0.7764, 0.4873) x¯18 = (0.7759, 0.4876)
x∗19 = (0.3702, 0.2146) x¯19 = (0.3698, 0.2145)
x∗20 = (0.1967, 0.2493) x¯20 = (0.1966, 0.2495)
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Figure 5.4: Computed locations of 50 sensors and 4 anchors
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6Canonical Sequential Reduced
Approach
In this chapter, we consider the case when there exists no critical point in the
positive definite domain S+a for the BQP problem. A canonical sequential reduc-
tion approach is proposed to recover the approximate or global solution for this
problem. By fixing some previously known components, the original problem can
be reduced sequentially to a lower dimension one. This approach is successfully
applied to the well-known maxcut problem.
6.1 The maxcut problem
Let G = (V,E) be an undirected graph with edge weight wij on n + 1 = |V |
vertices and m = |E| edges, for each edge (i, j) ∈ E, the maxcut problem is to
find a subset S of the vertex set V such that the total weight of the edges between
S and its complementary subset S¯ = V \S is as large as possible. The maxcut
problem can be illustrated in Figure.6.1, where, the black and white circles are
denoted as S and S¯, respectively.
As one of the 21 NP-hard combinatorial optimization problems [89], the max-
cut problem has drawn a great deal of attention for several decades, due to its
practical applications in circuit layout design, statistical physics, classification,
and network analysis (for much more, the reader can refer to [20, 124]).
There are special classes of graphs, for instance, the planar graphs and graphs
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Figure 6.1: An illustration of the maxcut problem
with no K5 minor, for which the maxcut problem is solvable. However, for gen-
eral problems it is impossible to find an algorithm in polynomial time due to
its NP-hardness. Methods to solve the maxcut problem can be classified into
two categories: direct and indirect. The direct methods start from a feasible
solution, and then they ameliorate the solution iteratively with various strate-
gies. Randomized heuristics which combine a greedy randomized adaptive search
procedure, a variable neighborhood search, and a path-relinking intensification
heuristic in [43], advanced scatter search in [108], a variant of spectral parti-
tioning in [159], and a new tabu search algorithm in [94] belong to this kind.
On the other hand, the indirect methods focus on the relaxation of the primal
or the Lagrangian dual of a maxcut formulation, and then some procedures are
used to make the relaxed solutions feasible to original problem. Based on the
semidefinite programming (SDP) relaxation, Goemans and Williamson [68] pro-
posed the well-known randomized approximation algorithm which can achieve a
performance guarantee of 0.878. Based on the rank-two relaxation, a continuous
optimization heuristic was constructed for approximating the maxcut problem
in [25]. On the basis of the Lagrangian dual relaxation, smoothing heuristics
were presented in [2]. In [98], a method of polyhedral cut and price approach
was investigated to solve the maxcut problem, in which, at the pricing phase,
an interior point cutting plane algorithm was used to solve the Lagrangian dual
of the SDP relaxation; while at the cutting phase, cutting planes based on the
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polyhedral theory were added to the primal problem in order to improve the the
SDP relaxation. In [167], a feasible direction method was designed to solve the
continuous nonlinear programming problem by the relaxed maxcut model. In
a branch and bound setting, a dynamic bundle method was used to solve the
Lagrangian dual of the semidefinite maxcut relaxation[130].
• LP based maxcut model
Considering a variable yij for each edge (i, j) ∈ E, and assuming yij to be 1 if
(i, j) is in the cut, and 0 otherwise, the maxcut problem can be modeled as the
following linear programming (LP) optimization problem:
max W (y) =
n+1∑
i=1
∑
i<j,(i,j)∈E
wijyij
s.t. y is the incidence vector of a cut, (6.1)
where, the incidence vector y = {yij} ∈ Rm, and m is the number of edges in the
graph.
Let CUT(G) denote the convex hull of all the incidence vectors of cuts in G.
Since maximizing a linear function over a set of points equals to maximizing it
over the convex hull of this set of points, we can rewrite (6.1) to the following
form:
max W (y) = wTy
s.t. y ∈ CUT(G), (6.2)
where, w = {wij} ∈ Rm.
• QP based maxcut model
For a bipartition (S, S¯), with yi = 1 if i ∈ S, and yi = −1 otherwise, the
maxcut problem can be formulated as the following quadratic programming (QP)
problem:
max W (y) =
1
4
n+1∑
i=1
n+1∑
j=1
wij(1− yiyj)
s.t. y ∈ {−1, 1}n+1. (6.3)
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Without loss of generality, we can fix the value of the last variable as yn+1 = 1
(see [165]), then the problem (6.3) is equivalent to the following form (primal
problem):
(P) : min
{
P (x) =
1
2
〈x, Qx〉 − 〈x, c〉 : x ∈ {−1, 1}n
}
, (6.4)
where, 〈u, u¯〉 = uT u¯ denotes the bilinear form, Q is a symmetric matrix with
Qij = wij(i, j = 1, 2, · · · , n), and c = −(w1(n+1), · · · , wn(n+1))T . It is not difficult
to find that a optimal solution x∗ to problem (6.4) corresponds to a optimal
solution (x∗, 1) of original problem (6.3). The proposed canonical sequential
reduced approach are based on the QP model.
6.2 Linear and quadratic perturbations based
on canonical duality
According to [40, 60], if there exists a critical point in the canonical dual feasible
space, the integer programming problem (P) is equivalent to a concave maxi-
mization dual problem which can be solved easily via well-developed optimization
techniques. However, if not, some perturbation techniques were proposed in [60]
to recover the global or approximate solution. In [165], a linear non-zero vector
4c = (4c1, · · · ,4cn) ∈ Rn is added to the primal problem and then we can get
the linearly perturbed problem
(Pl) : min
{
P (x) =
1
2
〈x, Qx〉 − 〈x, c+4c〉 : x ∈ {−1, 1}n
}
. (6.5)
associated with canonical dual problem
(Pdl ) : max
{
P d(ς) = −1
2
〈c˜, G−1(ς)c˜〉 − 1
2
n∑
i=1
ςi : ς ∈ S+l
}
, (6.6)
where, c˜ = c +4c, G(ς) = Q + Diag(ς), and the canonical dual feasible space
S+l is defined as S+l = {ς ∈ Rn|G(ς)  0}
Theorem 6.2.1 [165] For any non-zero vector 4c ∈ Rn, if ∑ni=1 |4ci| < 1, the
perturbed problem (Pl) is equivalent to the primal problem (P).
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Theorem 6.2.2 [165] If
n∑
i=1
|4ci| = αW (x˜), (6.7)
then,
W (x˜) ≥ 1
1 + α
W ∗, (6.8)
where, x˜ is the optimal solution of the perturbed problem (6.5), α > 0 is a con-
stant, and W ∗ is the optimal value of the primal problem (P).
We use the notations s ◦ t := [s1t1, · · · , smtm] and s t := [s1/t1, · · · , sm/tm]
to denote the Hadamard product and quotient for any two vectors s, t ∈ Rm,
Diag(ν) to represent a diagonal matrix with components of the vector ν as its
elements, and e to stand for a vector of all ones.
By the fact x◦x = e and [x◦x]Tα = xTDiag(α)x = αTe, then the problem
(P) is identical to the following α-perturbed problem:
(Pα) : min
{
Pα(x) =
1
2
〈x, (Q+Diag(α))x〉−〈x, c〉−dα | x ∈ {−1, 1}n
}
, (6.9)
where, dα =
1
2
〈e,α〉, α ∈ Rn is a parametrical vector.
Introducing a quadratic geometrical operator
Λ(x) =
1
2
(x ◦ x− e) (6.10)
and following the standard procedures of canonical dual methodology, the α-
perturbed canonical dual problem can be obtained as follows
(Pdα) : max
{
P dα(ς) = −
1
2
〈G−1α (ς)c, c〉 −
1
2
〈e, ς〉 − dα | ς ∈ S+α
}
, (6.11)
where, Gα(ς) = Q+ Diag(α+ ς), and
S+α = {ς ∈ Rn|Gα(ς)  0}. (6.12)
Furthermore, a quadratic penalty term is added to the α-perturbed canonical
dual problem, and then we get the β-perturbed canonical dual problem
(Pdαβ) : max
{
P dαβ(ς) = −
1
2
〈G−1α (ς)c, c〉−
1
2
n∑
i=1
(
ς2i
βi
+ ςi)−dα | ς ∈ S+α
}
. (6.13)
The β-perturbation is called quadratic perturbation, which aims at making
the existence of a critical point in S+α as well.
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Theorem 6.2.3 Suppose that for a given perturbation vector α such that Q +
Diag(α) ≺ 0, and βi → ∞(i = 1, 2, · · · , n) such that round(2ς¯iβi ) = 0 , if ς¯ ∈ S+α
is a critical point of the β-perturbed canonical dual problem, then
x¯ = G−1α (ς¯)c, x
∗ = round(x¯). (6.14)
where, x∗ is a global solution to the problem (P), and round() means to round a
number towards nearest integer.
Proof: First, we prove that x∗ defined by (6.14) is feasible to (P)(6.4).
Considering that
∂P dαβ(ς)
∂ς¯i
= −1
2
∂[cTG−1α (ς)c]
∂ς¯i
− ς¯i
βi
− 1
2
=
1
2
cTG−1α (ς¯)
∂Gα(ς)
∂ς¯i
G−1α (ς¯)c−
ς¯i
βi
− 1
2
=
1
2
(x¯ ◦ x¯)i − ς¯i
βi
− 1
2
=
1
2
x¯2i −
ς¯i
βi
− 1
2
,
since that ς¯ is a critical point of (Pdαβ), then 12 x¯2i − ς¯iβi− 12 = 0, namely, x¯2i = 2ς¯iβi +1.
If βi → ∞ such that round(2ς¯iβi ) = 0, it is easy to find that x∗i = round(x¯i) =
±1, which is a feasible solution to (P).
Then, we prove that x∗ is a global solution. By the fact that Q+Diag(α) ≺ 0,
we can deduce that ς¯ > 0 due to Gα(ς¯)  0. Therefore, the β-perturbed canonical
dual problem (Pdαβ) is strictly concave on S+α , and if the critical point ς¯ ∈ S+α , it
must be a unique maximizer of problem (Pdαβ). Consequently, the corresponding
x∗ defined by (6.14) must be unique. On the other hand, we have
Pα(x¯) =
1
2
〈x¯, (Q+ Diag(α))x¯〉 − 〈x¯, c〉 − dα
=
1
2
〈x¯, Gα(ς¯)x¯〉 − 〈x¯, c〉 − 1
2
〈ς¯, e〉 − dα
= min
x∈Rn
{
1
2
〈x, Gα(ς¯)x〉 − 〈x, c〉 − 1
2
〈ς¯, e〉 − dα
}
≤ min
x∈{−1,1}n
{
1
2
〈x, (Q+ Diag(α))x〉 − 〈x, c〉 − dα
}
,
that is to say, x∗ = round(x¯) is the global solution of (Pα)(6.11) and so the global
solution of (P). This completes the proof. 2
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6.3 Sequential reduced canonical dual algorithms
Now, we present a gradient-based iterative method for the β-perturbed canonical
dual problem.
It is not difficult to find that the search direction (negative gradient) of the
negative canonical dual function −P dαβ(ς) is
d =
1
2
x ◦ x− ς  β − 1
2
e, (6.15)
and step size of each component of search direction is obtained by a golden
section search technique from [0, αmax], where αmax is determined by making the
corresponding diagonal component of Gα(ς) positive.
We use three types of termination criteria to stop the procedure. The details
of the algorithm is given in the following
Basic canonical dual algorithm
1: Initialization, set ςk = ς
0, α, β, ε and k = 0
2: while (1) do
3: xk ← (Q+ Diag(α+ ςk))−1c, dk ← 12xk ◦ xk − ςk  β − 12e
4: ςk+1 = ςk + ak × dk
5: xk+1 ← (Q+ Diag(α+ ςk+1))−1c
6: if ‖dk‖ ≤ ε or ‖xk+1−xkxk ‖ ≤ ε or ‖
ςk+1−ςk
ςk
‖ ≤ ε then
7: x∗ ← round(xk+1), break
8: end if
9: k ← k + 1
10: end while
where, ε is the error tolerance, and the initial point ς0 should make Gα(ς
0)
positive.
Remark 6.3.1 If the final critical point ς∗ of (Pdαβ) is in S+α , then by Theorem
6.2.3, we can conclude that the corresponding x∗ is the global solution to (P).
However, the critical point ς∗ is not always in S+α , or we can not find a critical
point ς∗ ∈ S+α . In this case, we can find some components of x∗ which are feasible,
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and other components infeasible. Thus, there must exist a transformation N ∈
Rn×r, such that
x∗ = xp +Nxh, (6.16)
where, xp ∈ Rn is a particular semi-solution, in which those infeasible components
are set to be zeros, and xh ∈ Rr is called the reduced unknown.
Substituting (6.16) into (6.4), we have
P (x∗) = P (xp +Nxh)
=
1
2
(xp +Nxh)
TQ(xp +Nxh)− cT (xp +Nxh)
=
1
2
xTh (N
TQN)xh − xTh (NTc−NTQxp) +
1
2
xTpQxp − cTxp. (6.17)
Let
Qh = N
TQN, ch = N
Tc−NTQxp, (6.18)
we can obtain the reduced problem in Rr:
(Ph) : min
{
P (xh) =
1
2
〈xh, Qhxh〉 − 〈xh, ch〉 | xh ∈ {−1, 1}r
}
. (6.19)
Based on this reduced problem, the canonical duality theory can be applied again
to obtain ςh. If Gα(ςh)  0, the reduced solution can be obtained as
xh(ςh) = round{Gα(ςh)−1ch} (6.20)
and x∗ = xp + Nxh(ςh) is a feasible solution to (P). Otherwise, the reduction
process is repeated till a feasible solution is finally obtained.
Remark 6.3.2 The sequential reduction technique described above may occa-
sionally fail, namely, it does not always guarantee ς∗h ∈ S+α(h) in the last. To
strength the robustness of the solution produced, a simple compensation technique
is adopted, that is, replacing each binary component in x∗ with its counterpart to
see if the solution can be improved.
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Algorithm CDA1
1: Using Basic canonical dual algorithm as a subroutine to get x∗
2: if the corresponding ς∗ 6∈ S+α then
3: obtaining current xh by the reduction technique
4: while length(xh) ≥ 1 do
5: solving the current reduced problem P (xh) by Basic algorithm again
6: if the corresponding ς∗h ∈ S+α(h) then
7: x∗ = xp +Nxh, break
8: else
9: obtaining current xh by the reduction technique again
10: end if
11: end while
12: end if
13: Using the compensation technique to strength the robustness of the solution
The details of this improved canonical dual algorithm are given in Algorithm
CDA1. The similar strategy can also be applied to the maxcut problem with linear
perturbation proposed in [165] and its combination with quadratic perturbation,
resulting in the corresponding algorithms named CDA2 and CDA3, respectively.
Remark 6.3.3 It should be noted that the proposed sequential reduction technique
does not always work for a given problem. Since some random permutation terms
are used in the proposed approach, if the same solution can be obtained when
executing the programs for several runs, the yielding solutions is more likely to be
a global solution.
6.4 Experimental results
To testify the efficiency of the proposed algorithms, we first present a typical
example to show that the differences among CDA1, CDA2, CDA3 and the al-
gorithm in [165]. Then we compare our algorithms with other approaches by
using some medium size TSPLIB (see in [129]) instances. Finally, some large
instances in TSPLIB are tested to show the capacity of our algorithms. We run
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the proposed procedures in MATLAB R2010b on Intel(R) Core(TM) i3-2310M
CPU @2.10GHz under Window 7 environment. Since the proposed algorithms
are dependent on the random α and β to some extent, 20 runs are performed for
each algorithm, and some statistics are used to evaluate the performance of these
algorithms. The parameter settings in our algorithms are given in MATLAB
scripts as follows
alpha = -sum(Q,2).*rand(n,1), beta = n*n*max(max(Q))*rand(n,1).
Example 6.4.1 Consider the following 10-dimensional problem (n = 9) with
randomly selected matrix Q and c
Q =

0 5 5 6 5 8 3 2 3
5 0 4 4 6 10 2 6 4
5 4 0 3 7 3 2 4 6
6 4 3 0 6 4 6 5 3
5 6 7 6 0 4 1 2 3
8 10 3 4 4 0 5 8 1
3 2 2 6 1 5 0 8 7
2 6 4 5 2 8 8 0 6
3 4 6 3 3 1 7 6 0

, c =

9
4
7
4
5
7
5
2
5

.
Using the algorithm in [165], we can only get x¯ = (−1, 0,−1, 0, 0, 0, 1, 1,−1),
which is not feasible. By using CDA1 with quadratic perturbation and se-
quential reduction and compensation techniques, we can firstly get xp = (-
1, 1,-1,-1,0,-1,0,1,-1), and then by the next sequential reduction technique, we
can get xh = (1, 1); as a result, x
∗ = (−1, 1,−1,−1, 1,−1, 1, 1,−1). By us-
ing CDA2 with linear perturbation and sequential reduction and compensation
techniques, we can firstly get xp = (−1, 0,−1, 0, 0, 0, 1, 1,−1), and then by the
next sequential reduction technique, we can get xh = (1,−1, 1,−1); as a result,
x∗ = (−1, 1,−1,−1, 1,−1, 1, 1,−1). By using CDA3 with linear permutation
and its combination with quadratic perturbation and sequential reduction and
compensation techniques, we can firstly get xp = (−1, 1,−1,−1, 0,−1, 1, 1,−1),
and then by the next sequential reduction technique, we can get xh = 1; as a
result, x∗ = (−1, 1,−1,−1, 1,−1, 1, 1,−1).
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Example 6.4.2 We compare our algorithms with the well-known randomized ap-
proximation algorithm in [68](GW) for some medium size TSPLIB instances.
The codes of GW are given in the following using MATLAB’s CVX [72], under
the same environment to the above algorithms.
cvx_begin sdp quiet
variable X(N,N) symmetric;
minimize trace(W*X);
subject to
X >= 0;
diag(X)==ones(N,1);
cvx_end
U = chol(X);
x = sign(U*randn(N,1));
where, N = n + 1, W = {wij}N×N . In a branch and bound setting, an exact
maxcut algorithm based on a modeling language called YALMIP [103] is also
implemented as follows
Q = Q;
c = c + sum(Q,2);
y = binvar(n,1);
options = sdpsettings(’solver’,’bnb’,’bnb.solver’,’quadprog’);
options.verbose = 0;
solvesdp([],y’*Q*y - c’*y,options);
x = 2*y - 1;
As can be seen from Table 6.1, algorithms YALMIP, CDA1, CD2 and CDA3
can find exactly the same solution with high probability, as indicated by best
and stdev. The results of GW are not so good, and it can only find the global
solution for burma14, although it claimed a performance guarantee of 0.878 in
theory. For the algorithm in [165], we can find that it can only find feasible
solutions for burma14, dantzig42, kroA100, kroB100, kroC100, and it failed for
other medium-size instances. Runtime for different algorithms can be found in
Figure 6.2.(a), and it shows that when the size is less than 120, the runtime
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Table 6.1: Comparison with other algorithms for medium-size TSPLIB instances
Instances Performance YALMIP GW CDA1 CDA2 CDA3 [165]
burma14 best 283 283 283 283 283 283
mean 283 214.8500 283 283 283 283
stdev 0 34.6004 0 0 0 0
time(s) 2.2790 0.1577 0.0778 0.0457 0.0883 0.0434
gr17 best 24986 23424 24986 24986 24986 -
mean 24986 2.1029e4 24986 2.4161e4 24986 -
stdev 0 1.2080e3 0 355.7235 0 -
time(s) 2.2809 0.1589 0.1076 0.1427 0.1544 -
bays29 best 53990 49392 53990 53990 53990 -
mean 53990 4.4285e4 53990 53990 53990 -
stdev 0 2.8990e3 0 0 0 -
time(s) 2.2974 0.1830 0.1293 0.1270 0.1163 -
dantzig42 best 42638 40018 42638 42638 42638 42638
mean 42638 3.4358e4 42638 42638 42638 42638
stdev 0 2.2732e3 0 0 0 0
time(s) 2.3235 0.2489 0.1577 0.2110 0.2035 0.1617
gr48 best 320277 279088 320277 320277 320277 -
mean 320277 2.5665e5 320277 320277 320277 -
stdev 0 8.3932e3 0 0 0 -
time(s) 2.3808 0.2780 0.2647 0.2731 0.3333 -
hk48 best 771712 683897 771712 771712 771712 -
mean 771712 6.0008e5 771712 771712 771712 -
stdev 0 2.9346e4 0 0 0 -
time(s) 2.3867 0.2739 0.5261 0.4945 0.4186 -
gr96 best 105328 84437 105328 105328 105328 -
mean 105328 7.8562e4 105328 105328 105328 -
stdev 0 4.4701e3 0 0 0 -
time(s) 2.6876 1.2215 0.7605 1.4256 0.7437 -
kroA100 best 5897392 5025055 5897392 5897392 5897392 5897392
mean 5897392 4372528 5897392 5897392 5897392 5897392
stdev 0 2.0890e5 0 0 0 0
time(s) 2.7280 1.0489 0.7688 1.2811 0.8210 1.0482
kroB100 best 5763047 4747362 5763047 5763047 5763047 5763047
mean 5763047 4.2593e6 5763047 5763047 5763047 5763047
stdev 0 1.5486e5 0 0 0 0
time(s) 2.7297 1.1158 0.9375 1.2081 0.8901 0.6807
kroC100 best 5890760 5120306 5890760 5890760 5890760 5890760
mean 5890760 4388219 5890760 5890760 5890760 5890760
stdev 0 2.1003e5 0 0 0 0
time(s) 2.7296 1.3417 0.8686 1.2694 1.2523 0.6809
kroD100 best 5463250 4973327 5463250 5463250 5463250 -
mean 5463250 4164404 5463250 5463250 5463250 -
stdev 0 2.0049e5 0 0 0 -
time(s) 2.7384 1.1492 0.8087 1.4213 1.1109 -
kroE100 best 5986591 4851437 5986591 5986591 5986591 -
mean 5986591 3.9501e6 5986591 5986591 5986591 -
stdev 0 5.0737e5 0 0 0 -
time(s) 2.7304 1.1639 0.8077 1.6633 1.0530 -
gr120 best 2156667 1722297 2156667 2156667 2156667 -
mean 2156667 1.5759e6 2156667 2156667 2156667 -
stdev 0 4.7959e4 0 0 0 -
time(s) 3.0638 2.0182 0.9947 2.2445 1.6249 -
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(a) (b)
Figure 6.2: Runtime as the size increases for different algorithms
increases approximately linearly with the size. In this case, algorithm YALMIP
consumes much more time than other algorithms, while for the canonical dual
algorithms, CDA1 consumes less time than CDA2 and CDA3.
Example 6.4.3 Other instances from TSPLIB are used to test the capacity of the
proposed algorithms, and we test the size of the instances up to 500 dimensions.
In the meanwhile, GW and YALMIP are also used to solve the same problems
for comparison. As shown in Table 6.2, the algorithm in [165] can not find any
feasible solutions for all of these large-size instances. In this case, the algorithm
GW can not find any global solutions at all, and it also shows that GW can only be
applied for instances with the size less than 400 due to the limited memory under
MATLAB environment. For instances with size bigger than 200, it demonstrates
that the proposed canonical dual algorithms can find better solutions than the
exact method YALMIP. For the canonical dual algorithms, we can find that CDA1
is much more stable than other two algorithms, as indicated by stdev, while CDA3
has better global search ability than CDA1 and CAD2, as indicated by the results
for gil262. In Figure 6.2.(b), we can find that the running time of YALMIP grows
much more sharply than that of the canonical dual algorithms.
119
6. CANONICAL SEQUENTIAL REDUCED APPROACH
Table 6.2: Comparison with YALMIP for large-size TSPLIB instances
Instances Performance YALMIP GW CDA1 CDA2 CDA3 [165]
ch130 best 1888108 1592345 1888108 1888108 1888108 -
mean 1888108 1.5270e6 1888108 1.8814e6 1.8880e6 -
stdev 0 2.4305e4 0 4.8664e3 317.6429 -
time(s) 3.4432 2.1170 3.0797 2.5861 1.8322 -
ch150 best 2525626 2121216 2525626 2525626 2525626 -
mean 2525626 2.0533e6 2525626 2.4631e6 2.4671e6 -
stdev 0 4.0127e4 0 5.8203e4 4.9473e4 -
time(s) 4.2607 3.2786 2.9856 3.4895 2.7281 -
d198 best 12938532 9707228 12938532 12938532 12938532 -
mean 12938532 9.2228e6 12938532 1.2827e7 12938532 -
stdev 0 3.2870e5 0 9.3279e4 0 -
time(s) 6.3462 6.9870 4.7388 9.6474 4.8537 -
gr202 best 195433 163229 197098 197098 197098 -
mean 195433 1.5667e5 197098 1.9683e5 197098 -
stdev 0 4.8739e3 0 549.1036 0 -
time(s) 7.2160 7.1210 5.8509 8.9468 5.4082 -
gr229 best 1203354 955450 1205180 1205180 1205180 -
mean 1203354 9.1292e5 1205180 1205180 1205180 -
stdev 0 1.8417e4 0 0 0 -
time(s) 9.2791 9.7458 6.3930 9.7547 7.7213 -
gil262 best 2131443 1824460 2147771 2147771 2152173 -
mean 2131443 1.7696e6 2147771 2147771 2.1445e6 -
stdev 0 2.3903e4 0 0 7.4960e3 -
time(s) 13.7806 14.2357 13.0085 14.5156 10.3712 -
pr299 best 80047603 58976871 80324674 80324674 80324674 -
mean 80047603 5.7313e7 80324674 80324674 80324674 -
stdev 0 8.3180e5 0 0 0 -
time(s) 20.3768 20.5123 16.6314 17.3660 15.4958 -
lin318 best 59504077 47981899 59547803 59547803 59547803 -
mean 59504077 4.6667e7 59547803 5.7845e7 5.9533e7 -
stdev 0 6.2000e5 0 2.1354e6 6.7521e4 -
time(s) 26.5710 27.2238 18.9821 17.8059 16.1565 -
fl417 best 76743109 - 76776296 76776296 76776296 -
mean 76743109 - 76776296 7.6676e7 76776296 -
stdev 0 - 0 1.4047e5 0 -
time(s) 65.1410 - 23.7911 48.8360 32.7376 -
pr439 best 277701080 - 278552199 278552199 278552198 -
mean 277701080 - 278552199 278552199 278552198 -
stdev 0 - 0 0 0 -
time(s) 76.4581 - 36.6183 56.1668 43.5419 -
d493 best 75651106 - 75740087 75740087 75740087 -
mean 75651106 - 75740087 75740087 7.5725e7 -
stdev 0 - 0 0 4.7277e4 -
time(s) 119.5300 - 64.1233 69.2564 54.3739 -
att532 best 281648962 - 287417240 287417240 287417240 -
mean 281648962 - 287417240 2.8709e8 2.8739e8 -
stdev 0 - 0 3.0550e5 1.3384e5 -
time(s) 140.7352 - 75.9419 82.1198 68.1538 -
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7Canonical Dual Approach to
Continuous-Time Constrained
Optimal Control
In this chapter, the continuous-time constrained optimal control problem is con-
sidered by using a standard canonical dual approach. The optimal control law
for the n-dimensional constrained linear quadratic regulator can be achieved pre-
cisely via one-dimensional canonical dual variable, and for the optimal control
problem with concave cost functional, an approximate solution can be obtained
by introducing a linear perturbation term. Some numerical examples are given
to illustrate the effectiveness of the proposed approach.
7.1 Problem description
Let’s consider the following continuous-time constrained optimal control problem
min J =
∫ T
0
[f(x(t)) + g(u(t))]dt,
s.t. x˙(t) = Ax(t) +Bu(t),
x(0) = x0 ∈ Rn,
u(t) ∈ U = {u|uTu ≤ 1} ⊂ Rm, t ∈ [0, T ], (7.1)
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where, f(·) is continuous on Rn; g(·) is twice continuously differentiable on Rm;
A ∈ Rn×n, B ∈ Rn×m are constant matrices, and the pair (A,B) is controllable.
An admissible control u(·) is piecewise continuous on [0, T ].
Defining the following Hamiltonian function
H(t,x,u,λ) = f(x) + g(u) + λT (Ax+Bu), (7.2)
by the Pontryagin maximum principle [157], if u∗ is an optimal control that yields
a local minimum for the cost functional J , and x∗ and λ∗ are the corresponding
state and costate, then it is necessary that
x˙∗ = Hλ(t,x∗,u∗,λ∗) = Ax∗ +Bu∗, x∗(0) = x0,
λ˙∗ = −Hx(t,x∗,u∗,λ∗) = −∇f(x∗)− ATλ∗, λ∗(T ) = 0,
H(t,x∗,u∗,λ∗) = min
u∈U
H(t,x∗,u,λ∗), a.e. t ∈ [0, T ]. (7.3)
For a given λ∗, it is not difficult to find that the minimization problem con-
tained in the Pontryagin maximum principle is equivalent to the following con-
strained optimization problem:
(P) : min
uTu≤1
{
P (u) = g(u) + λ∗TBu
}
. (7.4)
Since the Pontryagin maximum principle provides only the necessary condition
for an extremal control, some additional requirements are needed to guarantee the
sufficiency for optimality. As a matter of fact, sufficient conditions for Pontryagin
extremals have been widely studied (see [28, 71, 106, 137, 141] and references
therein). It was proved that, when the state and control are separate functions
(as studied in this paper), the Pontryagin necessary conditions plus the convexity
of the Hamiltonian function with respect to state variables, are sufficient for
optimality, that is to say, f(x(t)) needs to be convex. In this case, an optimal
control can be obtained via the constrained optimization problem (P).
We consider two cases of the constrained optimization problem based on the
canonical duality theory, with one case g(u) being convex and nonconvex for an-
other. When g(u) is convex, the linear quadratic regulator (LQR) with control
constraints is studied. Constrained LQR with control constraints over infinite
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time horizon via Lagrangian duality can be found in [66, 67]. Using the un-
constrained linear quadratic regulator as an initial guess, an iterative approach
by compensating for the violation of the constraints was proposed in [77]. By
introducing singular value decomposition for finite time horizon linear systems,
optimal control over infinite time horizon was obtained based on quadratic pro-
gramming [95]. When g(u) is nonconvex, the constrained optimal control problem
with concave cost functional is studied. The nonconvex optimal control problem
with concave terminal objective function can be found in [27].
The canonical backward differential flow for concave optimal control problems
was considered in [182, 183, 184]; however, the corresponding canonical dual
approach was informal. In this chapter, the standard canonical dual approach
is presented for solving the continues-time constrained optimal control problems.
For the constrained LQR, the optimal control for n-dimensional linear system
can be obtained via one-dimensional canonical dual variable precisely. While
for the optimal control problem with concave cost functional, an approximate
solution can be obtained by introducing a linear perturbation term. Numerical
experiments are illustrated to testify the effectiveness of the proposed approach.
7.2 Constrained Linear Quadratic Regulator
The constrained linear quadratic regulator (LQR) can be expressed as
min J =
∫ T
0
[xT (t)Qx(t) + uT (t)Ru(t)]dt,
s.t. x˙(t) = Ax(t) +Bu(t),
x(0) = x0 ∈ Rn,
u(t) ∈ U = {u|uTu ≤ 1} ⊂ Rm, t ∈ [0, T ], (7.5)
where, Q  0 (positive semidefinite), R  0 (positive definite) are symmetric
matrices.
The corresponding constrained optimization problem to LQR is
(P) : min
uTu≤1
{
P (u) = uTRu+ λ∗TBu
}
. (7.6)
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Introducing a quadratic geometrical operator
ξ = Λ(u) = uTu− 1 : Rm → Ea ⊂ R, (7.7)
and let
V (ξ) =
{
0 if ξ ≤ 0,
+∞ otherwise, (7.8)
the constrained optimization problem can be reformulated to the canonical form:
min
u∈Rm
{Π(u) = V (Λ(u))− U(u)}. (7.9)
where, U(u) = −uTRu− λ∗TBu.
The canonical dual variable ς can be defined by the following subdifferential
constitutive law
ς = ∂V (ξ) : Ea → E∗a ⊂ R. (7.10)
The so-called complementary function V ](ς) can be defined by the Fenchel
transformation
V ](ς) = sup
ξ∈Ea
{ξς − V (ξ)} =
{
0 if ς ≥ 0,
+∞ otherwise. (7.11)
Since both V (ξ) and V ](ς) are proper convex functions over their effective
domains Ea and E∗a , the following canonical duality relations hold on Ea × E∗a :
ς = ∂V (ξ)⇔ ξ = ∂V ](ς)⇔ V (ξ) + V ](ς) = ξς. (7.12)
By the Fenchel-Young equality V (Λ(u)) = Λ(u)ς − V ](ς), the total comple-
mentary function Ξ(u, ς) can be defined as
Ξ(u, ς) = Λ(u)ς − V ](ς) + uTRu+ λ∗TBu
=
1
2
uTG(ς)u− F T (ς)u− ς, s.t. ς ∈ R+, (7.13)
where, G(ς) = 2(R + ςI), F (ς) = −BTλ∗, R+ = {ς ∈ R|ς ≥ 0}.
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For a fixed ς, the criticality condition ∇uΞ(u, ς) = 0 leads to the canonical
equilibrium equation
G(ς)u = F (ς). (7.14)
If F is in the column space space of G(ς), denoted as Col(G(ς)), the generalized
solution u of the canonical equilibrium equation can be obtained by
u = G†(ς)F (ς), (7.15)
where, G†(ς) represents the Moore-Penrose generalized inverse of G(ς).
Substituting the generalized solution u into the total complementary function
Ξ(u, ς) and define
Sa = {ς ∈ R+|F (ς) ∈ Col(G(ς))}, (7.16)
the canonical dual function P d(ς) : Sa → R can be formulated as
P d(ς) = −1
2
F T (ς)G†(ς)F (ς)− ς. (7.17)
Let introduce the canonical dual feasible space
S+a = {ς ∈ Sa|G(ς)  0}, (7.18)
then the canonical dual problem can be formulated as
(Pd) : max
ς∈S+a
{P d(ς) = −1
2
F T (ς)G†(ς)F (ς)− ς}. (7.19)
Theorem 7.2.1 The problem (Pd) is canonically dual to the primal problem (P)
in the sense that if ς∗ is a KKT point of (Pd), then the vector
u∗ = G†(ς∗)F (ς) (7.20)
is a KKT point of (P) and
P (u∗) = P d(ς∗). (7.21)
Furthermore, If ς∗ ∈ S+a , then u∗ is a global minimizer of (P) if and only if ς∗ is
a global maximizer of (Pd), i.e.,
P (u∗) = min
uTu≤1
P (u)⇔ max
ς∈S+a
P d(ς) = P d(ς∗). (7.22)
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Proof: By introducing a Lagrange multiplier ξ ≤ 0 to relax the inequality
condition ς ≥ 0, the Lagrangian L associated with the canonical dual problem
(Pd) is
L(ς, ξ) = P d(ς)− ξς.
The criticality condition ∇ςL(ς∗, ξ) = 0 leads to
ξ = ∇P d(ς∗) = uT (ς∗)u(ς∗)− 1
and the KKT conditions
0 ≤ ς∗⊥ ξ(u∗) ≤ 0,
where, u(ς∗) = G†(ς∗)F , and ς∗⊥ ξ(u∗) denotes the complementarity condition
ς∗⊥ ξ(u∗)⇔ ς∗(u∗Tu∗ − 1) = 0.
This shows that if ς∗ is a KKT point of (Pd), then u∗ = G†(ς∗)F is a KKT point
of (P), and P (u∗) = Ξ(u∗, ς∗) = P d(ς∗).
Furthermore, if ς∗ ∈ S+a , since the total complementary function Ξ(u, ς) is
convex in u ∈ Rm and concave in ς ∈ S+a , we have
min
u∈U
P (u) = min
u∈Rm
max
ς∈S+a
Ξ(u, ς)
= max
ς∈S+a
min
u∈Rm
Ξ(u, ς) = max
ς∈S+a
P d(ς).
This completes the proof. 2
Considering that R > 0 and ς ≥ 0, we can find that Sa = S+a and R+ ςI  0
in this case. Since R is also a real symmetric matrix, by the eigen decomposition,
we have
R = DΩDT , (7.23)
here, D is an orthogonal matrix, Ω = Diag{ω1, · · · , ωm}, where, ωi > 0(i =
1, · · · ,m) are eigenvalues of R. As a result, we can obtain
R + ςI = D(Ω + ςI)DT . (7.24)
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Lemma 7.2.1 Denote ς¯ as the solution of the following equation
m∑
i=1
h2i
(ωi + ς¯)2
= 4, ς¯ ≥ 0,
where, h = [h1, · · · , hm]T = DTBTλ∗. Then, the global maximizer ς∗ of (Pd) is
determined by
ς∗ =
ς¯ if
∑m
i=1(
hi
ωi
)2 > 4,
0 otherwise.
(7.25)
Proof:
Calculating the first and the second derivatives of P d(ς), we have
dP d(ς)
dς
=
1
2
F T (ς)G†
dG(ς)
dς
G†F (ς)− 1
=
1
4
λ∗TB(R + ςI)−2BTλ∗ − 1
=
1
4
λ∗TBD(Ω + ςI)−2DTBTλ∗ − 1
=
1
4
m∑
i=1
h2i
(ωi + ς)2
− 1,
and
d2P d(ς)
dς2
= −1
2
m∑
i=1
h2i
(ωi + ς)3
≤ 0,
that is to say, ∇P d(ς) is monotonically decreasing in [ς¯ ,+∞).
Furthermore, since 1
4
∑m
i=1
h2i
(ωi+ς¯)2
− 1 = 0, then ∇P d(ς) ≤ 0 in [ς¯ ,+∞); as a
result, the canonical dual function P d(ς) is monotonically decreasing in [ς¯ ,+∞).
Let ς¯ = 0, we have
∑m
i=1(
hi
ωi
)2 = 4. It is not difficult to find that if
∑m
i=1(
hi
ωi
)2 >
4, we have ς¯ > 0, and if
∑m
i=1(
hi
ωi
)2 < 4, we need ς¯ = 0. 2
Example 7.2.1 Considering the following convex quadratic programming over a
sphere
min
uTu≤1
{
P (u) = uTRu+ λ∗TBu
}
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case 1:
R =
(
1 0
0 1
)
, B =
(
1 0
0 1
)
,λ∗T =
(
1
1
)
. (7.26)
The canonical dual function to the case 1 is
P d(ς) = − 1
2(1 + ς)
− ς,
which is plotted in Figure.7.1.
Figure 7.1: The shape of the canonical dual function for case 1 of Example 7.2.1
By the criticality condition
∇P d(ςˆ) = 1
2(1 + ςˆ)2
− 1 = 0, (7.27)
we can get ςˆ = −1±
√
2
2
.
Since P d(ς) is monotonically decreasing in [0,+∞), we have max
ς≥0
P d(ς) =
P d(0). Finally, we can get
u∗ = G†(0)F (0) =
(−0.5
−0.5
)
. (7.28)
We can also check that max
ς≥0
P d(ς) = min
uTu≤1
P (u) = −0.5 and ∑2i=1(hiωi )2 = 2 < 4.
case 2:
R =
(
1 0
0 1
)
, B =
(
2 0
0 2
)
,λ∗T =
(
1
1
)
. (7.29)
128
7.2 Constrained Linear Quadratic Regulator
The canonical dual function to the case 2 is
P d(ς) = − 2
(1 + ς)
− ς,
which is plotted in Figure.7.2.
Figure 7.2: The shape of the canonical dual function for case 2 of Example 7.2.1
By the criticality condition
∇P d(ςˆ) = 2
(1 + ςˆ)2
− 1 = 0, (7.30)
we can get ςˆ = −1±√2 and ς∗ = √2− 1. Then, we have
u∗ = G†(ς∗)F (ς∗) =
(
−
√
2
2
−
√
2
2
)
. (7.31)
We can also check that max
ς≥0
P d(ς)= min
uTu≤1
P (u)=−2√2+1 and ∑2i=1(hiωi )2 =8>4.
Substituting the global maximizer ς∗ of (Pd) to the canonical equilibrium
equation, we can obtain the following theorem.
Theorem 7.2.2 The optimal control to the constrained LQR can be formulated
via costate λ∗ as follows
u∗ = −1
2
D(Ω + ς∗I)−1h
where, ς∗ and h are defined by Lemma 7.2.1.
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Furthermore, if Ω = I, we have
u∗ =
−Dh‖h‖ if hTh > 4,−1
2
Dh otherwise.
= − Dh
max{2, ‖h‖} .
Example 7.2.2 Considering the following constrained LQR problems
case 1:
min J =
∫ 10
0
[x2(t)) + u2(t)]dt,
s.t. x˙(t) = 0.3x(t) + u(t),
x(0) = 1,
u(t) ∈ U = {u|u2 ≤ 1}, t ∈ [0, 10],
The Hamiltonian function to this problem is:
H(t, x, u, λ) = x2 + u2 + λ(0.3x+ u).
By the Pontryagin maximum principle and Theorem 7.2.2, the optimal control
and corresponding state and co-state should satisfy
x˙∗ = 0.3x∗ + u∗, x∗(0) = 1,
λ˙∗ = −2x∗ − 0.3λ∗, λ∗(10) = 0,
u∗ = − λ
∗
max{2, |λ∗|} .
By solving the above boundary value problem using MATLAB with bvp4c[142],
we can obtain the optimal control and corresponding state and costate, which are
illustrated in Figure.7.3.
case 2:
min J =
∫ 10
0
[xT (t)
(
1 0
0 1
)
x(t) + uT (t)
(
1 0
0 1
)
u(t)]dt,
s.t. x˙(t) =
(
0.1 0.05
0.05 0.2
)
x(t) +
(
1 0
0 1
)
u(t),
x(0) = [1, 2]T ,
u(t) ∈ U = {u|uTu ≤ 1}, t ∈ [0, 10],
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Figure 7.3: Trajectories of optimal control, state and costate for case 1 of Example
7.2.2
The Hamiltonian function to this problem is:
H(t,x,u,λ)=x21+x
2
2+u
2
1+u
2
2+λ1(0.1x1+0.05x2+u1)+λ2(0.05x1+0.2x2+u2).
By the Pontryagin maximum principle and Theorem 7.2.2, the optimal control
and corresponding state and costate should satisfy
x˙∗1 = 0.1x
∗
1 + 0.05x
∗
2 + u
∗
1, x
∗
1(0) = 1,
x˙∗2 = 0.05x
∗
1 + 0.2x
∗
2 + u
∗
2, x
∗
2(0) = 2,
λ˙∗1 = −2x∗1 − 0.1λ∗1 − 0.05λ∗2, λ∗1(10) = 0,
λ˙∗2 = −2x∗2 − 0.05λ∗1 − 0.2λ∗2, λ∗2(10) = 0,
u∗1 = −
λ∗1
max{2,
√
λ∗21 + λ
∗2
2 }
,
u∗2 = −
λ∗2
max{2,
√
λ∗21 + λ
∗2
2 }
.
By solving the above boundary value problem, we can obtain the optimal
control and corresponding state and costate, which are illustrated in Figure.7.4.
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Figure 7.4: Trajectories of optimal control, state and costate for case 2 of Example
7.2.2
7.3 Concave cost functional
In this section, we consider the following case when the cost functional is concave:
min J =
∫ T
0
[f(x(t)) + uT (t)Ru(t)]dt,
s.t. x˙(t) = Ax(t) +Bu(t),
x(0) = x0 ∈ Rn,
u(t) ∈ U = {u|uTu ≤ 1} ⊂ Rm, t ∈ [0, T ], (7.32)
where, f(x) is an affine function, R ≺ 0 (negative definite) is symmetric.
It is obvious to find that the corresponding constrained optimization problem
is the same to that of LQR; as a result, Theorem 7.2.2 still holds.
Considering that R ≺ 0, let
ω1 ≤ ω2 · · · ≤ ωm < 0 (7.33)
be eigenvalues of R in nondecreasing order. Then, the canonical dual feasible
space S+a can be expressed as
S+a = {ς ∈ Sa|ς ≥ −ω1}. (7.34)
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Lemma 7.3.1 Denote ς∗ as the solution of the following equation
m∑
i=1
h2i
(ωi + ς∗)2
= 4, ς∗ ≥ −ω1,
where, h = [h1, · · · , hm]T = DTBTλ∗ 6≡ 0. Then, the global maximizer ς∗ of (Pd)
exists and is unique.
Proof: Considering that
dP d(ς)
dς
=
1
4
m∑
i=1
h2i
(ωi + ς)2
− 1,
and
d2P d(ς)
dς2
= −1
2
m∑
i=1
h2i
(ωi + ς)3
< 0, ς > −ω1
we can find that ∇P d(ς) is strictly monotonically decreasing in (−ω1,+∞).
On the other hand, since
lim
ς→−ω1
∇P d(ς) = +∞,h 6≡ 0 (7.35)
and
lim
ς→+∞
∇P d(ς) = −1, (7.36)
by the Intermediate Value Theorem, there exists a unique solution ς∗ such that
1
4
∑m
i=1
h2i
(ωi+ς∗)2
− 1 = 0. This completes the proof.
Remark 7.3.1 If h = 0, a small linear perturbation can be added to (P) to gain
an approximate global solution.
Example 7.3.1 Considering the following concave quadratic programming over
a sphere
min
uTu≤1
{
P (u) = uTRu+ λ∗TBu
}
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Figure 7.5: The shape of the canonical dual function for case 1 of Example 7.3.1
case 1:
R =
(−1 0
0 −1
)
, B =
(
1 0
0 1
)
,λ∗T =
(
1
1
)
. (7.37)
The canonical dual function to this problem is
P d(ς) = − 1
2(ς − 1) − ς,
which is plotted in Figure.7.5.
By the criticality condition
∇P d(ς∗) = 1
2(ς∗ − 1)2 − 1 = 0, ς
∗ > 1, (7.38)
we can get ς∗ = 1 +
√
2
2
and
u∗ = G†(ς∗)F (ς∗) =
(
−
√
2
2
−
√
2
2
)
. (7.39)
We can also check that max
ς≥1
P d(ς)= min
uTu≤1
P (u)=−1−√2.
case 2:
R =
(−1 0
0 −1
)
, B =
(
1 0
0 1
)
,λ∗T =
(
0
0
)
. (7.40)
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The canonical dual function to this problem is
P d(ς) = −ς,
with
S+a = {ς ∈ R|ς ≥ 1}. (7.41)
It is not difficult to find that ς∗ = 1 but G(ς∗) is singular in this case.
Introducing a small linear perturbation, for example, let λ˜∗ =
(
10−2
10−2
)
, then
the perturbed canonical dual function is
P˜ d(ς) = 10−4[− 1
2(ς − 1) − 10
4ς].
By the criticality condition
∇P˜ d(ς˜∗) = 1
2(ς˜∗ − 1)2 − 10
4 = 0, ς˜∗ > 1, (7.42)
we can get ς˜∗ = 1 + 10−2
√
2
2
and
u˜∗ = G†(ς˜∗)F (ς˜∗) =
(
−
√
2
2
−
√
2
2
)
. (7.43)
Similarly, if λ˜∗ =
(
10−2
−10−2
)
, we have u˜∗ =
(
−
√
2
2√
2
2
)
. We can check that both
max
ς≥1
P˜ d(ς)= min
uTu≤1
P˜ (u)≈−1.
Theorem 7.3.1 The optimal control to the concave const functional can be for-
mulated via costate λ∗ as follows
u∗ =
−12D(Ω + ς∗I)−1h if λ∗ 6≡ 0,−1
2
D(Ω + ς∗I)−1h˜ otherwise.
where, ς∗ and h are defined by Lemma 7.3.1, and h˜ = DTBT λ˜∗, here, λ˜∗ is a
small linear perturbation.
Furthermore, if Ω = −I, we have
u∗ =
−
Dh
‖h‖ if λ
∗ 6≡ 0,
−Dh˜‖h˜‖ otherwise.
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Remark 7.3.2 As indicated by the Pontryagin maximum principle, we can get
an approximate solution u˜∗ by setting λ∗(T ) 6≡ 0, replacing with a small linear
perturbation.
Example 7.3.2 Considering the following optimal control problem with concave
cost functional
case 1:
min J =
∫ 1
0
[x(t)− u2(t)]dt,
s.t. x˙(t) = x(t) + u(t),
x(0) = 1,
u(t) ∈ U = {u|u2 ≤ 1}, t ∈ [0, 1],
The Hamiltonian function to this problem is:
H(t, x, u, λ) = x− u2 + λ(x+ u).
By the Pontryagin maximum principle and Theorem 7.3.1, the approximate op-
timal control and corresponding state and co-state should satisfy
x˙∗ = x∗ + u∗, x∗(0) = 1,
˙˜
λ
∗
= −1− λ˜∗, λ˜∗(1) = 10−2,
u˜∗ = − λ˜
∗
|λ˜∗|
.
By solving the co-state equation, we have λ˜∗(t) = −1 + 1.01e1−t > 0,∀t ∈ [0, 1].
As a result, we can obtain the approximate optimal control u˜∗ = −1.
case 2:
min J =
∫ 10
0
[x1(t) + x2(t)− u21(t)− u22(t)]dt,
s.t. x˙(t) =
(−7 −2
−2 −5
)
x(t) +
(
1 0
0 1
)
u(t),
x(0) = [1, 2]T ,
u(t) ∈ U = {u|uTu ≤ 1}, t ∈ [0, 10],
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The Hamiltonian function to this problem is:
H(t,x,u,λ)=x1+x2−u21−u22+λ1(−7x1−2x2+u1)+λ2(−2x1−5x2+u2).
By the Pontryagin maximum principle and Theorem 7.3.1, the optimal control
and corresponding state and co-state should satisfy
x˙∗1 = −7x∗1 − 2x∗2 + u∗1, x∗1(0) = 1,
x˙∗2 = −2x∗1 − 5x∗2 + u∗2, x∗2(0) = 2,
λ˙∗1 = −1 + 7λ∗1 + 2λ∗2, λ∗1(10) = 10−2,
λ˙∗2 = −1 + 2λ∗1 + 5λ∗2, λ∗2(10) = 10−2,
u∗1 = −
λ∗1√
λ∗21 + λ
∗2
2
,
u∗2 = −
λ∗2√
λ∗21 + λ
∗2
2
.
By solving the above boundary value problem, we can obtain the optimal
control and corresponding state and costate, which are illustrated in Figure. 7.6.
Figure 7.6: Trajectories of optimal control, state and costate for case 2 of Example
7.3.2
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8Conclusion and Future Research
Directions
8.1 Conclusion
In this thesis, it is shown that canonical dual algorithms can be developed in
different directions using four strategies, which can form a net to cover the com-
putational ground well. If there exists a critical point in the canonical dual
feasible space, then the primal problem can be handled by solving an equivalent
semi-definite programming problem (SDP). Otherwise, perturbation techniques,
primal-dual approach and sequential reduction techniques proposed in the thesis
can be used to recover the global solution or to obtain an approximate solu-
tion. Moreover, the primal-dual complementary conditions can be handled by
incorporating the concepts of variational inequalities and contraction mapping,
which can closely knit a common understanding to global optimization. A large
number of instances for well-known global optimization problems, including the
“sum of fourth-order polynomial minimization”, “nonconvex quadratically con-
strained quadratic programming problem”, “Boolean quadratic program”, “max-
cut problem”, “sensor network localization problem” as well as “continuous time
constrained optimal control problem” are given to demonstrate the effectiveness
and efficiency of the proposed canonical dual algorithms based on canonical du-
ality theory. The promising computational results in this thesis has made its
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contribution to enhance the understanding of global optimization and to enrich
a new field for further research.
8.2 Future research directions
On the other hand, it should be noted that the global optimality condition induced
by canonical duality theory is a sufficient but not necessary condition, we can not
make a judgement before solving the corresponding canonical dual problem on
whether the canonical duality succeeds for a given problem. That is to say, to
better develop canonical dual algorithms, some sufficient and necessary conditions
are urgent to be derived based on the canonical duality theory. This is one of the
future research directions.
It should also be noted that the canonical dual algorithms proposed in this
thesis are qualitative not quantitative. Computational results have shown the
validness of the perturbation techniques, primal-dual approach as well as sequen-
tial reduction techniques. However, systematic and quantitative analysis of the
amount of perturbation, the convergence rate of the primal-dual approach and
the convergence properties of the sequential reduction techniques are still required
further consideration.
Although canonical dual algorithms are applied to wide range of applications,
it is not sure yet which one is the best application of the canonical duality. As a
result, it is our future work to explore more applications of the canonical duality
and to develop highly efficient canonical dual algorithms on a specific field.
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