Several different methods exist for classifying the elements of a file into groups based on similarities in the attributes of the elements.
Introduction
Many methods exist for ordering or classifying the elements of a file. The elements are usually clustered into groups based on the similarities of the attributes of the elements. In information retrieval, the elements are frequently documents, and the attributes are words or concepts characterizing the documents. Classification of document files may be divided into two basic categories: a) an a priori classification already exists and each document is placed into the cluster whose centroid is most similar to that document; V-2 b) no a priori classification is specified and clusters are formed only on the basis of similarities among documents.
Classification schemes that fall into the first class are very common and often involve manual methods. For example, new acquisitions of a library are classified by placing them into the clusters of a standard, a priori classification. Problems of the second type are usually more difficult to handle, and automatic or semi-automatic methods are often used.
Methods of this type are widely used in statistical programs, but the number of elements in the file is limited to several hundred, or at most, a few thousand items. In information retrieval applications, the number of elements may approach several hundred thousand or even a million documents, as in the case of a large library. In the present study, a method is described which is suitable for classification of very large document collections. Fortunately, document-document similarity matrices are normally only about ten percent dense, and only the non-zero elements need be stored [1] « However, as N increases, auxiliary storage must eventually be used, and although this solves the space problem, it also magnifies the time problem.
To illustrate the magnitude of this problem, suppose that it takes one hour of computer time to classify a one thousand document 4 collection. Then for N = 10 , the time is approximately one hundred hours, and for N • 10 , the time needed is about 120 years! The classification scheme described in this paper is an adaptation of the one proposed by Doyle, and the time required is of the order of N log N [2] . For example, assuming the logrithm has base 10, and the time required for a one thousand document collection is again one hour, 4 6 then for N = 10 the time is 13 hours, and for N = 10 , the time required is about 83 days.
3. Doyle's Algorithm 2 The N problem is avoided in this classification scheme, because a similarity matrix is never computed. Assume the document set is arbitrarily partitioned into m clusters, where S. is the set of documents in cluster j. Associated with each set S. a corresponding concept vector C. and frequency vector F, are associated. The concept vector consists V-4 of all the concepts occurring in the documents of S,, and the frequency vector specifies the number of documents in S, in which each concept occurs* Every concept in C. is assigned a rank according to its frequency;
i.e., concepts with the highest frequency have a rank of 1, concepts with the next highest frequency receive a rank of 2, etc. Given an integer b (base value), every concept in C. is assigned a rank value equal to the base value minus the rank of that concept. The vector of rank values is called the profile P. of the set S.. Fig. 1 illustrates the concept and frequency vectors, and the corresponding profiles for a sample document collection.
Starting from a partition of the document set into m clusters, the profiles are generated as described. Given a cut-off value T, a new partition of the document set into m+1 clusters is made by the following formula: S\ = <d.|g(d.,P.)> g(d. ,P, ) and g (d. ,P.)> T, for k = 1,. .. ,m > .
Thus, S'. consists of all the documents that score highest against profile P., provided that the score is at least as great as T. In cases where a document scores highest against two or more profiles, say P ,...,P , Those documents which do not fall into any of the m clusters S! are called loose documents, and they are assigned to a special class L. The process is now repeated after replacing P. by P'.. The iteration continues until P, satisfies the termination condition, which states that P! = P. for j = l,...,m; i.e., the profiles are unchanged after two consecutive iterations.
Satisfaction of Termination Condition
A) Non-convergence of Doyle'o Algorithm Doyle's algorithm as described is not guaranteed to terminate.
To illustrate this, consider the following document collection: Therefore, S' = and
According to Doyle's algorithm, P is replaced by P' and p by P'. The ,.{, Therefore, S" = ( d n -d^ ) and S' = <d -d / . These are the original sets, so that the algorithm will never terminate for this example. in a finite number of steps [3] . A small change in Doyle's method produces an algorithm that is guaranteed to terminate. The modification occurs after the calculation of the S!. Instead of automatically replacing the old P. by P'., the following condition must also be satisfied:
If the above condition is not satisfied, P, is left unchanged.
Before proving that this new algorithm is guaranteed to terminate, it is desirable first to make the algorithm more general by allowing overlap between the clusters. The following theorem proves the termination of a method which allows overlapping clusters. Given a cut-off value T, the nth iteration is defined as follows:
1. Generate the sets S _,..., S and L by n,1 n,m n S ,-jd, |g(d. ,P . .) > T)
This algorithm is guaranteed to terminate in a finite number of iterations,
where termination occurs when P . m P n . for all j. n,D n-l,j
Proof: Extend the document space D to a new document space D# containing m distinguishable copies of every document in D. Also, add the condition that S , can never contain more than one copy of each n /D document. Clearly, any S . defined on D# in this manner can also n,j be represented on D as defined in the theorem. Conversely, any
S
. defined on D can also be represented on D# as defined above.
Thus, it suffices to prove the theorem on D# under the added condition.
Define a tunction F , which will be shown to be monotone increasing n in n, by the following:
After step 2 of the iteration, F is replaced by F', where
If for any j, P . ± P -., then F 1 . > F .* and therefore F f > F . y J ' n,:
If termination occurs; i.e., P . =» P . . for all j; then F 1 = F . n,j n-1,3 n n For the n+lth iteration, The algorithm described in the preceding section is not implemented.
Instead, experiments are performed using an algorithm which differs from the preceding one in four important respects:
1. the extra condition necessary for convergence that is mentioned in section 4B is not implemented; i.e., P. is always replaced by P'; 2. termination occurs when S* , = S* , for all j, where S* , is n,j n+1,j n,j the subset of S . consisting of all those documents that score n,D highest against profile P .; 3. let H , = max. (g(d.,P .)), and define S . as The third modification does not improve efficiency, but it allows a more flexible, and intuitively, a more desirable method for creating overlap.
The algorithm described in the theorem assigns a document d. to a cluster 
B) Movement of Documents
The second problem is clearly indicated by examination of the results of the classification. Table 1 shows the initial and final clusters for the ADI collection. The problem occurs because the documents tend to "stick" to the clusters that they are already in. This problem is solved by a method similar to that used by Doyle.
During the first few iterations, documents should be allowed to move freely from cluster to cluster, until a nucleus is formed within each cluster. The nucleus consists of those documents that are most highly correlated to one another. Once the nucleus is formed, these documents will probably not move from their present clusters. Clusters can be forced to contain only very highly correlated documents by raising the cut-off value T, assuming that documents with the highest scores are most similar to the other documents in the cluster. This assumption is investigated later. However, raising the cut-off value results in a larger number of loose documents. This is resolved by repeating the Final Results of ADI Classification Table 1 V-21
classification for a lower value of T, but using the clusters from the first classification as the initial clusters.
This creates the problem of how to determine the initial value of T, and how much to decrement it when the classification is repeated using as initial clusters the results of the first classification. The initial value of T should be high enough so that only those documents which score very highly against profile P. are assigned to S,. One method of achieving this is to pick T so that the clusters after the first iteration average q documents, where q is small compared to the total number of documents* In the experiments run so far, q is arbitrarily set at 4. After termination of the first classification, a nucleus is The ADI collection is reclassified using the procedures described above, where it is desired that about 25% of the documents remain loose.
Once again seven initial clusters are used, and the initial value of T is calculated to be 28.2 so that the clusters after the first iteration average four documents. However, in this case cluster 3 is assigned ten documents, while clusters 1,5, and 6 contain only one document. Thus, these three clusters are eliminated, and the documents within them become loose. After termination occurs, the final clusters are used as initial clusters for the next classification, where T is set to 19.1. The process is repeated again for T = 16.8, and after termination 17% of the documents remain loose. Final Results of New ADI Classification Table 2 V-24
C) Initial Clusters
In the present study, the initial clusters are determined by assigning the first p (or possibly p+1) documents to cluster 1, the next p (p+1) to cluster 2,..., and the final p to cluster m, where p = (total number of documents) / m. Since the nucleus of each cluster depends quite strongly on the initial clusters, it is not surprising that different initial clusters lead to different results. If the initial clusters are chosen at random, it is unlikely that the documents within each cluster are very similar. Thus, the nucleus of each cluster might not be very tight.
This problem is solved by insuring that the initial clusters contain at least a few documents that are highly correlated. In the ADI and Cranfield collections, the order of the documents is such that many adjacent documents are quite similar; therefore, most of the initial clusters contain a few highly correlated documents. In collections where the order of the documents is random, a simple, fast clustering scheme can be used to determine the initial clusters. This type of an algorithm need only perform document-document correlations within a fraction of the document space, and therefore, should not take up much time.
D) Evaluation of Results
The assumption was made earlier that those documents of a cluster S. that score highest against the corresponding profile P, are most similar to the other docuntents in the cluster. The phrase "most similar"
is used to mean "correlate most highly", where a standard correlation function is used. Table 3 V-26 every other document in the cluster. The documents are arranged in ascending order by scores, and hopefully, the correlations will also appear in ascending order. As the table indicates, there is a strong tendency for the higher scores to correspond to the higher correlations. Table 4 illustrates the same results for three out of seven final clusters from the Cranfield collection.
So far nothing has been said about how to choose the base value Table 4 V-28
If, on the other hand, b is set so that the lowest rank value in an average cluster is 1, then there is a tendency for small clusters to get larger and large clusters to get smaller. In smaller than average clusters, all the rank, values are high, since there are only a few different ranks.
In larger than average clusters, the rank value as defined might become zero or even less than zero. In these cases, it is redefined to be 1, but then it is possible for many concepts to have a rank value of 1. Thus, a document often scores higher against the profiles of smaller clusters.
The results of the Cranfield classification clearly indicate the ability of a. document to score higher against profiles of smaller clusters.
During the classification, nine clusters are generated, and cluster 9 starts to grow much larger than average (average = 22 documents). It keeps growing until it contains 27 documents, and then it starts to oscillate. The following numbers indicate the number of documents in cluster 9 on successive iterations: 27, 21, 34, 17, 56, 01 Thus, cluster 9 is eliminated. The same thing happens to cluster 8 on the next few iterations.
Although this tends to keep the size of the clusters somewhat uniform, it is not desirable to throw away a cluster which might contain many highly correlated documents. One solution which might be implemented is to split up large clusters into several smaller ones; i.e., classify the documents within a single cluster. If the number of documents in the cluster is not 2 too large, it might be practicable to use an N algorithm to do this.
Conclusion
The classification algorithm that has been described in sections 5 and 6 requires the following parameters as input: 
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Although the algorithm is not guaranteed to terminate, convergence has always been obtained in practice. In order to prevent the program from looping in cases of non-convergence, the algorithm can be modified to permit a maximum of n iterations, whether or not convergence is obtained.
The results indicate that clusters change very little after about four or five iterations, so that this modification would not make much difference in the final clusters*
The true evaluation of the final clusters can only be made by actually performing two-level searches on the clustered document space.
However, the algorithm is sufficiently general to allow for the evaluation of many different types of clusters.
