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Overview
• Introduction – Noise in GPS Position Time Series
– Some geophysical applications (e.g. sea level) aim for a target accuracy 
of 0.1 mm/yr for Up component velocities 
• Monte Carlo Markov Chain (MCMC) vs. Maximum Likelihood 
Estimation (MLE)
• Data set
• Results of the comparison
• Conclusions
Noise in GPS Position Time Series
• It is widely accepted that GPS position time series are better modelled by a 
combination of white and coloured noise (i.e. time-correlated) rather than just white 
noise (e.g. Zhang et al., 1997; Mao et al., 1999; Caporali, 2003; Williams, 2003; Williams 
et al., 2004;  Langbein, 2008; Hackl et al., 2011) .
• Not accounting for the time-correlated noise component leads to an underestimation
(i.e. too optimistic) of the parameter uncertainties.
• Velocity uncertainties, in particular, have been reported to be too optimistic for white 
noise only models by
– e.g ranges of factors of 3-6 (Zhang et al., 1997) and of 5-11 (Mao et al., 1999) for
GPS daily time series
– and of 3-4 (Williams and Willis,  2006) for DORIS weekly time series
• A number of methods for characterising time-correlated noise have been developed of 
which Maximum Likelihood Estimation (MLE) has become the standard method as 
implemented in CATS (Williams, 2008).
• Recently a method using a Bayesian Monte Carlo Markov Chain Method (MCMC) has 
been developed (Olivares and Teferle, 2013)   
• CATS (Williams, 2008) numerically computes MLE
– it estimates stochastic and deterministic parameters
– and computes the uncertainties of all estimates except for the spectral
index
• MCMC (Olivares and Teferle, 2013) numerically computes a sample of the
a posteriori distribution of the parameters and
– it estimates stochastic and deterministic parameters and their
uncertainties simultaneously, also for the spectral index
What is the difference (if any) when the uncertainty of the
spectral index estimate is also computed?
Comparison between MLE (CATS) and a Bayesian Monte Carlo 
Markov Chain method, which estimates simultaneously all
parameters and their uncertainties.
Noise in GPS Position Time Series (2)
MCMC vs. MLE 
For both methods we use the following:
• Likelihood:   𝐿 𝑦 𝜃 =
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• Model:  𝑦 = 𝑣𝑡 + 𝑦0 +  𝑖=1
2 [𝐶𝑖cos 𝜔𝑖𝑡 + 𝑆𝑖sin 𝜔𝑖𝑡 ]
• 𝜔𝑖 ≡  
2𝑖𝜋
𝑇𝑦𝑒𝑎𝑟, 𝑁 time series length.
• Stochastic Parameter: β = 𝛼, 𝜎𝑝𝑙 , 𝜎𝑤𝑛
• Covariance Matrix: C 𝛽
• All parameters: 𝜃 = 𝛽, 𝑣, 𝑦0, 𝐶𝑖 , 𝑆𝑖
• Data: 𝑦, GPS daily position time series (synthetic and JPL).
MCMC vs. MLE (2)
• Noise modelling:
The Covariance Matrix: We assume a power-law process (𝑃(𝑓) ∝ 𝑓−𝛼) plus 
white noise model (Zhang et al. 1997, Mao et al. 1999, Williams et al. 2004 ):
𝑟𝑖 =  
𝑗=0
𝑖
ℎ𝑗𝑢𝑖−𝑗 + 𝑤𝑖 ,
where ℎ𝑗 =
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, 𝛼 ≥ 0 the spectral index, 𝑗 ∈ ℕ + 0 , 𝑢 ∈ 𝒩 0, 𝜎𝑝𝑙
and 
𝑤 ∈ 𝒩 0, 𝜎𝑤𝑛 . Thus, the covariance matrix is:
𝐶 𝛽 = 𝜎𝑤𝑛
2 𝑰 + 𝜎𝑝𝑙
2 𝐿𝐿𝑇, with 𝐿𝑖𝑗 =  
ℎ𝑖−𝑗 , 𝑖 ≤ 𝑗
0, 𝑖 > 𝑗
MCMC vs. MLE (3)
1. MCMC
– Bayesian Theorem:   𝑃 𝜃 𝑦 =
𝐿 𝑦 𝜃 𝑃 𝜃
𝑃 𝑦
– 𝑃 𝜃 , 𝑃(𝑦) are the a priori distributions of parameters and data, 
respectively.
2. MLE
– 𝜃𝑀𝐿𝐸 = 𝑎𝑟𝑔 𝑚𝑎𝑥 𝐿 𝑦 𝜃
MCMC vs. MLE (4)
Input 
Data y
MLE (CATS) fits a Linear 
model with periodic
signal and Power-law
plus White noise.
Output
 𝜃𝑀𝐿𝐸 , 𝜎 𝜃𝑀𝐿𝐸≠𝛼
Output
Sample of 𝑃  𝜃 𝑦
MCMC fits a Linear 
model with periodic
signal and Power-law
plus White noise.
 𝜃𝑀𝐶𝑀𝐶 −  𝜃𝑀𝐿𝐸 , 𝜎 𝜃𝑀𝐶𝑀𝐶≠𝛼 − 𝜎 𝜃𝑀𝐿𝐸≠𝛼
Input 
Starting points & 
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Data Set (I). Synthetic Data
• 300 synthetic GPS position time series generated with
𝑦 𝑡 = 𝑦0 + 𝑣 𝑡 − 𝑡0 +  
𝑖=𝑎𝑛𝑛𝑢𝑎𝑙, 𝑠𝑒𝑚𝑖
𝐴𝑐,𝑖 cos 𝜔𝑖𝑡 + 𝐴𝑠,𝑖sin(𝜔𝑖𝑡)
Results: Parameters Differences
(synth)
• α estimates from MCMC are larger, i.e. there is more time-correlation according to this
method. 
• CATS sets 𝜎wn to zero for 21% of the time series. According to the simulations, 𝜎pl
estimates from MLE are larger to account for the null value of 𝜎wn. 
• The velocity differences are negligible,  and the estimated y0 from MCMC are slightly
larger, though sub-millimetre at 1𝜎 confidence level (CL).
Par. Difference Median and quantiles [16% , 84%]
Spectral Index α 0.14 [-0.05 , +0.10]
𝜎pl (mm) -0.13 [-0.24 , +0.16]
𝜎wn(mm) 0.06 [-0.15 , +1.04]
v (mm/yr) 0.00 [-0.09 , +0.06]
y0 (mm) 0.08 [-0.51 , +0.69]
Results: Parameters Uncertainties
Differences (synth)
• Velocity uncertainties from MCMC are 41% times larger and sub-millimetre at 1𝜎 CL.
• MLE y0 estimates are larger and millimetre at 1𝜎 CL.
Unc. Difference Median and quantiles [16% , 84%]
v (mm/yr) 0.24 [-0.12 , +0.13]
y0 (mm) -0.89 [-0.66 , +1.02]
Data Set (II). JPL Solution
• JPL solution for IGS core network. GPS position time series are from
http://sideshow.jpl.nasa.gov/post/series.html
• 90 stations with time series lengths ranging from 6 to 19 years.
Results: Stochastic Parameters
Differences (JPL)
• All MCMC α estimates are larger for all components, i.e. there is more time-correlation
according to this method. 
• CATS sets 𝜎wn to zero 71%, 66% and 60% for the North, East and Up components, 
respectively. According to some simulations, 𝜎pl estimates from MLE are larger to
account for the null value of 𝜎wn.  
Par. Difference North East Up
Spectral Index α 0.09 [-0.04 , +0.07] 0.08 [-0.04 , +0.08] 0.08 [-0.03 , +0.06]
𝜎pl (mm) -0.02 [-0.07 , +0.03] -0.02 [-0.07 , +0.03] -0.12 [-0.14 , +0.09]
𝜎wn (mm) 0.22 [-0.08 , +0.14] 0.20 [-0.13 , +0.24] 0.71 [-0.68 , +0.48]
Median and quantiles [16% , 84%]
Results: Velocity and Intercept
Differences (JPL)
• All velocity differences are negligible at 1𝜎 CL.
• Intercept differences range from -2.53 to 14.76 mm at 1𝜎 Cl. Estimates from
MCMC are larger (smaller) for the North and East (Up) coordinates.
• All results beyond 3𝜎 CL are considered outliers.
Par. Difference North East Up
v (mm/yr) 0.00 [-0.03 , 0.03] 0.00 [-0.02 , 0.04] 0.00 [-0.06 , 0.12]
y0 (mm) 3.38 [-4.65 , +10.94] 0.76 [-3.29 , +14.00] -0.20 [-0.75 , +1.21]
Median and quantiles [16% , 84%]
Results: Velocity and Intercept
Uncertainties Differences (JPL)
• All component velocity  uncertainties from MCMC are around 0.1 millimetre per year larger at 
1𝜎 CL.
• The velocity uncertainties are 40% larger for the North and East components (consistent with
results for synthetic data), whereas they are 18% larger for the Up component at 1𝜎 CL.
• The intercept uncertainty from MLE is larger for all three components, ranging from sub-
millimetre (North and East) to millimetre (Up).
Median and quantiles [16% , 84%]
Unc. Difference North East Up
𝜎v (mm/yr) 0.08 [-0.04 , 0.08] 0.08 [-0.04 , 0.10] 0.08 [-0.05 , 0.16]
𝜎y0 (mm) -0.43 [-0.30 , +0.23] -0.40 [-0.27 , +0.18] -1.34 [-0.87 , +0.65]
Results: Periodic Amplitudes 
Differences
• For all three components all estimates agree at sub-milimetre level
within 1𝜎 CL.
Par. Difference North East Up
Annual cos. (mm) 0.00 [-0.06 , +0.07] -0.01 [-0.10 , +0.10] 0.00 [-0.12 , +0.13]
Annual sine (mm) 0.00 [-0.08 , +0.04] 0.00 [-0.12 , +0.10] 0.00 [-0.09 , +0.11]
Semi. cos. (mm) 0.00 [-0.03 , +0.06] 0.00 [-0.04 , +0.03] 0.01 [-0.08 , +0.06]
Semi. Sine (mm) 0.00 [-0.03 , +0.03] 0.01 [-0.04 , +0.06] 0.00 [-0.07 , +0.07]
Median and quantiles [16% , 84%]
Results: Periodic Amplitudes 
Uncertainties Differences
• For all periodic parameters and components, the uncertainties of the amplitudes are larger
from MCMC, though the differences are at sub-milimetre level.
• It holds:−0.03 < 𝜎𝑀𝐶𝑀𝐶 − 𝜎𝑀𝐿𝐸 ≤ 0.34 𝑚𝑚 at 1𝜎 CL.
Unc. Difference North East Up
Annual cos. (mm) 0.02 [-0.03 , +0.06] 0.02 [-0.05 , +0.08] 0.05 [-0.05 , +0.12]
Annual sine (mm) 0.03 [-0.04 , +0.10] 0.03 [-0.04 , +0.15] 0.06 [-0.04 , +0.12]
Semi. cos. (mm) 0.03 [-0.03 , +0.12] 0.02 [-0.03 , +0.07] 0.05 [-0.04 , +0.29]
Semi. Sine (mm) 0.03 [-0.03 , +0.18] 0.02 [-0.03 , +0.15] 0.05 [-0.05 , +0.25]
Median and quantiles [16% , 84%]
Conclusions
• A new Bayesian Monte Carlo Markov Chain method for parameter estimation in GPS 
position time series has been compared to MLE.
• Overall, both methods agree well, but there are some differences:
– MCMC estimates the uncertainty of the spectral index estimate.
– According to MCMC there is more time-correlated noise, i.e. 𝛼𝑀𝐶𝑀𝐶 − 𝛼𝑀𝐿𝐸 > 0.
– MLE yields larger estimates for σpl in order to account for zero-values of σwn.
– (JPL data set) North and East component velocity uncertainties from MCMC are 40% 
larger tan those from CATS. Up component from MCMC is 18% larger. The differences
are sub-milimetre at 1σ CL.
– As some geophysical applications (e.g. sea level) aim for a target accuracy of 0.1 
mm/yr for Up component velocities, these differences could be noticeable.
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