Abstract. In this paper, we prove lower and upper bounds for the extinction time of the contact process on random geometric graphs with connecting radius tending to infinity. We obtain that for any infection rate λ > 0, the contact process on these graphs survives a time super-exponential in the number of vertices.
Introduction
We will study the contact process on random geometric graphs (RGGs) in d ≥ 2 dimensions with intensity g and connecting radius R, denoted by G(n, R, g).
A RGG is constructed as follows. The vertex set is composed by the atoms of a Poisson point process with intensity g on [0,
d . Then for any two vertices v = w, we draw an edge between them if v − w ≤ R, where · denotes the Euclidean norm in R d . We will assume in all this paper that there are positive constants b and B, such that 0 < b ≤ g(x) ≤ B < +∞ for all x.
(1)
The contact process is one of the most studied interacting particle systems and is also often interpreted as a model to describe the spread of a virus in a network (see for instance [13] ). Mathematically, it can be defined as follows: given a locally finite graph G = (V, E) and λ > 0, the contact process on G with infection rate λ is a pure jump Markov process (ξ t ) t≥0 on {0, 1} V . Vertices of V (also called sites) are regarded as individuals which are either infected (state 1) or healthy (state 0). By considering ξ t as a subset of V via ξ t ≡ {v : ξ t (v) = 1}, the transition rates are given by ξ t → ξ t \ {v} for v ∈ ξ t at rate 1, and ξ t → ξ t ∪ {v} for v ∈ ξ t at rate λ|{w ∈ ξ t : {v, w} ∈ E}|, where |A| is the cardinality of a set A.
Originally the contact process was studied on integer lattices or homogeneous trees. More recently, probabilists started investigating this process on some families of random networks like configuration models, or preferential attachment graphs, see for instance [1, 2, 3, 5, 16, 17] .
Random geometric graphs have been extensively studied for a long time by many authors, see in particular Penrose's book [20] . Recently, these graphs have also been considered as models of wireless networks (see e.g. [12] ). Therefore, there has been interest in processes occurring on it, including the contact process in both theoretical and practical approaches, see for example [8, 9, 21] .
In this paper, we are in particular interested in the extinction time of the contact process, τ n = inf{t : ξ 1 t = ∅}, where (ξ 1 t ) is the contact process on G(n, R, g) starting with all nodes infected. We observe that w.h.p. the number of vertices in this graph is between b(1 − o(1))n and B(1 + o(1))n. On the other hand, the contact process on finite graphs dies out a.s. i.e. τ n < ∞ a.s. Now, it is interesting to determine the order of magnitude of τ n . For sparse graphs, i.e. graphs in which the number of edges is of order the number of vertices, it is shown that the extinction time is at most exponential in the number of vertices (see Lemma 3.4) . On the other hand, we will show in Section 2.1 that the extinction time of the contact process on a complete graph is super-exponential in the number of vertices. In random geometric graphs with large connecting radius, the number of edges is much larger than the number of vertices. Moreover, the graph locally looks like a complete graph (all vertices in a ball of radius R/2 form a clique). Hence, we can expect that log τ n is super-linear in n as in the case of the complete graph. (Note that there are graphs which are not sparse but for which log τ n = O(n), for example the configuration model with infinite mean degree, see Theorem 1.2 (ii) in [5] ).
In [9] , more precisely in Theorem 1.2, the author considers the contact process on an equivalent model of G(n, R, g) in 2 dimensions. Translating to our model, he proves that if R → ∞ and R 2 = O(log n), then there exist positive constants c = c(λ) and C = C(λ), such that w.h.p. Cn log n ≥ log τ n ≥ cnR 2 / log n.
In our main result, we will prove that in all dimensions larger than or equal to 2 if R → ∞, then w.h.p. log τ n ≍ n log(λR d ).
Theorem 1.1. Let d ≥ 2 and τ n be the extinction time of the contact process on the graph G(n, R, g) with g satisfying (1) starting from full occupancy. There exist positive constants c, C and K depending only on d, b and B, such that the following statements hold.
with E(1) an exponential random variable with mean one.
(ii) For all R > 0
Part (i) implies that when R tends to infinity, the contact process survives a time super-exponential in n regardless the value of λ. We usually say that in this case the critical value of the infection rate is zero. On the other hand, recently in [19] the authors show that when R is fixed, there is a non-trivial phase transition of the contact process on infinite random geometric graphs (i.e. the vertices are atoms of a Poisson point process on the whole space R d ). More precisely, they prove that there exists a constant λ c > 0, such that if λ < λ c , the contact process dies out a.s., whereas if λ > λ c , it survives forever with positive probability.
There is a conjecture saying that the contact process on a sequence of finite graphs, say (G n ), converging locally to some limiting graph, say G, exhibits a phase transition at the same critical value of infection rate as on the limit G: in the sub-critical regime, the contact process on G dies out a.s. (resp. τ n -the extinction time of the process on G n is of order log(|G n |)), whereas in the super-critical regime, the contact process survives forever with positive probability (resp. log τ n is of order |G n |). This conjecture has been verified in some examples, see for instance [2, 3, 4, 16, 18] .
Hence, for the contact process on G(n, R, g) with R fixed, it is natural to guess that τ n ≍ log n when λ < λ c and log τ n ≍ n when λ > λ c , with λ c the critical value of the contact process on the infinite random geometric graphs as in [19] .
We now make some comments on the proof of Theorem 1.1. To prove (i), we will find in G(n, R, g) a subgraph composed by many adjacent complete graphs, see Lemma 3.1. Then we can compare the contact process with a super-critical oriented percolation. The proof of (ii) follows from a quite general argument: the extinction of the contact process on a graph G = (V, E) is at most exp(C|V | log(|E|/|V |)), for some positive constant C.
The paper is organized as follows. In Section 2, we prove some preliminary results on the contact process on complete graphs, the oriented percolation in two dimensions and long paths in a site percolation. The main theorem is proved in Section 3. In the last section, we study some extensions: the case d = 1 and the equivalent model considered in [9] .
We now fix some notation. We call size of a graph G the cardinality of its set of vertices and we denote it by |G|. For µ > 0, we denote by Poi(µ) a Poisson random variable with mean µ and E(µ) an exponential random variable with mean 1/µ. If f and g are two real functions, we write f = O(g) if there exists a constant
The term w.h.p. means with probability tending to 1.
Preliminairies

2.1.
Contact process on complete graphs. We denote by K m the complete graph of size m. Similarly to the results for the contact process on star graphs in [3, 17] , we prove the following. m be two disjoint complete graphs of size m, and K m,m be the graph formed by adding an edge between these two graphs. Let (ξ t ) be the contact process on K m,m . Then
Proof. Part (i) follows from the following claims
To prove (2), we note that |ξ t | increases by 1 with rate λ|ξ t |(m − |ξ t |) and decreases by 1 with rate |ξ t |. Therefore, when |ξ t | ∈ (m/4, 3m/4), the increasing rate is larger than 3λm 2 /16 and the decreasing rate is less than 3m/4. Thus during the time that |ξ t | ∈ (m/4, 3m/4), it stochastically dominates a continuous time random walk (U t ) satisfying U 0 = m/2 and
To understand (U t ), let us consider its skeleton, a random walk X r satisfying X 0 = m/2 and for r ≥ 0 X r+1 = X r − 1 with probability 4 λm + 4 , X r+1 = X r + 1 with probability λm λm + 4 .
Then θ
Xr is a martingale, where
Let q be the probability that X r goes below m/4 before hitting 3m/4. It follows from the optional stopping theorem that
since λm ≥ 640.
Hence, the random walk (X r ) (and thus the continuous time random walk (U t )) makes at least [m 2 T m ] upcrossings between m/2 and 3m/4 before hitting m/4 with probability larger than
The law of the waiting time between two upcrossings of (U t ) stochastically dominates E(L), with L = 3λm 2 /16 + 3m/4, the waiting time between two stages of (U t ). Suppose that (U t ) makes more than [m 2 T m ] consecutive upcrossings. Then the time that (U t ) stays above m/4 stochastically dominates S, the sum of [m 2 T m ] i.i.d. exponential random variables with mean 1/L. By applying Chebyshev's inequality, we get
Since L ≤ m 2 /2 and (|ξ t |) stochastically dominates (U t ), we deduce (2) from (5) and (6) . We now prove (3) 
Let us define
Then similarly to (4), we have
Since Y t − (e 1 − e 2 )t is a martingale, it follows from the stopping time theorem that
Therefore using mλ ≥ 640, we get
Letting t go to infinity, we obtain
Thus using Markov inequality, we have
It follows from (7) and (8) that
For (ii), let v and w be two vertices in K 
We now claim that
To prove (10) , it amounts to show that
and
For (11), observe that when |ξ ′′ t | ≤ m/4, it increases by 1 in the next stage with probability λ|ξ
as λm ≥ 640. Moreover, the waiting time to the next stage is an exponential random variable with mean less than 1. Therefore, the probability that in all the [m/4] + 1 first stages, |ξ ′′ t | increases and the waiting time is less than 1, is larger than
which implies (11).
For (12), we note that
where If v i ≡ v, we only consider the recovery in v and the infection spread from v to w. We see that if one of (I i ) occurs then w gets infected before m/4 and for any i = 0, . . . , [m/8]
as λ ≤ 1. Therefore, by using induction we have
since λm ≥ 640. Thus (12) follows.
We now prove (ii) by using (10) . Suppose that ξ (14) we have
Suppose that |ξ (9) and (15), we get (ii). 2.2. Oriented percolation on finite sets. For any positive integer ℓ, we consider an oriented percolation process on [0, ℓ] with parameter q defined as follows. Let
We then independently draw an arrow from (i, k) to (j, k + 1) with probability q, where
where the notation (j, 0) ↔ (i, t) means that there is an oriented path from (j, 0) to (i, t). If A = {x}, we simply write (η x t ). We call (η t ) a Bernoulli oriented percolation with parameter q.
The oriented percolation on Z, denoted by (η t ), was investigated by Durrett in [6] . Using his results and techniques, we will prove the following. Lemma 2.2. Let (η t ) be the oriented percolation on [0, ℓ] with parameter q. Then there exist positive constants ε and c independent of q and ℓ, such that if q ≥ 1 − ε then the following statements hold.
(i) For any ℓ,
where
where t ℓ = (1−q) −cℓ and (η (iii) There exist a positive constant β ∈ (0, 1) and an integer s ℓ ∈ [exp(cℓ), 2 exp(cℓ)], such that
Proof. Part (i) is Theorem B.24 (a) in [13] and (ii) can be proved using a contour argument as in Section 10 in [6] . We now prove (iii). Let (η t ) be the oriented percolation on Z. Then
Hence we can assume that α > 3/4. Now we define
Then for all t ≤ ℓ 3 ,η
Therefore,
Hence, to simplify notation, we use (η t ) for the both processes in the interval [0, ℓ 3 ]. To prove (iii), our goal is to show that there exists a positive constant c, such that for any A ⊂ [ℓ 1 , ℓ 2 ] and |A| ≥ 3αℓ/8,
Then repeatedly applying (16) implies (iii) with β = α/2. To prove (16) , it suffices to show that there exists a positive constant c, such that
To prove (17), we define for any A ⊂ Z and t ≥ 0
Then (17) is a consequence of the following.
• it is not hard to see that if
The second claim is a consequence of Theorem 1 in [7] . (Note that in [7] the result is proved for the contact process, but as mentioned by the author the proof works as well for oriented percolation). In fact, it still holds if we replace 3/4 by any α ′ < α. To prove the third one, we observe that if η
Moreover, by the main result of Section 11 in [6] , there is a positive constant c, such that for all integer x,
Then the third claim follows from the last two estimates.
To prove (18), we use the same argument as in Section 10 in [6] . We say that A is more spread out than B (and write A ≻ B) if there is an increasing function ϕ from B into A such that |ϕ(x) − ϕ(y)| ≥ |x − y| for all x, y ∈ B. (Note that this implies |A| ≥ |B|). In [6] , Durrett proves that there is a coupling such that if A ≻ B then η A t ≻ η B t for all t ≥ 0, and as a consequence |η
On the other hand, by (ii) 
When d = 2, the statement follows from the main result in [11] . We will prove it for d = 3, the proof for d ≥ 4 is exactly the same and will not be reproduced here.
2 . We define Figure 1 for a sample of a nice plane.
The result for d = 2 implies that w.h.p. Λ i is ρ 2 -good. On the other hand, we know that w.h.p. in the percolation on a box of size n there is a unique open cluster having diameter larger than C log n for some C large enough (see for example Theorem 7.61 in [10] ). Thus w.h.p. there is a unique open cluster of size larger (C log n) d . Hence Λ i is nice w.h.p. for all i = 1, . . . , n. Moreover, the events {Λ i is nice} are independent since the planes are disjoint. Therefore A n holds w.h.p. with
On A n , there are more than n/2 disjoint open paths (they are in disjoint planes), each of which has length larger than ρ 2 n 2 1 . Thus, to obtain an open path of length of order n 3 , we will glue these long paths using shorter paths in good boxes of nice planes. To do that, we define 
In other word, we can jump from the i th plane to the next one in two ways. Moreover, on A n for all i such that the i th plane is nice, the first part of the long open path in Λ i is connected to ℓ i (as these paths are in the same rectangle {i} × [m, 2m + m 1 ] × [0, n] and have length larger than m 1 ), and similarly the third part is connected to ℓ ′ i , see Figure 1 .
The i th plane is nice The (i + 1) th plane is nice
x i y i Figure 1 . Gluing two long paths.
2 a path of length larger than ρ 2 n 3 /3 . Indeed, we start at the first nice plane, say the i th plane, at an end point, from the right for example, of the long path, then go along this long path towards the other end point. Then we can go to ℓ i and arrive at (i, a i ). Now we jump to (i + 1, a i ) (recall that it is a neighbor of (i, a i )). If the (i + 1) th plane is not nice, we go to (i + 1, a i+1 ) to jump to the next plane (note that both (i + 1, a i ) and (i + 1, a i+1 ) are in ℓ i+1 ). If the (i + 1)
th plane is nice, we now can touch and then go along to the long path in this plane and arrive at (i + 1, b i+1 ) to jump to the next plane. By continuing this procedure, we can go through all the long paths of nice planes. The resulting path is in
, w.h.p. we can find two paths of length larger than m which are connected to the long path we have just found above. These paths form the required three-parts long path. Therefore on A n ∩B n , w.h.p. the box [0, n] 3 is ρ 3 -good with ρ 3 = ρ 2 /3. Now it remains to show that B n holds w.h.p. We observe that the probability of the existence of such a path ℓ i is larger than 1 − exp(−cm) for some c > 0 (see for instance (7.70) in [10] ). Thus B n holds w.h.p.
We summary here the change of proving the induction from d − 1 to d when d ≥ 4. First, in the definition of a nice box, we consider Proof. If n/R d is bounded from above, then w.h.p. G(n, R, g) contains a clique of size of order n and thus the result follows. Indeed, by definition the vertices in
form a complete graph. Moreover the number of vertices in A is a Poisson random variable with mean A g(x)dx ≍ R d ≍ n, and hence w.h.p. it is of order n. We now assume that n/R d tends to infinity.
. We see that if v and w are in the same small box or in adjacent ones, then v − w ≤ R, hence these two vertices are connected. This implies that the vertices on a small box form a clique and two adjacent cliques are connected.
For any a ∈ [1, ℓ] d , let us denote by
the number of vertices located in E a . Then (X a ) are independent and X a is a Poisson random variable with mean
since g(x) ≥ b for all x. For any a, we define
Since P(Poi(µ) ≥ µ/2) → 1 as µ → ∞, it follows from (19) that P(Y a = 1) → 1 as R → ∞. Therefore there is a positive constant C 1 , such that if Proof. Let (ξ t ) be the contact process on C(ℓ, M) with parameter λ > 0. It is sufficient to consider the case λ ≤ 1, since the contact process is monotone in λ. We assume also that Mλ ≥ 640.
For i ∈ [0, ℓ], we say that it is lit at time t (the term is taken from [3] ) if the number of infected vertices in its attached complete graph at time t is larger than M/4. where "i makes j lit at time (r + 1)T " means that
with C(i) the complete graph attached at i. Then (Z r i,j ) naturally define an oriented percolation by identifying
where F t denotes the sigma-field generated by the contact process up to time t.
Moreover if x = i and y = j, then Z r x,y is independent of Z r i,j . Hence by a result of Liggett, Schonmann and Stacey [14] (see also Theorem B26 in [13] ) the distribution of the family (Z r i,j ) stochastically dominates the measure of a Bernoulli oriented percolation with parameter
with γ ∈ (0, 1). Moreover, if λM is large enough, then 1 − T −γ > 1 − ε, with ε as in Lemma 2.2.
In summary, when λM is large enough, the distribution of (Z r i,j ) stochastically dominates the one of an oriented percolation on [0, ℓ] with density close to 1. On the other hand, it follows from Lemma 2.2 (ii) that w.h.p. the oriented percolation process survives up to the step
for some constant c > 0. Combining these, we get the result.
We now prove a metastablity result for connected graphs containing a copy of C(ℓ, M). 
Proof. According to Proposition 1.2 in [15] , it suffices to show that there exists a sequence (a n ), such that a n = o(E(τ n )) and
where (ξ t ) t≥0 denotes the process starting from full occupancy. Setλ = λ ∧ 1. Using Lemma 3.2, we get
with c as in this lemma. By (21) , there is a sequence (ϕ n ) tending to infinity, such that
Now define b n = s kn T and a n = 2b n + 1, with s kn as in Lemma 2.2 (iii) and T = exp(M log(λM)/16).
Then (23) and (24) show that a n = o(E(τ n )), so it remains to prove (22) for this choice of (a n ). To this end it is convenient to introduce the dual contact process. Given some positive real t and A a subset of the vertex set V n of G n , the dual process (ξ
for all s ≤ t. It follows from the graphical construction that for any v,
So let us prove now that the last sum above tends to 0 when n → ∞.
By the hypothesis, there are vertices x 0 , . . . , x kn together with complete graphs of size M, C(x 0 ), . . . , C(x kn ), which form a graph isomorphic to C(k n , M). Now we slightly change the definition of a lit vertex, and say that x i is lit if the number of its infected neighbors in C(x i ) is larger than M/4 for i = 0, . . . , k n .
We first claim that for any v
with
Suppose for a moment that (26) holds. Then we also have
Note that A(v) andÂ(w) are independent for all v and w. Moreover, on A(v)∩Â(w), there are more than βk n /2 vertices which are lit in both the original and the dual processes.
More precisely, there is a set S ⊂ [(1 − β)k n /2, (1 + β)k n /2] with |S| ≥ βk n /2 and sets
It is not difficult to show that there is a positive constant c, such that for any nonempty sets
where the notation
←→ W i × {b n + 1} means that there is an infection path inside C(x i ) from a vertex in U i at time b n to a vertex in W i at time b n + 1.
Moreover, conditionally on the sets U i , W i , these events are independent. Therefore,
by our choice of k n . This implies that
Combining (26), (27) and (28) we obtain (25). Hence, now it amounts to prove (26).
To see this, we define an oriented percolation (η r ) r≥0 similarly as in Lemma 3.2. For 0 ≤ i, j ≤ k n and r ≥ 0, such that |i − j| = 1 and i + r is even, we let Z r i,j = 1 (or equivalently (i, r) ↔ (j, r + 1)) if either x i is not lit at time rT or x i is lit at time rT and x i makes x j lit at time (r + 1)T .
As in Lemma 3.2, there exists a positive constant K, such that if Mλ ≥ K, then (η r ) stochastically dominates a Bernoulli oriented percolation with parameter 1 − ε, with ε as in Lemma 2.2.
Assume that d n is even, if not we just take the smallest even integer larger than d n . Then we setd
where for any A ⊂ {0, . . . , k n } and t ≥ s ≥ 0 η A,s t = {x : ∃y ∈ A, (y, s) ↔ (x, t)}.
Note that kd n + d n + 2k n = (k + 1)d n . Then using Lemma 2.2 (i), we get
We observe that ifσ kn (k) ≤ (k + 1)d n , then there is a horizontal crossing before (k + 1)d n . Hence,η
We have 
Using Lemma 2.2 (iii), we obtain a bound for the first term
by the choice of k n . For the second term, by using a similar argument as for (13), we have
for some constant C > 0. On the other hand, if x i is infected at time t then it is lit at time t + T with probability larger than exp(−CT ). Therefore combing with (29), we get that for any k ≤ K n − 1,
where the last equality follows from the definition of s kn . Combining (32), (33) and (34) we get (26) and finish the proof.
Proof of Theorem 1.1 (i). We first prove the lower bound on τ n . By Lemma 3.1, there are positive constants c and K, such that if R d ≥ K/(λ ∧ 1), then w.h.p. G(n, R, g) contains as a subgraph a copy of C(ℓ n , M), with ℓ n = [cnR
contains a complete graph of size of order n. Then Lemma 2.1 (i) implies that w.h.p. the extinction time is larger than exp(cn log(λn)), for some c > 0.
If ℓ n tends to infinity, then the result follows from Lemma 3.2.
To prove the convergence in law of τ n /E(τ n ), we recall some known results about the diameter of the giant component and the size of small components in RGGs. There is a positive constant R 0 , such that if R > R 0 , then w.h.p. The first claim is proved in [8] (Corollary 6) and the second one is proved in [20] (Theorem 10.18) when g ≡ 1. It is not hard to generalize these results for our model with g bounded both from below and above. The second claim together with Lemma 3.4 below show that w.h.p. the extinction of the contact process on G n and on its largest component are equal. We are now in a position to complete the proof of (i).
•
Therefore, Lemmas 3.1 and 3.3 imply the convergence in law of τ n /E(τ n ).
, with D n,max the maximum degree in the largest component. Therefore, the result is proved by using Proposition 6.2 in [5] (see the latest version on arXiv).
Proof of (ii).
We prove an upper bound on the extinction time of the contact process on an arbitrary graph.
Lemma 3.4. Let τ G be the extinction time of the contact process on a graph G = (V, E) starting from full occupancy. Then
Proof. Observe that (b) is a consequence of (a) and the following. For any s > 0
This result is Lemma 4.5 in [16] . We now prove (a). Let us denote by (ξ t ) the contact process on G starting with full occupancy. By using Markov's property and the monotonicity of the contact process, it suffices to show that
Observe that the process dies at time 1 if for any vertex v, it heals before 1 and does not infect any neighbor. Let σ v be the time of the first recovery at v, then σ v ∼ E(1). Let σ v→ be the time of the first infection spread from v to one of its neighbors. Then it is the minimum of deg(v) i.i.d. exponential random variables with mean λ and thus σ v→ ∼ E(λ deg(v)). Moreover σ v and σ v→ are independent. Therefore
.
On the other hand, these events {σ v < min{σ v→ , 1}} v are independent. Then using Cauchy's inequality, we get that Proposition 4.1. Let d = 1. Consider the contact process on one-dimensional random geometric graphs G(n, R, g) with g satisfying (1). Then there exist positive constants κ, K, c and C depending only on b and B, such that the following statements hold.
(i) If R ≤ κ log n, then w.h.p. the number of vertices in the largest component is o(n 2/3 ). Thus log τ n = o(n) w.h.p.
(ii) If R ≥ K log n, then w.h.p. the graph is connected and cn log(λR) ≤ log(τ n ) ≤ Cn log(λR),
Proof. For (i), it is sufficient to consider R = κ log n with κ chosen later. We divide [0, n] into [n/R] intervals of length R, denoted by I 1 , . . . , I [n/R] . Then the number of vertices in I i is a Poisson random variable with mean I i g(x)dx ≍ R. Therefore
as R ≍ log n. On the other hand, since I i g(x)dx ≤ BR for all i, the probability for an interval to be empty is larger than e −BR . Hence
with R = κ log n and κ small enough.
We observe that if an interval is empty, then there is no edges between vertices in the left-hand side and the right-hand side of this interval. Thus, it follows from (36) and (37) that w.h.p. the number of vertices in any component is smaller than R 2 [ √ n] = o(n 2/3 ). We now prove (ii). If R ≍ n, then the graph contains a complete graph of size of order n. Thus using Lemma 2.1 (i), we get the lower bound on τ n . Assume that R = o(n). 
with R ≥ K log n and K large enough. This implies that w.h.p. G(n, R, g) contains as a subgraph a copy of C([2n/R], [bR/4]) (note that the vertices in the same interval or in adjacent ones are connected). Thus similarly to Theorem 1.1, we get the lower bound on τ n . The upper bound also follows from the same argument as in Theorem 1.1.
For the connectivity, since all vertices in an interval J i or in adjacent ones are connected, we observe that {J i is good for all i ≤ [2n/R]} ⊂ {J i is non-empty for all i ≤ [2n/R]} ⊂ {G n is connected}.
Therefore by (38), when R ≥ K log n with K large enough, w.h.p. G n is connected. In addition, its diameter is d n ≤ [2n/R] + 1.
For the convergence in law, we note that C(ℓ, Proof. First, we observe that the law of a Poisson point process with intensity g on a set A conditionally on its number vertices, say N, is the same as that of the process defined by placing independently N points in A with density g/ A g. Therefore, the graph G(n, R, g) conditionally on its size |G| is isomorphic to G ′ (|G|, r, f ) with
To prove the lower bound on τ n , we consider G 1 = G(n/(2B), R 1 , g 1 ), where Since |G 1 | is a Poisson random variable with mean less than n/2, w.h.p. |G 1 | is less than n. Therefore w.h.p. G 1 can be coupled as a subgraph of G ′ (n, r, f ). This domination together with Theorem 1.1 and Proposition 4.1 imply the results for the lower bound on τ n and the convergence in law of τ n /E(τ n ) (note that the results of the connectivity and the diameter of the largest component or the size of the second largest component also hold in this model).
Similarly, for the upper bound of τ n , we consider G 2 = G(2n/b, R 2 , g 2 ) with Then w.h.p. G 2 contains as a subgraph a copy of G ′ (n, r, f ). Thus by applying Theorem 1.1 and Proposition 4.1, we get desired results.
