Abstract. We treat the problem of testing mutual independence between m continuous observations when the available sample size n is comparable to m. As test statistics, we consider sums of squared rank correlations between pairs of random variables. Specific examples we study are sums of squares formed from Kendall's τ and from Spearman's ρ. In the asymptotic regime where m/n converges to a positive constant, the null distribution of these statistics is shown to converge to a normal limit. The proofs are based on results for sums of squares of rank-based U-statistics.
Introduction
This paper is concerned with nonparametric tests of mutual independence between m observed variables. Let X 1 , . . . , X n be a sample of independent and identically distributed multivariate observations, where each X i = (X 
n ) for p = 1, . . . , m. We then wish to test the hypothesis (1.1) H 0 : X (1) , . . . , X (m) are mutually independent.
Our focus is on the use of rank correlations in problems in which the dimension m is comparable to the sample size n. Specifically, we study tests based on sums of squared rank correlations and derive their asymptotic null distribution when m grows as a function of n such that m/n tends to a positive constant. The existing literature discussing tests of (1.1) in high-dimensional settings falls into two lines of work, which we review briefly. Let r (pq) denote the Pearson (product-moment) correlation of X (p) and X (q) . Jiang (2004) proved that, up to appropriate renormalization, the null distribution of the statistic (1.2) max 1≤p<q≤m r (pq) converges to an extreme value distribution of type 1 when m/n converges to a positive constant as m, n → ∞. He assumed higher-order moment conditions that were weakened in subsequent work (Li et al., 2010 , 2012 , Liu et al., 2008 , Zhou, 2007 . Cai and Jiang (2011) derived a similar extreme value type asymptotic distribution for the statistic from (1.2), allowing for subexponential growth in the dimension m.
An alternative approach was suggested by Schott (2005) , who proposed the test statistic (1.3)
T r := 1≤p<q≤m r (pq) 2 − m 2 1 (n − 1)
, where the subscript "r" emphasizes the use of Pearson correlations. Schott (2005) proves that for multivariate normal observations, the statistic T r is asymptotically normal when m/n → γ ∈ (0, ∞) and the null hypothesis H 0 is true. More precisely, T r converges in distribution to N (0, γ 2 ). Note that when H 0 holds and the observations are multivariate normal, the square of each correlation r (pq) has expectation 1/(n − 1) such that T r has expectation zero. Mao (2014) suggested a related statistic, namely, the sum of f (r (pq) ) for f (x) = x 2 /(1 − x 2 ) and established asymptotic normality of the null distribution of the recentered statistic.
In this paper we follow the approach of Schott (2005) but propose the use of rank correlations in place of the Pearson correlation to obtain nonparametric tests of (1.1). The two classical examples are Kendall's τ and Spearman's ρ. Kendall's rank correlation is based on a comparison of counts of concordant and discordant pairs, and for a choice of two distinct variables indexed by p and q, we may write it as (1.4) τ (pq) = 2 n(n − 1) n . Spearman's rank correlation is the Pearson correlation between the rank vectors and can be written as (1.5)
Background on rank correlations can be found in Kendall and Gibbons (1990) .
Under independence of X (p) and X (q) , the squares of Kendall's τ and Spearman's ρ have expectations
respectively; see, for instance, Hoeffding (1948, pp. 312, 317) . To test (1.1), we thus consider the centered statistics
We will study T τ and T ρ from the general point of view of rank-based U-statistics (Section 3). Our main result is Theorem 3.1, which shows asymptotic normality of sums of squares of rank correlations that fall into the U-statistic framework. As a corollary, we obtain the asymptotic distribution of T τ and also T ρ , although the latter requires additional arguments relating Spearman's ρ to a U-statistic. Corollary 1.1. Suppose the hypothesis of complete independence from (1.1) holds and m/n → γ ∈ (0, ∞). Then T τ and T ρ converge in distribution with
Setting critical values based on the asymptotic distributions from Corollary 1.1 yields tests whose size and power we explore in the simulations in Section 4. It should be emphasized, however, that tests based on T τ and T ρ can also be implemented as (exact) permutation tests, using Monte Carlo approximations as needed. Similarly, the null distribution of Schott's statistic T r can also be approximated via Monte Carlo, simulating data as independent draws from the standard normal distribution. Nevertheless, the limiting distributions derived by Schott (2005) and in this paper have appeal for larger problems, where they may provide accurate approximations and keep computational effort low.
Rank correlations as U-statistics
For each p = 1, . . . , m, define the vector of ranks
Recall that we assume the original observations to be continuous random vectors such that ties among the ranks have probability zero. Throughout this section as well as Section 3, we assume that the hypothesis H 0 from (1.1) holds such that R (1) , . . . , R (m) are independent and each R (l) follows a uniform distribution on S n , the group of all n! permutations of {1, . . . , n}. We use E[·], var [·] and cov[·] to denote expectations, variances and covariances under H 0 , respectively. Let N = {1, 2, . . . } be the set of natural numbers, and suppose
is a kernel that is symmetric in its k arguments. In other words, for all choices of pairs r 1 , . . . , r k ∈ N 2 and a permutation π ∈ S k , it holds that h (r 1 , . . . , r k ) = h r π(1) , . . . , r π(k) . Write P(n, k) for the set of ordered k-tuples i = (i 1 , . . . , i k ) with 1 ≤ i 1 < · · · < i k ≤ n, and for i ∈ P(n, k), define the rank vector
is uniformly distributed on S k . For a pair of indices p and q, we denote pairs of ranks as
and define a centered U-statistic with kernel h by
The subtracted expectation
does not depend on the choice of i, p and q, because the rank vectors R (1) , . . . , R
are i.i.d. according to a uniform distribution on S n .
Example 2.1. Write r i = r
(1)
. If we take h to be the kernel of degree k = 2 given by
>0
, then θ h = 1 and S (pq) h is equal to Kendall's τ (pq) from (1.4).
Example 2.2. Define a kernel function of degree k = 3 by
.
Then θ h = 0. We make the definition
One can show that the Spearman's ρ (pq) admits the decomposition
compare Hoeffding (1948, p. 318 
is independent of X (p) (and also independent of X (q) ).
(iii) For any fixed 1 ≤ l ≤ m, the m − 1 random variables S Next, we state results concerning the moments of S (pq) h . For c = 0, . . . , k, consider two tuples i = (i 1 , . . . , i k ) and j = (j 1 , . . . , j k ) in P(n, k) that share c entries, that is, the intersection of {i 1 , . . . , i k } and {j 1 , . . . , j k } has cardinality c. Then define the covariances
which play a key role in the classical distribution theory for U-statistics; see Chapter 5 in Serfling (1980) or Chapter 12 in van der Vaart (1998) . Clearly, ζ 0 = 0. Lemma 2.2. Suppose n ≥ 2k ≥ 2. Then for 1 ≤ p < q ≤ n,
Moreover,
and, for any d > 2,
The claim about µ h is well-known; see e.g. Lemma 5.2.1A in Serfling (1980) . The last claim about general moments of order d > 2 follows from Lemma 5.2.2A in Serfling (1980) . The compution of the leading term for the fourth moment is deferred to Appendix A.
Sums of squares of rank-based U-statistics
We are ready to introduce a general class of test statistics for the hypothesis H 0 from (1.1). The class comprises statistics of the form
where µ h is the expectation of the square of S (pq) h from Lemma 2.2. As demonstrated in Examples 2.1 and 2.2, the statistics T h specialize to T τ from (1.6) as well as a statistic closely related to T ρ from (1.7). In this section, we study the null distribution of T h for a general kernel h. Recall that under H 0 , the rank vectors R
(1) , . . . , R (m) are i.i.d. and follow a uniform distribution on S n . The next theorem is the main result of this paper. It makes references to the covariance ζ 1 that was defined in Lemma 2.2.
Theorem 3.1. Under H 0 and as m/n → γ ∈ (0, ∞),
Our proof of Theorem 3.1 is based on a central limit theorem for martingale arrays (Hall and Heyde, 1980 , Corollary 3.1) that was also applied by Schott (2005) . We outline the approach here, postponing computations verifying the conditions of the martingale CLT to Appendix B.
Proof. Fix a sample size n. For q = 1, . . . , m, let F nq be the σ-algebra generated by X
(1) , . . . , X (q) (or for our purposes, equivalently,
with D n1 = 0, and write
We claim that, for each n, the sequence {T nq , F nq , 1 ≤ q ≤ m} forms a martingale, i.e., E [T nq |F n,q−1 ] = T n,q−1 for q = 2, . . . , m. Given the way T nq is defined as a sum, it suffices to show that (m) are independent under H 0 , conditioning on F n,q−1 is the same as conditioning on X (p) alone in (3.3). Hence, (3.3) follows from Lemma 2.1(i) and (ii).
Since each T nq is bounded and thus trivially square-integrable, Corollary 3.1 in Hall and Heyde (1980) applies to the martingale array {T nq , F nq , 1 ≤ q ≤ m, n ≥ 1} and implies the assertion of Theorem 3.1 if we can show that the squares of the martingale differences D nl satisfy two conditions. The first condition requires
where the convergence symbol stands for convergence in probability. The second condition is a Lindeberg condition. In Lemma B.2 in the Appendix B, we show that, in fact, (3.4) holds also holds in the stronger sense of L 2 (or quadratic mean). Lemma B.3 proves a Lyapunov condition that implies the Lindeberg condition, which completes the proof of Theorem 3.1.
For the kernel h from Example 2.1, the statistic T h in (3.1) coincides with T τ in (1.6). Moreover, h has degree k = 2 and ζ 1 = 1/9 (van der Vaart, 1998, p. 164). Theorem 3.1 thus implies the claim that Corollary 1.1 makes about T τ .
In the rest of this section we clarify how the claim that Corollary 1.1 makes about the Spearman statistic T ρ is obtained. Take h to be the kernel from (2.2) in Example 2.2. Then ζ 1 = 1/9, ζ 2 = 7/18 and ζ 3 = 1, giving
Theorem 3.1 then yields the asymptotic distribution of (3.5)
Corollary 3.2. Under H 0 and as m/n → γ ∈ (0, ∞), the statistic Tρ in (3.5) converges in distribution to N (0, γ 2 ).
The claim that Corollary 1.1 makes about T ρ thus follows if we can show the Spearman statistic T ρ has the same asymptotic null distribution as Tρ. This, however, is implied by the following fact, which we prove in Appendix B. The proof makes use of the decomposition from (2.4).
Lemma 3.3. Under H 0 and as m/n → γ ∈ (0, ∞),
Simulation experiments
We compare three tests of the independence hypothesis H 0 from (1.1). The tests are based on the statistic T r that uses Pearson (product-moment) correlations, and the statistics T τ and T ρ that use Kendall and Spearman rank correlations, respectively. Recall the definitions in (1.3), (1.6), and (1.7). Each test compares its statistic to the normal distribution that constitutes the respective asymptotic null distribution obtained by equating the limit γ with m/n. Targeting a size of 5%, H 0 is rejected if the value of the statistic exceeds the 95 percentile of the relevant normal distribution. The finite-sample size and power of the resulting tests are assessed in a simulation study. Table 1 lists out empirical sizes of the tests when the data are simulated as i.i.d. N (0, 1). Table 2 gives the corresponding sizes when the data are i.i.d. noncentral t with ν = 3 degrees of freedom and noncentrality parameter µ = 2. For each combination of m and n, the empirical sizes of the three tests are calculated from 5, 000 independently generated data sets. We remark that the exact null distributions of T τ and T ρ are the same in the two scenarios of normal and noncentral t data such that the differences in empirical sizes for the associated tests between Tables 1 and 2 are Monte Carlo errors.
As expected, for a fixed ratio m/n, the empirical sizes in Table 1 all get closer to 0.05 when m and n increase. The same happens in Table 2 for the two rank tests but the test based on T r rejects too often. For instance, when n = m = 128, both T τ and T ρ lead to a size of roughly the desired 0.05, whereas T r leads to roughly twice that size. However, Tables 1 and 2 also show that the use of the asymptotic distribution of T τ yields too liberal a test for small sample sizes. For n ≤ 32, the use of the asymptotic distribution cannot be recommended for T τ . The normal approximation for T ρ seems accurate, however, even for small samples. To illustrate the latter two observations, we consider the example of (m, n) = (32, 16) and compute kernel density estimates based on the simulated values of γ −1 T ρ = 1 2 T ρ and 9 4γ T τ = 9 8 T τ ; recall Corollary 1.1. In Figure 4 .1, these are plotted alongside the asymptotic N (0, 1) density. Clearly, N (0, 1) is a better approximation for the distribution of 1 2 T ρ than for that of 9 8 T τ . Turning to a study of the power of the tests we generate data as samples consisting of independent random vectors X 1 , . . . , X n whose m coordinates are dependent. First, we consider the case where each X i is multivariate normal, with mean vector zero and banded covariance matrix. Precisely, X i ∼ N m (0, Σ band2 ), where Σ band2 = (σ ij ) is the m × m matrix with all diagonal entries σ ii = 1 and entry σ ij = 0.1 if 1 ≤ |i − j| ≤ 2 and σ ij = 0 if |i − j| ≥ 3. Table 3 shows that under this alternative, the Spearman statistic T ρ achieves a power that is not far behind that of T r . As mentioned earlier, the asymptotic test based on the Kendall statistic T τ is too liberal at small sample sizes. Focusing on the larger sample sizes in Table 3 , the tests based on T ρ and T τ have similar power. Clearly, all three tests are consistent under this alternative and the power increases to one as n, m grow large.
To make a case for the use of T ρ and T τ , one could cook up an example of dependent data with zero Pearson correlations and nonzero Spearman or Kendall correlations. But benefits are also seen in more realistic scenarios of milder data contamination, and this is what we focus on with our last experiment. We replicate the experiments underlying Table 3, except that for each combination of (n, m), we randomly select 5% of the nm values of the data matrix to be contaminated. Each selected value is replaced by an independent draw from N (2.5, 0.2) multiplied with a random sign. Such outliers tend to descrease observed correlation but it is natural to expect that the rank correlations are affected less than Pearson correlations. As the results in Table 4 show, this is indeed the case as T r tends to give smaller power than T τ and T ρ throughout.
Discussion
In this paper, we developed distribution theory for sums of squares of rank correlations that can be expressed as/related to U-statistics. The theoretical developments parallel that of Schott (2005) who considered Pearson correlations in the context of normal observations. In future work, it would be interesting to cover other classical correlation measures such as Spearman's footrule (Diaconis and Graham, 1977) as well as the more recently introduced correlations of Székely et al. (2007) and Bergsma and Dassios (2014) , which allow for a refined assessment of dependence. In addition, it would be desirable to generalize our work to obtain theoretical insight in the power of different tests.
Sums of squares of correlations correspond to the squared Frobenius norm between an estimated correlation matrix and the identity matrix, the true correlation matrix under a hypothesis of independence. Other complementary statistics could be defined using other norms and, as discussed in the introduction, the case of maximum correlation has been treated in the literature. Indeed, in a recent and closely related paper, Han and Liu (2014) treat maxima of rank correlations.
Appendix A. Proofs for Section 2
We first state and prove a generalized version of Lemma 2.1. Suppose
is a function that is symmetric in its n arguments. For 1 ≤ p, q ≤ m, let
be the vector of paired ranks of the variables indexed by p and q. Then define the statistic
Lemma A.1. The collection of statistics S (pq) satisfies the following properties:
is independent of X (p) (and also independent of X (q) ). (iii) For any fixed 1 ≤ l ≤ m, the m − 1 random variables S (pl) , p = l, are mutually independent. (iv) If If p = q, r = s and {p, q} = {r, s}, then S (pq) and S (rs) are independent.
Proof. Claim (i) holds because the independence of X (1) , . . . , X (m) implies that the rank vectors R (1) , . . . , R (m) are i.i.d. For assertion (ii), note that, by the permutation symmetry of g in its n arguments, S (pq) is a function of the antirank of X (q) in relation to to X (p) (Hájek et al., 1999, p. 63) . These antiranks, which we denote by R (q)|(p) , are uniformly distributed on S n for any fixed choice of X (p) , which yields the independence of S (pq) and X (p) . Similarly, S (pq) is independent X (q) . (Of course, X (p) and X (q) together determine S (pq) .) Claim (iii) holds since the independence of X (1) , . . . , X (m) implies that the m − 1 vectors of antiranks R (l)|(p) for p = l are mutually independent. Finally, the pairwise independence stated in (iv) is implied by the independence of X (1) , . . . , X (m) and (iii).
Next, we supply the proof of the second lemma from Section 2.
Proof of Lemma 2.2. It remains to prove the claim about the fourth moment of S (pq) h
. Without loss of generality, we can assume (p, q) = (1, 2). The fourth moment can be written as w ≥ 4k − 1, there must exist w ∈ {1, 2, 3, 4} such that i w ∩ i w = ∅ for all w = w , in which case R i w is independent of the triple of other R i w 's. It follows that
Similarly, if | ∪ 4 w=1 i w | = 4k − 2, the summand in (A.1) is non-zero only when the four indices in {1, 2, 3, 4} can be partitioned into two disjoint sets W 1 and
Next, we count how many summands in (A.1) have | ∪ ways of partitioning the remaining elements to form the two subsets. In the above counting process, no ordering is taken into account. Hence, the total number of summands in (A.1) that have | ∪
We remark that an alternative way to count the summands would be
This is based on first picking the k elements of i 1 , and then choosing one of i 2 , i 3 , i Finally, we may simplify the leading term to 3k
Appendix B. Proofs for Section 3
In order to complete the proof of Theorem 3.1, we are left with proving Lemma B.2 and Lemma B.3 below. After the proofs of Lemma B.2 and Lemma B.3, this section gives the proof of Lemma 3.3. For notational convenience, we will use the shorthandS
Then the martingale differences that are the object of study in Lemma B.2 and Lemma B.3 are
The following technical lemma is used to prove Lemma B.2. Its proof uses counting techniques similar to those that appear in the proof of Lemma 2.2.
Lemma B.1. Suppose 1 ≤ p, q, l, u ≤ m are four distinct indices. Then
Proof. Without loss of generality, we prove the result for (p, q, l, u) = (1, 2, 3, 4). Note that for any four distinct indices 1 ≤ p 1 , p 2 , p 3 , p 4 ≤ m, the antiranks
|(4) respectively, on expansion,
where the last equality follows from Lemma 2.2. We finish the proof by showing
For simplicity, we leth(·) := h(·) − θ h and R
i,k ) for 1 ≤ p = q ≤ m and i ∈ P(n, k). Also, for i w ∈ P(n, k), w = 1, . . . , 8, we define P (·) as a function of the tuple (i 1 , . . . , i 8 ) where
Then on expansion,
As in the proof of Lemma 2.2, we identify i w with the set {i
2), where (p, q) must be one of (1, 3), (2, 3), (1, 4) or (2, 4), is independent of all other factorsh(R (p,q)
. . , i 8 ) to be non-zero it must be that |i w ∩i w+1 | = 1 for w = 1, 3, 5, 7, in which case the four sets
are disjoint, and the corresponding four factors
2) are independent. Then it is easily seen that P (i 1 , . . . , i 8 ) = ζ 4 1 . This happens for
choices of (i 1 , . . . , i 8 ), which can be seen as follows. First, pick 8k − 4 indices from the set {1, . . . , n}, and note that there are 8k−4 2k−1,2k−1,2k−1,2k−1 ways of partitioning the 8k −4 indices into the four sets i 1 ∩i 2 , i 3 ∩i 4 , i 5 ∩i 6 , i 7 ∩i 8 . For each w ∈ 1, 3, 5, 7, there are 2k − 1 choices for the one shared common index in i w ∩ i w+1 , and there are 2k−2 k−1 ways of distributing the remaining 2k − 2 indices to i w and i w+1 . Since the count of the summands
and we are done proving (B.1).
Lemma B.2. The martingale differences from (3.2) satisfy the L 2 convergence
Proof. For the claimed L 2 convergence, it is sufficient to show that if m, n → ∞ with m/n → γ ∈ (0, ∞), then
To show (B.5), note that by Lemma 2.1(i) and (iii), the termsS
n 2 +O n −3 .
It follows that
It remains to show (B.6). Write
and notice that the first sum on the right-hand side is a constant because, by Lemma 2.1(ii),
We thus need to show that
To prove (B.8), we consider
which is a function of X (p) and X (q) alone. In fact, C (pq) is a function of R (p) and R (q) , and Lemma A.1 applies to the collection of C 
, from this it follows that
(B.9)
, where (B.9) follows from independence of X (l) and X (u) . Applying Lemma B.1, we deduce that E [(C (12) ) 2 ] is of order O(n −5 ). This concludes the proof as an application of Lemma A.1(iii) shows that C (12) has mean zero, and thus var[
Lemma B.3. The martingale differences from (3.2) satisfy the Lyapunov condition
nl |F n,l−1 is a nonnegative random variable, it suffices to show its expectation converges to zero, that is,
By Lemma 2.1(i) and (iii), D nl is a sum of l − 1 centered i.i.d. random variables. On expanding, we thus have that
It follows that
Now recall from (B.7) that the variance ofS
is of order O(n −4 ) by Lemma 2.2. We conclude that
Proof of Lemma 3.3. By the decomposition in (2.4), the statistic T ρ from (1.7) may be written as
Expanding the square in the summands on the right-hand side, we obtain that
recall the definition of T τ and Tρ in (1.6) and (3.5). Note that since T ρ , T τ and Tρ have mean zero, it holds that
Observe that Tρ = O p (1) by Corollary 3.2 and T τ = O p (1) by the already proven part of Corollary 1.1. In order to prove the assertion that T ρ − Tρ = o p (1), it thus suffices to show that
We show this by proving convergence to zero in L 2 , for which we need to argue that (B.13) 36(n − 2)
Note that Lemma A.1 applies to the collection of statisticsρ (pq) τ (pq) . By Lemma A.1(i) and (iv), the term in (B.13) equals (B.14) 36(n − 2) However, using the inequality 2xy ≤ (x 2 + y 2 ), we see that
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