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PATRÍCIA APARECIDA MANHOLI





ESTUDO DAS EQUAÇÕES DO TIPO
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disponibilidade e atenção foram fundamentais na realização deste trabalho.
Aos professores e amigos da Universidade Federal do Paraná - Curitiba - Pr, por
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Resumo
Investigamos a existência de soluções de equações do tipo Kelvin-Voigt com retardo na
força externa e no termo não linear. Usando a teoria de semigrupos estudamos a existência de
soluções para um problema da forma
d
dt
u(t, x)− κ∆ d
dt
u(t, x)− ν∆u(t, x) + (F (t, ut) · ∇)u(t, x) +∇p = g(t, ut), (t, x) ∈ (0, T )× Ω,
div u(t, x) = 0, (t, x) ∈ (0, T )× Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(t, x) = φ(t, x) (t, x) ∈ (−∞, 0)× Ω,
onde
F (t, ut) =
∫ t
−∞






Usando a técnica de aproximações de Galerkin, estudamos o problema anterior com F (·) e g(·)
dadas por
F (t, ut) = u(t− τ(t)), (1)
e
g(t, ut) = G(u(t− ρ(t))), (2)
para alguma função G apropriada.
Também estudamos a existência de solução para o problema com dado de fronteira não
homogêneo, descrito como segue:
d
dt
u(t, x)− κ∆ d
dt
u(t, x)− ν∆u(t, x) + (F (t, ut) · ∇)u(t, x) +∇p = g(t, ut), (t, x) ∈ (0, T )× Ω,
div u(t, x) = 0, (t, x) ∈ (0, T )× Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = k(t, x), (t, x) ∈ (0, T )× ∂Ω,
u(t, x) = φ(t, x) (t, x) ∈ (−∞, 0)× Ω,
com F (·) e g(·) dadas por (1) e (2), respectivamente; e k(·) pertencente a um Espaço que será
determinado.
Palavras-chave: Equações do tipo Kelvin-Voigt, retardo, problema homogenêneo,
problema não homogêneo.
Abstract
We investigated the existence of solutions for a Kelvin-Voigt type equations with delay in
the external force and in the nonlinear term. Using the semi-group theory we study the existence
of solution for a problem in the form
d
dt
u(t, x)− κ∆ d
dt
u(t, x)− ν∆u(t, x) + (F (t, ut) · ∇)u(t, x) +∇p = g(t, ut), (t, x) ∈ (0, T )× Ω,
div u(t, x) = 0, (t, x) ∈ (0, T )× Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(t, x) = φ(t, x) (t, x) ∈ (−∞, 0)× Ω,
where
F (t, ut) =
∫ t
−∞






Using the Galerkin approximations method we study the same with F (·) and g(·) given
by
F (t, ut) = u(t− τ(t)) (3)
and
g(t, ut) = G(u(t− ρ(t))) (4)
for some G appropriated.
We also study the existence of solution for the problem with inhomogeneous boundary
data, described as follows:
d
dt
u(t, x)− κ∆ d
dt
u(t, x)− ν∆u(t, x) + (F (t, ut) · ∇)u(t, x) +∇p = g(t, ut), (t, x) ∈ (0, T )× Ω,
div u(t, x) = 0, (t, x) ∈ (0, T )× Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = k(t, x), (t, x) ∈ (0, T )× ∂Ω,
u(t, x) = φ(t, x) (t, x) ∈ (−∞, 0)× Ω,
with F (·) e g(·) given by (3) e (4), respectively; and k(·) belonging to a space which will be
determined.
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1.2 Potências fracionárias de operadores lineares fechados . . . . . . . . . . . . . . . 23
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Introdução
O estudo do movimento de fluidos tem, por muito tempo, sido uma fonte de um grande
número de problemas em matemática. Ao estudar até mesmo os mais simples modelos
matemáticos de movimento fluido, pode-se enfrentar muitos problemas e muitos deles não
foram resolvidos ainda. Historicamente, o tratado de Arquimedes Sobre os Corpos Flutuantes
parece ser o primeiro trabalho de pesquisa neste campo. É o trabalho em que, pela primeira
vez, a noção de pressão foi introduzida como a principal caracteŕıstica da interação entre as
part́ıculas de fluido e em que a hipótese de incompressibilidade do fluido foi utilizada. Com
base nestes dois pressupostos mecanicistas, a hidrostática começou a ser desenvolvida. A
geometria euclidiana desempenhou um papel importante como um instrumento matemático
naquele momento. A origem da hidrodinâmica propriamente dita (a ciência do movimento
de fluido) está associada com os nomes de Galilei, Huygens, Pascal e Newton, que resultou
da descoberta dos fundamentos do cálculo diferencial e integral. O desenvolvimento da
hidrodinâmica está associado com os nomes de Euler, Bernoulli, Lagrange, Poisson, Prandtl,
Cauchy, Navier, Stokes, Saint-Venant, Poiseuille, Reynolds, entre outros. Estes foram os
cientistas que desenvolveram consideravelmente as ciências matemáticas existentes na época
e realmente fundaram hidrodinâmica clássica. Para caracterizar o comportamento f́ısico de um
fluido, obtiveram vários sistemas de equações diferenciais. A velocidade e a pressão do fluido,
como funções do tempo e espaço satisfazem estes sistemas. Em um fluido, as tensões derivam do
fluxo resultante da aplicação de forças externas. A propriedade que um fluido tem de apresentar
resistência às tensões cisalhantes é chamada de viscosidade. O mel, por exemplo, possui efeitos
de viscosidade maiores do que os presentes na água, pois há uma dificuldade maior de as camadas
do mel deslizarem umas sobres as outras. Um fluido é classificado como Newtoniano quando a
relação entre a força aplicada e a deformação produzida for linear, ao passo que se a dependência
for não linear, ele é classificado como não Newtoniano. Um exemplo de fluido não Newtoniano
é o sangue que ao ser submetido a forças cada vez mais intensas, produz deformações que não
se relacionam com a força de forma linear. O aumento da viscosidade do sangue ocorre porque
o sangue possui part́ıculas sólidas em suspensão. Algumas dessas part́ıculas são as células
Sumário 15
vermelhas que, devido às suas formas discóides, em baixas velocidades, alinham-se de maneira
aleatória, enquanto, em altas velocidades, alinham-se com as linhas de corrente facilitando o
fluxo sangǘıneo. As hipóteses para fluidos Newtonianos são as seguintes:
• estresse depende apenas do atual estado de deformação (independente de qualquer história
de deformação).
• estresse depende apenas do estado cinemático local.
• tensão depende linearmente a taxa de deformação (velocidade de deformação).
Os fluidos não Newtonianos estão livres de tais restrições. Na verdade, as interações
moleculares são fortes o suficiente para mostrar-se em experimentos f́ısicos e não podem ser
obtidas pelos modelos de fluidos Newtonianos. Além disso, estes fluidos são caracterizados por
uma longa cadeia de moléculas e exibem forte dinâmica molecular. Fluidos viscoelásticos formam
um grupo importante entre os fluidos não Newtonianos. Como o nome sugere , as forças viscosas
e elásticas influenciam no comportamento do fluido. Cotidianamente, eles são abundantes no
ambiente e na vida diária e tem grande presença industrial, como por exemplo, plástico fundido,
óleos para motores, tintas, geles, unguentos e muitos fluidos biológicos, tais como clara de ovo
e sangue. Os principais processos industriais que envolvem fluidos viscoelásticos são a indústria
de petróleo, qúımica, farmacêutica, alimentos, etc. O fluido de Kelvin-Voight é o mais simples
de fluido viscoso não-newtoniano [[41],[42]]. Tal fluido é descrito pela seguinte equação:
σ = 2νD + 2κ∂tD (5)
onde σ representa o desvio de tensor de stresse, D o tensor da velocidade de deformação, ν > 0
é o coeficiente de viscosidade cinemática e o coeficiente κ > 0 é caracterizado pelo fato de, após
remoção instantânea do stresse, a velocidade do fluxo não desaparece instantaneamente, mas
comporta-se como exp(−κ−lt). O coeficiente κ também é chamado de tempo de relaxamento de
deformações.
Nem Kelvin nem Voigt sugeriram este modelo, que foi considerado pela primeira vez por
Pavlovskij em [46]. Vale ressaltar que ele não chamou este modelo de Kelvin-Voigt, ele o chamou
de modelo de movimento de soluções de poĺımero de água fracamente concentrado. Pavlovskij
disse que, em tais soluções, é necessário considerar as propriedades elásticas como propriedades
viscosas. Em tais soluções poliméricas, as tensões dependem da história de deformação e do valor
instantâneo da velocidade de deformação. As propriedades de viscosidade de um tal material
estão associadas com o efeito do solvente. No caso de uma baixa concentração de poĺımero
esta contribuição não é despreśıvel. Isto é confirmado por pesquisas experimentais de soluções
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de óxido de polietileno e de poliacrilamida [2] e soluções de poliacrilamida e goma guar [1].






a relação (6) é diferente da relação determinante Newtoniana, onde κ∂tD é o termo
adicional, que leva em conta a propriedade de relaxamento do fluido. Se a propriedade de
relaxamento do fluido é muito fraca (κ tende a zero), ou o movimento do fluido é parado
(derivada total em relação ao tempo do tensor de velocidades de deformação é igual a zero),
ou então o termo adicional desaparece. No entanto, no caso dos modos de turbulência ou
modos laminar não estacionários de movimento de fluido, o termo adicional não é igual a zero
e desempenha um papel importante. Este modelo foi o chamado modelo de Kelvin-Voigt, de
movimento de fluido pela primeira vez em [4]. Em seqüência, nas obras de Oskolkov e seus
seguidores, este modelo foi muitas vezes chamado de modelo de Kelvin-Voigt (ou simplesmente
Voigt). Muitas das suas obras foram dedicadas a estudar este modelo de movimento fluido e
suas diferentes generalizações e simplificações. Como exemplo, podemos nos referir a trabalhos
[[27], [27], [34],[3]] e muitos outros.
Substituindo σ da equação (5) para as equações de movimento de um meio cont́ınuo
incompresśıvel na forma Cauchy [[35]-[41]]:
∂u
∂t
+ (u · ∇)u+∇p = divσ + f, divu = 0, (7)





− ν∆u+ (u · ∇)u+∇p = f, divu = 0. (8)
Em (8), u = u(x, t) é o vector de velocidade, p = p(x, t) é a pressão, ν > 0 é o coeficiente de
viscosidade cinemática, caracterizando as propriedades viscosas do fluido de Kelvin-Voigt, κ > 0
caracteriza as propriedades elásticas deste fluido, f = f(x, t), são o volume de forças motrizes.
O. A. Ladyzhenskaya sugeriu (em [30], no Congresso Internacional de Matemáticos em Moscou
(1966)), que o sistema de equações de Kelvin-Voigt (8) é um de sistema de equações variante
que, em sua opinião, regularizam as equações de Navier-Stokes, no sentido de que esses sistemas
possuem uma solubilidade global única para problemas de dados iniciais e de fronteira e outros
resultados globais, que não foram provados para as equações Navier-Stokes tridimensional.
Para equações do tipo Navier-Stokes, trabalhos recentes consideram termos com retardo.
São considerados vários tipos de retardo, entre limitados, fixos, distribúıdos, na força externa e
no termo não linear. A motivação para o retardo na força externa, segundo Caraballo ([6] e [7]),
é que algumas vezes queremos controlar o sistema aplicando uma força que leva em consideração
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não só o estado atual do sistema mas também a sua história. A motivação para o retardo no
termo não linear, segundo Liu [32], é que a taxa de variação da velocidade ao seguir o fluido,
considerada como a derivada material da velocidade, pode sofrer atraso.
No estudo de equações do tipo de Navier-Stokes com retardo, cita-se os trabalhos de
Caraballo & Real ([7], [6] e [8]), Garrido-Atienza [19], Taniguchi [54], Planas & Hernández
[48], Liu [32]. Mais precisamente, a equação de Burger, que pode ser considerara como o caso
unidimensional, foi investigada por Liu em [32] considerando-a com retardo da forma u(t −
τ, x)ux(t, x) no termo não linear. No caso das equações de Navier-Stokes, Caraballo & Real
[6], estudaram o problema em dimensão n = 2, 3 considerando diferentes tipos de retardo na
força externa, e obtiveram existência e unicidade (para n = 2) de solução fraca. Caraballo
& Real [7], obtiveram para n = 2 a convergência da solução fraca para a solução da equação
estacionária, quando t → ∞. Taniguchi [54] também considerou retardo somente na força
externa, e mostrou existência e unicidade de solução fraca global (no tempo), e de solução forte
local (no tempo) para n = 3. Além disso, estudou o comportamento assintótico quando o tempo
tende a infinito. Planas & Hernández [48] estudaram o problema para n = 2, considerando
retardo na força externa e no termo não linear, e provaram a existência de soluções fraca e forte
(local no tempo) e a unicidade de solução forte. Também estudaram o comportamento da solução
para tempos grandes e a convergência das soluções fracas para a solução da equação estacionária
correspondente. Guzzo em ([23] e [24]), investigou o sistema de Navier-Stokes em dimensão 3,
considerando retardo do tipo pontual e limitado, utilizando o método de Faedo-Galerkin, e
também investigou o problema do tipo Navier-Stokes com retardo do tipo distribúıdo e não
limitado, em dimensão n, utilizando abordagem por teoria de semigrupos lineares.
Neste trabalho, procuramos a solução para o sistema de equações tipo Kelvin-Voigt para
fluidos incompresśıveis, com dado de fronteira homogêneo (k(t) = 0) e não homogêneo (k(t) 6= 0),






− ν∆u+ (F (t, ut) · ∇)u+∇p = g(t, ut), t > 0, x ∈ Ω,
div u(t, x) = 0, t > 0, x ∈ Ω,
u(t, x) = k(t), t > 0, x ∈ ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = φ(t, x), t ∈ (−h, 0), x ∈ Ω,
onde ut representa o retardo u(t + θ) para θ ∈ (−h, 0), u0 e φ são os dados iniciais, F (t, ut) e
g(t, ut) são expressões com retardo e h pode ser um número positivo finito ou infinito.
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Para o estudo destes problemas, dividimos este trabalho em cinco caṕıtulos. No primeiro
caṕıtulo, apresentamos alguns resultados básicos da teoria de semigrupos, potências fracionárias
de um operador, espaços de fase e sobre o operador de Stokes.
No segundo caṕıtulo, apresentamos teoremas de restrição e estensão para espaços vetoriais
solenoidais tridimensionais dependentes do tempo. Usamos esses teoremas no estudo de
problemas não homogênea de valor de contorno para o sistema de Kelvin-Voigt incompresśıvel
que será apresentado no caṕıtulo 5.
No terceiro Caṕıtulo, estudaremos um problema do tipo Kelvin-Voigt em dimensão n,
utilizando a teoria de semigrupos lineares. O retardo considerado será do tipo distribúıdo, não
limitado (h =∞) e permitirá considerar funções como
F (t, ut) =
∫ t
−∞






Consideraremos o sistema do tipo Kelvin-Voigt na forma de um problema abstrato
du
dt
= νBpu (t) + F (t, ut, u (t)) + g (t, ut)
u0 = Pϕ
(9)
onde o operador Bp, definido por
Bp = (I − κAp)−1Ap
será analisado, para podermos aplicar a Teoria de Semigrupos.
Após a formulação deste problema abstrato, bem como das hipóteses, mostraremos a
existência de (uma única) solução fraca e estudaremos a regularidade desta solução, em particular
assumindo hipóteses sobre as condições de retardo, mostraremos que esta solução é uma solução
clássica. Os resultados apresentados neste caṕıtulo estendem-se aos resultados sobre as equações
de Kelvin-Voigt com retardo pois consideramos retardos do tipo não limitado.
Para o Caṕıtulo 4 consideramos o sistema de Kelvin-Voigt (KVR) em dimensão 2 e 3,
utilizando o método de Faedo-Galerkin. O retardo considerado aqui é do tipo pontual e limitado
(h finito):
F (t, ut) = ut(−r(t)) = u(t− r(t)),
e
g(t, ut) = G(u(t− ρ(t))),
para alguma função G satisfazendo certas condições. Após a formulação adequada do problema,
provaremos resultados sobre a existência de solução fraca e forte.
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No Caṕıtulo 5 estudaremos o sistema de Kelvin-Voigt com retardo limitado (h finito), com
dado de fronteira não nulo, também em dimensão 2 e 3, utilizando o método de Faedo-Galerkin.
Como no Caṕıtulo 3, consideramos F (·) e g(·) dadas por
F (t, ut) = u(t− r(t)), (10)
e
g(t, ut) = G(u(t− ρ(t))), (11)
para alguma função G apropriada.
Caṕıtulo 1
Preliminares
Resumo do caṕıtulo: A teoria de semigrupos de operadores lineares tem um papel
importante no estudo de Equações Diferenciais. Um dos ingredientes essenciais dessa teoria
é a noção de operador linear. Neste caṕıtulo introduzimos algumas definições e resultados
da teoria de semigrupos lineares, potências fracionárias de operadores lineares fechados e
elementos básicos da teoria de equações de Navier-Stokes. Aqui, (X, ‖ · ‖) é um espaço de
Banach e para espaços normados (Z, ‖·‖Z) e (W, ‖·‖W ) representamos por L(Z,W ) o espaço
dos operadores lineares cont́ınuos de Z em W munido da norma de operadores ‖ · ‖L(Z,W ).
Quando Z = W escrevemos simplesmente L(Z) e ‖ · ‖L(Z). Este caṕıtulo tem como base o
livro de Pazy [47].
1.1 Semigrupos de operadores lineares
Os resultados de semigrupo desta seção podem ser encontradas em [47].
Definição 1.1.1. Uma famı́lia (T (t))t≥0 de operadores lineares em L(X) é um semigrupo de
operadores lineares limitados em X, se
(i) T (0) = I,
(ii) T (t+ s) = T (t)T (s), para todos t, s ≥ 0.
Definição 1.1.2. Se limt→0+ ‖T (t) − I‖L(X) = 0, então o semigrupo de operadores lineares
limitados, (T (t))t≥0, édito uniformemente cont́ınuo.
Note que, se (T (t))t≥0 é um semigrupo uniformemente cont́ınuo de operadores lineares
limitados, então lims→t ‖T (s)− T (t)‖ = 0, para todo t > 0.
O operador linear A definido por
A : D(A) ⊂ X → X






















é chamado de gerador infinitesimal do semigrupo (T (t))t≥0.
Definição 1.1.3. Um semigrupo de operadores lineares limitados (T (t))t≥0 em X, é dito um
semigrupo fortemente cont́ınuo de operadores lineares limitados se limt→0+ T (t)x = x, para todo
x ∈ X. Um semigrupo fortemente cont́ınuo de operadores lineares limitados será chamado de
semigrupo de classe C0 ou simplesmente um C0-semigrupo.
Teorema 1.1.4. [47, Teorema 1.2.2] Seja (T (t))t≥0 um C0-semigrupo em X. Então existem
constantes δ ≥ 0 e M ≥ 1 tais que ‖T (t)‖ ≤Meδt para todo t ≥ 0.
Se δ = 0 então (T (t))t≥0 é dito uniformemente limitado e se, além disso, M = 1, então
(T (t))t≥0 é chamado um C0-semigrupo de contrações.
Teorema 1.1.5. [47, Teorema 1.2.4] Seja (T (t))t≥0 um C0-semigrupo e seja A o seu gerador
infinitesimal. Então







T (s)xds = T (t)x.
(ii) Para x ∈ X,
∫ t
0






= T (t)x− x.
(iii) Para x ∈ D(A), T (t)x ∈ D(A) e
d
dt
T (t)x = AT (t)x = T (t)Ax.
(iv) Para x ∈ D(A),







Vamos agora enunciar o Teorema de Hille-Yosida que caracteriza o gerador infinitesimal
de um C0-semigrupo de contrações.
Definição 1.1.6. Seja A : D(A) ⊂ X → X um operador linear. O conjunto resolvente de
A, denotado por ρ(A), é o conjunto formado por todos os números complexos λ para os quais
(λI−A) é invert́ıvel e (λI−A)−1 é um operador linear limitado em X. A função R(·) : ρ(A)→
L(X) dada por R(λ : A) = (λI −A)−1, é chamada de resolvente de A.
1.1. Semigrupos de operadores lineares 22
Teorema 1.1.7. (Hille-Yosida [47, Teorema 1.3.1]) Um operador linear A : D(A) ⊂ X → X é
o gerador infinitesimal de um C0-semigrupo de contrações (T (t))t≥0 em X, se e somente se,
(i) A é fechado e D(A) = X,
(ii) O conjunto resolvente ρ(A) de A contém R+ e ‖R(λ : A)‖ ≤ 1λ , para cada λ > 0.
Definição 1.1.8. Seja (T (t))t≥0 um C0-semigrupo em X. O semigrupo (T (t))t≥0 é dito
diferenciável para t > t0 se, para todo x ∈ X, a função t 7→ T (t)x é diferenciável para t > t0. O
semigrupo (T (t))t≥0 é dito diferenciável, se (T (t))t≥0 é diferenciável para todo t > 0.
Definição 1.1.9. Sejam ϕ1 < 0 < ϕ2, ∆ = {z; ϕ1 < arg z < ϕ2} e (T (z))z∈∆ uma famı́lia de
operadores lineares limitados em X. A famı́lia (T (z))z∈∆ é chamada semigrupo anaĺıtico em ∆
se
(i) z 7→ T (z) é anaĺıtica em ∆,
(ii) T (0) = I e limz→0 T (z)x = x para todo x ∈ X,
(iii) T (z1 + z2) = T (z1)T (z2) para z1, z2 ∈ ∆.
Observe que, a restrição de um semigrupo anaĺıtico ao eixo real não negativo é um C0-
semigrupo.
Teorema 1.1.10. [47, Teorema 2.5.2] Seja (T (t))t≥0 um C0-semigrupo uniformemente limitado,
A : D(A) ⊂ X → X seu gerador infinitesimal e suponha que 0 ∈ ρ(A). Então as seguintes
condições são equivalentes:
(a) (T (t))t≥0 pode ser estendido a um semigrupo anaĺıtico em algum setor ∆δ = {z; | arg z| <
δ} e ‖T (z)‖ é uniformemente limitado em cada subsetor fechado ∆δ′, δ′ < δ, de ∆δ.
(b) Existe uma constante C > 0 tal que ‖R(σ + iτ : A)‖ ≤ C|τ | para cada σ > 0 e τ 6= 0.
(c) Existe 0 < δ <
π
2
e M > 0 tal que
ρ(A) ⊃ Σ =
{





e ‖R(λ : A)‖ ≤ M|λ| para todo λ ∈ Σ \ {0}.
(d) O semigrupo (T (t))t≥0 é diferenciável para t > 0 e existe C > 0 tal que ‖AT (t)‖ ≤ Ct para
todo t > 0.
Teorema 1.1.11. [47, Corolário 3.2.2] Seja A : D(A) ⊂ X → X um gerador infinitesimal de
um semigrupo anaĺıtico. Se B é um operador linear limitado então A + B também gerador de
um semigrupo anaĺıtico.
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Teorema 1.1.12. Seja (T (t))t≥0 um C0-semigrupo em X tal que ‖T (t)‖ ≤Meδt para todo t ≥ 0
e seja A : D(A) ⊂ X → X seu gerador infinitesimal. Se 0 ∈ ρ(A) e (T (t))t≥0 é anaĺıtico, então




todo t > 0.
1.2 Potências fracionárias de operadores lineares fechados
Abordaremos, neste caṕıtulo, certas propriedades de potências fracionárias de um operador
o qual é gerador infinitesimal de um semigrupo anaĺıtico. De ińıcio, admita que A : D(A) ⊂ X →
X é um operador linear fechado e que X = D(A), e que a seguinte afirmação seja verdadeira:
(Hρ) Existem números positivos ω e M , e uma vizinhança da origem V, tal que
ρ(A) ⊃ Σ+ ∪ V,
onde Σ+ = {λ; 0 < ω < | arg λ| ≤ π}, e ‖R(λ : A)‖ ≤ M
1 + |λ|
, para todo λ ∈ Σ+ ∪ V .
Dos resultados da seção anterior, temos que se M = 1 e ω = π2 , então −A é o gerador
infinitesimal de um C0 semigrupo. Se ω <
π
2 , então−A é o gerador infinitesimal de um semigrupo
anaĺıtico.
Definição 1.2.1. Suponha que A : D(A) ⊂ X → X é um operador que satisfaz a hipótese (Hρ)
e θ ∈ (ω, π). Para α > 0, definimos o operador




λ−αR(λ : A)dλ, (1.1)
onde Γ é o caminho composto das curvas ρe−iθ, ρeiθ e ρ0e
iϕ, com ρ0 < ρ <∞ e −θ ≤ ϕ ≤ θ, e
é orientado no sentido do crescimento de Imλ.
A integral (1.1) converge para α > 0, e portanto, define um operador linear limitado em
X. Além disso, se α = n (n ∈ N), então o integrando é anaĺıtico em Σ+ − {0}, e 0 é o único
pólo de ordem n, do integrando. O teorema dos reśıduos pode ser usado então para mostrar que





então −A é o gerador infinitesimal de um semigrupo anaĺıtico (T (t))t≥0, e neste
caso, podemos ainda obter outra representação para A−α.
Se −A é o gerador infinitesimal de um semigrupo anaĺıtico (T (t))t≥0 em X, definimos
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onde Γ(·) é a função Gama.
A integral em (1.2) converge na topologia do operador para todo α > 0, e define portanto
um operador linear limitado de X em X.
Lema 1.2.2. ([47, Lemas 2.6.3 e 2.6.6]) Para todo α ≥ 0, A−α é injetivo. Mais ainda, existe
C > 0 tal que ‖A−α‖ ≤ C para todo α ∈ [0, 1].
A injetividade de A−α motiva a seguinte definição.
Definição 1.2.3. Assuma que ω < π2 . Para cada α > 0, definimos o operador A
α : R(A−α) ⊂
X → X por Aα = (A−α)−1.
Teorema 1.2.4. ([47, Teorema 2.6.8]) Seja α ≥ 0. As seguintes propriedades são válidas.
(a) Aα é um operador fechado com domı́nio D(Aα) = R(A−α).
(b) Se α ≥ β > 0 então D(Aα) ⊂ D(Aβ).
(c) Para cada α ≥ 0, X = D(Aα).
(d) Se α, β ∈ R, então Aα+βx = AαAβx, para todo x ∈ D(Aγ) com γ = max{α, β, α+β}.
Teorema 1.2.5. ([47, Teorema 2.6.13]) As seguintes propriedades são verificadas.
(a) T (t)x ∈ D(Aα) para todo t > 0 e todo α ≥ 0.
(b) Para cada x ∈ D(Aα), temos que T (t)Aαx = AαT (t)x.
(c) Para cada t > 0, e todo α ≥ 0, o operador AαT (t) é limitado e existem Mα > 0 e
δ > 0 tais que ‖AαT (t)‖L(X) ≤
Mα
tα
e−δt para todo t > 0.
(d) Para cada α ∈ [0, 1], existe Cα > 0 tal que ‖T (t)x − x‖ ≤ Cαtα‖Aαx‖, para cada
x ∈ D(Aα) e todo t > 0.
Teorema 1.2.6. [47, Corolário 2.6.11] Seja B um operador Linear fechado satisfazendo D(B) ⊃
D(Aα), 0 < α ≤ 1. Então
‖Bx‖ ≤ C ‖Aαx‖ para todox ∈ D(Aα)
e existe uma constante C1 tal que, para todo ρ > 0 e x ∈ D(Aα)
‖Bx‖ ≤ C1(ρα ‖x‖+ ρα+1 ‖Ax‖)
Teorema 1.2.7. [33, Teorema 2.1] Seja A um operador linear não negativo em um espaço de
Banach X, α um número complexo com Reα > 0 e ε > 0. Então temos que,
A(A+ εI)−1
é um operador linear não negativo e
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onde I : X −→ X é o operador identidade.
Antes de enunciarmos alguns resultados sobre existência e regularidade de soluções do
problema de valor inicial, precisamos da seguinte definição:
Definição 1.2.8. Seja X um espaço de Banach. Dados 0 < γ ≤ 1 e uma função
u ∈ C0([0, a], X). a função u é dita Holder cont́ınua com expoente γ se existir uma constante
C > 0 tal que
‖u(t)− u(s)‖X ≤ C |t− s|
γ .
Para tal função, definimos o quociente de Holder





Denote por C0,γ([0, a], X) := {u ∈ C([0, a], X) : Hγ [u] <∞} , este conjunto, munido da norma
‖u‖0,γ = ‖u‖C0([0,a],X) +Hγ [u], u ∈ C
0,γ([0, a], X),
é um espaço de Banach, onde ‖u‖C0([0,a],X) = sup
t∈[0,a]
‖u(t)‖X .
Considere o problema de valor inicial
 u′(t)−Au(t) = f(t) t ∈ [0, a],u(0) = u0, (1.3)
onde A : D(A) ⊂ X → X é o gerador infinitesimal de um C0-semigrupo (T (t))t≥0 em X e
f : [0, a]→ X é uma função.
Definição 1.2.9. Uma função u : [0, a] → X é chamada solução clássica do problema (1.3) se
u(·) é cont́ınua em [0, a], continuamente diferenciável em (0, a], u(t) ∈ D(A) para 0 < t < a e
u(t) satisfaz (1.3) em [0, a].
Definição 1.2.10. Uma função u : [0, a] → X é chamada solução forte do problema de valor
inicial (1.3) se u(·) é diferenciável para quase todo t ∈ [0, a], u′(t) ∈ L1(0, a;X), u(0) = u0 e
u′(t)−Au(t) = f(t) para quase todo t ∈ [0, a].
Se u(·) é uma solução clássica de (1.3) então
u(t) = T (t)u0 +
∫ t
0
T (t− s)f(s)ds, t ∈ [0, a]. (1.4)
Isto motiva a próxima definição.
Definição 1.2.11. Uma função u ∈ C([0, a];X) é chamada de solução suave (mild solution) do
problema de valor inicial (1.3) se u(·) verifica (1.4) em [0, a].
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Nos próximos resultados são consideradas algumas condições sob as quais uma solução
suave de (1.3) é de fato uma solução clássica ou uma solução forte.
Teorema 1.2.12. ([47, Corolário 4.2.5]) Seja A o gerador infinitesimal de um C0-semigrupo
(T (t))t≥0 em X. Se f ∈ L1(0, a;X) é continuamente diferenciável em [0, a] e u0 ∈ D(A), então
a solução suave de (1.3) em [0, a) é uma solução clássica.
Teorema 1.2.13. ([47, Corolário 4.2.6]) Seja A o gerador infinitesimal de um C0-semigrupo
(T (t))t≥0 em X e f ∈ L1(0, a;X) ∩ C((0, a] : X). Se f(s) ∈ D(A) para todo s ∈ (0, a),
Af(s) ∈ L1(0, a;X) e u0 ∈ D(A), então a solução suave de (1.3) é uma solução clássica de
(1.3) em [0, a].
Teorema 1.2.14. ([47, Corolário 4.2.10]) Seja A o gerador infinitesimal de um C0-semigrupo
(T (t))t≥0. Se f : [0, a]→ X é diferenciável quase sempre em [0, a], f ′ ∈ L1(0, a;X) e u0 ∈ D(A),
então a solução suave de (1.3) é uma solução forte de (1.3) em [0, a].
Teorema 1.2.15. ([47, Corolário 4.2.11]) Seja A o gerador infinitesimal de um C0-semigrupo
(T (t))t≥0 e suponha que X é reflexivo. Se f : [0, a] → X é Lipschitz e u0 ∈ D(A), então a
solução suave de (1.3) é uma solução forte de (1.3) em [0, a].
Teorema 1.2.16. ([47, Teorema 4.3.1]) Sejam A o gerador infinitesimal de um semigrupo
anaĺıtico (T (t))t≥0 e f ∈ Lp(0, a;X) com 1 < p < ∞. Se u(·) é a solução suave de (1.3)
em [0, a] então u ∈ C0,
p−1
p ([ε, a] : X) para todo ε > 0. Se além disso, u0 ∈ D(A) então
u ∈ C0,
p−1
p ([0, a] : X).
Teorema 1.2.17. ([47, Corolário 4.3.3]) Seja A o gerador infinitesimal de um semigrupo
anaĺıtico (T (t))t≥0 em X. Se f ∈ L1(0, a;X) é localmente Hölder cont́ınua (0, a], então para
cada u0 ∈ X o problema de valor inicial (1.3) possui uma única solução clássica em [0, a].
1.3 Espaços de fase abstratos
Sejam (Z, ‖ · ‖Z) um espaço de Banach, x : (−∞, σ + b) → Z e xt definida por xt(θ) =
x(θ + t), t ∈ [0, σ] e θ ∈ (−∞, 0]. Defina por BZ (ou simplesmente B quando não houver
possibilidade de confusão) o espaço linear das funções definidas de (−∞, 0] em Z munido de
uma seminorma ‖ · ‖BZ que verifica os seguintes axiomas.
(A) Se x : (−∞, σ+ b)→ Z, b > 0, σ > 0, é cont́ınua em [σ, σ+ b] e xσ ∈ BZ , então para cada
t ∈ [σ, σ + b], as seguintes propriedades são verificadas
(a) xt ∈ BZ ,
1.3. Espaços de fase abstratos 27
(b) ‖x(t)‖ ≤ HZ‖xt‖BZ ,
(c) ‖xt‖BZ ≤ KZ(t− σ) sup
s∈[σ,t]
‖x(s)‖Z +MZ(t− σ)‖xσ‖BZ ,
onde HZ > 0 é uma constante, KZ ,MZ : [0,∞) → [1,∞), KZ(·) é cont́ınua, MZ(·) é
localmente limitada e HZ , KZ , MZ são independentes de x(·), σ, b e t ∈ [σ, σ + b].
(A1) Para a função x(·) em (A), a função t 7→ xt é cont́ınua de [0, σ + b) em BZ .
(B) O espaço BZ é completo.
(C2) Se (ϕn)n∈N é uma sequência uniformemente limitada em C((−∞, 0] : Z) formada por
funções com suporte compacto e ϕn → ϕ na topologia compacto aberta, então ϕ ∈ BZ e
‖ϕn − ϕ‖BZ → 0 quando n→∞.
Consideremos agora um exemplo de espaço de fase.
O espaço Cr × Lµ(g,X), r > 0, µ ≥ 1. O espaço B = Cr × Lµ(g,X), consiste das
classes de funções φ : (−∞, 0]→ X tais que φ(·) é cont́ınua em [−r, 0], é mensurável no sentido











O espaço B = Cr × Lµ(g,X) satisfaz os axiomas (A), (A-1), e (B), quando g(·) satisfaz as
condições (g-1)-(g-6) seguintes.




; −∞ < s ≤ −t
}
é localmente limitada para t ≥ 0.
(g-2) g(s)→∞ quando s→ −∞.




existe para cada t e a(t) é cont́ınua em t.
(g-4) ln(g(s)) é uniformemente cont́ınua em (−∞, 0].
(g-5) g(·) é localmente integrável em (−∞,−r), isto é,
∫ −r
θ
g(s)ds < ∞ para qualquer θ ∈
(−∞,−r).
(g-6) Existe uma função γ(·), não negativa, localmente limitada em (−∞, 0] tal que g(ξ + θ) ≤
γ(ξ)g(θ), para todo ξ ≤ 0 e θ ∈ (−∞,−r) \Nξ, onde Nξ ⊂ (−∞,−r) é um conjunto com
medida nula.
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para t ≥ 0. Para maiores detalhes sobre a teoria de espaços de fase, citamos
Hino [25].
Um exemplo de função que satisfaz (g-1)-(g-6) é o seguinte :
Sejam r > 0 e g : (−∞,−r) −→ R+, definida por g(s) = e−s. Então g(·) verifica (g-1)-(g-6)
acima.











= e−t; −∞ < s ≤ −t
}
é localmente limitada para t ≥ 0.












e−t existe para cada t e a(t) é cont́ınua em
t.
Para a condição (g-4), temos que ln(g(s)) = s é uniformemente cont́ınua em (−∞, 0].




Para (g-6), tome a função γ(x) = ex. A função γ(x) é não negativa e limitada para
x ∈ (−∞, 0]. Além disso, g(ξ + θ) = e(−ξ−θ) = eξe−θ = γ(ξ)g(θ), para todo ξ ≤ 0 e θ ∈
(−∞,−r) \Nξ, onde Nξ ⊂ (−∞,−r) é um conjunto com medida nula.
Finalmente, note que se (T (t))t≥0 é um C0-semigrupo em Z e (W (t))t≥0 é a famı́lia de
operadores definida por
(W (t)φ)(θ) :=
 T (t+ θ)φ(0), −t ≤ θ ≤ 0,φ(t+ θ), −∞ < θ < −t,
então (W (t))t≥0 é um C0-semigrupo de operadores lineares limitados em BZ .
1.4 Espaços funcionais
Seja Ω ⊂ Rn um domı́nio limitado e com fronteira ∂Ω suave.
Para n ∈ N e p > 1, defina C∞0 (Ω) = (C∞0 (Ω))
n, Lp(Ω) = (Lp(Ω))n, W1,p(Ω) =(
W 1,p(Ω)
)n
e V = {u ∈ C∞0 (Ω); div u = 0}.
Sejam
Xp = o fecho de V em Lp(Ω),
Vp = o fecho de V em W1,p(Ω).
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Considere a decomposição de Helmholtz:
Lp(Ω) = Xp ⊕
{
∇φ : φ ∈W1,p(Ω)
}
De acordo com [15], vamos definir a projeção Pp : L
p(Ω)→ Xp. Para isso, considere o seguinte
resultado:
Teorema 1.4.1. [15] Seja v ∈ Lp(Ω) tal que div v ∈ Lp(Ω), 1 < p < ∞. Então, o valor de











‖v‖Lp(Ω) + ‖div v‖Lp(Ω)
)
.
Seja w ∈ Lp(Ω). Por ϕ1 denote a solução do problema de valor de fronteira
∆ϕ1 = divw em Ω
w = 0 sobre ∂Ω.
(1.5)
Temos que ϕ1 ∈ C∞0 (Ω)
‖·‖W1,p(Ω) , e que vale a seguinte estimativa:
‖ϕ1‖W 1,p(Ω) ≤ C1 ‖div w‖W−1,p(Ω) ,
para alguma constante C1 > 0 independente de w. Note ainda que w − ∇ϕ1 ∈ Lp(Ω) e que
div (w −∇ϕ1) = 0.
Agora, por ϕ2 denote a solução do Problema de Neumann de valor de fronteira
∆ϕ2 = 0 em Ω
N · ∇ϕ2|∂Ω = N · w −N · ∇ϕ1 sobre ∂Ω.
(1.6)
Temos que ϕ2 ∈ C∞0 (Ω)
‖·‖W1,p(Ω) , e que vale a seguinte estimativa:
‖ϕ2‖W 1,p(Ω) ≤ C2 ‖w‖Lp(Ω) ,
para alguma constante C2 > 0.
Defina por ϕ = ϕ1 + ϕ2. Observe que ϕ ∈ W 1,p(Ω). A projeção Pp : Lp(Ω) → Xp é
definida por Ppw = w −∇ϕ. Observe que
div Ppw = div w − div ϕ = div w − div ϕ1 − div ϕ2 = ∆ϕ1 −∆ϕ1 −∆ϕ2 = 0,
e (Ppw) ·N = (w −∇ϕ) ·N = w ·N −∇ϕ ·N = 0.
Reciprocamente, se div w = 0 e a componete normal de w, w · N = 0, então, ϕ1 = ϕ2 = 0.
Portanto ϕ = 0, e assim, Ppw = 0. Além disso, ∀w ∈ Xp(Ω), Ppw = w.
Ainda em [15], é provado que Pp satisfaz as propriedades:
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• PpLp(Ω) = Xp = {w ∈ Lp(Ω) : div w = 0, w ·N = 0};
• {Pp}∗ = Pp′ , onde 1p +
1
p′ = 1 e 0 < p <∞;
• u ∈ Xp, Ppu = u.
• se u ∈
{
∇φ : φ ∈W1,p(Ω)
}
, Ppu = u+∇ϕ, onde ϕ = ϕ1 + ϕ2, e ϕ1 é solução de
∆ (ϕ1 − u) = 0 em Ω
u = 0 sobre ∂Ω,
e ϕ2 é solução de 
∆ (ϕ2 − u) = 0 em Ω
N · (∇ϕ2 − u)|∂Ω = 0 sobre ∂Ω.
Donde segue que ∇ϕ = 0. Portanto Ppu = u ∈ Xp ∩
{




Considere agora, Ω ⊂ Rn um domı́nio com fornteira de classe C2. O Operador de Stokes
é definido por
−Ap = Pp∆, D(Ap) = W 2,p(Ω) ∩W 1,p0 (Ω) ∩Xp,
é um operador fechado, bijetivo de D(Ap) ⊂ Xp em Xp. Se u ∈ D(Aq) ∩ D(Aq) para 1 <
q < ∞, então Apu = Aqu. Além disso, as normas ‖Apu‖Lp(Ω) e ‖u‖W 2,p(Ω) são equivalentes




p ) = W
1,p
0 (Ω) ∩Xp = Vp. Mais geralmente,
‖u‖Lp(Ω) ≤ C
∥∥Aαγu∥∥Lγ(Ω) 1 < γ ≤ p, 2α+ 3p = 3γ
é verdadeira para todos u ∈ D(Aαγ ), onde C = C(p, γ,Ω) > 0.
O Operador de Stokes gera um semigrupo anaĺıtico e−tAp , t ≥ 0 sobre Xp. Ainda mais,
existe uma constante δ0 = δ0(p,Ω) > 0, tal que
∥∥Aαp e−tApu∥∥Lp(Ω) ≤ Ce−tδ0t−α ‖u‖Lp(Ω) ,
para u ∈ Xp, t > 0, com C = C(p,Ω) > 0.
Para a demostração das afirmações acima sobre o Operador de Stokes, sugiro o livro
’Topics on Partial Differential Equations’, o qual é uma coletânea de resultados de Reinhard
Farwig, Werner Varnhorn, Hideo Kozono, Pavol Quittner, Hermann Sohr, Patrick J. Rabier e
Daniel Sevcovic.
Quando p = 2,
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X2 = H = o fecho de V em L2(Ω),
V2 = V = o fecho de V em H1(Ω).
Sendo L2(Ω) um espaço de Hilbert, munido do produto interno (u, v), pensamos em H munido
do produto interno herdado de L2(Ω), e V munido do produto interno
(u, v)V = (u, v) + κ ((u, v)) ,




u · v dx e ((u, v)) =
∫
Ω
∇u · ∇v dx.
Portanto ‖u‖2V = ‖u‖



























pela desigualdade de Poincaré, onde C(Ω) > 0 é uma constante que depende de Ω.
Considere novamente Ω ⊂ Rn um domı́nio com fornteira de classe C2. Defina o operador
A : V → V ∗ como sendo
〈Au, v〉 = ((u, v)) =
∫
Ω
∇u · ∇v dx = (∇u,∇v) ,
onde 〈·, ·〉 é o produto de dualidade V ∗ − V . Então
Au = −P∆u ∀ u ∈ D(A),
onde P é a projeção ortogonal de (L2(Ω))n em H. Note então que, A = A2 e que P = P2.
O operador linear A tem as seguintes propriedades:
• A é um operador autoadjunto, positivo definido em H = X2.
• O operador A possui inversa A−1, o qual é um operador compacto de H em H.
• As autofuções {wj}∞j=1 de A forma uma base ortonormal de H.
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• Os autovalores associados aos autovalores de A, 0 < λ1 ≤ λ2 ≤ · · · ≤ λn −→ ∞, quando
n −→∞.
Para os Caṕıtulos 4 e 5, quando consideraremos o problema do tipo Kelvin-Voigt com
retardo limitado e pontual, consideraremos que as funções com memória g e F satisfaçam as
condições descritas a seguir.
Sendo h um número positivo fixado, por ut denotaremos a função definida em (−h, 0), dada por
ut (s) = u (t+ s) , s ∈ (−h, 0) , t ≥ 0.
Consideremos como em Caraballo e Real [6], X e Y espaços de Banach separáveis, e
g : [0, T ]× C ([−h, 0] , X)→ Y
tal que
(H1) Para todo ξ ∈ C ([−h, 0] , X), as aplicações
t ∈ [0, T ] 7−→ g (t, ξ) ∈ Y
são mensuráveis.
(H2) g (t, 0) = 0 para cada t ∈ [0, T ] .
(H3) existe Lg > 0 tal que, para cada t ∈ [0, T ],
‖g (t, ξ)− g (t, η)‖Y ≤ Lg ‖ξ − η‖C0([−h,0],X) .
(H4) existe Cg > 0 tal que, para cada t ∈ [0, T ],
∫ t
0




(H5) se uma sequência {vk} converge fracamente para v em L2(−h, T ;Y ) e fortemente em
L2(−h, T ;X), então a sequência de funções {ξk} dadas por ξk(t) = g(t, (vk)t) converge
fracamente para ξ(t) = g(t, vt) em L
2(0, T ;Y ).
Note que, dado u ∈ C0 ([−h, 0] , X), a função gu : t ∈ [0, T ] −→ Y definida por gu(t) =
g(t, ut), ∀t ∈ [0, T ] é mensurável e portanto pertence a L2 (0, T ;Y ). Então a aplicação
G : u ∈ C0 ([−h, T ] , X) 7−→ g(t, ut) ∈ L2 (0, T ;Y )
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está bem definida e satisfaz as hipóteses (H1) − (H5). Como C0([−h, T ];X) é denso em
L2 (0, T ;Y ) então, pela propriedade (H4), G admite uma única extensão, a aplicação
G̃ : u ∈ L2 (−h, T ;X) 7−→ g(t, ut) ∈ L2 (0, T ;Y )
a qual é uniformemente cont́ınua. Denote por g(t, ut) = G̃(u)(t) para cada u ∈ L2 (−h, T ;Y ), e
portanto ∀t ∈ [0, T ], ∀u, v ∈ L2 (0, T ;Y ) temos que∫ t
0




Exemplo 1.4.2. Suponha T > 0. Defina g : [0, T ] × C ([−h, 0] , X) → X por






. Observe que g satisfaz as hipótese (H1)-(H5) acima. De fato:
(H1) Dado ξ ∈ C ([−h, 0] , X), as aplicações












(−h), temos ω ∈ C ([0, T ] , [−h, 0]), e portanto
ξ ◦ ω ∈ C ([0, T ] , X).






= 0 para cada t ∈ [0, T ] .
(H3) existe Lg > 0 tal que, para cada t ∈ [0, T ],
‖g (t, ξ)− g (t, η)‖X =
∥∥ξ ((1− tT ) (−h))− η ((1− tT ) (−h))∥∥Y
≤ Lg ‖ξ − η‖C0([−h,0],X) .
(H4) existe Cg > 0 tal que, para cada t ∈ [0, T ],∫ t
0

























(H5) se uma sequência {vk} converge fracamente para v em L2(−h, T ;X) e fortemente em
L2(−h, T ;x). Então, claramente pela hipótese (H4), a sequência de funções {ξk} dadas















em L2(0, T ;X).
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1.4.1 Lemas técnicos




〈T, η〉 = 0, para todo η ∈ V se, e somente se, existe Q ∈ D′(Ω), tal que T = ∇Q.
Prova. Ver [51] ou [55] página 14, para mais detalhes.
Lema 1.4.4. Se P ∈ D’(Ω), e todas as primeiras derivadas DiP ∈ H−1(Ω), então P ∈ L2(Ω).
Prova. Ver [55], página 15.
























Prova. Ver [55], página 262 - Lema 3.2, e página 296 - Lema 3.5.
Sendo λ1 primeiro autovalor do operador A = −P∆, e ‖·‖2V = ‖·‖L2(Ω) +κ ‖∇·‖L2(Ω), note
que
























































 12 ‖u‖V .

























































 12 ‖u‖V .
Agora, sejam n = 2, 3 e Ω ⊂ Rn aberto e limitado, tal que ∂Ω seja suficientemente regular.
A forma trilinear
b (u, v, w) = ((u · ∇) v, w) =
∫
Ω









é definida sobre Hm1(Ω)×Hm2+1(Ω)×Hm3(Ω), onde mi ≥ 0 e
m1 +m2 +m3 ≥ n2 se mi 6=
n
2 i = 1, 2, 3
m1 +m2 +m3 >
n
2 se mi =
n
2 para algum i
(1.7)
e satisfaz a seguinte estimativa:
|b(u, v, w)| ≤ C‖u‖Hm1 (Ω)‖∇v‖Hm2+1(Ω)‖w‖Hm3 (Ω),






≤ 1, pela desigualdade de Holder, vale a estimativa:
|b(u, v, w)| ≤ ‖u‖Lq1 (Ω)‖∇v‖Lq2 (Ω)‖w‖Lq3 (Ω). (1.8)
Assim, tomando q1 = q3 = 4 e q2 = 2, temos
|b(u, v, w)| ≤ ‖u‖L4(Ω)‖∇v‖L2(Ω)‖w‖L4(Ω). (1.9)
Como L4(Ω) ↪→ V , para (n = 2, 3), temos que
|b(u, v, w)| ≤ Ĉ‖u‖V ‖∇v‖L2(Ω)‖w‖V , (1.10)
onde Ĉ > 0 é a constante de inclusão L4(Ω) em V . De acordo com o Lema 1.4.5, segue que
∀ u, v, w ∈ V,
















‖u‖V ‖∇v‖L2(Ω)‖w‖V se n = 3.
(1.11)
Da mesma forma, tomando q1 = q2 = 4 e q3 = 2, temos
|b(u, v, w)| ≤ ‖u‖L4(Ω)‖∇v‖L4(Ω)‖w‖L2(Ω). (1.12)
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Como L4(Ω) ↪→ V , para (n = 2, 3), temos que
|b(u, v, w)| ≤ Ĉ‖u‖V ‖∇v‖V ‖w‖L2(Ω). (1.13)
Pelo Lema 1.4.5, segue que ∀ u, v, w ∈ V,
















‖u‖V ‖∇v‖V ‖w‖L2(Ω) se n = 3.
(1.14)
Em particular b é uma forma trilinear cont́ına sobre V ×V ×V . (Para definições e demonstrações
sobre a forma b, veja [55]).
Defina o operador B : V × V → V ∗ por
〈B (u, v) , w〉 = b (u, v, w) .
Caṕıtulo 2
Teoremas de traço para campos
vetoriais solenoidais dependentes do
tempo.
Resumo do caṕıtulo: Neste caṕıtulo, nosso objetivo é caracterizar a restrição de
campos vetoriais (solenoidais) definidos no espaço-tempo QT = [0, T ] × Ω para a superficie
lateral ΣT = [0, T ]×∂Ω, e também estender campos vetoriais definidos sobre ΣT em campos
vetoriais (solenoidais) definidos sobre QT
Desejamos estabelecer a existência e unicidade de solução em dimensão 2 e 3, para o





− ν∆u+ ((F (t, ut)) · ∇)u (t, x) +∇p = f(t) + g (t, ut)
sujeito a condições iniciais, de retardo, de contorno e de divergência nula.
Seja Ω ⊂ Rn, n = 2, 3 um domı́nio limitado com fronteira ∂Ω. Considere o seguinte sistema






− ν∆u+ ((F (t, ut)) · ∇)u (t, x)
+∇p = f (t) + g (t, ut) em (0, T )× Ω
div u = 0 em (0, T )× Ω
u = k sobre (0, T )× ∂Ω
u(0, x) = u0 (x) em Ω
u0 = ϕ em (−h, 0)× Ω,
(2.1)
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onde u representa o campo de velocidades, p a pressão hidrostática, k 6= 0 é a velocidade na
fronteira, f é a força externa sem retardo, g é outra força externa com alguma caracteŕıstica
hereditária, u0 é velocidade inicial, ϕ é o dado inicial com alguma caracteŕıstica hereditária, ν > 0
é o coeficiente de viscosidade, κ > 0 é o coeficiente que caracteriza as propriedades elásticas do
fluido Kelvin-Voight em questão. Sendo h um número positivo fixado, por ut denotaremos a
função definida em (−h, 0), dada por
ut (s) = u (t+ s) , s ∈ (−h, 0) .
Considere QT = (0, T ) × Ω, e ΣT = (0, T ) × ∂Ω é a superficie lateral de QT , e para n ∈ N e
p > 1, defina Lp (Ω) = Lp (Ω)n.
Note que, tomando w = u− ṽ, onde ṽ está definido em [−h, T ]× Ω,
div ṽ = 0 em (0, T )× Ω
ṽ = k sobre (0, T )× ∂Ω
ṽ (x, 0) = ṽ0(x) em Ω,





− ν∆w + ((w(t− r(t)) + ṽ(t− r(t))) · ∇) (w + ṽ) (t, x)
+∇p = f1 (t) + g (t, wt + ṽt) em (0, T )× Ω
div w = 0 em (0, T )× Ω
w = 0 sobre (0, T )× ∂Ω
w (x, 0) = u0 (x)− v0(x) em Ω
w (t, x) = ϕ (t, x)− ṽ (t, x) em (−h, 0)× Ω,
(2.2)










; e lembrando que, para cada tempo
t ∈ (0, T ), denotamos por wt a função definida em (−h, 0) pela relação wt(θ) = w(t + θ), θ ∈
(−h, 0). A pergunta agora é em que espaços os dados de fronteira devem estar para que 2.2 tenha














pelo menos. Neste momento, definimos em que espaço a extenção do dado de fronteira k deve





de campos vetoriais solenoidais em QT que, a partir da Teoria de Traço, que
será estudada neste caṕıtulo, para determinar o espaço G dos elementos de contorno de Dirichlet
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definidos sobre ΣT , cujo traço de elementos do espaço Y coincide com os elementos do espaço
G.
A idéia, então, para resolver este problema é reduzir a investigação de solução de problemas
de valor de fronteira não nulo, a problemas de fronteira nula. Para isso, precisamos caracterizar
a restrição de campos vetoriais (solenoidais) definidos no espaço-tempo QT = [0, T ]× Ω para a
superficie lateral ΣT = [0, T ]× ∂Ω, e também estender campos vetoriais definidos sobre ΣT em
campos vetoriais (solenoidais) definidos sobre QT ; e este será o objetivo deste caṕıtulo.
2.1 Formulação para um Teorema do traço
Assuma Ω ⊂ Rd um domı́nio limitado com fronteira ∂Ω uma variedade C∞ compacta,




Γj , e Γj ∩ Γj = ∅ sempre que i 6= j.
2.1.1 Espaços funcionais
Considere o espaço
S = S(Rd) =
{
u : xαDβu ∈ L2(Rd);∀α; ∀β
}
,
onde x = (x1, . . . , xd) ∈ Rd, α = (α1, . . . , αd) e β = (β1, . . . , βd) são multíındices com









Para u ∈ S, definimos a Transformada de Fourier










A inversa da Transformada de Fourier é dada por





eix·ξû(ξ) dξ = Fu(−x).
O espaço de Schwartz S′(Rd) é o espaço dual de S(Rd). A Transformada de Fourier de
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onde 〈·, ·〉 é o produto de dualidade entre S′ e S o qual é gerado pelo produto escalar de L2(Rd).
Para s ∈ R, o espaço de Sobolev Hs(Rd) é definido como segue:
Hs(Rd) =
{
u ∈ S′(Rd) : (1 + |ξ|2)
s






(1 + |ξ|2)s |û(ξ)|2 dξ.





u ∈ Hs(Rd) : supp u ∈ G
}
.
Para um domı́nio Ω, denote por Ω′ = Rd − Ω. Para s ∈ R, o espaço de Sobolev Hs(Ω) das
funções definidas sobre Ω é definido como segue:
Hs(Ω) = Hs(Rd)/HsΩ′(R
d). (2.3)
As definições gerais dos espaços quociente de espaços de Banach e (2.3) implica que existe um




onde o infimo é tomado sobre todos os operadores extensão E (veja [8] e [9]).
Como assumimos que o domı́nio Ω é bem regular, ou seja, que a fronteira ∂Ω é uma
variedade de classe C∞ de dimensão d− 1 e compacta, então existe um sistema de cartas locais
{(Uk, δk)}k=1,··· ,m finito e, de posse destas cartas locais, podemos construir uma partição da
unidade subordinada a cobertura aberta {Uk ∪ Ω}k=1,··· ,m do aberto
m⋃
j=1
(Uk ∪ Ω) que contém Ω.
Denote esta partição por φ0, φ1, · · · , φm. Obtemos então:
1. suppφ0 ⊂ Ω;
2. suppφk ⊂ Uk, k = 1, 2, · · · ,m;
3. φk ∈ C∞0 (Rn), k = 0, 2, · · · ,m;




φk(x) = 1, ∀x ∈ Ω.




∥∥φku ◦ δ−1k ∥∥Hs(Rd−1)
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está bem definida.
Defina o espaço V s(Ω) =
{
v = (v1, . . . , vd) ∈ [Hs(Ω)]d : div v = 0
}
.
Se (t, x) ∈ Rd+1, então a transformada de Fourier û(τ, ξ) é definida por





e−i(tτ+x·ξ)u(t, x) dt dx.
Considere o espaço de Schwartz S′(Rd+1) e defina
Hs(Rd+1) = H1(R, Hs(Rd)) =
{
u(t, x) ∈ S′(Rd+1) : (1 + |τ |2)
1
2 (1 + |ξ|2)
s






(1 + |τ |2)(1 + |ξ|2)s |û(τ, ξ)|2 dξ dτ.
Sobre o cilindro QT = (0, T )× Ω, analogamente a (2.3), podemos definir
Hs(QT ) = Hs(Rd+1)/HsQ′T (R
d+1) (2.5)
e
‖u‖Hs(QT ) = infE ‖Eu‖Hs(Rd+1) (2.6)
onde o infimo é tomado sobre todos os operadores extensão E : Hs(QT ) −→ Hs(Rd+1).
Definimos ainda, o espaço vetorial
Vs(QT ) =
{
v = (v1, . . . , vd) ∈ [Hs(QT )]d : div v = 0
}
.
Os traços de funções u ∈ Vs(QT ) sobre a superf́ıcie lateral [0, T ]×∂Ω são procurados em espaços
do tipo Hs (0, T ; Hr(∂Ω)), suas normas são construidas a partir da norma de Hs (R; Hr(∂Ω)),




(1 + |τ |2)s ‖û(τ, ·)‖2Hr(∂Ω) dτ,
onde






é a transformada de Fourier da função u(t, ·) definida para t ∈ R com valores pertencentes a
Hr(∂Ω).
O Teorema do traço consiste de duas partes: um Teorema de restrição e um de extenção.
Seja v(x), x ∈ Ω um campo vetorial solenoidal (div v(x) = 0) de classe C∞, e γv sua restrição
sobre a fronteira ∂Ω:
γv = v|∂Ω.
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Podemos decompor γv(x) da seguinte maneira:
γv(x) = γτ (x)v + (γnv(x))n (2.7)
onde γn(x)v é a componente normal de γv(x), obtida pela projeção ortogonal de γv(x) sobre o
campo vetorial normal n; e γτ (x)v é a componente tangencial de γv(x), obtida pela projeção
ortogonal de sobre o espaço tangente Tx∂Ω da variedade ∂Ω no ponto x.
Introduzimos os seguintes espaços funcionais sobre ΣT :




























v ∈ Hα(∂Ω) :
∫
∂Ω
v dx = 0
}
(para α < 0, a integral é entendida no sentido
de distribuição), e
Gs(ΣT ) = G
s
τ (ΣT )×Gsn(ΣT ).
2.1.2 Resultados de restrição




, introduzimos os seguintes operadores
restrição:
γ0u(t, x









onde k = 1, 2, . . .; x = (x1, . . . xd) e x
′ = (x1, . . . , xd−1). Nosso objetivo é encontrar os espaços





Lema 2.1.1. Seja k ≥ 0 um inteiro, e assuma 12 < s. Então o operador γk, definido em (2.7),
































kû(τ, ξ′, ξd) dξd.
Sejam
a(ξ′) = 1 +
∣∣ξ′∣∣2 , b(τ) = 1 + |τ |2 e Λs(τ, ξ′) = b(τ)a(ξ′)s.
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Com uma função R(τ, ξ′) > 0 a ser determinada posteriormente, obtemos:∫
Rd

































∣∣û(τ, ξ′, η)∣∣2 Λs(τ, ξ′, η) dη dτ dξ′,
onde Λs(τ, ξ
′, η) = b(τ)a(ξ′, η)s = b(τ)(1 + |ξ′|2 + |η|2)s.
Precisamos determinar R(τ, ξ′) tal que





dη ≤ C2, (2.10)




∣∣γ̂ku(τ, ξ′)∣∣2 dτ dξ′ ≤ C ∫
Rd+1
∣∣û(τ, ξ′, η)∣∣Λs(τ, ξ′, η) dη = c ‖u‖2Hs(Rd+1)





. Para determinar R satisfazendo (2.10), defina
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0 < C1 < b
2k+1
2s I(b) ≤ C2,
ou ainda,












Portanto, podemos definir R(τ, ξ′) como segue:






























Considere agora o caso QT = [0, T ]× Ω e ΣT = [0, T ]× ∂Ω.
Corolário 2.1.2. Seja k ≥ 0 um inteiro e 1
2
< s. Então, o operador restrição definido em (2.8)
pode ser estendido por continuidade ao operador limitado







2.1. Formulação para um Teorema do traço 45
Prova. Dado u ∈ Hs (QT ), então pela definição do espaço Hr(0, T ;Hs(Ω)), podemos considerar
v ∈ H1(R;Hs(Ω)) a extensão de u como segue:
v(t) = u(t), para t ∈ [0, T ],
v(t) = 0 para t ∈ [T + δ,+∞) ∪ (−∞,−δ],
e v é uma função suave em (T, T + δ] ∪ [−δ, 0) de modo que v(T + δ) = v(−δ) = 0 Então,
v(t) ∈ Hs(Ω), para quase todo t ∈ [0, T ].
Como a fronteira ∂Ω do domı́nio Ω ⊂ Rd é uma variedade compacta, de classe C∞, de
dimensão d− 1, existe uma cobertura finita {Uk}k=1,...,J de ∂Ω e um difeomorfismo δk : Uk −→
B =
{
x ∈ Rd; |x| < 1
}
tal que, sobre Ui ∩ Uj 6= ∅, δi ◦ δ−1j seja C∞. Seja φk uma partição da
unidade subordinada a {Uk}.







, y ∈ (0, 1)d−1 × [0, 1] = Y
0, y ∈ Rd − Y.
Então vj(t) ∈ Hs(Rd).
Pelo Teorema anterior,
vj ∈ Hs(Rd+1) −→ γk(vj) ∈ H1(R;Hs−k−
1
2 (Rd−1)).
Então, para cada j = 1, . . . , J temos γkvj(t) definida em Rd−1 =
{











δ−1j (y1, . . . , yd−1, 0)
)
, y′ ∈ (0, 1)d−1 = Y ′ ;
0, y ∈ Rd−1 − Y ′ .
Como vj(t) ∈ Hs(Rd), temos que γkvj(t) ∈ H−k−
1
2





























































= C ‖u‖2Hs(QT ) .
2.1.3 Resultados de extensão















, onde γk é o operador definido em
(2.8).
Prova. Seja φk(t) ∈ C∞ (R) com suppφk(t) ⊂ [−1, 1] e φk(t) =
tk
k!
para |t| < 1
2






û(τ, ξ′, xd) ≡ û(τ, ξ1, . . . , ξd−1, xd)







e v̂(τ, ξ′) a transformada de Fourier de v em relação as variáveis (t, x′). Defina o
operador βk pela fórmula
(β̃kv)(τ, ξ
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2 (ξ′))(1 + y2)sb







∣∣v̂(τ, ξ′)∣∣2 dτ dξ′
= c1 ‖v‖Hs−k− 12 (Rd) .






, seguem da definição de γk em
(2.8) e de βk em (2.11).
Com ajuda das técnicas de partição da unidade obtemos, a partir do Teorema anterior
mostraremos, a seguir, resultados de extensão para funções definidas sobre Σ = R × ∂Ω para
funções definidas sobre Q = R× Ω.
Corolário 2.1.4. Seja k ≥ 0 um inteiro e s ∈ R. Então existe um operador cont́ınuo
βk : Hs−k−
1
2 (Σ) −→ Hs (Q)
tal que γk ◦ βk = I e γj ◦ βk = {0}, j 6= k, para u(t, x) definida para (t, x) ∈ R× ∂Ω, onde γk é
o operador definido em (2.8).

Considere os seguintes espaços funcionais :
V s (Ω) =
{
u ∈ [Hs (Ω)]3 : divu = 0
}
. (2.12)
2.1. Formulação para um Teorema do traço 48
Para s ≥ 0, seja o espaço
V̂ s (Ω) =
{




′ = 0, j = 1, . . . , J
}
. (2.13)
Considere também os espaços
Hs0 (Ω) = fecho de C
∞
0 (Ω) na norma de H
s (Ω) , s > 0,
e
V 00 (Ω) =
{
u ∈ V 0 (Ω) : γnu = 0
}
. (2.14)
Temos a decomposição do espaço L2 (Ω) (veja [13]):
L2 (Ω) = V 00 (Ω)⊕∇H1 (Ω)
onde ∇H1 (Ω) =
{
∇p : p ∈ H1 (Ω)
}
.
Note que ∇H1 (Ω) ⊂ ker curl (veja [57], Terorema 2.7, página 30).
Defina Hc = V
0
0 ∩ ker curl, temos que:
• Hc 6= {0} ;
• Hc é um subespaço de dimensão finita de H1 (Ω) ;
• Hc é o conjunto dos vetores dos vetores∇p(x), onde p(x) é uma função de múltiplos valores






v ∈ V 00 (Ω) :
∫
Γi
v · ndx′ = 0, i = 1, 2, ..., J
}
;
• a seguinte decomposição ortogonal em L2 (Ω) é verdadeira:
V 00 (Ω) = W
0 (Ω)⊕Hc (Ω) .
Todas estas propriedades do espaço Hc podem ser encontradas no artigo de Foias & Temam:
“Remarques sur les équations de Navier-Stokes stationnaires et les phénomenès les successifs de
bifurcation“ - [13]. Defina, para s ≥ 0,
W s(Ω) = W 0 (Ω) ∩Hs (Ω) , (2.15)
onde W s (Ω) munido da norma de Hs (Ω), e
W−s (Ω) = fecho de W 0 (Ω) na a norma de H−s (Ω) ,




e a dualidade 〈·, ·〉 é gerada pelo
produto interno em L2 (Ω).
Finalmente defina
V̂ −s = fecho de V̂ 0 (Ω) na norma de H−s (Ω) .
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Teorema 2.1.5. Seja s > −32 e s 6= −
1
2 . Então o operador
curl : W s+1 (Ω) −→ V̂ s (Ω)
é um isomorfismo. Além disso, o operador rotacional
curl : V̂ s+1 (Ω) −→ V̂ s (Ω)
é sobrejetivo.
Prova. : Ver [16] Teorema 4.1, página 1097.
Agora considere os seguintes espaços funcionais:




0, T ; V̂ s (Ω)
)
: ∂tu ∈ L2
(






Ŵs (QT ) =
{
u ∈ L2 (0, T ;W s (Ω)) : ∂tu ∈ L2 (0, T ;W s (Ω))
}
. (2.17)
Teorema 2.1.6. Seja s > 12 . Então, para u ∈ V̂
s (QT ), existe uma única solução v ∈ Ŵs+1 (QT )
para o problema 
curl v(t) = u(t), x ∈ Ω
div v(t) = 0, x ∈ Ω
γn v(t) = 0, x ∈ ∂Ω
(2.18)
(onde t é um parâmetro)e a seguinte estimativa é verdadeira:
‖v‖Ŵs+1(QT ) ≤ C ‖u‖V̂s(QT ) ,
onde C > 0 não depende de u.
Prova. : Seja u ∈ V̂s (QT ), então para quase todo t ∈ [0, T ], u(t) ∈ V̂ s (Ω). Pelo (2.1.5), existe
um único v(t) ∈W s+1 (Ω) tal que curlv(t) = u(t), para quase todo t ∈ [0, T ].
Novamente, como ∂tu ∈ V̂s (QT ) e sua definição em (2.16), segue que ∂tu(t) ∈ V̂ s (Ω).
Novamente pelo (2.1.5) existe um único w(t) ∈ W s+1 (Ω) tal que curlw(t) = ∂tu(t), x ∈ Ω.
Como
curl(w(t)) = ∂tu(t) = ∂t(curlv(t)) = curl(∂tv(t)),
temos que ∂tv(t) = w(t), para quase todo t ∈ [0, T ], já que pelo Teorema anterior curl é um
isomorfismo. Assim, ∂tv ∈ L2
(
0, T ;W s+1 (QT )
)
e então v ∈ Ŵs (QT ).
Da definição (2.15) de W s+1 (Ω), segue que div v(t) = 0, x ∈ Ω e γnv(t) = 0, x ∈ ∂Ω, para
quase todo t ∈ [0, T ].
2.1. Formulação para um Teorema do traço 50
Para cada componente conexa Γi de ∂Ω =
⋃
Γi, considere o conjunto
Θ = Θi,δ = {x ∈ Ω : dist(x,Γ) < δ} Γ = Γi
onde δ é um número suficientemente pequeno. Introduziremos em Θ coordenadas locais especiais.
Lema 2.1.7. Defina
y3(x) = dist(x,Γi). (2.19)
Então existe uma cobertura finita {Uj} de Θi,δ tal que em cada Uj existe um sistema de
coordenadas (y1(x), y2(x), y3(x)), onde y3 é definida por (2.19), orientada por (x1, x2, x3) e
satisfaz
∇yj(x) · ∇yk(x) = δjk j, k = 1, 2, 3 (2.20)
onde δjk é o śımbolo de Kronecker.
Prova. Ver Lema 4.4 página 1100 em [17].
Usando (2.20), podemos calcular, nas coodernadas locais (y1, y2, y3), o tensor métrico
gkl(y) gerado pela métrica Euclidiana do espaço envolvendo R3 por gkl(y) = δjk. Esta relação






e curlu = (∂2v3 − ∂3v2, ∂3v1 − ∂1v3, ∂1v2 − ∂2v1).






onde v(t, y1, y2) = (v1(t, y1, y2), v2(t, y1, y2)) é um campo vetorial tangencial sobre ΣT .
Pode-se provar que (veja [16], Caṕıtulo 4, página 1096), para uma função suave u,
dτγτcurl
−1u = γnu.
Teorema 2.1.8. Seja Ω ⊂ R3. O operador
γ = (γτ , γn) : V̂s (QT ) −→ Gsτ (ΣT )×Gsn (ΣT ) (2.21)
para s > 12 , é cont́ınuo, onde G
s







, Gsn (ΣT ) = Hs−
1
2 (ΣT ) ∩




0, T ; V̂ s (Ω)
)
: ∂tu ∈ L2
(
0, T ; V̂ s (Ω)
)}
.




, operador traço γ = (γτ , γn), nas coordenadas locais introduzido no
Lema (2.1.7) ( vide Lema 4.4, página 1100 de [17]), pode ser reescrito como segue:
γu = (w1|y3=0, w2|y3=0, w3|y3=0),
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ou seja,
γτu = (w1|y3=0, w2|y3=0).
Observe que 
w1|y3=0 = γ0w1(t, y1, y2),
w2|y3=0 = γ0w2(t, y1, y2).
Note que w1, w2 ∈ Hs ((0, T )×Θi), onde Θi = {x ∈ Ω : dist(x,Γi) < y3}, onde Γi são as
componentes conexas de ∂Ω. Estendendo w1 e w2 a uma função pertencente a Hs(Rd+1), e
aplicando o (2.1.1), deduzimos a continuidade da componente γτ do operador γ.
Vamos estimar γn. Para isso, precisamos voltar às coordenadas originais do problema.
Defina v = curl−1u como a solução v ∈ Ŵs+1 (QT ) do problema (2.18). Usando novamente as
coordenadas locais introduzido no Lema anterior, a parte tangencial de v sobre ΣT pode ser
reescrita como γτv = (v1(y1, y2, 0), v2(y1, y2, 0)). Ao aplicarmos o operador dτ , obtemos:
dτγτv = ∂2v1(y1, y2, 0)− ∂1v2(y1, y2, 0).
Dáı, segue que
w3(y1, y2, 0) = γnu = dτγτcurl
−1u = dτγτv = ∂2v1(y1, y2, 0)− ∂1v2(y1, y2, 0),
e
‖γnu‖Hs− 12 (ΣT )∩L2(0,T ;H̃−1(Γ))
= ‖(∂2v1(y1, y2, 0)− ∂1v2(y1, y2, 0)) |ΣT ‖Hs− 12 (ΣT )∩L2(0,T ;H̃−1(Γ))
≤ C ‖v|ΣT ‖Hs+ 12 (ΣT )∩L2(0,T ;H̃0(Γ))
≤ C ‖v‖Hs+1(QT )
≤ C ‖v‖Ŵs+1(QT )
≤ C̃ ‖u‖V̂s(QT ) .
Teorema 2.1.9. (Teorema de restrição): Seja Ω ⊂ R3. Então podemos definir operador
restrição em(2.7), pelo operador cont́ınuo




Prova. : Seja v ∈ Vs (QT ) para 12 < s. Denote por∫
Γj
v · nds = qi(t), j = 1, 2, · · · , J








v · nds =
∫
Ω
div v dx = 0, (2.22)
para cada t ∈ [0, T ].
Considere o problema de Neumann





= qj(t) j = 1, 2, · · · , J.
(2.23)
Em virtude de (2.22), existe uma solução p(t, x) para o problema (2.23), e ∇p(t, x) é definido




⊂ Hs(QT ). Como
div∇p = ∆p = 0, temos que ∇p ∈ Vs(QT ). Além disso, ∂tv, ∂t∇p ∈ Vs(QT ). Portanto
(v −∇p) ∈ Vs (QT )
e ∫
Γj
γn(v −∇p) dx′ =
∫
Γj
(v −∇p) · ndx′ = 0.
Assim (v −∇p) ∈ V̂s (QT ). Então, pelo Teorema anterior, obtemos resultado de restrição para
(v −∇p).
Note que









Então, aplicando o Teorema anterior a u = v −∇p, temos o resultado.
Omitiremos a demonstração do próximo resultado pois sua prova segue os mesmos passos
dos Teoremas 5.1 e 2.2, (páginas 1110 e 1112) do artigo [16] de Fursikov, Gunzburger e Hou,
com uma única diferença: no momento em que se aplica o Teorema do Traço (no caso do artigo
[16], o Teorema 3.2), aplicamos o Corolário 2.1.4 deste trabalho. Note que, mesmo que a prova
seja praticamente a mesma, os resultados são obtitidos em espaços diferentes do do artigo [16].
Considere o seguinte espaço funcional:
Ĝs(ΣT ) = G
s








′) dx′ = 0 para quase todo t ∈ [0, T ], j = 1, . . . , J
}
.
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Teorema 2.1.10. Seja Ω ⊂ R3. Então, para 12 < s, existe um operador levantamento cont́ınuo
R : Ĝs(ΣT ) −→ V(s) (QT )
de modo que o operador R é tal que γ ◦ R = I, onde I : Gs(ΣT ) −→ Gs(ΣT ) é o operador
identidade.
Da mesma forma que o resultado anterior, também omitiremos a prova do próximo
Teorema, já que os passos são os mesmos da demonstração do Lema2.2 em [16], página 1112.
Lembrando que, mesmo que a prova tenha os mesmos argumentos, os resultados são diferentes
dos obtidos em [16].
Teorema 2.1.11. (Teorema de levantamento): Seja Ω ⊂ R3. Então, para 12 < s, existe um
operador levantamento cont́ınuo
R : Gs(ΣT ) −→ V(s) (QT )
de modo que o operador R é tal que γ ◦ R = I, onde I : Gs(ΣT ) −→ Gs(ΣT ) é o operador
identidade.
2.2 Formulação para um Teorema de Extensão para dados de
fronteira: caso bidimensional
Sejam Q = R× Ω e Σ = R× ∂Ω a superf́ıcie lateral do ciĺındro do tempo-espaço infinito.
Vamos descrever o espaço vetorial definido sobre Σ que pode ser estendido ao espaço vetorial
solenoidal definido sobre Q o qual é subespaço de V(1)(Q).
Vamos examinar os traços normal e tangencial separadamente, pois eles pertencem a
diferentes espaços funcionais. Então, denote por τ = (τ1, τ2) e n = (n1, n2), os vetores tangente
e normal exterior unitários, respectivamente, ao longo da fronteira ∂Ω, orientada no sentido
anti-horário. Temos as seguintes relações
τ1 = n2 e τ2 = −n1 .
Dado um campo vetorial
b(t, x) = bn(t, x)n(x) + bτ (t, x)τ(x), para quase todo (t, x) ∈ Σ,
satisfazendo ∫
∂Ω
b · nds = 0, para quase todo t ∈ R, (2.24)
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onde bn = b · n e bτ = b · τ , procuramos u = (u1, u2) ∈ V(1)(Q) da forma u1 = ∂2F e u2 = ∂1F
onde F é a função fluxo de u e ∂iF =
∂F
∂xi
. Em outras palavras, dado um vetor b, tal que∫
∂Ω
b · nds = 0, para quase todo t ∈ R, procuramos F de modo que
bn = −(∇F · τ)|∂Ω ≡ − ∂τF |Σ (2.25)
e




b · nds = 0, para quase todo t ∈ R, a hipótese (2.26) é equivalente a




onde a integral de linha é tomada ao longo de ∂Ω no sentido anti-horário, começando de um
ponto fixo x0 ∈ ∂Ω.






















F se anula fora de um vizinhança de Σ = R× ∂Ω




















Prova. Considere bτ satisfazendo (2.29) e h satisfazendo (2.30), vamos construir uma extensão
F satisfazendo (2.26)− (2.28), tal que F se anula fora de um vizinhança de Σ = R× ∂Ω. Como














1, 0) ∈ ∂Ω e x
′
2 ∈ [0, ε]
}







1) ∈ L2(0, ε;H1(R;H2(∂Ω))) : ∂x′2x′2F ∈ L
2(0, ε;L2(R;H2(∂Ω)))
}
do Teorema do Traço em [10] (Teorema 4.2, página 29), temos que as aplicaçóes
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γ0 : F ∈ H2(Q) 7−→ F |x′2=0 ∈
[





γ1 : F ∈ H2(Q) 7−→ ∂x′2F |x′2=0 ∈
[




são cont́ınuas e sobrejetivas. Portanto, a aplicação
F 7−→ (γ0F, γ1F )
H2(R× U) −→
[










é cont́ınua e sobrejetiva. Como (veja em [10] a equação 9.24 na página 53, e Teorema 9.6 na
página 49)) [



























2 (∂Ω)). Finalmente, escolha outra vizinhança Ũ de (0, ε)× ∂Ω tal que U está contido
em Ũ . A partir dos resultados de extensão, podemos estender continuamente o espaçoH2(R×U)
no espaço
{
F ∈ H2(R× Ω) : F se anula fora de Ũ
}
.
Agora, suponha que um par (bτ , h), definido sobre Σ, possui uma estensão F ∈
H2(Q) satisfazendo (2.25), (2.26), e que F se anula fora de um vizinhança U ={




2) : t ∈ R, (x
′
1, 0) ∈ ∂Ω e x
′
2 ∈ [0, ε]
}












Novamente, do Teorema do Traço em [10] (Teorema 4.2, página 29), temos que a aplicação
γ0(F ) = F |x′2=0
e





estão bem definidas, e que
F 7−→ (γ0F, γ1F ) =
H2(R× U) −→
[










Note que x ∈ Σ quando x2 = 0 então, por (2.25), (2.26), temos que (γ0F, γ1F ) = (h, bτ ).
Teorema 2.2.2. Assuma que bn e bτ satisfazem















Então existe u ∈ V1(QT ) satisfazendo
u|ΣT = b ≡ bn · n+ bτ · τ
e a estimativa



















onde C independe de bn e bτ , e tal que u se anula fora de uma vizinhança de (0, T )× Ω.
Prova. Os espaços Hr(0, T ;Hs(∂Ω)) com ı́ndices r e s fracionários podem ser considerados
como a restrição sobre (0, T )× Ω dos espaços de funções Hr(R, Hs(∂Ω)).





































Podemos assumir que ∫
∂Ω
b̃n ds = 0, para quase todo t ∈ R
(se necessário, pode-se tomar
˜̃








h̃(t, x) = −
∫ x
x0
b̃n(t,X(s)) ds, x ∈ ∂Ω,
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onde a integral é tomada no sentido antihorário ao longo de ∂Ω, começando no ponto x0 ∈ ∂Ω.
Note que h̃ ∈ H
3
4 (0, T ;H
3
2 (∂Ω)), então da Proposição anterior, temos que existe F ∈ H2(Q), a
qual se anula fora de R× ∂Ω, tal que
F |Σ = h̃ e ∂nF |Σ = b̃τ .
Agora, tomando
u = curl (∂2F,−∂1F ) ,
segue que u ∈ V1(Q) e
(u · n)|Σ = curlF · n|Σ = −∇F · τ = −∂τF |Σ = −∂τ h̃ = b̃n
e
(u · τ)|Σ = curlF · τ |Σ = −∇F · n = −∂nF = −∂nh̃ = b̃τ .
Então u|ΣT = b̃ = b̃n · n+ b̃τ · τ e
‖u‖V1(QT ) = ‖curl F‖V1(QT )




















Além disso, como F se anula fora de um vizinhança Z de Σ = R× ∂Ω, segue que u também se
anula fora de um vizinhança de Σ = R× ∂Ω.
Caṕıtulo 3
Soluções em Lp para sistemas do tipo
Kelvin-Voigt com memória não
limitada
Resumo do caṕıtulo: Neste caṕıtulo estudaremos a existência de soluções para uma
classe de sistemas do tipo de Kelvin-Voigt com retardo não-limitado. Para obter nossos
resultados, usaremos a teoria de semigrupos anaĺıticos em espaços de Banach e assumiremos
que o espaço de fase (o espaço das histórias) é definido de maneira axiomática.
3.1 Existência de solução para a Equação do tipo Kelvin-Voight
com retardo não limitado
Desejamos determinar a existência de solução clássica para o sistema equações do tipo

















β (s− t)u (s, x) ds (0, T )× Ω
div u(t, x) = 0 (0, T )× Ω
u(t, x) = 0 (0, T )× ∂Ω
u0 (t, x) = ψ (t, x) (−∞, 0]× Ω
(3.1)
onde u representa o campo de velocidades, p a pressão hidrostática, u(0) = u0(x) e u|Γ = 0
são as condições inicial e de fronteira, respectivamente, Ω ⊂ Rn é um aberto com fronteira Γ
de classe C2, ν > 0 é o coeficiente de viscosidade, κ > 0 é o coeficiente que caracteriza as
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propriedades elásticas do fluido Kelvin-Voigt em questão, γ ∈ R e α (·), β (·), ρ (·) são funções





























= νPp∆u+ F (t, ut, u (t)) + g (t, ut)
u0 = Ppψ,
(3.2)
onde ut : (−∞, 0)→ Xp é definida por ut (θ) = u (θ + t),
F (t, ut, u (t)) = −Pp
((∫ t
−∞














g (t, ut) = −Pp
(∫ t
−∞





β (s)ut (s, x) ds
)
.
O operador linear −Ap = Pp∆ é gerador infinitesimal de um semigrupo anaĺıtico de contrações
e−Apt em Xp. Observe que o conjunto resolvente de −Ap, ρ(−Ap), contém o conjunto dos
reais positivos, assim, para κ > 0, (I + κAp)
−1 existe e é um operador linear limitado em Xp.
Portanto, podemos reescrever (3.2) da seguinte forma:
du
dt
= ν (I + κAp)




F (t, ut, u (t)) = (I + κAp)
−1 F (t, ut, u (t))
e
g (t, ut) = (I + κAp)
−1 g (t, ut) .
Para mostrarmos a existência de solução para o sistema (3.1), precisamos demonstrar o seguinte
resultado:
Lema 3.1.1. As seguintes propriedades são verificadas:
1. O operador Bp = ν (I + κAp)
−1 (−Ap) é gerador infinitesimal de um semigrupo anaĺıtico
uniformemente limitado (Tp (t))t≥0 em D(Ap).
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2. Para 1 < p ≤ q < ∞, (Tp (t))t≥0 é um C0-semigrupo em D(Ap). Além disso, Tq (t) =
Tp (t) |D(Aq) e Tp (·)x ∈ C ([0,∞) , D(Ap)) para cada x ∈ D(Ap).
3. [10] Seja n > 1 um número natural. Então
(a) Dado 1 < p < n, então D(A
1
2
p ) ↪→ Xq se q ∈ [p, npn−p ].
(b) Dado p > n, então D(A
1
2
p ) ↪→ Xq se q ∈ [1,+∞).
(c) Dado p = n, então D(A
1
2
p ) ↪→ Xq se q ∈ [p,+∞).
4. [23] Seja ∞ > p > 1 e p = 2q Existe uma função F̃ : [0, a] × BVq × Vq → Xp tal que
F (t, ψ, w) = (Ap)
1
2 F̃ (t, ψ, w) para todo (t, ψ, w) ∈ [0, a] × BVq × Vq onde BVq é o espaço
de fase definido por
BVq = (Cr × Lq (ρ;Vq))
n , q > 1, r > 0.
Existem funções Li
F̃




(R) |t− s|γ1 + L1
F̃
(R) ‖ψ1 − ψ2‖BVq
+L2
F̃
(R) ‖w1 − w2‖Vq ,













é a bola de centro 0 ∈ BVq e raio R.
5. Seja ∞ > p > 1 e p = 2q A função F (t, ψ, w) = (Ap)
1
2 F̃ (t, ψ, w) para todo (t, ψ, w) ∈
[0, a]× BVq × Vq onde BVq é o espaço de fase definido por
BVq = (Cr × Lq (ρ;Vq))
n , q > 1, r > 0.
Existem funções LiF ∈ C ([0,∞) , [0,∞)), i = 0, 1, 2 e γ1 ∈ (0, 1) tais que
‖F (t, ψ1, w1)− F (s, ψ2, w2)‖Xp ≤ L
0
F (R) |t− s|
γ1 + L1F (R) ‖ψ1 − ψ2‖BVq
+L2F (R) ‖w1 − w2‖Vq ,













é a bola de centro 0 ∈ BVq e raio R.
6. [23] A função g (·) é cont́ınua de [a, b] × BVq em Xq e existe uma função crescente Lg ∈
C ([0,∞) , (0,∞)) e γ2 ∈ (0, 1) tal que
‖g (t, ψ1)− g (s, ψ2)‖Xq ≤ Lg (R)
(
|t− s|γ2 + ‖ψ1 − ψ2‖BVq
)
,




e todos t, s ∈ [0, a].
3.1. Existência de solução para a Equação do tipo Kelvin-Voight com retardo
não limitado 61
Prova.
1. Lembre-se que −Ap = Pp∆ é gerador de um semigrupo anaĺıtico de contrações em Xp.
Como o Bp = (I + κAp)
−1(−Ap) é um operador linear limitado, segue que
Bp é gerador infinitesimal de um semigrupo anaĺıtico (Tp (t))t≥0 em D(Ap), onde






para todo t ≥ 0. Além disso,










I (veja [47], página 9), onde (−Ap)λ é a aproximação de
Yosida de −Ap sobre D(Ap), para todo λ > 0. Sendo assim, Bp é gerador de um semigrupo
de contrações em D(Ap).









Além disso, para x ∈ D(Aq) = Im(A−1p ), então Apx = y ∈ Im(Ap) = D(A−1q ). Assim,
(κAp + I)












= Ap(κAp + I)
−1x.









∥∥(I + κAp)−1∥∥L(Xp) ≤ 1.
Note ainda que (I + κAp)(I + κAp)











portanto ∥∥Ap(I + κAp)−1∥∥L(Xp) ≤ 2κ,
para todo x ∈ Xq = D(A−1p )
Da mesma forma ∥∥Ap(I + κAp)−1∥∥L(D(Ap)) ≤ 2κ,
sabendo que x ∈ D(Ap) ⊂ Xq = D(A−1p )
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2. Como o operador Aq é gerador infinitesimal de um semigrupo anaĺıtico Sq (t) sobre Xq,
então, pelo item 1., Bq = ν (I + κAq)
−1 (−Aq) também é gerador de um semigrupo
anaĺıtico Tq (t) sobre D(Aq) ↪→ Xp.
Para 1 < p ≤ q < ∞, lembre-se que que D(Aq) ↪→ Xq e D(Ap) ↪→ Xp, como Xq ↪→ Xp,
temos D(Aq) ↪→ D(Ap). Note que Sq (t) = Sp (t) |Xq e que Aq = Ap|D(Aq) (veja [20], [5]).
Vamos mostrar que Bq = Bp|D(Aq).
De fato, dado x ∈ D(Aq)
Bpx = ν (I + κAp)
−1 (−Ap)x = ν (I + κAp)−1 (−Aq)x.






































= (I + κAq)
−1 y.
Assim, para todo x ∈ D(Aq), Bpx = Bqx, ou seja, Bp|D(Aq) = Bq.
Agora, como Bp e Bq são operadores lineares limitados em D(Ap) e D(Aq),
respectivamente, temos que Tp (t) = e
Bpt e Tq (t) = e
Bqt, t ≥ 0.














ou seja, Tp (t)|D(Aq) = Tq (t).
3. [10] Seja n > 1 um número natural. Então
Dado 1 < p < n, então D(A
1
2
p ) ↪→ Xq, se q ∈ [p, npn−p ], segue do Teorema de Imersão de
Sobolev e por L
np
n−p (Ω) ↪→ Lp(Ω) (veja [10], página 110).
Para p > n dado, então D(A
1
2
p ) ↪→ Xq, se q ∈ [1,+∞), segue do Teorema da desigualdade
de Morrey (veja [10], página 122).
Para p = n, então D(A
1
2
p ) ↪→ Xq, se q ∈ [p,+∞), veja [10], página 112.
4. De acordo com o Lema 2.2.1 em [23], demostraremos este item como segue.
A função F (·) dada por
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para ψ = (ψ1, . . . , ψn) ∈ BVp , w = (w1, . . . , wn) ∈ Vp. Analisando os termos integrais
que aparecem na definição das funções anteriores, parece razoável escolher espaços do tipo
BVq = (Cr ×Lq(ρ;Vq))n, q > 1, r > 0, como espaços de fase para modelar o problema. No
que segue, Fj representa a j-ésima coordenada do vetor F ∈ Rn. Assuma que ψ ∈ BVq e
w ∈ Vq são suficientemente regulares de modo que div(ψ1, . . . , ψn) = 0 e divw = 0, segue
que














































, estes operadores aplicam Xq em Xp. Assim














Defina por F̃ : [0, a]× BVq × Vq → Xp por F̃ (t, ψ, w) = (F̃1(t, ψ, w), . . . , F̃n(t, ψ, w)), onde












Seja b = max
1≤i≤n
{‖Ui‖L(Lp(Ω),Xp)}, e assuma que ρ(·) é uma função que verifica as condições
(g-1)-(g-5). Para (t, ψ, w), (t, ϕ, v) ∈ [0, a]× BVq × Vq, temos que
‖F̃j(t, ψ, w)− F̃j(t, ϕ, v)‖Xp







































‖(ψi(−r)− ϕi(−r))vj + ψi(−r)(wj − vj)‖Xp .
Agora, como Xq ↪→ Xp e Vq ↪→ Xq, temos∥∥∥∥∫ 0
−∞
















































onde C(Ω) > 0 é uma constante que depende de Ω, e p = 2q. Sendo q′ o expoente
conjugado de q e Cρ =
∫ 0
−r












































































































































= C(Ω)Cqα,ρ max{Cρ, 1}‖ψi‖
q
Cr×Lq(ρ;Vq).
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≤ Cα,ρC‖ψi − ϕi‖Cr×Lq(ρ;Vq),
onde C = max{Cρ, 1, C(Ω)}. Das estimativas anteriores segue que∥∥∥∥∫ 0
−∞






≤ Cα,ρC‖ψi‖Cr×Lq(ρ;Vq)‖wj − vj‖Vq + Cα,ρC‖ψi − ϕi‖Cr×Lq(ρ;Vq)‖vj‖Vq .
Ainda temos que
‖(ψi(−r)−ϕi(−r))vj + ψi(−r)(wj − vj)‖Xp
≤ ‖(ψi(−r)− ϕi(−r))vj‖p + ‖ψi(−r)(wj − vj)‖Xp
≤ ‖ψi(−r)− ϕi(−r)‖q‖vj‖q + ‖ψi(−r)‖q‖wj − vj‖Vq
≤ C(Ω)(‖ψi(−r)− ϕi(−r)‖Vq‖vj‖Vq + ‖ψi(−r)‖Vq‖wj − vj‖Vq)
≤ C(Ω)
(
‖ψi − ϕi‖Cr×Lq(ρ;Vq)‖vj‖Vq + ‖ψi‖Cr×Lq(ρ;Vq)‖wj − vj‖Vq
)
.
Destas estimativas anteriores obtemos finalmente que








(Cα,ρC + γ)‖ψi − ϕi‖Cr×Lq(ρ;Vq)‖v‖Vq
≤ bn(Cα,ρC + γ)‖ψ‖BVq ‖w − v‖Vq + bn(Cα,ρC + γ)‖ψ − ϕ‖BXq ‖v‖Vq ,
para C = max{Cρ, 1, C(Ω)}, o que mostra que F̃ satisfaz a condição de Lipschitz desejada,
com L0
F̃





(R) = bn(Cqα,ρC + γ)R.
5. Com no item anterior, demostraremos este item como segue.
A função F (·) dada por






para ψ = (ψ1, . . . , ψn) ∈ BVp , w = (w1, . . . , wn) ∈ Vp. No que segue, Fj representa a
j-ésima coordenada do vetor F ∈ Rn, segue que
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Assuma que ρ(·) é uma função que verifica as condições (g-1)-(g-5). Para
(t, ψ, w), (t, ϕ, v) ∈ [0, a]× BVq × Vq, temos que
‖Fj(t, ψ, w)− Fj(t, ϕ, v)‖Xp


























































































































onde p = 2q. Sendo q′ o expoente conjugado de q e Cρ =
∫ 0
−r














































































































































= C(Ω)Cqα,ρ max{Cρ, 1}‖ψi‖
q
Cr×Lq(ρ;Vq).





≤ Cα,ρC‖ψi − ϕi‖Cr×Lq(ρ;Vq),
onde C = max{Cρ, 1, C(Ω)}. Das estimativas anteriores segue que∥∥∥∥∫ 0
−∞




















∥∥∥∥ψi(−r) ∂∂xi (wj − vj)
∥∥∥∥
Xp
≤ ‖ψi(−r)− ϕi(−r)‖Xq ‖vj‖Vq + ‖ψi(−r)‖Xq ‖wj − vj‖Vq
≤ C(Ω)(‖ψi(−r)− ϕi(−r)‖Vq ‖vj‖Vq + ‖ψi(−r)‖Vq ‖wj − vj‖Vq)
≤ C(Ω)
(
‖ψi − ϕi‖Cr×Lq(ρ;Vq) ‖vj‖Vq + ‖ψi‖Cr×Lq(ρ;Vq) ‖wj − vj‖Vq
)
.
Destas estimativas, obtemos finalmente que
‖Fj(t,ψ, w)− Fj(t, ϕ, v)‖Xp









(Cα,ρC + γ)‖ψi − ϕi‖Cr×Lq(ρ;Vq)‖v‖Vq
≤ n(Cα,ρC + γ)‖ψ‖BVq ‖w − v‖Vq + n(Cα,ρC + γ)‖ψ − ϕ‖BXq ‖v‖Vq ,
para C = max{Cρ, 1, C(Ω)}, o que mostra que F satisfaz a condição de Lipschitz desejada,
com L0
F̃





(R) = n(Cqα,ρC + γ)R.
6. Da mesma forma que o item anterior, baseando-se no Lema 2.2.1 em [23], demostraremos
este item como segue: A função




para ψ = (ψ1, . . . , ψn) ∈ BVp , w = (w1, . . . , wn) ∈ Vp, assuma que ψ ∈ BVq e w ∈ Vq são
suficientemente regulares de modo que div(ψ1, . . . , ψn) = 0 e divw = 0.
Como nas estimativas anteriores, pode-se mostrar que g(s, ·) é um operador linear limitado
para cada s ∈ [0, a] e que ‖g(s, ·)‖L(BVp ,Vp) ≤ Lg. De fato, seja p














Para ψ1, ψ2 ∈ BVp , temos que



















































































p (ψ1(s)− ψ2(s)) ‖pXpds
)

















p (ψ1(s)− ψ2(s)) ‖pXpds
)















‖g(t, ψ1)− g(t, ψ2)‖Vp ≤ Cβ,ρC‖ψ1 − ψ2‖BVp ,
onde C = max{Cρ, 1, C(Ω)}.

Observe que, do item 4 do Lema anterior, para ∞ > p > 1 e p = 2q, existem funções
LiF ∈ C ([0,∞) , [0,∞)), i = 0, 1, 2 e γ1 ∈ (0, 1) tais que∥∥(I + κAp)−1F (t, ψ1, w1)− (I + κAp)−1F (s, ψ2, w2)∥∥D(Ap)
=
∥∥Ap(I + κAp)−1 (F (t, ψ1, w1)− F (s, ψ2, w2))∥∥Xp
≤




L0F (R) |t− s|
γ1 + L1F (R) ‖ψ1 − ψ2‖BVq + L
2
F (R) ‖w1 − w2‖Vq
)
,












é a bola de centro 0 ∈ BVq e raio R.
Seja n > 1 um número natural. Vamos assumir que p ≥ n e que q = 2p.




= Bpu (t) + (I + κAp)
−1F (t, ut, u (t)) + (I + κAp)
−1g (t, ut)
u0 = Ppψ ∈ BVq
(3.4)
em que as condições 1 − 6 do Lema 3.1.1 são verificadas. Introduzimos agora os seguintes
conceitos de solução para o sistema (3.4). Para simplificar, chame de Ppψ = ϕ.
Definição 3.1.2. Uma função u : (−∞, b] → Vq, 0 < b ≤ a, é chamada de solução fraca do






2 g(s, us) + F̃ (s, us, u(s))] pertence a L
1 ([0, b];Vq) e
u(t) = (Ap)
1









2 g(s, us) + F̃ (s, us, u(s))]ds,
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para todos t ∈ [0, b].
Definição 3.1.3. Uma função u : (−∞, b] → D(Ap), 0 < b ≤ a, é chamada de solução suave
(mild solution) do problema de Cauchy abstrato 3.4 se u0 = ϕ e
u(t) = T (t)ϕ(0) +
∫ t
0
T (t− s)(I + κAp)−1[g(s, us) + F (s, us, u(s))]ds, t ∈ [0, b].
Definição 3.1.4. Uma função u : (−∞, a]→ D(Ap), 0 < b ≤ a, é chamada de solução clássica
de 3.4 em [0, b], se u0 = ϕ, u ∈ C1((0, a];D(Ap)) e
u′(t) = −Bpu(t) + (I + κAp)−1 [F (t, ut, u(t)) + g(t, ut)] , t ∈ [0, b]
é satisfeita para cada t ∈ (0, a].
Teorema 3.1.5. Para ϕ ∈ BVq , existe uma única solução fraca do problema em [0, a].
Prova. Das propriedades das funções g (·) e F̃ (·), podemos escolher R e C(R) tais que∥∥∥F̃ (t, ψ, w)∥∥∥
Xp
< C(R),
∥∥∥(Ap)− 12 g (t, ψ)∥∥∥
Xp
< C(R) e
∥∥∥(Ap) 12 g (t, ψ)∥∥∥
Xp
< C(R), para todo t ∈









Fixe 0 < b ≤ a tal que[
‖ϕ(0)‖Vq +
∥∥Ap(I + κAp)−1∥∥L(Xp)C(R)] b ≤ R
e [
Lg(R1)Ka,Vq +
∥∥Ap(I + κAp)−1∥∥L(Xp) (L1F̃ (R1) + L2F̃ (R1))] b < 1.
Seja F = {u : (−∞, b]→ Vq ; u ∈ C ([0, b] , Vq) , u0 = ϕ}, munido da métrica






u ∈ F : sup
t∈[0,a]
‖u(t)− ϕ(0)‖Vq ≤ R
}
.
Sobre FR definimos a função T : FR −→ F por
T u(t) =











2 Tp(t− s) (I + κAp)−1[
(Ap)
− 1
2 g(s, us)− F̃ (s, us, u(s))
]
ds se t ∈ [0, b] .
1. T u ∈ F para cada u ∈ FR.
De fato, seja u ∈ FR. Para cada s ∈ [0, b], ( veja espaços de fase abstratos página 8,
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item A, subitem (c))
‖us‖BVq ≤ Ka,Vq supθ∈[0,s] ‖u(θ)‖Vq +Ma,Vq ‖ϕ‖BVq
≤ Ka,Vq supθ∈[0,s] ‖u(θ)− ϕ(0)‖Vq +Ka,Vq ‖ϕ(0)‖Vq +Ma,Vq ‖ϕ‖BVq
≤ Ka,VqR+Ka,VqHVq ‖ϕ‖BVq +Ma,Vq ‖ϕ‖BVq
≤ R1,
de onde obtemos que
∥∥∥F̃ (s, us, u(s))∥∥∥
Xp
≤ C(R1) e
∥∥∥(Ap)− 12 g(s, us)∥∥∥
Xp
≤ C(R1),
para todo s ∈ [0, b].







e aplicando o Lema 3.1.1, para t ∈ [0, b) e h > 0 tais que
t+ h ∈ [0, b], temos que
‖T u(t+ h)− T u(t)‖Vq
≤








































































































∥∥∥(I + κAp)−1 [(Ap)− 12 g(s, us)− F̃ (s, us, u(s))]∥∥∥
D(Ap)
ds
≤ ‖Tq(h)− I‖L(D(Aq)) ‖ϕ(0)‖Vq
+ ‖Tq(h)− I‖L(D(Aq))
∥∥Ap(I + κAp)−1∥∥L(Xp) ∫ t
0




∥∥Ap(I + κAp)−1∥∥L(Xp) ∫ t+h
t
∥∥∥(Ap)− 12 g(s, us)− F̃ (s, us, u(s))∥∥∥
Xp
ds
≤ ‖Tq(h)− I‖L(D(Aq)) ‖ϕ(0)‖Vq + 2
∥∥Ap(I + κAp)−1∥∥L(Xp)C(R) ‖Tq(h)− I‖L(D(Aq)) b
+2
∥∥Ap(I + κAp)−1∥∥L(Xp)C(R)h,
o que prova a continuidade à direita de t ∈ [0, b] pois (Tp(t)) e (Tq(t)) são semigrupos
uniformemente cont́ınuos em D(Ap) e D(Aq), respectivamente. Da mesma forma, pode-se
mostrar a continuidade à esquerda para t ∈ [0, b]. Portanto T u ∈ C ([0, b] , Vq).
2. T FR ⊆ FR De fato, para u ∈ FR e t ∈ [0, b],
‖T u(t)− ϕ(0)‖Vq ≤
∥∥∥∥Tp(t)A− 12q ϕ(0)−A− 12q ϕ(0)∥∥∥∥
D(Aq)
+
∥∥Ap(I + κAp)−1∥∥L(Xp) ∫ t
0





‖Tq(t)− I‖L(D(Aq)) ‖ϕ(0)‖Vq + 2
∥∥Ap(I + κAp)−1∥∥L(Xp)C(R)] b
≤ R.
3. Mostraremos que T é uma contração em FR.
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Sejam u, v ∈ FR e t ∈ [0, b], então








































∥∥Ap(I + κAp)−1∥∥L(Xp) (L1F̃ (R1) + L2F̃ (R1)) b] d(u, v).
A existência e a unicidade de uma solução fraca para o sistema abstrato (3.4) sobre [0, b], é agora
uma consequência direta do prinćıpio de ponto fixo para contrações.
Agora, seja [0, b∗) o intervalo maximal de solução, ou seja, b∗ é o tempo tal que ‖u(t)‖Vq












∥∥Ap(I + κAp)−1∥∥L(Xp) ∥∥∥(Ap)− 12 g(s, us)− F̃ (s, us, u(s))∥∥∥Xp
≤ ‖ϕ(0)‖Vq + 2
∥∥Ap(I + κAp)−1∥∥L(Xp)C(R1)t.
Fazendo t→ (b∗)−, temos
lim
t→(b∗)−
‖u(t)‖Vq = ‖ϕ(0)‖Vq + 2
∥∥Ap(I + κAp)−1∥∥L(Xp)C(R1)b∗ < +∞.
Portanto, segue que ‖u(t)‖Vq é limitado para todo t ∈ [0, b
∗].
Logo, podemos estender a solução u do problema abstrato (3.4) ao intervalo t ∈ [0, a].
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No que segue, sempre assumiremos que as hipóteses do Teorema 3.1.5 são verificadas e




p g(s, us) + F̃ (s, us, u(s))
e R > 0, tal que ‖G(s)‖Xq ≤ R para todo s ∈ [0, a].
Lema 3.1.6. Se ϕ(0) ∈ Vq então u ∈ C0,1([0, a], Vq).
Prova. Se t ∈ [0, a] e h > 0 são tais que t+ h ≤ a, temos
‖u(t+ h)− u(t)‖Vq
≤






















Tq(h)Tq(t− s)(I + κAq)−1G(s)ds−
∫ t
0
Tq(t− s)(I + κAq)−1G(s)ds
∥∥∥∥
D(Aq)
≤ ‖Tq(h)− I‖L(D(Aq)) ‖ϕ(0)‖Vq +
∥∥∥∥∫ t
0




Tq(h)Tq(t− s)(I + κAq)−1G(s)ds
∥∥∥∥
D(Aq)
≤ ‖Tq(h)− I‖L(D(Aq)) ‖ϕ(0)‖Vq + ‖Tq(h)− I‖L(D(Aq))
∫ t
0




∥∥(I + κAq)−1G(s)∥∥D(Aq) ds
≤ ‖Tq(h)− I‖L(D(Aq)) ‖ϕ(0)‖Vq + ‖Tq(h)− I‖L(D(Ap))
∫ t
0








∥∥Aq(I + κAq)−1∥∥L(Xq) aR) ‖Tq(h)− I‖L(D(Aq)) + 2 ∥∥Aq(I + κAq)−1∥∥L(Xq)Rh.
Além disso, para r = p, q temos


































o que implica que u ∈ C0,1 ([0, b] , Vq), pois t e h são arbitrários.
Lema 3.1.7. Assuma que as hipóteses do Lema 3.1.6 são satisfeitas e que existe γ ∈ (0, 1) tal









Prova. Considere a decomposição A
− 1
2
p u (·) = A
− 1
2
p x (·) +A
− 1
2
p y (·), onde


























2 g(τ, uτ ) + F̃ (τ, uτ , u(τ))
)
dτ, t ∈ [0, a]
0, t ∈ [−∞, 0] .
Da definição de y (·) temos que A−
1
2
p yt = W (t)A
− 1
2
p ϕ, e que ut = xt + yt para cada t ∈ [0, a].
Dos axiomas do espaço fase BD(Aq), para todo t ∈ [0, a) e h > 0 tal que t + h ≤ a e pelo
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∥∥∥∥A− 12p u(θ + h)−A− 12p u(θ)∥∥∥∥
D(Aq)
+M(t)




‖u(θ + h)− u(θ)‖Vq +M(t)
























≤ C2hγ +Ma,D(Aq)Ka,D(Aq) sup
0≤θ≤h
‖x(θ)‖Vq .














‖Tp (θ − τ)‖L(D(Aq)

































para γ ∈ (0, 1).
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Proposição 3.1.8. Assuma as hipóteses do Lema 3.1.7, e que ϕ(0) ∈ D(Aq). Então u (·) é
solução suave (mild solution) do problema abstrato (3.4) em [0, a] e u ∈ C0,γ ([0, a] ;Vp)) para o
mesmo valor γ ∈ (0, 1) encontrado no Lema 3.1.7.
Prova. Como para x ∈ D(Ap) = Im(A−1p ), então Apx = y ∈ Im(Ap) = D(A−1p ). Então,
(κAp + I)
−1Apx = Ap(κAp + I)
−1x






p x = Bnp x, n ∈ N. Para isso, vamos usar o
prinćıpio de indução.







p x = A
1
2































































= (−Ap)(Ap + I)−1x
= (Ap + I)
−1(−Ap)x
= (Ap + I)
−1(−Ap)x,
onde Sp(t) é o semigrupo gerado pelo operador linear (−Ap).


















































































p x = Bnp x, para todo n ∈ N.










































p T (t)(I − κAp)−1A
− 1
2
p (g(τ, uτ ) + F (τ, uτ , u(τ))) = (I − κAp)−1 (g(τ, uτ ) + F (τ, uτ , u(τ))) .
Portanto,
u(t) = T (t)ϕ(0) +
∫ t
0
T (t− s)(I + κAp)−1[g(s, us) + F (s, us, u(s))]ds. t ∈ [0, a], (3.5)
Agora, note que, como ϕ(0) ∈ D(Ap), então Tp(t)ϕ(0) ∈ D(Ap) (Veja Teorema 1.5.1, item iii).
Ainda pelo Teorema 1.5.1, item ii, segue que
∫ t
0
Tp(t − s)(I + κAp)−1[g(s, us) +
F (s, us, u(s))]ds ∈ D(Ap), pois (I + κAp)−1[g(s, us) + F (s, us, u(s))] ∈ D(Ap).
Portanto, u (·) é solução suave do problema de Cauchy abstrato 3.4 em [0, a].
Mostraremos que u(·) é localmente Holder cont́ınua com respeito a norma em Vq =
D(Aq)
1
2 . De fato, para t ∈ [0, a) e h > 0 tal que t + h ∈ [0, a], pelo axioma (A) de Espaços de
Fase (página 8), vemos que








onde HVq > 0 é uma constante, KVq ,MVq : [0,∞) → [1,∞), KVq(·) é cont́ınua, MVq(·) é
localmente limitada e HVq , KVq , MVq são independentes de u(·), a e t ∈ [0, a].
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Teorema 3.1.9. Seja ϕ ∈ BVq . Se ϕ(0) ∈ D(Aq) e existe γ ∈ (0, 1) tal que




então u (·) é uma única solução clássica do problema abstrato (3.4)
em [0, a].





Proposição 3.1.8 , temos que u ∈ C0,γ ([0, a] ;Vq).
Portanto, pelas propriedades de g (·) e F (·), existe δ ∈ (0, 1) com δ =
min {γ, γ1, γ2} tal que (I + κAp)−1G (·) ∈ Cδ ([0, a] ;D(Ap)), onde (I + κAp)−1G(s) =
(I + κAp)
−1 [g(s, us) + F (s, us, u(s))]. Então, como u em (3.5) da seguinte forma
u(t) = Tp(t)ϕ(0) +
∫ t
0
Tp(t− s)(I + κAp)−1G(s)ds, t ∈ [0, a].





ou seja, G̃(s) = (I + κAp)
−1G(s) ∈ C0,δ ([0, a] ;D(Ap)). A prova de existência estará completa
ao aplicarmos o Teorema 1.2.17.
Proposição 3.1.10. Sejam ∞ > p > 1, q = 2p e ϕ ∈ BVq , então as seguintes propriedades são
verificadas:
1. Existe uma única solução fraca u ∈ C0 ([0, a] , Vq) de (3.4) em [0, a] .
2. Se ϕ (0) ∈ Vq, então u é Lipschitziana.









e u(t) ∈ H10 (Ω) para cada t ∈ [0, a] .




então a função u (·) é solução clássica de (3.4) em [0, a] tal que, u ∈




[0, a] , H10 (Ω) ∩W 2 (Ω)
)
, u ∈ C0,γ
(
[0, a] , H10 (Ω)
)
e u (·) satisfaz (3.1)
para quase todo (t, ξ) ∈ (−∞, a]× Ω.
Para introduzir a pressão hidrostatica p observe que, para u solução clássica do problema
abstrato (3.4), temos que: u ∈ C1((0, a];Vp) ∩ C((0, a]; [D(Aq)]) e
u′(t) = Bpu(t) + F (t, ut, u(t)) + g(t, ut), t ∈ [0, a]
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é satisfeita para cada t ∈ (0, a]. Mais ainda
u′(t) = Ap(I − κAp)−1u(t)− Pp(I − κAp)−1F (t, ut, u(t))− Pp(I − κAp)−1g(t, ut)
é satisfeita para cada t ∈ (0, a].
Interpretando Ap como Pp∆, e o operador Pp como o operador estendido Pp : D
′(Ω) −→
D′σ(Ω) = {u ∈ D′(Ω) : divu = 0}, temos que:
Pp
(
u′(t)−∆(I − κAp)−1u(t)− (I − κAp)−1F (t, ut, u(t))− (I − κAp)−1g(t, ut)
)
= 0,
t ∈ [0, a]. Deste modo, pode-se recuperar o termor da pressão ∇p pelo Lema (1.4.3).
Caṕıtulo 4
Existência de soluções para uma
equação de Kelvin-Voigt com retardo
limitado
Resumo do caṕıtulo: Desejamos estabelecer a existência e unicidade de solução em





− ν∆u+ ((F (t, ut)) · ∇)u (t, x) +∇p = f(t) + g (t, ut)
sujeito a condições iniciais, de retardo, de contorno e de divergência nula. Provaremos que a
solução forte define um conjunto absorvente. A partir de uma estimativa de energia para a
solução fraca, mostraremos que qualquer solução fraca que satisfaz esta estimativa de energia,
converge para a solução estacionária quando t→∞.
4.1 Formulação do Problema
Seja Ω ⊂ Rn, n = 2, 3 um domı́nio limitado com fronteira Γ. Considere o seguinte sistema






− ν∆u+ ((F (u, ut)) · ∇)u (t, x)
+∇p = f (t) + g (t, ut) em (0, T )× Ω
div u = 0 em (0, T )× Ω
u = 0 sobre (0, T )× ∂Ω
u (0, x) = u0 (x) em Ω
u0 (t, x) = ϕ (x, t) em (−h, 0)× Ω
(4.1)
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onde u representa o campo de velocidades, p a pressão hidrostática, f é a força externa sem
retardo, g é outra força externa com alguma caracteŕıstica hereditária, u0 é velocidade inicial, ϕ
é o dado inicial com alguma caracteŕıstica hereditária, ν > 0 é o coeficiente de viscosidade, κ > 0
é o coeficiente que caracteriza as propriedades elásticas do fluido Kelvin-Voigt em questão.
Sendo h um número positivo fixado, por ut denotaremos a função definida em (−h, 0)
ut (s) = u (t+ s) , s ∈ (−h, 0) .
Vamos assumir que a força externa
g : [0, T ]× C0 ([−h, 0] , V )→ L2 (Ω)
satisfaz as seguintes hipóteses (H1)-(H5) (descritas no primeiro caṕıtulo), para Y = L2 (Ω) e
X = V .
Além disso, F (t, ψ) = ψ (−r (t)) onde r ∈ C1 ([0,∞] , [0, h]), r (t) ≥ 0 e r′ (t) ≤ τ∗ < 1,
para todo t > 0. Observe que F (t, ut) = ut (−r (t)) = u (t− r (t)).
O problema em análise é o seguinte:
Dados u0 ∈ V , ϕ ∈ L2 (−h, 0;V ), f ∈ L2 (0, T ;V ∗) e g verifica as propriedades antes
definidas, desejamos encontrar u ∈ L2 (−h, T ;V ) ∩ L∞ (0, T ;V ) tal que du
dt







+ν (∇u,∇v) + b (F (t, ut), u (t) , v)
= 〈f (t) , v〉+ 〈g (t, ut) , v〉 , v ∈ V
u (0) = u0
u0 (t) = ϕ (t) t ∈ (−h, 0) ,
(4.2)
Como u ∈ C0 ([0, T ] ;V ), a igualdade u(0) = ϕ0 faz sentido.







+ νAu(t) +B(F (t, ut), u(t)) = f(t) + g(t, ut), t ≥ 0
u(0) = u0, (4.3)
u0(t) = φ(t), t ∈ (−h, 0).
Definição 4.1.1. Sejam u0 ∈ V , ϕ ∈ L2 (−h, 0;V ), f ∈ L2 (0, T ;V ∗), F e g verificam as
propriedades antes definidas. Uma função mensurável u : [0, T ]×Ω −→ Rn, n = 2, 3 é dita uma
solução fraca para o problema (4.1) em [0, T ]× Ω, se:
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1. u ∈ L2 (−h, T ;V ) ∩ L∞ (0, T ;V );
2. u satisfaz (4.2)
4.2 Existência de solução
Considere o conjunto {wj}, de modo que {wj} seja ortonormal em V munido da norma
‖·‖2V = ‖·‖
2 + κ |||·|||2 .
Defina o seguinte problema aproximado de ordem k ≥ 1:
Encontrar uk : [0, T ]→ V , da forma uk(t) =
k∑
i=1

















, uk (t) , wj
)










uk0 (t) = PVkϕ (t) t ∈ (−h, 0) ,
(4.4)
para cada 1 ≤ j ≤ k; onde PVk é a projeção ortogonal de V em Vk = [w1, · · · , wk].









γik(t) (wi, wj)V + ν
k∑
i=1
γik(t) ((wi, wj)) +
k∑
i,l=1
γik(t− r(t))γlk(t)b (wi, wl, wj)








para j = 1, 2, . . . , k.
Escrevendo a equação acima na forma matricial, e levando em conta que
(wi, wj)V =































γik(t− r(t))γlk(t)b (wi, wl, w1)
k∑
i,l=1




γik(t− r(t))γl,k(t)b (wi, wl, wk)

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=

〈f (t) , w1〉
〈f (t) , w2〉
...
























Reescrevendo em forma simplificada
dΓk(t)
dt







onde as funções Φ1, Φ2, Φ3 e Φ4 são funções vetorias definidas como sugere a equação matricial,
e Γk(t) = (γ1k(t), . . . , γkk(t)).
Considere ‖·‖k a norma em Rk, vamos mostrar que Φi, (i = 1, . . . , 4) satisfazem as seguintes
propriedades:
1.
∥∥Φ1 (Γk(t))− Φ1 (Γk(t))∥∥k ≤ C1 ∥∥Γk(t)− Γk(t)∥∥k ,
2.
∥∥Φ2 (Γk(t− r(t)),Γk(t))− Φ2 (Γk(t− r(t)),Γk(t))∥∥k
≤ C2
∥∥Γk(t− r(t))− Γk(t− r(t))∥∥k ‖Γk(t)‖k + C2 ∥∥Γk(t− r(t))∥∥k ∥∥Γk(t)− Γk(t)∥∥k ,
3. ‖Φ3 (f)‖k ≤ C3 ‖f(t)‖V ∗ ,
4.
∥∥Φ4 (g (t, ξkt ))− Φ4 (g (t, ηkt ))∥∥k ≤ C4 ∥∥g (t, ξkt )− g (t, ηkt )∥∥L2(Ω) ,
com




Lembre-se que podemos considerar ‖·‖k como a norma da soma (devido à equivalência de
normas), e Ci > 0 são constantes.
De fato,















|γik(t)− γik(t)| ≤ C1(ν, k)
∥∥Γk(t)− Γk(t)∥∥k.
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2.







γi,k(t− r(t))γl,k(t)b (wi, wl, wj)−
k∑
i,l=1









































∥∥Γk(t− r(t))− Γk(t− r(t))∥∥k ‖Γk(t)‖k + C2(k)∥∥Γk(t− r(t))∥∥k ∥∥Γk(t)− Γk(t)∥∥k.







 ‖f1(t)‖V ∗ = C3(k) ‖f1(t)‖V ∗ .
4.










∥∥∥g (t, ξkt )− g (t, ηkt )∥∥∥
L2(Ω)
≤ C4(k)
∥∥∥g (t, ξkt )− g (t, ηkt )∥∥∥
L2(Ω)
.






g(t, 0) = 0, Φ1(0) = 0, Φ2(0, 0) = 0 e Φ4(0) = 0.
Além disso, considerando w = (w1, . . . , wk), onde os wj (j = 1, . . . , k) pertencem a base {wj} de
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Então,∥∥ξk (t)− ηk (t)∥∥2
V
=


















































∥∥Γk(s)− Γk(s)∥∥2k ‖w‖2k dx+ κ∫
Ω

























Γk(s) = ϕk(s) = PVkϕ(s) s ∈ (−h, 0) ,






















ϕk(s) s ∈ (−h, 0) .
(4.5)




g : [0, T ] ×
C
(
[0, T ] ,Rk
)
→ Rk satisfazendo as hipóteses (H3) e (H4). Assumindo Φ1, Φ2, Φ3 e Φ4 como
acima, temos que
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Γk(t) = ϕk(t) t ∈ (−h, 0)
possui uma única solução para t ∈ [0, t∗].
(ii) Suponha que existe uma constante c > 0, independente de t, tal que se t∗ ∈ (0, T ] é tal que




Nestas condições, existe uma solução Γk ∈W 1,2
(
[0, T ] ,Rk
)
para (4.5) com t∗ = T.
Prova. A demonstração desse resultado é idêntica a do Teorema 3.4.3 em [23] página 52.
Teorema 4.2.2. Assuma u0 ∈ V , ϕ ∈ L2 (−h, 0;V ), f ∈ L2 (0, T ;V ∗) e que g : [0, T ] ×
C ([−h, 0] , V ) → L2 (Ω) satisfaz as hipóteses (H1)-(H4). Então, para cada T > 0 fixo, existe
uma única solução fraca u para o problema (4.3) tal que u ∈ L∞ (0, T ;V ) ∩ L2 (−h, T ;V ) e
du
dt
∈ L2 (0, T ;V ).
Prova. Usaremos o método de Faedo-Galerkin para mostrar a existência de solução fraca.
Considere um conjunto {wj} ⊂ V ortonormal e completo em V munido da norma ‖·‖V .





















, uk (t) , wj
)











uk (t) = PVkϕ (t) t ∈ (−h, 0) ,
(4.6)
onde PVk é a projeção ortogonal de V em Vk.




γik(t)wi definida no intervalo [0, tk) com 0 < tk ≤ T .
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Das estimativas a priori a seguir, concluiremos que tk = T .
Voltando à primeira equação em (4.6), multiplicando por γjk(t) e somando de j = 1 até

























∥∥∥∇uk(t)∥∥∥2 = 〈f(t), uk(t)〉+ 〈g(t, ukt ), uk(t)〉 . (4.8)








∥∥∥∇uk(t)∥∥∥2 ≤ ‖f(t)‖V ∗ ∥∥∥uk(t)∥∥∥
V
+
∥∥∥g(t, ukt )∥∥∥∥∥∥uk(t)∥∥∥ .



























































∥∥∥g(s, uks)∥∥∥2 ds+ Cg ∫ t
0
∥∥∥uk(s)∥∥∥2 ds.
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(1 + (2 + 4Cg)t) e
(2+4Cg)t
para todo 0 ≤ t ≤ T .
Sabendo que
f ∈ L2 (0, T ;V ∗)
ϕ ∈ L2 (−h, 0;V )
u0 ∈ V e






∥∥∥∇uk(s)∥∥∥2 ds ≤ C2,


























é uniformemente limitada em L∞
(












= uk (· − r(·)) ∈ L2 (0, T ;V ) ,
independentemente de k.
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Agora, vamos mostrar que
duk
dt




















































Como pela desigualdade de Holder∣∣∣∣b(F (t, ukt ) , uk, dukdt





e como V ↪→ L4 (Ω), temos∣∣∣∣b(F (t, ukt ) , uk, dukdt





onde C1 > 0 é a constante de imersão de V em L
4 (Ω). Além disso, uk ∈ L∞ (0, T ;V ), então
existe uma constante C3 tal que
∣∣∣∣b(F (t, ukt ) , uk, dukdt





Aplicando a desigualdade de Young a última desigualdade,∣∣∣∣b(F (t, ukt ) , uk, dukdt

































































∥∥∥∇uk(t)∥∥∥2 ≤ 6(C23 ∥∥∥F (t, ukt )∥∥∥2
V
+ ‖f(t)‖2V ∗ +





Integrando de 0 a t, obtemos
ν



































f ∈ L2 (0, T ;V ∗)





∈ L2 (0, T ;V ),




∈ L2 (0, T ;V ).




∈ L2 (0, T ;V )
}
está imerso compactamente L2 (0, T ;H) ,
e então, segue que
uk → u fortemente em L2 (0, T ;H).
Como Pvku = ϕk converge fortemente para ϕ = u em L











→ g (·, u·) fracamente em L2 (0, T ;V ∗).




∣∣∣(g (t, ukt ) , v)∣∣∣ ≤ ∥∥∥g (t, ukt )∥∥∥
L2(Ω)
,







∥∥g (s, uks)∥∥2L2(Ω) ds ≤ Cg ∫ T−h ∥∥uk(s)∥∥2V ds
= Cg
∥∥uk∥∥
L2(−h,T ;V ) .
Da condição [(H5)], passando a uma subsequência, se necessáio, segue que





→ g (s, us) fracamente em L2 (0, T ;V ∗),
quando k →∞.
Observe também que, desde que u ∈ L2 (0, T ;V ) e du
dt
∈ L2 (0, T ;V ), segue
u ∈ C ([0, T ] ;V )), e faz sentido calcular u(0).
Passagem ao limite





























g(t, ukt ), v
〉
ψ(t) dt.























b(F (t, ukt ), u







g(t, ukt ), v
〉
ψ(t) dt.





















Das estimativas a priori existe u ∈ L∞ (0, T ;V ) e uma subsequência, que continuaremos
a denotar por uk, tal que uk converge para u, na topologia fraco-estrela de L∞ (0, T ;V ).






ψ′(t) dt −→ 0, k −→∞.




















ψ′(t) dt −→ 0, k −→∞.
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3. ∫ T
0
b(F (t, ukt ), u




b(F (t, ukt )− F (t, ut), uk(t), vψ(t)) + b(F (t, ut), uk(t)− u(t), vψ(t)) dt.
Assim, ∫ T
0




∥∥∥F (t, ukt )− F (t, ut)∥∥∥∥∥∥∇uk(t)∥∥∥ ‖vψ(t)‖L∞(Ω) dt.
Das estimativas a priori temos que
∥∥∇uk(t)∥∥ < C5
‖vψ(t)‖L∞(Ω) < C5




























∥∥∥F (t, ukt )∥∥∥ ‖∇vψ(t)‖L∞(Ω) ∥∥∥uk(t)− u(t)∥∥∥ dt
≤ c1


















b(F (t, ut), u(t), vψ(t)), dt
quando k →∞.
4. Pela hipótese [H5], como a sequência uk converge fracamente para u em L2(−h, T ;V ) e
fortemente em L2(0, T ;H), então a sequência de funções ξk dadas por ξk(t) = g(t, (u
k)t)
converge fracamente para ξ(t) = g(t, ut) em L
2(0, T ;V ∗), e assim∫ T
0
〈





〈g(t, u(t)), v〉ψ(t) dt,
para todo v ∈ V , quando k →∞.
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∥∥PVku0 − u0∥∥V −→ 0,
quando k →∞, onde C7 > 0 é uma constante, e lembrando que PVk é a projeção ortogonal
de V em Vk.



















〈g(t, ut), v〉ψ(t) dt,
para todo v ∈ V .


















〈g(t, ut), v〉ψ(t) dt,


















〈g(t, ut), v〉ψ(t) dt,























〈g(t, ut), v〉ψ(t) dt,















〈f(t) + g(t, ut), v〉ψ(t) dt,
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+ νAu(t) +B (F (t, ut, u(t))) = f(t) + g(t, ut)
é verdadeira ao menos em V ∗.
Vamos mostrar que u(0) = u0 em V .





(u(t)− κAu(t)) , v
〉
ψ(t) dt = −
∫ T
0
〈u(t) + κAu(t), v〉ψ′(t) dt





(u(t), v)ψ′(t) dt− κ
∫ T
0














〈g(t, ut), v〉ψ(t) dt.

















































ou seja, u(0) = u0 em V .
unicidade
Sejam u1 e u2 duas soluções de (4.3).
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+ νAw(t) +B (F (t, wt), w(t)) = f(t) + g(t, wt) em V
∗







∈ L2 (0, T ;V ), então du
dt
∈ L2 (0, T ;V ).













F (t, u2t ), u
2(t)
)
= g(t, u1t )− g(t, u2t )
u(0) = 0.
(4.11)
Tomando o produto escalar da primeira equação em (4.11) com u(t), obtemos
d ‖u(t)‖2V
dt
+ 2ν ‖∇u(t)‖2 + 2b
(





























































Além disso, ∣∣b ((F (t, u1t )− F (t, u2t )) , u2(t), u(t))∣∣
≤
∥∥F (t, u1t )− F (t, u2t )∥∥L4(Ω) ‖∇u(t)‖ ∥∥u2(t)∥∥L4 (Ω)
≤ C3
∥∥F (t, u1t )− F (t, u2t )∥∥V ‖∇u(t)‖ ,
pois u2 ∈ L∞ (0, T ;V ) (lembrando que κ > 0) e V ↪→ L4 (Ω).
Por outro lado, pela desigualdade de Cauchy-Schwarz e Poincaré, temos
2






∥∥F (t, u1t )− F (t, u2t )∥∥V ‖∇u(t)‖+ ∥∥g(t, u1t )− g(t, u2t )∥∥ ‖∇u(t)‖V
= C8 ‖u(t− r(t))‖V ‖∇u(t)‖+
∥∥g(t, u1t )− g(t, u2t )∥∥ ‖∇u(t)‖ .
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‖u(s− r(s))‖V ‖∇u(s)‖ ds+
∫ t
0



























∥∥g(s, u1s)− g(s, u2s)∥∥2 ds ≤ C10 ∫ t
−h
‖u(s)‖2V ds
Pela desigualdade de Gronwall, segue que
‖u(t)‖2V ≤ 0 para quase todo t ∈ [−h, T ].
Portanto u1 = u2.
Vamos agora determinar a pressão p.
Como u ∈ L2(0, T ;V ) e f ∈ L2(0, T ;V ∗), podemos integrar (4.6) de 0 a t, e obtemos













〈g(s, us), v〉 ds,
para todo v ∈ V , lembrando que 〈·, ·〉 é o produto de dualidade V ∗ − V . A iqualdade acima
pode ser reescrita como segue:




















u(s) ds, B(t) =
∫ t
0
B (F (s, us) , us) ds, F (t) =
∫ t
0
f(s) ds e J(t) =∫ t
0
g(s, uks) ds, então U ∈ C([0, T ];V ) e B,F, J ∈ C([0, T ];V ∗). Portanto,




= 〈F (t), v〉+ 〈J(t), v〉 ,
ou ainda,
〈
u(t)− κ∆u(t) + u(0)−∆u(0) + ν∆U(s) +B(t)− F (t)− J(t), v
〉
= 0, (4.12)
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para todo v ∈ V . Defina por
R(t) = u(t)− κ∆u(t) + u(0)− κ∆u(0) + ν∆U(s) +B(t)− F (t)− J(t) ∈ V ∗.
Desta forma temos R ∈ C([0, T ];V ∗). Pelo fato de V ser subespaço fechado de H10(Ω), podemos,
graças ao Teorema de Hahn-Banach, estender R(t) a um funcional T (t) ∈ H10(Ω), para cada
t ∈ [0, T ], tal que
〈T (t), v〉H−1(Ω),H10(Ω) = 〈R(t), v〉 , ∀v ∈ V, e ‖T (t)‖H−1(Ω) = ‖R(t)‖V ∗ . (4.13)
Assim, R ∈ C([0, T ]; H−1(Ω)). Por (4.12), temos que
〈T (t), v〉H−1(Ω),H10(Ω) = 0, ∀v ∈ V.
Pelos Lemas (1.4.3) e (1.4.4), temos que existe Q(t) ∈ L2(Ω), satisfazendo T (t) = ∇Q(t) em
H−1(Ω). Portanto ∇Q ∈ C([0, T ]; H−1(Ω)) . Sendo ∇ um isomorfismo do grupo quociente
L2(Ω)/R em H−1(Ω), temos que Q ∈ C([0, T ]; L2(Ω)).
De (4.13), segue que R(t) = ∇Q(t) em V ∗, ∀t ∈ [0, T ], ou seja,
∇Q(t) = u(t)− κ∆u(t) + u(0)− κ∆u(0) + ν∆U(s) +B(t)− F (t)− J(t), (4.14)
em V ∗ e para todo t ∈ [0, T ].
Agora, ao diferenciarmos (4.14) no sentido de distribuição, temos que
∇Q′(t) = u′(t)− κ∆u′(t) + ν∆U ′(s) +B′(t)− F ′(t)− J ′(t)






+ ν∆u(t) +B (F (t, ut) , u(t))− f(t)− g(t, ukt )






+ ν∆u(t) +B (F (t, ut) , u(t))− f(t)− g(t, ukt ).






+ ν∆u(t) + (F (t, ut) · ∇)u(t) +∇p = f(t) + g(t, ukt ).









e que g : [0, T ] × C ([−h, 0] , V ) → L2 (Ω) satisfaz as hipóteses (H1)-(H4).
Então, para cada T > 0 fixo, existe uma única solução forte u para o problema (4.2) tal que
u ∈ L∞ (0, T ;V )∩L2
(





∈ L2 (0, T ;V ). Mais ainda, se ϕ ∈ C0([−h, 0];V )
e ϕ(0) = u0 então u ∈ C0([−h, T ];V ).
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Prova. De acordo com o Teorema anterior, para cada T > 0 fixo, existe uma única solução fraca
u para o problema (2) tal que u ∈ L∞ (0, T ;V ) ∩ L2 (−h, T ;V ) e du
dt
∈ L2 (0, T ;V ), e portanto
(vide [3]), u ∈ C0 ([0, T ];V ). Além disso, observe que, se ϕ ∈ C0([−h, 0];V ) e φ(0) = u0 então
u ∈ C0([−h, T ];V ).
Denote por P o operador projeção ortogonal de L2(Ω) sobre o subespaço H. Pela projeção
P , podemos definir o operador de Stokes A : D(A) −→ H, por A = −P∆ e cujo dominio
D(A) = H2(Ω)∩V . Usaremos o método de Faedo-Galerkin para mostrar a existência de solução
forte com dado u0 ∈ D(A). Considere o conjunto {wj} das autofunções do Operador de Stokes
em (V, ‖·‖V ), de modo que {wj} seja ortonormal com respeito ao produto interno (·, ·) + κ (·, ·).
Para cada autovetor wj , j = 1, 2, . . ., denote por λk autovalor do operador de Stokes associado,




para cada j = 1, 2, . . ..
Voltando à primeira equação em (4.6), multiplicando por λjγjk(t) e somando de j = 1 até







































(∥∥∥∇uk(t)∥∥∥2 + κ∥∥∥Auk(t)∥∥∥2)+ ν ∥∥∥Auk(t)∥∥∥2
≤
∥∥F (t, ukt )∥∥L4(Ω) ∥∥∇uk(t)∥∥L4(Ω) ‖Au(t)‖+ ‖f(t)‖ ∥∥Auk(t)∥∥+ ∥∥g(t, ukt )∥∥∥∥Auk(t)∥∥ .









∥∥Auk(t)∥∥+ ‖f(t)‖∥∥Auk(t)∥∥+ ∥∥g(t, ukt )∥∥∥∥Auk(t)∥∥ .













∥∥∥Auk(s)∥∥∥ ds+ 2 ∫ t
0
∥∥∥g(s, uks)∥∥∥∥∥∥Auk(s)∥∥∥ ds.
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Das hipóteses (H1) e (H4) sobre g, obtemos∫ t
0
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uk ∈ L2 (−h, T ;V ),
ϕ ∈ L2 (−h, 0;V ),
u0 ∈ V ∩H2(Ω) e
∥∥∇uk(0)∥∥+ κ∥∥Auk(0)∥∥2 ≤ ∥∥∇u0∥∥2 + κ∥∥Au0∥∥2,
temos que ∥∥∥∇uk(t)∥∥∥2 + κ∥∥∥Auk(t)∥∥∥2 + κ∫ t
0
∥∥∥Auk(s)∥∥∥2 ds ≤ C11,




















é uniformemente limitada em L∞
(






é uniformemente limitada em L2
(
−h, T ;H2 ∩ V (Ω)
)
.





0, T ;H2 ∩ V
)
. De fato, voltando a primeira equação
em (4.6), multiplicando por λk
dγjk
dt
























































pela desigualdade de Holder, temos
∣∣∣∣b(F (t, ukt ) , uk, Adukdt
)∣∣∣∣ ≤ ∥∥∥F (t, ukt )∥∥∥L4(Ω) ∥∥∥∇uk∥∥∥L4(Ω)
∥∥∥∥Adukdt
∥∥∥∥ ,
e como V ↪→ L4 (Ω), temos
∣∣∣∣b(F (t, ukt ) , uk, Adukdt
)∣∣∣∣ ≤ C3 ∥∥∥F (t, ukt )∥∥∥V ∥∥∥∇uk∥∥∥V
∥∥∥∥Adukdt
∥∥∥∥
Além disso, ∇uk ∈ L∞ (0, T ;V ), então existe uma constante C12 > 0 tal que
∣∣∣∣b(F (t, ukt ) , uk, Adukdt
)∣∣∣∣ ≤ C12 ∥∥∥F (t, ukt )∥∥∥V
∥∥∥∥Adukdt
∥∥∥∥ .
Aplicando a desigualdade de Young na última desigualdade,∣∣∣∣b(F (t, ukt ) , uk, dukdt
)∣∣∣∣ ≤ 12κ C212 ∥∥∥F (t, ukt )∥∥∥2V + κ12
∥∥∥∥Adukdt
∥∥∥∥2 .
























∥∥∥∥+ ∥∥∥g(t, ukt )∥∥∥∥∥∥∥Adukdt
∥∥∥∥





















































∥∥∥F (t, ukt )∥∥∥2
V
+ ‖f(t)‖2 +
























∥∥∥F (t, ukt )∥∥∥2
V
+ ‖f(t)‖2 +
∥∥∥g(t, ukt )∥∥∥2) .
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Integrando de 0 a t, obtemos
2ν













































∈ L2 (0, T ;V ),






0, T ;H2 ∩ V
)
.






0, T ;H2 ∩ V
)}
está imerso compactamente em L2 (0, T ;V ) Logo, temos
então que
uk → u fortemente em L2 (0, T ;V ).
Como PVku = ϕk converge fortemente para ϕ = u em L



















fortemente em L2 (0, T ;V ∗).




∣∣∣(g (t, ukt ) , v)∣∣∣ ≤ ∥∥∥g (t, ukt )∥∥∥
L2(Ω)
.























→ g (s, us) fortemente em L2 (0, T ;V ∗),
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quando k →∞.
Observe também que, desde que u ∈ L2
(












[0, T ] ;V ∩H2
)
, e faz sentido calcular u(0).
Passagem ao limite


























g(t, ukt ), v
〉
ψ(t) dt.























b(F (t, ukt ), u







g(t, ukt ), v
〉
ψ(t) dt.









































quando k →∞, pois uk → u fortemente em L2 (−h, T ;V ).






∣∣∣∣ ≤ C2 ∥∥∥uk(t)− u(t)∥∥∥L2(0,T ;V ) −→ 0,

















F (t, ukt ), u
k(t), vψ(t)
)






















∥∥∥∇(uk(t)− u(t))∥∥∥ ‖vψ(t)‖L∞(Ω) dt.
Das estimativas a priori temos que
∥∥∇uk(t)∥∥ < C3,
‖vψ(t)‖L∞(Ω) < C3,
‖F (t, ut)‖ < C3,





−→ 0, quando k →∞.
Portanto, ∫ T
0
b(F (t, ukt ), u
k(t), vψ(t)) dt −→
∫ T
0





























〈g(t, u(t)), v〉ψ(t) dt.









∥∥PVku0 − u0∥∥V −→ 0,
quando k →∞, lembrando que PVk é a projeção ortogonal de V em Vk.
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〈g(t, ut), v〉ψ(t) dt,
para todo v ∈ V .


















〈g(t, ut), v〉ψ(t) dt,


















〈g(t, ut), v〉ψ(t) dt






















〈g(t, ut), v〉ψ(t) dt,














〈f(t) + g(t, ut), v〉ψ(t) dt,






+ νAu(t) +B (F (t, ut), u(t))) = f(t) + g(t, ut)
é verdadeira ao menos em V ∗.
Vamos mostrar que u(0) = u0 em H2(Ω) ∩ V , ou seja, mostrar que
∥∥Au0 −Au(0)∥∥ = 0.




= 0, ∀v ∈ V.
Agora, como Au0 −Au(0) ∈ V∥∥Au0 −Au(0)∥∥2 = (Au0 −Au(0), Au0 −Au(0)) = 〈Au0 −Au(0), Au0 −Au(0)〉 = 0.
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unicidade
Prova-se a unicidade de solução de forma idêntica a feita no Teorema anterior.
Considere g na forma:
g(t, ut) = G(u(t− ρ(t)))
com G : R3 → R3 uma função Lipschitz cont́ınua com constante de Lipschitz L, satisfazendo
G(0) = 0 e ρ ∈ C1([0,∞); [0, h]), ρ(t) ≥ 0, e ρ′(t) ≤ ρ∗ < 1, para todo t ≥ 0. Observe que,
nestas condições, g satisfaz as hipóteses (H1)-(H3).
Além disso, usando mudança de variáveis η = s− ρ(s), temos∫ t
0





































Suponha ainda que f satisfaz uma hipótese como em Taniguchi [54, Teorema 5.2]:
(Hf) ‖f(s)‖2L2(Ω) é uniformemente L(θ)-integrável, isto é,∫ t
0
eθ(s−t)‖f(s)‖2L2(Ω)ds ≤ L(θ).
Teorema 4.2.4. Sejam u0 ∈ V ∩ H2(Ω), ϕ ∈ L∞(−h, 0;V ), f ∈ L2(0, T ; (L2(Ω))3), e g :
[0, T ] × C([−h, 0];V ) → (L2(Ω))3 satisfazendo as hipóteses (H1)-(H5). Suponha ainda f(t)
satisfaz a hipótese (Hf), e seja λ1 o primeiro autovalor do operador de Stokes A = −P∆,






















se n = 3,
(4.20)
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onde C̃ é definido no decorrer da demonstração. Suponha ainda que (1− ρ∗)ν2λ21 > 4L, e seja




























= 0 se n = 3.
Então, para cada T > 0 fixado, existe uma única solução forte u ∈ L∞(−h, T ;V )∩L2(0, T ;V ∩
H2(Ω)) que satisfaz








para algum θ ∈ (0, θ∗).
Prova. A existência e unicidade segue do Teorema 3.2.3. Vamos verificar a veracidade da
desigualdade (4.21). Para isso, defina W (t, uk) da seguinte forma,






onde θ > 0 ainda será escolhido. Então
d
dt















































2eθt〈Auk(t),−B(F (t, ukt ), uk(t))〉
= −2eθt
〈
B(F (t, ukt ), u
k(t)), Auk(t)
〉
= −2eθtb(F (t, ukt ), uk(t), Auk(t))
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Voltando à equação (4.22) e aplicando as estimativas acima, temos:
d
dt









































































































Resta apenas estimar o termo ‖F (t, ukt )‖2V . Para isto, notemos que
F (t, ukt ) = u
k(t− τ(t)) =

ϕk(t− τ(t)) se − h ≤ t− τ(t) ≤ 0
uk(t− τ(t)) se 0 < t− τ(t) ≤ T.
De qualquer forma, sabemos que existe uma costante C̃ > 0 tal que
‖F (t, ukt )‖2V ≤ max{‖ϕk‖2L∞(−h,0;V ), ‖u




































































































 se n = 3.
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se n = 2
ν
2







se n = 3.
que, pela hipótese (4.20), M(0) > 0.
Portanto, existe θ∗ > 0 tal que, para θ ∈ (0, θ∗), temos M(θ) > 0. Integrando em t, de 0
a t, temos










W (t, uk) +M(θ)
∫ t
0
































e por descarte no primeiro membro, podemos então escrever




























para todo 0 ≤ t ≤ T .
Note que, em particular, se f = 0, então qualquer solução forte do problema (4.3) decai a
zero exponencialmente.
Agora, como consequência do Teorema 4.2.4, provaremos a existência de conjuntos
absorventes nos espaço C([−h, 0];V ∩H2(Ω)). Lembremos a definição de conjunto absorvente
para o problema (4.3).
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Definição 4.2.5. Seja u = u(t;u0, ϕ) a solução forte do problema (4.3). Seja BV ∩H2(Ω)(0, α) ={
u ∈ C([−h, 0];V ∩H2(Ω)) : ‖∇u‖V ≤ α
}
a bola com raio α e centro 0. Seja ϕ ∈ C([−h, 0];V ∩
H2(Ω)) tal que ϕ(0) = u0 e ‖ϕ‖C([−h,0];V ∩H2(Ω)) < R, para algum R > 0 fixo. Se existe um tempo
T0 = T0(R) > 0 tal que ‖u(t;u0, ϕ)‖V ∩H2(Ω) < α para todo t ≥ T0, então a bola BV ∩H2(Ω)(0, α)
é dita um conjunto absorvente em C([−h, 0];V ∩H2(Ω)).
Corolário 4.2.6. Suponha que as condições do Teorema 4.2.4 são satisfeitas. Então existe um
conjunto absorvente em C([−h, 0];V ∩H2(Ω)) para o problema (4.3).
Prova. Seja R > 0 e ϕ ∈ BV ∩H2(Ω)(0, R). Note que
‖u0‖V ≤ C(κ)‖u0‖V ∩H2(Ω) = ‖ϕ(0)‖V ∩H2(Ω)
≤ max−h≤t≤0 ‖ϕ(t)‖V ∩H2(Ω) = ‖ϕ‖C([−h,0];V ∩H2(Ω)) < R,































































Afirmamos que, apartir desta desigualdade, as bolas BV ∩H2(Ω)(0, α) com α
2 > 2νL(θ) são
conjuntos absorventes em C([−h, 0];V ∩H2(Ω)), já que





















































e esta prova está completa.
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4.3 Estimativa de energia para a solução fraca
Nesta seção, vamos obter uma estimativa de energia para a solução fraca do Teorema
3.2.2. O procedimento será o mesmo encontrado no Livro de Temam [56]. Multiplicando cada














Multiplicando agora esta igualdade por ψ(t) ∈ D((0, T )), com ψ(t) ≥ 0, e integrando em
















































































(〈f(t), u(t)〉+ 〈G(u(t− ρ(t))), u(t)〉)ψ(t)dt,





‖u(t)‖2V + ν‖∇u(t)‖2L2(Ω) ≤ 〈f(t), u(t)〉+ 〈G(u(t− ρ(t))), u(t)〉 .






+ ν‖∇u(t)‖2L2(Ω) ≤ 〈f(t), u(t)〉+ 〈G(u(t− ρ(t))), u(t)〉 (4.24)
para quase todo t ∈ [0, T ].
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Au+ νAu+B(u, u) = f +G(u). (4.25)
com a força externa f ∈ V ∗ independe de t. Uma solução estacionária para o problema (4.25) é
u∞ tal que
νAu∞ +B(u∞, u∞) = f +G(u∞). (4.26)
O próximo resultado mostra que esta equação possui solução estacionária u∞. Este
resultado pode ser encontrado em [7], e em [23], mas por motivos de clareza, vamos exibi-la.
Para o próximo resultado, vamos considerar o espaço V munido da norma |||·||| = ‖∇·‖, isto é,
‖·‖V ‖∇·‖.
Teorema 4.4.1. Suponha f ∈ V ∗ e ν > L
λ1
onde λ1 é o primeiro autovalor do operador de
Stokes A = −P∆ e L é a condição de Lipschitz da função G. Então, o problema estacionário
νAu+B(u, u) = f +G(u)
possui solução estacionária u∞ ∈ V . Se além disso (ν− Lλ1 )
2 > C21‖f‖V ∗, onde C1 é a constante
de inclusão de V em L4(Ω), então, a solução é única. Se f ∈ H então u∞ ∈ D(A).
Prova. V é um espaço de Hilbert. Para cada z ∈ V , temos que
ν 〈·, ·〉V + b(z, ·, ·) : V × V → R
é bilinear, cont́ınua e coerciva. E como
f + 〈G(z), ·〉L2(Ω) ∈ V
∗
então pelo teorema de Lax-Milgram, existe uma única u ∈ V tal que
ν 〈u, v〉V + b(z, u, v) = 〈f, v〉+ 〈G(z), v〉 , (4.27)
para toda v ∈ V . A unicidade de u permite definir a aplicação ϕ que a cada z ∈ V associa
u = ϕ(z), tal que (4.27) é satisfeita. Tomando v = u em (4.27) temos
ν‖u‖2V = 〈f, u〉+ 〈G(z), u〉
donde
ν‖u‖2V ≤ ‖f‖V ∗‖u‖V + ‖G(z)‖L2(Ω)‖u‖L2(Ω)
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≤ ‖f‖V ∗‖u‖V + L‖z‖L2(Ω)‖u‖L2(Ω)









Tomemos k > 0 tal que k(ν − Lλ1 ) > ‖f‖V ∗ , e consideremos o conjunto
X = {z ∈ V ; ‖z‖V ≤ k}.
O conjunto X é um conjunto convexo e compacto de (L4(Ω))3, em virtude da imersão
compacta de V em (L4(Ω))3. Mais ainda, por (4.28) e da escolha de k temos que a aplicação ϕ
leva X em X.
Para provarmos a continuidade desta aplicação ϕ, sejam z1, z2 ∈ X e u1, u2 ∈ X tais que
ν 〈ui, v〉V + b(zi, ui, v) = 〈f, v〉+ 〈G(zi), v〉 (i = 1, 2)
para toda v ∈ V . Fazendo a diferença entre estas duas igualdades, segue que
ν 〈u1 − u2, v〉V = b(z2, u2, v)− b(z1, u1, v) + 〈G(z1)−G(z2), v〉 ,
ou ainda,
ν 〈u1 − u2, v〉V = b(z2 − z1, u1, v)− b(z2, u1 − u2, v) + 〈G(z1)−G(z2), v〉
e escolhendo v = u1 − u2, obtemos
ν‖u1 − u2‖2V = b(z2 − z1, u1, u1 − u2) + 〈G(z1)−G(z2), u1 − u2〉
≤ ‖z1 − z2‖L4(Ω)‖∇u1‖L2(Ω)‖u1 − u2‖L4(Ω) + ‖G(z1)−G(z2)‖L2(Ω)‖u1 − u2‖L2(Ω)
≤ C1‖z1 − z2‖L4(Ω)‖u1‖V ‖u1 − u2‖V +
L√
λ1
‖z1 − z2‖L2(Ω)‖u1 − u2‖V
≤ kC1‖z1 − z2‖L4(Ω)‖u1 − u2‖V +
L√
λ1
‖z1 − z2‖L2(Ω)‖u1 − u2‖V ,
onde C1 é a constante de imersão de V em (L
4(Ω))3. Obtemos assim,
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onde C2 é a constante de inclusão de (L
4(Ω))3 em (L2(Ω))3. Segue que ϕ é cont́ınua de L4(Ω)
em L4(Ω). O teorema de ponto fixo de Schauder garante agora que existe um ponto fixo para ϕ
e tal ponto fixo é solução estacionária de (4.26).
Para provar a unicidade sejam u1 e u2 duas soluções estacionárias de (4.26). Então
νAu1 +B(u1, u1) = f +G(u1),
e também
νAu2 +B(u2, u2) = f +G(u2). (4.29)
Fazendo a diferença entre estas equações, e colocando w = u1 − u2, temos
νAw +B(u1, u1)−B(u2, u2) = G(u1)−G(u2),
e aplicando esta equação em w, obtemos
ν 〈Aw,w〉+ b(u1, u1, w)− b(u2, u2, w) = 〈G(u1)−G(u2), w〉 .
Como




b(u1, u1, w)− b(u2, u2, w)
= b(u1, w, w) + b(u1, u2, w)− b(u2, u2, w)
= b(u1, w, w)− b(w, u2, w)
= −b(w, u2, w),
então





≤ C21‖w‖V ‖u2‖V ‖w‖V +
L
λ1
‖u1 − u2‖V ‖w‖V




Mas, aplicando (4.29) em u2, obtemos
ν‖u2‖2V = 〈f, u2〉+ 〈G(u2), u2〉
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≤ ‖f‖V ∗‖u2‖V + ‖G(u2)‖L2‖u2‖L2(Ω)

















e reorganizando os termos, segue que(
(ν − Lλ1 )
2 − C21‖f‖V ∗
)
‖w‖2V ≤ 0,
que, pela condição assumida, traz a unicidade da solução.
Se f ∈ H então, denotando u∞ a solução da equação estacionária, temos
νAu∞ +B(u∞, u∞) = f +G(u∞)
e tomando o produto interno em L2(Ω) com u∞, podemos estimar ‖u∞‖V da seguinte forma:













λ1(ν − Lλ1 )
‖f‖L2(Ω).



















para n = 3
Desta forma, temos a estimativa para ‖Au∞‖L2(Ω) dada por
ν‖Au∞‖L2 ≤ ‖f‖L2(Ω) + ‖B(u∞, u∞)‖L2(Ω) + ‖G(u∞)‖L2(Ω)



























para n = 2, e
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ν‖Au∞‖L2 ≤ ‖f‖L2(Ω) + ‖B(u∞, u∞)‖L2(Ω) + ‖G(u∞)‖L2(Ω)


























se n = 3,
onde C4 = max {2C3C(Ω), 2C3} e C(Ω) > 0 é a constante da desigualdade de Poincaré.
Dáı, segue a desigualdade
ν
2









λ1(ν − Lλ1 )
‖f‖L2(Ω)
e portanto u∞ ∈ D(A). Isto termina esta prova.
Voltando a considerar o espaço V munido da norma ‖·‖V = ‖·‖L2(Ω) + κ ‖∇·‖L2(Ω), temos
o seguinte resultado:























onde C1 é a constante de inclusão de (V, ‖∇·‖) em (L4(Ω))3. Então qualquer solução fraca
do problema (4.3), que satisfaz a estimativa de energia (4.24), converge exponencialmente,
quando t→∞, para a solução estacionária u∞ do problema (4.26). Mais precisamente, existem
constantes positivas C e λ tais que
‖u(t)− u∞‖2V ≤ Ce−λt
(
‖u0 − u∞‖2V + ‖ϕ− u∞‖2L2(−h,0;V )
)
.
para todo t ≥ 0.






+ ν 〈∇u(t),∇u∞〉 +b(u(t− r(t)), u(t), u∞)
= 〈f, u∞〉+ 〈G(u(t− ρ(t))), u∞〉
(4.31)
Lembre-se que u∞ ∈ V satisfaz
νAu∞ +B(u∞, u∞) = f +G(u∞). (4.32)
Do produto interno de (4.32) com u(t) em (L2(Ω))3, obtemos
ν 〈∇u∞,∇u(t)〉+ b(u∞, u∞, u(t)) = 〈f, u(t)〉+ 〈G(u∞), u(t)〉
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Finalmente, do produto interno de (4.32) com u∞, em (L
2(Ω))3, temos
ν 〈∇u∞,∇u∞〉 = 〈f, u∞〉+ 〈G(u∞), u∞〉 ,
ou seja
ν‖∇u∞‖2L2(Ω) = 〈f, u∞〉+ 〈G(u∞), u∞〉 . (4.33)
Denote w(t) = u(t) − u∞. Somando a estimativa de energia (4.24) (para f(t) ≡ f) com















−ν 〈∇u(t),∇u∞〉L2(Ω) − b(u(t− r(t)), u(t), u∞)
−ν 〈∇u∞,∇u(t)〉L2(Ω) − b(u∞, u∞, u(t))
≤ 〈f, u(t)〉+ 〈G(u(t− ρ(t))), u(t)〉+ 〈f, u∞〉+ 〈G(u∞), u∞〉
− 〈f, u∞〉 − 〈G(u(t− ρ(t))), u∞〉 − 〈f, u(t)〉 − 〈G(u∞), u(t)〉 .
Após o cancelamento de termos, o segundo membro da equação acima pode ser reescrito
na forma
〈G(u(t− ρ(t)))−G(u∞), w(t)〉 ,












− b(u(t− r(t)), u(t), u∞)− b(u∞, u∞, u(t)).
Mas como
−b(u∞, u∞, u(t)) = b(u∞, u(t), u∞),
então
−b(u(t− r(t)), u(t), u∞)− b(u∞, u∞, u(t))
= −b(u(t− r(t)), u(t), u∞) + b(u∞, u(t), u∞)
= −b(w(t− r(t)), u(t), u∞)
= −b(w(t− r(t)), u(t), u∞) + b(w(t− r(t)), u∞, u∞)
= −b(w(t− r(t)), w(t), u∞).



















Lembremos também que, já que
d
dt
























‖w(t)‖2V + ν‖∇w(s)‖2L2(Ω) − b(w(t− r(t)), w(t), u∞)




‖w(t)‖2V ≤− 2ν‖∇w(s)‖2L2(Ω) + 2b(w(t− r(t)), w(t), u∞)
+ 2 〈G(u(t− ρ(t)))−G(u∞), w(t)〉 .










≤ λeλt‖w(t)‖2V − 2eλtν‖∇w(s)‖2L2(Ω) + 2e
λtb(w(t− r(t)), w(t), u∞)
+ 2eλt 〈G(u(t− ρ(t)))−G(u∞), w(t)〉
≤ λeλt‖w(t)‖2V − 2eλtν‖∇w(t)‖2L2(Ω) + 2e




≤ 2eλtL‖u(t− ρ(t))− u∞‖L2(Ω)‖w(t)‖L2(Ω)
≤ eλt
(
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e também,


















+ 2eλtC1‖w(t− r(t))‖V ‖∇w(t)‖V C1‖u∞‖V
≤ λeλt‖w(t)‖2V + Leλt‖w(t− ρ(t))‖2L2(Ω)
+ 2eλtC1‖w(t− r(t))‖V ‖∇w(t)‖V C1‖u∞‖V .
Por outro lado, aplicando a equação estacionária
νAu∞ +B(u∞, u∞) = f +G(u∞)
em u∞, temos
ν‖∇u∞‖2L2(Ω) ≤ ‖f‖V ∗‖u∞‖V + L‖u∞‖L2‖u∞‖L2(Ω)








































‖w(t)‖2V + Leλt‖w(t− ρ(t))‖2L2(Ω)

















‖w(t)‖2V + Leλt‖w(t− ρ(t))‖2L2(Ω)
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2 (ν − Lλ−11 )

2 ‖w(t)‖2V
+ Leλt‖w(t− ρ(t))‖2L2(Ω) + e
λtC21‖w(t− τ(t))‖2V .
Integrando em t, temos
eλt‖w(t)‖2V
≤ ‖w(0)‖2V +

































































































Em virtude da hipótese (4.30), podemos escolher λ > 0 para que a constante da última
integral seja igual a zero, e a desigualdade restante,
























‖w(0)‖2V + ‖w(s)‖2L2(−h,0;V )
)
e portanto
‖u(t)− u∞‖2V ≤ Ce−λt
(





Existência de solução para a
Equação do tipo Kelvin-Voigt com
retardo limitado e dados de fronteira
não nulos
Resumo do caṕıtulo: Desejamos estabelecer a existência e unicidade de solução em





− ν∆u+ ((F (t, ut)) · ∇)u+∇p = f(t) + g (t, ut)
sujeito a condições iniciais, de retardo, de divergência nula mas com condição de contorno não
nula. Para este estudo, aplicaremos a teoria apresentada no Caṕıtulo 2, mais precisamente os
Teoremas de extensão e restrição para campos vetoriais solenoidais dependentes do tempo.
Desejamos estabelecer a existência e unicidade de solução em dimensão 2 e 3, para o





− ν∆u+ ((F (t, ut)) · ∇)u (t, x) +∇p = f(t) + g (t, ut)
sujeito a condições iniciais, de retardo, de contorno e de divergência nula.
Seja Ω ⊂ Rn, n = 2, 3 um domı́nio limitado com fronteira ∂Ω. Considere o seguinte sistema
de equações do tipo Kelvin-Voigt:






− ν∆u+ ((F (t, ut)) · ∇)u
+∇p = f (t) + g (t, ut) em (0, T )× Ω
div u = 0 em (0, T )× Ω
u = k sobre (0, T )× ∂Ω
u(0, x) = u0 (x) em Ω
u0 = ϕ em (−h, 0)× Ω
(5.1)
onde u representa o campo de velocidades, p a pressão hidrostática, k 6= 0 é a velocidade na
fronteira, f é a força externa sem retardo, g é outra força externa com alguma caracteŕıstica
hereditária, u0 é velocidade inicial, ϕ é o dado inicial com alguma caracteŕıstica hereditária, ν > 0
é o coeficiente de viscosidade, κ > 0 é o coeficiente que caracteriza as propriedades elásticas do
fluido Kelvin-Voigt em questão. Sendo h um número positivo fixado, por ut denotaremos a
função definida em (−h, 0), dada por
ut (s) = u (t+ s) , s ∈ (−h, 0) .
Considere QT = (0, T ) × Ω, e ΣT = (0, T ) × ∂Ω é a superficie lateral de QT , e para n ∈ N e
p > 1, defina Lp (Ω) = Lp (Ω)n.
Consideraremos, a força externa g satisfazendo as h́ıpoteses (H1)−(H4) (caṕıtulo 1), para
X = Y = L2 (Ω).
5.1 Problema de Fronteira Não Homogêneo
Seja Ω ⊂ R3 um domı́nio com fronteira C∞. Sobre o cilindro QT = (0, T )× Ω, considere





− ν∆u+ (F (u, ut) · ∇)u+∇P = f (t) + g (t, ut) ,
div u = 0, em (0, T )× Ω
u(t, x) = k(t, x), sobre (0, T )× ∂Ω
u (0, x) = u0 (x) , em Ω
u (t, x) = ϕ (t, x) , em (−h, 0)× Ω, ∞ > h > 0.
(5.2)
Pela condição de divergência nula, pedimos que∫
∂Ω
u(t, x′) · n(x′) dx′ = 0
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para quase todo t ∈ [0, T ].
Assuma que divu0 = 0, e que a seguinte condição de compatibilidade seja verdadeira




0, T ;V −1(Ω)
)
, (5.3)
u0 ∈ V 1(Ω), (5.4)
k ∈ G1(ΣT ). (5.5)
Em virtude do Teorema de Extensão, para k ∈ G1(ΣT ), podemos construir uma extensão v ∈
V1(QT ) definida sobre QT e com suporte numa vizinhança de ΣT . Defina ṽ ∈ V1 ((−h, T )× Ω),
da seguinte forma
ṽ(t, x) = v(t, x) para (t, x) ∈ [0, T ]× Ω,
ṽ(t, x) ∈ C1 (−h, 0;C∞(Ω)) ,
div ṽ(t) = 0 para t ∈ (−h, 0)
e que ṽ(0) = v(0)
Procuramos solução u ∈ V1 ((−h, T )× Ω) de (5.2) da forma:
u = ṽ + w. (5.6)





− ν∆w + ((w(t− r(t)) + ṽ(t− r(t))) · ∇) (w + ṽ)
+∇p = f1 (t) + g (t, wt + ṽt) em (0, T )× Ω
div w = 0 em (0, T )× Ω
w = 0 sobre (0, T )× ∂Ω
w (x, 0) = u0 (x)− v0(x) em Ω
w (t, x) = ϕ (t, x)− ṽ (t, x) em (−h, 0)× Ω
(5.7)










; e lembrando que, para cada tempo
t ∈ (0, T ), denotamos por wt a função definida em (−h, 0) pela relação wt(θ) = w(t + θ), θ ∈
(−h, 0).
O problema em análise é o seguinte:
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, w0 ∈ V , ϕ − ṽ ∈ L2 (−h, 0;V ), F e g verificam as
propriedades antes definidas;
desejamos encontrar w ∈ L2 (−h, T ;V ) ∩ L∞ (0, T ;V ) e dw
dt






+ν (∇w,∇v) + b (w(t− r(t)) + ṽ(t− r(t)), (w + ṽ) (t) , v)
= 〈f1 (t) , v〉+ 〈g (t, wt + ṽt) , v〉 , v ∈ V
w (0) = w0
w (t) = ϕ (t)− ṽ(t) t ∈ (−h, 0) .
(5.8)
Note que, como w ∈ C ([0, T ] ;V ), a igualdade w(0) = w0 faz sentido (em V ).
Levando em conta o produto interno (·, ·)V = (·, ·)+κ ((·, ·)), podemos reescrever o sistema
(5.8) como segue:
Encontrar w ∈ L2 (−h, T ;V ) ∩ L∞ (0, T ;V ) e dw
dt
∈ L2 (−h, T ;V ), tal que
d (w, v)V
dt
+ ν 〈Au, v〉+ 〈B (w(t− r(t)) + ṽ(t− r(t)), (w + ṽ)(t)) , v〉
= 〈f1(t), v〉+ 〈g (t, wt + ṽt) , v〉 , t ≥ 0, v ∈ V,
w (0) = w0,
w (t) = ϕ (t)− ṽ (t) , t ∈ (−h, 0) .
(5.9)
5.1.1 Existência de solução
Considere o conjunto {ej} ortonormal e completo em (V, ‖·‖V )
Com a ajuda destas autofunções, defina o seguinte problema aproximado de ordem k ≥ 1:
Encontrar wk : [−h, T ]→ V , da forma wk(t) =
k∑
i=1














wk(t− r(t)) + PVk ṽ(t− r(t)), (wk + PVk ṽ), ej
)








,∀t ≥ 0 e ej
wk0 = PVkw0
wk (t) = PVk (ϕ(t)− ṽ(t)) t ∈ (−h, 0)
(5.10)
onde PVk é a projeção ortogonal de L
2(Ω) em Vk, e portanto, podemos reescrever PVk ṽ(t)
da forma PVk ṽ(t) =
k∑
i=1
γ̃ik(t)ei, onde γ̃ik(t) = (PVk ṽ(t), ei)V . Note que, quando trabalhamos
com o caso homôgeneo do Caṕıtulo anterior, bastava a projeção de V em Vk, pois todos os
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elementos do sistema de equações eram elementos de V , o que não acontece aqui.
Observe ainda que, ‖PVk ṽ(t)− ṽ(t)‖L2(Ω) −→ 0, quando k −→ 0.




γik(t)ei e PVk ṽ(t) =
k∑
i=1












(γik(t− r(t)) + γ̃ik(t− r(t))) (γlk(t) + γ̃lk(t)) b (ei, el, ej)








para j = 1, 2, . . . , k.
Escrevendo na forma matricial, e levando em conta que
(ei, ej)V =






























(γik(t− r(t)) + γ̃ik(t− r(t))) (γlk(t) + γ̃lk(t)) b (ei, el, e1)
k∑
i,l=1








〈f1 (t) , e1〉
〈f1 (t) , e2〉
...
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Φ1 (Γk(t)) + Φ2
(
Γk(t− r(t)) + Γ̃k(t− r(t)),Γk(t) + Γ̃k(t)
)






onde as funções Φ1, Φ2, Φ3 e Φ4 são funções vetoriais definidas como sugere a equação matricial,
Γk(t) = (γlk(t), . . . , γkk(t)) e Γ̃k(t) = (γ̃lk(t), . . . , γ̃kk(t)).
Vamos mostrar que Φi, (i = 1, . . . , 4) satisfazem as seguintes propriedades:
1.
∥∥Φ1 (Γk(t))− Φ1 (Γk(t))∥∥k ≤ C1(k) ∥∥Γk(t)− Γk(t)∥∥k ;
2. ∥∥∥Φ2 ((Γk + Γ̃k)(t− r(t)), (Γk + Γ̃k)(t))− Φ2 ((Γk + Γ̃k)(t− r(t)), (Γk + Γ̃k)(t))∥∥∥
k
≤ C2(k)
∥∥Γk(t− r(t))− Γk(t− r(t))∥∥k ∥∥∥(Γk + Γ̃k)(t)∥∥∥k
+C2(k)
∥∥∥(Γk + Γ̃k)(t− r(t))∥∥∥
k
∥∥Γk(t)− Γk(t)∥∥k ;
3. ‖Φ3 (f)‖k ≤ C3(k) ‖f(t)‖V ∗ ;
4.
∥∥Φ4 (g (t, ξkt ))− Φ4 (g (t, ηkt ))∥∥k ≤ C3 ∥∥g (t, ξkt )− g (t, ηkt )∥∥L2(Ω) ,
com




onde ‖·‖k é a norma em Rk, que podemos considerar como a norma da soma (devido à
equivalência de normas), e Ci > 0 são constantes, para i = 1, 2, 3, 4.
De fato,















∣∣γi,k(t)− γi,k(t)∣∣ ≤ C1(k)∥∥Γk(t)− Γk(t)∥∥k .
2.












(γi,k + γ̃i,k)(t− r(t))(γl,k + γ̃l,k)(t)b (ei, el, ej)
∣∣∣∣∣∣












































∣∣(γl,k + γ̃l,k)(t)− (γl,k + γ̃l,k)(t)∣∣
 k∑
l=1
∣∣(γi,k + γ̃i,k)(t− r(t))∣∣
≤ C2(k)





∥∥∥(Γk + Γ̃k)(t− r(t))∥∥∥
k
∥∥∥(Γk + Γ̃k)(t)− (Γk + Γ̃k)(t)∥∥∥
k
= C2(k)
∥∥Γk(t− r(t))− Γk(t− r(t))∥∥k ∥∥∥(Γk + Γ̃k)(t)∥∥∥k
+ C2(k)
∥∥∥(Γk + Γ̃k)(t− r(t))∥∥∥
k
∥∥Γk(t)− Γk(t)∥∥k .







 ‖f(t)‖V ∗ = C3(k) ‖f(t)‖V ∗ .
4.










∥∥∥g (t, ξkt )− g (t, ηkt )∥∥∥
L2(Ω)
≤ C4(k)




Φ1(0) = 0, Φ2(0, 0) = 0 e Φ4(0) = 0.
Além disso, considerando e = (e1, . . . , ek), temos que:
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∥∥ξk (s)− ηk (s)∥∥2
V
≤














































∥∥〈Γk(t)− Γk(t), e〉k∥∥2L2(Ω) + κ∥∥〈Γk(t)− Γk(t),∇e〉k∥∥2L2(Ω)
≤




∥∥Γk(t)− Γk(t)∥∥2k ‖e‖2k dx+ κ∫
Ω
















onde 〈x, y〉k =
k∑
j=1
xjyj , x = (x1, · · · , xk), y = (y1, · · · , yk) ∈ Rk.




= Φ1 (Γk(t)) + Φ2
(











Γk(s) = φk(s) s ∈ (−h, 0) ,
(5.11)
























ds, ∀t ≥ 0
Γk(s) = φk(s) s ∈ (−h, 0) .
(5.12)




, g : [0, T ] × C
(
[0, T ] ,Rk
)
→ Rk
satisfazendos as hipóteses (H3) e (H4). Assumindo Φ1, Φ2,Φ3 e Φ4 como acima, temos que
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Γk(t) = φk(t) t ∈ (−h, 0) ,
possui uma única solução para t ∈ [0, t∗] .





Nestas condições, existe uma solução Γk ∈W 1,2
(
[0, T ] ,Rk
)
para (6) com t∗ = T
Prova. Tomemos C > 0 tal que ‖wk0‖k +
∥∥∥Γ̃k(t)∥∥∥
k
≤ C (lembre-se que
Γ̃k(t) = (γ̃1k(t), · · · , γ̃kk(t)) segue de PVk ṽ(t) =
k∑
i=1
γ̃ik(t)ei, já conhecido). Defina por






M = C + 4








































































Observe que (X, d) é um espaço métrico completo e X 6= ∅, pois φ̃k definido por φ̃k = 0 para
t ∈ (0, t∗], e φ̃k = Γk para t ∈ [−h, 0], pertence a X.
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s ))ds ∀t ∈ [0, t∗]
φk(t) t ∈ (−h, 0).
Portanto, T (Γk) ∈ L2(−h, t∗;Rk)∩C0([0, t∗];Rk) e, por definição, T (Γk)(t) = φk(t) em (−h, 0).
Para cada 0 ≤ t ≤ t∗, temos
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temos:





































































































































































































Voltando então, para a limitação de T (Γk), temos:
























































e pela escolha de t∗ e de M , temos
‖T (Γk)(t)‖k ≤ C + 1 < C + 4 = M
o que garante que T leva X em X. Precisamos mostrar que T é contração.
5.1. Problema de Fronteira Não Homogêneo 134
De fato, se Γk e Γk pertencem a X, então
d(T (Γk), T (Γk)) = max
0≤t≤t∗



























∥∥∥(Γk + Γ̃k)(s− r(s))∥∥∥
k








































































































































































































Agora, como M > 4 > 1 então devido à escolha de t∗, escolhemos








































o que garante que T é uma contração de X em X. Segue agora, do teorema de ponto fixo para
contrações, que T tem um único ponto fixo. Tal ponto fixo é a solução de (5.12), e portanto, da
equação (5.11) no intervalo desejado. Isto termina a prova de (i).
Para provarmos (ii), seja C > 0 como na hipótese, isto é, se t∗ é tal que existe uma solução




Tome M e t∗ como no item (i), e
T
t∗
sendo um inteiro. Nestes termos, existe uma única
Γk ∈ L2(−h, t∗;Rk) ∩ C0([0, t∗];Rk) tal que
Γk(t) =

















s ))ds t ∈ [0, t∗].
Se t∗ < T , definimos,
φ̂k(s) = Γk(s+ t∗) para s ∈ (−h, 0)
e
ψ̂k(s) = (Γk + Γ̃k)(s+ t∗) para s ∈ (−h, 0)
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e consideramos o problema de encontrar Γ̂k ∈ X tal que
Γ̂k(t) =

















s ))ds t ∈ [0, t∗].
(5.16)

























































‖ψ̂k‖L2(−h,0;Rk) ≤ ‖ψk‖L2(−h,0;Rk) + 2h
1
2 (C +M).
O problema (5.16) tem a mesma estrutura do problema (5.12). As funções Φ1, Φ2, Φ3 e Φ4
possuem em (5.16) as mesmas estimativas que em (5.12). Vamos verificar tal fato. Para Φ1,
temos como anteriormente,








‖Φ2((Γ̂k + Γ̃k)(s− r(s)), (Γ̂k + Γ̃k)(s)) −Φ2((Γ̂k + Γ̃k)(s− r(s)), (Γ̂k + Γ̃k)(s))‖k
≤ C2‖Γ̂k(s− r(s))− Γ̂k(s− r(s))‖k‖(Γ̂k + Γ̃k)(s)‖k
+C2‖Γ̂k(s)− Γ̂k(s)‖k‖(Γ̂k + Γ̃k)(s− r(s))‖k,
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Para Φ3, claramente segue a mesma limitação, já que Φ3 não depende de Γ̂, mas sim de f1 ∈
L2(0, T ;V ∗). Finalmente, temos
‖Φ4(g(s, ξ̂ks ))− Φ4(g(s, η̂ks ))‖k ≤ C4‖g(s, ξ̂ks )− g(s, η̂ks )‖L2 ,
e similarmente,∫ t
0







































































































































Procedendo como na parte (i), garantimos a existência de uma única solução Γ̂k(t), para (5.16),
no intervalo [0, t∗]. Colocando então
Γk(t) =
 Γk(t), t ∈ (−h, t∗]Γ̂k(t− t∗), t ∈ [t∗, 2t∗],
obtemos uma única solução para o problema (5.12) no intervalo (−h, 2t∗]. Repetindo este
processo, após um número finito de passos, obteremos uma única solução para (5.12) no intervalo
(−h, T ].
Teorema 5.1.2. Assuma w0 ∈ V , ϕ − ṽ = φ ∈ L2 (−h, 0;V ), f1 ∈ L2 (0, T ;V ∗) e que g :
[0, T ]× C ([−h, 0] , V )→ L2 (Ω) satisfaz as hipóteses (H1)-(H4).
Então, para cada T > 0 fixo, existe uma única solução fraca u para o problema (5.2) tal
que w ∈ L∞ (0, T ;V ) ∩ L2 (−h, T ;V ) e dw
dt
∈ L2 (0, T ;V ).
Prova. Usaremos o método de Faedo-Galerkin para mostrar a existência de solução fraca.
Considere o conjunto {ej} das autofunções do Operador de Stokes, de modo que {ej} seja
um conjunto ortonormal em V munido da norma ‖·‖V .



























, t ≥ 0
wk0 = PVkw(0),
wk (t) = PVk(ϕ(t)− ṽ(t)) t ∈ (−h, 0) ,
(5.17)
onde PVk é a projeção ortogonal de L
2(Ω) em Vk = [e1, . . . , ek].




γik(t)wi definida no intervalo [0, tk) com 0 < tk ≤ T .
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Das estimativas a priori a seguir, concluiremos que tk = T .
Voltando à primeira equação em (5.17), multiplicando por γjk(t) e somando, de j = 1 até





(∥∥∥wk(t)∥∥∥2 + ∥∥∇wk(t)∥∥2)+ ν ∥∥∇wk(t)∥∥2
≤
∣∣b (wk(t− r(t)) + PVk ṽ(t− r(t)), wk(t) + PVk ṽ(t), wk(t))∣∣
+









∥∥∇wk(t)∥∥2 ≤ ∣∣b (wk(t− r(t)), PVk ṽ(t), wk(t))∣∣
+
∣∣b (PVk ṽ(t− r(t)), PVk ṽ(t), wk(t))∣∣+ ∣∣〈f1(t), wk(t)〉∣∣
+
∣∣〈g(t, wkt + PVk ṽt), wk(t)〉∣∣ .
(5.18)








e também∣∣b (PVk ṽ(t− r(t)), PVk ṽ(t), wk(t))∣∣ ≤ ‖PVk ṽ(t− r(t))‖V ‖∇PVk ṽ(t)‖L2(Ω) ∥∥wk(t)∥∥V























∣∣〈f1(t), wk(t)〉∣∣+ ∣∣〈g(t, wkt + PVk ṽt), wk(t)〉∣∣ .
Aplicando a desigualdade de Cauchy-Schwarz, a desigualdade de Poincaré, e pela












+C1 ‖PVk ṽ(t− r(t))‖V
∥∥wk(t)∥∥
V





∥∥g(t, wkt + PVk ṽt)∥∥∥∥wk(t)∥∥ ,
onde C3 (Ω) > 0 é uma constante que depende de Ω. Multiplicando a desigualdade anterior por
5.1. Problema de Fronteira Não Homogêneo 140































∥∥∥g(s, wks + PVk ṽs)∥∥∥∥∥∥wk(s)∥∥∥ ds.






























∥∥∥g(s, wks + PVk ṽs)∥∥∥∥∥∥wk(s)∥∥∥ ds.
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para todo 0 ≤ t ≤ T.
Sabendo que
f1 ∈ L2 (0, T ;V ∗),
ϕk ∈ L2 (−h, 0;V ),
ϕk + PVk ṽ ∈ L2 (−h, 0;V ),
w0 ∈ V ,






∥∥∥∇wk(s)∥∥∥2 ds ≤ C












é uniformemente limitada em L∞
(







Das estimativas acima, segue que(
wk + PVk ṽ
)
(· − r(·)) ∈ L2 (−h, T ;V )
independentemente de k.
Agora, vamos mostrar que
dwk
dt
















wk(t− r(t)) + PVk ṽ(t− r(t)), w





























wk(t− r(t)) + PVk ṽ(t− r(t)), w


















Pela desigualdade de Holder, segue que:∣∣∣∣b(wk(t− r(t)) + PVk ṽ(t− r(t)), wk(t) + PVk ṽ(t), dwkdt
)∣∣∣∣
≤




e como V ↪→ H10 (Ω) ↪→ L6 (Ω), temos que:∣∣∣∣b(wk(t− r(t)) + PVk ṽ(t− r(t)), wk(t) + PVk ṽ(t), dwkdt
)∣∣∣∣
≤












Aplicando à desigualdade de Young na última desigualdade acima,∣∣∣∣b(wk(t− r(t)) + PVk ṽ(t− r(t)), wk(t) + PVk ṽ(t), dwkdt
)∣∣∣∣
≤ 6




























∥∥∥g(t, wkt + PVk ṽt)∥∥∥∥∥∥∥dwkdt
∥∥∥∥





































(∥∥∥wk(t− r(t)) + PVk ṽ(t− r(t))∥∥∥2
V
+ ‖f1(t)‖2V ∗ +
∥∥g(t, wkt + PVk ṽt)∥∥2) .
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Integrando de 0 a t, obtemos
ν


















∥∥∥g(s, wks + PVk ṽs)∥∥∥2 ds)
≤ ν
∥∥∇wk(0)∥∥2 + 12(∫ t
0














onde C4 > 0 é uma constante positiva.
Esta última desigualdade segue por
f1 ∈ L2 (0, T ;V ∗)
wk ∈ L2 (−h, T ;V )
(
wk(· − r(·)) + PVk ṽ(· − r(·))
)
∈ L2 (−h, T ;V )




∈ L2 (0, T ;V ).
























fortemente em L2(−h, T ;L2(Ω)).
De fato, como
PVk ṽ(·) −→ ṽ(·) em L2(−h, T ;L2(Ω)),
temos que,(






















0, T ;L2 (Ω)
)
.
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De fato, da h́ıpótese [H4] sobre g, temos:∫ T
0













L2(Ω) ds = Cg
∥∥∥wk − w∥∥∥
L2(−h,T ;L2(Ω))
+ Cg ‖PVk ṽ − ṽ‖L2(−h,T ;L2(Ω)).
Portanto, como wk + PVk ṽ → w + ṽ fortemente em L2
(

















Observe também que, desde que w ∈ L2 (0, T ;V ) e dw
dt
∈ L2 (0, T ;V ), segue
w ∈ C ([0, T ] ;V ) (veja [3]), e faz sentido calcular w(0).
Passagem ao limite


















b((wk + PVk ṽ)(s− r(s)), (w








g(s, wks + PVk ṽs), v
)
ψ(s) ds.























b((wk + PVk ṽ)(s− r(s)), (u








g(s, wks + PVk ṽs), v
)
ψ(s) ds.
Fazendo k →∞, vamos analisar a convergência de cada parcela da igualdade acima.
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((e(s), v))ψ′(s) ds, ∀v ∈ V,
































b((wk + PVk ṽ)(s− r(s)), (w
k + PVk ṽ)(s), vψ(s))






(wk + PVk ṽ)(s− r(s))− (w + ṽ)(s− r(s)), (w







(w + ṽ)(s− r(s)), (wk + PVk ṽ)(s)− (w + ṽ)(s), vψ(s)
)
ds.
Das estimativas a priori e de ṽ ∈ V1 (QT ) ∩ C1 (−h, 0;C∞(Ω)) temos que
∥∥∇ (wk(s) + PVk ṽ)(s))∥∥ < C,
‖vψ(s)‖L∞(Ω) < C,
‖∇(vψ(s))‖L∞(Ω) < C,
∥∥(wk + PVk ṽ)(s)∥∥ < C,
e
∥∥(wk + PVk ṽ)(· − r(·)))− (w + ṽ)(· − r(·)))∥∥L2(0,T ;L2(Ω)) −→ 0, quando k →∞.
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Portanto ∫ T
0
b((wk + PVk ṽ)(s− r(s)), (w


























L2(−h,T ;L2(Ω)) + ‖PVk ṽ − ṽ‖L2(−h,T ;L2(Ω))
)
−→ 0,


















(g(s, ws + ṽs), v)ψ(s) ds.








(ṽ, ei)V ei converge fortemente para w0 (lembrando que PVk é a projeção
ortogonal de L2(Ω) em Vk).



















(g(s, ws + ṽs), v)ψ(s) ds
para todo v ∈ V .


















(g(s, ws + ṽs), v)ψ(s) ds
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(g(s, ws + ṽs), v)ψ(s) ds,






















(g(s, ws + ṽs), v)ψ(s) ds














〈f1(s) + g(s, ws + ṽs)), v〉ψ(s) ds






+ νAw(t) +B ((w + ṽ)(t− r(t)), (w + ṽ)(t)) = f1(t) + g(t, wt + ṽt)
é verdadeira, ao menos em V ∗.

















(w(s), v)ψ′(s) ds− κ
∫ T
0














〈g(s, ws + ṽs), v〉ψ(s) ds.




(w(s), v)ψ′(s) ds− κ
∫ T
0














〈g(s, ws + ṽs), v〉ψ(s) ds.
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Portanto
[(w(0)− w0, v) + κ ((w(0)− w0, v))]ψ(0) = 0
para cada v ∈ V e cada ψ do tipo considerada. Podemos escolher ψ tal que ψ(0) 6= 0.
Assim
(w(0)− w0, v)V = 0
para todo v ∈ V . Logo,
0 = ‖w(0)− w0‖2V
ou seja, w(0) = w0 em V .
unicidade
Sejam u1 e u2 duas soluções fracas (5.17).






+ νAw(t) +B (wt + ṽt, w(t) + ṽ(t)) = f1(t) + g(t, wt + ṽt).







∈ L2 (0, T ;V ), então du
dt













u2t + ṽt, u
2(t) + ṽ(t)
)
= g(t, u1t + ṽt)− g(t, u2t + ṽt)
u(0) = 0.
(5.24)
Tomando o produto escalar da primeira equação em (5.24) com u(t), obtemos
d ‖u(t)‖2V
dt
+ 2ν ‖∇u(t)‖2 +2b
(
u1t + ṽt, u




u2t + ṽt, u










u1t + ṽt, u




u2t + ṽt, u




u1t + ṽt, u




u1t + ṽt, u




u1t + ṽt, u




u2t + ṽt, u














2(t) + ṽ(t), u(t)
)
.
Além disso,∣∣b (u(t− r(t)), u2(t) + ṽ(t), u(t))∣∣ ≤ ‖u(t− r(t))‖L4(Ω) ∥∥∇(u2(t) + ṽ(t))∥∥ ‖u(t)‖L4 (Ω)
≤ C̃1 ‖u(t− r(t))‖V ‖∇u(t)‖ ,
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pois u2 e ṽ pertencem a L∞ (0, T ;V ) (lembrando que κ > 0) e V ↪→ L4 (Ω), onde C̃1 é uma
contante positiva.
Por outro lado, pelas desigualdades de Cauchy-Schwarz e Poincaré, temos que:
2
∣∣〈g(t, u1t + ṽt)− g(t, u2t + ṽt), u(t)〉∣∣ ≤ C̃2(Ω) ∥∥g(t, u1t + ṽt)− g(t, u2t + ṽt)∥∥ ‖∇u(t)‖ ,
onde C̃2(Ω) é uma contante positiva que depende de Ω.
Portanto, pela desigualdade de Young, segue que:
d ‖u(t)‖2V
dt
≤ C̃3 ‖u(t− r(t))‖V + C̃4
∥∥g(t, u1t + ṽt)− g(t, u2t + ṽt)∥∥ .



















Da desigualdade de Gronwall, segue que:
‖u(t)‖2V ≤ 0 para todo t ∈ [−h, T ].
Portanto u1 = u2.
Pelo Teorema anterior, garantimos a existência de solução fraca w ∈ V1 ((−h, T )× (Ω))
para o problema homogêneo 5.7:




, w0 ∈ V , ϕ − ṽ ∈ L2 (−h, 0;V ), F e g verificam as propriedades
antes definidas;
encontramos w ∈ L2 (−h, T ;V ) ∩ L∞ (0, T ;V ) e dw
dt







+ν (∇w,∇v) + b (w(t− r(t)) + ṽ(t− r(t)), (w + ṽ) (t) , v)
= 〈f1 (t) , v〉+ 〈g (t, ut) , v〉 , v ∈ V
w (0) = w0
w (t) = ϕ (t)− ṽ(t) t ∈ (−h, 0) .
Como tinhamos tomado w = u + ṽ ∈ V1 ((−h, T )× (Ω)), para encontrarmos a solução fraca
para 5.2, basta tomar u = w − ṽ, e teremos encontrado a solução do problema:
Dado f ∈ L2
(
0, T ;V −1(Ω)
)




, k ∈ G1(ΣT ), F e g verificam
as propriedades antes definidas;
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+ν (∇u,∇v) + b (u(t− r(t)), u (t) , v)
= 〈f (t) , v〉+ 〈g (t, ut) , v〉 , v ∈ V
u (0) = u0
u (t) = ϕ (t) t ∈ (−h, 0) .
Para recuperarmos a pressão, e assim concluir a existencia de solução fraca para o problema não
homogêneo 5.2 , basta seguirmos os mesmos passos feitos no Teorema 4.2.2 do Caṕıtulo 4.
Apêndice A
Formulação das equações de
Kevin-Voigt com retardo em termos
do operador de Stokes Ap
Antes de descrevermos formulação fraca e suave (mild solution) das equações de Kelvin-
Voigt com termos com retardo, vamos fazê-la primeiramente para as Equações de Navier-Stokes
também com termos com retardo.
A.1 Formulação das equações de Navier-Stokes com retardo em
termos do operador de Stokes Ap
Considere as equações do tipo Navier-Stokes:
∂u
∂t
− ν∆u+ (F (t, ut) · ∇)u+∇p = g(t, ut), t > 0, x ∈ Ω,
div u(t, x) = 0, t > 0, x ∈ Ω,
u(t, x) = 0, t > 0, x ∈ ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = φ(t, x), t ∈ (−∞, 0], x ∈ Ω,
(A.1)
Ao aplicarmos o operador projeção Pp, obtemos
∂u
∂t
− νPp∆u+ Pp ((F (t, ut) · ∇)u) = Ppg(t, ut), t > 0, x ∈ Ω,
u0(t, x) = Ppφ(t, x), t ∈ (−∞, 0], x ∈ Ω,
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No que segue, vamos usar a seguinte notação: 〈f, g〉 =
∫
Ω
f g dx, para f ∈ Lp(Ω) e g ∈ Lp′(Ω),
onde p e p′ são expoêntes conjugados. Para v ∈W p0 (Ω) ∩Xp(Ω), temos
d
dt
〈u, v〉 − ν 〈Pp∆u, v〉+ 〈Pp ((F (t, ut) · ∇)u) , v〉 = 〈Ppg(t, ut), v〉 ,
ou ainda, introduzindo o operador de Stokes Ap, temos
d
dt
〈u, v〉+ ν 〈Apu, v〉+ 〈Pp ((F (t, ut) · ∇)u) , v〉 = 〈Ppg(t, ut), v〉 ,































































































p Pp ((F (t, ut) · ∇)u) = A
− 1
2
p Ppg(t, ut), em Xp.












p Pp ((F (t, ut) · ∇)u) ,
ou ainda










p [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] ds.


















p [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] ds,
que pode ser escrito como segue










p [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] ds,
se u0 ∈ Xp.
Dizemos que u : [0, T ] −→ Xp é solução suave de (A.1) se
u(t) = e−νAptu(0) +
∫ t
0
e−νAp(t−s) [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] ds,
se u0 ∈ Xp.
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A.2 Formulação das equações de Kevin-Voigt com retardo em
termos do operador de Stokes Ap
Agora, escreveremos a formulação fraca e suave (mild solution) das equações de Kelvin-
Voigt com termos com retardo.





− ν∆u+ (F (t, ut) · ∇)u+∇p = g(t, ut), t > 0, x ∈ Ω,
div u(t, x) = 0, t > 0, x ∈ Ω,
u(t, x) = 0, t > 0, x ∈ ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = φ(t, x), t ∈ (−∞, 0], x ∈ Ω.
(A.2)





− νPp∆u+ Pp ((F (t, ut) · ∇)u) = Ppg(t, ut), t > 0, x ∈ Ω
u0(t, x) = Ppφ(t, x), t ∈ (−∞, 0], x ∈ Ω.
No que segue, vamos usar a seguinte notação: 〈f, g〉 =
∫
Ω
f g dx, para f ∈ Lp(Ω) e g ∈ Lp′(Ω),
onde p e p′ são expoêntes conjugados. Para v ∈W p0 (Ω) ∩Xp(Ω), temos
d
dt
〈u, v〉 − d
dt
〈Pp∆u, v〉 − ν 〈Pp∆u, v〉+ 〈Pp ((F (t, ut) · ∇)u) , v〉 = 〈Ppg(t, ut), v〉 ,





〈Apu, v〉+ ν 〈Apu, v〉 = 〈Ppg(t, ut), v〉 − 〈Pp ((F (t, ut) · ∇)u) , v〉 ,



























































































































A.2. Formulação das equações de Kevin-Voigt com retardo em termos do










U + κ d
dt
















p Pp ((F (t, ut) · ∇)u) ,
se, e somente se
d
dt
U = ν (I + κAp)−1 (−Ap)U + (I + κAp)−1A
− 1
2
p [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] .
Pondo Bp = ν (I + κAp)
−1 (−Ap), segue que










p [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] ds.


















p [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] ds,
se u0 ∈ Vp. Dizemos que u : [0, T ] −→ Vp é solução suave de (A.1) se
u(t) = eBptu(0) +
∫ t
0
e−νAp(t−s) [Ppg(t, ut)− Pp ((F (t, ut) · ∇)u)] ds,
se u0 ∈ D(Ap).
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1991,01991-1992 (Aubière, 1990-1991 and 1991-1992), Univ. Blaise Pascal Lab. Math.
Pures Appl., Clermont, 1995 pp. Exp. No. 6.20, 21.
[52] Solonnikov, V. A. Estimatives for Solutions of Nonstationary Navier-Stokes Equations.
J. Soviet Math. 8, 467-528 (1977).
[53] Robinson, James C. Infinite-Dimensional Dynamical Systems: An introduction to
dissipative parabolic PDEs and the theory of global attractors. Cambridge texts in
applied mathematics. Cambridge University Press. 2001.
[54] Taniguchi, Takesi. The exponential behavior of Navier-Stokes equations with time delay
external force. Discrete and Continuous Dynamical Systems. 12 (2005), no. 5, pp.
997–1018.
[55] Temam, Roger. Navier-Stokes equations and nonlinear functional analysis. CBMS-NSF
regional conference series in applied mathematics, no. 66, (1995).
[56] Temam, Roger. Navier-Stokes equations: Theory and numerical analysis. Studies in
Mathematics and its applications. Volume 2. The Netherlands, (1984).
[57] Vivette, G. & Raviart, P.-A. Finite Element methods for Navier-Stokes-Equations:
Theory and Algorithms. Springer-Verlang, Berlin-Heidelberg-New-York Tokio , (1986).
[58] Volevich, L. & Paneyakh, B. Certain spaces of generalized functions and embedding
theorems. Russian Math. Surveys 20 (1965), No.1, p. 1-73.
Referências 161
[59] Zvyagin, V. G. & Turbin, M. V. The Study of initial-boundary value problems for
Mathematical models of the motion of Kelvin-Voigt Fluid. Journal of Mathematical
Sciences, Vol. 168, No. 2, (2010).
