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Abstract
We show that bounded forcing axioms (for instance, the Bounded Proper Forcing Axiom and
the Bounded Semiproper Forcing Axiom) are consistent with the existence of (!2; !2)-gaps and
thus do not imply the Open Coloring Axiom. They are also consistent with Jensen’s combinatorial
principles for L at the level !2, and therefore with the existence of an !2-Suslin tree. We also
show that the axiom we call BMMℵ3 implies ℵℵ12 =ℵ2, as well as a stationary re7ection principle
which has many of the consequences of Martin’s Maximum for objects of size ℵ2. Finally, we
give an example of a so-called boldface bounded forcing axiom implying 2ℵ0 = ℵ2. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
Strong forcing axioms, like the Proper Forcing Axiom, the Semiproper Forcing Ax-
iom, or Martin’s Maximum, have natural bounded forms, the so-called Bounded Forcing
Axioms [3, 13, 16]. They are the natural generalizations of Martin’s Axiom, a bounded
forcing axiom itself.
While Bounded Forcing Axioms have many of the consequences of their stronger
unbounded counterparts (see Section 3.1 below), there are still many open questions
regarding both their relative strength and their consequences. In this paper we answer
several of these questions. We also consider some strenghthenings of the Bounded
Forcing Axioms and show that they have strong consequences both for objects of
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size ℵ2 and for the real numbers. In particular, a parametrized bounded forcing axiom
implies that the size of the continuum is ℵ2.
The paper is organized as follows: In Section 1.1, and after some preliminaries, we
recall the Bounded Forcing Axioms in their most natural formulation, as they will be
used in subsequent sections.
In Section 2 we give a general set-up for constructing models of Bounded Forcing
Axioms by iterations of length a re7ecting cardinal (see DeHnition 2.1).
In Section 3, we compare forcing axioms with their bounded versions. In Sec-
tion 3.1, we give a list of some of their consequences. Then, in Section 3.2, after
proving some facts about the natural forcing notion for splitting a gap of the structure
〈!!;¡∗〉 which will be used later on, we prove a general theorem that shows how
to construct models for Bounded Forcing Axioms while at the same time building an
(!2; !2)-gap. As a Corollary we obtain a model of the Bounded Semiproper Forcing
Axiom in which there is an (!2; !2)-gap. This shows, in particular, that the Bounded
Semiproper Forcing Axiom does not imply the Open Coloring Axiom. Finally, in Sec-
tion 3.3, we prove that one can force ♦!2 ({¡!2: cf ()=!}) and !1 over a model
of a Bounded Forcing Axiom, which shows the consistency of such axioms with the
existence of an !2-Suslin tree.
In Section 4 we consider a (seemingly slight) strengthening of the Bounded Mar-
tin’s Maximum and show that it has many of the consequences of the full Martin’s
Maximum. For instance, it implies ℵℵ12 =ℵ2 and that the nonstationary ideal on !1 is
ℵ2-saturated.
Finally, in Section 5, we introduce what we call the Boldface (or Parametrized)
Bounded Forcing Axioms. We give some examples of these axioms. We Hnish by
giving an instance of a Boldface Bounded Forcing Axiom which implies that the size
of the continuum is ℵ2, and we show that it is also consistent with the existence of
an (!2; !2)-gap of 〈!!;¡∗〉.
1.1. Preliminaries and notation
If  is a cardinal and X is a set, [X ] and [X ]¡ denote {x⊆X : |x|= } and
{x⊆X : |x|¡}, respectively.
C ⊆ [X ] is a club (of [X ]) if and only if for every x∈ [X ] there is y⊇ x such that
y∈C, and for every ¡ and every ⊆ -increasing sequence 〈x: ∈ 〉 of elements
of C;
⋃
¡ x ∈C.
A⊆ [X ] is a stationary subset (of [X ]) if and only if A∩C = ∅ for every club
C ⊆ [X ].
If P is a forcing notion and p; q∈P, q6p means that q is stronger than p.
If P is a partially ordered set (a poset, for short) and p is a condition in P, we let
P p= {q∈P: q6p}.
The general set-up for forcing and forcing iterations will be as in [15, 12].
As to forcing axioms we will use the following notation:
D. Asper*o, J. Bagaria / Annals of Pure and Applied Logic 109 (2001) 179–203 181
Let  be a class of posets. By the forcing axiom FA() we mean the assertion that
whenever P is a poset in  and A is a collection of size at most ℵ1 of maximal
antichains of P, there exists a Hlter G⊆P such that G ∩A = ∅ for every A∈A (such
a G is called A-generic).
If  is a cardinal, we let BFA() denote the assertion that there exists an
A-generic Hlter G for all collections A as above, with the extra assumption that
for every A∈A; |A|¡.
We say that BFA()ℵ2 is a Bounded Forcing Axiom and also write BFA() for
BFA()ℵ2 .
Recall that a poset P is proper if and only if for every (for some) regular large
enough cardinal  (we can take ¿(2|TC(P)|)+), every countable elementary substruc-
ture N of H () containing P and every p∈N ∩P, there is q6p which is (N;P)-
generic, i.e., for every P-term  in N; qP “ is an ordinal ⇒ ∈ LN”. Equivalently, P
is proper if, whenever X is an uncountable set and A is a stationary subset of [X ]!; A
remains a stationary subset of [X ]! after forcing with P.
P is semiproper if and only if for every (for some) regular large enough cardi-
nal , every countable elementary substructure N of H () containing P and every
p∈N ∩P, there is q6p which is (N;P)-semigeneric, i.e., for every P-term  in
N; qP “∈ L!1⇒ ∈ LN”.
If  is the class of all proper posets, we will use the special notation PFA; BPFA;
BPFA for FA(); BFA(); BFA(), respectively. Similarly, we use SPFA; BSPFA,
BSPFA when  is the class of all semiproper posets, and MM (for Martin’s Maxi-
mum), BMM , BMM when  is the class of all stationary-set-preserving posets, i.e.,
those posets P such that, for some condition p∈P, every stationary subset of !1
remains stationary after forcing with P p.
If X is any set, Coll(!1; X ) is the -closed forcing notion whose conditions are all
countable functions p⊆!1 × X and such that q6p if and only if p⊆ q.
If N is a set modelling the Axiom of Extensionality, N denotes the transitive
collapse of N .
If  is a regular cardinal, let NS and NS+ denote the nonstationary ideal over 
and the set of all stationary subsets of , respectively. If ¡ are regular cardinals,
let E = {¡: cf ()= }. If m¡n are natural number, we let also Emn denote Eℵnℵm .
We will frequently use the following characterization of bounded forcing axioms as
principles of 1(H (!2))-absoluteness:
Fact 1.1 (Bagaria [3]). Given a class  of complete Boolean algebras; the following
statements are equivalent:
(a) BFA();
(b) 1(H (!2))-absoluteness under forcing extensions with posets in ; i.e.; for every
a∈H (!2) and every 1 formula ’(x); if there is some P∈ such that P ’( La);
then H (!2) |=’(a).
The following is an extension of the above result to BFA()+ that holds for most
classes of partially ordered sets.
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Fact 1.2 (Miyamoto [16]). Let ¿!1 be a cardinal and let  be a class of complete
Boolean algebras such that for every P∈ there is a P-term Q˙ for a poset such
that P ∗ Q˙∈ and ||=ℵ1 in VP∗Q˙. Then; BFA()+ is equivalent to the following
statement:
Suppose a∈H (+); P∈ and P ’( La); where ’(x) is a 1 formula. Then; for
stationarily many N ∈ [H (+)]ℵ1 ; a∈N and H (!2) |=’(N (a)).
2. Models of bounded forcing axioms
The paradigm of the consistency proof of bounded forcing axioms will be the con-
sistency proof of BPFA in [13] starting from the existence of a re7ecting cardinal.
Denition 2.1 (Goldstern and Shelah [13]). A regular cardinal  is a 1-re7ecting
cardinal (re7ecting for short) if and only if the following holds: Suppose a∈H ();
#(x) is a formula and there is some cardinal $ such that H ($) |=#(a). Then there is
a cardinal %¡ such that a∈H (%) and H (%) |=#(a).
Some easy facts on re7ecting cardinals:
Fact 2.1. (1) A regular cardinal  is re<ecting if and only if V 42 V .
(2) If  is a re<ecting cardinal; then  is the th inaccessible cardinal.
(3) If  is Mahlo; then; for stationarily many ¡;  is re<ecting in V.
(4) If  is a re<ecting cardinal and P is a partially ordered set in V; then VP |=
“ is re<ecting”.
The following well-known result on the complexity of the forcing relation, which
will be used in the proof of Theorem 2:2, is easily established by looking at the
deHnition of ∗P in [15], DeHnition 3:3.
Lemma 2.1. If ’(x) is a k formula; k¿1; then; for every poset P; ‘pP ’()’ is
k expressible with p; P and  as parameters. If ’(x) is a restricted formula; then
this is (1 expressible.
Next, we give a general construction of forcing notions forcing BFA() for a possible
variety of classes . The forcing notion will be an iteration of length  – where 
is a re7ecting cardinal – of posets in  with suitable support. In the deHnition of
the iteration we may be interested in leaving place in order to deal with other tasks
along it – e.g., if  is going to become !2 and we want to generically construct an
(!2; !2)-gap of 〈!!;¡∗〉, as we will do in Section 3.2. Therefore we will show that
any -iteration of quite a general form which on an unbounded subset of  satisHes
certain requirements will force BFA().
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Lemma 2.2. Let  be a re<ecting cardinal and let  be a class of partially ordered
sets with the following properties:
(1) Every P∈ preserves !1.
(2)  is closed under nite composition; i.e.; if P∈ and P Q˙∈; then P∗Q˙∈.
(3) Whenever 〈〈P; Q˙〉: ¡〉 is a forcing iteration of posets in V belonging to 
with some suitable support (e.g.; countable support (CS) iterations or revised
countable support (RCS)) and P is the corresponding limit; the following holds:
(3:1) P ∈;
(3:2) P=P ∈ in VP for all ¡;
(3:3) if P ∈V for all ¡; then P is the direct limit of 〈P: ¡〉 and
satises the -c.c.
(4) “P∈” is 2 expressible with P as a parameter.
Then there is a forcing notion P belonging to  such that VP |=BFA().
Proof. Let E be an unbounded subset of  and let 〈: ¡〉 be the strictly increasing
enumeration of E. Let f : → × be a bookkeeping function, i.e., f is surjective and,
if f()= 〈+; ,〉, then +6. We build a forcing iteration 〈P: 6〉 of posets in  based
on 〈Q˙: ¡〉 with adequate support, together with a sequence 〈〈; ’(x)〉: ¡〉 in
the following way:
Suppose P ∈V has already been constructed. Let 〈〈, ; ’,(x)〉: ,¡〉 be an enu-
meration of all pairs 〈; ’(x)〉, where  is a standard P -term for an element of H (!2)
(which can be coded by an !1-sequence of antichains of P) and ’(x) is a 1 formula.
Notice that, as P ∈H () and  is inaccessible, there certainly is such an enumeration
in length .
If f()= 〈+; ,〉, then +6 and hence 〈+, ; ’+, (x)〉 has already been deHned. Now let
 = 
+
, ∈VP+ ⊆VP , let ’(x)=’+, (x) and let Q˙ be a P -term for a poset in V
belonging to  such that
 “(∃Q ∈ )(Q ’( L) and Q ∈ H ( L)⇒ Q˙ is such a Q”
Let P=P and let us check that VP |=BFA():
Let  and Q˙ be P-terms for an element of H (!2) and for a poset in , respectively,
and let p∈P force Q˙ ’( L), where ’(x) is a 1 formula. Let G be P-generic with
p∈G and let a= [G].
As P is the direct limit of 〈P: ¡, satisHes the -c.c. and preserves !1, we may
assume that, for a large enough +¡; p∈P+ and  is a P+ -term. Now let ,¡ be
such that 〈+, ; ’+, (x)〉= 〈; ’(x)〉.
Let ¿+ be such that f()= 〈+; ,〉. Then  =  and ’(x)=’(x).
Since P ∈H ();  remains re7ecting in V [G ]. Now, by (3.2) and (2), in V [G ];
P=P ∗ Q˙[G ] is a poset in  forcing ’(a). But, by (4) and Lemma 2.1, ‘there
is a poset in  forcing ’(a)’ is 2 expressible with a as a parameter. Hence, as
H ()V [G ] 42 V [G ], in H ()
V [G ] there is a poset Q′ in  forcing ’(a). Again by
2 correctness of H ()V [G ], in V [G ] Q′ really is in  and forces ’(a).
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Therefore, V [G+1] |=’(a) and, as ’(x) is a 1 formula, V [G] |=’(a).
Corollary 2.3. Suppose ZFC + ‘there is a re<ecting cardinal’ is consistent. Then so
is ZFC + BSPFA.
Proof. P is a semiproper poset if and only if P is a poset and there are  and H
such that  is a cardinal, H =H (); P∈H; H |= ‘P(P) exists’ and, for every N ∈H ,
if N ∈ [H ]ℵ0 ; N 4H and P∈N , then for every p∈N ∩P there is q6p such that,
for every ∈N , if  is, in N , a P-term for a countable ordinal, then qP ∈ LN . By
Lemma 2.1, this is 2 expressible. Also, semiproper posets do not collapse !1. Now
the result follows from Theorem 2:2 by the general properties of RCS iterations of
semiproper posets (see [10, 11, 19]).
The use of a re7ecting cardinal in the proof of Lemma 2.2 is not a disadvantage
if we are to force BPFA or something stronger, since already BFA(-closed∗ccc∗-
closed∗ccc) implies that ℵ2 is re7ecting in L (see [13]).
3. Bounded vs. unbounded forcing axioms
3.1. Consequences of bounded forcing axioms
Suppose we can show that an unbounded forcing axiom FA() implies some state-
ment , by means of an argument that involves Hnding some suQciently generic Hlter
intersecting a collection of maximal antichains of size at most ℵ1. Then it is clear
that the same argument shows that already the bounded version BFA() of that axiom
implies . Equivalently, and using Fact 1.1, if  is closed under completion and the
relevant situation forced by some P∈ can be expressed by means of a 1 sentence
with parameters in H (!2), then BFA() implies . Let us list several examples of
this:
Let X be a topological space. By OCA(X ) we mean the following statement, due
to S. TodorLcevi%c: Suppose K0 ∪K1 is a coloring of [X ]2 with K0 open in the product
topology (i.e., if 〈K˜0; K˜1〉 is the symmetric partition of X 2\(X such that, for all distinct
x; y∈X , {x; y}∈K0 iS 〈x; y〉 ∈ K˜0 iS 〈y; x〉 ∈ K˜0, then K˜0 is an open subset of X 2).
Then either X is the union of a countable collection of 1-homogeneous sets or else
there is an uncountable 0-homogeneous set.
For a class X of topological spaces, OCA(X) means that for every X ∈X; OCA(X )
holds.
The Open Coloring Axiom(OCA) is OCA(X), where X is the class of all HausdorS
second countable topological spaces.
OCA is actually equivalent to OCA(P(!!)).
Finally, let OCA− mean OCA(X), where X is the class of all HausdorS second
countable spaces of size at most ℵ1.
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It is clear that BFA(-closed∗ccc) implies OCA− (see [1, 24]). Actually, BFA(-
closed∗ccc) implies OCA(X), where X is the class of all second countable spaces
which are deHnable over H (!2) by means of a 1 formula with parameters.
Some consequences of OCA− (see [24]):
• Every real-valued function from an uncountable set of reals is monotonic on an
uncountable set.
• Whenever X and Y are two uncountable sets of reals, there is a strictly increasing
mapping from an uncountable subset of X into Y .
• Every subset of !! of size ℵ1 is bounded under ¡∗ (see Section 3.2 for the
deHnition of ¡∗).
Other consequences of BPFA:
• If X is a collection of size ℵ1 of inHnite subsets of !1, then there is a club C ⊆!1
such that, for every x∈X; x * C (see [5], Theorem 3:4).
• The Thinning-out Principle (TOP) (see [5]): Suppose A; B⊆!1 are uncountable
and 〈S: ∈B〉 is such that S⊆  for all . Suppose also that for any uncount-
able X ⊆A there exists +∈!1 such that {X }∪ {S: ∈B; ¿+} has the Hnite
intersection property. Then there exists an uncountable X ⊆A such that for every
∈B; (X ∩ )\S is Hnite.
• An application of MAℵ1 + TOP (see Theorem 5:10 of [5]): Let 〈D; 6D〉 be a
directed set of size ℵ1. If every uncountable subset of D includes a countable
unbounded set, then there exists an uncountable subset of D every inHnite subset
of which is unbounded.
• All ℵ1-dense sets of reals are order-isomorphic (recall that a set of reals X is ℵ1-
dense if X intersects every interval in exactly ℵ1-many points) (see Theorem 6:9
of [5]).
• Every tree of height !1 and size ℵ1 is special, i.e., there is a function f :T →!
such that if f(s)=f(t)=f(u) and s6t; u, then t and u are comparable. This
implies that the weak Kurepa hypothesis is false, i.e., every tree of height !1 and
cardinality ℵ1 has at most ℵ1-many !1-branches (see Theorem 7:10 of [5]).
For an ideal I containing all singletons over a set S, let R(I) denote the following
statement, Hrst considered by S. TodorLcevi%c (see [7]):
Either S =
⋃
n An, where, for each n, [An]
!⊆ I , or for every f : S ×!1→ I there is
an uncountable A⊆ S such that A∩f(x; ) is Hnite for every x∈A and ∈!1.
From the proof that PFA implies R(I) for every I (S. TodorLcevi%c, see [7], Theo-
rem 1:3), it is clear that BPFA implies R(I), whenever I is an ideal containing all
singletons over a set of size ℵ1. Let R− denote this last statement. We list some
consequences of R− (TodorLcevi%c, see [7]):
• S: Every regular hereditarily separable space is LindelUof.
• Every directed set of size at most ℵ1 is coHnally equivalent to one of the following:
1; !; !1; !×!1; [!1]¡!. For directed sets D1 and D2 we write D1¡D2 if and
only if there is a map ’ :D2→D1 such that ’′′S is unbounded for all unbounded
S ⊆D2. D1 and D2 are said to be conally equivalent if and only if D1¡D2 and
D2¡D1.
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3.2. Building models of bounded forcing axioms with large gaps
We will consider gaps in 〈!!;¡∗〉, where for all f; g∈!!, f¡∗g if and only if
there is some m such that f(n)¡g(n) for every n¿m.
Denition 3.1. Let , and % be limit ordinals. A (,; %)-pregap in 〈!!;¡∗〉 is a pair
= 〈A; B〉 with A= {g: ¡,} and B= {f+: +¡%} such that, for all ¡′¡, and
+¡+′¡%, we have that g¡∗g′¡∗f+′¡∗f+. We will also write = 〈〈g; f+〉: ¡,;
+¡%〉.
Further, a pregap = 〈〈g; f+〉: ¡,; +¡%〉 is a gap if for no h∈!! it is true that
for all ¡, and all +¡%, g¡∗h¡∗f+. We call such an h a split of .
We will show how to build, starting from the optimal hypothesis that there is a
re7ecting cardinal, a model of BSPFA in which there is an (!2; !2)-gap of 〈!!;¡∗〉,
and so OCA fails (recall that OCA implies that the only gaps 〈A; B〉 with A and B
uncountable are the (!1; !1)-gaps; see [24]).
Let us give Hrst some notation and preliminary facts on gaps and pregaps:
Let = 〈A; B〉= 〈〈g; f+〉: ¡,; +¡%〉 and ′= 〈A′; B′〉= 〈〈g′; f′+〉: ¡,′; +¡%′〉 be
pregaps in 〈!!;¡∗〉. ′⊆ means that A′⊆A and B′⊆B. ′≡ means that for each
g1 ∈A and g′1 ∈A′ there exist g2 ∈A and g′2 ∈A′ such that g1¡∗g′2 and g′1¡∗g2, and
that for each f1 ∈B and f′1 ∈B′ there exist f2 ∈B and f′2 ∈B′ such that f′2¡∗f1 and
f2¡∗f′1 .
′ is nested in  if, for every g′ ∈A′, g∈A, f′ ∈B′ and f∈B, g¡∗g′ and f′¡∗f.
In this case, ∪′ denotes the pregap 〈〈g′′ ; f′′+ 〉: ¡,+,′; +¡%+%′〉 such that g′′ = g
if ¡,, g′′,+ = g
′
 if ¡,
′, f′′+ =f+ if +¡% and f
′′
%++ =f
′
+ if +¡%
′.
We will use similar notations if ′ extends , i.e., ,6,′, %6%′ and for every ¡,
and +¡%, g′ = g, f
′
+ =f+. Whenever 〈:: :¡〉 is a sequence of pregaps such that
for every :¡:′¡, :′ extends :,
⋃{:: :¡} has the obvious meaning.
Splitting a pregap: Let = 〈A; B〉 be a pregap. DeHne P to be the following poset:
A condition of P is a triple 〈Z; Y; s〉 such that
(a) Z ∈ [A]¡!, Y ∈ [B]¡!, s∈!¡! and
(b) for every k¿dom(s); max{g(k): g∈Z}6min{f(k): f∈Y}.
The ordering is the following: 〈Z0; Y0; s0〉6〈Z1; Y1; s1〉 if and only if
(c) Z1⊆Z0, Y1⊆Y0, s1⊆ s0, and
(d) for every k ∈dom(s0)\dom(s1),
max{g(k): g ∈ Z1}6s0(k)6min{f(k): f ∈ Y1}:
Forcing with P adds a split to . More precisely, if H is P-generic, then
h =
⋃
{s: ∃Z ∈ [A]¡!; Y ∈ [B]¡!; 〈Z; Y; s〉 ∈ H}
splits the pregap  and, further, H can be recovered from h, since H = {〈Z; Y; s〉 ∈P:
(1) ∀k¿dom(s)max{g(k): g∈Z}6h(k)6min{f(k): f∈Y} and (2) s⊆ h}.
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Therefore, whenever h∈!! is such that the set deHned above from h is P-generic,
we say that h is P-generic.
Lemma 3.1. Suppose  is an (!; )-; a (; !)-; or an (!;!)-pregap for some . Then
P is ccc.
Proof. Suppose  is (say) an (!; )-pregap. The proof for the other cases is just the
same.
Let p, (,¡!1) be distinct conditions of P, p, = 〈Z,; Y,; s,〉 for every ,. Without
loss of generality, we may assume that, for each ,, Z, =Z and s, = s. Then, if , = ,′,
〈Z; Y, ∪Y,′ ; s〉 is a condition extending both p, and p,′ .
Lemma 3.2. Suppose  and ′ are pregaps; ′⊆; ′≡; M is a transitive model
of a su@ciently large fragment of ZFC and ; ′ ∈M .
Then; h is P′ -generic over M if and only if h is P-generic over M .
Proof. Let h be P′ -generic over M . DeHne VH = {〈Z; Y; s〉 ∈P: (1) ∀k¿dom(s)
max{g(k): g∈Z}6h(k)6min{f(k): f∈Y}; (2) s⊆ h}. VH is a Hlter on P.
To see that VH is generic, take a dense and open set D⊆P in M and suppose that
p= 〈Z0; Y0; s0〉P′ “ LD∩ VH = ∅”.
Let 〈Z1; Y1; s1〉6P〈Z0; Y0; s0〉, 〈Z1; Y1; s1〉 ∈D.
Since D is an open subset of P, we may assume that Z1 = {g0 ; : : : gn}, Y1 = {f+0 ;
: : : f+m}, 0¡ · · ·¡n and +0¡ · · ·¡+m, for all k¿dom(s1), g0 (k)¡ · · ·¡gn(k)¡
f+m(k)¡ · · ·¡f+0 (k) and, Hnally, gn ∈A′ and f+m ∈B′.
Then, q= 〈Z1 ∩A′; Y1 ∩B′; s1〉P′ “〈Z1; Y1; s1〉 ∈ LD∩ VH” and q6P′ p, which is a
contradiction.
Conversely, let h be P-generic over M .
DeHne VH = {〈Z; Y; s〉 ∈P′ : (1) ∀k¿dom(s); max{g(k): g∈Z}6 h(k)6min{f(k):
f∈Y}; (2) s⊆ h}.
VH is a Hlter on P′ .
VH is generic: Take a dense and open set D⊆P′ in M and suppose that p=〈Z0; Y0; s0〉
P “ LD∩ VH = ∅”.
Without loss of generality we may assume that Z0 = {g0 ; : : : gn}, Y0 = {f+0 ; : : : f+m},
0¡ · · ·¡n, +0¡ · · ·¡+m, for all k¿dom(s0), g0 (k)¡ · · ·¡gn(k)¡f+m(k)¡ · · ·¡
f+0 (k) and, Hnally, gn ∈A′ and f+m ∈B′.
Let 〈Z1; Y1; s1〉6P′ 〈Z0 ∩A′; Y0 ∩B′; s0〉, 〈Z1; Y1; s1〉 ∈D.
Then, q= 〈Z0 ∪Z1; Y0 ∪Y1; s1〉P “〈Z1; Y1; s1〉 ∈ LD∩ VH”. But q6Pp, which is a con-
tradiction.
We will temporarily use the following notation: If f∈!6! and n∈!, f+n and
f−n are functions with the same domain as f and such that, for every m∈dom(f),
f+n(m)=f(m) + n and f−n(m)=max{0; f(m)− n}.
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Lemma 3.3. Let  be a pregap in M; where M is a transitive model of a su@ciently
large fragment of ZFC. If h is P-generic over M; then
(a) ([4]; Fact 2:34) for each t ∈!¡!; ht = t˙h  [dom(t);∞) is P-generic over M;
and
(b) for each n∈!; h+n and h−n are P-generic over M .
Proof. (a) Let Ht = {〈Z; Y; s〉 ∈P: (1) ∀k¿dom(s); max{g(k): g∈Z}6ht(k)6
min{f(k): f∈Y}; (2) s⊆ ht}.
Ht is clearly a Hlter on P. Suppose now that 〈Z0; Y0; s〉 “Ht ∩ LD= ∅” for some
dense and open D⊆P in M . We may assume that dom(s)¿dom(t).
Let st = t˙s  [dom(t); dom(s)). Take 〈Z1; Y1; s∗〉6〈Z0; Y0; st〉 in D.
Let s∗∗= s dom(t)˙s∗  [dom(t); dom(s∗)). Then q= 〈Z1; Y1; s∗∗〉6〈Z0; Y0; s〉 and
q “〈Z1; Y1; s∗〉 ∈Ht”. Contradiction.
(b) Let H+n = {〈Z; Y; s〉 ∈P: (1) ∀k¿dom(s); max{g(k): g∈Z}6h+n(k)6
min{f(k): f∈Y}; (2) s⊆ h+n}. Now suppose that p= 〈Z; Y; s〉 “H+n ∩ LD= ∅” for
some dense and open set D⊆P in M . Let 〈Z ′; Y; s′〉6p be such that for all
k¿dom(s′); max{g(k): g∈Z} + n6max{g(k): g∈Z ′} (this can be arranged since
A has no ¡∗-maximal element), and pick 〈Z0; Y0; s0〉 ∈D; 〈Z0; Y0; s0〉6〈Z ′; Y; s+n〉.
Let 〈Z0; Y1; s1〉6〈Z0; Y0; s0〉 be such that, for all k¿dom(s1), min{f(k): f∈Y1}+ n
6min{f(k): f∈Y0}. Then, q=〈Z0; Y1; s1−n〉 “〈Z0; Y0; s1〉 ∈ LD∩H+n” and q6〈Z; Y; s′〉
6p, which is a contradiction.
DeHne H−n in the obvious way and suppose p= 〈Z; Y; s〉 “H−n ∩ LD= ∅”.
Let 〈Z; Y ′; s′〉6p be such that, for every k¿dom(s′), min{f(k): f∈Y ′} + n6
min{f(k): f∈Y}. Let 〈Z0; Y0; s0〉 ∈D, 〈Z0; Y0; s0〉6〈Z; Y ′; s−n〉. Let 〈Z1; Y0; s1〉6
〈Z0; Y0; s0〉 be such that, for all k¿dom(s1), max{g(k): g∈Z0}+n6max{g(k): g∈Z1}.
Then, q= 〈Z1; Y0; s1+n〉 “〈Z0; Y0; s1〉 ∈ LD∩H−n”. Moreover, q6〈Z; Y; s′〉6〈Z; Y; s〉,
which is a contradiction.
Lemma 3.4 (Bagaria and Woodin [4;Lemma 2:35]). Let M ⊆N be transitive models
of a su@ciently large fragment of ZFC and let ∈N and ′ ∈M be pregaps; ′⊆;
= 〈〈g; f+〉: ¡, +¡%〉 and ′= 〈〈g′; f′+〉: ¡,′; +¡%′〉= 〈A′; B′〉.
Suppose that; for conally many ’s in ,; for every g′ ∈A′; g′¡∗g and g is
P′ -generic over M .
Then; if h is P-generic over N; h is also P′ -generic over M .
And similarly if there is a subset of +’s conal in % such that; for every f′ ∈B′;
f+¡∗f′ and f+ is P′ -generic over M .
Proof. Suppose we are in the Hrst case (the second case is proved analogously). Let
VH = {〈Z; Y; s〉 ∈P′ : (1) ∀k¿dom(s); max{g(k): g∈Z}6h(k)6min{f(k): f∈Y};
(2) s⊆ h}.
VH is a Hlter on P′ . Suppose that D⊆P′ is dense and open, D∈M and that
p= 〈Z; Y; s〉P “ LD∩ VH = ∅”. Without loss of generality, Z= {g0 ; : : : gn}, Y = {f+0 ;
: : : f+m}, 0¡ · · ·¡n, +0¡ · · ·¡+m, for each k¿dom(s), g0 (k)¡ · · ·¡gn(k)¡
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f+m(k)¡ · · ·¡f+0 (k), gn is P′ -generic over M and, Hnally, for each g∈A′,
g¡∗gn .
By Lemma 3.3(a), s˙gn  [dom(s); ∞)= g∗ is also P′ -generic over M , and so
there is some 〈Z1; Y1; s1〉 in D such that s1⊆ g∗. Without loss of generality, dom(s1)¿
dom(s). But then, 〈Z ∪Z1; Y ∪Y1; s1〉6〈Z; Y; s〉 and 〈Z ∪Z1; Y ∪Y1; s1〉P “〈Z1; Y1; s1〉
∈ VH ∩ LD”, which is a contradiction.
Theorem 3.5. Suppose we are building some forcing iteration P= 〈P: 6〉 based
on 〈Q˙: ∈ 〉 as in Theorem 2:2. Suppose we have not prescribed what Q˙ is for
all  in a club C ⊆ . Let 〈?: ∈ 〉 be the strictly increasing enumeration of C.
Suppose in addition that; whenever 〈P: 6〉 is an iteration as in Theorem 2:2;
? ∈C and p∈P? ; p? “cf( L)¿! ⇐ the support of p (supp(p)) is bounded in
L?”.
Then we can complete the denition of the iteration so as to produce a forcing
notion adding a (; )-gap of 〈!!;¡∗〉.
Proof. Fix some (!;!)-pregap 0 in the ground model. We want to recursively com-
plete the deHnition of the iteration with 〈Q˙? : ¡〉 and build two sequences of terms
〈˙: 6〉 and 〈˙′ : 6〉 so that, for every ¡, Q˙? , ˙ and ˙′ are P? -terms for
a ccc poset in H () and for two pregaps of 〈!!;¡∗〉, respectively. Moreover, we
attempt to build them in such a way that P? forces the conjunction of the following
statements:
(1) ˙′ = ˙ unless ˙ is equivalent to an (!;!)-pregap, in which case ˙
′
 is such a
pregap.
(2) P˙′ is ccc,
(3) if  is even, i.e., if it is of the form ++2n with + a limit ordinal and n∈!, then
(3.1) ˙ = L0 ∪
⋃{˙+: +¡}, and
(3.2) Q˙? =P˙′ ,
(4) and if  is odd, i.e., if it is of the form + + 2n + 1 with + a limit ordinal and
n∈!, then,
(4.1) if n is even, ˙ = ˙++2n ∪ 〈〈g+n: n∈!〉; ∅〉, where g is the split added by
Q˙?++2n , and,
(4.2) if n is odd, ˙ = ˙++2n ∪ 〈∅; 〈fn: n∈!〉〉, where f is the split added by
Q˙?++2n .
We shall see that this construction can always be performed. The only crucial point
is to verify that the construction never breaks down at any intermediate stage; more
precisely, that whenever we are at some stage  of the construction, (2) is always the
case for , i.e., the sequence of pregaps so far constructed does not deHne a strong
gap, strong in the sense that P˙′ is not ccc.
Lemma 3.6. Suppose P?+ ; ˙+ and ˙′+ have been dened for all +6 so that; for all
+¡; P?+ forces that (1)–(4) hold for Q˙?+ ; ˙+ and ˙′+ . Then; in VP ; P˙′ is ccc.
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Proof. For =0 this holds by the choice of 0 and, when  is a successor ordinal,
by Lemma 3.1.
Suppose now that  is limit and argue in V [G? ], where G? is P? -generic over V .
Let = ˙[G? ] = 〈A; B〉 and let us see that P is ccc. We will use the following
simple fact:
Lemma 3.7. A forcing notion P is ccc if and only if for every P-term  for an ordinal
¡!V1 there exists some countable X ∈V such that P “∈ LX ”.
Proof. One direction is straightforward. As for the other, suppose A= {p,: ,∈!1} is
an antichain of P of size ℵ1. Let =
⋃
,∈!1 ( L,×{p,}). Then P “∈!V1 ”, so there is
a countable X ∈V such that P “∈ LX ”. Now, if ,∈!1\X , p, P “= L, =∈ LX ”, which
is a contradiction.
If cf()=!, then the result follows from Lemma 3.1.
Suppose now that cf()¿!.
Claim 3.1. For every X ∈H (!1)V [G? ] there is some +¡ such that X ∈V [G?+ ] (where
G?+ =G? ∩P?+).
Proof. We prove this by ∈-induction. Fix X ∈H (!1)V [G? ], X = X˙ [G? ].
Pick p∈G? such that p? “cf( L)¿!”. Then, for every p′6p, p′ ? “supp(p′)
is bounded in L?”.
Now, for every x∈X there are conditions qx and px in G? , an ordinal :x¡, a
P?:x -term x˙ for x and a condition p
′
x in P?:x such that qx6px6p, px ? “x˙∈ X˙ ” and
qx ? “px = Lp
′
x ”.
Let += sup{:x: x∈X }. Since X ∈H (!1) and cf()¿!, ¿+. Then, X is the set
of all [G?+ ] such that  is a P?+ -term and there is some p∈G?+ such that p? ∈ X˙
as desired.
Now let  and A be P-terms in V [G ] for a countable ordinal and for a function
from ! onto , respectively. Let $ be a large enough and regular cardinal and build a
sequence 〈Nn: n∈!〉 of countable elementary substructures of H ($)V [G? ] and a strictly
increasing sequence 〈+n: n∈!〉 of ordinals in  such that , , A∈N0 and, for every
n∈!,
(a) Nn ∈Nn+1,
(b) Mn ∈V [G?+n ], where Mn = Nn“Nn,
(c) hn ∈V [G?+n+1 ], where hn is the elementary embedding from Mn into Mn+1 given
by hn(x)= (Nn+1 ◦ −1Nn )(x), and
(d) there exists some g∈A∩Nn+1\V [G?+n ] and some f∈B∩Nn+1\V [G?+n ].
Notice that, by Claim 3.1, this can always be done.
Finally set M = ′′NN , where N =
⋃
n Nn, 1 = N ()= 〈A∩N; B∩N 〉 and +=
supn+n¡.
D. Asper*o, J. Bagaria / Annals of Pure and Applied Logic 109 (2001) 179–203 191
Claim 3.2. If X ∈N and X ⊆H (!1), then N (X )=X ∩N ∈V [G?+ ]. In particular;
1 ∈V [G?+ ] and every maximal antichain of P1 in M is also in V [G?+ ].
Proof. For every n∈! code hn with a real h˜n⊆! and let Bn be a P?+n+1 -term in V for
h˜n. Let B be a P? -term in V for 〈Bn: n∈!〉. Then, for each m there is a condition in
G?+n+1 ⊆G?+ deciding ‘m∈ B(n)’. Hence, 〈h˜n: n¡!〉= 〈{m: ∃p∈G?+pP? m∈ B(n)} :
n¡!〉. It follows that 〈hn: n∈!〉 ∈V [G?+ ].
Pick now some X ∈N such that X ⊆H (!1). Let n0 be such that X ∈Nn0 . Then,
N (X )=
⋃
n¿n0 (X ∩Nn)=
⋃
n¿n0 Nn(X ) and, letting hn0 ; n = hn−1 ◦ · · · ◦ hn0 for n¿n0,⋃
n¿n0 Nn(X )=
⋃
n¿n0 hn0 ; n(Nn0 (X )). Finally, as Nn0 (X ), 〈hn: n∈!〉 ∈V [G?+ ], it fol-
lows that N (X )=X ∩N ∈V [G?+ ].
Claim 3.3. 1⊆+[G?+ ] and 1≡+[G?+ ].
Proof. Straightforward by the choice of 〈Nn: n∈!〉 and of 〈+n: n∈!〉.
Now let h be P-generic over V [G? ].
Claim 3.4. h is P1 -generic over M .
Proof. We start proving that h is P+ [G?+ ]-generic over V [G?+ ]:
Let us see by induction that, for all , such that +¡,6,
(1) if , is a limit ordinal or else ,= ,′ + (4n + 1), where ,′ is a limit ordinal or 0
(i.e., ,≡ 1 (mod 4)), then
#1(,; +): There exists a set X coHnal in 〈A,[G?, ];¡∗〉 such that, for every g∈X ,
g is P˙+ [G?+ ]-generic over V [G?+ ], and
(2) if ,= ,′ + (4n+ 3), where ,′ is a limit ordinal or 0 (i.e. ,≡ 3 (mod 4)), then
#2(,; +): There exists a set Y coHnal in 〈B,[G?, ];¡∗〉 such that, for every g∈Y ,
g is P˙+ [G?+ ]-generic over V [G?+ ].
If ,= + + 1, then the result follows by deHnition of ˙++1 and Lemma 3.3(b).
If ,= ,′ + 1, then, by the deHnition of ˙,′+1 and Lemma 3.3(b), we have #1(,; ,′)
or #2(,; ,′), according to whether ,≡ 1 (mod 4) or ,≡ 3 (mod 4). If ,′= ,′′ + 1, then
˙,′ = ˙,′′ , and we obviously also have #1(,; ,′′) or #2(,; ,′′). Hence, whatever the
case, there exists ,′¡,, ,′ a limit ordinal or an odd ordinal such that #1(,; ,′) if
,≡ 1 (mod 4), and #2(,; ,′) if ,≡ 3 (mod 4). By induction hypothesis, #1(,′; +) or
#2(,′; +). But then, by Lemma 3.4, we get #1(,; +) if ,≡ 1 (mod 4), and #2(,; +)
if ,≡ 3 (mod 4).
If , is a limit ordinal, let 〈,′:: :¡cf(,)〉 and 〈g:: :¡cf(,)〉 be a strictly increasing
sequence of ordinals converging to , and a sequence of reals, respectively, such that,
for all :∈ cf(,), ,′: ≡ 1 (mod 4) and g: belongs to A,′: [G?,: ]\
⋃
:′¡: A,′:′ [G?,:′ ] and is
P+ [G?+ ]-generic over V [G?+ ].
g: exists by induction hypothesis applied to ,′: and by the construction of ,′: . But
then, 〈g:: :∈ cf(,)〉 is coHnal in 〈A,[G?, ];¡∗〉 and we have #1(,; +).
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This Hnishes the induction.
Since h is P [G? ]-generic over V [G? ], by Lemma 3.4 and #1(; +), h is P+ [G?+ ]-
generic over V [G?+ ].
Next, by Lemma 3.2 and Claim 3.3, h is P1 -generic over V [G?+ ].
Furthermore, by Claim 3.3, h is P1 -generic over M , since every maximal antichain
of P1 in M is in V [G?+ ].
Claim 3.5. For every formula ’(x) and every P-term ?∈N;
M [h] |= ’(N (?)[ VH ]) if and only if H ($)V [G? ][h] |= ’(?[H ]);
where VH is the lter on P1 dened by h.
Proof. We only have to check one direction. M [h] |=’(N (?)[ VH ]) if and only if
there is p∈P ∩N ∩H such that M |=“p= N (p)PN () ’(N (?))”, which implies
that there is p∈H such that H ($)V [G? ] |=“pP ’(?)”. And this holds if and only if
H ($)V [G? ][h] |=’(?[H ]).
To Hnish the proof of Lemma 3.6, for each n∈! and each ,∈!1 ∩M; M [h] |=“N
(A)[ VH ](n)= ,= N (,)” if and only if H ($)V [G? ][h] |=“A[H ](n)= ,”. It follows that
P “A
′′!⊆M ∩!1”, and P “∈sup(M ∩!1)”. But M is countable. Hence, by
Lemma 3.7, P is ccc.
Finally, let G be P-generic. = ˙[G] is a (; )-pregap in V [G]. To see that it
is actually a gap, suppose otherwise and let h be a split of  and ¡ a limit ordinal
such that h∈V [G? ]. Then, for each n; Dn = {〈Z; Y; s〉 ∈ Q˙? [G? ]: ∃m¿n; m¿dom(s);
max{g(m): g∈Z}¿h(m)} is a dense subset of Q˙? [G? ] in V [G? ]. Hence h cannot
be a split of .
Corollary 3.8. If BSPFA is consistent; then it is consistent with the existence of an
(!2; !2)-gap of 〈!!;¡∗〉; and hence it does not imply the OCA.
Proof. We take C ⊆  to be any club consisting of limit ordinals. We perform the
task of forcing BSPFA at ∈ \C as in Theorem 2:2 and that of building the (; )-
gap at ∈C. In the Hnal model  certainly becomes !2, so the gap will be an
(!2; !2)-gap. Moreover, by further collapsing cardinals onto !1, we can insure that, if
∈ \C; VP+1 |= | LP+1|=ℵ1. We use an RCS iteration of semiproper posets. Note that,
by the deHnition of RCS, if  is a limit point of C, then p “cf ( L)¿!⇒ supp(p)
is bounded in L”. Hence, we are under the hypotheses of Theorem 3.5.
The following remark is in order: FA(-closed ∗ ccc) implies that there are no
(!2; !2)-gaps. Now suppose that, from the assumption that there is a supercompact
cardinal , we try to force (say) PFA in the usual way by means of an iteration P of
length . Why is it impossible to apply the construction of Theorem 3.5 in this context
to yield a model of PFA in which there is an (!2; !2)-gap?
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Recall that there is a Laver function f with domain  such that, whenever G is
P-generic over V , Q∈V [G] is a proper poset and A is a set of size ℵ1 of maximal
antichains of Q, there is an embedding j :V →M such that j(f)() is a term for
〈Q;A〉. Then j can be extended to j :V [G]→M [H ], where H is a j(P)-generic Hlter
extending G and, by the deHnition of j(P) in M , j(P)=P ∗ j(f)()0 ∗ S˙ for some S˙.
Using this, the argument goes on to show that in V [G] there is an A-generic Hlter.
Now, ∈ j(C) for every club C ⊆  and every supercompact elementary embedding
j :V →M with critical point . Therefore, if C is the club of  at which we wish
to construct the gap, then, by elementarity of j in the above argument for PFA, the
construction of the gap breaks down at some stage ? ∈C: we will have forced with
the corresponding Q˙? occurring in f(?) and not with P˙′ as in Theorem 3.5. It turns
out that, after forcing with Q? for some ? ∈C; ˙ will necessarily become a strong
gap in the sense that it cannot be split in any subsequent proper extension.
3.3. Bounded forcing axioms, ♦!2 and !1
Let  be an uncountable regular cardinal and let E⊆ . Recall that ♦(E) means
that there is a sequence 〈S: ∈E〉 such that for every ∈E, S⊆  and such that, for
every X ⊆ , {∈E: X ∩ = S} is a stationary subset of . Recall also that, when 
is an inHnite cardinal, (E) means that there is a sequence 〈C: ¡+〉 such that, for
every limit ordinal ¡+, C⊆  is a club, if cf ()¡, then |C|¡ and, if +¡ is
a limit point of C, then + =∈E and C+ =C ∩ +.  means (∅).
BFA(-closed ∗ ccc)ℵ3 implies that there are no ℵ2-Aronszajn trees (see Theorem 7:7
in [20]). Also, PFA implies that  fails for all uncountable  [21].
Next we show that, on the other hand, bounded forcing axioms are compatible with
the existence of such objects as !2-Suslin trees in the following strong sense: If BFA()
holds in M , then we can extend M to a model M [G] in which there is an !2-Suslin
tree and BFA() still holds.
Theorem 3.9. Let  be a class of posets containing all -closed posets and closed
under completion (i.e.; if P∈ and B= r:o:(P); then B\{0B}∈); under restriction
(i.e.; if P∈ and p∈P; then P p∈) and under composition. Suppose BFA()
holds. Then there is a -closed poset P such that; in VP; BFA(); ♦!2 (E20) and !1
hold; and so there is an !2-Suslin tree.
Proof. By Lemma 2:10 of [8], Chapter IV, if  is an inHnite cardinal and  holds, then
there is a stationary set E⊆E+! such that (E) holds and, in addition, if ♦+(E
+
! )
holds, then so does ♦+(E). Finally, by Lemma 2:5 of [8], Chapter IV, if there is a
stationary E⊆ + such that both ♦+(E) and (E) hold, then there is a +-Suslin
tree.
Now suppose BFA() holds. We will be Hnished if we show that there is a -closed
poset P such that forcing with P adds both a ♦!2 (E20)-sequence and a !1 -sequence
and preserves BFA().
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In the Hrst place, consider the standard poset P0 for adding a ♦!2 (E20)-sequence
(see [14, p. 227]). P0 consists of all sequences p= 〈Sp: : :6p; cf (:)=!〉 such that
p¡!2 and S
p
: ⊆ : for every :6p of coHnality !. P0 is ordered by extension.
P0 is !2-closed and therefore it adds no new elements of H (!2). For every ¡!2
and every generic Hlter G⊆P0 there is clearly a condition in G whose domain contains
. Therefore, the sequence F =
⋃
G is an !2-sequence, F = 〈SG: : :¡!2; cf (:)=!〉. Let
us see that F is a ♦!2 (E20)-sequence:
Fix a condition p∈P0 and P0-terms C˙ and X˙ for a club of !2 and for a subset of
!2, respectively.
Build sequences 〈pn: n∈!〉, 〈%n: n∈!〉, 〈n: n∈!〉 and 〈Xn: n∈!〉, where p0 =p
and, for every n, cf (%n)=!, pn = 〈S:: :6%n〉, %n¡n¡%n+1, pn+16pn, and pn+1 P0
“ Ln ∈ C˙ and X˙ ∩ L%n = LXn”. Finally, set %=
⋃
n %n and q=
⋃
n¡! pn ∪{〈%;
⋃
n¡! Xn〉}.
cf (%)=!, q6p and qP0 “supn n = L%∈ C˙ and X˙ ∩ L%=
⋃
n¡! X˙ ∩ %n =
⋃
n¡!
LXn
= SG% ”.
Hence, F is a ♦!2 (E20)-sequence in VP0 .
In the second place, consider the standard poset P1 for adding a !1 -sequence (see
[14, p. 255]), whose conditions are all sequences of the form q= 〈Cq : 6%q;  limit〉
such that %q¡!2 and, for every limit 6%q, C
q
 ⊆  is a club, if cf ()=!, then Cq
is countable and, if +¡ is a limit point of Cq , then C
q
+ =C
q
 ∩ +. Again, the ordering
is by extension.
P1 is clearly -closed: Let 〈qn: n∈!〉 be a descending sequence of conditions
such that, for every n, qn has length %n. Clearly, we may assume that this sequence
does not stabilize, and so %= supn %n has countable coHnality. Then, the condition
q=
⋃
n qn ∪{〈%; C〉} is stronger than every qn, where C is any club of % of order
type !.
Moreover, P1 adds no new !1-sequences of elements of V : For suppose X˙ is a P1-
term for such a sequence. Build a sequence 〈q: ∈!1〉 such that, letting , =dom(q)
for each , 〈,: ¡!1〉 is a strictly increasing sequence of ordinals of countable
coHnality, each q decides X˙ () and, moreover, for every limit ¡!1 and every +¡,
C
q,+
,+ =C
q,
, ∩ ,+. Set q=
⋃
¡!1 q ∪{〈sup¡!1,;
⋃
¡!1 C
q,
, 〉}. Then q is stronger
than all q and qP1 “X˙ ∈V ”.
Arguing as above, it is easy to see by induction that, for every ¡!2 and every
q0 ∈P1 such that cf (dom(q0))=!, the set D;q0 of all q∈P1 such that ∈dom(q) and
Cqdom(q) ∩dom(q0)=Cq0dom(q0) is dense below q0. It follows that P1 adds a !1 -sequence.
Finally, set P=P0×P1. Then, P is -closed and, since it adds no new !1-sequences,
P=P1 ∗ Q˙0, where Q˙0 is a P1-term for the standard poset for adding a ♦!2 (E20)-
sequence. It follows that P forces both a ♦!2 (E20)-sequence and a !1 -sequence and
adds no new !1-sequences of elements of V .
Now suppose G is P-generic over V and, in V [G], Hx Q∈ and a∈H (!2) and
suppose Q forces ’(a), where ’(x) is a 1 formula. Let Q˙ be a P-term for Q and
let p∈G force the above situation. Then, since  is closed under restriction, under
composition and under completion, Q1 = r:o:((P p) ∗ Q˙)∈. But, as a∈V , Q1 forces
’(a). By BFA() and Fact 1.1, V |=’(a), and so also V [G] |=’(a).
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4. Forcing axioms of the form BFA()ℵ3
We start by noticing that the proof of Theorem 10 of [10] shows in fact the follow-
ing:
Fact 4.1. BMMℵ3 implies ℵℵ12 =ℵ2.
Proof. We start proving the following preliminary result:
Fact 4.2. For every uncountable regular cardinal  there exists a partition A of E!
into -many pieces such that {[S]NS : S ∈A}∪ {[\E!]NS} is a maximal antichain
of P()=NS.
Proof. For each :∈E! let 〈a:n: n∈!〉 be an increasing sequence converging to :. If
n∈! and ∈ , let Sn = {:∈E!: a:n = }. There is some n∈! such that for every
E∈  there is some ,(E)¿E for which S,(E)n is stationary (see Lemma 7:6 of [14]).
Then, X = {∈ : Sn ⊆  is stationary} has clearly size  and, for all distinct ; +
in X; Sn and S
+
n are disjoint.
Let A= {Sn : ∈X }. Now Hx a stationary S ⊆  and suppose S ∩E! is stationary.
By the Pressing-Down Lemma, there is some ∈  such that {:∈ S ∩E!: a:n = }⊆ Sn
is stationary. But then, ∈X and so 0 = [{:∈ S ∩E!: a:n = }]NS6[S]NS ∧ [Sn ]NS .
Let us Hx a partition 〈S: ∈!1〉 of !1 into stationary sets such that {[S]NS!1: ∈!1}
is a maximal antichain of P(!1)=NS!1 and a sequence 〈A: ∈!2〉 of pairwise disjoint
stationary subsets of !2.
Let f :!1→!2 be a strictly increasing function. DeHne the partial ordering Pf by
p∈Pf if and only if for some %∈!1, p : % + 1→!2, p is strictly increasing and
continuous and for every +6%, if +∈ S, then p(+)∈Af(). Then Pf is stationary-set-
preserving and, in VPf , there exists a strictly increasing continuous coHnal function
F :!1→!V2 such that for every  and +∈!1, if ∈ S+, then F()∈Af(+). But this
statement can be expressed by means of a 1 sentence with !V2 , 〈A: ∈!V2 〉, !1,
〈S: ∈!1〉 and f as parameters.
Now, by the characterization of BMMℵ3 of Fact 1.2, in V , for some N ∈ [H (!3)]ℵ1
there exists a strictly increasing continuous coHnal function F :!1→ N (!2)=
!2 ∩N = %f such that for every  and +∈!1, if ∈ S+, then F()∈ N (AF(+))=
AF(+) ∩N =AF(+) ∩ %f.
Finally, this %f codes f, in the sense that A, ∩ %f is a stationary subset of %f if and
only if ,∈ range(f).
Since BMMℵ3 implies ℵℵ12 =ℵ2, an examination of the proof of Theorem 12 of [10]
reveals the following:
Fact 4.3. BMMℵ3 implies that NS!1 is ℵ2-saturated.
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This result implies that BMMℵ3 is a much stronger result than BSPFAℵ3 (see [16]).
Let us give an alternative argument for Fact 4.3 using stationary re7ection.
Denition 4.1 (Feng and Jech [9]). Let ¿!2 be a regular cardinal and S a station-
ary subset of [H ()]!. S ⊆ [H ()]! is a projective stationary subset of [H ()]! if
and only if, for every stationary T ⊆!1, {X ∈ S: X ∩!1 ∈T} is a stationary subset of
[H ()]!.
Denition 4.2. For a regular cardinal ¿!2, the Projective Stationary Re7ection Prin-
ciple for H () (PSR()) is the following statement:
Suppose S is a projective stationary subset of [H ()]!. Then, for every x0 ∈H ()
there exists a ⊆-continuous strictly ⊆-increasing ∈ -chain 〈M: ∈!1〉 of countable
elementary substructures of H () such that x0 ∈M0 and M ∈ S for every .
(Feng and Jech [9]) The Projective Stationary Re7ection Principle (PSR) is: For
every regular ¿!2, PSR().
It turns out (see [9]) that PSR is equivalent to S. TodorLcevi%c’s Strong Re<ection
Principle (SRP) (see [6]), which asserts that whenever !1⊆X is a set, S is any subset
of [X ]!, G¿|X | is regular and x0 ∈H (G), there exists a continuous strictly increasing
∈ -chain 〈M: ∈!1〉 of countable elementary substructures of H (G) such that x0 ∈M0
and such that, for every ∈!1, M ∩X =∈ S if and only if there is no elementary
substructure M of H (G) such that M⊆M , M ∩!1 =M ∩!1 and M ∩X ∈ S.
TodorLcevi%c proved that SRP is a consequence of MM (see [9] or [6]).
Fact 4.4. BMMℵ3 implies PSR(!2).
Proof. As ℵℵ12 =ℵ2, H (!2) has size ℵ2, and hence the relevant maximal antichains in
the proof that MM implies PSR(!2) in [9] have size ℵ2.
Fact 4.5 (Feng and Jech [9]). PSR(!2) implies the following statements:
1: Every stationary subset of !2 consisting of ordinals of conality ! includes a
closed copy of !1.
2: NS!1 is ℵ2-saturated.
3: RP(!2); which is the following re<ection principle:
Whenever S ⊆ [H (!2)]! is stationary and x0 ∈H (!2); there is a continuous strictly
increasing ∈ -chain 〈M: ∈!1〉 of countable elementary substructures of H (!2)
such that x0 ∈M0 and {∈!1: M ∈ S} is a stationary subset of !1.
The following result can be extracted from VeliLckovi%c’s proof [25] that, under MM ,
every inner model computing !2 correctly includes P(!1).
Fact 4.6. Assume RP(!2) and let M be a transitive model of a su@ciently large
fragment of ZFC such that !M2 =!2. Then R⊆M . If; in addition; MAℵ1 holds; then
P(!1)⊆M .
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Proof. Suppose otherwise. Then [!2]!\M is a stationary subset of [!2]! (see [25] for
a proof of this). By RP(!2), there is an ordinal %∈!2, !16%, cf (%)=!1 such that
[%]! ∩ S is a stationary subset of [%]!. As !M2 =!2, there is a bijection f :!1→ % in
M . But then, {f′′: ∈!1}⊆ [%]! is a club in M and hence there is some  such that
f′′∈M ∩ S. Contradiction.
If, moreover, MAℵ1 holds, then using almost disjoint coding (see Theorem 2:15 in
[15]), it turns out that P(!1)⊆M .
5. Boldface bounded forcing axioms
We want to pursue the idea of incorporating additional predicates P⊆H (!2) in
bounded forcing axioms. The resulting statements will be called Boldface Bounded
Forcing Axioms. Let us start by considering predicates P which are deHnable over
H (!2), i.e., for some formula H(x; y) and some a∈H (!2), for every c∈H (!2), c∈P
if and only if H (!2) |=H(a; c).
Denition 5.1. Let  be a class of partially ordered sets and let H(x; y) be a formula.
Then, BBFA(;H(x; y)) is the following statement:
Let a; b∈H (!2) and suppose there is some P in  such that P “〈H (!2); ∈ ; P˙La〉 |=
∃x’(x; Lb)”, where ’(x; y) is a restricted formula in a relational language of type 〈2; 1〉
and P˙ La is a P-term for the subset of H (!2)V [G] deHned by H(a; x), i.e.
P “(∀c ∈ H (!2))(c ∈ P˙ La if and only if H (!2) |= H( La; c))”
Then, 〈H (!2); ∈ ; Pa〉 |=∃x’(x; b), where
c ∈ Pa if and only if H (!2) |= H(a; c):
If  is the class of all proper posets, of all semiproper posets or the class of all
stationary-set-preserving posets, then we may as well write BBPFA(H(x; y)), BBSPFA
(H(x; y)), BBMM ( (x; y)), respectively.
Notice, for example, that, if Suslin(y) is the predicate “y is a Suslin tree”, then
BBFA(ccc; Suslin(y)) is false: 2¡! adds Suslin trees ([18, 22]. See also [2] for a
detailed proof), while MAℵ1 prohibits them.
Fact 5.1. Let Stat(y) be the predicate “y is a stationary subset of !1”. Then;
BBSPFA(Stat(y)) has the same consistency strength as BSPFA.
Proof. Recall the situation when we force BSPFA by means of an iteration of length
a re7ecting cardinal  as in Theorem 2:2. At a given step  in the iteration, we
consider some a∈H (!2) in V [G] (where G is P-generic) and we force with Q
forcing a given 1 statement ∃y’(y; a) if possible. What we have to do now is check
through all 1 formulas ∃y’(y; x) in the relational language of type 〈2; 1〉. In case there
is some semiproper poset in H ()V [G] forcing “〈H (!2);∈;NS+!1〉 |=∃y’(y; a)”, we
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force with such a poset. If there was such a poset, then V [G+1] |= “〈H (!2);∈;NS+!1〉
|=∃y’(y; a)”. But, since P=P+1 is stationary-set preserving in VP+1 , it is easy to see
that 〈H (!2)V [G]; ∈ (NS+!1 )V [G]〉 |=∃x’(x; a).
Notice that BBSPFA(Stat(y)) is consistent with the existence of (!2; !2)-gaps,
since the diSerences in the constructions of Theorem 2:2 and Fact 5.1 do not aSect
the eventual construction of a large gap as in Theorem 3.5. Also, it is clear that one
can force ♦!2 (E20 ) and !1 over any model of BBSPFA(Stat(y)) (+ there exists an
(!2; !2)-gap).
We can also consider versions of these boldface forcing axioms in which the in-
terpretations of the additional predicate are the same in the ground model as in the
generic extension.
Denition 5.2. Let  be a class of partially ordered sets and let X be a subset of
H (!2). Then, BBFA(; X ) is the following statement:
Let b∈H (!2) and suppose there is some P in  such that P “〈H (!2);∈; LX 〉 |=
∃x’(x; Lb)”, where ’(x; y) is a restricted formula in a relational language of type 〈2; 1〉.
Then, 〈H (!2);∈; X 〉 |=∃x’(x; b).
As before, we also write BBPFA(X ), BBSPFA(X ), BBMM(X ) if  is the classs
of all proper, semiproper or stationary-set-preserving posets, respectively.
As an example, let X =NS+!1 . Take S, a stationary subset of !1. Then, if P is any
poset adding a subset of !1\S, BBFA({P}; X ) is inconsistent: P forces that there is
T ⊆!1 such that S ⊆T and T is not a stationary subset of !1 in V . But this can never
hold in V , since S is stationary.
However, there is a fragment of the forcing axiom candidate above which is consis-
tent and maximal among its class for the class of all stationary-set-preserving posets.
Consider the following statement:
Denition 5.3. BBMM(NS+!1 )
−: Suppose a∈H (!2) and P is a stationary-set-
preserving poset forcing 〈H (!2);∈; (NS+!1 )V 〉 |=∃x∃y(Py∧’(x; y; a)), where ’(x; y; z)
is a restricted formula in the language of set theory.
Then 〈H (!2);∈;NS+!1〉 |=∃x∃y(Py∧’(x; y; a)).
Fact 5.2. BBMM(NS+!1 )
− is equivalent to BMM. On the other hand; if P is not
stationary-set preserving; then BBFA({P};NS+!1 )− (with the obvious denition) is
false.
Proof. Maximality: Suppose P is not stationary-set preserving. Then P “∃S; C(S ∈
(NS+!1 )
V , C ⊆!1 is a club and S ∩C = ∅”.
Then, BBFA({P};NS+!1 )− implies that there is a nonstationary S ∈NS+!1 , which is
a contradiction.
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Equivalence to BMM: Suppose a∈H (!2) and P is a stationary-set-preserving poset
forcing 〈H (!2);∈; (NS+!1 )V 〉 |=∃x∃y(Py∧’(x; y; a)), where ’(x; y) is a restricted for-
mula in the language of set theory. Then there is S ∈NS+!1 and p∈P such that
Q=P p preserves all stationary subsets of !1 and Q ∃x’(x; LS; La). Now, applying
BMM to Q, it follows that 〈H (!2);∈;NS+!1〉 |=∃x∃y(Py∧’(x; y; a)).
Let us Hnish by giving an instance of a consistent boldface bounded forcing axiom
of the form BBFA(-closed ∗ ccc; X ) implying 2ℵ0 =ℵ2:
Theorem 5.1. Let X =A×{0}∪B×{1}∪A′×{2}; where
(1) A is the range of an ¡∗-unbounded strictly increasing sequence 〈r:: :¡b〉 of
reals (remember that the bounding number (b) is the least cardinal  such that
there is an ¡∗-unbounded sequence of reals of length ).
(2) B=
⋃ {B:×{r:}: :¡b ; : limit} where; letting A: = {rM: M∈ :}; : = 〈A:; B:〉 is
a gap; and where B: ∩B:′ = ∅ if : = :′.
(3) A′= {{rM: M¡:}: :¡!2}.
Clearly; X ⊆H (!2). If BBFA(-closed ∗ ccc; X ) holds; then 2ℵ0 = 2ℵ1 = b =ℵ2.
Proof. MAℵ1 implies b¿ℵ2. Suppose b¿ℵ2 and consider the gap !2 . Let 〈s:: :∈ 〉
be the ¡∗-strictly decreasing enumeration of B!2 . As b¿!2, by Theorem 14 of [17]
there are no (!2; !)-gaps (this is proved for the structure 〈!!; 3 〉 there, where r3 s if
and only if limn→∞ (s(n)−r(n))=∞, but exactly the same proof works for 〈!!;¡∗〉).
Hence, !2 is an (!2; )-gap, where cf ()¿!. Following the proof of Lemma 3.1 of
[24], consider the following open partition of reals for which we will force an instance
of OCA:
For r; s∈!! we set ((r; s)=min{m: r(n)¡s(n) for all n¿m}. By shrinking A!2 if
necessary, we may assume that there is a Hxed n0 and for all r ∈A!2 an unbounded
subset Br ⊆B!2 such that ((r; s)= n0 for all s∈Br . We set Y = {〈r; s〉: r ∈A!2 ; s∈Br}
and consider the partition [Y ]2 =K0 ∪K1 given by
{〈r; s〉; 〈r′; s′〉} ∈ K0 if and only if max{((r; s′); ((r′; s)} ¿ n0:
K0 is an open partition of [Y ]2 and, since !2 is a gap, Y is not the union of countably
many 1-homogeneous sets (see the proof of Lemma 3.1 of [24]). But then there is a
-closed ∗ ccc poset P forcing the existence of an uncountable 0-homogeneous subset
of Y . Then P forces that there is an uncountable set Z = {〈r:; s:〉: :∈!1} such that, for
every :, r: ∈A, r:¡∗r!2 , 〈s:; r!2〉 ∈B, ((r:; s:)= n0 and max{((r:; sM); ((rM; s:)}¿n0
if : = M.
This is expressible by means of a 1 sentence with predicate X and r!2 and !1 as
parameters, so, by BBFA(-closed ∗ ccc; X ), there really is such a Z . But then there is
some r ∈A!2 such that r:¡∗r for every :∈!1 and, just like in the end of the proof
of Lemma 3.1 of [24], we get a contradiction.
2ℵ0 = 2ℵ1 follows by MAℵ1 . Let us see next that 2
ℵ0 =ℵ2:
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We follow the proof, due to TodorLcevi%c and VeliLckovi%c, that PFA implies b =2ℵ0
(see Claim 2 of Theorem 3:16 of [6]):
For a partition O : [A]2→! to be deHned below, given any real s∈!! we will Hnd
an ordinal %s¡!2 of uncountable coHnality that codes s with respect to O in the sense
that there exists a club C of %s of order type !1 for which, for every n∈!, there is a
decomposition C =
⋃
i¡! C
n
i such that O(r+n; r++n)= s(n) for all i∈! and all ¡+
in Cni . Notice that the mapping s→ %s given above is one to one.
Let osc∗ :!¡!×!¡!→!, given by osc(s; t)= |{n¡min{|s|; |t|} − 1: s(n)6t(n)
and s(n + 1)¿t(n + 1)}| be the natural extension to !¡!×!¡! of TodorLcevi%c’s
oscillating function osc :!!×!!→!+ 1 deHned by osc(f; g)= |{n¡!: f(n)6g(n)
andf(n+ 1)¿g(n+ 1)}|.
Fix, in the Hrst place, an enumeration E= {〈tn; hn〉: n∈!} of all pairs 〈t; h〉 such that,
for some k¡!, t ∈ (!¡!)k and h : k × k→!, and such that the following additional
condition holds: for every k ∈!, t ∈ (!¡!)k and h : k × k→! there exists some l¡!
such that, for all i, j¡k, if n= osc∗(t(i); t(j)) + l, then 〈tn; hn〉= 〈t; h〉.
With these deHnitions at hand, we are in a position to deHne O: Pick r; r′ ∈A,
r¡∗r′. If there are no i, j such that tosc(r; r′)(i)⊆ r and tosc(r; r′)(j)⊆ r′, set O(r; r′)= 0.
Otherwise, let i0, j0 be minimal with these properties and set O(r; r′)= hosc(r; r′)(i0; j0).
Let us see now how to code real numbers with ordinals in !2 using O:
Fix s∈!! and work in VColl(!1 ; !2): Let C ⊆!V2 be a club in type !1.
Fact 5.3. Let Qs be the nite support product of 〈Qs(n)n : n∈!〉; where Qs(n)n =
( VQs(n)n )¡! and VQs(n)n is the set of all nite s(n)-homogeneous subsets of {r:+n: :∈C}
( for the coloring O). Then Qs is ccc.
Proof. This uses TodorLcevi%c’s method of oscillating functions (see p. 51 of [6] and
also Chapter 1 of [23]).
Now, in VColl(!1 ;!2) ∗Qs , the following holds:
(∗) There exists a club C of some ordinal % of size ℵ1 in type !1 and there is a ¡∗-
strictly increasing enumeration 〈r:: :∈ %〉 of an initial segment of A (i.e., for every :¡%
there is x∈A′ such that r: is the ¡∗-maximal element of x and, for every r′ ∈ x there
is M6: such that rM = r′) such that for every n∈! there is a partition C =
⋃
i¡! C
n
i
with the property that, for all i∈! and all ¡+ in Cni , O(r+n; r++n)= s(n).
Since “O(x; y)= n” is 0 expressible with x; y; n and E as parameters, it easily
follows that ( ∗ ) can be expressed by means of a 1 sentence with X as a predicate
and !1, E and s as parameters. Hence, by BBFA(-closed ∗ ccc; X ), there really exists
a %s¡!2 that codes s with respect to O.
Theorem 5.2. Let  be a re<ecting cardinal. Then there exists a forcing extension
in which there is a set X =A×{0}∪(×{1}∪×{2} with properties (1)–(3) in
Theorem 5:1 for which BBSPFA(X ) holds. Furthermore; we can assume that in this
model there is an (!2; !2)-gap and also that ♦!2 (E20 ) and !1 hold.
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Proof. As in the proof of Theorem 2:2, we Hx E, an unbounded subset of . Let
〈: 6〉 be the strictly increasing enumeration of E ∪{}. Fix also a function
f : → ×  such that, if f()= 〈+; ,〉, then +6. We build an RCS-iteration P =
〈P: ∈ 〉 of semiproper posets based on 〈Q˙: ∈ 〉 forcing BSPFA and sequences
〈: ¡〉, 〈’(x): ¡〉, 〈A˙: 6〉, 〈B˙: 6〉, 〈A˙′: 6〉 and 〈X˙: 6〉 such
that, for every 6, A˙, B˙, A˙′ and X˙ are P -terms (and  if ¡) and, moreover,
P forces the conjunction of the following statements:
1.  ∈H (!2).
2. A˙ =
⋃
+¡ A˙+ if  is a limit ordinal.
3. B˙ =
⋃
+¡ B˙+ if  is a limit ordinal.
4. Q˙ forces the following statement: A˙+1 is the range of an ¡∗-unbounded strictly
¡∗-increasing sequence 〈r+1M : M¡b〉 of reals and A˙ is an ¡∗-initial segment
of A˙+1.
5. Q˙ forces the following statement: B˙+1 =
⋃ {B˙+1: ×{r+1: }: :¡b ; : limit} and,
for each limit ordinal :¡b, ˙+1: = 〈A˙+1: ; B˙+1: 〉 is a gap, where A˙+1: = 〈r+1M : M∈ :〉.
Furthermore, B˙+1: ∩ B˙+1:′ = ∅ if : = :′ and, if :¡bV [G ] is a limit ordinal, then the
¡∗-decreasing enumeration of B˙: is an ¿
∗-initial segment of the ¡∗-decreasing
enumeration of B˙+1: ”.
6. A˙′= {{rM : M¡:}: :¡!2}, where 〈rM : M¡〉 is the ¡∗-increasing enumeration
of A˙.
7. X˙ = A˙×{0}∪ B˙×{1}∪ A˙′×{2}.
Suppose now we are at stage  of the iteration. If Q∈V [G ] is a forcing notion
and A˙, B˙, A˙′ and X˙ are Q-terms in V [G ], consider the following statements:
1(A˙;Q): Q forces that A˙ is the range of an ¡∗-unbounded strictly ¡∗-increasing
sequence 〈rM: M∈ b〉 of reals and the ¡∗-increasing enumeration of A˙ is an ¡∗-initial
segment of 〈rM: M∈ b〉.
2(A˙; B˙;Q): Q forces the following statement: B˙=
⋃ {B˙:×{r:}: :¡b ; : limit}
and, for each limit ordinal :¡b, ˙: = 〈A˙:; B˙:〉 is a gap, where A˙: = 〈rM: M∈ :〉. Fur-
thermore, B˙: ∩ B˙:′ = ∅ if : = :′ and, if :¡bV [G], then the ¡∗-decreasing enumeration
of B˙: is an ¿
∗-initial segment of the ¡∗-decreasing enumeration of B˙:”.
3(A˙; A˙′;Q): Q forces that A˙′= {{rM: M¡:}: :¡!2}, where 〈rM: M¡b〉 is the ¡∗-
increasing enumeration of A˙”.
4(A˙; B˙; A˙′; X˙ ;Q): Q forces that X˙ = A˙×{0}∪ B˙×{1}∪ A˙′×{2}”.
We check through all 1 formulas ∃x’(x; y; P) of the relational language of type
〈2; 1〉. Suppose P〈 has already been constructed.
Let 〈〈: ; ’:(x; y; P)〉: :¡〉 be an enumeration of all pairs 〈; ’(x; y; P)〉, where 
is a standard P -term for an element of H (!2) and ’(x; y; P) is a restricted formula
of the relational language of type 〈2; 1〉.
If f()= 〈+; ,〉, then +6 and 〈+, ; ’+, (x; y; P)〉 has already been deHned. Let  = +,
and ’(x; y; P)=’
+
, (x; y; P). Now let G be P -generic over V and work in V [G ]:
Suppose there is Q=Q0 ∗ Q˙1 ∈H () such that Q0 is semiproper, Q0 forces that Q˙1
is semiproper and Q forces 〈H (!2);∈; X˙ [H0]〉 |=∃x’(x; ; P), where (1 ∧ · · · ∧4)
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(A˙; B˙; A˙′; X˙ ;Q0) holds for Q0-terms A˙, B˙, A˙′ and X˙ and H0 is Q0-generic over V [G ].
Then, let Q =Q0 ∗ Q˙1 be such a poset and let A˙+1, B˙+1, A˙′+1 and X˙+1 be such
Q0-terms. This speciHes the whole construction.
Now let P=P and let us check that VP |=BBSPFA(X˙):
Let G be P-generic over V and let a∈H (!2)V [G].
Let  be a P-term for a. Suppose Q˙ is a P-term for a semiproper poset such that
some p∈G forces that Q˙ “〈H (!2);∈; LX[G]〉 |=∃x’(x; La; P)”, where ’(x; y; P) is a
restricted formula of the relational language of type 〈2; 1〉.
We can assume that p∈P+ and that  is a P+ -term for some large enough +¡.
Now let ,¡ be such that 〈+, ; ’+, 〉= 〈; ’〉 and let ¿+ be such that f()= 〈+; ,〉.
Then  =  and ’ =’.
Working in V [G ] and since  remains re7ecting there, it easily follows that
there are Q0 and Q˙1 such that Q=Q0 ∗ Q˙1 ∈H (), Q0 is semiproper, Q0 “Q˙1 is
semiproper”, Q “〈H (!2);∈; X˙ [H0]〉 |=∃x’(x; [G]; P)” and (1 ∧ · · · ∧4)(A˙; B˙; A˙′;
X˙ ;Q0) holds for Q0-terms A˙; B˙; A˙′ and X˙ .
But then, by the choices of Q0, Q˙1, A˙+1, B˙+1, A˙′+1 and X˙+1,
V [G+1] |= “〈H (!2);∈; X˙ +1[H0 ]〉 |= ∃x’(x; b; P)”
(where  “Q˙ =Q0 ∗ Q˙1” and H0 is Q0-generic over V [G ]). Also, since ’(x; y; P)
is a restricted formula and X˙[G]∩V [G+1]= X˙+1[H0 ],
V [G] |= “〈H (!2);∈; X˙ [G]〉 |= ∃x’(x; b; P)”
Finally, it is not hard to see that X˙[G] has properties (1)–(3) in Theorem 5.1, using
the fact that every real appears in some intermediate model V [G ] and the way it has
been constructed along the iteration.
It should be clear how to modify the above construction in order to add an (!2; !2)-
gap along the iteration. Notice also that if we force with the poset P0×P1 in Sec-
tion 3.3, we add a ♦!2 (E20 )-sequence and a !1 -sequence without adding elements of
H (!2) and therefore preserving properties (1)–(3) in Theorem 5.1 of X˙. It follows
that, in the Hnal model, BBSPFA(X˙[G]) still holds.
The following questions remain open:
What is the exact consistency strength of BMM?
Does BPFA imply BSPFA?
Does BMM imply 2ℵ0 =ℵ2? (Woodin [26] shows that, if BMM holds and either
NS!1 is precipitous or there exists a measurable cardinal, then 2
ℵ0 =ℵ2).
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