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ABSTRACT
Everyday, millions of people interact with online services that adopt recommender sys-
tems, such as personalized movie, news and product recommendation services. Research
has shown that the demographic attributes of users such as age and gender can further im-
prove the performance of recommender systems and can be very useful for many other
applications such as marketing and social studies. However, users do not always provide
those details in their online profiles due to privacy concern. On the other hand, user inter-
actions such as ratings in recommender systems may provide an alternative way to infer
demographic information. Most existing approaches can infer user demographics based
on sufficient interaction history but could fail for users with few ratings. In this thesis, we
study the association between users demographic information and their ratings, and ex-
plore the tradeoff between user privacy and the utility of personalization. In particular, we
present a novel multi-task preference elicitation method, with which a recommender sys-
tem asks a new user to rate selected items adaptively and infers the demographics rapidly
via a few interactions. Experimental results on real-world datasets demonstrate the perfor-
mance of the proposed method in terms of the accuracy of both demographics inference
and rating prediction.
vii
CHAPTER 1
INTRODUCTION
1.1 Recommender System
Everyday, millions of people interact with online services that adopt recommender
systems, such as movie, news and product recommendation services. A user browses news
at an airport, watches a movie in a cafe´, and shops online almost anywhere. Usually, there
are huge selections of items such as Amazon products, the consumers are inundated with
information overload and they have to spend lots of time exploring different items, which
is very inefficient. Recommender systems with machine learning algorithms emerge to
provide each individual user with some items they might be interested in (such as movies,
books, etc.) and assist users to make better decisions [28, 29].
Personalized recommendation algorithms are the focus of recommender systems, which
has attracted more and more attention from both academia and industry. For example,
Amazon and Youtube are always developing more and more advanced and accurate al-
gorithms to improve the accuracy of their recommender systems and provide customers
personalized products and videos. In addition, the famous Netflix competition was held
between October 2006 and July 2009, which awarded 1 million US dollars to the best team
for improving the prediction accuracy of the Netflix’s own recommender system by 10%.
User demographics such as their age, gender and ethnicity information are important
user profiles, which can be used to improve personalized recommendations and enable
other richer services such as targeted advertisement and marketing. However, an increasing
1
number of online users do not provide demographics due to privacy concern [3]. Inferring
private attributes of users and improving personalized recommendations simultaneously is
fundamentally important yet challenging.
1.1.1 Rating Prediction
Rating prediction problem is the most central problem in personalized recommender sys-
tems, which predicts the unknown ratings for a pair of a user and an item given previous
user-item interaction history.
Table 1.1: An Example of Rating Matrix
item A item B item C item D item E item F
Jim 5 ? 3 ? ? 1
Kate ? 1 ? 4 ? ?
Bob 2 4 ? ? ? 5
David ? 2 ? ? 3 ?
Suppose we haveM users andN items, and a rating matrixR. Rij denotes the element
in the rating matrix, and it represents the rating of item j given by user i. Rij represents
the degree of preference of user i to item j. It could be expressed by either binary values
+1, 1 indicating whether the user viewed, like, clicked the item or not, or directly rating
numbers (e.g., Rij 2 N : 1  r  5). As shown in Table 1.1, in addition, Rij =? denotes
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the unknown rating. Other numbers in the table represent known ratings. Higher score
means higher preference. Jim, for instance, likes item A very much, but does not like item
F. Since most users only rate a small set of items, the rating matrix is very sparse. The goal
of the rating prediction in recommender systems is to predict the unobserved ratings in the
rating matrix.
Currently, the rating prediction algorithms could be classified into three main cate-
gories: content-based filtering, collaborative filtering, and hybrid method [1, 19]. Content-
based filtering provides a user with items similar to those the user liked in the past [1].
This kind of method needs to analyze the attributes of items in order to recommend similar
items. In a movie recommendation application, for example, content-based filtering meth-
ods would recommend the movies whose genres, actors or directors are similar to the ones
a user has rated highly in the past. According to the analysis of these movies, the system
would find similar movies and recommend them to the user. Unlike the content-based fil-
tering, collaborative filtering based approaches do not need content information and they
recommend to a user items favored by the like-minded. However, collaborative filtering
approaches suffer from the cold-start problem where few ratings are available. Hybrid
methods try to overcome the limitations of the former two methods and combines them
together.
1.1.2 Demographic Inference
Users’ private attributes can be used to improve the accuracy of prediction in recommender
system, which is a common trait shared by most of the recommender systems. In other
3
words, the more detailed information of users the system has, the more accurate recom-
mendation it would offer. Therefore, service providers would collect almost all informa-
tion related to users, such as age, gender, browsing and clicking history, to ensure more
accurate and personalized recommendations. For example, Amazon would utilize users’
registration profiles and product-reviewing histories to recommend related items to users.
A recommender system may explicitly solicit user demographics through user regis-
tration. However, online users are not always willing to provide such information due to
privacy concern [3]. On the other hand, user interactions such as ratings in recommender
systems may provide an alternative way to infer demographic information. For example, a
Netflix user who likes romance comedy and child-friendly movies may indicate that she is a
mom. Existing attempts include the famous de-anonymization of Netflix Prize dataset [23]
that link private Netflix rating data with public databases such as IMDB to partially infer
some user identities. Other attempts [36] suggest that it is possible to infer user gender
with as high as 80% accuracy given sufficient user ratings in recommender systems.
1.2 Challenges
Effectively inferring private attributes for users with few interactions is fundamen-
tally important yet challenging. A large portion of users and items in relatively mature
recommender systems are “cold”. Typically, the population of users follows a power-law
distribution with respect to the rating frequency and thus most users inhabit the long tail.
For example, Netflix movie dataset contains 100 million movie ratings from 480, 189 users
over 17, 770 movies and most users typically rate only a small number of movies. Fig-
4
ure 1.1 shows the histograms of the number of ratings per user for three datasets. Since
most existing inference approaches largely depend on sufficient interaction history, they
could fail for users with few interactions, which is well-known as the cold-start problem
[10, 26, 31].
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Figure 1.1: Histograms of the number of ratings per user for three datasets: MovieLens
(left), Flixster (middle) and Book-Crossing (right).
A natural approach to circumvent cold-start scenario is to elicit new users’ responses to
a few selected questions and refine the estimation of user private attributes progressively.
A lengthy exploration is intimidating, which may cause users to abandon the system at the
very beginning. An adaptive process that queries users based on the previous responses
is found to be more effective and variations of decision tree models [8] work well for this
purpose. For example, a system queries new users “Do you like Sense and Sensibility?”.
The users are then directed to subtrees based on previous responses. The system gradually
refines the estimation with higher confidence. Note that the primary goal of most web
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services is to attract and retain users, and thus the items selected to ask should be sufficient
for both estimating user private attributes and improving recommendation accuracy at the
same time.
1.3 Related Work
There has been a substantial body of work on demographic inference from various
online human activities. Studies including [21] demonstrate that it is possible to infer
private user attributes from online social networks given a small fraction of users who are
willing to provide their private attributes such as location and interests. A variety of online
activities are examined for demographic inference such as friendship on Facebook [16, 37],
search queries [5], linguistic features of tweets [24, 25], and location check-ins [38].
Accurate demographic inference in recommender systems is challenging since most
of the user information such as ratings is not as informative as activity information in
Facebook, Twitter and LinkedIn. Until recently, studies such as [36, 4] make the first
attempt and suggest that it is possible to infer user gender with as high as 80% accuracy
given sufficient user ratings in recommender systems. Studies including [9, 36, 4] also
explore different ways to perturb user ratings to prevent from private information leakage
from the online security point of view.
The major difficulty in recommender systems is that the demographic prediction ac-
curacy is affected by data sparsity since most users only provide a few ratings, which is
known as the cold-start problem. Several studies [26, 27] focus on eliciting preference
for new users to improve rating prediction accuracy through an interview process using a
6
static set of questions. Approaches such as [27, 10, 39, 33] explore variations of decision
tree models to adaptively select items to query. Active learning methods [6, 11, 13, 12, 4]
select questions to query according to criteria such as minimizing the expected distance
to the true user model. However, these methods usually involve computationally expen-
sive optimization procedures, which are not efficient enough for online user interactions.
Our work focuses on an effective and efficient cold-start recommendation method for both
demographic inference and item recommendation.
Many studies on collaborative filtering recommender systems have focused on matrix
factorization based methods [18, 14, 30, 17] including the Netflix competition winner [14]
for rating prediction. Those methods seek to map users and items in a low-dimensional
space to capture the intrinsic similarities. Other types of models [2, 31] utilize item features
such as the genre, actor and director of a movie for cold-start recommendations. Our
model is solely based on ratings and we adopt the latent factor based method for rating and
demographic prediction.
1.4 Proposed Idea and Organization
We propose a novel preference elicitation method for new users, which learns the tasks
of both demographic inference and rating prediction in a single framework. Specifically,
a decision tree with each node corresponding to a query item is constructed and users are
directed to one of the subtrees based on their previous responses. Latent user profiles are
learned across the tasks of demographic inference and rating prediction simultaneously at
each node, which enables knowledge transfer through the two related tasks and improves
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the prediction accuracy gradually for both tasks. An iterative optimization algorithm is pro-
posed to alternate between decision tree learning and latent profile construction. In addi-
tion, the similarity between different items is better captured in a lower dimensional-space
based on lower-rank matrix factorization. As a result, the items selected to query users
are more effective in improving both recommendation and demographic inference accu-
racy. Experimental results on three benchmark datasets including the Flixster dataset, the
MovieLens dataset and the Book-Crossing dataset demonstrate that the proposed method
outperforms existing ones in cold-start recommendations.
The potential success of demographic inference for new users have positive impacts on
not only recommender systems but also end users. In particular, if new users are aware of
the type of privacy threats, they can learn to control the amount of information to release to
better balance between preserving privacy and gaining personalized information. We also
discuss the tradeoff between user privacy and the utility of personalization in the proposed
method, where the former is captured by the prediction accuracy of demographics and the
latter is captured by the recommendation accuracy.
The rest of the thesis is organized as the following:
In Chapter 2, we reviewed the classic collaborative filtering approaches including ma-
trix factorization for rating prediction. We will also describe the evaluation criteria for
recommendation accuracy.
In Chapter 3, we introduce our multi-task preference elicitation method, which can
effectively infer new users’ demographic information and improve the recommendation
accuracy simultaneously.
8
In Chapter 4, we summarize and conclude this thesis.
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CHAPTER 2
RATING PREDICTION
2.1 Review of Rating Prediction
As stated earlier, recommender system could help people alleviate information over-
load and reduce the decision-making time. According to a survey about the collaborative
filtering (CF) methods [32], CF has been the most widely used recommender system re-
cently. Many companies apply CF techniques into their recommender systems, such as
Amazon, Netflix, Pandora, etc. Especially the born of matrix factorization model used to
improve the prediction accuracy of Netflix’s recommender system by 10% has attracted
considerable attention no matter in industry or in academia.
However, the drawback of CF limited the improvement of prediction accuracy: data
sparsity. Many users do not have much rating records in recommender systems. It is very
difficult to predict personalized items for these users with few ratings. Under this circum-
stance, many researchers solicit the additional information to improve prediction accuracy.
For example, Moshfeghi et al., add emotion and semantic based features to collaborative
filtering in order to overcome the data sparsity [22]. Li et al., incorporate user’s personal
information including a users search query history, purchasing and browsing activities to
improve one-class collaborative filtering [20]. Demographic information plays an impor-
tant role in recommendation as well. For example, Wang et al. show that a demographic
recommender system could classify different tourists based on their demographic infor-
mation and make better recommendations according to different tourists classes [35]. In
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addition, [34] presents that the accuracy of rating prediction could be improved by the
calculation of demographic correlations among different users and items.
In addition to users’ information mentioned above, other user-contributed information,
such as tags, multimedia content, and free-text reviews and comments, also has attracted
much attention to improve the performance of recommender system [32].
2.2 Collaborative Filtering
As the most successful and widely used recommendation algorithm so far, CF only
cares about the preference of items given by users, and does not use any information related
to the content of items and users. As stated earlier, it recommends a item to a user based on
the items previously rated by other users with similar taste and preference. Take a movie
recommender system for example. If a system needs to recommend a movie to a customer,
the first thing it should do is to find some other customers whose tastes are similar to the
customer. Then the system would recommend the item rated highly by these customers
with similar preference. Actually, CF is based on the assumption that a user who has
shown his/her interests in the past and will continue these kind of interests in the future
[32]. According to Breese et al. [7], CF techniques could be classified into two categories:
memory-based and model-based approaches.
2.2.1 Memory-Based Approaches
Memory-based methods can be classified into two categories: user-based and item-
based approaches [32]. User-based CF predicts an item’s rating given by collecting the
ratings of that item given by some similar users. The similarity between different users
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could be identified by Cosine similarity and Pearson correlation. One row in a specific
rating matrix could represent the characteristic of the corresponding user. The predicted
rating of item j given by user i can be formulated as follows:
Rˆij =
1
C
X
k2Zi
sims(i, k)Rkj, (2.1)
where Zi is the selected similar users to user i, sims(i, k) is the similarity between user i
and user k. C is a constant.
Likewise, item-based CF predicts an item’s rating given by a user based on the col-
lection of historical similar ratings given by this user. The item similarity could also be
determined by Cosine similarity and Pearson correlation. One column in a specific rating
matrix could represent the characteristic of the corresponding item. The predicted rating
of item j given by user i can be formulated as follows:
Rˆij =
1
C
X
k2Zj
sims(j, k)Rik, (2.2)
where Zj is the selected similar items to item j, sims(j, k) is the similarity between item
j and item k. C is a constant.
It should be noted that the above two equations are just the simplest form of memory-
based CF. More different adjustments could be applied into these two equations.
As for the similarity calculation mentioned above, Cosine similarity and Pearson cor-
relation between two different users (items) could be formulated as follows:
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Cosine similarity:
sim(i, j) =
Vi · Vj
|Vi| · |Vj| , (2.3)
where Vi and Vj are vectors representing two users (items) i and j, respectively.
Pearson correlation:
sim(i, j) =
P
d(Vi,d   V¯i)(Vj,d   V¯j)qP
d(Vi,d   V¯i)2
qP
d(Vj,d   V¯j)2
, (2.4)
where Vi and Vj are vectors representing two users (items) i and j, respectively. V¯i and V¯j
are the average of non-zero values in the vector Vi and Vj , respectively. Vi,d (Vj,d) is the
element in the corresponding vector Vi(Vj).
2.2.2 Model-Based Approaches
In addition, model-based approaches are also applied in the research and even more
popular than memory-based approaches. Unlike the memory-based approaches, model-
based tries to use the aggregation of ratings in a rating matrix and learn a model to predict
the unknown ratings. Generally, it splits the rating matrix into two parts. One part is used
to train the model, and the other is used to test and evaluate the model. These models in-
clude Bayesian network model, latent semantic model, mixture probability model, etc. [32]
Recently, matrix factorization model has arisen a lot of attention because of its excellent
performance in the Netflix contest [15].
2.3 Matrix Factorization Approaches
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2.3.1 Regularized SVD
The basic idea of matrix factorization is to factorize one matrix into an inner product
of two matrices. Suppose we have a rating matrix R 2 RM⇥N . Using matrix factorization,
we could have:
R ⇡ UV T (2.5)
where U 2 RM⇥K , represents the attributes of users, V 2 RN⇥K , represents the attributes
of items, and K ⌧ M,N . After this, a sparse rating matrix could be converted into two
dense lower dimensional latent matrices. If so, the rating of item j given by user i could
be approximated by UiV Tj , where Ui is the associated vector of user i, Vj is the associated
vector of item j.
Regularized singular value decomposition (SVD) is the basic form of matrix factoriza-
tion. The easiest way to let two latent matrices represent a rating matrix is to minimize the
difference between R and UV T . However, the goal of recommender system is to predict
the unseen ratings based on the observed scores. Therefore, we need to avoid overfitting
using regularization. The modified objective function needed to be minimized would be:
E =
1
2
MX
i=1
NX
j=1
Iij(Rij   UiV Tj )2 +
 u
2
||U ||2F +
 v
2
||V ||2F , (2.6)
where Iij is an indicator variable which equals to 1 if Rij > 0, and 0 otherwise.  u and  v
are used to regularize the objective function. Gradient-descent would be used to minimize
this objective function and learn latent features U and V .
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2.3.2 Other Matrix Factorization Models
In addition to the basic matrix factorization mentioned above, there exist hundreds of
other ways of learning U and V , such as Non-negative Matrix Factorization, Probabilistic
Models, Maximum Margin Matrix Factorization, Non-linear Matrix Factorization, Fast
Non-parametric Matrix Factorization, etc. [19]
2.4 Evaluation Criteria
2.4.1 Measurement of Prediction Problem
The goal of rating prediction is to predict the unknown ratings based on the observed
scores. In order to evaluate the performance of the recommender system, we need to
compare the predicted ratings and the corresponding true observed ratings used to test the
model. There are three most widely-used metrics which include
• Mean Absolute Error (MAE)
MAE =
1
m
X
(u,i)2⌦
| f(u, i) Mu,i |, (2.7)
where f(u, i) is the prediction of rating on item i by user u, and Mu,i is the true
rating value. m is the total number of predicted ratings.
• Root Mean Squared Error (RMSE)
RMSE =
s
1
m
X
(u,i)2⌦
(f(u, i) Mu,i)2, (2.8)
where f(u, i) is the prediction of rating on item i by user u, and Mu,i is the true
rating value. m is the total number of predicted ratings.
• Normalized Mean Absolute Error (NMAE)
NMAE =
MAE
rmax   rmin , (2.9)
where rmax and rmin represent the maximum and minimum of ratings in the dataset.
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It should be noted that MAE and RMSE could also evaluate the accuracy of regres-
sion problems. In the experiments of this thesis, MAE and RMSE are considered as the
measurement.
2.4.2 Measurement of Classification Problem
In the analysis of binary classification, 4 measurements: precision, recall, F1, and ac-
curacy, are the most widely-used metrics. Table 2.1 shows a confusion matrix and lists four
different cases: TP, FN, TN, and FP. TP means true observation is positive, and is predicted
to be positive. FN means true observation is positive, and is predicted to be negative. TN
means true observation is negative, and is predicted to be negative as well. FP means true
observation is negative, and is predicted to be positive. Among the four cases in Table 2.1,
four measures can be generated.
Table 2.1: Confusion Matrix of Binary Classification
prediction positive prediction negative
true positive True Positive (TP) False Negative (FN)
true negative False Positive (FP) True Negative (TN)
Precision measures how many positive predictions are actual positive observations.
Prec =
positive predicted correctly
all positive predictions
=
TP
TP + FP
(2.10)
16
Recall measures how many actual positive observations are predicted correctly.
Recall =
predicted to be positive
all positive observations
=
TP
TP + FN
(2.11)
F1 considers both the precision and recall to computer the score, which can be viewed
as a weighted average of precision and recall like this,
F1 =
2 ⇤ Prec ⇤Recall
Prec+Recall
(2.12)
Accuracy can also reflect how good a model is, which is the proportion of all predic-
tions that are correct.
accuracy =
correct predictions
all predictions
=
TP + TN
TP + FN + FP + TN
(2.13)
The higher all of these three measures are, the better the result of classification is.
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CHAPTER 3
SIMULTANEOUS RATING PREDICTION AND DEMOGRAPHIC INFERENCE
3.1 Model
We describe the demographic inference model in the context of cold-start recommen-
dation. We propose to construct an efficient rating elicitation process by exploring both
demographics and ratings of warm-users in the training dataset. The key innovation is that
we learn latent user profiles as a function of the responses to possible query items to best
estimate both demographics and ratings. As described in Figure 3.1, the recommender
system constructs a model to query users for better inferring private attributes based on
training user data. At the visits of new users, the recommender system infers their demo-
graphic type and makes recommendations based on their answers to queries.
Demo 
Inference
Query Item 
Selector
Answer Set Evaluation Set
Training Users
Test Users
Full Disclosure
Rating and Demo
Prediction
Figure 3.1: Evaluation framework for cold-start users.
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In cold-start scenario, the system queries the user’s rating on several selected items and
constructs a rough user profile, which is then used to predict ratings for other items and at
the same time to infer demographics. We propose to model the user profile as a function
of user responses to the questions formed in the decision tree. Assume that there are n
possible items to ask and each response takes a value in the set {1, 1, 0} corresponding
to like, dislike and unknown, respectively. Let xi denote the answer of user i, which is an
n-dimensional vector. Let T denote the function that maps the user response xi to the user
profile that is ui = T (xi). We also assume that there exist latent item features and denote
each item feature by vj for item j.
For rating prediction, we assume that the rating r given user and item profiles follows
a Gaussian distribution, that is:
p(rij|ui, vj,  2) = N (v>j ui,  2). (3.1)
Similarly, we can assume prior on user and item profiles. For example, p(vj| 2v) =
N (vj|0,  2v).
For demographic prediction, we assume that the demographic label y such as age or
gender follows some distribution
yi 2 p(yi|✓>ui), (3.2)
where ✓ is the regressor for continuous label prediction or the classifier for discrete label
prediction.
Given observed ratings O = {(i, j) | rij is observed} and demographic information
S = {i | yi is observed}, where i = 1, 2, . . . ,m and j = 1, 2, . . . , n, our goal is to learn
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the function T , item profile vj for each item j, and the regressor ✓ to minimize the negative
log posterior of the model, which is equivalent to the following objective:
min
T,V,✓
 r
X
(i,j)2O
`r(rij, T (xi)
>vj) +  s
X
i2S
`s(yi, T (xi)
>✓)
+  v||V ||2 +  ✓||✓||2, (3.3)
where `r(·, ·) and `s(·, ·) denote the loss functions for ratings and demographic information
respectively, and  r and  s are weights. The last two parameters  v and  ✓ are regular-
ization terms for V = [v1, v2, . . . , vn], a matrix containing all item profiles vj , and ✓ is the
regressor. For simplicity, we name ✓ the regressor, which actually means the classifier in
the case of discrete variable prediction. Specifically, the probability model of rating rij and
demographic information yi is encoded through the choice of loss functions. Similarly, the
prior over parameters v and ✓ can also be translated into the regularization penalties.
We assume that the rating is continuous, i.e., rij 2 R, while the demographics can be
continuous, i.e., si 2 R such as the age, or binary, i.e., si 2 {0, 1} such as the gender. For
a continuous variable, the loss function represents least mean square error, that is
`(y, yˆ) = (y   yˆ)2. (3.4)
For binary variable, the choice of loss function can be the logistic regression error or least
mean square error, that is
`(y, yˆ) = (1  yyˆ)2. (3.5)
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3.1.1 Alternative Optimization
The parameters in the objective function defined in equation (3.3) can be learned
through an alternative optimization. Specifically, we alternate between the following two
steps:
1. Given item profile V and regressor ✓, we try to fit a decision tree T such that:
min
T
 r
X
(i,j)2O
`r(rij, T (xi)
>vj) +  s
X
i2S
`s(yi, T (xi)
>✓). (3.6)
2. Given T (x), we can compute vj and ✓ such that
min
V
X
(i,j)2O
`r(rij, T (xi)
>vj) +  v||V ||2, (3.7)
min
✓
X
i2S
`s(yi, T (xi)
>✓) +  ✓||✓||2. (3.8)
The item profile vj and the regressor ✓ can be initialized randomly. Another option for item
profile initialization is through matrix factorization method such as [18] using training data.
Given the decision tree T , a closed-form solution for the item profiles vj (j = 1, 2, . . . , n)
exists:
vj =
0@ X
(i,j)2O
T (xi)T (xi)
> +  vI
1A 10@ X
(i,j)2O
rijT (xi)
1A . (3.9)
The regressor ✓ can be generally solved through gradient decent and updated as ✓ = ✓  
 4✓ where   is the learning rate and4✓ is:
4✓ =
X
i2S
`0s(yi, yˆi)T (xi) +  ✓✓, (3.10)
where yˆi = T (xi)>✓ consists of previous estimations.
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The major challenge is that the number of possible items to query can be quite large,
e.g., n ⇠ 105 in a movie recommender system. It is therefore computational prohibitive to
search over all possible trees in order to get a global optimal solution to equation (3.6). We
propose an efficient greedy algorithm to find an approximation.
3.1.2 Decision Tree Construction
Compared with classification and regression loss in traditional decision tree algorithms
such as C4.5 and CART [8], our objective is to minimize the loss of both rating prediction
and demographic inference as defined in equation (3.6). The decision tree is constructed in
a top-down approach using training user data to minimize the loss recursively. A ternary
decision tree to represent the mapping function T is suggested in previous work [10] to
account for a large portion of users with no explicit responses.
Specifically, for each node in the tree, we learn the best set of questions by optimizing
the objective defined in equation (3.6). The decision tree then splits the user set into three
subsets L, D, and U according to the responses to those questions. The procedure is
recursive until the tree reaches a certain depth. Starting from the root, given an item j to
query, users are divided into three groups L,D, and U if the response value is xij = 1, 1,0
corresponding to “like”, “dislike” and “unknown”. Generally, more than one item can be
selected at each node to minimize user cognitive burden as suggested in [33]. In such
cases, we assign each item with a weight and denote the n-dimensional weight vector by
w, which defines a hyperplane to partition user responses into different groups. Users at
the current node are split into group L if the answer x>i w is positive, group D if x>i w is
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negative, and group U only when a user answers none of the questions. To find the weight
vector w that leads to the best split, we minimize the following function:
min
w
 r
X
i2L(w)
X
(i,j)2O
`r(rij, u
>
Lvj) +  s
X
i2L(w)\S
`s(yi, u
>
L✓)
+  r
X
i2D(w)
X
(i,j)2O
`r(rij, u
>
Dvj) +  s
X
i2D(w)\S
`s(yi, u
>
D✓)
+  r
X
i2U(w)
X
(i,j)2O
`r(rij, u
>
Uvj) +  s
X
i2U(w)\S
`s(yi, u
>
U✓)
s.t. kwk0  l, (3.11)
where uL, uD and uU are the optimal user profiles for the child nodes L, D and U .
In addition, kwk0 denotes the number of non-zeros in w and the constraint kwk0  l
determines that the weight vector w cannot have more than l non-zeros. For simplicity, we
assume one item to ask at each node, that is l = 1. We set all except the jth entry in weight
vector w to 0. The problem boils down to finding the best single item to split users so as to
minimize prediction loss. However, our framework can be easily generalized to multi-item
split by adopting existing techniques as described in [33].
The optimal profiles uL, uD and uU are the ones to minimize prediction loss in each
child. Specifically, the profile uL in group L is solved by [33].
3.1.3 Computational Complexity
The full algorithm is summarized in Algorithms 1 and 2. For the tree construction,
at each node, the complexity to compute latent profiles uL, uD and uU for each possible
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split is O(nk2 + k3) including inverting a square matrix of size k, where n is the number
of items and k is the dimension of latent space. There are totally n possible splits since
we consider one item to query at each node. Using a similar analysis in [39], the time
complexity of preparing matrix coefficients for all possible splits is
Pm
i=1 |Oi|2 at each
tree level, where |Oi| is the number of observed ratings of user i and m is the number of
users. The complexity for building the whole tree is thusO(d
Pm
i=1 |Oi|2+ nk3+ n2k2),
where d is the depth of the tree and   is the number of nodes in the tree. In practice, smaller
parameter values for k and d are sufficient for good model performance. For example, the
tree depth d is around 8 and k usually ranges from 10 to 20. The computational complexity
for updating item profiles vj for all j = 1, 2, . . . , n is O(nk3 + n|Oj|k2) in equation (3.9),
where |Oj| is the number of users who rate item j. Similarly, the complexity for updating
the regressor ✓ is O(k3 +mk2) with choices of loss functions in equation (3.4) and (3.5).
The alternative optimization usually converges in a few iterations.
3.2 Experiments
In the experiments, we would like to demonstrate that our multi-task model is effective
in improving the prediction accuracy of both demographic inference and item recommen-
dation with only a few sets of selected questions for cold-start users. We further discuss
the tradeoff between user privacy and the utility of personalization, where the former is
captured by the prediction accuracy of demographics and the latter is captured by the rec-
ommendation accuracy. We examine the estimation framework on three movie and book
recommendation datasets: MovieLens, Flixster and Book-Crossing.
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Algorithm 1 Alternative Optimization
Require: The training data R = rij|(i, j) 2 O, Y = yi 2 S.
Ensure: Estimate decision tree T , item profile vj (j = 1, 2, . . . , n), and regressor ✓.
1: Initialize vj (j = 1, 2, . . . , n) using [18].
2: Initialize ✓ randomly.
3: while not converge do
4: Fit a decision tree T using Algorithm 2.
5: Update vj using Equation (3.9).
6: Update ✓ using Equation (3.10).
7: end while
8: return T , vj (j = 1, 2, . . . , n) and ✓.
Algorithm 2 Greedy Tree Model
1: function FitTree(UsersAtNode)
2: Compute uL, uD and uU using [33].
3: Find the best split item or item set using [33].
4: Split users into three groups L(w), D(w) and U(w).
5: if square error reduces after split and depth < maxDepth then
6: call FitTree(L(w)), FitTree(D(w)) and FitTree(U(w)) to construct subtrees.
7: end if
8: return T with T (x)
9: end function
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3.2.1 Experiment Setting
We evaluate the performance of our multi-task model in a cold-start setting. For each
dataset, we randomly split the users into a training set and a test set, each containing 80%
and 20% users, respectively. We assume that the users in the training set are warm-start
users and their ratings and demographic information are visible to the system. We learn
our model and construct the set of items as the probing questions based on training data.
In contrast, we assume that the users in the test set are cold-start users. The ratings of
each user in the test set are further split into two disjoint sets: answer and evaluation sets
that contain 80% and 20% ratings. The answer set is used to simulate the responses of
cold-start users in the rating elicitation process. The evaluation set is used to evaluate the
rating prediction accuracy for withheld items after the elicitation process. Meanwhile, the
demographic information of each user in the test set is used to evaluate the demographic
prediction accuracy. The evaluation process is summarized in Figure 3.1. In the rating
elicitation process, we select items to query user responses. For example, in the movie
recommendation, we ask a user to rate each movie. For simplicity, we ask for user binary
responses and the question is in the form “Do you like movie 50 first date?” A user is
expected to answer like, dislike or unknown. We follow the standard settings [27, 10, 39]
and simulate test user responses as the following: the response is “like” if a user’s rating is
larger than 3 and “dislike” otherwise. The response is “unknown” if no rating is observed.
We seek to answer the following questions:
1. Does the proposed algorithm outperform baselines in terms of the demographic pre-
diction accuracy with respect to the number of query items?
2. Does the multi-task model also enhance the recommendation accuracy?
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3. How many items to query are sufficient for demographic inference? What is the
tradeoff between user privacy and the utility of personalization?
3.2.2 Dataset and Evaluation Metrics
The MovieLens dataset1 contains about 3, 900movies, 6, 040 users and about 1 million
ratings. In this dataset, about 4% of the user-movie interactions are observed and each
user rates at least 20 movies. The ratings are integers ranging from 1 (dislike) to 5 (like).
For the Flixster dataset, we select users with at least 20 ratings and movies with at least
60 ratings, which results in a subset of ratings for 5, 795 movies by 23, 488 users. The
ratings are from 1 to 5. The Book-Crossing data 2 is the most sparse dataset, with about
0.2% rating density. We select users with at least 20 ratings and movies with at least 4
ratings and obtain a subset of ratings for 34, 963 movies by 5, 411 users. The ratings are
from 1 to 10 and we normalize the ratings to 1 to 5 in the same scale as the other two
datasets for comparison. In terms of demographic information, the MovieLens dataset
has gender and discrete age labels. The Flixster dataset 3 has gender and continuous age
labels. Both datasets have imbalanced gender distribution. There are about 71% males in
MovieLens users and about 43% males in Flixster users. The Book-Crossing dataset has
only continuous age labels. The mean age for Flixster and Book-Crossing are 24 and 35,
respectively. In our experiments, we choose age regression tasks using Flixster and Book-
Crossing data. We also choose Flixster and MovieLens for gender classification. For all
three datasets, we compare the rating prediction accuracy. The details of each dataset are
1See https://grouplens.org/datasets/movielens/
2See http://www2.informatik.uni-freiburg.de/˜cziegler/BX/
3See http://www.cs.sfu.ca/˜sja25/personal/datasets/
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shown in Table 3.1 and Table 3.2. Table 3.1 shows the minimum ratings of each user and
each item, and ratings range in these three different datasets.
Table 3.1: Dataset Description 1
Dataset Min # of ratings(Users) Min # of ratings(Items) Ratings Range
MovieLens 20 1 1  5
Flixster 20 60 1  5
Book-Crossing 20 4 1  10
The rating prediction performance is evaluated with the root mean square error (RMSE).
For age regression, we use standard mean absolute error (MAE), and rooted mean squared
error (RMSE). The MAE measures the average of the absolute errors in test sets and the
individual differences of each test data are weighted equally in the average. The RMSE
measures the rooted squared error between truth and predicted values and then averaged
over the samples. This means that the RMSE is most powerful to measure particularly
undesirable large errors. For gender classification, we use precision, recall and fscore to
measure the performance for imbalanced binary classes.
3.2.3 Prediction Accuracy of User Demographics
In this section, we evaluate the performance of our multi-task model in terms of de-
mographic prediction accuracy in cold-start settings to answer the first question in Sec-
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Table 3.2: Dataset Description 2
Dataset Users Items Ratings Density Gender (M/F) Average Age
MovieLens 6, 040 3, 952 1, 000, 209 4.19% 71%/29% NA
Flixster 23, 488 5, 795 5, 625, 681 4.13% 43%/57% 24
Book-Crossing 5, 411 34, 963 384, 888 0.20% NA 35
tion 3.2.1. We compare our model “TreeMulti” with 4 baseline methods named as “Mean”,
“Variance”, “Weight”. and “TreeSingle”. The baseline “Mean” selects the top l items to
query based on the mean ratings in the training dataset. The items with higher mean values
indicate the “goodness”. On the other hand, the baseline “Variance” picks the top ones
with highest rating variance across users [27]. The third one “Weight” [36] first trains a
regressor toward age using ratings in the training dataset and picks the item whose corre-
sponding regression coefficient has highest absolute values. The last one “TreeSingle” [8]
is single-task decision tree model to predict demographics from ratings.
Figure 3.2 compares the prediction accuracy of our model with several standard base-
lines for age regression on datasets Flixster and Bookcrossing. The first row of Figure 3.2
compares the performance on dataset Flixster. For all methods, the age prediction error
measured in MAE and RMSE decreases as more questions have been asked. Our model
“TreeMulti” performs better than “TreeSingle” since the latent user profiles are learned
through related tasks. Both tree models have big advantages over others especially within
the first several questions. Specifically, our model achieves almost the same prediction ac-
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curacy within 5 questions as compared to 20 for others. Within 5 questions, we can predict
age accuracy with MAE of 5 years, which is great considering a large range of users and
sparse user responses. The model “Weight” also performs better than others in this sense
and the model “Variance” performs only a little better than “Mean”, which is reasonable
since items with high means cannot help differentiating user types.
In the second row in Figure 3.2 where we compare performance on dataset Book-
Crossing, we see similar trends. Overall, the dataset Book-Crossing is more challenging
for prediction than Flixster since the training set is extremely sparse with a rating density
of around 0.2%. Our model “TreeMulti” still performs better than others with no major
differences among the others.
Figure 3.3 compares the prediction accuracy of our model with several standard base-
lines for gender classification on datasets Flixster and MovieLens. The first row of Fig-
ure 3.3 compares the performance on dataset Flixster. For all methods, the gender predic-
tion accuracy measured in precision, recall and fscore increase as more questions have been
asked in general. The only exception is that method “Mean” decreases with more questions
in precision metric. Our model “TreeMulti” has a big advantage over others. Specifically,
the prediction accuracy (fscore) of our model increases fastly from 3 to 5 questions and
changes smoothly from 5 to 7 questions. The model “Weight” also performs better than
others, followed by the model “Variance”. Model “Mean” is the worst. The second row in
Figure 3.3 compares gender classification performance on dataset MovieLens. Overall, the
performance on MovieLens is better than Flixster. Our model “TreeMulti” performs better
than others.
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Figure 3.2: The age prediction metrics MAE and RMSE with respect to number of questions on
two datasets Flixster (top row) and Book-Crossing (bottom row). For all methods, the prediction
error decreases as the number of questions increases. It shows that our methods “TreeMulti”
performs better than baselines for both datasets.
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Figure 3.3: The gender prediction metrics precision, recall and fscore with respect to number of
questions on datasets Flixster (top row) and MovieLens (bottom row). For all methods, the
prediction accuracy increases as the number of questions increases. It shows that our method
“TreeMulti” performs better than baselines for both datasets.
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3.2.4 Recommendation Accuracy
We now evaluate our multi-task model in terms of rating prediction to answer the sec-
ond question in Section 3.2.1. We compare our model with two state-of-the-art baselines.
One is the bootstrapping tree model [10], denoted as “TreeMean”, which predicts user-
item ratings using the mean ratings at each node. Since the model does not learn latent
user and item profiles, it needs to estimate the ratings for all the n items in the system at
each leaf node. The other is the strongest decision tree with matrix factorization, denoted
as “fMF” [39]. The model estimates user/item profiles as latent factors and learn the pro-
files through matrix factorization. Our proposed algorithm differs from others in that it
integrates both rating and user demographics through shared user profile learning, and thus
enhances prediction accuracy.
We use the following parameter settings: for all three types of trees, we set the same
maximum depth and regularization parameter   = 0.01 for user and item profiles. We
apply 5-fold cross validation to determine other parameters such as latent dimensions. The
results on MovieLens, Flixster and Book-Crossing datasets are reported in Table 3.3. First
of all, for all three models, the performance improves (RMSE error decreases) as the num-
ber of query items increases. The three algorithms generally are capable of refining user
preference via adaptive rating elicitation for tackling cold-start problems. Comparing the
performance of all models, we can see that our “TreeMulti” model consistently outper-
forms others in all the three datasets. The improvements over model “fMF” are significant
according to t-test with significance level p = 0.05.
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Table 3.3: Rating prediction error (RMSE) for cold-start users with respect to the number
of query items on Datasets MovieLens, Flixster and Book-Crossing.
Data \Method n = 2 n = 3 n = 4 n = 5 n = 6
M
ov
ie
TreeMulti 0.9247 0.9236 0.9226 0.9209 0.9212
fMF 0.9310 0.9302 0.9282 0.9264 0.9241
TreeMean 0.9447 0.9364 0.9320 0.9305 0.9302
Fl
ix
st
er
TreeMulti 0.8954 0.8946 0.8940 0.8939 0.8934
fMF 0.9067 0.9050 0.9049 0.9048 0.9048
TreeMean 0.9091 0.9089 0.9087 0.9085 0.9084
B
oo
k
TreeMulti 1.3462 1.3414 1.3383 1.3364 1.3356
fMF 1.4094 1.4097 1.4040 1.4007 1.3938
TreeMean 1.4865 1.4658 1.4605 1.4594 1.4590
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In Tables 3.4 and 3.5, we present the query questions in user sessions using MovieLens
dataset as well as the top-5 recommendations for them after the sessions. We can see that
the recommended movies are quite related to the movies that the users liked based on their
genres. In addition, the users who like romance or family movies more than drama or
action movies are likely to be female. Those results illustrate that the elicitation process is
reasonable.
3.2.5 Tradeoff between Privacy and Personalization
Experiments on three datasets MovieLens, Flixster and Book-Crossing show that our
proposed method is sufficient to predict new user demographics using labelled training data
from users who share private information. In particular, a recommender system can infer
a new user’s gender with 69% accuracy using as few as 10 selected queries. The result is
promising given the fact that the reported gender accuracy for users with full rating history
is 80% [36]. Similarly, the prediction error of a new user’s age is smaller than 5 years
in best-case scenario with no more than 12 queries using Flixster dataset. In general, the
prediction accuracy depends on the rating density of training data. In comparison with
MovieLens and Flixster, the prediction error of Book-Crossing user demographics is lower
since the rating density of the training data is only round 0.2%.
In general, the more a user interacts with a recommender system, the more privacy
threats the user is exposed to. However, the user will also gain more from personalized
service. The experiment results from our proposed method show that favorable tradeoff
for new users can be established. For example, as illustrated in Figure 3.3 and Table 3.3,
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Table 3.4: Examples of rating querying using MovieLens. The predicted gender for the
case is Female.
No. Query Items Query Response
1 Terminator 2 Unknown
2 Sense and Sensibility Like
3 Groundhog Day Like
Rank Movie Title
1 Casablanca
2 The Wrong Trousers
3 Life Is Beautiful
4 Much Ado About Nothing
5 Shakespeare in Love
Table 3.5: Examples of rating querying using MovieLens. The predicted gender for the
case is Male.
No. Query Items Query Response
1 Terminator 2 Like
2 Dangerous Liaisons Unknown
3 Independence Day Like
4 Peter Pan Dislike
Rank Movie Title
1 The Matrix
2 Star Wars: Episode IV
3 Raiders of the Lost Ark
4 The Shawshank Redemption
5 Die Hard
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a MovieLens user may choose to answer the first 3 questions and withhold the answers to
the rest questions. As a result, the gender prediction accuracy will decrease from 69% to
64%with 7% reduction. Meanwhile, the recommendation error will change from 0.9209 to
0.9236with only 0.3% increment. The experiments confirm that it is possible for new users
to preserve their privacy by not giving answers to certain questions while still benefiting
from personalization.
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CHAPTER 4
CONCLUSIONS
We proposed a novel and effective method to simultaneously infer private information
and enhance user preference prediction for cold-start users, which is critical for recom-
mender systems. Specially, latent user profiles are learned across the tasks of demographic
inference and rating prediction simultaneously, which enables knowledge transfer through
the two related tasks and improves the prediction accuracy for both tasks. The proposed
method can also facilitate the understanding of the tradeoff between user privacy and the
utility of personalization. Experimental results on three benchmark datasets including the
Flixster dataset, the MovieLens dataset and the Book-Crossing dataset demonstrate the
performance of the proposed method in terms of the accuracy of both demographics infer-
ence and rating prediction. The work lays a solid foundation for future work of privacy-
preserving recommender systems with full user control.
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