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1On the average rate of HARQ-based quasi-static
spectrum sharing networks
Behrooz Makki and Thomas Eriksson
Email: behrooz.makki@chalmers.se, thomase@chalmers.se
AbstractSpectrum sharing networks are communication se-
tups in which unlicensed secondary users are permitted to work
within the spectrum resources of primary licensees. Considering
quasi-static fading environments, this paper studies the effect
of hybrid automatic repeat request (HARQ) feedback on the
average rate of unlicensed spectrum sharing channels. The
results are obtained for different scenarios; Under both peak
and average secondary user transmission power constraints, the
channel average rate is determined under primary user limited
received interference power conditions when there is perfect
information about the interference available at the secondary
user transmitter. An approximate solution for power allocation
between incremental redundancy (INR) HARQ-based data re-
transmissions is proposed which can be applied in single-user
networks as well. Then, we investigate the effect of imperfect
secondary-primary channel state information on the interference-
limited average rate of the secondary channel. Finally, we restudy
all mentioned scenarios in the case where the data transmission
is constrained to have limited outage probability. Substantial
performance improvement is observed with even a single HARQ-
based retransmission in all simulations.
I. INTRODUCTION
Spectrum is a scarce valuable resource in today wireless
communication networks; with ever-increasing number of
wireless devices communicating at high data rates, there is
growing demand for spectrum resources. This point has led
to complaints about spectrum shortage which is expected to
grow even more in the coming years. On the other hand,
recent studies have shown that the shortage comes mainly
from outdated resource allocation policies where, at any given
instant and location, large portions of spectrum are under-
utilized by licensed users that allow little sharing [1], [2]. This
is the main motivation for the spectrum sharing concept that
has attracted plenty of studies in the last decade.
In general, the goal of spectrum sharing methods, nor-
mally modeled as interference [3]–[5], cooperative [6], [7]
or cognitive radio [8]–[12] networks, is to better utilize the
radio spectrum by allowing the unlicensed secondary users
(SU’s) to coexist with the licensed primary users (PU’s).
Along with the standard interference channel, in which two
independent transmitters transmit independent messages to
two independent receivers, there are other ways to exploit
the idea of spectrum sharing. For instance, in a method
normally called as interference-avoiding paradigm [12]–[14],
provided that the secondary transmitter can sense the spatial,
temporal or spectral gaps of the primary resources, it can
adjust its transmission parameters to fill these white spaces.
Although this approach can theoretically lead to significant
spectral efficiency improvement, it suffers from some practical
shortcomings mainly related to imperfect gap detection. In
another way, widely referred to as simultaneous or controlled
transmission [15], [16], a secondary user can simultaneously
coexist with a primary user as long as it works under a certain
interference level imposed by the primary user quality-of-
service requirements. In these methods, limits on the interfer-
ence level received at the PU receiver, which is normally called
as interference temperature, can be considered to be long-term
average or short-term peak constraints. Finally, there are the
cooperative networks in which the two users normally know
each others messages prior to transmission, and can potentially
help each other to improve the overall efficiency.
Reviewing the literature, a large number of scientific re-
ports can be found that have tackled the spectrum sharing,
particularly the cognitive radio, problem in different theoretical
aspects. In [11] and [12], the authors presented some informa-
tion theoretic models, limits and open problems of spectrum
sharing networks. Assuming perfect SU-PU channel state in-
formation (CSI), [17] investigated the effect of optimal power
allocation on the capacity of secondary channel under different
power constraints. With both peak and average interference
power constraints, [18] studied the capacity of the secondary
channel in the case where all channels are fully known by
the SU transmitter. In [19], considering a path loss shadow-
fading model with multiple primary and secondary users, the
system-level capacities of spectrum sharing networks under an
average interference power constraint were studied.
Removing the assumptions, recent works are moving toward
more realistic system models; allowing limited interference
power at the PU receiver, Ji et al., [20] analyzed the capacity
of multicast spectrum sharing networks. In their work, while
the SU-SU link is assumed to be perfectly known, the results
are obtained for the cases where the interference information
is perfectly or imperfectly available at the SU transmitter.
Also, [21] studied the ergodic, the outage, and the minimum-
rate capacity of spectrum sharing network under average and
peak interference constraints. This work which was based on
perfect SU-PU channel state information was later extended
by [22] in which the same results were obtained under imper-
fect CSI feedback assumption. Considering different channel
information imperfection model and interference constraints,
[23] presented the same results as [22] and verified the effect
of feedback quantization as well. Finally, among other works
dealing with imperfect SU-PU channel state information we
can mention [24] in which the secondary channel outage
capacity lower bounds were obtained under the constraint
2that the PU is provided with a minimum rate for a certain
percentage of time.
References [17]–[24] are all based on the assumption that
the secondary user has perfect knowledge of the link between
its transmitter and receiver. Channel state estimation at the
receiver is relatively simple and incurs negligible loss in
the transmission rate, particularly when the channels expe-
rience slow variations. However, due to the signaling load
caused by reporting the channel information, assuming perfect
knowledge at, e.g., secondary, transmitter is an optimistic
assumption, which does not match with reality. This is the
motivation for the present limited channel quality information
feedback systems [25], [26], and for this paper as well.
Generally, there are two different approaches, namely, quan-
tized CSI feedback [27]–[30] and automatic repeat request
(ARQ) [30]–[36], providing the imperfect channel quality
information at the transmitter. Quantized CSI feedback belongs
to the physical layer techniques and, in order to exploit its
properties, needs some additional designs, particularly at the
transmitter [37]. This point increases the system complex-
ity and cost. ARQ, on the other hand, is a technique in
the data link layer which is already provided in most of
wireless protocols. Therefore, it needs no additional closed-
loop design which introduces it as a cost- and complexity-
efficient approach. In a general ARQ approach, the transmitter
considers some initial transmission rate and power with no
pre-knowledge about the channel quality. Then, with the help
of ARQ, the decoding status at the receiver will be reported
back to the transmitter via one bit feedback. The feedback
indicates successful decoding of the received signal by an
acknowledgement (ACK) bit if RT ≤ R and failed decoding
by negative acknowledgement (NACK) if RT > R where
RT and R are the transmission and maximum possible rates,
respectively. Based on the received feedback, it is decided by
the transmitter whether to retransmit the data or to move on
to the next codeword. In basic ARQ schemes the same data is
retransmitted and the receiver decodes the message based on
the received signal in each time slot. Hybrid ARQ (HARQ)
protocols, on the other hand, are more advanced methods
where, while utilizing both forward error correction and error
detection, the receiver combines all received representations
of a message. Finally, there are a number of HARQ protocols
such as Repetition Time Diversity (RTD) and INcremental
Redundancy (INR) [31]–[33] mainly differing in the retrans-
mission and message decoding procedures.
While there are many scientific reports dealing with single
user ARQ-based networks, recent studies show new trends on
implementation of ARQ feedback in spectrum sharing sys-
tems. For instance, [38] used the PU ARQ feedback delivered
at the secondary transmitter to improve the PU protection.
Ao and Chen [39] developed a novel HARQ scheme for end-
to-end error control in cognitive radio networks. Moreover,
[40] studied the effect of primary link ARQ feedback on the
performance of spectrum sharing networks. There, the PU
ARQ feedback is given not only to the primary transmitter,
which exploits it for retransmission decision-making, but also
to the SU transmitter and receiver. Having information about
the PU receiver decoding status lets the SU to adjust its
rate appropriately. Then, with slightly different conditions,
[41] investigated the effect of PU ARQ feedback on the
data transmission efficiency of a secondary user utilizing a
clear-to-send feedback scheme. Also, Narasimhan [6] obtained
the outage probability and a sum-throughput upper bound of
interference channels having cooperation at the receivers. In
his work, both users are equipped with ARQ feedback and
the user who decodes its message first works as a relay for
the other one. Among other ARQ-based cooperative network
approaches one can mention [7] and [42] in which different
cooperative ARQ protocols were evaluated.
In this perspective, this paper aims to study the effect of
HARQ feedback on the average rate of unlicensed quasi-static
spectrum sharing channels. The main constraint is to keep
the PU received interference power below a given threshold.
However, in Section V the outage probability is also consid-
ered as an additional quality-of-service requirement. To be
more specific, the results are obtained under different scenarios
listed as follows:
• Section III: (Average rate with limited PU received in-
terference power and perfect SU-PU CSI feedback) This
section focuses on the following optimization problem
max R¯s
subject to P¯ s ≤ P
in which R¯s is the SU average transmission rate and
P¯ s denotes its average transmission power constrained
to be less than P . There are different situations in
which this problem is of interest; Assuming perfect SU-
PU CSI (or nonfading AWGN SU-PU channel model),
the PU received interference power is directly related
to the SU transmission power and can be considered
instead. Further, the problem setup represents the long-
term performance of a user in a standard interference
network. The same setup also represents the cases where
the PU received interference constraint is so relaxed
or the cognitive radio transmission power is so small
that the presence of cognitive radio is tolerable by the
licensed user. Finally, as discussed in Section V, some
other PU quality-of-service requirements, e.g., the PU
outage probability constraint, can be easily mapped to
this problem.
Here, considering long-term constraints, an approximate
solution for power allocation between INR HARQ-based
data retransmissions is proposed which can be also ap-
plied in single-user networks utilizing variable-length-
codeword HARQ feedback [30], [31]. Finally, we study
the channel average rate under no and infinitely many
HARQ feedback bits which demonstrates the channel
performance with no SU-SU CSI and in delay-insensitive
systems, respectively.
• Section IV: (Average rate with limited PU received inter-
ference power and imperfect SU-PU CSI feedback) The
perfect SU-PU CSI assumption is removed in this part
where the channel performance is studied under the PU
limited received interference power conditions. Again, the
results are obtained under different no and infinitely many
3ARQ feedback cases and we study the effect of the PU
tolerability on the achievable rates of the SU-SU channel.
• Section V: (Average rate in outage probability limited
conditions) Here, we restudy all mentioned scenarios in
the case where the data transmission is constrained to
have limited outage probability. The outage probability
constraint is considered for both the primary and the
secondary users under different SU-PU CSI conditions.
Simulation results are mainly presented for Rayleigh-fading
channels. The simulations indicate substantial performance
improvement with even a single HARQ-based retransmission.
An efficient way to read this paper is to first read Section
II, ”System model”. As a second step, read Section VI where
the most important results of the paper are summarized, with
references to the respective figures. Finally, the mathematical
parts, Sections III-V, can be studied for a deeper understand-
ing.
II. SYSTEM MODEL
As illustrated in Fig. 1, our channel model consists of two
primary and secondary communication links which share the
same narrow-band frequency with bandwidth B. For simplicity
and with no loss of generality, we consider B = 1. Let
gpp = |hpp|2, gps = |hps|2, gsp = |hsp|2 and gss = |hss|2 be the
instantaneous channel gains of the PU-PU, PU-SU, SU-PU
and SU-SU links, respectively. While simulation results are
mainly obtained for Rayleigh-fading channels, the analytical
results are valid for any combination of independent positive
random variables. We consider quasi-static conditions, where
the channel gains remain constant for a duration of tc, gen-
erally determined by the channels coherence time, and then
change independently according to their corresponding fading
probability density functions (pdfs) fgpp , fgps , fgsp and fgss . tc
is supposed to be much larger than the length of the codewords
containing K nats information1. In this way, multiple packets,
each one having several ARQ rounds, are sent within one
coherent period. When the channels are in good conditions,
many packets can be sent within the coherent period, while
only few can be transmitted within the same period for
bad channel conditions. Moreover, we focus on backlogged
transmitter systems where there is an infinite amount of
information to be transmitted and so, the communication is
continuous [43]. Consequently, we can consider the average
rate as a valid performance yardstick [30], [31]. The AWGN
at the primary and secondary receivers are denoted by np and
ns, respectively, and have common distributions CN (0, σ2)
(circularly symmetric complex Gaussian variables with zero
mean and variance σ2 for bandwidth B). Finally, it is assumed
that the primary transmitter is communicating at fixed power
P p and has Gaussian input distribution.
This is an appropriate model of stationary or slow-moving
users such as wireless local area networks (WLANs) [44]. Par-
ticularly, since long-block-length capacity-approaching codes
can be implemented in such systems, the results can provide
realistic insight about the performance bounds of the consid-
ered channel quality feedback approaches.
1All results are presented in natural logarithm basis. Also, in all simulation
results the average rate is presented in nats-per-channel-use (npcu).
Pu-Tx Pu-Rx
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Figure 1. Channel model. The channels share the same narrow-band
frequency with bandwidth B.
A. HARQ feedback scheme
As the best ARQ feedback scheme, reaching the highest
average rates [30], [31], we consider the INcremental Redun-
dancy (INR) HARQ protocol where, at each retransmission
request, the transmitter sends new redundancy bits and the
receiver combines them. In this way, considering M + 1
maximum allowable ARQ rounds, i.e., maximum M bits
ARQ feedback and retransmission rounds, K information nats
is encoded into a codeword of length T(M+1). Then, the
codeword is serially punctured into M +1 sub-codewords with
strictly decreasing rates2
Rsm =
K∑m
k=1 Tk
, m = 1, ..., M + 1. (1)
Here, Tm and Rsm are the secondary user channel uses and the
equivalent transmission rate in the m-th time slot, respectively.
Moreover, T(m) =
∑m
k=1 Tk denotes the total number of
channel uses at the end of the m-th slot.
At the end of each (re)transmission, 1 bit ARQ feedback is
sent back from the secondary receiver to the secondary trans-
mitter which indicates the corresponding message decoding
status. Since the data rate for ARQ feedback is very low, it
is assumed that the feedback is received error-free and with
negligible delay. The retransmissions continue a maximum
of M times, in practice determined by the system delay
requirements, where finally the lowest rate RsM+1 =
K
T(M+1)
is tried with no ARQ feedback. Outage occurs if the channel
instantaneous gain can not support RsM+1. Let us define Sm as
the event that the secondary user transmitted data is correctly
decoded by the secondary receiver at the end of the m-th slot.
In this way, the average rate of the secondary channel can be
calculated by
R¯s =
M+1∑
m=1
Rsm Pr{S¯1, ..., S¯m−1, Sm} (2)
in which S¯m is the complement of the event Sm and S0
is the empty set. Assuming that the primary transmitter is
communicating with power P p, the secondary channel signal-
to-interference-and-noise-ratio (SINR) at the m-th slot would
be
γsm =
P smg
ss
P pgps + σ2
(3)
2Since each transmission experiences an AWGN channel, all results are
restricted to Gaussian input distributions.
4in which P sm is the power considered for the m-th
(re)transmission of the secondary transmitter. Therefore, im-
plementing random coding and typical set-based decoding, we
can use the results of [45] where Pr{Sm} is simplified to the
Time Division Multiple Access (TDMA)-type equation
Pr{Sm} = Pr{
m∑
k=1
Tk∑m
j=1 Tj
log(1 +
P skg
ss
P pgps + σ2
) ≥ Rsm}.
(4)
Note that, based on (1), we have
Tk∑m
j=1 Tj
= Rsm(
1
Rsk
− 1
Rsk−1
) , Rs0
.
= ∞ (5)
and so Pr{Sm} is found as a function of Rsk’s.
In the following sections, we study how the quality of SU-
PU CSI affects the power allocation, and correspondingly the
average rate, of the secondary user under interference-limited
conditions. Finally, note that implementing such a protocol
mainly requires:
• A good mother code that can be punctured into different
sub-codeword rates.
• A single decoder handling all rates so that the coding
performance of sub-codewords are capacity approaching.
Among different models developed for this purpose, we can
mention, e.g., [46]–[49].
III. SECONDARY CHANNEL AVERAGE RATE
OPTIMIZATION; PERFECT SU-PU CSI FEEDBACK AND
LIMITED PU RECEIVED INTERFERENCE POWER
With perfect SU-PU CSI, the optimal transmission powers
P sk are determined based on the power constraint; in general,
the SU actual consumed power is a random variable given by
P s(gss, gps) =
{
P s(m) if S¯1, ..., S¯m−1, Sm
P s(M+1) if S¯1, ..., S¯M−1, S¯M
(6)
in which P s(m)
.
=
∑m
k=1 P
s
kTk∑
m
k=1 Tk
is the power up to the end of the
m-th slot. Therefore, the average transmission power of the
secondary user is obtained by
P¯ s =
M∑
m=1
P s(m) Pr{S¯1, ..., S¯m−1, Sm}
+ P s(M+1) Pr{S¯1, ..., S¯M−1, S¯M}. (7)
Finally, note that in the case of uniform power allocation, i.e.,
P sk = P, ∀ k = 1...M + 1, the randomness of P s(gss, gps)
disappears and we have P s(m) = P, m = 1...M + 1.
Considering (2), (7) and the secondary user transmission
power constraint P¯ s ≤ P , the secondary link average rate
maximization problem can be formulated as
R¯s,max = max
{P sm,R
s
m, m=1...M+1}
M+1∑
m=1
Rsm Pr{S¯1, ..., S¯m−1, Sm}
subject to
∑M+1
m=1 P
s
(m) Pr{S¯1, ..., S¯m−1, Sm}
+P s(M+1) Pr{S¯1, ..., S¯M−1, S¯M} ≤ P
(8)
which is a complex optimization problem even in its simplest
cases. In the following, we solve (8) under two different
interpretations of the power constraint.
A. Short-term power constraint
Following, e.g., [29]–[31], the short-term power constraint
implies P sm = P, ∀m = 1...M + 1. Therefore, based on (1)-
(4), the achievable rate of the secondary channel is a random
variable given by
Rs(gss, gps) =


Rsm if R
s
m ≤ log(1 + Pg
ss
P pgps+σ2 )
< Rsm−1, m = 1...M + 1
0 otherwise
(9)
where Rs0
.
= ∞. Consequently, the secondary link average rate
is obtained by
R¯s =
M+1∑
m=1
Rsm Pr{Rsm ≤ log(1 +
Pgss
P pgps + σ2
) < Rsm−1}
(10)
which, defining ϑm
.
= eR
s
m − 1, can be rewritten as
R¯s =
∑M+1
m=1 R
s
m Pr{ϑm ≤ Pg
ss
P pgps+σ2 < ϑm−1}
=
∑M+1
m=1 R
s
m
∫∞
0
fgps(y)
(
Fgss(
(P py+σ2)ϑm−1
P
)
−Fgss( (P
py+σ2)ϑm
P
)
)
dy
= Egps
{ ∑M+1
m=1 R
s
m
(
Fgss (
(P pgps+σ2)ϑm−1
P
)
−Fgss( (P
pgps+σ2)ϑm
P
)
)}
.
(11)
Here, Fgss(g) is the cumulative distribution function (cdf) of
the SU-SU link gain and Egps(.) denotes the expectation with
respect to the PU-SU link fading distribution. Finally, note
that, with the same procedure, it is possible to extend the
results to the case when there are N > 1 primary users3. In
this way, (11) is replaced by
R¯s = Egp1s,...,gpN s
{ ∑M+1
m=1 R
s
m
(
Fgss (
(
∑N
i=1 P
pi gpis+σ2)ϑm−1
P
)
−Fgss( (
∑N
i=1 P
pigpis+σ2)ϑm
P
)
)}
(12)
where P pi ’s are corresponding transmission powers of the
primary users and the expectation is taken with respect to the
gains distributions fgpis(yi), i = 1...N. As it will be seen in
the following, based on the channel fading distributions, (11)
and (12) can be simplified further.
Finally, it is interesting to evaluate the asymptotic per-
formance limits of the HARQ scheme as the number of
ARQ bits goes to zero or infinity; define the new variable
um =
(P pgps+σ2)ϑm
P
. Therefore, as M → ∞, (11) is changed
to
R¯s,∞ = Egps{
∞∑
m=1
log(1 +
Pum
P pgps + σ2
)(Fgss (um−1)− Fgss(um))}
= Egps{
∫ ∞
0
fgss(u) log(1 +
Pu
P pgps + σ2
)du}
= Egps,gss{log(1 + Pg
ss
P pgps + σ2
)}. (13)
3The primary users considered in this part are not necessarily the license
holders but are the users that, while sharing the same spectrum, are out of
control for the considered secondary user.
5Note that (13) not only shows the ultimate limit of the
proposed approach but also is an appropriate performance
yardstick for delay insensitive applications.
Considering no ARQ feedback, on the other hand, a fixed
rate Rs1 is selected and data transmission is done with no
knowledge about the channel quality. The data is successfully
decoded if Rs1 ≤ log(1 + Pg
ss
P pgps+σ2 ). Consequently, the maxi-
mum expected rate of the channel with no knowledge at the
SU transmitter is obtained by
R¯s,No = max
Rs1
(
Rs1 Pr
{
log(1 +
Pgss
P pgps + σ2
) ≥ Rs1
})
= max
Rs1
(
Rs1
(
1−Egps{Fgss( (e
Rs1 − 1)(P pgps + σ2)
P
)}))
(14)
which can be solved numerically.
B. Long-term power constraint
Equation (11) provides the maximum average rate of the
secondary channel under the assumption that the transmission
power is constant during the entire M + 1 transmissions.
Intuitively, the transmission efficiency can be improved by
using optimal power allocation among the (re)transmissions. In
this case, (8) should be solved in its most general case which,
as mentioned before, leads to a complex optimization problem.
In the following, we first study the simplest case of (8) where
using 1 bit ARQ feedback the effect of power allocation on
the average rate of the secondary channel is investigated both
analytically and numerically. Later, the results are generalized
to the case of arbitrary number of INR ARQ feedback bits.
Considering (4)-(6) and M = 1 bit ARQ feedback, the
total input power of the secondary transmitter, i.e., (7), can be
rewritten as
P¯ s = P s1 Pr{S1}+
P s1T1 + P
s
2T2
T1 + T2
(1− Pr{S1})
(a)
= P s1 Pr{S1}+
P s1R
s
2 + P
s
2(R
s
1 −Rs2)
Rs1
(1− Pr{S1})
(15)
in which (a) is based on (1) and Pr{S1} is determined by
Pr{S1} = Pr{log(1 + g
ssP s1
gpsP p + σ2
) ≥ Rs1}
=
∫ ∞
0
fgps(y) Pr{gss ≥ ϑ1(P
py + σ2)
P s1
}dy
= 1−Egps
(
Fgss(
ϑ1(P
pgps + σ2)
P s1
)
)
. (16)
Moreover, using (1) and (2), the average rate of the secondary
channel is found as
R¯s = Rs1 Pr{log(1 + g
ssP s1
gpsP p+σ2 ) ≥ Rs1}
+Rs2 Pr{log(1 + g
ssP s1
gpsP p+σ2 ) < R
s
1 &
T1
T1+T2
log(1 +
gssP s1
gpsP p+σ2 )+
T2
T1+T2
log(1+
gssP s2
gpsP p+σ2 ) ≥ Rs2 }
=Rs1 Pr{log(1+ g
ssP s1
gpsP p+σ2 ) ≥ Rs1}
+Rs2 Pr{log(1+ g
ssP s1
gpsP p+σ2 ) < R
s
1 &
Rs2
Rs1
log(1+
gssP s1
gpsP p+σ2 )+
Rs1−R
s
2
Rs1
log(1+
gssP s2
gpsP p+σ2 ) ≥ Rs2 }
(17)
which can be rewritten as
R¯s = Rs1
∫ ∞
0
fgps(y)
(
1− Fgss(ϑ1(P
py + σ2)
P s1
)
)
dy
+ Rs2
∫ ∞
0
fgps(y)θ(y)dy. (18)
Here, θ(y) is defined as
θ(y)
.
=
∫ ϑ1
P s
1
(P py+σ2)
0
fgss(t)I{ϕ(t), Rs2}dt (19)
in which we have
I{u, v} .=
{
1 if u ≥ v
0 if u < v (20)
and
ϕ(t)
.
=
Rs2
Rs1
log(1 +
tP s1
yP p + σ2
) +
Rs1 −Rs2
Rs1
log(1 +
tP s2
yP p + σ2
).
(21)
In this way, defining c(y) .= arg
t
{ϕ(t) = Rs2}, we can use (18)
and (19) to show that
R¯s = Rs1
∫∞
0
fgps(y)(1− Fgss(ϑ1(P
py+σ2)
P s1
))dy
+Rs2
∫∞
0 fgps(y){Fgss(ϑ1(P
py+σ2)
P s1
)− Fgss(c(y))}dy
= Egps
{
Rs1
(
1− Fgss (ϑ1(P
pgps+σ2)
P s1
)
)
+Rs2
(
Fgss (
ϑ1(P
pgps+σ2)
P s1
)− Fgss(c(gps))
)}
.
(22)
Finally, note that, since Rs1 ≥ Rs2 it is easy to show that
ϕ(0) ≤ Rs2 ≤ ϕ(ϑ1(P
py+σ2)
P s1
) and ϕ(t) is an increasing
function of t. Therefore, c(y) will be unique for any value
of Rs2. Unfortunately, to the best of author’s knowledge, there
is no closed form solution for c(y). Therefore, we propose
an approximate solution of (22) in the low SINR regime as
follows.
Considering high (P p, σ2), we have log(1 + g
ssP sk
yP p+σ2 ) ≈
gssP sk
yP p+σ2 . Therefore, one can use (21) to find the approximate
values of c(y) and R¯s as
c(y) ≈ R
s
1R
s
2
Rs2P
s
1 + (R
s
1 −Rs2)P s2
(P py + σ2) (23)
and
R¯s ≈ Egps
{
Rs1(1− Fgss (ϑ1(P
pgps+σ2)
P s1
))+
Rs2
(
Fgss(
ϑ1(P
pgps+σ2)
P s1
)− Fgss( R
s
1R
s
2
Rs2P
s
1+(R
s
1−R
s
2)P
s
2
(P pgps + σ2))
)}
(24)
respectively. Note that, based on the fact that log(1 + x) ≤
x, x > 0, the above approximation has increased the second
probability term of (17) (or equivalently θ(y)) and so (24)
gives an upper bound of secondary channel average rates.
Then, with the same procedure, the results can be extended
6to the case of arbitrary number of ARQ feedback bits; using
(5), (4) changes to
Pr{Sm} =
∫∞
0
fgps(y)×
Pr{∑mk=1 Tk∑m
j=1 Tj
log(1 +
P skg
ss
P py+σ2 ) ≥ Rsm}dy
≈ ∫∞0 fgps(y) Pr{gss ∑mk=1 TkP sk∑mj=1 Tj ) ≥ Rsm(P py + σ2)}dy
= Egps{1− Fgss(P
py+σ2
wm
)}
(25)
where wm
.
=
∑m
k=1 P
s
k(
1
Rs
k
− 1
Rs
k−1
), w0 = 0. Hence, the rate
optimization problem (8) is simplified to
R¯s,max ≈ max
{P sm,R
s
m,m=1...M+1}
Egps{
∑M+1
m=1 R
s
m(Fgss (
P pgps+σ2
wm−1
)
−Fgss(P
pgps+σ2
wm
))}
subject to Egps{
∑M
m=1 P
s
(m)(Fgss (
P pgps+σ2
wm−1
)− Fgss(P
pgps+σ2
wm
))
+P s(M+1)Fgss(
P pgps+σ2
wM
))} ≤ P
which can be solved numerically. Finally, it is worth noting
that, one can use log(1 + x) ≈ log(x) to simplify the
probability term Pr{Sm} into
Pr{Sm} ≈
∫∞
0 fgps(y)×
Pr{∑mk=1 Tk∑m
j=1 Tj
log(
P skg
ss
P py+σ2 ) ≥ Rsm}dy
=
∫∞
0 fgps(y)Pr{log( g
ss
P py+σ2 )
+Rsm
∑m
k=1 (
1
Rs
k
− 1
Rs
k−1
) log(P sk) ≥ Rsm}dy
= Egps{1− Fgss((P pgps + σ2)qm)},
qm = e
Rsm−R
s
m log
∏m
k=1 (P
s
k)
1
Rs
k
−
1
Rs
k−1
, q0 = ∞
which can be used for rate approximation under high SINR
regime. However, since the bound is not tight for the consid-
ered distributions and also because the effect of optimal power
allocation diminishes as the transmission power increases
[27]–[30], we do not discuss it any further.
C. Special case; Rayleigh-fading channel
This part presents the secondary channel average rates for
Rayleigh-fading channels, e.g., fgss(x) = 1λss e
− x
λss , x ≥ 0,
where λsp, λps, λpp and λss denote the corresponding means of
exponential pdfs normally determined by the path loss and
shadowing between the terminals. In this way, considering
short-term power allocation the average rate of the secondary
channel, i.e., (11), is found as
R¯s =
∑M+1
m=1 R
s
m
( ∫∞
0
1
λps
e−
y
λps (e−
ϑm(P
py+σ2)
λssP
−e−ϑm−1(P
py+σ2)
λssP )
)
dy
=
∑M+1
m=1 R
s
m(
e
−
σ2ϑm
λssP
1+ λ
psP pϑm
λssP
− e−
σ2ϑm−1
λssP
1+
λpsP pϑm−1
λssP
).
(26)
Moreover, considering N > 1 primary transmitters with
powers P pi and Rayleigh-fading channels having parameters
λpis = λi, (12) is found as
R¯s =
M+1∑
m=1
Rsm(
e−
σ2ϑm
λssP∏N
i=1 (1 +
λiP
piϑm
λssP
)
− e
−
σ2ϑm−1
λssP∏N
i=1 (1 +
λiP
piϑm−1
λssP
)
).
(27)
Interestingly, assuming infinitely many, i.e., N → ∞, users
with properties P pi = P
N
and λi = λss, (27) is simplified to
R¯s =
M+1∑
m=1
Rsm
(
e−(
σ2+λssP
λssP )ϑm − e−( σ
2+λssP
λssP )ϑm−1
)
. (28)
Implementing infinitely many HARQ rounds, on the other
hand, (13) is simplified to
R¯s,∞ =
∫∞
0
1
λps
1
λss
e−
y
λps
∫∞
0 e
− x
λss log(1 + Px
P py+σ2 )dxdy
= − 1
λps
e−
σ2
λssP
∫∞
0 e
−( 1
λps −
P p
λssP )y Ei(− P p
λssP
y − σ2
λssP
)dy
= 1λpsP p
λssP −1
(
e
σ2
λssP Ei(− σ2
λssP
)− e σ2λpsP p Ei(− σ2
λpsP p
)
)
(29)
where Ei(.) is the standard exponential integral function.
Finally, considering long-term power allocation the 1-bit low-
SINR average rate of the secondary link and its average input
power, i.e., (15), are obtained by
R¯s ≤ R
s
1e
−
ϑ1σ
2
λssP s1
1 + λ
psϑ1P p
λssP s1
+
Rs2e
− ησ
2
λssP s1
1 + λ
psηP p
λssP s1
− R
s
2e
−
ϑ1σ
2
λssP s1
1 + λ
psϑ1P p
λssP s1
,
η =
Rs1R
s
2P
s
1
Rs2P
s
1 + (R
s
1 −Rs2)P s2
(30)
and
P¯ s =
P s1e
−
ϑ1σ
2
λssP s1
1 + λ
psϑ1P p
λssP s1
+
Rs2P
s
1 + (R
s
1 −Rs2)P s2
Rs1
(1− e
−
ϑ1σ
2
λssP s1
1 + λ
psϑ1P p
λssP s1
)
(31)
respectively. Implementing Lagrange multiplier or numeri-
cal methods, it is possible to find the optimal values of
P sk, R
s
k, k = 1, 2 maximizing the channel average rate under
P¯ s ≤ P constraint.
Equations (26)-(31) are studied in more detail through
figures 2-5; considering short-term power constraint and dif-
ferent number of ARQ feedback bits, Fig. 2 and 3 show the
average rate of the SU-SU channel for fixed PU and SU
transmission powers, respectively. Also, the figures present the
results obtained under no knowledge, i.e., (14), and M →∞
assumptions as two lower and upper bounds, respectively.
To evaluate the effect of different fading distributions, we
have also obtained the results for Rayleigh gain pdfs, e.g.,
fgss(x) =
x
λss
e−
x2
2λss , x ≥ 0, as illustrated in Fig. 2 and 3.4
Then, Fig. 4 investigates the effect of ARQ feedback on
the SU-SU channel average rate in the presence of different
number of primary users each one having power P pi = P
N
.
As illustrated by the figure, with the same total primary
transmission power, increasing the number of primary users
can drastically reduce the SU-SU channel average rate. Finally,
considering 1 bit ARQ feedback, Fig. 5 shows the upper bound
4Considering λss and λps as the SU-SU and PU-SU links Rayleigh
pdf parameters, respectively, and the standard error function erf(x) =
2√
pi
∫ x
0 e
− t
2
2 dt, we have Pr{log(1 + Pg
ss
P pgps+σ2
) ≤ x} = 1
2
ξ1e
−ξ3 +
ξ2
√
pi
4ξ1
√
ξ1
e
−ξ3+
ξ22
4ξ1 (erf( ξ2
2
√
ξ1
) − 1), ξ1 =
1
2λps
+
(ϑP p)2
2λss
, ξ2 =
ϑ2σ2P p
λss
, ξ3 =
ϑ2σ4
2λss
, ϑ = e
x−1
P
, which can be used in, e.g., (11). Note
that as discussed in [50], Rayleigh distributions are appropriate models for
the cases where the fading is not so severe.
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Figure 2. Average rate vs secondary user input power, perfect CSI scenario,
P p = 2.
of the SU-SU channel average rate, i.e., (30), under long-term
power constraint. Moreover, in order to verify the tightness
of the proposed upper bound, we have found the average rate
upper bound under short-term (P sm = P, ∀m = 1, 2) condition
which is compared with its exact value obtained by (26). It
is worth noting that, in all simulations, the parameters of the
distributions are set to 1. Also, all results, except Fig. 5 that is
found under σ2 = 10 condition, have been obtained with noise
variance σ2 = 1. Further discussions about the simulation
results are presented in Section VI.
IV. SECONDARY CHANNEL AVERAGE RATE OPTIMIZATION;
LIMITED PU RECEIVED INTERFERENCE POWER AND
IMPERFECT SU-PU CSI FEEDBACK
As mentioned before, depending on the fading character-
istics such as the channel coherence time and the amount
of feedback resources, it may not be possible to provide
the secondary transmitter with perfect SU-PU channel state
information. Hence, this part restudies the secondary channel
average rate under the more realistic case where there is
imperfect SU-PU CSI available at the SU transmitter. Again,
the imperfect information can be obtained in different ways
such as by direct collaboration of the secondary transmitter
and the primary receiver or by means of a band manager
which mediates between the two parties [51]. Implementing
this partial channel quality information, we have an estimate
of the channel which can be modeled as
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h˜sp = βhsp +
√
1− β2ε. (32)
Here, ε is a Gaussian noise CN (0, λsp) uncorrelated with hsp,
h˜sp represents the channel estimate available at the secondary
transmitter and β is the correlation coefficient determining the
channel estimation quality. This is a well accepted model of
partial channel quality information addressed in the literature
[23], [52]–[54]. In practice, β depends on a number of parame-
ters such as training sequence, SNR, Doppler frequency or the
number of quantization regions considered for the SU-PU CSI
feedback [23], [52]–[54]. Finally, using (32) and the Rayleigh-
fading channels, the probability density functions fgsp,g˜sp and
fg˜sp , g˜sp = |h˜sp|2, are found as
fgsp,g˜sp(x, y) =
1
(1− β2)λsp2 e
− x+y
(1−β2)λsp I0(
2β
√
xy
(1− β2)λsp )
(33)
and
fg˜sp(x) =
1
λsp
e−
x
λsp , x ≥ 0, (34)
respectively [23]. Here, I0(.) is the zeroth-order modified
Bessel function of the first kind.
Let Ip be the maximum peak interference that the primary
receiver can tolerate. Based on the channel estimate, the
transmission power of the secondary user is selected to be
P sm =
Ip
g˜sp
, m = 1...M + 1. In this way, the secondary channel
SINR, i.e., (3), is replaced by
γsm =
Ipgss
g˜sp(P pgps + σ2)
. (35)
Therefore, (10) is changed into
R¯s =
M+1∑
m=1
Rsm Pr{Rsm ≤ log(1 +
Ipgss
g˜sp(P pgps + σ2)
) < Rsm−1}
(36)
which can be further simplified to
R¯s =
∑M+1
m=1 R
s
m Pr{ϑm ≤ I
pgss
g˜sp(P pgps+σ2) < ϑm−1}
=
∑M+1
m=1 R
s
m
∫∞
0
∫∞
0
fg˜sp(z)fgps(y)
(
Fgss (
z(P py+σ2)ϑm−1
Ip
)
−Fgss( z(P
py+σ2)ϑm
Ip
)
)
dydz
= Eg˜sp,gps
{ ∑M+1
m=1 R
s
m
(
Fgss (
g˜sp(P pgps+σ2)ϑm−1
Ip
)
−Fgss( g˜
sp(P pgps+σ2)ϑm
Ip
)
)}
.
(37)
Finally, considering Rayleigh-fading channels, the secondary
channel average rate is obtained by
R¯s = 1
λps
1
λsp
M+1∑
m=1
Rsm
∞∫
0
∞∫
0
e−(
y
λps +
z
λsp )
(
e−
z
λssIp (P
py+σ2)ϑm
−e− zλssIp (P py+σ2)ϑm−1
)
dydz
= 1
λps
1
λsp
M+1∑
m=1
Rsm
∞∫
0
(
e
−( 1
λsp +
σ2
λssIp ϑm)z
1
λps +
P pϑm
λssIp z
− e−(
1
λsp +
σ2
λssIp ϑm−1)z
1
λps +
P pϑm−1
λssIp z
)
dz
= λ
ssIp
λpsλspP p
∑M+1
m=1 R
s
m
(
J(ϑm−1)− J(ϑm)
)
(38)
where
J(x)
.
=
e(
λssIp
λspx +σ
2) 1
λpsP p
x
Ei
(− 1
λpsP p
(
λssIp
λspx
+ σ2)
)
. (39)
Setting P sm =
Ip
g˜sp
, the interference power received at the
primary receiver would be g
spIp
g˜sp
. Therefore, due to imperfect
secondary-primary link estimation, there may be times when
the desired received interference constraint is not satisfied.
In order to tackle this problem, the secondary transmitter
must back off its transmission power so that it meets the
primary channel quality-of-service requirements [55]. Finding
the received interference cdf can help us to determine a
reduced input power, so that the interference constraint is
satisfied with high probability. Let Q = g
spIp
g˜sp
. Then, (33) and
[23, Eq. 35] can be used to find the interference cdf as
F int(t|Ip) = Pr{Q ≤ t|Ip} =
∫ ∞
0
∫ ∞
xIp
t
fgsp,g˜sp(x, y)dxdy
=
1
2
(1 +
1− Ip
t√
(1 + I
p
t
)
2 − 4β2Ip
t
) (40)
which is a function of the constant Ip. Therefore, the new
reduced power I˜p, which with probability pi keeps the inter-
ference less than Ip, can be found as the solution of equation
F int(I
p|I˜p) = pi. Finally, with the same procedure as before,
the asymptotic performance bound of the channel is obtained
by
R¯s,∞ = Eg˜sp,gps,gss{log(1 + I
pgss
g˜sp(P pgps + σ2)
)}. (41)
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Figure 6. Average rate vs primary user received interference power, imperfect
CSI scenario, P p = 2.
Figures 6-9 provide better insight about the effect of ARQ
feedback on the SU-SU channel performance under imperfect
CSI condition; implementing different number of ARQ feed-
back bits, Fig. 6 and 7 demonstrate the channel average rate
for fixed PU transmission and received interference powers,
respectively. Again, the figures represent the two M = 0 and
M → ∞ cases as two ultimate channel performance bounds.
Further, setting Ip = 10, P p = 2 and pi = 0.9, Fig. 8 verifies
the influence of estimation quality, i.e., β, on the average
rate of the SU-SU channel. Finally, the effect of interference
probability pi is studied in Fig. 9 where the results are obtained
for fixed P p = 2, Ip = 10, and β = 0.8.
V. SECONDARY CHANNEL AVERAGE RATE; LIMITED
OUTAGE PROBABILITY SCENARIO
While the channel average rate is a parameter demonstrating
the channel long-term transmission limits, outage probability
is another quality-of-service metric which characterizes a
network degree of reliability. There are a number of methods
reducing the channel outage probability [28] among which
ARQ feedback is one of the most well-known ones [6], [35],
[36]. With this background, this part restudies the previous re-
sults under the condition that data transmission is constrained
to have limited outage probability.
In a general ARQ-based approach outage happens if, along
with all previous ones, the last retransmission fails. There-
fore, considering limited peak transmission power, the outage
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probability of the secondary user is obtained by
Pr {outage}s = Pr{RsM+1 > log(1 +
Pgss
P pgps + σ2
)}
=
∫ ∞
0
fgps(y) Pr{gss < (P
py + σ2)ϑM+1
P
}dy
= Egps{Fgss( (P
pgps + σ2)ϑM+1
P
)}. (42)
Consequently, adding a new constraint Pr {outage}s ≤
pioutage to the previous peak power limited rate maximization
problem, i.e., (11), results in a new optimization problem
R¯s,max = max
Rsm, m=1...M+1
Egps
{
M+1∑
m=1
Rsm
(
Fgss (
(P pgps+σ2)ϑm−1
P
)
−Fgss( (P
pgps+σ2)ϑm
P
)
)}
subject to Egps{Fgss( (P
pgps+σ2)ϑM+1
P
)} ≤ pioutage
(43)
that can be solved numerically. Note that for Rayleigh-fading
channels (42) is simplified to
Pr {outage}s =
∫ ∞
0
1
λps
e−
y
λps (1− e−
(P py+σ2)ϑM+1
λssP )dy
= 1− e
−
σ2ϑM+1
λssP
1 + λ
psP pϑM+1
λssP
. (44)
Considering limited received interference power condition,
on the other hand, the outage probability of the secondary
channel is formulated as
Pr{outage}s = Pr{RsM+1 > log(1 +
Ipgss
g˜sp(P pgps + σ2)
)}
=
∫ ∞
0
∫ ∞
0
fg˜sp(z)fgps(y) Pr{gss < z(P
py + σ2)ϑM+1
Ip
}dzdy
= Eg˜sp,gps{Fgss( g˜
sp(P pgps + σ2)ϑM+1
Ip
)} (45)
which for Rayleigh-fading channels leads to
Pr {outage}s = 1−
1
λps
1
λsp
∫∞
0
∫∞
0
e−(
y
λps +
z
λsp )e−
z
λssIp (P
py+σ2)ϑM+1dzdy
= 1 + λ
ssIp
λpsλspP p
J(ϑM+1).
(46)
Therefore, the optimal outage and interference power lim-
ited average rate of the channel is obtained by numerical
solution of the problem
R¯s,max = max
Rsm,∀m
Eg˜sp,gps
{ M+1∑
m=1
Rsm
(
Fgss (
g˜sp(P pgps+σ2)ϑm−1
Ip
)
−Fgss( g˜
sp(P pgps+σ2)ϑm
Ip
)
)}
subject to Eg˜sp,gps{Fgss( g˜
sp(P pgps+σ2)ϑM+1
Ip
)} ≤ pioutage.
(47)
Finally, assuming a fixed SU transmission power, the outage
probability of the primary user communicating at rate Rp is
found as
Pr {outage}p = Pr{Rp > log(1 + P
pgpp
Pgsp + σ2
)}
= Egsp{Fgpp( (Pg
sp + σ2)(eR
p − 1)
P p
)}. (48)
Therefore, for Rayleigh-fading channels, the SU transmission
power satisfying a PU outage probability constraint pioutage, i.e,
Pr {outage}p ≤ pioutage, is found as
P = max{0, λ
spP p
λpp(eRp − 1)(
e−λ
pp( e
Rp
−1
P p )σ
2
1− pioutage − 1)} (49)
which will change the rate optimization problem correspond-
ingly. Moreover, considering both SU transmission power
and PU outage probability constraints, (49) can be used to
determine the optimal SU transmission power, which will be
the minimum of the powers obtained by these two constraints.
Also, it is interesting to note that with proper parameter as-
signments the results obtained under limited SU transmission
power condition, e.g., Fig. 2, can be represented as the ones
under the PU outage probability constraint as well.
Implementing M = 1 and 2 bits ARQ feedback and limited
SU input power scenario, the average rates have been found for
fixed primary user input power P p = 2, as illustrated in Fig.
10. The SU outage probability constraint has been selected to
be pioutage = 0.1. Also, considering the same conditions, Fig.
11 demonstrates the SU-SU channel average rate under PU
received interference limited scenario. Finally, setting P p =
2, the effect of the SU outage probability constraint on the
average rate of the channel is further studied in Fig. 12 where
the results are obtained for M = 0 and 1 bit ARQ feedback
and different power constraints. In this case, both SU input
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Figure 10. Outage limited average rate vs secondary user input power, perfect
CSI scenario, P p = 2.
power P and PU received interference power I p are selected
to be limited by 10. Also, considering Rp = 0.3 and P p = 2,
the figure represents the SU achievable rates in PU outage
limited conditions.
VI. DISCUSSIONS
Theoretical and simulation results emphasize on a number
of interesting points that can be listed as follows:
• The effect of HARQ feedback: While substantial perfor-
mance improvement is achieved with even a single ARQ
feedback round (Fig. 2 and 6), the presence of a primary
user leads to drastic rate decrement for the secondary user
(Fig. 3 and 7). This result is valid for both perfect and
imperfect SU-PU CSI assumptions. Moreover, with the
same total primary input power, increasing the number of
primary users can drastically reduce the SU-SU channel
average rate (Fig. 4). There is an interesting intuition
behind this point; The SU average rate gains very much
from the cases where the cross channels, and correspond-
ingly the interferences, are weak. However, in a system
with a number of PUs experiencing independent pdfs it
is more likely that, at any time instant, some of the cross
channels experience high gain realizations. Therefore, the
SU average rate reduces since the received interference
increases. Then, as seen in the figure, this effect becomes
more critical as the number of ARQ rounds increases. On
the other hand, increasing the number of primary users
reduces the effect of hybrid ARQ feedback.
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• Long-term vs short-term constraints: Considering limited
SU input power (or equivalently, limited PU interference
power with perfect SU-PU CSI scenario), optimal (long-
term) power allocation increases the SU-SU channel
average rate in low SINR conditions. However, this effect
diminishes in high SINR regimes and the rates converge
to the ones obtained with short-term power constraint
(Fig. 5).
• The effect of imperfect CSI: The quality of the secondary-
primary channel state information can significantly affect
the secondary channel average rate under interference
limited conditions (Fig. 8). Moreover, having imperfect
SU-PU CSI, the tolerance of the primary user, modeled
by interference temperature probability pi, plays a great
role in the secondary channel average rate. That is,
the more secure the interference temperature should be
satisfied, the less average rate is achieved at the secondary
channel, converging to zero (Fig. 9).
• The effect of the SU outage probability constraints:
The presence of the SU outage probability constraint
results in significant rate reduction under both perfect and
imperfect CSI scenarios. However, increasing the ARQ
retransmission rounds or the input power, the effect of
the SU outage probability constraint diminishes and it is
possible to reach (almost) the same performance as with
no outage probability limitation (Fig. 10-12). Particularly,
with infinite ARQ feedback bits the rates converge to
the asymptotic channel performance bound with no SU
outage probability constraint. Finally, although not seen
in the figures, simulation results show that considering
harder SU outage probability constraints, i.e., smaller
pioutage, leads to closer optimal retransmission rates, con-
verging to origin.
• The effect of the PU outage probability constraints: While
no data transmission is permitted under hard PU outage
probability constraints, considerable transmission rates
are achievable in the SU-SU channel under more relaxed
PU outage limited conditions (Fig. 12).
VII. CONCLUSION
This paper investigated the average rate of quasi-static
spectrum sharing networks utilizing hybrid automatic repeat
request feedback. The unlicensed secondary channel perfor-
mance was studied in different situations. Under both peak and
average input power constraints, the channel average rate was
determined under primary user limited received interference
power conditions when there is perfect or imperfect infor-
mation about the interference available at the SU transmitter.
Then, we proposed an approximate solution for power allo-
cation between INR HARQ-based data retransmissions which
can be applied in single-user networks as well. Finally, the last
part of the paper focused on the effect of outage probability
where, satisfying the previous constraints, the optimal average
rates were found under outage-limited conditions. Simulation
results show substantial performance improvement with even a
single HARQ-based retransmission in all simulations. Finally,
further studies about the system performance under both
secondary user transmission power and primary user received
interference power constraints are left for the future.
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