The main result of this paper is an O(i-n L ) iteration interior-point algorithm for linear programming, that does not need to follow the central trajectory to retain the complexity bound and so can be augmented by a standard line search of the potential function. This 
iterations. Todd and Burrell [13] suggested that Karmarkar's algorithm could be implemented with a standard line-search at each iteration, with a substantial potential for decreasing the actual iteration count, at the cost of an increase in the complexity bound by nii to O( n 4 L ) operations. Anstreicher [2] has shown a safeguarded line-search that retains the overall complexity bound of O( n 3 -5 L ) iterations, but it is not clear whether this method is more or less efficient in practice than a standard line-search. Karmarkar 's algorithm and all of its projective transformation variants and extensions (Todd and Burrell [13] , Anstreicher [1] , Gay [51, Rinaldi [2] , Ye [16] , and [4] , for example) all retain the O( n L ) iteration count. Gonzaga [7] has presented an O( n L ) iteration count algorithm that uses a potential function but does not perform projective transformations.
In [11] , Renegar was the first to develop an interior method for solving a linear program with an O(-ii L) iteration count. The algorithm works by tracing the central trajectory (see Megiddo [9] and Bayer and Lagarias [3] ) with Newton steps. Other central trajectory pathfollowing algorithms with the O(iii L) iteration count have been developed since then, see
Gonzaga [6] , Monteiro and Adler [101, Vaidya [15] , and Todd and Ye [14] , among others. If the initial feasible solution to the linear program is not near the central trajectory, the problem is artificially augmented at the start so that the initial solution is near the central trajectory, and so the algorithm can be initiated. Because the iterates must stay close to the central trajectory, the use of a line-search does not appear as promising for increasing the performance, as it does for projective transformation based algorithms. Nevertheless, the worst-case complexity bound on the iteration count for a central-trajectory path-following algorithm is a nii improvement over the bound for a projective transformation algorithm.
Quite recently, Ye [17, 18] has presented an interior-point algorithm that has the advantage of the central trajectory methods (an O(iE L ) iteration count) along with the advantages of the projective transformation methods ( the method can be initiated directly from any interior solution and the use of a standard line-search appears promising).
In this paper, we present two interior-point algorithms for linear programming, that use only primal affine scaling and a projected gradient of a potential function. The second algorithm, which is structurally similar to Ye's algorithm [18] , has an O(,-L ) iteration count, and shares the advantages of starting the algorithm directly from any interior point, as well as being able to use a line-search at each iteration.
The first algorithm, presented in Section 3, is an extension of Gonzaga's algorithm for linear programming, but does not make the restrictive assumption of a known optimal objective function value. Performance of the algorithm is measured with the potential function T n F(x, s) = q In (xTs) -ln(x) f=l where x is the vector of primal variables and s is the vector of dual slack variables, and q = n + i-. At each iteration, the algorithm either takes a primal step or recomputes the dual feasible solution. Primal iterates decrease the potential function by at least .18, whereas dual iterates decrease the potential function by at least .2ii . This leads to an overall iteration bound of O( n L ) iterations.
In Section 4, we modify the algorithm of Section 3, and measure its performance with the primal-dual potential function
where again q = n + . Like the algorithm of Section 3, at each iteration this algorithm either takes a primal step or recomputes the dual feasible solution. Both primal and dual iterates decrease the potential function by at least .02, and this leads to an overall iteration bound of O(ii-n L ) iterations.
The analysis of Section 4 suggests that the factor of nii plays a very important role in the potential function parameter q = n + . This is examined from a complexity point of view in Section 5, where it is shown that q = n + ni is optimal in the following sense.
Suppose that q = n + nt, where t > 0 . Then the algorithm will solve the linear program in O( nr L ) iterations, where r = max ( t, 1 -t ). Thus the the value of t that minimizes the complexity bound is t = 1/2, which yields the O(i'-L) iterations algorithm of Section 4.
Section 5 contains concluding remarks.
2. Notation, Assumptions, and Preliminaries. If x or s is a vector in R n , then X or S refers to the n x n diagonal matrix with diagonal entries corresponding to the components of x or s. Let e be the vector of ones, e = (1, 1,..., 1), where typically the dimension of e is n. If x e R n then Ilxllp refers to the p-norm of x, where 1 < p < .
Our concern is with solving a linear program of the form 
The proof of Proposition of 2.1 follows from the inequality in the following remark:
Remark 2.1. If x > 0 and s > 0 are vectors in R n , then
Proof. Let t = Xs. Then T n n T n n ln(x s) -I In(xj)-; ln(sj) = n ln(e t)-E n(tj) .
However, n T ri (tj/eTt) < (l/n) j=1 because the vector t = e is a maximizer of the product term. Thus,
Proof of Proposition 2.1. After O( L (q -n)/8) iterations of the algorithm, the current primal-dual iterates (x, s) satisfy
and so
However, by combining the above with inequality (2.3), we obtain (q -n) lnT-
-Tso ln andso In(x s) < -L, and s can be rounded to optimal primal and dual solutions. whereby,
A Primal Potential Function Algorithm for LP that Converges in O( n L ) Iterations
In this section we consider an algorithm for solving LP by using the primal potential function F(x, s) of (2.1). Our principal motivation for this algorithm is the work of Gonzaga [71, who presented an O( n L ) iteration algorithm based on a primal potential function where the optimal objective function value is presumed known. Herein, we remove this restrictive assumption, and demonstrate a primal-dual property underlying Gonzaga's methodology that will be used in primal-dual potential function based algorithms in Sections 4 and 5.
Let us assume that x and (, s) are primal and dual feasible solutions, and that x > 0. Because scaling does not affect the potential function, we assume now that x = e, and so the current duality gap is e s. Let us now compute the projection of VxF(e, s), the gradient of F(x, s) at (e, s) in the x-coordinates, onto the null space of A. The gradient of F(x, s) in the x-coordinates at (e, s) is given by:
te s and its projection onto the null-space of A is given by
If we replace (eTs ) in the above expression by the unknown quantity A , we obtain the direction function
where A is a positive scalar. 
Upon setting a = .38 and noting that lldIl 2 = .8 , we obtain
.
In order to analyze the case when I ldI 12 < .8, we proceed as follows. Step 0. Initialize. Set q = n + i, y = .8
Step 1. Test for Optimality.
-TIf x s < l, stop.
Step 2. Rescale. Set A = AX,c=Xc,t =sX.
Step 3. Compute Direction Function.
If Ild(e t )112 > , go to Step 5. Otherwise go to Step 4.
Step 4. Recompute Dual Variables.
TSolve for A E (0, e t ) such that A is the smallest value of A for which I{d(A )112 = .
Set t = +dA)) and tr =(AA ) A [c Set = Ir and s = X t , and go to Step1.
Step 5. Take
Step in Primal Variable Space. ) and so can be done exactly (within roundoff error) by using the quadratic formula. This is reminiscent of the dual-variable update procedure presented in Anstreicher [1] , that also solves for a vector of appropriate norm in order to update dual variables. 
A Primal-Dual Potential Function Algorithm that solves LP in O(-nL) Iterations.
In this section, we modify the ideas and the algorithm presented in Section 3, by using the primal-dual potential function G(x, s) of (2.2) with q = n + fi-n. Our principal motivation for this algorithm is again the work of Gonzaga [7] . The resulting algorithm converges in O(fin L ) iterations, and is an algorithm similar to the O('n L ) iteration algorithm of Ye [18] . There is a strong connection between the algorithm of this section and Ye's algorithm, which is discussed at the end of the section.
We begin the analysis by returning to the analysis developed at the start of Section 3.
We assume that x and (, s) are our primal and dual feasible solutions, that x > 0 and that the LP has been rescaled so that x = e, so that the current duality gap is e s
We Set q=n+ -n, y = .22
Step 1. Test for Optimality -TIf xs < gt, stop.
c=Xc, t =Xs is
Step 2. Rescale Step 5. Take step in Primal variable space. The algorithm of Ye [18] was the first (and at this point, the only other) algorithm with a complexity bound of O(i-n L ) iterations that does not explicitly require a condition that the iterates lie near the central trajectory. His algorithm is similar to Algorithm 2 in many ways. First, both algorithms use primal scaling only, compute a direction function based on the projected gradient of the potential function, and take either a step in the primal space or a step in the dual slack space. However, the control sequence for when to take a primal versus a dual step is different in the two algorithms. Even if both algorithms utilize a line-search, they still may perform differently. This is because of the control logic for when to take a primal or a dual step.
On the Optimality of q = n + I-i in Algorithm 2
In Section 4, we have presented an O(T-n L ) iteration algorithm for LP, by choosing the value q = n + iif in the primal-dual potential function G(x, s) of (2.2). In this section, we consider modifying Algorithm 2 in two ways: by setting q = n + nt, where t > 0, and by setting y = .22n -k where k >0. We will prove: which states:
G(e,s) -G(e,s) < -(q -n) (q -n-. 2 We now are in a position to prove a result regarding potential function improvement if we take a dual step. One can easily verify that the potential function improvement in a primal step is O( 2 ).
Thus, a large value of y is desirable. However, if y > O( nt -1 /2 ) and t < 1/2, then a potential function improvement in a dual step cannot be guaranteed. The formula for y in Theorem 5.1 is the largest (and best) value of y with respect to minimizing the complexity bound of the algorithm.
Concluding Remarks
Algorithm Complexity. The overall complexity of Algorithm 2 is O( n 3 -5 L)
operations, because at each of the i~i L iterations an m x m system of equations must be solved, which requires O( n 3 ) operations. However, by solving the system inexactly using, for example, the updating algorithm of Gonzaga 6] as presented in [7] , it should be possible to reduce the overall complexity by a factor of Ti to O( n 3 L ) iterations.
However, this modification will probably not be very useful in practice, as it limits the use of a line-search of the potential function. 
