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Abstract
This work discusses the boundedness of solutions for impulsive Duffing equation
with time-dependent polynomial potentials. By KAM theorem, we prove that all solu-
tions of the Duffing equation with low regularity in time undergoing suitable impulses
are bounded for all time and that there are many (positive Lebesgue measure) quasi-
periodic solutions clustering at infinity. This result extends some well-known results on
Duffing equations to impulsive Duffing equations.
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1. Introduction
Let us begin with the harmonic oscillator (linear spring)
x¨+ k2 x = 0.
All solutions of this equation are bounded for t ∈ R. That is, this equation
is Lagrange stable. However, the stability is violated when the linear spring is
stressed by an external force, periodic in time. More exactly, there is a unbounded
solution to the equation
x¨+ k2 x = p(t)
where the frequency of p is equal to the frequency k of the spring itself. Now let
us consider a nonlinear equation
x¨+ x3 = 0.
This equation is a Hamiltonian system whose all solutions are periodic in time,
thus, it is Lagrange stable, too. An interesting problem is that whether or not
x¨+ x3 = p(t)
∗The corresponding author. E-mail addresses: chenlu@zju.edu.cn (L. Chen), jian-
huashen2013@163.com (J. Shen), xpyuan@fudan.edu.cn (X. Yuan).
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is stable when p(t) is periodic in time. Inspired by the question of Littlewood [10],
Morris [13] in 1976 gave a positive answer. Actually, there is a long history for this
subject. In 1962, Moser [14] proposed to study the boundedness of all solutions
for Duffing equation
x¨+ αx3 + βx = p(t),
where α > 0, β ∈ R are constants, p(t) is a continuous function with period
1. Subsequently, Morris’s boundedness result was, by Dieckerhoff-Zehnder [3] in
1987, extended to a family of Duffing equations
x¨+ x2n+1 +
2n∑
i=0
xipi(t) = 0, n ≥ 1, (∗)
where pi(t)(i = 0, 1, · · · , 2n) are 1-periodic and sufficiently smooth functions. The
smoothness has been recently relaxed to Cγ-Ho¨lder continuity with γ > 1 − 1
n
in
[29]. See[6, 9, 11, 12, 25, 26-28] for more details.
The equation (∗) can be regarded as x¨ + x2n+1 = 0 with a perturbation∑2n
i=0 x
ipi(t). The results mentioned as the above show that the nonlinear equation
x¨ + x2n+1 = 0 is Lagrange stable under a periodic perturbation in the equation
itself.
What happens when the nonlinear equation x¨ + x2n+1 = 0 is subject to both
periodic perturbation and an impulse at the same time?
In the present paper, we will discuss the boundedness of solutions and the ex-
istence of quasi-periodic solutions for the impulsive Duffing equation
x¨+ x2n+1 +
∑2n
i=0 x
ipi(t) = 0, t 6= tj , n ≥ 1,
△x(tj) := x(t+j )− x(t−j ) = Ij(x(t−j ), x˙(t−j )),
△x˙(tj) := x˙(t+j )− x˙(t−j ) = Jj(x(t−j ), x˙(t−j )), j = ±1,±2, · · · ,
(1.1)
where for j = ±1,±2, · · · , {tj} is a strictly increasing sequence of real numbers,
which is called an impulsive time sequence, Ij , Jj : R
2 → R are the sequences of
impulsive functions, and where pi(t)(0 ≤ i ≤ 2n) are 1-periodic functions.
There are few results on Lagrange stability and the existence of quasi-periodic
solutions of impulsive differential equations. However, there are many studies on
the existence of periodic solutions of impulsive differential equations. See [4, 5,
16,17, 20,24], for example. We refer the reader to classical monographs [1, 7] for
the general theory of impulsive differential equations.
2. Statement of results
To formulate our main result we have to introduce some notations and hy-
potheses.
Let R,C,N and Z be the sets of all real numbers, complex numbers, natural
numbers and integers, respectively. Denote by T the impulsive time sequence
{tj}, j = ±1,±2, · · ·, and denote by A the set of indexes j.
We say that a function x(t) is a solution of Eq. (1.1) if it satisfies (1.1). In
Section 3, we will describe in detail the properties of the solution operators for
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equation (1.1), and explain why all the solutions of (1.1) exist for all t ∈ R under
appropriate hypotheses on the impulsive functions.
In the present paper, we assume that the following condition (H) holds true.
(H) There exists a positive integer k such that 0 < t1 < t2 < · · · < tk < 1,
and that tj’s, Ij(x, y)’s, Jj(x, y)’s are k-periodic in j in the sense that tj+k =
tj + 1, Ij+k(x, y) = Ij(x, y), Jj+k(x, y) = Jj(x, y), for all j ∈ A, (x, y) ∈ R2.
Let T1 := R/Z. The main result in this paper are the following theorem.
Theorem 2.1. Suppose that condition (H) holds and that for each n + 1 ≤ i ≤
2n, pi(t) ∈ Cγ(T1) with γ > 1 − 1n , and for each 0 ≤ i ≤ n, pi(t) ∈ L(T1). In
addition, assume that
(i) for j = 1, 2, · · · , k, Ij(x, y), Jj(x, y) ∈ C5(R2), and for some constant E ≫ 1
and any non-negative integers p, q(p + q ≤ 5), there is a constant B = B(E)
depending on E such that∣∣∣∣∣∂p+qIj(x, y)∂xp∂yq · (h0(x, y)) p2n+2+ q2
∣∣∣∣∣ ≤ B < +∞,
∣∣∣∣∣∂p+qJj(x, y)∂xp∂yq · (h0(x, y)) p−n2n+2+ q2
∣∣∣∣∣ ≤ B < +∞,
whenever x2 + y2 ≥ E, where h0(x, y) = 12(n+1)x2n+2 + 12y2.
(ii) for j = 1, 2, · · · , k, the impulsive maps Φj : (x, y) 7→ (x, y) + (Ij(x, y), Jj(x, y))
are area-preserving homeomorphisms of R2.
Then the time-1 map P˜ : (x, x˙)t=0 7→ (x, x˙)t=1 of Eq. (1.1) possesses many (positive
Lebesgue measure) invariant closed curves whose radiuses tend to infinity, and thus
every solution x(t) of (1.1) is bounded for all time, i.e. it exists for all t ∈ R and
sup
t∈R
(|x(t)|+ |x˙(t)|) ≤ C˜ < +∞,
where C˜ = C˜(x(0), x˙(0)) depends the initial data (x(0), x˙(0)).
Remark 2.1. It is well-known that the solutions of autonomous unforced Duffing
equations are a family of closed curves in the phase plane. Due to the existence
of impulsive forces, the closed curves cannot be preserved usually. In [18], the
choice of impulsive functions Ij ≡ 0, Jj = −2x˙(t−j ) ensures that the trajectories
of corresponding autonomous Duffing equation subject to impulsive forcing can-
not escape the closed curve. In [2], the trajectories of corresponding autonomous
Duffing equation subject to impulsive forcing probably escape the closed curve,
and Moser’s twist theorem works for the equation studied. Compared with the
those imposed on the impulsive functions, the conditions of the present Theorem
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2.1 are easier to be realized. Indeed, let Ij(x, y) be independent of (x, y), that is
Ij(x, y) = αj ∈ R, and let
Jj(x, y) =
n∑
m=0
βjmx
m, βjm ∈ R,
where j = 1, 2, · · · , k. Then conditions (i) and (ii) of Theorem 2.1 are clearly
satisfied. More examples can be given. For example, if n ≥ 5, then the following
impulsive functions:
Ij(x, y) = αj , Jj(x, y) = βj sin(x+ γj) or Jj(x, y) = βje
−x2, βje
−x4, · · · ,
where αj, βj, γj ∈ R, j = 1, 2, · · · , k, satisfy conditions (i) and (ii) of Theorem 2.1.
It is interesting to observe that the above impulsive functions Ij ’s and Jj ’s do
not satisfy the condition (i) of Theorem 1.1 in [2].
Remark 2.2. If Ij(x, y) ≡ 0, Jj(x, y) ≡ 0, j = 1, 2, · · · , k, then conditions (i) and
(ii) of Theorem 2.1 naturally hold and Eq. (1.1) is just the unforced Duffing equa-
tion (1.2). Therefore, Theorem 2.1 generalizes the result by Yuan [29] for (1.2) to
the impulsive forcing analogous ones.
Remark 2.3. In condition (ii) of Theorem 2.1, the assumption that Φj : (x, y) 7→
(x, y) + (Ij(x, y), Jj(x, y)) are area-preserving is equivalent to
∂Ij
∂x
+
∂Jj
∂y
+
∂Ij
∂x
· ∂Jj
∂y
− ∂Ij
∂y
· ∂Jj
∂x
= 0 or − 2
for any j = 1, 2, · · · , k and (x, y) ∈ R2.
Remark 2.4. The equation (1.2) is a Hamiltonian system with the Hamiltonian
function
H = h0(x, y) +R(x, y, t),
where
R(x, y, t) =
2n∑
i=0
1
i+ 1
pi(t)x
i+1.
We point out that H can be generalized to more general function of (x, y, t), not
necessarily to be a polynomial of (x, y). Here it is essential to regard R as a
relatively small perturbation with respect to h0:∣∣∣∂m1x ∂m2y (h0(x, y)−1R(x, y, t))∣∣∣ <∞, x2 + y2 →∞.
4
See [8] for the detail. Without this relatively small condition imposed on the per-
turbation R, the stability might have been violated. In the present paper, the
condition (i) of Theorem 2.1 implies that the impulses are also relatively small
with respect to h0. A relatively large impulse might violate the stability, too. So
the condition (i) of Theorem 2.1 should be reasonable.
3. Properties of solution operators
In this section, we will discuss and establish some properties of solution oper-
ators for impulsive differential equations.
3.1. Local properties of solutions for impulsive differential equations
We begin with some basic results on the impulsive differential equation
u˙ = F (t, u), t 6= tj,
△u(tj) = Lj(u(tj)), j ∈ A,
△u(tj) := u(t+j )− u(tj), j ∈ A
(3.1)
with the initial value condition
u(τ+) = u0, (3.2)
where τ ∈ R, u0 ∈ Rm, m ∈ N, and where u(τ+) = u(τ) if τ /∈ T . Let I ⊆ R be
an open interval, and G ⊆ Rm, an open connected set. Suppose that
(H1) F : I×G 7→ Rm is continuous, locally Lipschitz in the second variable.
(H2) {tj} is a strictly increasing sequence of real numbers, and |tj | → ∞ as
|j| → ∞.
(H3) The impulsive functions Lj : G→ Rm are continuous for all j ∈ A.
Let J ⊆ I be an open interval.
Definition 3.1. A function ϕ : J→ Rm belongs to the set PC(J, T ) if
(a) it is left continuous;
(b) it is continuous, except, possibly, points of T ∩ J, where it has discontinuities
of the first kind.
The Definition 3.1 means that if ϕ(t) ∈ PC(J, T ), then ϕ(t+j ) = limt→tj+0 ϕ(t)
exists and ϕ(t−j ) = ϕ(tj), where ϕ(t
−
j ) = limt→tj−0 ϕ(t), tj ∈ J ∩ T .
Definition 3.2. A function ϕ : J→ Rm belongs to the set PC1(J, T ) if ϕ(t), ϕ˙(t) ∈
PC(J, T ), where the derivative at points of J∩T is assumed to be the left deriva-
5
tive.
Assume that ψ : J→ Rm is a solution of (3.1).
Lemma 3.1. [1] The solution ψ of (3.1) belongs to PC1(J, T ).
Proposition 3.1. [1] A function ψ(t) ∈ PC1(J, T ), ψ(τ+) = u0, is a solution of
(3.1) if and only if
ψ(t) =
{
u0 +
∫ t
τ F (s, ψ(s))ds+
∑
τ≤tj<t Lj(ψ(tj)), t ≥ τ,
u0 +
∫ t
τ F (s, ψ(s))ds−
∑
t≤tj<τ Lj(ψ(tj)), t < τ.
We have the following local properties of solutions for equation (3.1).
Lemma 3.2. (Local properties) [1, 7, 15] Assume that the conditions (H1)-(H3)
hold and that every jump equation
u = v + Lj(v), (3.3)
j ∈ A, u ∈ G, has at most one solution with respect to v ∈ G. Then
(i) for any τ ∈ I and u0 ∈ G, there is a unique (local) solution u = u(t; τ, u0) of
Eq. (3.1) satisfying the initial value condition (3.2), which exists on (τ −α, τ +α)
for some α > 0.
(ii) the map Qt : u0 7→ u(t; τ, u0) is continuous in u0 for t ∈ (τ − α, τ + α) \ T .
(iii) the solution has elastic property, that is, for any b0 > 0, there is rb0 > 0 such
that the inequality |u0| ≥ rb0 implies |u(t; τ, u0)| ≥ b0, for t ∈ (τ − α, τ + α) \ T .
Subject to impulsive forcing differential equation (3.1), the equation
z˙ = F (t, z) (3.4)
is called the corresponding continuous equation or the corresponding unforced
differential equation, of (3.1).
It should be mentioned that the extension of a (local) solution of (3.1) over
a maximal interval of existence is more complicated than that of (3.4). As an
example, let us consider the following equation:{
u˙ = 1 + u2, t 6= tj := jπ4 ,
△u(t) = −1, t = jπ
4
, ∀j ∈ A, (3.5)
whose solution u(t) satisfying u(0) = 0 is continuable for all t ∈ R. In fact, this
solution has the form
6
u(t) = tan
(
t− jπ
4
)
, t ∈
(
jπ
4
,
(j + 1)π
4
]
, j ∈ A ∪ {0}.
However, the corresponding continuous equation
z˙ = 1 + z2, t ∈ R (3.6)
has the solution z(t) = tan t satisfying z(0) = 0, whose maximal interval of exis-
tence is (−π/2, π/2). It is also interesting if we check the solution of (3.5) with
u(0) = u0, where u0 ≥ 1. Indeed, since the corresponding solution of (3.6) with
z(0) = u0 is z(t) = tan(t + β), where β = arctan u0 such that π/4 ≤ β < π/2,
whose maximal interval of existence is (β−π/2, π/2−β) and so the corresponding
integral curve cannot arrive at the first impulse moment t1 = π/4. As a result,
the solution u(t) of (3.5) with u(0) = u0 ≥ 1 is not continuable to the moment t1.
Thus, the solution does not exist on [π/4,∞).
For general cases, let (τ, u0) ∈ I ×G be given. Denote by u(t) = u(t; τ, u0) a
solution of (3.1) satisfying u(τ+) = u0. We can extend the solution over a maximal
interval of existence in the following way:
(1) t is increasing, t ≥ τ ;
(2) t is decreasing, t ≤ τ .
The case (1), in its own turn, consists of two sub-cases:
(1-1) τ /∈ T ;
(1-2) τ ∈ T , τ = tj for some j ∈ A, say.
In the sequel, we denote by z(t; κ, ν), κ ∈ I, ν ∈ G, a solution of (3.4) such that
z(κ; κ, ν) = ν.
Let us consider the sub-case (1-1). That is, the initial moment is not a dis-
continuous point. To be more concrete, suppose that tj−1 < τ < tj for some
fixed j ∈ A. Denote by [τ, r), τ < r, the right maximal interval of the so-
lution z(t; τ, u0). If r ≤ tj , then [τ, r) is the maximal interval of u(t), and
u(t) = z(t; τ, u0) for t ∈ [τ, r). Otherwise, r > tj , and if u(tj) + Lj(u(tj)) /∈ G,
then u(t) is not continuable beyond t = tj , and the right maximal interval of
u(t) is [τ, tj). If u(tj) + Lj(u(tj)) ∈ G, then u(t) can be extended to the right
as u(t) = z(t; tj , u(t
+
j )), where u(t
+
j ) = u(tj) + Lj(u(tj)). Denote by [tj , r) the
right maximal interval of z(t; tj , u(t
+
j )). If r ≤ tj+1, then [τ, r) is the right max-
imal interval of u(t), and u(t) = z(t; tj , u(t
+
j )) for t ∈ [tj , r). If r > tj+1, and
u(tj+1) + Lj+1(u(tj+1)) /∈ G, then the right maximal interval of u(t) is [τ, tj+1).
If r > tj+1 and u(tj+1) + Lj+1(u(tj+1)) ∈ G, then u(t) can be continued as
z(t; tj+1, u(t
+
j+1)), where u(t
+
j+1) = u(tj+1) + Lj+1(u(tj+1)), and so on.
Now, consider the sub-case (1-2), τ = tj for some j ∈ A. That is, the initial
moment is a discontinuous point. Denote by [τ, r), τ < r, the right maximal interval
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of the solution z(t; τ, u0). If r ≤ tj+1, then [τ+, r) is the maximal interval of u(t),
and u(t) = z(t; τ, u0) for τ < t < r. If r > tj+1, and if u(tj+1)+Lj+1(u(tj+1)) /∈ G,
then u(t) is not continuable beyond t = tj+1, and the right maximal interval of
u(t) is [τ+, tj+1]. If u(tj+1) + Lj+1(u(tj+1)) ∈ G, then u(t) can be extended to the
right as u(t) = z(t; tj+1, u(t
+
j+1)), where u(t
+
j+1) = u(tj+1)+Lj+1(u(tj+1)). The rest
is as in the sub-case (1-1).
Next consider the left extension of the solution. That is, the case (2). Fix
j ∈ A such that tj < τ ≤ tj+1. Denote by (l, τ ], l < τ , the left maximal interval
of existence of the solution z(t; τ, u0). If l > tj , then (l, τ ] is the left maximal
interval of u(t). If l = tj and z(t
+
j ; τ, u0) does not exist, then (l, τ ] is the left max-
imal interval of u(t). Otherwise, if l = tj and z(t
+
j ; τ, u0) exists, or if l < tj , then
u(t+j ) = z(t
+
j ; τ, u0). Now, if the jump equation
u(t+j ) = v + Lj(v) (3.7)
is solvable with respect to v in G, then take the solution of this equation as u(tj),
and continue z(t; tj , u(tj)) of (3.4) at the left side of tj. If (3.7) does not have a
solution in G, then (tj , τ ] is the left maximal interval of u(t). Remark that (3.7)
may have several (even infinitely many) solutions. Assume that one solution v of
(3.7) can be chosen, then proceeding in above way, one could finally construct a
left maximal interval of u(t).
Unite the left and right maximal intervals to obtain the maximal interval of
u(t). It should be pointed out, as one can see from the above discussion, that the
solution u(t; τ, u0) of (3.1) may have more than one left and right maximal interval,
and that the solution may have a right-closed maximal interval.
3.2. Global properties of solutions for impulsive differential equations
In order to explain why all the solutions of impulsive Duffing equation (1.1)
exist for all t ∈ R under appropriate hypotheses on the impulsive functions, we
first establish a general result for equation (3.1). We consider Eq. (3.4) under the
following assumption:
(H4) For any (τ, z0) ∈ R×G, there exists a unique solution z(t, τ, z0) of (3.4) with
the maximal interval of existence Ja := (τ − a, τ + a), such that inf{a|(τ, z0) ∈
R×G} = δ > 0, where δ is independent of τ and z0.
Lemma 3.3. (Global properties) Assume that the conditions (H1)-(H4) hold with
I = R. In addition, assume that
(A) 0 < tj − tj−1 < δ for ∀j ∈ A, where t0 := 0;
(B) u ∈ G implies that u+ Lj(u) ∈ G for all j ∈ A;
(C) for any j ∈ A and u ∈ G, every jump equation (3.3) has unique solution with
respect to v ∈ G.
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Then the following conclusions hold true:
(a) for any τ ∈ R, u0 ∈ G, there is a unique (global) solution u = u(t; τ, u0) of Eq.
(3.1) satisfying the initial value condition (3.2), and it exists for all t ∈ R.
(b) the map Qt : u0 7→ u(t; τ, u0) is continuous in u0 for t ∈ R \ T .
(c) the solution has elastic property, that is, for any b0 > 0, there is rb0 > 0 such
that the inequality |u0| ≥ rb0 implies |u(t; τ, u0)| ≥ b0, for t ∈ R \ T .
Proof. We first prove (a) if:
(1) t is increasing, t ≥ τ ;
(2) t is decreasing, t ≤ τ .
For the case (1), let τ ∈ [tm−1, tm) for some m ∈ A, and let z0(t) be the solution
of the initial value problem {
z˙ = F (t, z), t ≥ τ,
z(τ) = u0,
defined on J Ra0 := [τ, τ +a0)(a0 > 0). By conditions (H4) and (A), tm ∈ (τ, τ +a0).
Thus, z0(tm) ∈ G. Using condition (B) yields z0(tm) + Lm(z0(tm)) ∈ G. Then we
may let z1(t) be the solution of the second initial value problem{
z˙ = F (t, z), t ≥ tm,
z(tm) = z0(tm) + Lm(z0(tm)),
defined on J Ra1 := [tm, tm + a1)(a1 > 0). It is clear that tm+1 ∈ (tm, tm + a1).
Thus, z1(tm+1) ∈ G, and so z1(tm+1) + Lm+1(z1(tm+1)) ∈ G. Then, we may again
formulate an initial value problem of the form{
z˙ = F (t, z), t ≥ tm+1,
z(tm+1) = z1(tm+1) + Lm+1(z1(tm+1)),
whose solution z2(t) exists on some interval J Ra2 := [tm+1, tm+1 + a2)(a2 > 0). By
repeating this procedure, by induction, we may obtain the solution zk(t) of the
initial value problem{
z˙ = F (t, z), t ≥ tm+n−1,
z(tm+n−1) = zn−1(tm+n−1) + Lm+n−1(zn−1(tm+n−1)),
defined on J Ran := [tm+n−1, tm+n−1 + an)(an > 0), n = 1, 2, · · ·. Finally, we define
u(t) by
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u(t) =

z0(t), τ ≤ t ≤ tm,
z1(t), tm < t ≤ tm+1,
...
zn(t), tm+n−1 < t ≤ tm+n, n = 1, 2, · · · .
Then it is easy to verify that u(t) is the solution of (3.1) defined on [τ,∞), the
right side of τ , such that u(τ+) = u0.
For the case (2), let τ ∈ [tm−1, tm) for some m ∈ A, and let z0(t) be the solution
of the initial value problem {
z˙ = F (t, z), t ≤ τ,
z(τ) = u0,
defined on J La0 := (τ−a0, τ ](a0 > 0). By conditions (H4) and (A), tm−1 ∈ (τ−a0, τ ].
Thus, z0(tm−1) ∈ G. Denote u(t) := z0(t) for tm−1 ≤ t ≤ τ . From condition (C)
we see that the jump equation
u(tm−1) = v + Lm−1(v)
has unique solution with respect to v ∈ G, then take the solution of this equation
as u(t−m−1). Then we may let z1(t) be the solution of the second initial value prob-
lem {
z˙ = F (t, z), t ≤ tm−1,
z(tm−1) = u(t
−
m−1),
defined on J La1 := (tm−1−a1, tm−1](a1 > 0). It is clear that tm−2 ∈ (tm−1−a1, tm−1).
Thus, z1(tm−2) ∈ G. Denote u(t) = z1(t) for tm−2 ≤ t ≤ tm−1. From condition (C)
we see that the jump equation
u(tm−2) = v + Lm−2(v)
has unique solution with respect to v ∈ G, then take the solution of this equa-
tion as u(t−m−2). Thus, we may again formulate an initial value problem of the form{
z˙ = F (t, z), t ≤ tm−2,
z(tm−2) = u(t
−
m−2),
whose solution z2(t) exists on some interval J La2 := (tm−2 − a2, tm−2](a2 > 0). By
repeating this procedure, by induction, we may obtain the solution zn(t) of the
initial value problem {
z˙ = F (t, z), t ≤ tm−n,
z(tm−n) = u(t
−
m−n),
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defined on J Lan := (tm−n−an, tm−n](an > 0), n = 1, 2, · · ·. Finally, we define u(t) by
u(t) =

z0(t), tm−1 < t ≤ τ,
z1(t), tm−2 < t ≤ tm−1,
...
zn(t), tm−n−1 < t ≤ tm−n, n = 1, 2, · · · .
Then it is easy to verify that u(t) is the solution of (3.1) defined on (−∞, τ ], the
left side of τ , such that u(τ+) = u0.
Uniting the cases (1) and (2), we have that the solution u = u(t; τ, u0) of (3.1)
exists for t ∈ R. Thus, the proof of conclusion (a) is complete. The proof of
conclusions (b) and (c) is similar to that of Lemma 3.2 as in [1, 7]. We omit the
details.
Remark 3.1. It is interesting to observe that the example in (3.5) can be illus-
trated using Lemma 3.3.
The following corollary is a direct result of Lemma 3.3, which was used in the
existing literature. For example, see [1, 7, 15].
Corollary 3.1. Under the conditions of Lemma 3.3, except that (H4) and (A)
are replaced by the condition that all the solutions of (3.4) exist for all t ∈ R, the
conclusions of Lemma 3.3 still hold true.
Remark 3.2. In equation (3.1), if u˙ = F (t, u) is conservative and the impulsive
maps Φ˜j : u 7→ u+Lj(u)(j ∈ A) are homeomorphisms of Rm, then the map Qt in
Lemmas 3.2-3.3 is a homeomorphism for t ∈ R \ T .
3.3. Global existence of solutions for impulsive Duffing equation
We will deduce some global properties of impulsive Duffing equation (1.1) under
condition (H). To this end, by letting y = x˙ and noting that x(t−j ) = x(tj), y(t
−
j ) =
y(tj), we can rewrite equation (1.1) as an equivalent system of the form
x˙ = y, t 6= tj,
y˙ = −x2n+1 −∑2ni=0 pi(t)xi, t 6= tj;
△x(tj) = Ij(x(tj), y(tj)),
△y(tj) = Jj(x(tj), y(tj)), j = 1, 2, · · · , k.
(3.8)
Corollary 3.2. Suppose that condition (H) holds and that for each n + 1 ≤ i ≤
2n, pi(t) ∈ Cγ(T1) with γ > 1− 1n , and for each 0 ≤ i ≤ n, pi(t) ∈ L(T1). In addi-
tion, assume that for each j = 1, 2, · · · , k and any fixed (u, v) ∈ R2 the jump system{
u = x+ Ij(x, y),
v = y + Jj(x, y)
(3.9)
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has unique solution with respect to (x, y) ∈ R2. Then
(a) for any τ ∈ R, (x0, y0) ∈ R2, there is a unique solution (x(t), y(t)) = (x(t; τ, x0,
y0), y(t; τ, x0, y0) of Eq. (3.8) satisfying the initial condition x(τ
+) = x0, y(τ
+) =
y0, and it exists for all t ∈ R.
(b) the map Qt : (x0, y0) 7→ (x(t; τ, x0, y0), y(t; τ, x0, y0) is continuous in (x0, y0)
for t ∈ R \ T .
(c) the solution has elastic property, that is, for any b0 > 0, there is rb0 > 0
such that the inequalities |x0| ≥ rb0 , |y0| ≥ rb0 implies that |x(t; τ, x0, y0)| ≥ b0 and
|y(t; τ, x0, y0)| ≥ b0 for t ∈ R \ T .
Proof. By [29] we know that every solution (x(t), y(t)) of the unforced Duffing
equation {
x˙ = y,
y˙ = −x2n+1 −∑2ni=0 pi(t)xi (3.10)
satisfying the initial value condition (x(t0), y(t0)) = (x0, y0), where t0 ∈ R, (x0, y0) ∈
R2 is unique and exists for all t ∈ R. Thus, by Lemma 3.3 or Corollary 3.1, we
see that the conclusions of Corollary 3.2 hold true.
Remark 3.3. Under condition (H), if for each j = 1, 2, · · · , k, the impulsive maps
Φj : (x, y) 7→ (x, y) + (Ij(x, y), Jj(x, y)) are homeomorphisms of R2, then for any
fixed (u, v) ∈ R2 and each j = 1, 2, · · · , k, jump system (3.9) has unique solution
with respect to (x, y) ∈ R2.
4. Time-1 map of impulsive Duffing eqiuation
In this section, we will establish some properties of time-1 map for (3.8). To
this end, we first describe the time-1 map of equation (3.1). Let us assume that
conditions (H1)-(H3) hold with I = R, G = R
m and that the following condition
(H5) holds.
(H5) F is 1-periodic in the first variable, and there exists a positive integer k such
that 0 < t1 < t2 < · · · < tk < 1, tj+k = tj +1, and Lj+k(u) = Lj(u) for ∀j ∈ A and
∀u ∈ Rm.
Let u(t) = u(t; u0) be the solution of (3.1) satisfying the initial condition
u(0) = u0. Let
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P0 : u0 7→ u(t1) := u1,
Φ˜1 : u1 7→ u1 + L1(u1) = u(t+1 ) := u+1 ,
P1 : u
+
1 7→ u(t2) := u2,
Φ˜2 : u2 7→ u2 + L2(u2) = u(t+2 ) := u+2 ,
...
Pk−1 : u
+
k−1 7→ u(tk) := uk,
Φ˜k : uk 7→ uk + Lk(uk) = u(t+k ) := u+k ,
Pk : u
+
k 7→ u(1).
Then the time-1 map P : u0 7→ u(1) of (3.1) can be expressed by
P = Pk ◦ Φ˜k ◦ · · · ◦ P1 ◦ Φ˜1 ◦ P0.
Remark 4.1. Under condition (H5), if u˙ = F (t, u) is conservative and the impul-
sive maps Φ˜j : u 7→ u + Lj(u)(j = 1, · · · , k) are area-preserving homeomorphism
of Rm, then P is an area-preserving homeomorphism of Rm.
In order to deduce the properties of the time-1 map of impulsive Duffing equa-
tion (3.8), we denote by (x(t), y(t) = (x(t; x0, y0), y(t; x0, y0)) the solution of (3.8)
satisfying the initial condition (x(0), y(0) = (x0, y0). Let
P˜0 : (x0, y0) 7→ (x(t1), y(t1)) := (x1, y1),
Φ1 : (x1, y1) 7→ (x1 + I1(x1, y1), y1 + J1(x1, y1)) = (x(t+1 ), y(t+1 )) := (x+1 , y+1 ),
P˜1 : (x
+
1 , y
+
1 ) 7→ (x(t2), y(t2)) := (x2, y2),
Φ2 : (x2, y2) 7→ (x2 + I2(x2, y2), y2 + J2(x2, y2)) = (x(t+2 ), y(t+2 )) := (x+2 , y+2 ),
...
P˜k−1 : (x
+
k−1, y
+
k−1) 7→ (x(tk), y(tk)) := (xk, yk),
Φk : (xk, yk) 7→ (xk + Ik(xk, yk), yk + Jk(xk, yk)) = (x(t+k ), y(t+k ) := (x+k , y+k ),
P˜k : (x
+
k , y
+
k ) 7→ (x(1), y(1)).
Then the time-1 map P˜ : (x0, y0) 7→ (x(1), y(1)) of (3.8) can be expressed by
P˜ = P˜k ◦ Φk ◦ · · · ◦ P˜1 ◦ Φ1 ◦ P˜0.
Remark 4.2. Under condition (H), if the impulsive maps Φj : (x, y) 7→ (x, y) +
(Ij(x, y), Jj(x, y))(j = 1, 2, · · · , k) are area-preserving, then the time-1 map P˜ of
(3.8) is area-preserving, too.
From Corollary 3.2 and Remark 3.3, we have the following
Corollary 4.1. Suppose that the condition (H) holds and that for each n+1 ≤ i ≤
2n, pi(t) ∈ Cγ(T1) with γ > 1− 1n , and for each 0 ≤ i ≤ n, pi(t) ∈ L(T1). In addi-
tion, assume that the impulsive maps Φj : (x, y) 7→ (x, y) + (Ij(x, y), Jj(x, y))(j =
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1, 2, · · · , k) are homeomorphisms of R2. Then the time-1 map P˜ of (3.8) is a home-
omorphisms of R2. Moreover, for any b0 > 0, there is rb0 > 0 such that the in-
equalities |x0| ≥ rb0 , |y0| ≥ rb0 implies that |x(1; x0, y0)| ≥ b0 and |y(1; x0, y0)| ≥ b0.
5. Action-angle variables
Let
x = AX. (5.1)
Then from equation (1.2), we get
AX¨ + A2n+1X2n+1 +
2n∑
i=0
AiX ipi(t) = 0,
here and in the sequel, A is a constant large enough. That is,
X¨ + A2nX2n+1 +
2n∑
i=0
Ai−1X ipi(t) = 0. (5.2)
Let
Y = A−nX˙ = A−n−1x˙ = A−n−1y. (5.3)
Then, from (3.8), (5.1)-(5.3), we have
Y˙ = A−nX¨ = A−n(−A2nX2n+1 −
2n∑
i=0
Ai−1X ipi(t))
= −AnX2n+1 −
2n∑
i=0
Ai−n−1X ipi(t),
∆X(tj) := X(t
+
j )−X(tj) = A−1∆x(tj) = A−1Ij(AX(tj), An+1Y (tj)),
∆Y (tj) := Y (t
+
j )− Y (tj) = A−n−1∆y(tj) = A−n−1Jj(AX(tj), An+1Y (tj)).
Thus, 
X˙ = ∂H
∗
∂Y
, t 6= tj,
Y˙ = −∂H∗
∂X
, t 6= tj,
∆X(tj) = A
−1Ij(AX(tj), A
n+1Y (tj)) := I˜j(X(tj), Y (tj)),
∆Y (tj) = A
−n−1Jj(AX(tj), A
n+1Y (tj)) := J˜j(X(tj), Y (tj)),
(5.4)
where j = 1, 2, · · · , k, and
H∗(X, Y, t) = An
(
1
2
Y 2 +
1
2(n+ 1)
X2(n+1)
)
+
2n∑
i=0
pi(t)
i+ 1
Ai−n−1X i+1. (5.5)
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Remark 5.1. Let I˜j = I˜j(X, Y ), J˜j = J˜j(X, Y )). Then, from (5.4), the condition
(ii) of Theorem 2.1 and Remark 2.3, we have
∂I˜j
∂X
+
∂J˜j
∂Y
+
∂I˜j
∂X
· ∂J˜j
∂Y
− ∂I˜j
∂Y
· ∂J˜j
∂X
= 0 or − 2.
This implies that the absolute value ||∆|| = 1 of Jacobian for impulsive maps
Φ˜∗j : (X, Y ) 7→ (X, Y ) + (I˜j(X, Y ), J˜j(X, Y )), j = 1, · · · , k. Thus each Φ˜∗j are area-
preserving homeomorphisms of R2.
Consider an auxiliary Hamiltonian system{
X˙ =
∂H∗0
∂Y
,
Y˙ = −∂H∗0
∂X
,
(5.6)
where
H∗0 (X, Y ) =
1
2
Y 2 +
1
2(n+ 1)
X2(n+1).
Let (X0(t), Y0(t)) be the solution of (5.6) with initial (X0(0), Y0(0)) = (1, 0). Then
this solution is clearly periodic. Let T0 be its minimal positive period. By energy
conservation, we have
(a1) (n+ 1)Y
2
0 (t) +X
2n+2
0 (t) ≡ 1;
(a2) X0(−t) = X0(t), Y0(−t) = −Y0(t);
(a3) X˙0(t) = Y0(t), Y˙0(t) = −X2n+10 (t);
(a4) X0(t+ T0) = X0(t), Y0(t+ T0) = Y0(t).
Let T1
s
= {t ∈ C/Z : |Imt| < s} for any s > 0. We construct the following
symplectic transformation
Ψ0 :
{
X = cαλαX0(θT0),
Y = cβλβY0(θT0),
(5.7)
where α = 1
n+2
, β = 1− α = n+1
n+2
, c = 1
αT0
and where (λ, θ) ∈ R+ ×T1 is action-
angle variables. By calculation, det∂(X,Y )
∂(θ,λ)
= 1. Thus the transformation is indeed
symplectic. Clearly Ψ0(λ, θ) is analytic in (λ, θ) ∈ R+ × T1s0 with some constant
s0 > 1.
By (5.7), we have
λ =
1
c
[X2n+2 + (n + 1)Y 2]
n+2
2n+2 . (5.8)
We claim that there exists inverse function X˜−10 such that
θ = X˜−10 (c
−αλ−αX). (5.9)
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Indeed, from (5.7) we have X0(θT0) = c
−αλ−αX . We consider θ ∈ [0, 1). For the
case when θ ∈ [0, 1
2
], by (a3) we get
dX0(θT0)
dθ
= T0Y0(θT0) < 0. Thus, we have
θ = T−10 X
−1
0 (c
−αλ−αX). For the case when θ ∈ (1
2
, 1), by using (5.7), (a2) and (a4)
we have
X = cαλαX0(θT0) = c
αλαX0(−θT0) = cαλαX0((1− θ)T0).
Let ξ = 1 − θ, then ξ ∈ (0, 1
2
). Thus, we have dX0(ξT0)
dξ
= T0Y0(ξT0) < 0 for
ξ ∈ (0, 1
2
). Then we get
ξ = T−10 X
−1
0 (c
−αλ−αX) =⇒ θ = 1− T−10 X−10 (c−αλ−αX).
Now, from (5.4) we have that for j = 1, 2, · · · , k{
X(t+j ) = X(tj) + I˜j(X(tj), Y (tj)),
Y (t+j ) = Y (tj) + J˜j(X(tj), Y (tj)).
(5.10)
Using (5.7) we have X(tj) = c
1
n+2λ
1
n+2 (tj)X0(θ(tj)T0),
Y (tj) = c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0).
(5.11)
Then using (5.7)-(5.11) we have that for j = 1, 2, · · · , k
△λ(tj) = λ(t+j )− λ(tj)
=
1
c
{[X(tj) + I˜j(X(tj), Y (tj))]2n+2 + (n+ 1)[Y (tj) + J˜j(X(tj), Y (tj))]2}
n+2
2n+2
−λ(tj)
=
1
c
{[c 1n+2λ 1n+2 (tj)X0(θ(tj)T0)
+I˜j(c
1
n+2λ
1
n+2 (tj)X0(θ(tj)T0), c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0))]
2n+2
+(n+ 1)[c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0)
+J˜j(c
1
n+2λ
1
n+2 (tj)X0(θ(tj)T0), c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0))]
2} n+22n+2 − λ(tj)
:= J∗j (λ(tj), θ(tj))
and
△θ(tj) = θ(t+j )− θ(tj)
= X˜−10 (c
−αλ−α(t+j )X(t
+
j ))− θ(tj)
= X˜−10 ({[c
1
n+2λ
1
n+2 (tj)X0(θ(tj)T0)
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+I˜j(c
1
n+2λ
1
n+2 (tj)X0(θ(tj)T0), c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0))]
2n+2
+(n+ 1)[c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0)
+J˜j(c
1
n+2λ
1
n+2 (tj)X0(θ(tj)T0), c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0))]
2}− 12n+2
·[c 1n+2λ 1n+2 (tj)X0(θ(tj)T0)
+I˜j(c
1
n+2λ
1
n+2 (tj)X0(θ(tj)T0), c
n+1
n+2λ
n+1
n+2 (tj)Y0(θ(tj)T0))])
−θ(tj)
:= I∗j (λ(tj), θ(tj)).
Thus, under Ψ0, equation (5.4) is changed into
θ˙ = ∂H
∂λ
, t 6= tj ,
λ˙ = −∂H
∂θ
, t 6= tj ,
△θ(tj) = I∗j (λ(tj), θ(tj)),
△λ(tj) = J∗j (λ(tj), θ(tj)), j = 1, 2, · · · , k,
(5.12)
where H = H0(λ) +R(λ, θ, t) with
H0(λ) = d · An · λ
2(n+1)
n+2 , d =
c2β
2(n+ 1)
(5.13)
and
R(λ, θ, t) =
2n∑
i=0
pi(t)
i+ 1
Ai−n−1(cαX0(θT0))
i+1λα(i+1). (5.14)
Clearly, R(λ, θ, t) = O(An−1) for A→∞ and fixed λ in some compact intervals.
6. Approximation Lemma
First, we cite an approximation lemma (see [22-23, 29] for the detail). We start
by recalling some definitions and setting some new notations. Assume that X is a
Banach space with the norm ‖ · ‖X . First recall that Cµ(Rn;X) for 0 < µ < 1 de-
notes the space of bounded Ho¨lder continuous functions f : Rn → X with the form
‖f‖Cµ,X = sup
0<|x−y|<1
‖f(x)− f(y)‖X
|x− y|µ + supx∈Rn ‖f(x)‖X .
If µ = 0 then ‖f‖Cµ,X denotes the sup-norm. For ℓ = m + µ with m ∈ N and
0 ≤ µ < 1, we denote by Cℓ(Rn, X) the space of functions f : Rn → X with
Ho¨lder continuous partial derivatives, i.e., ∂αf ∈ Cµ(Rn;Xα) for all multi-indices
α = (α1, · · · , αn) ∈ Nn with the assumption that |α| := |α1| + · · · + |αn| ≤ m,
andXα is the Banach space of bounded operators T : Π
|α|(Rn)→ X with the norm
‖T‖Xα = sup
{
‖T (u1, u2, · · · , u|α|)‖X : ‖ui‖ = 1, 1 ≤ i ≤ |α|
}
.
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We define the norm ‖f‖Cℓ = sup|α|≤ℓ ‖∂αf‖Cµ,Xα.
Lemma 6.1. ( Jackson-Moser-Zehnder) Let f ∈ Cℓ(Rn;X) for some ℓ > 0 with
finite Cℓ norm over Rn. Let φ be a radical-symmetric, C∞ function, having as
support the closure of the unit ball centered at the origin, where φ is completely
flat and takes value 1, and let K = φˆ be its Fourier transform. For all σ > 0 define
fσ(x) := Kσ ∗ f = 1
σn
∫
Tn
K(
x− y
σ
)f(y)dy.
Then there exists a constant C ≥ 1 depending only on ℓ and n such that the fol-
lowing holds: For any σ > 0, the function fσ(x) is a real-analytic function from
Cn to X such that if ∆nσ denotes the n-dimensional complex strip of width σ,
∆nσ := {x ∈ Cn||Imxj | ≤ σ, 1 ≤ j ≤ n} ,
then for ∀α ∈ Nn with |α| ≤ ℓ one has
sup
x∈∆nσ
‖∂αfσ(x)−
∑
|β|≤ℓ−|α|
∂β+αf(Rex)
β!
(
√−1Imx)β‖Xα ≤ C‖f‖Cℓσℓ−|α|,
and for all 0 ≤ s ≤ σ,
sup
x∈∆ns
‖∂αfσ(x)− ∂αfs(x)‖Xα ≤ C‖f‖Cℓσℓ−|α|.
The function fσ preserves periodicity (i.e., if f is T-periodic in any of its vari-
able xj, so is fσ).
By this lemma, for each pi ∈ Cγ(T1), i = n + 1, n+ 2, · · · , 2n, and any ε > 0,
there is a real analytic function (a complex value function f(t) of complex variable
t in some domain in C is called real analytic if it is analytic in the domain and is
real for real argument t) pi,ε(t) from T
1
ε to C such that
sup
t∈T1
|pi,ε(t)− pi(t)| ≤ Cεγ‖pi‖Cγ
and
sup
t∈T1ε
|pi,ε(t)| ≤ C‖pi‖Cγ .
Write
R(λ, θ, t) = Rε(λ, θ, t) +R
ε(λ, θ, t),
where
Rε(λ, θ, t) =
2n∑
i=n+1
1
i+ 1
Ai−n−1c
i+1
n+2X i+10 (θT0)λ
i+1
n+2pi,ε(t),
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Rε(λ, θ, t) =
n∑
i=0
1
i+ 1
Ai−n−1c
i+1
n+2X i+10 (θT0)λ
i+1
n+2pi(t)
+
2n∑
i=n+1
1
i+ 1
Ai−n−1c
i+1
n+2X i+10 (θT0)λ
i+1
n+2 (pi(t)− pi,ε(t)).
Now let us restrict λ to some compact intervals, [1,4], say. Let
A−1 < ε0. (6.1)
For a sufficiently small ε0 > 0, letting
ε =
(
ε0
An−1
) 1
γ
,
by Lemma 6.1, we have the following facts:
(I) Rε(λ, θ, t) is real analytic in (λ, θ) ∈ [1, 4]×T1
s0
for fixed t ∈ T1 and Rε(λ, θ, ·) ∈
L1(T1) for fixed (λ, θ) ∈ [1, 4]×T1
s0
, and
sup
(λ,θ,t)∈[1,4]×T1
s0
×T1
|Rε(λ, θ, t)| ≤ Cε0,
where C is a constant depending on only ‖pi‖Cγ . Here and in the sequel, we denote
by C a universal constant which may be different in different place.
(II) Rε(λ, θ, t) is real analytic in (λ, θ, T ) ∈ [1, 4]×T1s0 ×T1ε and
sup
(λ,θ,t)∈[1,4]×T1s0×T
1
ε
|Rε(λ, θ, t)| ≤ CAn−1,
where C depends on only ‖pi‖Cγ . Therefore, we have
H(λ, θ, t) = H0(λ) +Rε(λ, θ, t) +R
ε(λ, θ, t). (6.2)
7. Some symplectic transformations
Following the idea of [29], we will look for a series of symplectic transforma-
tions Ψ1, · · · ,ΨN such that HN := ΨN ◦ΨN−1 ◦ · · · ◦Ψ1 ◦H = HN0 +O(ε0), where
HN0 (µ) ≈ Anµ
2(n+1)
n+2 so that Moser’s twist theorem works for HN . To this end, we
collect some conclusions verified in [29] as the following lemmas. For the detail,
see Section 4 of [29].
Lemma 7.1. [29] Let H(λ, θ, t) be the same as (6.2). Then there is a symplectic
diffeomorphism Ψ1 depending periodically on t of the form
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Ψ1 :
{
λ = µ˜+ u1(µ˜, φ˜, t),
θ = φ˜+ v1(µ˜, φ˜, t),
where supD1 |u1| ≤ CA−1, supD1 |v1| ≤ CA−1 and D1 = [1+O(A−1), 4−O(A−1)]×
T1
s0/2
× T1ε/2. Moreover the transformed Hamiltonian vectorfield Ψ1(XH) = XH1
is of the form
H1(µ˜, φ˜, t) = H10 (µ˜, t) + R˜
1
ε(µ˜, φ˜, t) + Ψ1 ◦Rε,
where
sup
D1
|R˜1ε(µ˜, φ˜, t)| ≤ Cε
− 1
γ
0 A
n−1−̟, ̟ := n− n− 1
γ
.
Lemma 7.2. [29] There are a series of symplectic transformations Ψ1, · · · ,ΨN(Ψi
is similar to Ψ1 of Lemma 7.1, i = 2, · · · , N) with n−̟N ≤ −1, N ∈ N, which
transforms the Hamiltonian (6.2) into
HN(µ, φ, t) = ΨN ◦ · · ·◦Ψ1 ◦H = HN0 (µ, t)+RNε (µ, φ, t)+ΨN ◦ · · ·◦Ψ1 ◦Rε, (7.1)
where
HN0 (µ, t) = dA
nµ
2n+2
n+2 +O(An−1),
and A is large enough such that
A−1
(
1
ε0
)N
γ
< ε0.
Let
RN(µ, φ, t) = RNε (µ, φ, t) + ΨN ◦ · · · ◦Ψ1 ◦Rε,
then, we have
sup
(µ,φ,t)∈[2,3]×T1×T1
∫ 1
0
|∂pµ∂qφRN(µ, φ, t)|dt ≤ Cε0, (7.2)
where p, q are any non-negative integers with 0 ≤ p+ q ≤ 6.
By Lemma 7.2, one easily see that, under the symplectic transformations
Ψ1, · · · ,ΨN , the corresponding unforced equation in (5.12) can be changed into φ˙ =
∂HN
∂µ
,
µ˙ = −∂HN
∂φ
,
(7.3)
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where HN(µ, φ, t) is as in (7.1). Next we check the transformed impulsive forces
in (5.12). First, from the symplectic transformation Ψ1 in Lemma 7.1, by implicit
function theorem we have {
µ˜ = λ+ u(λ, θ, t),
φ˜ = θ + v(λ, θ, t).
From this we have that, under the symplectic transformation Ψ1, the jumps ∆θ(tj)
and ∆λ(tj) in (5.12) can be changed into
∆φ˜(tj) := φ˜(t
+
j )− φ˜(tj) = I˜∗j (µ˜(tj), φ˜(tj)),
∆µ˜(tj) := µ˜(t
+
j )− µ˜(tj) = J˜∗j (µ˜(tj), φ˜(tj)),
where j = 1, 2, · · · , k.
In same way, under the symplectic transformation Ψ2 which is similar to Ψ1,
the jumps ∆φ˜(tj) and ∆µ˜(tj) will be changed into new forms, say
∆φ¯(tj) := φ¯(t
+
j )− φ¯(tj) = I¯∗j (µ¯(tj), φ¯(tj)),
∆µ¯(tj) := µ¯(t
+
j )− µ¯(tj) = J¯∗j (µ¯(tj), φ¯(tj)),
where j = 1, 2, · · · , k.
By repeating this procedure, we can see that, under the symplectic transfor-
mations Ψ1, · · · ,ΨN in Lemma 7.2, the jumps in (5.12) are finally changed into{ △φ(tj) := φ(t+j )− φ(tj) = I∗∗j (µ(tj), φ(tj)),
△µ(tj) := µ(t+j )− µ(tj) = J∗∗j (µ(tj), φ(tj)), (7.4)
where j = 1, 2, · · · , k. Uniting (7.3) and (7.4), we see that, under Ψ1, · · · ,ΨN , Eq.
(5.12) can be transformed into
φ˙ = ∂H
N
∂µ
, t 6= tj,
µ˙ = −∂HN
∂φ
, t 6= tj ,
△φ(tj) = I∗∗j (µ(tj), φ(tj)),
△µ(tj) = J∗∗j (µ(tj), φ(tj)), j = 1, 2, · · · , k
(7.5)
It should be pointed out that, although we have not been able to formulated
explicitly I∗∗j (µ(tj), φ(tj)) and J
∗∗
j (µ(tj), φ(tj)), we can implicitly express them. In
order to make Moser’s twist theorem works for the time-1 map of (7.5), in addition
to the estimates of HN verified in Lemma 7.2, what we really need is establishing
the estimates of the impulsive functions I∗∗j (µ, φ) and J
∗∗
j (µ, φ). We will treat it
in detail in next section.
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8. Estimates of impulsive functions under symplectic transformations
In this section, by using condition (i) of Theorem 2.1, we will establish some
estimates for impulsive functions I∗∗j (µ, φ) and J
∗∗
j (µ, φ). To this end, we first give
the estimates of I∗j (λ, θ) and J
∗
j (λ, θ). In this whole section and in the sequel, all
the occurrences of j mean j = 1, 2, · · · , k.
Lemma 8.1. For (λ, θ) ∈ [1, 4]×T1, set
Iˆj(λ, θ) := A
−1Ij(Ac
αλαX0(θT0), A
n+1cβλβY0(θT0)).
Jˆj(λ, θ) := A
−n−1Jj(Ac
αλαX0(θT0), A
n+1cβλβY0(θT0)).
Then for any non-negative integers r, s(r + s ≤ 5), we have∣∣∣∣∣∂r+sIˆj(λ, θ)∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣∂r+sJˆj(λ, θ)∂λr∂θs
∣∣∣∣∣ < CA−1,
if the condition (i) of Theorem 2.1 holds.
Proof. For (λ, θ) ∈ [1, 4]×T1, by (5.1), (5.3) and (5.7), and noting (n+1)Y 20 (t)+
X2n+20 (t) ≡ 1, we have
h0(x, y) =
1
2(n+ 1)
(AX)2n+2 +
1
2
(An+1Y )2 =
1
2(n+ 1)
c
2n+2
n+2 λ
2n+2
n+2 A2n+2.
Then from condition (i) of Theorem 2.1, for any non-negative integers p and
q(p+ q ≤ 5), we have ∣∣∣∣∣∂p+qIj(x, y)∂xp∂yq
∣∣∣∣∣ ≤ CA−[p+(n+1)q], (8.1)∣∣∣∣∣∂p+qJj(x, y)∂xp∂yq
∣∣∣∣∣ ≤ CA−[p−n+(n+1)q]. (8.2)
From (5.1), (5.3) and (5.7), we have
x = AcαλαX0(θT0), y = A
n+1cβλβY0(θT0)).
Now applying the differential operator DsθD
r
λ to Iˆj(λ, θ) and Jˆj(λ, θ), we con-
sider four possible cases to prove the conclusion of Lemma 8.1.
Case 1: r = 0, s = 0. From (8.1) and (8.2) we have
|Iˆj(λ, θ)| = |A−1Ij(AcαλαX0(θT0), An+1cβλβY0(θT0))| = |A−1Ij(x, y)| < CA−1,
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|Jˆj(λ, θ)| = |A−n−1Jj(AcαλαX0(θT0), An+1cβλβY0(θT0))| = |A−n−1Jj(x, y)| < CA−1.
Case 2: 1 ≤ r ≤ 5, s = 0. One can see that ∂r Iˆj(λ,θ)
∂λr
is a sum of terms
(DqyD
p
xA
−1Ij(x, y))(D
m1
λ x)(D
m2
λ x) · · · (Dmpλ x)(Dn1λ y)(Dn2λ y) · · · (Dnqλ y),
where 1 ≤ p + q ≤ r and ∑pi=1mi +∑qi=1 ni = r. From (8.1) we have∣∣∣∣∣∂r Iˆj(λ, θ)∂λr
∣∣∣∣∣ ≤ CA−1−[p+(n+1)q] · Ap ·A(n+1)q < CA−1.
Similarly, from (8.2) we have ∣∣∣∣∣∂rJˆj(λ, θ)∂λr
∣∣∣∣∣ < CA−1.
Case 3: r = 0, 1 ≤ s ≤ 5. One can see that ∂s Iˆj(λ,θ)
∂θs
is a sum of terms
(DqyD
p
xA
−1Ij(x, y))(D
m1
θ x)(D
m2
θ x) · · · (Dmpθ x)(Dn1θ y)(Dn2θ y) · · · (Dnqθ y),
where 1 ≤ p + q ≤ s and ∑pi=1mi +∑qi=1 ni = s. From (8.1) we have∣∣∣∣∣∂sIˆj(λ, θ)∂θs
∣∣∣∣∣ ≤ CA−1−[p+(n+1)q] · Ap · A(n+1)q < CA−1.
Similarly, from (8.2) we have ∣∣∣∣∣∂sJˆj(λ, θ)∂θs
∣∣∣∣∣ < CA−1.
Case 4: r ≥ 1, s ≥ 1, r + s ≤ 5. One can see that ∂r+sIˆj(λ,θ)
∂λr∂θs
is a sum of terms
Dsθ[(D
q
yD
p
xA
−1Ij(x, y))(D
m1
λ x)(D
m2
λ x) · · · (Dmpλ x)(Dn1λ y)(Dn2λ y) · · · (Dnqλ y)],
where 1 ≤ p + q ≤ r and ∑pi=1mi +∑qi=1 ni = r. It is easily seen that
Dsθ[(D
q
yD
p
xA
−1Ij(x, y))(D
m1
λ x) · · · (Dmpλ x)(Dn1λ y) · · · (Dnqλ y)]
=
s∑
i=0
C is(D
i
θD
q
yD
p
xA
−1Ij(x, y)) ·Ds−iθ [(Dm1λ x) · · · (Dmpλ x)(Dn1λ y) · · · (Dnqλ y)],
where
(1) if i = 0, DiθD
q
yD
p
x[A
−1Ij(x, y)] = D
q
yD
p
x[A
−1Ij(x, y)];
(2) if i ≥ 1, DiθDqyDpx[A−1Ij(x, y)] is a sum of terms
(Dq+q˜y D
p+p˜
x A
−1Ij(x, y))(D
m˜1
θ x)(D
m˜2
θ x) · · · (Dm˜p˜θ x)(Dn˜1θ y)(Dn˜2θ y) · · · (Dn˜q˜θ y),
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with 1 ≤ p˜+ q˜ ≤ i and ∑p˜j=1 m˜j +∑q˜j=1 n˜j = i. Thus, from (8.1) we have∣∣∣∣∣∂r+sIˆj(λ, θ)∂λr∂θs
∣∣∣∣∣ < CA−1.
Similarly, we can get ∣∣∣∣∣∂r+sJˆj(λ, θ)∂λr∂θs
∣∣∣∣∣ < CA−1.
Then, Lemma 8.1 is proved.
Lemma 8.2. Assume that f1, f2, u, v ∈ C5(R+×T1) and that for any non-negative
integers r, s(r + s ≤ 5),∣∣∣∣∣∂r+sf1(λ, θ)∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣∂r+sf2(λ, θ)∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣∂r+su(λ, θ)∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣∂r+sv(λ, θ)∂λr∂θs
∣∣∣∣∣ < CA−1
for (λ, θ) ∈ [1 +O(A−1), 4− O(A−1)]×T1, then for such (λ, θ), we have
(1)
∣∣∣∂r+s[f1(λ,θ)·f2(λ,θ)]
∂λr∂θs
∣∣∣ < CA−1;
(2)
∣∣∣∂r+sf1(λ+u,θ+v)
∂λr∂θs
∣∣∣ < CA−1.
Proof. Consider (λ, θ) ∈ [1 +O(A−1), 4− O(A−1)]×T1.
(1) Applying DsθD
r
λ to f1 · f2, we have
DsθD
r
λ[f1 · f2] =
s∑
i2=0
r∑
i1=0
C i2s C
i1
r (D
i2
θ D
i1
λ f1)(D
s−i2
θ D
r−i1
λ f2).
Thus,
DsθD
r
λ[f1(λ, θ) · f2(λ, θ)] < CA−1.
(2) One can see that DsθD
r
λf1(λ+ u, θ + v) is a sum of terms
Dsθ[(D
q
φD
p
µf1(µ, φ))(D
m1
λ µ)(D
m2
λ µ) · · · (Dmpλ µ)(Dn1λ φ)(Dn2λ φ) · · · (Dnqλ φ)],
where µ = λ+ u, φ = θ + v, 0 ≤ p+ q ≤ r and ∑pi=1mi +∑qi=1 ni = r. It is easily
seen that
Dsθ[(D
q
φD
p
µf1(µ, φ))(D
m1
λ µ) · · · (Dmpλ µ)(Dn1λ φ) · · · (Dnqλ φ)]
=
s∑
i=0
C is(D
i
θD
q
φD
p
µf1(µ, φ)) ·Ds−iθ [(Dm1λ µ) · · · (Dmpλ µ)(Dn1λ φ) · · · (Dnqλ φ)],
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where DiθD
q
φD
p
µf1(µ, φ) is a sum of terms
(Dq+q˜φ D
p+p˜
µ f1(µ, φ))(D
m˜1
θ µ)(D
m˜2
θ µ) · · · (Dm˜p˜θ µ)(Dn˜1θ φ)(Dn˜2θ φ) · · · (Dn˜q˜θ φ),
with 0 ≤ p˜+ q˜ ≤ i and ∑p˜j=1 m˜j +∑q˜j=1 n˜j = i. Thus, we have∣∣∣∣∣∂r+sf1(λ+ u, θ + v)∂λr∂θs
∣∣∣∣∣ < CA−1.
This completes the proof of Lemma 8.2.
Lemma 8.3. Suppose that condition (i) of Theorem 2.1 holds. Set λ(tj) =
λ, θ(tj) = θ, then for any non-negative integers r, s(r + s ≤ 5), we have
(1)
∣∣∣∣∂r+sI∗j (λ,θ)∂λr∂θs
∣∣∣∣ < CA−1;
(2)
∣∣∣∣∂r+sJ∗j (λ,θ)∂λr∂θs
∣∣∣∣ < CA−1
for (λ, θ) ∈ [1+O(A−1), 4−O(A−1)]×T1, where I∗j (λ(tj), θ(tj)) and J∗j (λ(tj), , θ(tj))
are as in (5.12).
Proof. In order to simplify the calculation, set
Iˆj = Iˆj(λ, θ), Jˆj = Jˆj(λ, θ);
I∗j = I
∗
j (λ, θ), J
∗
j = J
∗
j (λ, θ),
where Iˆj(λ, θ), Jˆj(λ, θ) are explicitly given in Lemma 8.1, and I
∗
j (λ, θ), J
∗
j (λ, θ) are
explicitly given in (5.12), respectively.
We first prove conclusion (2). By (5.7), (5.10) and noting the impulsive func-
tions in (5.4) we have
J∗j (λ, θ) =
1
c
{[c 1n+2λ 1n+2X0(θT0) + Iˆj]2n+2 + (n+ 1)[c
n+1
n+2λ
n+1
n+2Y0(θT0) + Jˆj]
2} n+22n+2
−λ
=
1
c
{c 2n+2n+2 λ 2n+2n+2 X2n+20 (θT0) +
2n+2∑
i=1
C i2n+2Iˆ
i
j [c
1
n+2λ
1
n+2X0(θT0)]
2n+2−i
+(n+ 1)[c
2n+2
n+2 λ
2n+2
n+2 Y 20 (θT0) + 2Jˆjc
n+1
n+2λ
n+1
n+2Y0(θT0) + Jˆ
2
j ]}
n+2
2n+2 − λ
=
1
c
{c 2n+2n+2 λ 2n+2n+2 +
2n+2∑
i=1
C i2n+2Iˆ
i
j [c
1
n+2λ
1
n+2X0(θT0)]
2n+2−i
+(n+ 1)[2Jˆjc
n+1
n+2λ
n+1
n+2Y0(θT0) + Jˆ
2
j ]}
n+2
2n+2 − λ
= λ{1 +
2n+2∑
i=1
C i2n+2Iˆ
i
jc
−i
n+2λ
−i
n+2X2n+2−i0 (θT0)
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+(2n+ 2)Jˆjc
−n−1
n+2 λ
−n−1
n+2 Y0(θT0) + (n + 1)c
−2n−2
n+2 λ
−2n−2
n+2 Jˆ2j }
n+2
2n+2 − λ.
Set
f(λ, θ) =
2n+2∑
i=1
C i2n+2Iˆ
i
jc
−i
n+2λ
−i
n+2X2n+2−i0 (θT0) + (2n+ 2)Jˆjc
−n−1
n+2 λ
−n−1
n+2 Y0(θT0)
+(n+ 1)c
−2n−2
n+2 λ
−2n−2
n+2 Jˆ2j .
Then by Taylor’s formula we have
J∗j (λ, θ) = λ[1 + f(λ, θ)]
n+2
2n+2 − λ
= λ{1 + n+ 2
2n+ 2
[1 + ξf(λ, θ)]
−n
2n+2 · f(λ, θ)} − λ
=
n + 2
2n+ 2
[1 + ξf(λ, θ)]
−n
2n+2 · f(λ, θ) · λ,
where 0 < ξ < 1. For (λ, θ) ∈ [1+O(A−1), 4−O(A−1)]×T1, from Lemmas 8.1-8.2,
it is easily seen that for any non-negative integers r, s(r + s ≤ 5), we have∣∣∣∣∣∂r+sf(λ, θ)∂λr∂θs
∣∣∣∣∣ < CA−1.
Thus ∣∣∣∣∣∂
r+sJ∗j (λ, θ)
∂λr∂θs
∣∣∣∣∣ < CA−1. (8.3)
Next we prove conclusion (1). Using (5.7), (5.10) and noting the impulsive
functions in (5.4) we have{
Iˆj = c
α · (λ+ J∗j )α ·X0((θ + I∗j )T0)− cα · λα ·X0(θT0),
Jˆj = c
β · (λ+ J∗j )β · Y0((θ + I∗j )T0)− cβ · λβ · Y0(θT0).
(8.4)
We consider two possible cases.
Case 1: Assume that
|x0(θT0)| ≤ 2n+2
√
1
2
,
√
1
2n+ 2
≤ |y0(θT0)| ≤
√
1
n + 1
.
Then, from (8.4) one has by Taylor’s formula
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Iˆj = αc
α ·(λ+ξ1J∗j )α−1 ·X0((θ+ξ1I∗j )T0)·J∗j +T0cα ·(λ+ξ1J∗j )α ·Y0((θ+ξ1I∗j )T0)·I∗j ,
(8.5)
where 0 < ξ1 < 1. It follows
I∗j =
Iˆj − αcα · (λ+ ξ1J∗j )α−1 ·X0((θ + ξ1I∗j )T0) · J∗j
T0cα · (λ+ ξ1J∗j )α · Y0((θ + ξ1I∗j )T0)
.
Noting
√
1
2n+2
≤ |y0(θT0)| ≤
√
1
n+1
and using (8.3), (8.4) and Lemma 8.1, it is
easily seen that |y0((θ + ξ1I∗j )T0)| > c1 > 0. Then from (8.3) and Lemma 8.1 we
get
|I∗j | < CA−1. (8.6)
From (8.5) we have
Iˆj
T0cα · (λ+ ξ1J∗j )α
= X0((θ+ξ1I
∗
j )T0) ·
α · J∗j
T0 · (λ+ ξ1J∗j )
+Y0((θ+ξ1I
∗
j )T0) ·I∗j . (8.7)
Set
g1(λ, θ) =
Iˆj
T0cα · (λ+ ξ1J∗j )α
, g2(λ, θ) =
α · J∗j
T0 · (λ+ ξ1J∗j )
.
Then, from (8.3) and Lemma 8.1, for any non-negative integers r, s(r+ s ≤ 5), we
obtain ∣∣∣∣∣∂r+sg1(λ, θ)∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣∂r+sg2(λ, θ)∂λr∂θs
∣∣∣∣∣ < CA−1.
We claim that for any non-negative integers r, s(r + s ≤ 5),∣∣∣∣∣∂
r+sI∗j (λ, θ)
∂λr∂θs
∣∣∣∣∣ < CA−1. (8.8)
Since (8.6) implies that |DsθDrλI∗j | < CA−1 holds true for s = r = 0, thus induc-
tively, assume that |DsθDrλI∗j | < CA−1 holds for r + s ≤ n (0 ≤ n ≤ 4), then for
r + s = n+ 1, applying DsθD
r
λ to (8.7) we have
DsθD
r
λg1 =
s∑
i2=0
r∑
i1=0
C i2s C
i1
r [D
i2
θ D
i1
λX0((θ + ξ1I
∗
j )T0)](D
s−i2
θ D
r−i1
λ g2)
+
s∑
i2=0
r∑
i1=0
C i2s C
i1
r [D
i2
θ D
i1
λ Y0((θ + ξ1I
∗
j )T0)](D
s−i2
θ D
r−i1
λ I
∗
j ), (8.9)
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where Di2θ D
i1
λ X0((θ + ξ1I
∗
j )T0) is a sum of terms
(Dp+qη X0)(D
m˜1
θ η)(D
m˜2
θ η) · · · (Dm˜qθ η) ·Di2−iθ [(Dm1λ η)(Dm2λ η) · · · (Dmpλ η)],
and Di2θ D
i1
λ Y0((θ + ξ1I
∗
j )T0) is a sum of terms
(Dp+qη Y0)(D
m˜1
θ η)(D
m˜2
θ η) · · · (Dm˜qθ η) ·Di2−iθ [(Dm1λ η)(Dm2λ η) · · · (Dmpλ η)],
with η = (θ + ξ1I
∗
j )T0, 0 ≤ p ≤ i1, 0 ≤ q ≤ i, 0 ≤ i ≤ i2,
∑p
k=1mk = i1 and∑q
k=1 m˜k = i. One can see that the right hand of (8.9) has three highest order
terms:
Y0((θ + ξ1I
∗
j )T0) ·DsθDrλI∗j ,
T0 · ξ1 · Y0((θ + ξ1I∗j )T0) · g2 ·DsθDrλI∗j ,
−T0 · ξ1 ·X2n+10 ((θ + ξ1I∗j )T0) · I∗j ·DsθDrλI∗j .
These and (8.9) yield
DsθD
r
λI
∗
j = [Y0((θ + ξ1I
∗
j )T0) + T0 · ξ1 · Y0((θ + ξ1I∗j )T0) · g2
−T0 · ξ1 ·X2n+10 ((θ + ξ1I∗j )T0) · I∗j ]−1 · {DsθDrλg1
−
s∑
i2=0
r∑
i1=0
C i2s C
i1
r [D
i2
θ D
i1
λ X0((θ + ξ1I
∗
j )T0)](D
s−i2
θ D
r−i1
λ g2)
−
s∑
i2=0
r∑
i1=0
C i2s C
i1
r [D
i2
θ D
i1
λ Y0((θ + ξ1I
∗
j )T0)](D
s−i2
θ D
r−i1
λ I
∗
j )
+[Y0((θ + ξ1I
∗
j )T0) + T0 · ξ1 · Y0((θ + ξ1I∗j )T0) · g2
−T0 · ξ1 ·X2n+10 ((θ + ξ1I∗j )T0) · I∗j ] ·DsθDrλI∗j },
this implies that
|DsθDrλI∗j | < CA−1
holds for r + s = n + 1. Thus claim (8.8) follows.
Case 2: Assume that
2n+2
√
1
2
≤ |x0(θT0)| ≤ 1, |y0(θT0)| ≤
√
1
2n+ 2
.
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Then, from (8.4) one has by Taylor’s formula
Jˆj = βc
β(λ+ ξ2J
∗
j )
β−1Y0((θ + ξ2I
∗
j )T0) · J∗j
−T0cβ(λ+ ξ2J∗j )βX2n+10 ((θ + ξ2I∗j )T0) · I∗j ,
where 0 < ξ2 < 1. Similar to the statement as in the Case 1, we can prove (8.8).
Then, from (8.3) and (8.8) we see that Lemma 8.3 is proved.
Lemma 8.4. Assume that the condition (i) of Theorem 2.1 holds. Let µ(tj) = µ,
φ(tj) = φ, then for any non-negative integers r, s(r + s ≤ 5),∣∣∣∣∣∂
r+sI∗∗j (µ, φ)
∂µr∂φs
∣∣∣∣∣ ,
∣∣∣∣∣∂
r+sJ∗∗j (µ, φ)
∂µr∂φs
∣∣∣∣∣ < CA−1
whenever (µ, φ) ∈ [1 +O(A−1), 4−O(A−1)]×T1.
Proof. From Lemma 7.1, the symplectic diffeomorphism Ψ1 is of the form{
λ = µ˜+ u1(µ˜, φ˜, t),
θ = φ˜+ v1(µ˜, φ˜, t),
(8.10)
where supD1 |u1| ≤ CA−1, supD1 |v1| ≤ CA−1. By the implicit function theorem
we have {
µ˜ = λ+ u(λ, θ, t),
φ˜ = θ + v(λ, θ, t),
(8.11)
where |u| ≤ CA−1, |v| ≤ CA−1 for (λ, θ) ∈ [1 + O(A−1), 4 − O(A−1)] × T1.
Next we will prove that for (λ, θ) ∈ [1 + O(A−1), 4 − O(A−1)] × T1, (µ˜, φ˜) ∈
[1 + O(A−1), 4 − O(A−1)]×T1 and any non-negative integers r, s(r + s ≤ 6), the
the following estimates hold true:∣∣∣∣∣ ∂r+su∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣ ∂r+sv∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣ ∂r+sv1∂µ˜r∂φ˜s
∣∣∣∣∣ ,
∣∣∣∣∣ ∂r+su1∂µ˜r∂φ˜s
∣∣∣∣∣ < CA−1. (8.12)
Indeed, we have from [29]{
λ = µ˜+ ∂S1
∂θ
= µ˜+ ν(µ˜, θ, t),
φ˜ = θ + ∂S1
∂µ˜
= θ + g(µ˜, θ, t),
(8.13)
where
S1(µ˜, θ, t) =
∫ θ
0
[Rε](µ˜, t)−Rε(µ˜, θ, t)
∂µ˜H0(µ˜)
dθ, [Rε](µ˜, t) =
∫ 1
0
Rε(µ˜, θ, t)dθ. (8.14)
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From (8.11) and (8.13) we have
u = −ν(λ + u, θ, t), (8.15)
and |Dµ˜ν| ≤ 12 , so that u is uniquely determined by the contraction principle.
Moreover, the implicit function theorem implies that u is C6 with respect to
(λ, θ) ∈ [1 + O(A−1), 4 − O(A−1)] × T1. We claim that for any non-negative
integers r, s(r + s ≤ 6),∣∣∣∣∣ ∂r+su∂λr∂θs
∣∣∣∣∣ < CA−1, (λ, θ) ∈ [1 +O(A−1), 4− O(A−1)]×T1. (8.16)
Indeed, applying (Dλ)
n to the equation (8.15), the right hand side is a sum of terms
(Dpµ˜ν) ·Dj1λ (λ+ u) ·Dj2λ (λ+ u) · · ·Djpλ (λ+ u), (8.17)
with 1 ≤ p ≤ n and ∑pi=1 ji = n. The highest order term is the one with p = 1,
namely (Dµ˜ν) · Dnλu. Noting |u| < CA−1 and assuming that for j ≤ n − 1 the
estimates |Djλu| < CA−1 hold true, then inductively, from (8.13)-(8.15) we can
conclude that the same estimate holds true for j = n. In fact, from (8.13) and
(8.14) we have
|Dpµ˜ν| < CA−1,
so we obtain
|Dnλu| ≤
1
|(1−Dµ˜ν)| · c2A
−1 < CA−1.
The estimates of (Dθ)
j(Dλ)
iu can be proven similarly. Thus, the claim (8.16)
follows.
Similarly, for (λ, θ) ∈ [1+O(A−1), 4−O(A−1)]×T1 and (µ˜, φ˜) ∈ [1+O(A−1), 4−
O(A−1)]×T1, one concludes that∣∣∣∣∣ ∂r+sv∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣ ∂r+sv1∂µ˜r∂φ˜s
∣∣∣∣∣ ,
∣∣∣∣∣ ∂r+su1∂µ˜r∂φ˜s
∣∣∣∣∣ < CA−1, 0 ≤ r + s ≤ 6.
From Section 7, we have known that, under symplectic transformation Ψ1,
equation (5.12) can be changed into a new form, say
˙˜
φ = ∂H
1
∂µ˜
, t 6= tj ,
˙˜µ = −∂H1
∂φ˜
, t 6= tj ,
∆φ˜(tj) := φ˜(t
+
j )− φ˜(tj) = I˜∗j (µ˜(tj), φ˜(tj)),
∆µ˜(tj) := µ˜(t
+
j )− µ˜(tj) = J˜∗j (µ˜(tj), φ˜(tj)),
(8.18)
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where Hamiltonian H1 satisfies Ψ1(XH) = XH1 and is as in Lemma 7.1. For I˜
∗
j
and J˜∗j , see Section 7. From (8.11) we have{
I˜∗j (µ˜(tj), φ˜(tj)) = θ(t
+
j ) + v(λ(t
+
j ), θ(t
+
j ), tj)− θ(tj)− v(λ(tj), θ(tj), tj),
J˜∗j (µ˜(tj), φ˜(tj)) = λ(t
+
j ) + u(λ(t
+
j ), θ(t
+
j ), tj)− λ(tj)− u(λ(tj), θ(tj), tj).
(8.19)
Let µ˜(tj) = µ˜j , φ˜(tj) = φ˜j , λ(tj) = λj , θ(tj) = θj , f(λ, θ, tj) = f¯(λ, θ), where
f(λ, θ, t) is any function. Then from (8.18) and (8.19) we have by Taylor’s formula
I˜∗j (µ˜j, φ˜j) = I
∗
j (λj , θj) + v¯(λj + J
∗
j (λj, θj), θj + I
∗
j (λj , θj))− v¯(λj, θj)
= I∗j (λj , θj) + v¯λ(λj + ξ3 · J∗j (λj, θj), θj + ξ3 · I∗j (λj, θj)) · J∗j (λj , θj)
+v¯θ(λj + ξ3 · J∗j (λj, θj), θj + ξ3 · I∗j (λj, θj)) · I∗j (λj , θj)
= I∗j (µ˜j + u¯1, φ˜j + v¯1) + v¯λ(µ˜j + u¯1 + ξ3 · J∗j (µ˜j + u¯1, φ˜j + v¯1),
φ˜j + v¯1 + ξ3 · I∗j (µ˜j + u¯1, φ˜j + v¯1)) · J∗j (µ˜j + u¯1, φ˜j + v¯1)
+v¯θ(µ˜j + u¯1 + ξ3 · J∗j (µ˜j + u¯1, φ˜j + v¯1),
φ˜j + v¯1 + ξ3 · I∗j (µ˜j + u¯1, φ˜j + v¯1)) · I∗j (µ˜j + u¯1, φ˜j + v¯1),
(8.20)
where 0 < ξ3 < 1; and
J˜∗j (µ˜j, φ˜j) = J
∗
j (λj , θj) + u¯(λj + J
∗
j (λj, θj), θj + I
∗
j (λj, θj))− u¯(λj , θj)
= J∗j (λj , θj) + u¯λ(λj + ξ4 · J∗j (λj , θj), θj + ξ4 · I∗j (λj , θj)) · J∗j (λj, θj)
+u¯θ(λj + ξ4 · J∗j (λj , θj), θj + ξ4 · I∗j (λj , θj)) · I∗j (λj , θj)
= J∗j (µ˜j + u¯1, φ˜j + v¯1) + u¯λ(µ˜j + u¯1 + ξ4 · J∗j (µ˜j + u¯1, φ˜j + v¯1),
φ˜j + v¯1 + ξ4 · I∗j (µ˜j + u¯1, φ˜j + v¯1)) · J∗j (µ˜j + u¯1, φ˜j + v¯1)
+u¯θ(µ˜j + u¯1 + ξ4 · J∗j (µ˜j + u¯1, φ˜j + v¯1),
φ˜j + v¯1 + ξ3 · I∗j (µ˜j + u¯1, φ˜j + v¯1)) · I∗j (µ˜j + u¯1, φ˜j + v¯1),
(8.21)
where 0 < ξ4 < 1. By (8.12) and by letting t = tj, for (λ, θ) ∈ [1 + O(A−1), 4 −
O(A−1)] × T1, (µ˜j, φ˜j) ∈ [1 + O(A−1), 4 − O(A−1)] × T1 and any non-negative
integers r, s(r + s ≤ 5), we have∣∣∣∣∣ ∂r+sv¯θ∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣ ∂r+sv¯λ∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣ ∂r+su¯θ∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣∂r+su¯λ∂λr∂θs
∣∣∣∣∣ ,
∣∣∣∣∣∣ ∂
r+sv¯1
∂µ˜rj∂φ˜
s
j
∣∣∣∣∣∣ ,
∣∣∣∣∣∣ ∂
r+su¯1
∂µ˜rj∂φ˜
s
j
∣∣∣∣∣∣ < CA−1.
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Now, by using these estimates and applying Lemma 8.2 and Lemma 8.3 to
(8.20) and (8.21), we have that for any non-negative integers r, s(r + s ≤ 5)∣∣∣∣∣∣ ∂
r+sI˜∗j
∂µ˜rj∂φ˜
s
j
∣∣∣∣∣∣ ,
∣∣∣∣∣∣ ∂
r+sJ˜∗j
∂µ˜rj∂φ˜
s
j
∣∣∣∣∣∣ < CA−1 (8.22)
for (µ˜j , φ˜j) ∈ [1 + O(A−1), 4 − O(A−1)] × T1. Similarly, from Section 7, we have
known that, under symplectic transformation Ψ2, equation (8.18) can be changed
into a new form, say
˙¯φ = ∂H
2
∂µ¯
, t 6= tj ,
˙¯µ = −∂H2
∂φ¯
, t 6= tj ,
∆φ¯(tj) := φ¯(t
+
j )− φ¯(tj) = I¯∗j (µ¯(tj), φ¯(tj)),
∆µ¯(tj) := µ¯(t
+
j )− µ¯(tj) = J¯∗j (µ¯(tj), φ¯(tj)),
(8.23)
where Hamiltonian H2 satisfies Ψ2(XH1) = XH2 , and for I¯
∗
j and J¯
∗
j , see Section
7. Then, similar to the statement of deducing (8.22), we have that for any non-
negative integers r, s(r + s ≤ 5) the estimates∣∣∣∣∣ ∂
r+sI¯∗j
∂µ¯rj∂φ¯
s
j
∣∣∣∣∣ ,
∣∣∣∣∣ ∂
r+sJ¯∗j
∂µ¯rj∂φ¯
s
j
∣∣∣∣∣ < CA−1 (8.24)
hold true for (µ¯j, φ¯j) ∈ [1 +O(A−1), 4−O(A−1)]×T1.
Finally, by repeating this procedure, and noting the fact that ΨN ◦ΨN−1◦···◦Ψ1
transforms Eq. (5.12) into (7.5) via Lemma 7.2 , we have that for any non-negative
integers r, s(r + s ≤ 5), the following estimates hold true∣∣∣∣∣∂
r+sI∗∗j
∂µr∂φs
∣∣∣∣∣ ,
∣∣∣∣∣∂
r+sJ∗∗j
∂µr∂φs
∣∣∣∣∣ < CA−1
for (µ, φ) ∈ [1 + O(A−1), 4 − O(A−1)] × T1. This completes the proof of Lemma
8.4.
9. Proof of Theorem 2.1
In this section, we will prove Theorem 2.1. First, we prove the following
Lemma 9.1. If the condition (ii) of Theorem 2.1 holds, then the time-1 map Φ1 of
Eq. (7.5) is area-preserving. Moreover, the map Φ1 has the intersection property
on Ω = {(µ, φ)|2 ≤ µ ≤ 3, φ ∈ T1}, i.e. if Γ is an embedded circle in Ω homotopic
to a circle µ = const. in Ω, then Φ1(Γ)
⋂
Γ 6= ∅.
Proof. In view of the discussions in Section 4, the time-1 map Φ1 of Eq. (7.5) is
Φ1 = P ∗k ◦ Φ∗k ◦ · · · ◦ P ∗1 ◦ Φ∗1 ◦ P ∗0 ,
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where
P ∗0 : (µ(0), φ(0)) 7→ (µ(t1), φ(t1)) := (µ1, φ1),
Φ∗1 : (µ1, φ1) 7→ (µ1 + I∗∗1 (µ1, φ1), φ1 + J∗∗1 (µ1, φ1)) = (µ(t+1 ), φ(t+1 )) := (µ+1 , φ+1 ),
P ∗1 : (µ
+
1 , φ
+
1 ) 7→ (µ(t2), φ(t2)) := (µ2, φ2),
Φ∗2 : (µ2, φ2) 7→ (µ2 + I∗∗2 (µ2, φ2), φ2 + J∗∗2 (µ2, φ2)) = (µ(t+2 ), φ(t+2 )) := (µ+2 , φ+2 ),
...
P ∗k−1 : (µ
+
k−1, φ
+
k−1) 7→ (µ(tk), φ(tk)) := (µk, φk),
Φ∗k : (µk, φk) 7→ (µk + I∗∗k (µk, φk), φk + J∗∗k (µk, φk)) = (µ(t+k ), φ(t+k ) := (µ+k , φ+k ),
P ∗k : (µ
+
k , φ
+
k ) 7→ (µ(1), φ(1)).
From Remark 5.1, we know that the impulsive maps Φ˜∗j : (X, Y ) 7→ (X, Y ) +
(I˜j(X, Y ), J˜j(X, Y )) are area-preserving. Since each Ψi(i = 0, 1, · · · , N) is symplec-
tic, it follows that, under the symplectic diffeomorphism ΨN ◦ΨN−1 ◦ · · · ◦Ψ1 ◦Ψ0,
Φ∗j are also area-preserving. Since each P
∗
l (l = 0, 1, 2, · · · , k) is the flow of the
unforced Hamiltonian system  φ˙ =
∂HN
∂µ
,
µ˙ = −∂HN
∂φ
,
where HN(µ, φ, t) = HN0 (µ, t)+R
N
ε (µ, φ, t)+ΨN ◦ · · ·◦Ψ1 ◦Rε, it follows that each
P ∗l is area-preserving. Hence, the map Φ
1 is area-preserving. This implies that Φ1
has the intersection property.
Let (µ(t), φ(t)) = (µ(t, µ, φ), φ(t, µ, φ) be the solution of Eq. (7.5) with the
initial value (µ(0), φ(0)) = (µ, φ). Set φ1 = φ(1), µ1 = µ(1).
Lemma 9.2. Assume that conditions of Theorem 2.1 hold. Then the time-1 map
Φ1 of the flow Φt of Eq. (7.5) is of the form
Φ1 :
{
φ1 = φ+ α(µ) + F (µ, φ),
µ1 = µ+G(µ, φ).
(9.1)
Moreover, α˙(µ) > 0 and for any non-negative integers r, s(r + s ≤ 5)∣∣∣∣∣∂r+sF (µ, φ)∂µr∂φs
∣∣∣∣∣ ,
∣∣∣∣∣∂r+sG(µ, φ)∂µr∂φs
∣∣∣∣∣ < Cε0,
where (µ, φ) ∈ [2, 3]×T1.
Proof. From Lemma 7.2, impulsive Hamiltonian equation (7.5) is
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
µ˙ = −∂HN
∂φ
= −∂RN (µ,φ,t)
∂φ
, t 6= tj
φ˙ = ∂H
N
∂µ
=
∂HN0 (µ,t)
∂µ
+ ∂R
N (µ,φ,t)
∂µ
, t 6= tj
∆µ(tj) = J
∗∗
j (µ(tj), φ(tj)),
∆φ(tj) = I
∗∗
j (µ(tj), φ(tj)).
(9.2)
By integral calculation and noting Proposition 3.1, we have that for 0 ≤ t ≤ 1{
φ(t) = φ+ α(µ, t) + F˜ (µ, φ, t),
µ(t) = µ+ G˜(µ, φ, t),
(9.3)
where
α(µ, t) =
∫ t
0
∂HN0 (µ+ G˜, s)
∂µ
ds =
∫ t
0
∂HN0 (µ, s)
∂µ
ds+
∫ t
0
∫ 1
0
∂2HN0
∂µ2
(µ+τG˜, s)G˜dτds,
(9.4)
F˜ (µ, φ, t) =
∫ t
0
∂RN
∂µ
(µ+ G˜, φ+ α + F˜ , s)ds+ C(t), (9.5)
G˜(µ, φ, t) = −
∫ t
0
∂RN
∂φ
(µ+ G˜, φ+ α+ F˜ , s)ds+D(t), (9.6)
with
C(t) =

0, 0 ≤ t ≤ t1,∑i
j=1 I
∗∗
j (µ(tj), φ(tj)), ti < t ≤ ti+1, i = 1, · · · , k − 1,∑k
j=1 I
∗∗
j (µ(tj), φ(tj)), tk < t ≤ 1,
and
D(t) =

0, 0 ≤ t ≤ t1,∑i
j=1 J
∗∗
j (µ(tj), φ(tj)), ti < t ≤ ti+1, i = 1, · · · , k − 1,∑k
j=1 J
∗∗
j (µ(tj), φ(tj)), tk < t ≤ 1.
In (9.3), we let t = 1, and set α(µ, 1) = α(µ), F˜ (µ, φ, 1) = F (µ, φ), G˜(µ, φ, 1) =
G(µ, φ). Then (9.1) clearly holds true, and one easily verifies that for (µ, φ) ∈
[2, 3]×T1 these equations have an unique solution in the space |F˜ |, |G˜| ≤ Cε0 by
using the contraction principle. From Lemma 7.2 we have
HN0 = d · An · µ
2n+2
n+2 +O(An−1).
Thus, α˙(µ) ≥ CAn > 0. Moreover, F˜ and G˜ are C5 with respective to (µ, φ).
Finally, by using Picard iteration and Gronwall’s inequality, we can see that the
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estimates of F (µ, φ) and G(µ, φ) can inductively be verified from (9.5), (9.6) and
in view of (7.2) and Lemma 8.4.
Now let us state Moser’s twist theorem. Let D be an annulus:
D : a ≤ r ≤ b, 0 < a < b.
For convenience, we introduce for a function h ∈ C l(D) the norm
|h|l = sup
D, m+n≤l
∣∣∣∣∣ ∂m+n∂rm∂θn
∣∣∣∣∣ .
Moser’s Twist Theorem. Let α(r) ∈ C l and |∂r α(r)| ≥ ν > 0 on the annulus
D for some l with l ≥ 5, and ε be a positive number.
Then there exists a δ > 0 depending on ε, l, α(r), such that any area-preserving
mapping
M :
θ1 = θ + 2πα(r) + f(r, θ)
r1 = r + g(r, θ)
of D into R2 with f, g ∈ C l and
|f |l + |g|l ≤ ν δ
possesses an invariant curve of the form
r = c+ u(ξ), θ = ξ + v(ξ)
in D where u, v are continuously differentiable, of period 2π and satisfy
|u|1 + |v|1 < ε,
and c is a constant in (a, b). Moreover, the induced mapping of this curve is given
by
ξ → ξ + ω
where ω is incommensurable with 2π, and satisfies infinitely many conditions∣∣∣∣∣ ω2π − pq
∣∣∣∣∣ ≥ γ q−τ
with some positive γ, τ , for all integers q > 0, p. In fact, each choice of ω in the
range of α(r) and satisfying the above inequalities give rise to such an invariant
curve.
The Moser’s twist theorem above can be found in pp. 50-54 of [15] (also see
[21]). It should be pointed out that the δ does not depend on ν. It should be
also noted that the period 2π can be replaced by any period T . In addition, “any
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area-preserving mapping” can be relaxed to “any mapping which has intersection
property ”. We are now in a position to prove Theorem 2.1. Let ν = CAn. From
Lemma 9.1 and Lemma 9.2, by Moser’s twist theorem, Φ1 has an invariant curve
Γ˜ in the annulus [2, 3] × T1. Since A can be arbitrarily large, it follows that
the time-1 map of the original system has an invariant curve Γ˜A in the annulus
[2A + C, 3A − C] × T1 with C being a constant independent of A. Choosing a
sequence A = Am → ∞ as m → ∞, we have that there are countable many in-
variant curves Γ˜Am, clustering at∞. Therefore any solution of the original system
is bounded. This completes the proof of Theorem 2.1.
Remark 9.1. Any solutions starting from the invariant curves Γ˜Am (m = 1, 2, · · ·)
are quasi-periodic with frequencies (1, ωm) in time t, where (1, ωm) satisfies Dio-
phantine conditions and ωm > CA
n
m. Actually, the frequencies can form a positive
Lebesgue set in R.
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