Simulated results are presented to verify the analysis and to justify the approximations made.
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I. INTRODUCTION
Differential detection of DQPSK and -DQPSK is widely used today for radio communication in both single carrier and multicarrier systems worldwide. Both the north American and the Japanese digital cellular mobile telephone systems are examples of single carrier systems using -DQPSK [1] . The Japanese system uses a traditional differential detector combined with diversity reception to obtain acceptable performance on a fading channel [2] , [3] . Multicarrier systems are being proposed and tested for wireless data transmission in applications as HDTV [4] and cellular mobile telephony [5] , [6] . The European DAB-system is yet another example of a successful use of multicarrier modulation [7] . In systems like the ones mentioned above there is a need for the performance enhancement given by coherent detection compared with differential detection. The drawbacks with differential detection are the irreducible error probability obtained due to fading and the degraded performance compared to ideal coherent detection. Coherent detection, though, requires an accurate carrier phase reference. In general, known pilot symbols need to be inserted periodically in the data stream to enable channel estimation needed for a coherent detector on a fading channel [8] , [9] , [10] . These symbols increase both the bandwidth and the required signal to noise ratio for a given bit error probability.
In this paper we propose to use previously made decisions instead of pilot symbols for DQPSK.
Thus we have derived a decision directed coherent detector that can be used in both single carrier and multicarrier systems. Initially only one known symbol on each carrier is needed in the trans- mission. However, differential encoding is still needed, since carrier phase estimation with decision directed techniques in QPSK always lead to a 90 degrees phase ambiguities due to decision errors.
The outline of this paper is as follows: In section II the system and channel models used in this paper for the single carrier and multicarrier systems are presented. Section III describes the actual decision directed channel estimation procedure proposed here. Then follows in section IV a bit error probability analysis of the proposed detectors on fading channels. Results with and without diversity are obtained for both the single carrier system as well as for the multicarrier system. In section V numerical results are presented and interpreted. To justify the approximations made in the analysis simulated results are also presented. The paper is then concluded in section VI.
II. SYSTEM AND CHANNEL MODELS
In this paper we assume Gray encoded DQPSK but the method also works for π/4-DQPSK. We will use upper-case letters for the multicarrier system and lower-case letters for the single carrier system whenever there is a need to distinguish between them. The transmitted symbol on subcarrier n at time kT for the multicarrier system and at time kT for the single carrier system is given according to Table I. Here T is the symbol period, A is the transmitted amplitude and is the imaginary unit. Note that for the multicarrier system we may choose to do the differential encoding both in the time domain, between consecutive symbols on the same subcarrier or in the frequency domain between subcarriers. We have in this paper chosen to make the differential encoding in the time domain for the multicarrier system to enable easy comparison between the two systems. Differential encoding in the frequency domain is a topic for future research. 
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A. Single Carrier System
We assume a flat fading channel model for the single carrier system. The impulse response is (1) where is the Dirac impulse function, is the channel delay which is assumed to be known and perfectly compensated for and denotes a sample from a correlated complex Gaussian random process with zero mean. The auto correlation of the fading process is ,
where is the zeroth order bessel function of the first kind, f d is the maximum Doppler fre-
is expected value of and the asterix denotes complex conjugate. This is the same model for a mobile radio Rayleigh fading channel as used in e.g. [2] and [11] and is by far the most used model. It is frequently referred to as Jakes model [12] . At the output of the receiver fil-
ter we obtain at time kT the received value ,
where the noise sequence is a complex uncorrelated Gaussian random processes with zero mean and variance .
B. Multicarrier System
For the multicarrier system we model the channel as a time varying FIR-filter of length L where each tap is assumed constant during at least one multicarrier symbol. Hence the channel impulse
where is the attenuation and is the delay of the i th path. It is assumed throughout this paper that . Each tap is independently modelled as random variable with Rayleigh distributed amplitude and uniformly distributed phase and a correlation function according to Jakes model. We will for simplicity assume that the power delay profile is uniform, i.e. all channel taps are random variables with the same variance. The multicarrier system used in this paper is an
Orthogonal Frequency Division Multiplexing (OFDM) system but the method will work for other multicarrier systems providing that the correlation between the received values on different subcarriers is known. Assuming rectangular pulse shaping the k th transmitted OFDM symbol can be 
where T is the sum of the symbol time T s and the cyclic prefix length T cp and N c is the total number of carriers. The cyclic prefix is inserted by the transmitter in order to remove the intersymbol interference (ISI) and interchannel interference (ICI) that would otherwise cause degradation to the system performance [13] . It was shown by Weinstein and Ebert in [14] that we may use the inverse discrete Fourier transform (IDFT) in the transmitter to generate the signal in (5) and the ordinary discrete Fourier transform (DFT) in the receiver to demodulate the baseband signal. By using the fast fourier transform we may design a system with many subcarriers and low complexity. The received signal is obtained by a convolution between the transmitted signal and the channel impulse response as depicted in Fig. 1 .a. When the number of subchannels N c is large each subchannel will have a narrow bandwidth and we can approximately say that the fading on each subchannel is flat. The transmitted data symbols on subcarrier n at time index k will then be affected by the channel by a scaling of amplitude and a phase rotation. It is straightforward to show [15] that after the DFT in the receiver we have ,
where is the received value of the k th OFDM symbol at the n th subchannel (see Fig. 1 .b).
is the channel gain and is complex additive white Gaussian noise with zero mean and variance . For the channel model in Fig. 1 .b the channel gain is correlated both in time and in frequency. The correlation function is defined as ,
where is the frequency distance and is the time distance. It is shown in Appendix A that for the channel with a uniform power delay profile equation (7) evaluates to .
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By comparing (6) and (3) we see that the equations are almost equivalent, only differing in the presence of a frequency subscript index n for the multicarrier system.
III. DECISION DIRECTED CHANNEL ESTIMATION
In the single carrier and the multicarrier system we end up with almost the same equations at the receiver. In order to make a decision on which symbols were transmitted we need to know for coherent detection the channel gain or for the single carrier and multicarrier system respectively. We may make use of our knowledge of the channel correlation function given in (2) for the single carrier system and in (8) for the multicarrier case as well as all previously detected symbols. We will start our development with the single carrier system and then generalize the procedure to the multicarrier case in two steps.
A. Single Carrier System
Assuming the data symbols are all known for , we introduce a scaled received sample .
Previously scaled received samples are strongly correlated with the channel gain that we want to estimate. We choose an estimate that minimizes the estimation error in the mean square (MMSE) sense, i.e. we want to minimize ,
where denotes the estimate and the absolute value of respectively. The data to be used in the channel estimation are stored in a data vector containing the last K received samples scaled by 
Multipath Frequency Selective
Rayleigh Fading Channel
Flat Fading Channel Flat Fading Channel
Flat Fading Channel
where the apostrophe denotes vector transpose. The problem is now reduced to estimating the channel gain given that the data vector has been observed. By noting that all our data are normally distributed as well as the parameter that we want to estimate we obtain the best estimator in the MMSE sense as a linear combination of our data as [16] [17]
, (12) where is a column vector with K real valued elements. Note that the vector stays constant as long as the matrixes and can be considered constant. The correlation matrixes and are defined as (13) and (14) respectively, where the superscript † denotes vector transpose and conjugate. When this channel estimator is used together with a coherent detector the data symbols are not known. In this paper we propose to use past decisions to scale the received samples instead of the unknown transmitted
The decision device is now a traditional coherent DQPSK detector with input (16)
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where the superscript d refers to diversity branch number and D is the total numbers of diversity branches. The channel estimation is done independently in each branch and the diversity decision is used instead of the unknown transmitted symbols during channel prediction. The MMSE channel estimator may be described as in Fig. 2 as K-tap finite impulse response filter where the filter coefficients are included in the vector and the input to the filter are the scaled received samples .
The MMSE channel estimator for the single carrier systems is further described in [18] . We have here used a scaled version of the received signal to avoid a time varying filter. A time varying solution is given in [19] but it is more complex to implement. Throughout this paper we assume, for the single carrier case, perfectly known maximum Doppler frequency and noise power .
Estimation of these parameters or and directly, is a topic for future research.
B. Scalar Solution for the Multicarrier System
We will now generalize the detector described above for a multicarrier system. The first generalization is to use information from subcarriers nearby in frequency as well as in time. By examining (8) we see that the channel gain coefficients are highly correlated both in time and frequency. The vector containing the data to be used for channel estimation is now defined as (17) where the apostrophe denotes vector transpose and is a vector of N = 2M+1 scaled previously received samples from nearby subchannels at time index k given by Fig. 2 . The MMSE channel estimator described as a K-tap finite impulse response filter. 
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Our MMSE channel estimator is now given by (20) where b is a column vector with elements. The correlation matrices are defined as and respectively, and are easily calculated using (17) and (8) . The principle of the LMMSE channel estimator is illustrated in Fig. 3 where the filled circles represent previously received values and where we use the values in the shaded box to calculate the estimate . The input to the decision device is now given by .
We assume perfectly known channel correlation function and noise power . The scalar channel estimator for the multicarrier system is further described in [20] . Fig. 3 . Principle of the scalar MMSE channel estimator for the multicarrier system. The filled circles represent scaled previously received samples according to (19) . The values in the shaded box are used in the vector according to (17) and the values in the dashed box are used in according to (18) . In this example N = 3 subchannels and K = 4 previous symbols are used to calculate the channel estimate .
Previously received symbols Frequency taps
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If we alter the formulation slightly we obtain a vector channel estimator. We may use the data from all subcarriers to estimate the channel gain on every subcarrier simultaneously. We define our data vector where Y k is a vector of scaled previously received samples given by The channel vector is . Our estimate is then given by (22) where is a matrix with elements. The correlation matrixes C XX and C HX are defined as and respectively. The principle of the MMSE vector channel estimator is illustrated in Fig. 4 .a where the filled circles represent scaled previously received samples according to (19) . The values in the shaded box are used in the vector and the values in the dashed boxes are used in according to the description above. In the example given in Fig. 4 .a, K = 4 previous symbols are used to calculate the channel estimate . 
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If we write the channel estimate as (23) we see that the channel estimator can be implemented as an N c dimensional filter with vectors as inputs and with matrixes A k of size as filter coefficients, as shown in Fig. 4 .b. The input to the decision device is still given by (21) . Further details about the MMSE vector channel estimator for the multicarrier system are found in [21] .
IV. BIT ERROR PROBABILITY AND ESTIMATION ERROR ANALYSIS.
We will evaluate the bit error performance given that we have a channel estimate or obtained by any of the methods previously described in this paper. For the multicarrier case we may use both the scalar or the vector solution to obtain a channel estimate on subcarrier n.The input to the decision device is given by (16) for the single carrier system and by (21) for the multicarrier system. We will also evaluate the estimation error variance in each diversity branch.
A. Bit Error Probability
From (C-13) in [22] we find that the optimum decision boundaries for an MMSE based detector are equal to the optimum decision boundaries of a traditional differential detector. The bit error probability of DQPSK is given by (24) which is equal to (C-20) in [22] (note however the sign error in (C-20) ). This is in fact the bit error probability for the transmission of a single symbol only (one-shot situation) and it does not take into account the effects of differential decoding which precedes the detector.
In order to evaluate the bit error probability a normalized correlation coefficient, , need to be found. For the single carrier system is defined as
We have omitted the diversity branch index since we only study equal conditions in the diversity branches. It is straightforward to derive this coefficient and it is given by .
It should be noted that the phase of is equal to the phase of and that the absolute value of is independent of .
The correlation coefficient for the multicarrier system with the MMSE based scalar channel estimator is defined as (27) and (26) evaluates to .
The bit error probability for the multicarrier system will be larger at the frequency edges where the number of frequency neighbors is smaller. If we have many subcarriers we may neglect this edge effect and say that the average bit error probability is equal to the bit error probability of the subcarrier on the center frequency. Differential channel estimation as described in for example [15] is often used in OFDM systems. The bit error performance of a detector using differential channel estimation is exactly the same as the scalar MMSE channel estimation based detector with N = 1 and K = 1 [20] .
For the multicarrier system with the vector channel estimator we may evaluate the bit error probability of the subcarrier on the center frequency to obtain a lower bound. We end up with an expression of that is
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where denotes the n th row of .
B. Estimation Error Variance
For the single carrier system the variance of the channel estimation error is defined as . This error variance is given by [16] (30) where is the variance of . For the multicarrier system the MMSE scalar channel estimator has an error variance, , that is
where is the variance of . The error variance for the vector channel estimator is on subcarrier n is .
V. NUMERICAL RESULTS This is in fact the bit error probability for the transmission of a single symbol only (one-shot situation) and it does not take into account the effects of differential decoding which precedes the detector.
In this section we present analytical and simulated bit error probability results. It should be noted that the analytical results are based on the assumption that the previous decisions used in the channel estimate are correct. Further the analytical results give the bit error probability for the transmission of a single symbol only and it does not take into account the effects of differential decoding which precedes the detector. Therefore the analytical results are lower bounds the true bit error probabilities. The proposed detectors have been simulated for different maximum Doppler frequencies and these results take into account errors in the channel estimation due to incorrect decisions and the effect of differential decoding. Comparisons are made with a traditional differential detector according to [2] and a genie based coherent detector where the fading channel
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is assumed completely known (ideal coherent detector). The performance of a genie aided detector is a lower bound to an MMSE based detector. Results are shown without diversity and with diversity of two independent branches. All simulations are performed with at most 1 million transmitted bits. Bit error probability is always shown versus mean received energy per bit per double-sided noise spectral density . We shall begin by presenting results for the single carrier system.
A. Results for the Single Carrier System
First we will study the bit error rate for various normalized Doppler frequencies. In Fig. 5 we show analytical bit error probability for an MMSE based detector with five taps (K = 5) for nor- Coherent without diversity Coherent with diversity Lower bound without diversity Lower bound with diversity
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For comparison we show bit error probability for the same parameters and a differential detector in Fig. 6 . By comparing these two graphs, we clearly see the superiority of the MMSE based detector for those SNRs where the differential detector shows an irreducible error floor. For smaller SNRs the analytical results show a small gain for the MMSE based detector but this will disappear when we examine the simulation results.
In Fig. 7 the simulated results for the single carrier system are presented for the same parameters as in the previous two figures. By comparing the analytical results in Fig. 5 and the simulated results in Fig. 7 we clearly see some degradation due to error propagation in the channel estimator and the differential decoding. The difference between the analysis and the simulated results are small for low bit error probabilities. Differential without diversity Differential with diversity Lower bound without diversity Lower bound with diversity
Mean received E b /N 0 (dB)
Bit Error Probability
In Fig. 8 Bit Error Probability
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The multicarrier system can explore the correlation present between the subcarriers in order to produce a better channel estimate. For the scalar MMSE channel estimator we may vary both the number of previous symbols, K, used and also how many nearby subcarriers, N, to use. In Fig. 9 results for a multicarrier system with subcarriers are shown. The channel has L = 5 independent taps and the normalized Doppler frequency is 0.05. The poorest performance with a high error floor is obtained when only one previously received symbol is used on the same subcarrier (K = 1 and N = 1). By using five previously received samples the error floor is significantly reduced and is not seen in the figure, just as in the single carrier case. By making use of the correlation between the subcarriers the bit error probability is reduced even more. This is clearly seen by looking at the curves with K = 5, N = 5 and at the price of higher complexity even better results are obtained with K = 7, N = 7. Coherent without diversity Coherent with diversity Lower bound without diversity Lower bound with diversity
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In Fig. 10 we show simulated results for a multicarrier system with the same parameters as in Fig. 9 . By comparing the curves marked with plus signs (K = 5, N = 1) and those marked with cross signs (K = 5, N = 5) in Fig. 10 , we see that the later performs better at low bit error probabilities where the error propagation in the channel estimation procedure is not as severe.
The multicarrier system takes advantage of the correlation between the subcarriers. The bit error rate performance will therefore depend on how correlated the channel is between the different subcarriers. In Fig. 11 we show the results for a multicarrier system with carriers where we vary the length of the channel delay profile, L, and hence also the correlation between subcarriers (See (8)). Results are shown for L = 5, 25, 50 and 75. For large channel lengths the performance will be degraded due to two factors, one being the reduced correlation between subcarriers. The other factor is that we need a longer cyclic prefix to remove the inter symbol interference caused by the channel and this will lead to a loss in signal energy per transmitted bit. An interesting property to observe in Fig. 11 is that the irreducible bit error floor is not influenced by the subcarrier correlation. In fact the error floor is only influenced by the normalized Doppler frequency and the number of previously received samples, K, used in the channel estimation procedure. The use of nearby subcarriers in the channel estimation will improve the bit error rate performance for error probabilities larger than the error floor. Without diversity With diversity Lower bound without diversity Lower bound with diversity
Bit Error Probability Fig. 12 . We see that the difference between the simulated and analytical results are about 3 dB without diversity and 2 dB with diversity at bit error probability 10 -3 in the case when K = 5. The vector channel estimator always uses the information between all frequency neighbours and will perform better than a scalar channel estimator not using all avaliable information, when the channel is highly correlated in frequency. Bit Error Probability 
N c f d T Submitted to IEEE Transactions on Vehicular Technology
VI. DISCUSSION AND CONCLUSIONS
In this paper we have presented a decision directed coherent detector for single carrier and multicarrier systems based on a minimum mean square error channel estimation and decision feedback.
The MMSE based detector does not suffer from the problem of an irreducible bit error probability floor. The single carrier system can use the correlation in time between the received values and the multicarrier system can lower the bit error rate performance further by utilizing the correlation between the different subcarriers. The performance of the proposed detector is analyzed under the assumption that all previous decisions are correct and the differential decoding were not taken into account. Simulations were performed to study the effect of error propagation and differential decoding in the detector when actually detected symbols were used for channel estimation. We assumed perfect knowledge of the channel correlation function and the additive white Gaussian noise power. For the single carrier system this means that the normalized doppler frequency is perfectly known and for the multicarrier system we need the additional knowledge of how many independent taps there are in the channel. The sensitivity to parameter errors is small, at least for small Doppler and small predictor orders. Further investigations is needed to show exactly how estimation error in these parameters will effect the performance of the MMSE based detector. The ML detector for the single carrier system on this channel is derived independently in [11] . Due to some differences in the implemented channel models, the results are not directly comparable. It seems, however, that our detector is equally good as the ML detector for small SNRs and moderate Doppler frequencies, while the ML detector shows a significant improvement for large SNRs and Doppler frequencies. It should be noted that the ML detector is more complex, since it samples faster than the symbol rate. Submitted to IEEE Transactions on Vehicular Technology APPENDIX
A. Channel Correlation Function
The channel correlation function is defined as . The channel transfer function is the discrete Fourier transform of the channel impulse response. We immediately get ,
where the first equality comes from the fact that different channel taps are uncorrelated and we get no cross terms. The second equality is obtained by moving the expectance into the sum. The term is the variance of , i.e. the power of the i th channel tap. For the uniform power delay profile we set , independent of i, so that the total power of all channel taps is unity. By doing so we obtain .
If we instead use an exponential power delay profile, i.e. , where m ds is the channel delay spread divided with the sampling time T samp = T s / N c and c is a constant chosen so that the total power of all taps is equal to one we obtain .
By using the approximation we get an expression suitable for small that is , 
-------------------------------------------------------------------=
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where B c is the coherent bandwidth of the channel defined as . Equation (33) is found also in [23] where it is derived with equality under the assumption that the channel delays are exponentially distributed random variable.
