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Given a bounded real function f defined on a closed bounded real interval I, 
the problem is to find a convex function g so as to minimize the supremum of 
1 f(t) - g(t)1 for all t in 1, over the class of all convex functions on I. The usual 
approach is to consider a discrete version of the problem on a grid of (n + 1) 
points in I, apply a conventional linear program to obtain an optimal solution, 
and let the grid size go to zero. This paper presents an alternative algorithm of 
complexity O(n), which is based on the concept of the greatest convex minorant 
of a function, for computation of a special “maximal” optimal solution to the 
discrete problem. It establishes the rate of convergence of this optimal solution 
to a solution of the original problem as the grid size goes to zero. It presents 
an alternative efficient linear program that generates the maximal optimal solution 
to the discrete problem. It also gives an O(n) algorithm for the discrete n-point 
monotone approximation problem. 
1. INTRODUCTION 
This article considers a data-fitting or -smoothing problem in which the data 
points are approximated by a convex function. Specifically, given a bounded 
real function f defined on a closed bounded real interval I, it is desired to find 
a convex function g on I so as to minimize the supremum of 1 f(t) - g(t)] for all 
t in I, over the class of all convex functions g on I. The usual approach is to 
consider a discrete subproblem on a grid of (n + 1) points in I, apply a con- 
ventional linear program to obtain an optimal solution, and let the grid size go 
to zero as n -+ co. This method generates a sequence of convex functions on Z 
constructed from an optimal solution to the subproblem by linear interpolation 
for each n. However, since in general the original problem does not have a 
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unique optimal solution, the entire sequence may not converge, and the most 
that can be said about the sequence is the existence of a subsequence converging 
to an optimal solution to the original problem. This paper presents an alternative 
algorithm for the solution of the subproblem on the grid of (n + 1) points. 
This algorithm is based on a fundamental result of this article-that a special 
“maximal” optimal solution to the subproblem is the greatest convex minorant 
(gem) of “discretized”fmoved upward through a certain distance. The algorithm 
has the following advantages. Its computational complexity is O(n) operations, 
and therefore it is efficient. It obtains the maximal optimal solution to the sub- 
problem, and consequently, the entire sequence of convex functions, constructed 
from this optimal solution for each n, itself converges to the maximal optimal 
solution to the original problem. Furthermore, the convergence rate of the 
sequence can be determined. The paper presents an alternative efficient linear 
program to obtain the maximal optimal solution to the subproblem directly. 
It will be shown elsewhere [19] that the simplex algorithm or its variant when 
applied to this linear program converges within a number of iterations not 
exceeding the number of rows of the LP. The paper also gives an O(n) algorithm 
for the discrete n-point monotone approximation problem. 
Let I = [a, b] and B, the linear space of all bounded real functions f defined 
on I with the uniform norm 
llfll = sup If(t)1 3 f EB* 
tEI 
A function K in B is said to be convex if K(hs + (1 - h) t) < xK(s) + (1 - h) K(t) 
for all s, t in I and for all 0 < h < 1. Let KC B be the set of all convex functions 
on 1. Clearly, K is a closed convex cone. Givenf in B, let d denote the infimum 
of Ilf - k 11 for all K in K. Consider the approximation problem of determining a 
g in K so that 
Ll = llf-gll = &llf- k/I. (1.1) 
The existence of a g, called an optimal solution to problem (l.l), is shown in 
Section 2. In general, g is not unique. Using the properties of the norm, it is 
easy to show that the set of all optimal solutions g is convex. 
Tocomputeg,foreachn31,wetakeagrida=t,<t,<...<t,=bof 
equally spaced points in [a, b] with the grid size max,(t,+, - ti) = (b - a) n-l 
and consider the following subproblem. Find gn = (g&,, so as to 
minimize [a~nl~~ I fi - gi I], 
subject to 
gi-1 - 2gi +gi+l Z 0, i = 1, 2 ,...) n - 1, (1.3) 
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where fi = f (ti). Constraint (1.3) is the special case of the following convexity 
condition for our discrete subproblem when the grid points are equally spaced: 
gi - gi-1 
ti - t,_1 
< gi+1 - gi 
ti+, - ti ’ 
i = I, 2,.. ., n - 1. 
We let 
A, = min[max / fi - gi I] (1.4) 
on O<Z<TZ 
for the above problem. Usual compactness arguments establish the existence of a 
minimizer gn in (1.4). Again, g” is not unique. Clearly, (1.2)-(1.3) has the 
following equivalent linear programming formulation [8, 111. 
s.t. 
minimize z 
gi + z >fi > i = 0, I).. ., ?z, 
-gi + z 2 -fi j i = 0, 1 ,..., 12, 
gi-1 - 2gi + gi+1 > 0, i = 1) 2 ,..., n - 1 . 
In practice, the dual of the above problem [3, 81 will be solved. An optimal 
solution to problem (1.5)-( 1.6) or (I .2)-( 1.3) determines a piecewise linear con- 
vex (abbreviated plc) function on I by linear interpolation. Thus, a sequence of 
plc function “solutions” on I is generated by an optimal solution to (I .2)-( 1.3) 
for each n. We may expect the existence of some convergent subsequence of this 
sequence converging to an optimal solution g to problem (1.1). This expectation 
can be shown to be justified on theoretical grounds. However, since g is not 
unique, different convergent subsequences may converge to different g’s. Thus, 
the entire sequence may not converge and the plc function solutions constructed 
for any two different values of n may differ considerably. Furthermore, the dual 
of LP (1.5)-(1.6) is not computationally very efficient. 
The above disadvantages of the conventional linear programming method 
warrant an alternative approach to the solution of subproblem (1.2)-( 1.3). We 
present an alternative efficient algorithm of O(n) complexity which is based on 
two fundamental observations. One is the fact that subproblem (1.2)-(1.3) 
has a unique “maximal” optimal solution 6” = (ii):=0 , so that if gn = (gi)rzo 
is any other optimal solution to the problem then ii > gi for all i (See Section 2). 
To present our second observation, we define the greatest convex minorant 
(gem) hn = (ftJin_, off n = (f&L, to be the largest discrete convex function, i.e., 
satisfying (1.3), such that fi > Ai for all i. Our second observation is that 
A, = (t) max& - A,) and gi = Ai + A, for all i. (See Section 3.) Hence, if Rn 
can be computed efficiently, so can g”. To this effect, we use a known O(n) 
algorithm for computation of the convex hull of (n + 1) points in a plane (see [4] 
and related work in [2, 7, 10, 141) to determine hn and therebyp in O(n) opera- 
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tions. This algorithm is presented in Section 3. Our convergence results as 
rz --f 00 are given in Section 4 for the case whenfis continuous. Letgz be the plc 
function solution constructed from p by linear interpolation, and let g be the 
maximal optimal solution to problem (1.1). W e s h ow that the entire sequence gz 
uniformly converges tog at a rate given by // g*, - g /j < w(f, (b - a) n-l), where 
w(f, .) is the modulus of continuity off. This information on the rate makes it 
possible to specify in advance the value of n so that the plc function solution for 
that n is within a specified degree of closeness to a solution of (1.1). In Section 5, 
we analyze our alternative efficient linear program for computing p. This 
linear program is as follows: 
minimize 
12 





--Xi-l + 2xi - xi+1 > -fi-1 + 2fi -fi+l , i = 1, 2 ,..., n - I , (1.8) 
xi 30, i = 0, 1 ,..., 12. (1.9) 
This LP is interesting in that it constructs the maximal optimal solution 6” 
directly, that is, without constructing other optimal solutions and searching for 
the maximal element. Indeed, the LP has a unique optimal solution x* = (xT)FCo, 
and d, = maxJ$)/2, ii = d, - of + fi f or all i. It will be shown elsewhere 
[19] that this LP converges within (n - 1) iterations. Our computational 
experience, not presented here, indicates that such is not the case with the dual 
of LP (1.5)-(1.6). In addition to the above main results, Sections 2 and 3 esta- 
blish properties of the optimal solutions to problems (1.1) and (1.2)-( 1.3) as well 
as those of the greatest convex minorants. We point out here that we take a grid 
of equally spaced points for convenience, and similar results hold if this is not 
the case. 
Another similar problem involving approximation by monotone (nondecreas- 
ing) functions, called monotone approximation, and its more generalized version 
on a partially ordered set, called isotone optimization, are considered by this 
author in [15]. Explicit expressions for optimal solutions in these cases are 
derived there. Section 6 makes a brief observation that the maximal and minimal 
optimal solutions to the monotone approximation problem are, respectively, 
the greatest monotone minorant and the smallest monotone majorant moved 
through a certain distance. It also gives O(n) algorithms for computing optimal 
solutions to the discrete n-point versions of this problem. Duality relationships 
in isotone optimization, and for approximation problems in a general setting 
of a normed linear space, are explored in [17]. An application of the theory of 
isotone optimization to polynomial approximation is given in [16]. For a 
generalization of the problem of isotone optimization see [lg]. 
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The problem of convex approximation of a nonconvex function arises when the 
initial data points f(t) based on experimental observations themselves are non- 
convex due to probablistic variations; however, it is of interest to approximate 
them by a convex function for the purpose of estimation. We writef(t) = p(t) + 
7(t), where TV is convex and 77 represents a random disturbance or noise. The 
actual values of p(t) are not known. We estimate TV by f, which is a solution to 
(1.1). For example, in economics, assumptions of concavity or convexity are 
often made regarding various functions such as utility, marginal utility, pro- 
duction, etc. [5, 61. Note that the negative of a convex function is concave. If 
p(t) is such a convex function representing a particular entity as a function of t, 
we obtain its convex estimate g(t) on the basis of the actual observations f(t) 
of the entity. The problem of monotone approximation discussed in Section 6 
arises, for example, when it becomes necessary to estimate the failure rate of a 
system under the assumption that it is nonincreasing. This assumption applies 
during the “debugging” period of the system when the defects of the system are 
gradually being eliminated [ 15, 171. 
2. EXISTENCE AND PROPERTIES OF OPTIMAL SOLUTIONS 
In this section, we isolate certain maximal optimal solutions to problem (1 .l) 
and problem (1.2)-( 1.3), and establish their properties. These results will be 
used in the subsequent sections. 
Recall that I, B, K, A, and A, are already defined in Section 1. To derive our 
results we make use of certain well-known properties of convex functions, 
viz., a K in K is continuous on (a, b), its right-hand (left-hand) limit 
& + 0) (h(b - 0)) exists at u(6), and f(a) >f(a + 0) (f(b) >f(b - 0)) etc. 
See, e.g., [12] for properties of convex functions. We note that problem (1.2)- 
(1.3) is a finite-dimensional problem involving the following norm, 
wheref” = (f&, andge = (g&, are functions on (ti: 0 < i < n>, and as such 
may be considered as elements of Rn+l. 
THEOREM 2.1. (i) Let f E B. Then there exists an optimal solution g E K to the 
problem (1.1) with the property thut for all optimal solutions g to (1 .I), f(t) 3 g(t) 
holds for all t E I. If 
A = (t E I: g(t) = f (t) + A], (2.2) 
where A = 11 f - gjl, then, a, b E A. 
(ii) If f is continuous, then g is also continuous, and I - A which is contained 
in (a, b) is a countable union of disjoint open intervals on each of which g is linear. 
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Proof. The proof requires one lemma which uses the concept of a function 
of bounded variation. See, e.g., [9, 131. 
LEMMA 2.1. Let k E K. Then V(k) < 4 jl k/I, w h ere V(k) is the total variation 
of k on I. 
Proof. Let m denote the infimum of k(t) on I. Suppose there exists a point 
s EI such that k(s) = m. Then by convexity, k is nonincreasing on [a, s] and 
nondecreasing on [s, b]. Consequently 
V(k) = I k(s) - k(a)1 + I k(b) - &)I < 4 II k II . 
If the infimum is not attained at any point in 1, then either k is strictly increasing 
on (a, 61 or strictly decreasing on [u, b). We prove the lemma in the former 
case; the proof for the latter case is similar. In the former case we have k(u + 0) 
= m < k(u). Now 
V(k) = I k(a + 0) - +)I + I k(b) - k(u + O)l < 4 II k II . 
The proof of the lemma is complete. 
We continue the proof of Theorem 2.1. For each positive integer tl, there exists 
k, EKsuch that II f - k, I/ < A + n-l. Hence, I/ k, 11 < II f II + A + 1 for all it. 
By Lemma 2.1, we have 
V(k) < 4 II 4 Ii d 4(llf II + A + 1). 
Thus, (k,) is a sequence of uniformly bounded functions with total variation 
which is also uniformly bounded. Hence, by Helly’s theorem [9, p. 2221 there 
exists a subsequence of (k,) converging pointwise to a function g on I. Clearly, 
g is convex and it also follows that I/f - g II = A. Thus an optimal solution to 
(1.1) exists, and G, the set of all optimal solutions to (l.l), is nonempty. 
Let 
g(t) = sup{&): g E (3, t EI. (2.3) 
It is easy to show that g is convex and that II f - g Ij = A. Thus g E G. We now 
define 
g’(t) =f(u) + A if 
= g(t) if 
= f(b) + d if 
t = a, 
t E (a, b), 
t = b. 
Since&t) <f(t) + A for t = a, b, we conclude that g’ > g. Clearly g’ is convex 
and (1 f - g’ I( = A, consequently g’ E G. It follows from (2.3) that g’ = g. 
Hence a, b E A. The proof of part (i) is now complete. 
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We now prove part (ii). Since g is convex, it is continuous on (a, 6). We show 
that g is continuous at a. By convexity 
g(a) > lj$n$t g(t) = F(a + 0). 
Suppose that g(a) > g( a + 0). Since a E A by part (i), we haveg(a) =f(a) + d 
>g(a + 0). Since f is continuous on I and g on (a, b), we conclude that there 
exists s E (a, 6) such that 




t = a, 
= g(t), t E [s, is]. 
Clearly g” is convex. By (2.4), g(t) < g”(t) <f(t) + d for all t E [a, s]. Hence 
I/f-g’// =d. Thusg”’ IS an optimal solution to (1 .I). Again by (2.4), we have 
g”(t) > g(t) for all t E (a, s). This is a contradiction to the fact that g(t) > i(t) 
for all t E I. It follows that g(a) = &a + 0) and g is continuous at a. Similarly g 
is continuous at b. 
By continuity off and g, A is closed. Since a, b E A, I - A is contained in 
(a, 6) and is open. It follows that I - A is a countable union of disjoint open 
intervals. (See, e.g., [13, p. 391.) Let (u’, a’) be one such interval. We show thatg 
is linear on (II’, v’). Clearly, by the definition of A, f(t) <f(t) + d for all 
t E (u’, 0’). Now assume that g is not linear on (u’, 0’). Then by continuity off 
and g, two arbitrarily close points u, v with u’ < u < v < v’ may be found 
satisfying the following simultaneously for some ,e: 
and 
g(t) -f(t) < p -c fl for all t E [U, 211, 
0 < A&) + (1 - A) g(v) - g(xu + (1 - A) U) < d - P forallO<X<l. 
(2.5) 
We then have for all 0 < h < 1, 
@@) +(1 - 4 A+) - f@u + (1 - 3 4 
= [&qu) + (1 - A)‘Jq4 - g@u +(1 - 4 41 
+ [mu + (1 - 3 4 - .m + (1 - A) 4 
<A-p+p=A. 
(2.6) 
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We now define a function go on I by 
= g(t), t E I - (24, ZJ). 
Clearly go is convex and by (2.6) we have g(t) <g”(t) <f(t) + d for all t ~1. 
Hence Ilf-$li = A. Thus $ is an optimal solution to (1.1). But by (24, 
go(t) > g(t) for all t E (u, v). This contradicts the fact that g(t) > go(t) for all 
t ~1. Consequently g is linear on (u’, z)‘). The proof of the theorem is now 
complete. 
We now present the version of Theorem 2.1 for the finite-dimensional pro- 
blem (I .2)-( 1.3). 
THEOREM 2.2. There exists an optimal solution j” = (&i)~=“=, to problem (1.2)- 
(1.3) such that for all optimal solutions gn = (gi)yCo to (1.2)-(1.3), ii > g, holds 
for all 0 < i < n. If 
A’ = (ti: ii = fi + A, , 0 < i < n}, (2.7) 
where 
then a = to and b = t, are in A’. If ti 6 A’ then 
(2.8) 
Proof. The proof is similar to that of Theorem 2.1 and we sketch it briefly. 
Since problem (1.2)-( 1.3) is a problem on R n+l, the usual compactness arguments 
establish the existence of an optimal solution g”, and gn is obtained by taking 
the supremum over all optimal solutions. If (2.8) does not hold for some i, 
0 < i < n such that ti $ A’, then by convexity we must have tie1 - 2gi + 
gi+r > 0. We may then redefine the value of ki to be the minimum of fi + A, and 
(jiel + di+J2. This new value will be higher than the original value, still 
preserving convexity and optimality of 6 n. This is a contradiction. Hence (2.8) 
holds. Similarly a, b E A’. 
3. GREATEST CONVEX MINORANT AND O(n) ALGORITHM FOR DETERMINING J 
In this section we show that the maximal optimal solutions to problems (1.1) 
and (1.2)-(1.3) are, respectively, the greatest convex minorants of f and f n 
moved upward through a certain distance. This enables us to give an O(n) 
algorithm for finding the maximal optimal solution 2” to the problem (1.2)-( 1.3). 
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Iffis in B, then its greatest convex minorant (gem) or (lower) convex envelop 
h is a function in K defined by 
h(t) = sup{k(t): k E K andf(s) > k(s) for all s E I}, teI. 
Thus, I; is the largest convex function which does not exceedf at any point in 1. 
Similarly, for the discrete case, we define the gem An = (&),“_a off% = (fi)rzk, by 
lzj = sup{gj:fi 2 gi for i = 0, l,..., n 
and gn = (gJ satisfies (1.3) for 1 < i f n - l}, O<j<n. 
THEOREM 3.1. Assume that f is in B; then 
h(t) = g(t) - A for all t 61, (3.1) 




w = f (a if and only if teA, (3.3) 
where A is dejined by (2.2). If f is continuous, then so is h. 
Proof. Let p(t) = h(t) + A f or all t. We show that p(t) = g(t). Since 
//f - g\l = A, we have that f(t) - A <f(t). Again, since g(t) is convex, so is 
g(t) - A, and consequently by the definition of the gem h off, we find that 
f(t) - A < h(t) <f(t) f or all t. It follows that g(t) < p(t) <f(t) + A for all t. 
But f (t) - A < g(t) and therefore 
f(t) - A < p(t) <f(t) + A for all t. 
Consequently, /j f - p 1) < A. Sincep is convex, we conclude thatp is an optimal 
solution to (1 .l) and that p(t) < g(t) holds for all t. Hence p(t) = g(t) for all t 
and (3.1) holds. 
To show (3.2), we first note that 
sup(f (t) - g(t)) = -inf(f (t) - g(t)) = A, 
tcI El 
a fact which the reader may easily verify. Hence, by (3.1), 
p = sup(f (t) - g(t)) + A = 24. 
tsI 
Clearly (3.3) at once follows from (3.1) and the definition of A. Iffis continuous, 
then by Theorem 2.1, g is continuous, and by (3.1) so is h. The proof of the 
theorem is now complete. 
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We now present the version of the above theorem for the discrete case. 
THEOREM 3.2. 
hi=&-Ad,, i = 0, l)..., n, 




where A’ is de$ned by (2.7). 
The proof of the above theorem is similar to that of Theorem 3.1. 
Theorem 3.2 shows that if we compute the gem hfl off n, we can obtain the 
optimal solution p by setting pi = pi + p,,/2, i = 0, l,..., tl. The algorithm 
given below computes 6” in O(n) operations. Step 1 of the algorithm essentially 
corresponds to step 5 of Graham’s algorithm [4] and obtains the “lower part” 
of the convex hull of the points Pi = (ti , fi), i = 0, I,..., it, in the plane with 
O(n) operations. Steps 1-4 of Graham’s algorithm involve initial processing of 
the points {Pi> which in our case is unnecessary since Pi are already ordered 
according to their horizontal coordinates ti . Additional references on algorithms 
for determining the convex hulls of arbitrary sets of points in two or three 
dimensions are [2, 7, 10, 141. 
We now state the steps of the algorithm. For any point P in the plane, we 
denote its horizontal or x-coordinate by x(P) and the vertical or y-coordinate by 
y(P). The slope (y(Q) - y(P))/(x(Q) - x(P)) of any two points P, Q is denoted 
by J-W’, 8). 
Step 1. Determination of the lower part of the convex hull of (Pi}. Let L 
denote the ordered list, L = (P,, , PI ,..., P,). The list L is gradually modified by 
the substeps (a)-(d) in such a manner that on completion, L will consist of (in 
the left-to-right order) only those points Pi which lie on the lower part of the 
convex hull of {Pi}. In the following, X, Y, 2 denote three consecutive points 
inL. 
(a) Initialize: Xc PO , Y c PI , 2 c Pz; 
(b) Compute S(X, Y), S(Y, 2); 
(c) If S(X, Y) < S(Y, 2) then do the following: 
xc Y, YCZ, 
if Z = P,, then stop, else Zc the point succeeding 2 in L, and go to (b); 
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(d) If S(X, Y) > S(Y, Z), then delete Y from L and do the following: 
(d,) If X # PO then Y + X, X t the point preceding X in L and go 
to (b); 
(da) If X = P, and 2 # P, , then Y +- 2, Z t the point succeeding Z 
in L and go to (b); else stop. 
Let L = (So , Q1 ,..., Qm), m < n, denote the list obtained at the end of 
Step 1. Observe that a(Qi) < x(Qi+J f or all i and Q,, = PO, Qm = P, . Clearly, 
this step can be performed in O(n) operations. 
Step 2. Determination of the gem &. For each i, find two consecutive Qi , 
Q~+I such that zc(Qj) < x(P,) < x(Qj+i). Use the equation of the line segment 
joining Qj , Qj+i to compute bi by linear interpolation. Thus, 
6 = r(Qj) + ( x(pi) - r(Q’)-j (Y(Q~+~) - ~(8~)). x(Qj+J - x(Qd 
Since x(Qi) < x(Qi+i) and x(P,) -=c x(P,+J f or all i, this step can be performed 
in O(n) operations. 
Step 3. Determination of in. Compute the following: 
pn = max{(fi - pi,): 0 < i < n}, 
di = Ai + P?J2, i = 0, I ,..., n. 
This step can be performed in O(n) operations. 
Clearly, the algorithm is of complexity O(n). 
4. CONVERGENCE RATES 
In the previous section, an algorithm was given to derive the unique optimal 
solution 6” = (ii) to problem (1.2)-(1.3). Using p, for each n, define a plc 
function “solution” g$ E K by linear interpolation as follows: 
ti<t<ti+l, i=O,l,..., n-l. 
Let 
Similarly, for each n, using the gem hn = (A,) offn = (fi), define a plc function 
hz in K by linear interpolation. In this section we show that, if f is continuous, 
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then A, and A*, +Aasn-oo,g~+gandh~+huniformlyonIasn+c~~, 
where Ii is the gem off. We also derive the relevant convergence rates. 
For any continuous function f on I, define the modulus of continuity w(f, S), 
O<S<b-a,by 
Clearly, w(f, 6) as 6 -+ 0. (See, e.g., [I, p. 1611.) 
THEOREM 4.1. Assume f is continuous on I. Let 1 = b - a. 
(i) For all n > I, A, < A < AZ. Furthermore, A, , A$ converge to A at a 
rate given by 
0 < A - A, < w(f, In-‘), n 2 1, (4.1) 
0 < A,* - A < w(f, hi+), n> 1. (4.2) 
(ii) The sequence of functions (g$) converges to the optimal solution g to 
problem (1. I ) uniformly at a rate given by 
llg - g,* II = "3;"," Ig(t) - g,*(t)1 ,< 4fj W, n > 1. (4.3) 
Proof. We show part (i). Since g is optimal for (1.1) and g*, FZ K, it follows 
that A = /If - g 11 < II f - g$ // = Ai . Again since g is convex, its restriction 
(g(ti))~zo to the set {ti: 0 < i < n} satisfies constraints (1.3) and hence 
An=m;xIfti--kiI <myIfi-g(ti)l <l/f--gll =A. 
To show (4.1) and (4.2), let t E I. Then there exist ti , ti+l , 0 < i < n - 1, 
so that t=ht,+(l -A)ti+l for some 0 < X < 1. Clearly g$(t) = Xi, + 
(1 - h) ji+i . Hence 
If(t) - g,*(t)1 
< If(t) - (hfi + (1 - Wi+d + I Wi -id + (1 - 4(fi+1 -k%+dl * 
Since ti+l - ti = In-l, the first term on the right side of the above inequality 
does not exceed w(f, In-l), and the second does not exceed kl, + (1 - A) A,, = 
A,. We conclude that 
I f(t) - g*,(t)1 < w(f, W + An. 
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Since t is arbitrary this shows that 
0 < A,* - An < w(f, In-l). (4.4) 
From (4.4) and the fact that A, < A < A$, both (4.1) and (4.2) follow. 
To show part (ii), let t ~1. Then by Theorem 2.2, it can be easily seen that 
there exist some u = ti and v = tj in A’ such that u ,< t < v and the function 
g$ is linear on [u, v]. Then t = Xu + (1 - h) v for some 0 < h < 1. Since u, 
v E A’, we have d(u) = ii = f (u) + A, and g;(v) = ji = f (v) + A, . Con- 
sequently 
g,*(t) = k,*(u) + (1 - 3g;(v) = xf (u) + (1 - A) f (v) + An . 
Again, the convexity of g gives g(t) < @(u) + (1 - h)g(v). On subtraction we 
obtain 
f(t) - g,*(t) < Wu) - f(u)) + (1 - A) (g(v) - f(v)) - An G A - An . (4.5) 
Now, if t E A, which is defined in Theorem 2.1, then f(t) = f(t) + A. Conse- 
quently 
g,*(t) - f(t) = (g,*(t) - f(t)) - A < A,* - A. (4.6) 
If, on the other hand, t 6 A, then by Theorem 2.1, t belongs to some open 
interval (u’, v’) with u’, v’ E A and g is linear on (u’, v’). In this case t = hu’ + 
(1 - h) v’ for some 0 < X < 1, and g(u’) = f (u’) + A, g(v’) = f (v’) + A. 
Consequently, 
f(t) = @(u’) + (1 - h) g(v’) = Xf (u’) + (1 - h) f (v’) + A. 
Again, the convexity of g$ gives d(t) < hgz(u’) + (1 - h) g;(v)). On sub- 
traction we find that 
g,*(t) - f(t) < h(g,*(u’) - f(u’)) + (1 - A) (g,*(v’) - f(v’)) - A < A; - A. 
(4.7) 
We conclude by (4.6) and (4.7) that in either casegz(t) - g(t) < AZ - A holds. 
This together with (4.5), (4.1), and (4.2) establishes the validity of (4.3). The 
proof of the theorem is now complete. 
THEOREM 4.2. Assume f is continuous on I. For all n > I, h < h$, and the 
sequence of functions (h$) converges to the gem h off uniformly at a rate given by 
/I 6 - h,* II < w(f, In-l). (4.8) 
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Proof. By Theorem 3.2, A, =dc - d,, for all 0 < i < rz. Hence, h;(t) = 
g:(t) - A, for all t E I. Again, by Theorem 3.1 we have h(t) = g(t) - d for all t. 
Consequently, 
h;(t) - r;(t) = g,*(t) - i?(t) + A - An , for all t E 1. (4.9) 
It now follows from (4.5) that hz > h. Again, (4.6) and (4.7) show that 
We conclude by (4.9) that 
0 < h;(t) - h(t) < A,* - A, ) for all t E I. 
The required result (4.8) follows from (4.4). The proof is now complete. 
5. THE LINEAR PROGRAM 
In this section we show that the gem /an off n and the optimal solution g- to 
problem (1.2)-( 1.3) can be easily obtained by solving linear program (1.7)-( 1.9). 
THEOREM 5.1. LP (1.7)-(1.9) has a uniqw optimal sobtion x* = (x;T, xf,..., 
xz), and xz = 2 = 0. Furthermore, A,, , p, pn , and hn are given by 
&=A,-xT+fi, i = 0, l,..., 71, (5.2) 
(5.3) 
Ai = -XT+ fd ) i = 0, l,..., 71. (5.4) 
Proof. Define fi = ---A< + fi f or i = 0, l,..., n. Then fi > 0, and since Ai 
satisfy (1.3), it follows that ii give a feasible solution to LP (1.7)-( 1.9). Since the 
objective function Zx, is bounded below by zero, we conclude by a well-known 
result in linear programming [3, 81 that an optimal solution x* = (xg, x1*,..., xz) 
to the LP exists. 
Let pi = -x1* +fi , i = 0, I ,..., n. We show that qi = hi for all i. Since x;” 
satisfy (1.8), we find that qi satisfy (1.3). Again, since x7 > 0, we have pi < fi 
for all i. It follows from the definition of gem that q% < !zi for all i. Now 2x: < 
Z& . This gives Z(& - qi) < 0. Hence qi = A, for all i and (5.4) is established. 
4=‘9/72/ I-23 
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Now (5.1)-(5.3) follows from (3.5) and (3.6). Since /!zm is unique, (5.4) shows that 
x* is unique. Since a = t,, and b = t, are in A’, it follows from (5.2) that xi = 
X$ = 0. The proof of the theorem is now complete. 
We now make one remark. It will be easily seen that the conclusions of 
Theorem 5.1 also apply to the new LP obtained by replacing the objective Zxi 
of LP (1.7)-(1.9) by &xi , where ci > 0 for all i. 
6. MONOTONE APPROXIMATION 
In this section we consider the monotone approximation problem, and point 
out the relationships between optimal solutions and greatest monotone minorants 
and smallest monotone majorants. It will be seen that O(n) algorithms can be 
easily constructed to obtain optimal solutions of the discretized versions of the 
problem. Convergence to an optimal solution of the original problem can also 
be shown. These results are similar to those of the convex approximation 
problem. Unless otherwise stated, the notation used in this section is independent 
of previous sections. 
Let 1, B, and 11 . I/ be as in Section 1. A function m in B is said to be monotone 
(nondecreasing) if m(s) < m(t) for all s, t ~1 with s < t. Let M denote the set 
of all monotone functions m on I. Clearly, M is a closed convex cone. Givenf in 
B, consider the problem of determining an optimal solution g in M so that 
(6.1) 
This is the problem of monotone approximation. In general, g is not unique, 
and the set of all optimal solutions g is convex. 
This problem in the setting of a generalized uniform norm on a partially 
set is considered in [15, 171. The following theorem is a special case of the 
results in [15] when the partially ordered set is the interval I and the weight 
function w is identically equal to unity. 
THEOREM 6.1. Assume f is in B. Then 
e = 4 sup ((f(s) - f(t)): (s, t) E I x I, s < t}. (6.2) 
Dejine g, &f in M by 
g(t) = sup{f (s): s E I, s < t> - 0, teI, (6.3) 
g(t) = inf{f(s): s ~1, s > t> + 0, tcI. (6.4) 
Then g and g are optimal solutions to probZem (6.1) and g(t) < f(t) for all t in I. 
Furthermore, a g in M is an optimal solution to problem (6.1) ;f and onb if g(t) < 
g(t) <g(t) for all t E I. 
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The above theorem shows that the set of optimal solutions to problem (6.1) 
is an “interval” in M. The maximal solution is g and the minimal optimal 
solution is g. 
If f is in B, then its smallest monotone majorant (smm) ,h is defined to be the 
smallest function in M such that _h(t) >, f(t) f or all t in I. It is easy to verify that 
_h(t) = sup(f(s): s EI, s < t}, t EI. (6.5) 
Similarly, the greatest monotone minorant (gmm) h off in B is the largest 
function in M such that h(t) <f(t) for all t in I, Clearly, 
t;(t) = inf(f(S): s EI, s 3 t}, tEI. (6.6) 
These definitions are similar to the definition of a gem given in Section 3. 
The following theorem gives relationship between g, g and h, I;. 
THEOREM 6.2. Assume f is in B, then 
e=illf--hll=Bllf--4l, 
g(t) = l?(t) - 0 for all t E I, 
g(t) = h(t) + 0 for all t E I. 
This theorem follows from Theorem 6.1 by some simple computations. The 
theorem shows that the maximal (minimal) optimal solution to the problem is 
the gmm (smm) off moved through a certain distance. 
The problem may now be discretized to a grid of (n + 1) equally spaced 
points a = t, < tl < .** < t, = b. Results similar to those of Theorem 6.2 
apply to the discrete case. The discrete gmm h* = (&)& off” = (fi)& , where 
fi = f (td may b e computed by an O(n) algorithm using the following recursive 
relation: 
43 =fn, 
Ki = min(fti+l ,fi>, i = 0, I,...) n - I. 
The maximal optimal solution p = (~&, to the discrete problem may then 
be obtained by setting 
where 
ii = Ki + e72 , i = 0, 1 ,...) n, 
0, = +max((fi - hi):0 <i <n}. 
If gz is the piecewise linear monotone function constructed from p by linear 
interpolation, then analogous to the results in Section 4, one may obtain 
II f - gt II < w(f, In-‘) when f is continuous, where I= b - a and w is the 
modulus of continuity off. Similar remarks apply to the computation of g. 
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