A 10-ml pipet is listed as 10.00 0.02, which is close enough to 4 significant figures, 10.00 ml. But a 1-ml pipet is listed as 1.000 0.006, which is really only 3 significant figures, 1.00 ml.
Example 1: Concentration Calculations: A solution is made by transferring 1 ml of a 0.12453 M solution, using a volumetric pipet, into a 200-ml volumetric flask. Calculate the final concentration. …Solution: Both k's have 2 significant figures, so k 2 /k 1 should also have 2 significant figures: k 2 /k 1 = 13.89. Then using SF Rule 3 shows that ln k 2 /k 1 should have 2 significant figures in the "mantissa:" ln k 2 /k 1 = ln 13.89 = 2.631
Example 3: Antilogs: The rate of a reaction depends on temperature as ln k = ln A -E a /RT. Using curve fitting it was found that ln A = 9.874. Calculate A.
…Solution:
The result is e 9.874 = 1.9427x10 4 . The mantissa has only 2 significant figures, so the result should only have two significant figures (SF Rule 4): 1.94x10 4 , or just 1.9x10 4 .
Example 4: Antilogs: The rate of a reaction depends on temperature as ln k = ln A -E a /RT. Using curve fitting it was found that ln A = 9.874 and E a = 28.26 kJ/mol. Calculate k at T = 298.15 K.
The result for ln k has 2 significant figures: both ln A and E a have 3 significant figures (SF Rule 1), but the difference has only one past the decimal point: limiting term on subtraction ln k = 9.874 -28.26x10 3 /8.314/298.15 = 9.874 -11.40 = -1.5266
The mantissa has only 1 significant figure. Then solving for k and using SF Rule 4 gives k= e -1.5266 = 0.217 or finally just 0.2.
Propagation of Errors
Significant figure rules are sufficient when you don't have god estimates for the measurement errors. If you do have good estimates for the measurement errors then a more careful error analysis based on propagation of error rules is appropriate. Least squares curve fitting provides very good estimates for uncertainties. For error analysis with the slope or intercept from least squares curve fitting, a little more care is justified than is provided by significant figure rules. Use propagation of error rules to find the error in final results derived from curve fitting.
The propagation of error rules are listed below. The variance of x, s(x) 2 , is the square of the standard deviation. 
Relative variance in product =4.2x10 -4 Relative st.dev in product= √4.2x10 -4 = 0.020 or 2.0% Result =( 123.2±2.4 )x( 4.184±0.031)= 515.47 ± 2.0% = 515. ± 10.
Example 7: Logs: The equilibrium constant for a reaction at two different temperatures is K 1 = 0.0322±0.0007 at 298.2 and K 2 =0.473±0.006 at 353.2 K. Calculate ln(K 2 /K 1 ) and find the uncertainty in the result.
…Solution: Just like Example 6 the relative variance in k 2 /k 1 is the sum of the relative variances:
Relative variance in K 2 = (0.0007/0.0322) 2 = (0.022) 2 = 4.7x10 -4 + Relative variance in K 1 = (0.006/0.473) 2 = (0.013) 2 = 1.6x10 -4 Relative variance in K 2 /K 1 = 6.3x10 -4 Then using Rule 3 shows that absolute variance in ln K 2 /K 1 is the relative variance in K 2 /K 1.
Variance in ln K 2 /K 1 = Relative variance in K 2 /K 1 = 6.3x10 -4 Standard deviation in result = √6.3x10 -4 = 0.025 ln K 2 /K 1 = ln 14.689 = 2.687± 0.025 = 2.69±0.03
See example 2 for the significant figure version of this error analysis.
Example 8: Antilogs: The rate of a reaction depends on temperature as ln k = ln A -E a /RT. Using curve fitting it was found that ln A = 9.874±0.0041. Calculate A, and find the uncertainty.
…Solution: The result is e 9.874 = 1.9427x10 4 
. The relative variance of the result is the absolute variance of A (Rule 4):
Relative variance of e 9.874 = variance of A = (0.0041) 2 = 1.68x10 -5 Relative st. dev in result = √1.68x10 -5 = 4.1x10 -3 or 0.41% Result = 1.9427x10 4 ± 0.41% = 1.943x10 4 ± 0.080x10 4 .
See example 3 for the significant figure version of this error analysis.
Example 9: Multiplication with 'Certain' Numbers: The result of a calculation is (slope x R), where R is the gas constant in J K -1 mol -1 . Let slope = 1.23±0.02. Find the uncertainty in the result.
...Solution: Since R is known to several more significant figures than the slope, the uncertainty in R will add very little to the error in the final result. Therefore, R is 'certain' for this calculation. Rule 5 applies since only the slope is in error. Therefore, the error in the final result is then just the standard deviation in the slope multiplied by R: …Solution: Don't be put off by multi-step problems, just work one step at a time. First, get the uncertainty in 1/T 2 and 1/T 1 . Since both of these are divisions the relative variance of 1/T is just the relative variance of T (Rule 2). Then convert to absolute variance to calculate the error in (1/T 2 -1/T 1 ) using Rule 1: Example 12: A Multi-Step Problem An example of a more realistic problem is the temperature dependence of the equilibrium constant. Let's assume we wish to evaluate r H, knowing K 2 , K 1 , R, T 2 , and T 1 in the equation: It is a good habit to use spreadsheets for all your lab calculations and to include the error analysis, if the lab requires a full propagation of errors treatment (see below).
Summary:
Keep this tutorial handy, you will need it all year long. Every lab requires an error analysis for the final results, even calculations-only lab reports.
All lab reports should have an error analysis
If the calculations don't use least squares curve fitting or the curve fitting is used at a very early stage of the calculation with many subsequent calculations, just use significant figure rules (e.g. for all the calorimetry experiments just use significant figure rules).
From least squares curve fitting use propagation of error rules
5. Write a spreadsheet to fit the following data. The data and the final result are listed below to use to check your spreadsheet. But you use the formulas with the explicit sums-you don't use the Excel linest() function for your assignment!
Excel Least Squares
Curve Fitting 
