When the number of training data is limited, the performance of supervised learning could be improved if valuable samples are selected for training. In this work, we propose a novel data selection method based on fuzzy clustering. Our method first partitions all the data which need to be classified into clusters. Then training data are selected from each cluster based on their membership degrees. Experimental results show that our proposed fuzzy clustering-based data selection method could effectively improve the performance of learning compared with randomly selecting training samples.
Introduction
When designing a supervised learning system, usually we need enough training data. However, in many cases, we have to limit the number of training data. The reason is that only labeled data can be used for training and labeled data are often difficult, expensive, or time consuming to obtain, as they require the efforts of experienced human annotators [1] . In these cases, how to achieve a good classifier as best as possible with a reasonable number of labeled training data is an important issue.
Many approaches have been proposed to solve this issue. These approaches can be divided into two primary topics: semi-supervised learning [2] [3] [4] and training data selection [5] [6] [7] [8] . Assuming the cost associated with the labeling efforts is uniform for all the samples in a dataset, data selection aims to choose the most valuable samples to label. When labeled data are given, semisupervised learning aims to utilize unlabeled data to improve learning performance. Our work focuses on data selection.
In this paper, we propose a novel data selection method based on fuzzy clustering. First of all, fuzzy c-means is used for data clustering. Then two parts of samples are selected. The first part includes the samples with high degrees of membership in each cluster. Usually these samples are close to the cluster centers. And the other part includes the samples with small difference between the two highest membership degrees. Finally the combination of them is used as training data.
Compared with most existing works in data selection, our proposed method requires less computational effort. Moreover, our method does not rely on the supervised learning algorithms, so it can work with any kind of supervised learning methods, such as neural networks, support vector machines and so on.
To test the effect of our method, we compare the performance of learning based on our method and randomly selecting training samples. Experimental results indicate that our proposed method can achieve better performance.
The structure of the paper is as follows. In section 2, we present our proposed data selection method. Section 3 reports on the experiment results. Section 4 discloses conclusions and future work.
Our Data Selection Method
The first step of our data selection method is to partition the samples which need to be classified into clusters by using fuzzy c-means. Then, class membership matrix is obtained [9] [10]. Our method selects training samples through analyzing this membership matrix. The selected samples include the following two parts: If there are samples to be selected for training, then one simple method we use is to select samples for each part. In the real applications, we need not follow this combination method exactly. For example, if it is obvious that samples got from part 1 are redundant, then more samples could be extracted from part 2.
Experimental Results
Three well-known data sets were used in our experiments. For each data set , we randomly select some samples as test data , then training data will be selected from the other part (
Training data random selection strategy and our strategy are conducted for each data set for comparison. Multi-layer Perception (MLP) with error back propagation (EBP) is used as the supervised classifier in our experiment. The network with one hidden layer is adopted. TANSIG, LOGSIG activation functions are used in the hidden layer and output layer respectively. For fuzzy c-means algorithm, it is configured as follows: fuzzy factor is set to 2, convergence criterion is set to 0.0000001, maximum iteration is set to 100. Euclidean distance is used as the similarity measure. All the experiments in this part are carried out for 500 times. Then the average value of the 500 classification accuracies was reported as result.
The first data set we used is the well-known iris dataset [10] . It contains of four characteristics of iris plants and classifies them into three classes of iris with 50 exemplars in each class. One class is linearly separable from the other two which are not linearly separable from each other. In our experiment, 75 samples are randomly selected as test data. Then training data are selected from the other 75 samples. Different numbers of training data are used, which include 6, 9, 15, 21 and 27. Recall to Section 2, the selected training samples include two parts. The numbers of data assigned to these two parts are given in Table 1 . For example, when the number of training data is 6, then there are 3 samples selected from part 1 and part 2 respectively. For part 1, there is one sample selected from each of iris's three classes. Classification error rates on iris are shown in Table 2 . Compared with random selection, our method achieves 23.9 percent, 19.1 percent, 11.1 percent, 6.74 percent and 1.40 percent improvement when the number of training data is 6, 9, 15, 21 and 27 respectively.
The second data set is soybean [10] , which has 47 instances and 35 attributes. Four classes are represented in the data. 25 instances are randomly selected as test data. Training instances are selected from the other 22 instances. Number of training data includes 8, 12 and 16. Training data distribution for soybean is shown in Table 3 . Classification error rates are shown in Table 4 . Compared with random selection, 46.7 percent, 26.4 percent and 21.2 percent improvements are achieved at training number 8, 12 and 16 respectively.
The third data set is Dr. William W. Wolberg's Wisconsin Breast Cancer Dataset [10] . Originally this dataset contains 699 samples with 458 samples in the class Benign and 241 samples in the class Malignant. Each sample has 9 input features. There are 16 samples with incomplete features. After filtering out those samples, 683 samples are used in our experiment. 100 samples are randomly selected as test data. Training samples are selected from the other 583 samples. Training data numbers include 6, 10 20 and 30. Training data distribution for this data set is shown in Table 5 . Classification error rates are shown in Table 6 . Compared with random selection, our method achieves 39.7 percent, 20.8 percent, 7.63 percent and 6.04 percent improvement when the number of training data is 6, 10, 20 and 30 respectively. 3 samples for part 1 (1*3) and 3 samples for part 2 9 6 samples for part 1 (2*3) and 3 samples for part 2 15 9 samples for part 1 (3*3) and 6 samples for part 2 21 12 samples for part 1 (4*3) and 9 samples for part 2 27 15 samples for part 1 (5*3) and 12 samples for part 2 4 samples for part 1 (2*2) and 2 samples for part 2 10 6 samples for part 1 (3*2) and 4 samples for part 2 20 10 samples for part 1 (5*2) and 10 samples for part 2 30 20 samples for part 1 (10*2) and 10 samples for part2 The results indicate that, compared with randomly selecting training samples:
• For the data set iris, our data selection method achieves 12.4 percent of average improvement.
• For the data set soybean, our data selection method achieves 31.4 percent of average improvement.
• For the data set breast cancer, our data selection method achieves 18.5 percent of average improvement.
Conclusions and Future Work
In this work, we propose a novel data selection method based on fuzzy clustering. The experiment results show that it can achieve better classification performance compared with traditional random selection method.
In the future, we will try to find some concrete applications to test the effect of our method.
