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a b s t r a c t
Consider the stability problem for the following linear switched system (differential
inclusion) x˙ = Ax, A ∈ {A1, A2, . . . , AN }. Here Ai (i = 1, 2, . . . ,N) are n × n dimensional
Hurwitz stable real matrices. In this study for this system we investigate the problem of
the existence and construction of a common diagonal Lyapunov function of the form
V (x) = xTDx
where D is a positive diagonal matrix. In the case of n = 3, i.e. third order system, we
suggest a simple elimination algorithm which gives a common D in the case of existence.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following linear switched system (differential inclusion)
x˙(t) = A(t)x(t), A(t) ∈ {A1, A2, . . . , AN}. (1)
Here x(t) ∈ Rn, t ≥ 0, Ai (i = 1, 2, . . . ,N) are n× n dimensional matrices. Recall some definitions from the stability theory
of linear systems and convex analysis.
If all eigenvalues of a matrix A lie in the open left half-plane (i.e. Re(λ) < 0) then A is called a Hurwitz matrix. The matrix
equation
ATP + PA = −Q (2)
is called the Lyapunov matrix equation where Q is a given symmetric positive definite matrix (i.e. Q > 0) and the symbol
‘‘T’’ stands for the transpose. The Eq. (2) has a symmetric positive definite solution P > 0 if and only if A is Hurwitz.
The system
x˙(t) = Ax(t) (3)
is called asymptotically stable if for every ε > 0 there exists δ > 0 such that for all initial positions x0 with ∥ x0 ∥< δ
the solution x(t) of the Eq. (3) with initial condition x(0) = x0 satisfies the inequality ∥ x(t) ∥< ε for all t > 0 and
limt→∞ x(t) = 0.
The Hurwitz stability of the matrix A is the necessary and sufficient condition for asymptotic stability of the system (3).
In this case the function V (x) = xTPx serves as a quadratic Lyapunov function for the system (3).
In the case of switched system (1) the matrix A switches between N matrices A1, A2, . . . , AN and the switching times are
arbitrary. In this case the sufficient condition for the uniformly globally asymptotic stability is the existence of a common
P > 0 such that
ATi P + PAi < 0 (i = 1, 2, . . . ,N). (4)
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In this case the function V (x) = xTPx is a common quadratic Lyapunov function for the system (1). If there exists Q > 0
such that the matrix P > 0 from (2) is diagonal then A is called diagonally stable. If there exists a positive diagonal solution
to (4) then the function V (x) = xTPx is called a common diagonal Lyapunov function (CDLF) for (1).
The problems of existence of common positive definite and diagonal solutions have been studied in a lot ofworks (see [1],
and references therein).
Diagonal stability has many applications including biology [2], communication networks [3], economics [4], and control
engineering [5,6]. An application of diagonal stability to get conditions for the stability of linear hyperbolic first order partial
differential equations can be found in [7].
For the system (3) (without switching) an existence theorem and an algorithm for a diagonal Lyapunov function is given
in [8]. In [9] it is shown that A is diagonally stable if and only if AX has at least one negative diagonal entry for every non-zero
X = XT ≥ 0. In [10] for the pair of positive n-dimensional linear systems x˙ = A1x and x˙ = A2x it is proved that there exists
a CDLF if and only if A1 + DA2D is non-singular for all diagonal D > 0.
Let X ⊂ Rn be a convex set and F : X → R be a convex function. The vector g ∈ Rn is said to be a subgradient of F(x) at
x∗ ∈ X if for all x ∈ X
F(x) ≥ F(x∗)+ gT (x− x∗).
The set of all subgradients of F(x) at x = x∗ is denoted by ∂F(x∗). If x∗ is an interior point of X then the set ∂F(x∗) is nonempty
and convex.
In this paper we investigate the CDLF problem for the switched system (1) which is a convex optimization (minimax)
problem. We give an elimination algorithm for the case n = 3 which is the main result of the paper (Section 2). For the
general case, we apply Kelley’s cutting-plane method [11,12] (Section 3). Test examples show that in the case of n = 3 the
elimination algorithm gives better results.
2. Problem formulation and algorithm for third order systems
Let A1, A2, . . . , AN be n×n dimensional Hurwitz stablematrices and x = (x1, x2, . . . , xn)T ∈ Rn, xi > 0 (i = 1, 2, . . . , n).
Does there exist a diagonal matrix D = diag(x1, x2, . . . , xn) such that
ATi D+ DAi < 0? (5)
Define
φ(x) := max
1≤i≤N
λmax(ATi D+ DAi)
= max
∥v∥=1, 1≤i≤N
vT (ATi D+ DAi)v. (6)
φ(x) is a continuous convex function. LetX = {x ∈ Rn : 0 ≤ xi ≤ 1}.
Problem. Does there exist x ∈ X such that φ(x) < 0?
In this section for third order (n = 3) systems we give a special elimination algorithm without employing convex
optimization. Note that the case n = 2 has been considered in [13].
Let A1, A2, . . . , AN be 3 × 3 dimensional Hurwitz matrices. The problem is to find a positive diagonal matrix D =
diag(x1, x2, x3) such that
ATi D+ DAi < 0 (i = 1, 2, . . . ,N). (7)
All 3× 3 positive diagonal matrices are normalized as
D =
x1 0 0
0 x2 0
0 0 x3

with 0 < x1 ≤ 1, 0 < x2 ≤ 1, 0 < x3 ≤ 1.
Define two-dimensional faces Fi = {(x1, x2, x3)T ∈ X : xi = 1} for i = 1, 2, 3.
From the positive homogeneity of φ(x)we get the following lemma (see Fig. 1).
Lemma 1. There exists x ∈ X for which φ(x) < 0 if and only if there exists i ∈ {1, 2, 3} and xi ∈ Fi such that φ(xi) < 0.
Using Lemma 1we can reduce the problem of finding a common x inX to the finding of a common x∗ on one of the faces
F1, F2 and F3.
Since the faces F1, F2 and F3 are 2-dimensional squares, the initial 3-dimensional problem is transformed into three
2-dimensional problems.
T. Büyükköroğlu / Journal of Computational and Applied Mathematics 236 (2012) 3647–3653 3649
Fig. 1. Two-dimensional faces ofX.
For the face F1, let D1 = diag(1, y, z) and define
ϕ(y, z) := max
1≤i≤N
λmax(ATi D1 + D1Ai)
= max
(u,i)
∥u∥=1, 1≤i≤N
uT (ATi D1 + D1Ai)u. (8)
Let (1, yˆ, zˆ)T be an interior point of F1. Denote Dˆ1 = diag(1, yˆ, zˆ).
ϕ(yˆ, zˆ) = max
1≤i≤N
λmax(ATi Dˆ1 + Dˆ1Ai) = λmax(ATiˆ Dˆ1 + Dˆ1Aiˆ) (9)
(i.e. the index iˆ ∈ {1, 2, . . . ,N}maximizes λmax(ATi Dˆ1 + Dˆ1Ai)).
Let uˆ = (uˆ1, uˆ2, uˆ3)T (∥uˆ∥ = 1) be an eigenvector of (ATi Dˆ1 + Dˆ1Ai) corresponding to the maximum eigenvalue.
Denote Uˆ = diag(uˆ1, uˆ2, uˆ3) and fˆ = 2UˆAiˆuˆ.
Proposition 2. Let (1, yˆ, zˆ)T ∈ int(F1). Then
(i) ϕ(yˆ, zˆ) = (1, yˆ, zˆ)fˆ ,
(ii) ϕ(y, z) ≥ (1, y, z)fˆ for all (1, y, z)T ∈ F1.
Proof. Let (1, y, z) ∈ F1. We have
ϕ(y, z) = max
(u,i)
∥u∥=1, 1≤i≤N
uT (ATi D1 + D1Ai)u ≥ uˆT (ATiˆ D1 + D1Aiˆ)uˆ. (10)
For Aiˆ = (ajk), straightforward calculation shows that
ϕ(y, z) ≥ uˆT (AT
iˆ
D1 + D1Aiˆ)uˆ
= 2[(uˆ21a11 + uˆ1uˆ2a12 + uˆ1uˆ3a13)+ (uˆ1uˆ2a21 + uˆ22a22 + uˆ2uˆ3a23)y+ (uˆ1uˆ3a31 + uˆ2uˆ3a32 + uˆ23a33)z]
= (1, y, z)2UˆAiˆuˆ = (1, y, z)fˆ (11)
and (ii) is proved.
For (yˆ, zˆ) the pair (uˆ, iˆ)maximizes (8). Using (9) and (11) we have (i):
ϕ(yˆ, zˆ) = uˆT (AT
iˆ
D1 + D1Aiˆ)uˆ = (1, yˆ, zˆ)fˆ . 
Remark. As follows from the above considerations, the subdifferential set of φ(x) (6) is
∂φ(x) = co{g = 2UAiu : i is a maximizing index, u is a corresponding unit eigenvector}.
The faces F2 and F3 can be treated in a similar manner. For the faces F2 and F3, the functions ψ and θ are defined by the
analogy with (8).
For (xˆ, 1, zˆ)T ∈ int(F2) and (xˆ, yˆ, 1)T ∈ int(F3)we can define the vectors gˆ = 2Vˆ Ajˆvˆ and hˆ = 2WˆAkˆwˆ respectively, where
Vˆ and Wˆ are diagonal matrices defined by the analogy with the definition of Uˆ . Similar propositions like Proposition 2 are
valid for the faces F2 and F3.
The above considerations (see Proposition 2) imply that for arbitrary chosen points (1, yˆ, zˆ)T ∈ int(F1), (xˆ, 1, zˆ)T ∈
int(F2), (xˆ, yˆ, 1)T ∈ int(F3) we can easily calculate ϕ(yˆ, zˆ), ψ(xˆ, zˆ) and θ(xˆ, yˆ) simultaneously. If at least one of the three
inequalities ϕ(yˆ, zˆ) < 0, ψ(xˆ, zˆ) < 0, θ(xˆ, yˆ) < 0 is satisfied then the corresponding diagonal matrix is a common solution
to (7) (For example if ϕ(yˆ, zˆ) < 0 then the matrix Dˆ1 = diag(1, yˆ, zˆ) is a common solution.).
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Fig. 2. The remaining subsets of F1 , F2 and F3 .
Otherwisewe eliminate the closed sets (1, y, z)fˆ ≥ 0, (x, 1, z)gˆ ≥ 0, (x, y, 1)hˆ ≥ 0 from the squares F1, F2, F3 respectively
(see Fig. 2). Note that the equations (1, y, z)fˆ = 0, (x, 1, z)gˆ = 0 and (x, y, 1)hˆ = 0 define straight lines.
At the second step we choose suitable ‘‘center’’ points in the remaining subsets of F1, F2, F3 (‘‘white’’ regions in Fig. 2)
simultaneously and repeat the procedure. The remaining set after any step is empty or a convex polygon.
As suitable ‘‘center’’ points it is reasonable to choose the centers of the mass (centroid) of the remaining sets (polygons).
The following nontrivial theorem shows that if the center of mass is chosen as a suitable point, at least 4/9 part of the
remaining region will be removed.
Theorem 3 (Winternitz, [14]). For any bounded and convex figure F of area S there exists a point M (namely, the center of mass)
such that any straight line through M cuts the figure into parts whose area is at least 4/9 · S each.
At this step, we can divide the remaining polygon F into triangles T1, T2, . . . , Tl. The center of mass of triangles can be
calculated by known formulas. Assume that Ci is the center of mass of Ti and Si is its area. Then the center of mass of the
polygon F is
CF =
l
i=1
Ci · Si
l
i=1
Si
.
It is well known that in the case of existence the set of common D is open. Therefore it contains an open disk and
Algorithm 1 will give an affirmative answer after a finite number of steps.
Algorithm 1. Let 3× 3 dimensional Hurwitz stable matrices A1, A2, . . . , AN be given.
(1) – Take ρ1 = (1, yˆ, zˆ) = (1, 1/2, 1/2)T . Compute the maximizing pair (u1, iˆ1) in (8), the vector fˆ 1 and ϕ(ρ1).
– Take ν1 = (xˆ, 1, zˆ) = (1/2, 1, 1/2)T . Compute the maximizing pair (v1, jˆ1), the vector gˆ1 and ψ(ν1).
– Take η1 = (xˆ, yˆ, 1) = (1/2, 1/2, 1)T . Compute the maximizing pair (w1, kˆ1), the vector hˆ1 and θ(η1).
If ϕ(ρ1) < 0 or ψ(ν1) < 0 or θ(η1) < 0 stop. Otherwise, eliminate the set (1, y, z)fˆ ≥ 0, (x, 1, z)gˆ ≥ 0, (x, y, 1)hˆ ≥ 0
from F1, F2, F3 respectively.
(2) Determine the centers of mass ρ2, ν2, η2 of the remaining sets and repeat the procedure.
Example 1. Let us consider the three Hurwitz stable matrices
A1 =
−2 −1 1
2 −1 3
4 −3 −4

, A2 =
−4 −4 1
2 −4 −2
0 −3 −2

, A3 =
−1 3 −2
−6 −2 1
6 1 −3

.
For ρ1 = (1, yˆ, zˆ) = (1, 1/2, 1/2) ∈ F1 calculations show that the maximizing pair (u1, iˆ1) in (8) is: u1 = (0.3017,
−0.6096, 0.7330)T , iˆ1 = 2 and we get ϕ(ρ1) = 0.4908. Since ϕ(ρ1) > 0, we eliminate the set
{(1, y, z) ∈ F1 : (1, y, z)fˆ 1 = −1.9212y+ 0.5318z + 1.1854 ≥ 0}
from the face F1.
For ν1 = (xˆ, 1, zˆ) = (1/2, 1, 1/2) ∈ F2 and η1 = (xˆ, yˆ, 1) = (1/2, 1/2, 1) ∈ F3 we get the maximizing pairs (v1, jˆ1) and
(w1, kˆ1):
v1 = (−0.8233, 0.5461,−0.1543)T , jˆ1 = 3 and ψ(ν1) = 2.3599 > 0,
w1 = (−0.8557, 0.1280,−0.5012)T , kˆ1 = 3 and θ(η1) = 2.1531 > 0.
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Fig. 3. The remaining set after the second step.
Since ψ(ν1) > 0 and θ(η1) > 0, we eliminate the sets
{(x, 1, z) ∈ F2 : (x, 1, z)gˆ1 = −4.5614x+ 1.2130z + 4.0338 ≥ 0},
{(x, y, 1) ∈ F3 : (x, y, 1)hˆ1 = −3.8371x+ 1.1205y+ 3.5110 ≥ 0}
from the faces F2 and F3 respectively (see Fig. 3).
The centers of mass of the remaining sets are ρ2 = (1, 0.8646, 0.4056)T ∈ F1, ν2 = (0.9614, 1, 0.1449)T ∈ F2 and
η2 = (0.9716, 0.0970, 1)T ∈ F3.
This procedure is repeated and the following values are obtained:
For ρ2 ∈ F1, ν2 ∈ F2 and η2 ∈ F3, the maximizing pairs (u2, iˆ2), (v2, jˆ2) and (w2, kˆ2):
u2 = (−0.4893,−0.6177,−0.6156)T , iˆ2 = 1 and ϕ(ρ2) = 0.2206 > 0,
v2 = (−0.3193,−0.6048,−0.7294)T , jˆ2 = 1 and ψ(ν2) = 1.6418 > 0,
w2 = (−0.6624,−0.6397,−0.3897)T , kˆ2 = 3 and θ(η2) = 2.6961 > 0.
After the elimination, there is no point in the faces F2 and F3 such that φ(x) < 0 (6) (see Fig. 3).
For the face F1, the center of mass of remaining set is ρ3 = (1, 0.8898, 0.6984)T and since ϕ(ρ3) = −0.0112 < 0, the
matrix
D = diag(ρ31 , ρ32 , ρ33 ) =
1 0 0
0 0.8898 0
0 0 0.6984

is a common diagonal solution for ATi D+ DAi < 0 (i = 1, 2, 3).
3. Application of Kelley’s cutting-plane method
The problem can be investigated by Kelley’s cutting-plane method [11,12] as well.
Let us briefly describe this method. Consider the problem
minimize F(x)
subject to: x ∈ X = {x ∈ Rn : xl ≤ x ≤ xu}
where F(x) is convex inX. Here xl and xu are given vectors that define lower and upper bounds of x.
Let x0, x1, . . . , xk be k+ 1 points inX and gi be any subgradient of F(x) at xi. If x∗ is a minimizer of F(x) inX then
Lk ≤ F(x∗) ≤ Uk (12)
where Lk = minx∈X Fk(x), Uk = min0≤i≤k F(xi), Fk(x) = max0≤i≤k

F(xi)+ gTi (x− xi)

. It is known that Lk ≤ Lk+1, Uk+1 ≤ Uk
and Uk − Lk approaches zero as k increases. The minimizing of Fk(x) subject to x ∈ X (see definition of Lk) is a linear
programming (LP) problem which is equivalent to
minimize L
subject to: Fk(x) ≤ L, xl ≤ x ≤ xu. (13)
Denote by x∗k and x
∗∗
k theminimizers of Lk and Uk respectively. Then |F(x∗k)−F(x∗)| ≤ ε provided that Uk−Lk ≤ ε. Therefore
x∗k can serve as an approximate solution of the problem (12).
Remark. If there exists k such that Lk ≥ 0 then F(x) ≥ 0 for all x ∈ X (there is no CDLF). Similarly, if there exists k such
that Uk < 0 then F(x) < 0 for some x ∈ X (CDLF exists).
Application of this method gives the following.
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Algorithm 2. Let n× n dimensional Hurwitz stable matrices A1, A2, . . . , AN be given.
(1) Take (x0)T = (1/2, 1/2, . . . , 1/2)T and ε > 0. Compute ϕ(x0). If ϕ(x0) < 0 stop; otherwise continue.
(2) Determine Lk, Uk, x∗k , x
∗∗
k .
If Lk ≥ 0 then stop (ϕ(x) ≥ 0 for all x ∈ X) or
if Uk < 0 then stop (the vector x∗∗k satisfies ϕ(x
∗∗
k ) < 0) or
if Uk − Lk ≤ ε and ϕ(x∗k) < 0 or ϕ(x∗∗k ) < 0 then stop (the vector x∗k or x∗∗k is a required solution).
Otherwise continue.
Consider the following examples. At each step, the number Lk is defined by the solution of an LP problem.
Example 2. Consider the matrices in Example 1. CDLF can be determined using Algorithm 2 as follows:
k xk Lk Uk
0 (1/2, 1/2, 1/2)T −4.5762 0.5234
1 (1, 0, 0)T −2.4878 0.5234
2 (1, 0.7314, 0)T −2.2268 0.5234
...
...
...
...
7 (1, 0.9442, 0.5851)T −0.0397 0.0200
8 (1, 0.9373, 0.6083)T −0.0361 −0.0289
Since U8 < 0, the matrix D = diag(x81, x82, x83) = diag(1, 0.9373, 0.6083) is a common diagonal solution.
Example 3. Consider the following 4× 4 dimensional Hurwitz stable matrices:
A1 =
−4 1 1 2−5 −2 5 −2−3 1 −7 1
3 3 1 −2
 and A2 =
−5 2 −1 3−4 −3 2 −7−1 0 −2 −2
5 4 2 −4
 .
After 11 steps, calculations give
x11 = (1, 0.5222, 1, 0.7763)T , L11 = −0.0565, U11 = −0.0230 < 0
and D = diag(1, 0.5222, 1, 0.7763) is a common solution.
Example 4.
A1 =
−4 3 1 03 −3 0 −11 −3 −3 2
3 −1 0 −2
 and A2 =
−3 −4 1 24 −4 4 33 −1 −1 −2
−2 −2 −1 −2

are Hurwitz matrices. After 5 steps Algorithm 2 gives that
x5 = (1, 0.2515, 0.3739, 0.5608)T , L5 = 0, U5 = 0.3749.
and there is no common diagonal solution for the matrices A1 and A2.
The examples above show that the application of Kelly’s method requires a solution of an LP problem at each step whereas
the elimination algorithm from Section 2 is more effective in the case of n = 3.
4. Conclusion
Construction of a common diagonal type Lyapunov function for switched linear systems is considered. A simple
elimination algorithm for third order systems is given. The application of Kelly’s cutting-planemethod to the given problem
is considered as well.
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