In this paper, we study asymptotic uniform data-rate guarantees in large wireless networks from an information-theoretic viewpoint. We consider the following question: what is the maximum achievable data rate that such a network can support for communication from an arbitrary radio node to its destination under transmission power and network-topology constraints, as the network size goes to infinity? In other words, we study the data-rate guarantee for an arbitrarily chosen source-destination pair assuming all other nodes act as relays. We consider two types of network deployments: 1)a regular deployment with unreliable nodes; and 2)a random deployment. We provide upper and lower bounds on the asymptotic achievable data rate for both linear and planar topologies under the two deployment models.
Introduction
fundamental limit on the data rate that such a network can support from an arbitrary node to its destination under transmission power and network-topology constraints?
We consider data-rate guarantees from an information-theoretic viewpoint. In other words, we do not assume models with upper bounds on the transmission radius nor do we limit the possibilities of collaboration among a network of radio nodes. Instead, we try to characterize the asymptotics of the maximum achievable data rate from a source to its destination in a large network. In this context, we first define uniform data-rate guarantee as follows:
The network provides a uniform data-rate guarantee R if, for a single, but arbitrarily chosen, sourcedestination pair, we can guarantee that the source can communicate with the destination at rate R, assuming all other nodes act as relay nodes.
When a rate R as defined above is achievable, we say that the network is connected at rate R. The data rate R is guaranteed when only one pair of source-destination nodes communicate and all other nodes are relays. Of course, there may exist source-destination pairs which could communicate reliably at a rate higher than R.
In this paper, we study an asymptotic uniform data-rate guarantee: R(n) is an asymptotic uniform data-rate guarantee if R(n) is achievable with high probability as n → ∞. We study the asymptotic behavior of R(n) and provide upper and lower bounds, as n goes to infinity. When the context is clear, we drop the word "asymptotic" in the rest of the paper.
Our motivation for considering only a single source-destination pair at a time arises from certain sensor network applications. In some such applications, the nodes monitor the occurrence of an event and report it to a fusion center when the said event occurs. If the occurrence of the event is geographically localized, then we obtain our model. If several nodes in a small neighborhood observe the event, then they could collaborate and compress their correlated observations first and then send the aggregated data from a single node to the fusion center.
To study minimum rate guarantees, we consider two types of network deployments and consider both linear and planar topologies. To avoid boundary effects, we assume that the linear topology is a ring and the planar topology is a torus. We assume that each node has an average power constraint.
D1:
The first topology we consider is one where the deployment is regular, and the nodes are unreliable nodes.
To elaborate, we consider both regular linear and planar networks as shown in Figures 1 and 2 , respectively. There are n nodes in the network. The distance between two adjacent nodes is d(n), which can be a function of n. We consider an unreliable network, where a node is inactive with a certain probability, as in [1] . A node may become inactive or dead if it consumes all its power or if it shuts itself off to conserve power. The probability of a node being active is denoted by p. 
D2:
The second model considered is one with random node deployment. We consider both linear and planar networks with n nodes randomly located, where n is a Poisson distributed random variable, whose mean is proportional to the length/area of the network and proportional to the density D. Thus, for a linear network with length L, an arbitrary small interval with length dl contains at most one node. The probability that the interval contains a node is Ddl, independent of other intervals. Similarly, for a planar network with area A, an arbitrary small area da contains at most one node. The probability that the area contains one node is Dda and independent of other areas. We note that the two different deployments yield scalability results of the same order.
We use the following notation in the rest of the paper. Let α be the power attenuation factor; i.e., transmission power attenuates by a factor of 1/d α over a distance d. We have α ≥ 2, where α = 2 in vacuum. The attenuation model for very small d is discussed in Section 3.3. We assume that the channel between any two nodes is an additive Gaussian noise channel where σ 2 is the variance of the Gaussian noise. If R is the data rate guaranteed for any single active source to its destination, we let P d (R) denote the probability of disconnection with respect to rate R, i.e., the probability that there exists at least one active node that cannot transmit to its destination at rate R. Key notations used in the paper are summarized below:
• P d (R): probability of disconnection with respect to rate R.
• P s (K): probability that there exists an isolated node with respect to distance K, i.e., the probability that there is an active node which has no other active nodes within a distance K from it 1 .
• P 1 (n): probability that each interval has at least one active node.
1 Note that P s (K) and P 1 (n) will be defined precisely in the corresponding sections. We summarize them here for reference.
• P ind : transmission power constraint for each individual node.
• P rec : total received power from an isolated node by all other (active) nodes.
We summarize the main results in the paper as follows. Let n be the average number of nodes. In D1, n is the total number of nodes. In D2, n is the average number of nodes; i.e., n = LD in a linear network and n = AD in a planar one. The scalability results are summarized as follows. In a linear network, there exist (active) nodes that cannot communicate with other nodes at rate R(n) with high probability, if
On the other hand, for large n, we can guarantee that a single (active) node can communicate with its destination at rate R(n) if
In addition, for a planar network, with high probability, there exist (active) nodes that cannot communicate with their corresponding destinations at rate R(n) if
On the other hand, for large n, we can guarantee that each node can communicate with its destination at rate
The conclusions may seem counter-intuitive at first: as the number of nodes increases, the achievable rate decreases. But note that, for a fixed topology, as n increases, the coverage area increases. To provide uniform guarantees over all (active) node in a larger area results in a lower rate. We can also interpret the results from a different viewpoint: to guarantee a fixed rate for all nodes, the coverage area can grow at least as fast as O(n/ ln n), but the growth of the coverage area has to be sublinear in n.
The rest of the paper is organized as follows. In Section 2, we discuss related work. Then, we study regular deployment with unreliable nodes in Section 3. We consider the case where 0 < p < 1. We provide upper and lower bounds on the achievable data rate when d(n) = d 0 for the linear and planar networks in Sections 3.1 and 3.2, respectively. In Section 3.3, we provide bounds on d(n) when a minimum rate is desired. In Section 4, the random deployment is studied. Upper and lower bounds on the data-rate guarantees are presented in Sections 4.1 and 4.2, respectively. The density requirement for a random deployment with data rate guarantees is presented in Section 4.3. Simulation results are presented in Section 5, followed by the conclusions in Section 6.
We consider two types of related work: the capacity and scaling law of a large wireless network [2, 3, 4, 5, 6, 7] , and its coverage and connectivity properties [8, 9, 10, 1, 11, 12, 13] .
Network Connectivity
A widely-used model to study connectivity based on transmission radius is as follows: A node can communicate (directly) with any other node within its transmission/communication radius r (if there is no other transmissions near the receiver). In other words, if the distance between two nodes is large, then these two nodes cannot communicate (directly) with each other. Two nodes are connected if there exists a sequence of relay nodes between them such that the distance at each hop in the route is no larger than r. Another model is based on signal-to-interference-plus-noise ratio (SINR), i.e., if SINR at the receiver is above some threshold, then reliable transmission occurs. Connectivity properties are studied under such models.
In [11] , the authors show that πr 2 (n)D ∼ log A is a necessary and sufficient condition for coverage and a necessary condition for connectivity in a random network where the nodes are distributed according to a Poisson process with density D in a region of area A, and r(n) is the radius of communication.
The authors of [8] consider a unit area with n randomly located nodes. They show that if each node can only communicate directly with other nodes within a circle of area πr 2 (n) = (log n + c(n))/n, then the asymptotic connectivity of the large ad-hoc network is guaranteed if and only if c(n) → ∞.
In [1] , the authors study the connectivity and coverage of a regular sensor grid with unreliable nodes in a unit square region. They show that the sufficient conditions for the network to cover the region while all active nodes are connected are of the form p(n)r 2 (n) ∼ log(n)/n, where two nodes within distance r(n) can communicate with each other and p(n) is the probability that a node is active.
It is shown in [13] that each node should be connected to Θ(log n) neighbors in order to guarantee asymptotic connectivity for a random ad-hoc network.
Percolation theory has been used to study the connectivity of wireless networks in [9, 10, 11] and references therein. In [9] , the authors study both pure ad-hoc and hybrid networks and show that the introduction of a sparse network of bases stations can significantly improve the connectivity. In [10] , the authors study the case where other transmissions cause interference, and show that the interference coefficient is an important factor in connectivity.
In comparison, most previous work assume either a transmission range model or a SINR model. Our information-theoretic model is different from previous ones. Furthermore, previous work focus on whether or not there exists a path between a source and its destination. Our result specifies the rate at which a source and its destination can communicate.
Network capacity
Capacity and scaling law of a large wireless network have been extensively studied in the literature, following the seminal paper by Gupta and Kumar. Capacity bounds and scaling laws are provided as the number of nodes goes to infinity. Asymptotic capacity bounds have been studied by researchers under different assumptions.
Graph-based models, SINR-based models, and information-theoretic models have been considered for dense and extended networks. We focus on works based on the information-theoretic model in the following because that is the model adopted in this paper. We refer readers to [14] and references therein for a more detailed discussion on other models. In [2] , the scaling law has been studied in an extended network with minimum distance requirements between any two nodes. They show that the Acapacity of an arbitrary network is bounded
, assuming a power attenuation function that has a power law exponent α > 6 or an exponential absorption. The bound is tight for a regular network. For α > 2, an upper bound of O(1/(n 1/2−1/α )) is proved in [15] . The works focus on aggregated capacity in an extended network. In comparison, we study a network with uniform data-rate guarantees for an arbitrarily chosen source-destination pair. Therefore, the results in the literature do not infer our results.
In [7] , Gastpar and Vetterli consider the achievable rate of a single source-destination pair while all other nodes serve as relay nodes in a unit area. They prove a tight bound of Θ(log n) on the achievable rate as n goes to infinity. Compared with [7] , our network is not limited to a unit area. The distance between nodes plays an importance role in the achievable rate due to power attenuation, and thus our results differ from those in [7] . The authors in [17] study the achievable data rate for a large portion of nodes, which is different from the uniform guarantee studied in this paper. In other words, in [17] , there exists a certain portion of nodes that cannot transmit at the achievable rate, where the portion does not go to zero as the number of nodes goes to infinity.
Regular Deployment with Unreliable Nodes
We first consider the case of the regular deployment with unreliable nodes. There are n unreliable nodes in the network. Let p be the probability that a node is active. A node is active with probability p independent of other nodes. We consider the case where 0 < p < 1 since the case where p = 0 is trivial. We note that the case where p = 1 is discussed in [16] . When p = 1, the network is a regular grid network with reliable nodes, in which case the uniform data rate is Θ(1) for both linear and planar networks. The results can be derived using the existing results in the literature and we refer readers to [16] for a detailed discussion. 
Linear Network
Consider a regular linear network with n unreliable nodes where the distance between two adjacent nodes is d 0 .
We show upper and lower bounds on R(n) such that an arbitrarily chosen source-destination pair can communicate at rate R(n), provided that all other active nodes act as relays.
An Upper Bound
We first present an upper bound on the uniform data-rate that can be guaranteed to an arbitrary source-destination pair. Let P ind be the average power constraint of each individual node. Recall that we say that the network is disconnected with respect to a rate R if there exists a source-destination pair that cannot communicate at rate R with all other nodes active as relays. Let P d (R) be the probability that the network is disconnected with respect to rate R.
Proposition 1 If
This proposition provides an upper bound on the achievable data rate for all users. In other words, we cannot guarantee that each pair of nodes can communicate at the desired rate if the desired data rate is larger that the one presented above. Note that it is possible that some nodes can achieve a data rate larger than this rate. The proposition simply states that this rate cannot be guaranteed for all nodes.
The outline of the proof is as follows: Lemma 1 shows that as n grows, with a high probability that there exists an isolated node (a node that is far away from other nodes) in the network. The maximum rate that an isolated node can transmit is bounded by the sum capacity of a broadcast channel (as a function of the distance of the isolated node to other nodes), and thus limits the uniform achievable data rate.
Note that in a practical network, such "isolated" nodes may be very important in terms of data gathering because they may observe data that are not observed by other nodes. We refer readers to [17] for a study on the data rate guarantee is relaxed to a majority of nodes.
We say that a node is isolated if it is active and there are no active nodes within radius Kd 0 , i.e., the K nearest neighbors on both sides are inactive. Next, Lemma 1 shows that for a certain value of K, with high probability, the network is isolated.
Lemma 1 Let
where 0 < 0 < 1. There exists isolated nodes with high probability as n goes to infinity. To be more specific,
where P s (K n ) is the probability that there exists an isolated node.
Proof: Let X i be a random variable such that X i = 1 if node i is an isolated node. We have
Let X = X i ; i.e., X is the total number of isolated nodes in the network. We have
We have
where ||i, j|| is the distance between nodes i and j. When the distance between two nodes, i and j, is greater
By Chebyshev's inequality, we have
as shown in [18] (p. 158). Thus,
In other words,
i.e., there exists isolated nodes in the system with high probability (w.h.p.).
Proof of Prop. 1: Let
Lemma 1 shows that there exists isolated nodes in the network w.h.p. Next we show that when there exist isolated nodes in the network, the achievable data rate of the isolated nodes is bounded. In particular, the achievable rate is bounded by the sum broadcast capacity of the node, which is bounded by the total received power of the isolated node at all other nodes.
Consider an isolated node. The maximum achievable rate at which the isolated node can transmit to its destination, R a (n), is bounded by the sum broadcast capacity of the node to all other nodes [19] ( §14.6.1, p. 427),
assuming Gaussian broadcast channel. The sum broadcast capacity is then bounded by the total received power at all other nodes from the isolated node. Let P rec be the total received power from the isolated node by all other nodes. We have
Note that we can also consider this as an application of the cut-set bound, where the transmitter set is the the isolated node and the receiver set is the set of all other active nodes. Next, we calculate P rec . For an isolated node, there is no other active node within distance K n d 0 . To obtain an upper bound on the received power, we assume that all nodes outside distance K n d 0 are active and there are n of them in each direction. At distance kd 0 , where k > K n , there are two receiving nodes, one in each direction. Therefore, we have
and (a) holds when α > 1. Thus, the achievable data rate of an isolated node, R a (n), satisfies
Because 0 can be arbitrarily small, the achievable rate R a (n) of an isolated node is smaller than that of the desired rate R(n). Since isolated nodes exist w.h.p. (i.e., with probability P s (K n )), R(n) cannot be guaranteed for all active nodes. To be more specific, given any η 1 > 0, R a (n) < R(n) + η 1 for sufficiently small 0 .
Therefore, given any η 1 > 0 and η 2 > 0, there exists sufficiently large N , such that ∀n ≥ N , we have
which is the precise meaning of the asymptotic bound.
A Lower Bound
Next, we present a sufficient condition on R(n) such that the network is connected at rate R(n). The proof is constructive. We develop a strategy to identify active nodes to act as relays so that an active node can communicate with its destination at rate R(n). The basic idea is to divide the linear network into intervals of length ρ(n), and select one node in each interval to relay packets. We show: 1) with high probability there is at least one active node in each interval of length ρ(n) in Lemma 2, and 2) R(n) is achievable.
Let x(n) be the number of nodes in an interval, i.e., x(n) = ρ(n)/d 0 . There are n/x(n) such intervals in the linear network. Let P 1 (n) be the probability that each interval has at least one active node. We have
The following lemma states a sufficient condition on x(n) such that P 1 (n) goes to 1 as n goes to infinity.
Lemma 2 If
,
Proof: We have
For small enough y, we have (1 − y) 1/y ≥ e −1− , where > 0. Thus, for large enough n,
Furthermore,
Thus,
In each interval, there exists an active node w.h.p. We mark these intervals as 1, 2, and 3 in cyclic order.
We next construct a transmission schedule. We divide time into slots 1, 2, and 3 also in cyclic order. In the ith (i = 1, 2, 3) time slot, we let the relay nodes in intervals i transmit to relay nodes in their neighboring intervals and consider all other transmissions as interference. Therefore, the maximum transmission distance between a transmitter and a receiver is bounded by 2ρ(n). The minimum distance between a receiver and its nearest interference source is bounded by ρ(n). The capacity satisfies 22 ,
.
where
We note that if an interference cancellation scheme is used, as shown in Prop. 9 in the Appendix, the upper bounds can be sharpened. With interference cancellation, the second term in the denominator disappears, i.e., c 22 = 0. Furthermore, because no time-sharing is required, the constant is 1/2 instead of 1/6. We note that as n increases, the aggregated interference from other transmissions is relatively small compared to σ 2 . Therefore, whether interference cancellation is used or not, the order (in terms of n) of the achievable data rate does not change.
Planar Network
The results for the planar network are similar. We present a necessary condition and a sufficient condition on the rate R(n) for the network to support rate R(n) from any active node to its destination with all other nodes acting as relays.
Proposition 3 If α > 2, and
where c 3 = 4 log 2 (e) 4 ln
The outline of the proof is as follows. We first find a condition that there exists an isolated node with high probability. Then we calculate the maximum rate of an isolated node (w.r.t. K(n)), which bounds the uniformly achievable rate.
Proof: In a regular planar network, we say that an active node i is isolated if there are no active neighbors within the K n th ring around it 2 , where K n ≥ 1. In a linear network, an isolated node requires K n nearest nodes 2 Define the Kth ring as the boundary of the square centered at node i, where the minimum distance from node on the Kth ring to node i is Kd 0 , as the dashed line in Figure 2 .
on either side of it to be inactive, with a total of 2K n nodes. In the regular planar networks, an isolated node requires nodes within K n th ring to be inactive, for total (2K n + 1) 2 − 1 nodes. Therefore, let
where 0 > 0. Following the proof of Lemma 1 step-by-step and replacing 2K n with (2K n + 1) 2 − 1, we can show that P s (K n ) → 1 as n → ∞. Therefore, there exists an isolated node w.r.t. K n w.h.p. For large enough n,
where 0 > 0.
We next calculate the maximum rate achievable for an isolated node. Similarly, the achievable rate is bounded by the sum broadcast capacity of the node, which is bounded by the total received power at all other nodes from the isolated node. Consider an isolated node. On the perimeter of the kth ring, there are 8k nodes, k = 1, 2, 3, · · · , and the minimum distance from the isolated node to the nodes in the kth ring is kd 0 , as shown in Figure 2 . The total received power from the isolated node by all other nodes satisfies
Note that (a) holds when α > 2 and (b) holds by (5) . Following (1), the achievable rate R a (n) satisfies
where the rest follows the same argument in the proof of Prop. 1.
Proposition 4 If
then the system can support rate R(n) with high probability as n → ∞.
Proof:
The basic idea is to divide the planar network into squares with area ρ 2 (n), and select one node in each square to relay data. We need to show the following: 1) with high probability there is at least one active node in each square of length ρ(n), 2) R(n) can be supported.
Let the perimeter of the divided squares be ρ(n), where
Following Lemma 2, P 1 (n), the probability that each square has at least one node, goes to 1 as n increases.
Consider an arbitrary active node. Since the previous result guarantees that there is at least one node within each square, we can pick an active node in each square as the relay node. Because the perimeter of each square is ρ(n), the maximum distance between two adjacent relay nodes is √ 5ρ(n). By Lemma 6 in the Appendix, R(n)
is achievable if
The routing protocol is simple: we first relay data to the right-most square and then to the lower-most square and to the destination assuming the destination is at the right-lower corner.
Compare the scaling laws in planar and linear networks, we note that the planar network scales "better". The proofs in the planar and linear networks are similar. To provide an upper bound, we find an isolated node. We note that the isolation distance K n is larger in the linear case because it only requires neighboring nodes on the left and right to be inactive. In comparison, a node is isolated in the planar network if nodes in all directions within the K n th ring are inactive. In addition, in the linear case, there are only two possible nodes to receive the signal at distance kd 0 , where k > K n . In the planar case, there are nodes in all directions, i.e., in the kth ring, there are 8k possible receivers. Combining the two facts, the achievable capacity of the isolated node is smaller in the linear case. The comparison for the lower bound is similar. It requires a larger interval in the linear network to guarantee the existence of at least one active node, and thus limits the achievable rate. The results are somewhat intuitive. Planar networks have multiple paths from a given node, which is more robust under node failures or deployment randomness, and thus support higher data rate.
Topology Constraint under a Minimum Data-Rate Requirement
In the previous sections, we studied the data-rate guarantees for a given network topology. Another question to be answered is the following: suppose we want to support data rate R req , how large an area can we cover with n nodes, i.e., what is the upper bound on the distance between two adjacent nodes, d(n), such that an arbitrary active node can communicate with its destination at rate R req ?
It is clear that as n increases, the distance between two nodes may become very small when p < 1. Thus, we modify the power attenuation model as follows:
In this model, we do not exploit the fact that the power attenuation could be larger than d −α min for d < d min . This is a realistic assumption since propagation models are not well-defined when the distance between the transmitter and receiver is very small [20] ( §4.2, p. 108). Such a model puts an additional constraint on R req . To be more specific, we need
which is the capacity of a standard additive white Gaussian noise channel.
In the rest of this section, we assume R req < R max . Next, we present a lower and an upper bound on d(n)
for the system to support data rate R req for any single active node to its destination in the linear case and then the planar one.
Corollary 1 In the linear topology, if
On the other hand, if
then the system can support rate R req with high probability as n → ∞.
The corollary concludes that as n increases, the coverage area of the linear network increase sublinearly and at least as fast as n ln −1 n.
Proof: By enforcing the constraint 2ρ(n) > d min in the proof of Lemma 6, we guarantee that any R req < R max can be achieved.
To obtain an upper bound on the distance d(n) required to achieve a desired rate R req < R max , we need
However, by Lemma 1, we have
and thus a sufficient condition of (8) is
By the definition of K n , the above condition holds as n increases. The case for the planar network is similar.
The rest of the proof follows from Prop. 1 and Prop. 2.
Corollary 2 In the planar network, if α > 2 and
d 2 (n) > c 3 (ln n) 1− 2 α , where c 3 =    4 log 2 (e)P ind 4 ln 1 1−p α 2 −1 (α − 2)R req σ 2    2 α then lim n→∞ P d (R req , n) = 1.
On the other hand, if
where 
Random Deployment
We next consider randomly deployed sensor networks. We consider both linear and planar networks with n nodes randomly located, where n is a Poisson distributed random variable, whose mean is proportional to the length/area of the network and proportional to the density D. We note that in this topology, if nodes are also unreliable with probability (1 − p), then the same results hold by replacing D with pD. The reason is that thinning a Poisson process leads to another Poisson process with density pD. Therefore, for the simplicity of notation, we drop p in this section.
The results for D2 (random deployment) are similar to those of D1 (regular deployment with unreliable nodes). The sources of randomness are node unreliability in D1 and random position in D2. However, compared to D1, the deployment of nodes in D2 is more random. Thus, the focus in D2 is to establish "uniform" bounds on the numbers of nodes in each appropriately defined segment of the network, which then gives us the desired results.
Linear Network
Consider 
An Upper Bound
We first present an upper bound on the uniform data-rate guarantees.
Proposition 5 If
The basic idea of the proof is similar to that in D1 (regular network with unreliable nodes): we say a node is isolated if there is no other node within distance K L , as shown in Figure 3 . Thus, if a node is isolated and the number of nodes in each interval of length K L is uniformly bounded, then the total received power at all other nodes from the isolated node is bounded and too then is the communication rate of the isolated node. In the following, we will show that for a certain value of K L , there exist isolated nodes in the network with high probability (Lemma 3). Then we provide a uniform bound on the number of nodes in each interval of length K L .
The rest of the proof follows along the line of the proof for D1.
Let P s (K L ) be the probability that there exists an isolated node.
Lemma 3 If
i.e., there exists an isolated node with high probability.
Proof: Let p(n) be the probability that there are n nodes, X i be a random variable such that X i = 1 if the ith node is isolated, and X i = 0 otherwise. Let P (X i = 1|n) be the probability that X i = 1 given that there are n nodes. Given that there are n nodes, the nodes are uniformly distributed in the interval of length L (e.g., p. 271, [21] ). Therefore,
In addition,
In the first inequality, the first term corresponding to the case where d i,j < K L , the second the case where
As in Lemma 1, we have
Thus, there exists isolated nodes in the system w.h.p.
Proof of Prop. 5: The network of length L is divided into intervals of length K L , which is defined in (9) .
We first show that the number of nodes in each interval of length
with high probability as L goes to infinity. We use Chernoff bound to provide an upper bound on the number of nodes in an interval and then a simple union bound to provide a uniform bound. Let m i be the number of nodes in interval i. We will show that for α = 2e/(1 − 0 ),
as L goes to infinity. Note that m i is a Poisson distributed random variable with mean K L D. Using the Chernoff bound, for any θ > 0, we have
where the RHS is minimized when θ = ln β. Let β = 2e/(1 − 0 ), we have
Thus, we have
By the union bound, the probability that the maximum of multiple random variables exceeds a value is upper bounded by the sum of the probabilities that each individual random variable exceeds the value. Thus, we have
which goes to zero as L increases. Thus, the number of nodes in each interval of length K L is uniformly bounded by βK L D.
Next, we show that if a node is isolated, then the total received power by all other nodes from the isolated node is bounded when number of nodes in each interval of length K L is uniformly bounded. In each interval of
nodes with a high probability. The minimum distance of nodes in the kth interval from the isolated node is kK L . Thus, the total received power, P rec , is bounded
, where the derivation is similar to that in (2) . The maximum achievable data rate is bounded by the sum broadcast capacity, which is bounded by the total received power. Therefore, the maximum achievable rate for an isolated node is upper bounded by 2eα log 2 (e)DP ind
Lemma 3 shows that if
If there exists isolated nodes, then the network is disconnected with respect
, where 0 > 0 can be arbitrarily small, then
A Lower Bound
Next, we present a sufficient condition on R(L) such that the network is connected at rate R(L). We construct the communication strategy similarly to that in D1. To elaborate, we divide the line segment of length L into intervals of length ρ(n), and select one node in each interval to relay packets. We need to show the following: 1) with high probability there is at least one node in each interval of length ρ(n), and 2) R(L) can be supported.
Proposition 6 If
R(L) < 1 2 log 2 1 + P ind D α 2 α σ 2 (ln L) α ,
then R(L) is achievable for an arbitrary communication pair as L → ∞.
Proof: We divide the line segment of length L into intervals of length ρ(L) where
We select one node in each interval to relay packets. We need to show that for each interval contains at least one node. We have
and thus P (each interval has at least one node)
Thus, lim L→∞ P (each interval has at least one node) = 1.
The result guarantees that there is at least one node within each interval between the source node and the destination, and thus we can randomly pick one node in each interval as the relay node. Lemma 5 in the Appendix guarantees that R(L) can be supported.
In summary, for a linear network, there exists a node that cannot communicate with its destination at rate
On the other hand, for large L, we can guarantee rate 
Planar Network
In this section, we study the planar network as shown in Figure 4 . Let D be the density of nodes. We present a necessary condition and a sufficient condition on the rate R(A) such that the network can support rate R(A) for an arbitrarily chosen source-destination pair with all other nodes acting as relays.
An Upper Bound Proposition 7 If α > 2, and
The basic idea of the proof is as follows: a necessary condition that a node can communicate with others at rate R(A) is that there has to be at least one node within a distance K A (related to R(A)). In particular, we say a node is isolated if there are no nodes in a square centered at the node with length 2K A , as shown in Figure 2 .
If there exist isolated nodes in the network, then the network is disconnected with respect to rate R(A). We prove the result in the following steps: Lemma 4 presents a sufficient condition on K A (as a function of A) such that with high probability, there exist isolated nodes in the network, and thus the network is disconnected, as A increases. We then show an upper-bound on the achievable rate of an isolated node. Then, if R(A), the desired rate, is larger than the upper-bound on the achievable rate, then with high probability, there exists nodes that cannot communicate to others at rate R(A).
Lemma 4 If
Proof: Let X is the number of isolated nodes in A. Given there are n nodes, the nodes are uniformly distributed in the region, and thus
By the hypothesis, we have
which completes the proof.
Next, we need to show that if a node is isolated by K A , then the rate the user can communicate with the destination is bounded. We then show that the total received power by other nodes from the isolated node is bounded if a node is isolated to give a uniform upper-bound on the number of nodes in each square of area 4K 2 A .
We prove the theorem in the following.
Proof of Prop. 7: We first show that the number of nodes in each square of area 4K 2 A is uniformly bounded.
As in the linear case, apply the Chernoff bound on a Poisson random variable with mean 4K 2 A D and let β = e/(1 − 0 ), we have
Thus, the numbers of nodes in each square is uniformly bounded by 4eK 2 A D/(1 − 0 ) with high probability as A increases.
Next, we obtain an upper bound on P rec . We split the region into squares of length 2K A as shown in Fig. 4 .
On the jth ring, there are 8j squares, j = 1, 2, 3, · · · , and the minimum distance from the isolated node to the nodes in the jth ring is larger than (2j − 1)K A . For example, in Figure 4 , the dotted line crosses the squares in the first ring. We have
Because 0 can be arbitrarily small, if
, where
A Lower Bound
Next, we present a sufficient condition on R(A) such that the network is connected at rate R(A).
Proposition 8 If
R(A) < 1 2 log 2 1 + P ind D α 2 σ 2 (5 ln A) α 2 ,
then R(A) is achievable for a single node to its destination as A → ∞.
Proof: The basic idea is the same as the proof of Prop. 4. We divide the planar network into squares with area ρ 2 (A), and select one node in each square to relay data. We only need to pick ρ(A) such that with high probability there are at least one active node in each square of length ρ(A),
Let P 1 (A) be the probability that every square has at least one node. We need to show that if
For any > 0, for large enough A, we have
which goes to zero as A → ∞. Thus
The rest of the proof follows the same steps as in Prop. 4.
In summary, we have shown that for a planar network, there exists a node that cannot communicate with its destination at rate R(A), if
On the other hand, for large A, we can guarantee that each node can communicate with the destination at rate
Density Requirement
In the previous sections, we study the bounds on achievable rates. Another question to be answered is the following: suppose we want to support data rate R req , how dense should the nodes be such that an single node can communicate with its destination at rate R req assuming all other nodes behave as relays? Using the signal attenuation model as earlier in Section 3.3 we have the maximum rate bound
where R max is defined in (7).
In the rest of this section, we assume R req < R max . Next, we present a lower and an upper bound on the density D for the system to support data rate R req for any single node to the destination in the linear network.
The results follow from Propositions 5 and 6.
Corollary 3 If
where c 5 is defined in Prop. 5, then
On the other hand, if
D α > 2 α σ 2 (ln L) α (2 2R req − 1) P ind ,
then R req is achievable for each node to the destination as L → ∞.
The results for the planar networks follow from Propositions 7 and 8.
Corollary 4 If α > 2, and
where c 6 is defined in Prop. 7, then
On the other hand, if
then R req is achievable for each node to the destination as A → ∞.
Simulations
In this section, we simulate a regular unreliable linear network and compare the achievable rate with the developed upper and lower bounds. We choose the regular linear network with unreliable nodes because of its numerical simplicity. The simulation setup is as follows: d 0 = 1, σ 2 = 0.001, P ind = 1, and α = 4. Given a value of p, each node is randomly chosen to be active with probability p independently. We use the construction in Lemma 6 in the Appendix to calculate the achievable rate, which is limited by the maximum distance between two active nodes, for each random realization of the network. This construction provides a rate achievable for all s-d pairs in the network. We also obtain an upper bound for a realization of a random network. In particular, we find a node with the maximum distance to its active neighboring nodes and consider this node as the isolated node. We use the broadcast capacity in (1) to calculate an upper bound (which is a cut-set bound) for each realization. In the simulation, the total received power is the total received power of the active nodes, instead of assuming all nodes outside the isolation distance are active as in the proofs.
In Figure 5 , we fix p = 0.5 and show the bounds as n increases. In this figure, the x-axis is the number of nodes in the linear network in a logarithm scale. As n increases, the network size increases linearly, and the achievable rate decreases sub-linearly. The solid line is the upper bound, dashed line is the lower bound, each star represents an achievable rate of a realization of a random network, and each circle represents the upper bound of a realization of a random network, discussed earlier. The fluctuation is due to the randomness in the simulation and the fact that the presented bounds are asymptotic bounds 3 .
We then simulate the impact of p in a linear network with n = 10000, shown in Figure 6 . In the figure, the x-axis is p, the probability that a node is active, and y-axis the rate in a logarithm scale. The rate is the minimum of the achievable rate using the construction in Prop. 9 for any single source-destination pair. As p increases, the rate increases. In Figure 7 , we compute the upper and lower bounds under different values of the power attenuation factor, where α = 2 and α = 6. We observe that the (bounds on) achievable rate decreases as the path loss factor, α, increases. In the paper, we consider information-theoretic connectivity properties of a large wireless network. We studied two deployments: D1 is a regular network with unreliable nodes and D2 is a random deployment. We studied both the linear and planar networks. We note that the two different deployment yield scalability results of the same order. The sources of randomness are node unreliability in D1 and random node positions in D2.
The scalability results are summarized as follows. Consider a planar network. Let n be the average number of nodes. In D1, n is the total number of nodes. In D2, n is the average number of nodes; i.e., n = AD. With high probability, there exist (active) nodes that cannot communicate with their destinations at rate R(n) if
On the other hand, for large n, we can guarantee that each node can communicate if
The conclusions may seem counter-intuitive at first sight: as the number of nodes increases, the achievable rate decreases. But note that, for a fixed topology, as n increases, the coverage area increases. To provide uniform guarantees over all (active) node in a larger area results in a lower rate. Corollaries 1-4 interpret the results from a different viewpoint: to guarantee a fixed rate for all nodes, the coverage area grows at least as fast as O(n/ ln n), but sub-linearly as n grows. We note that there is a gap between the lower and upper bounds that we have established. To provide tight bounds is an interesting research problem. We also note that the planar network scales "better" when we compare the scaling laws in planar and linear networks. The intuition is that planar networks provide more diversity in terms of routing options.
Appendix
In this appendix, using ideas from [2] , we show that using sophisticated communication schemes, the constant in the lower bound can be improved. The following lemma in [2] presents an achievable rate for a sequence of nodes in which a coherent-relay-and-interference-cancellation scheme is used. Then, we present Prop. 9, which presents a tighter lower bound than that in Prop. 2. Consider a linear relay network where the maximum distance between two adjacent (active) nodes is 2ρ(n).
The following lemma presents a sufficient condition for the achievable rate from a single source to the destination.
Lemma 6
Suppose that the maximum distance between two adjacent nodes is bounded by 2ρ(n). If R(n) < 1 2 log 2 1 + P ind σ 2 (2ρ(n)) α , then the rate R is achievable for any single source-destination pair.
Proof: Let the source be 0 and the destination be M . Let P i,i+1 = P ind and P ij = 0 for all j = i + 1. where (a) holds by the hypothesis. Thus, by Lemma 5, R(n) is an achievable rate.
To achieve this data rate, the operation is interference cancellation. To be more specific, at each stage of relay, the relay node can fully decode the information from the source, and thus it knows all the transmissions in the downstream (i.e., the transmission from j to j + 1 for all j ≥ i + 1). Hence, it can remove the interference caused by downstream transmissions from the received signal. On the other hand, all upstream transmissions (i.e., the transmission from j to j + 1 for all j < i − 1) can be helpful. This operation is different from the operation mode of current wireless networks, where all other transmissions (upstream and downstream) are considered as interference and no interference cancellation is performed. If we follow the current transmission mode, the achievable rate is lower than the one presented in Prop. 2, but of the same order.
