In this paper we propose to exploit the heterogeneity of forecasts produced by different model specifications to measure forecast uncertainty. Our approach is simple and intuitive. It consists in selecting all the models that outperform some benchmark model, and then to construct an empirical distribution of the forecasts produced by these models. We interpret this distribution as a measure of uncertainty. We perform a pseudo real-time forecasting exercise on a large database of Italian data from 1982 to 2009, showing case studies of our measure of uncertainty.
Introduction
Since the seminal papers of Stock and Watson (2002a) and Forni et al. (2005) factor models are increasingly used for macroeconomic forecasting by central banks, governments, and market operators. The good performance of the model 1 has stimulated further research, and the literature has suggested many refinement and improvements Ng, 2008, 2009 ).
Nowadays, there exists a large number of ways to produce a forecast with a factor model.
There are different type of models (dynamic vs. static); different estimation methods (principal components, LARS, Boosting); and, finally, each of these models can be specified in many different ways by simply changing, for example, the number of factors, or the number of lags.
Although theoretically equally acceptable, these different factor models might end-up by producing very different forecasts. However, this heterogeneity is a big problem in real-time forecasting. The standard procedure is to select the best model, i.e. the type, the estimation method, and the model specification that minimizes some criterion, and then to discard the remaining models. We believe, however, that this practice is restrictive and that it does not exploit all available information as, for example, considering alternative scenarios.
In this paper we propose an approach for forecasting with factor models that is able to exploit the heterogeneity of forecasts, and that interprets this heterogeneity as a special category of model uncertainty. This approach is relevant for policy making since, by exploiting the forecasts of those models whose performance is very similar to the one of the best model, it provides a warning of additional possible scenarios.
Our method is extremely intuitive. It consists in selecting all the models that outperform some benchmark model, and then in constructing approximations of the empirical distribution of all the forecasts produced by these models. We interpret this distribution as a measure of uncertainty. By means of a pseudo real-time forecasting exercise on Italian data, we show that albeit surprisingly simple, our method is meaningful and effective.
Our approach is related with two strands of the literature. On the one hand, we share the idea of using (many) different models with the forecast combination literature (Bates and Granger, 1969; Timmermann, 2006) . On the other hand, we share the aim of assessing uncertainty with the density forecast literature (Diebold et al., 1998; Tay and Wallis, 2000) .
However, differently from the former, we suggest to exploit a large number of models to measure forecast uncertainty rather than for reducing the prediction error. Differently from the latter, we assess the uncertainty between models rather than uncertainty within a model (i.e. the stochastic variability of coefficients and shocks for a given model). This kind of uncertainty is particularly relevant from a policy perspective since it shows how at the same point in time, and with the same information set, different researchers (or institutions) may produce different forecasts. This approach is new in the literature and produces distributions of the forecast that are characterized by being not "well behaved". Our forecast distributions are often bimodal, asymmetric and with tails not necessarily increasing with the forecast horizon.
The paper is organized as follows. Section 2 describes the methodology, while section 3 explains how we constructed a large number of models. Section 4 presents the empirical application by first comparing all the estimated models, and by then explaining how to interpret the different forecasts as a measure of uncertainty. Section 5 concludes.
Methodology
In this section, we review the methodologies that we will use to estimate our factor models.
Results are not derived rather simply illustrated, and, therefore, we refer the reader to the papers of Stock and Watson (2002a) , Efron et al. (2004) , Forni et al. (2005) , Bai and Ng (2008) , and Bai and Ng (2009) for technical details and proofs.
Throughout this section we will refer to the variable for which we want to make a prediction h step ahead as y h t+h , and we will refer to the N potential predictors as x t .
Diffusion Indexes
Let x t be an N × 1 vector of zero mean stationary variables that admits a static factor representation such as:
where F t is an r ×1 vector containing the static factors, Λ is an N ×r matrix of factor loadings, and χ t and ξ t are N × 1 vectors containing respectively the common and the idiosyncratic component. The Diffusion Index proposed by Stock and Watson (2002a) consists in forecasting y h t+h by augmenting an autoregressive model with the first r factors and their first p f lags:
where α(L) and β(L) are polynomials of order p y and p f respectively. Stock and Watson (2002a) demonstrates that, if the idiosyncratic components ξ t are mildly serial and crosssectional correlated, the static factors in (1) can be consistently estimated with the method of principal components. Having estimated the static factors, Stock and Watson (2002a) suggest to estimate equation (2) via OLS. Consistency of such procedure is proved in Bai and Ng (2006) .
Dynamic Factor Models
Let x t be an N ×1 vector of zero mean stationary variables that follows a "Dynamic Factor
Model" such as:
where η t is a q × 1 vector of dynamic factors, with q N , and C(L) = ∞ j=0 C j L j is an N × q matrix polynomial in the lag operator with square summable entries. Let us suppose that y t is one of the entries of a vector x t , say the i-th entry for simplicity, then a forecast of y h t+h ≡ x h i,t+h can be obtained as the sum of the forecast of the common component and of the idiosyncratic component: Forni et al. (2005) (proposition 4) demonstrate that by means of a two-step estimator a forecast of the common component that converges to the best linear forecast of χ i,t+h|t can be obtained, while they suggest that the idiosyncratic component can be neglected. 2
Step 1: LetΣ χ (θ) andΣ ξ (θ) be the estimated spectral density matrix of, respectively, the common and the idiosyncratic component obtained with the method of dynamic principal components, then the covariance matrices of χ t ,Γ χ k , and ξ t ,Γ ξ (θ), can be consistently estimated as the inverse Fourier transform of, respectively,Σ χ (θ) andΣ ξ (θ).
Step 2: Let Z be the N ×r matrix containing the first normalized r eigenvectors ofΓ χ 0 (Γ ξ 0 ) −1 , then the static factors can be estimated as the first r generalized principal components of x t , F t = Z x t . The factor loadings Λ can then be recovered as the linear projection of the static factors on x t , Λ =Γ χ 0Ẑ (Ẑ Γ χ 0Ẑ ) −1 . Having estimated both the factors and the loadings the forecast of the common components is obtained as:
Least Angle Regressions (LARS)
The idea of least angle regression is to build recursively an estimate of y by xβ where at each stage a regressor is added. At the first stage the variable mostly correlated with y, say x j , is selected, and an OLS regression of y on x j is run. Define the residual of the first step as
where γ is the step length, then the algorithm take the largest step towards the direction of this predictor until it finds another regressor, say x l , as much correlated with v. Then, the LARS algorithm searches for the third variable equiangularly between x j and x l . At the k-th step,β has k non zero elements, and N − k zero elements. In this way the variables mostly correlated with y are included one at a time, but, at the same time, LARS avoids selecting variables that are too "similar". One of the main features of LARS is that the direction of the search, and the updating rule are computed endogenously by the algorithm;
2 A refinement of the Forni et al. (2005) procedure is proposed in D'Agostino and Giannone (2011) which suggest to forecast the idiosyncratic component as the linear projection of ξ i,t+h|t on [xi,t xi,t−1 . . . xi,t−p]. the researcher needs simply to set the number of iterations.
Boosting
Let z t = {x 1,t , . . . , x 1,t−px , . . . , x N,t , . . . , x N,t−px } , be theN × 1 matrix containing all the N variables and their p x lags, the idea of Boosting is to build an estimate of y t+h by recursively estimating regressions of y t+h on z jt , where z jt is the variable more powerful in predicting y t+h . At each step the prediction is updated byμ = γb j z jt , where γ is the step length, and b j z jt is the linear projection of z jt on u t+h , the residual obtained in the previous step. At the k-th iteration, the estimatorβ k is obtained asβ 3 Constructing a large number of factor models
In this section we explain how we constructed a large number of forecasts. Forecasts are produced by means of eight different methods that can be grouped in two main types: Diffusion Indexes, and Dynamic Factor models. Table 1 presents the complete list of methods used in this papers. 
Diffusion Indexes:
Dynamic Factor Models:
Method DI is the classical diffusion index proposed by Stock and Watson (2002a) , while methods DI2, LDI, DIB, and DIB2 are all variant of DI. Originally proposed by Bai and Ng (2008) , DI2 consists in extracting the factors from a panel including both the normal variables and their squared values, and then in estimating a diffusion index. Similarly, LDI (Bai and Ng, 2008) consists in extracting the factors from a panel including only few predictors selected with the LARS algorithm, and then in estimating a diffusion index. Finally, DIB and DIB2 (Bai and Ng, 2009 ) consists in estimating equation (2) by Boosting rather than by OLS.
Method DF a simply implements the proposal of Forni et al. (2003 Forni et al. ( , 2005 , while DF b implements the refinement suggested by D'Agostino and Giannone (2011).
As said in the introduction, within each of these methods we can produce different forecasts simply by choosing different model specifications, i.e. by varying the number of static/dynamic factors, or the number of lags. Above all, a priori all these methods and specifications are (theoretically) equally acceptable. In this paper we have 267 different factor forecast, plus 4 different benchmark AR forecasts. Table 2 presents the complete list of specifications used in this papers. we performed forecasts for p = 1, . . . , 4, where p is the order of the autoregression (4 specifications); DI:
we allow p y = 1, . . . , 4, p f = 1, . . . , 4, r = 1, . . . , 5, where p y and p f are the number of lags of, respectively, the endogenous variable and the static factors, and r is the number of static factors (80 specifications); DI2:
same as DI (80 specifications); LDI:
same as DI, but the matrixx t from which factors are extracted contains half of the variables in x t , meaning the first 59 variables selected by the LARS algorithm (80 specifications); DIB:
we include all possible regressors in the forecast equation (p y = 4, p f = 4, and r = 5, 24 regressors), we set the step length γ equal to 0.5, we estimate the model by both the component-wise and the block-wise algorithm, and we save the forecast obtained after 5, 10 and 20 iterations (6 specifications); DIB2: same as DIB (6 specifications); DF a :
we select 3 dynamic factors as indicated by both the Hallin and Liska (2007) We use the method of direct forecast (Stock and Watson, 2002b) : let Y t be the raw variable assumed to be integrated of order one, then y h t+h is defined as:
, that is the growth rate between period t and period t + h. On the other hand, the autoregressive variable on the right-hand side y t is defined as y t = log(Y t ) − log(Y t−1 ). 3
Empirical Analysis

Comparing Factor Based Forecasts
In this section we evaluate the performance of different factor models. Forecasts are produced by means of a recursive scheme, and are computed with a forecast horizon from 1 to 8 steps From table 3 to table 7 we present relative mean squared errors for a large number of macroeconomic variables. The benchmark is an AR forecast. An entry lower than 1 means that the m-th model beats the benchmark AR forecast, while an entry greater than 1 means that model m does worse than an AR. For each method we select the best specification, meaning the one that, within the range of different parameters configurations presented in section 3, produces the smaller mean squared error.
In this section, we provide a simple bird eye view of the results by variable. The goal is to identify for which variable factor models can improve with respect to a simple AR model:
GDP: Factor models outperform the AR model when forecasting GDP both in the short run and in the long run (table 3) . Noteworthy, the gain from factor based forecasts is increasing at longer time horizons.
Labor Market: Factor models do quite well when predicting the number of persons employed, while they are outperformed by the AR model when predicting the unemployment rate (table 4) . With respect to employment in different sectors, factor forecasts 3 Given that the outcome of models 6-7 is different from the one obtained with models 1-5, some manipulations are needed for correct comparison. Let Xit be the non standardized growth rate of the i-th variable, then xit = (Xit − µX i )/σX i , and therefore x deliver good results for industrial employment. Whereas, when forecasting other sectors the advantage of a large information set is negligible.
Gross Value Added: Factor models perform particularly well when predicting VA in the services sector (table 5). They also perform well when predicting education, health, and other private & public services.
Consumption: Factor models consistently improve with respect to the AR model when predicting aggregate consumption (table 6 ). In particular, their performance is good when predicting non durables goods consumption and services consumption.
Investments: Factor models do better than the AR benchmark at the one step ahead horizon, while their performance is similar at longer forecast horizons (table 7) .
Summing up, in line with the applied literature (Boivin and Ng, 2005; D'Agostino and Giannone, 2011; Schumacher, 2007) our results show that factor models outperform autoregressive models in forecasting most macroeconomic variables. Moreover, albeit some exception, we find that Diffusion Index type forecasts tend to do better than Dynamic Factor Model type forecasts. 4
To conclude this section, in table 8 we report the number of specifications within each type of factor models that does worse than the benchmark AR when predicting GDP. Results show that most specifications (i.e. no matter the number of factors, the number of lags, etc.) perform better than the AR. Moreover, none of the estimated factor models perform worse than the AR after the 4 th forecast horizon. These result justify our approach: since most of the 267 estimated models have, at least some, predictive power, why selecting only one of them?
Two Examples of Model Uncertainty
As we have just shown, there exists a large number of ways to produce a macroeconomic forecast with a factor model. There are different type of models, different estimation methods, and each of these models can be specified in many different ways. However, although (i) theoretically all these models are equally acceptable, and (ii) most of them outperform a standard AR model (table 8), they might end-up by producing very different forecasts. The question then is: can we somehow exploit this different outcomes?
4 There exists a wide applied literature that has compared the forecasting performances of DI vs. FHLR type forecasts without, however, reaching a conclusion. den Reijer (2005), Cheung and Demers (2007) , and Schumacher (2007) , compare DI vs FHLR when forecasting GDP for respectively the Netherlands, Canada, and Germany. den Reijer (2005) , and Schumacher (2007) find that FHLR outperforms DI, while Cheung and Demers (2007) find no noticeable differences between the two methods. Boivin and Ng (2005) by analyzing US monthly data on a large number of series, conclude that DI performs better because it does not impose a factor structure and thus the forecast can more easily adapt to the data. D'Agostino and Giannone (2011), by analyzing a similar dataset, criticized this conclusion and find that FHLR does similar compared to DI. For a complete review of factor model forecasting performance see Eickmeier and Ziegler (2008) .
Indeed, the literature has already addressed this issue, and it is now well known that by combining different forecast the prediction error may reduce (Timmermann, 2006) . However, what we claim here is that the different forecasts can be used to measure forecast uncertainty in the context of factor modeling.
In the following, we explain how our method works. This method has the desirable feature of being extremely intuitive, since it consists in selecting all the models that outperform some benchmark model, and then in approximating the empirical distribution of the forecasts produced by all these models. We interpret this distribution as a measure of uncertainty. Since our approach is mainly aimed at policy maker, we present it here by making use of a practical example.
Suppose that in the middle of the global crisis, say beginning of 2009, we were asked by the policy maker to provide forecasts for the next two years. To mimic this situation, we produce pseudo real time forecasts of GDP with our 267 factor models. Then the question is: what is the relevant information that we want to report to the policy maker?
The first option is to use the standard approach: we identify the best model for each forecast horizon, and then we report the implied path of forecasts. Table 9 presents pseudo real time forecast of GDP for 2009 and 2010. Each entry reports the predicted average percentage quarter-on-quarter growth rate between t and t+h: 100× 1 h ( GDP t+h −GDP t ). If we reported only the path of forecast suggested by the best models (bold entries), we would have depicted to the policy maker a critical situation (i.e. negative growth rates for the following two years).
However, except for this statement, we would have not been able to say much more. We could have told what the best forecast is, but we could have not considered alternative scenarios delivered by equally acceptable models. Our method is aimed at this.
In figure 1 we show the pseudo real time forecast of the 20 best models in terms of mean squared error, i.e. the 20 factor models (independently from their type/estimation method/specification) that produce the smaller MSE. As we can see, although we are considering models with similar predicting ability, the forecast that they produce is very different thus showing a high degree of uncertainty. Moreover, the best forecast (black bar) is among the most, say, pessimistic models. However, despite this additional piece of information, the main conclusion of our report would have not changed since 18 out of 20 models predicted negative growth.
The question then is: why restricting the analysis to twenty models? What happen if we consider a higher number of models? In figure 2 we answers this question. Figure 2 shows the distribution of the 50 best forecasts together with the kernel approximation of the empirical function. 5 The forecasts produced by the 50 best models are not normally distributed, rather they exhibit fat tails, asymmetry and multimodality. Moreover, this measure of uncertainty is not increasing with the forecast horizon by construction. These 5 The distribution approximation is produced using a smoothing density with normal kernel function. characteristics differentiate these functions from the standard predictive densities. In our example looking at the 50 best forecast, our baseline projection would have not changed, as most of the models predicted a recession for the next two years. However, we would have been able to warn the policy maker about the high degree of uncertainty affecting our forecast. 6
To conclude our example, figure 3 With this example we showed how it is possible to exploit the information delivered by a large number of factor models, and how this information can be used to measure forecast uncertainty. However, in order to validate our method we need to show that, if we repeat the same exercise on a period of low volatility, the forecasts produced by different factor models exhibit a smaller degree of heterogeneity.
In figure 4 to 6 we show pseudo real time forecasts produced as if we were at the end of 
Conclusions
In this paper we propose to exploit the heterogeneity of forecasts produced by different model specifications to measure (a special category of) model uncertainty. We present our approach by means of a pseudo real-time forecasting exercise on a large database of Italian data from 1982 to 2008. We estimate as many as 267 factor models by using all the main techniques available in the literature and we show that most of these estimated factor models beat a standard time series benchmark.
Our approach is simple and intuitive. It consists in selecting all the models that outperform some benchmark model, and then in approximating the empirical distribution of the forecast produced by these models. The moments higher than the first characterize this measure of uncertainty.
6 It is also noteworthy that, in contrast with the results in table 9, among the 50 best available models some predicted a recovery for 2010, as it actually happened.
We present two historical examples, before and during the crisis. We show that the forecast distributions obtained by many models are asymmetric, multimodal, and with fat tails. As expected, our measure of uncertainty increased considerably during the recent global recession.
A structural and general analysis of these empirical forecast distribution is left for future work. Tables   Table 3 
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