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3Executive summary
This report represents a third study in a series concerned with groundwater flow in poorly 
permeable fractured crystalline rocks. The first study /Black and Barker 2002/ suggested that the 
common phenomenon of more-than-expected head loss around underground openings (i.e. skin 
effect) might be explained by inflow being forced to converge to a small number of inflow 
points. This was termed ‘hyper-convergence’. Having deduced that the ‘small’ number of inflow 
points might be a function of the sparseness of the network of channels or fractures containing 
active groundwater flow, the second study developed a numerical model of orthogonal channels 
to reproduce the effect termed ‘hyper-convergence’. The model, known as ‘HyperConv’, duly 
produced some example results of the right magnitude when compared with observations. The 
second study /Black et al. 2006/ also identified another phenomenon likely to be a product of 
flow in a sparse network: ‘compartmentalisation’. Compartmentalisation is where field observa-
tions reveal ‘step changes’ in head or groundwater composition over short distances coupled 
with extended regions of very similar head or groundwater composition. This third study, 
reported here, seeks to define the bounds of network parameters that could produce the effects 
observed in the field, skin and compartmentalisation, and to further examine field experiments 
to see whether they derived observations in accordance with our models.
This study has brought together three linked, but distinct, elements; a mathematical analysis of 
the intersection of ellipses, a review of field measurements associated with nuclear waste reposi-
tory investigations and probabilistic simulations using a lattice network numerical model. The 
reason for the study of ellipses lies in the need to define more carefully the value of sparseness, 
in terms of a realistic density parameter, at which the key effects might be seen. 
The behaviour of channel and fracture networks is obviously directly linked to the way in which 
the individual components connect together to form a network that allows throughflow. At the 
most basic level, if there are insufficient transmissive components within a given volume, a flow 
system will be unable to form: the system is described as non-percolating. If further transmis-
sive components are added to the system, eventually it will percolate and an ‘effective hydraulic 
conductivity’ of the whole system can be derived. If more individual transmissive components 
are added, the network will become ‘denser’ and the ‘effective hydraulic conductivity’ can be 
expected to increase. Intuitively, sparse networks can be described in terms of density (area per 
unit volume) and should exist ‘just above the percolation threshold’.
A fundamental finding (through mathematical analysis) has been that networks of (planar) 
ellipses can percolate at lower values of (area-per-volume) density than networks of discs. 
Furthermore, the higher the aspect ratio (the ratio of the long axis to the short axis), the lower 
the value of percolation. So, ellipses with aspect ratios of 5 to 10 can percolate at values of 
density between ⅓ and ¼ of that required by discs. The lattice network model also replicates 
this finding where networks of long channels reliably percolate at lower values of nodal density 
than short ones. The importance of this result is that it explains why channel networks should 
be the predominant mechanism for groundwater throughflow in fractured rocks. In adopting our 
mathematical approach using ellipses, we assumed that ellipses of high aspect ratio (say 5:1 or 
more) are a reasonable surrogate for natural channels that are probably more ‘ribbon-like’.
A limited review of field experiments associated with nuclear waste, which are amongst the 
world’s most detailed, showed that channellised systems are often interpreted or implied as a 
result of pumping and tracer tests in fractured crystalline rock. It was found that channelisation 
is seen at all scales, ranging from tens of metres to a few centimetres, and in major fault and 
fracture zones as well as normally jointed rock. 
4Figure E-1. Comparison of effective bulk hydraulic conductivity vs target nodal density to delineate the 
combinations of mean channel length and density that percolate. N.B. Dark areas represent combina-
tions of parameters that are either impossible or not found. (Classical networks contain randomly 
distributed sub-channels and can be thought of as ‘unorganised’.)
Network behaviour, rather than the intersection of two ellipses/channels/fractures, was investi-
gated using the lattice network model, HyperConv. The code, HyperConv, generates networks 
of channels on an orthogonal lattice, applies boundary conditions, calculates flow through the 
resultant network and ultimately derives values of apparent bulk hydraulic conductivity and 
skin effect. The flow solver is sufficiently fast that the entire process of network generation, 
boundary application, flow solution and parameter derivation can be repeated hundreds of times 
in a reasonably short period and results derived that relate to the whole ‘ensemble’. 
In order to separate the effect of network geometry from that of variable channel conductance, 
most ensembles were run with channel conductance held constant. Based on simulations where 
flow converges towards an inner cylinder (analogous to a drift or tunnel), it was found that 
the values of effective bulk hydraulic conductivity (K) of all networks were directly related to 
network density (Figure E-1). Furthermore, networks composed of long channels percolate more 
often at lower values of density than networks of short channels and increase to a maximum 
value over a wider range of densities. When the conductance of the channels was varied by 
choosing from a log-normal distribution, with the same geometric mean as the single value 
realisations, preliminary results indicated that the K value of networks of a given mean channel 
length increased, with increasing density, over a wider range to reach higher values.
5Figure E-2. Comparison of skin effect versus nodal density for varying mean channel length. N.B. All results 
based on convergent cylindrical flow to a central drift. 
Skin is usually conceived as a region immediately surrounding an underground opening whose 
hydraulic conductivity is different from a wider (otherwise homogeneous) region. A locally 
reduced value of K is seen as a ‘positive’ skin and vice versa. Skin is evaluated using measure-
ments of head, by assessing how far the measurements near an underground opening deviate 
from theoretical values predicted by assuming that the whole region is homogeneous. We here 
refer to this as ‘skin effect’ and measure it in units of metres of water (of extra/reduced head 
loss at the drift wall). The thesis underlying this series of studies is that ‘skins’ observed around 
underground openings in repository host rocks are products of the interaction of finite sized 
openings with sparse networks and the resultant inability of the flow system to ‘adjust’ to the 
imposed flow geometry. In other words, skins are not regions of changed hydraulic properties as 
is assumed in the concept of ‘excavation damaged zones’.
The ability of a sparse channel network to produce positive skin effects of the order of + 50 m 
in head regimes with 200 m overall head difference was demonstrated in the previous study. 
The relationships between mean channel length, network density and skin effect were evaluated 
using the same ensembles as were used to determine the dependence of K on density. A complex 
and unexpected behaviour was found involving a change from ‘short channel’ results, with 
entirely negative skins throughout their range, to longer channel systems that exhibit a peak of 
positive skin just above their percolation threshold (Figure E-2). In the ensembles examined, 
the change from a wholly negative response to a part-positive response occurred somewhere 
between channels of mean length 2 to 4 times the diameter of the inner-boundary. This feature 
offers a relatively simple indication of the mean length of channel networks around underground 
openings based on measuring skin around openings of different sizes.
6The brief review of field measurements also concluded that ‘compartmentalisation’ is com-
monplace in repository hostrocks surrounding ‘underground research laboratories’. Experience 
shows that compartments of head are often complex in shape (including ‘tunnelling’, whereby 
compartments penetrate each other with little or no interaction), vary in size with dimensions 
ranging from tens to hundreds of metres and often bear no relationship to the prevailing fracture 
pattern. They are also invariably associated with anomalies in groundwater chemistry or isotopic 
composition.
After a preliminary study of the phenomenon termed ‘compartmentalisation’ using the lattice 
network model, it was concluded that as the density of a network increases division into 
distinct compartments becomes less likely. The probability of forming compartments that are 
stable in a number of conditions, and readily recognisable, increases with increasingly variable 
conductance distributions. In many ways the corollary may be truer, that is, that networks of 
equal conductance channels are unlikely to form compartments. So, overall, it is concluded that 
the formation of compartments probably requires a ‘moderately’ sparse channel network with 
variable channel conductances.
Based on drawing together all the lines of evidence in this report, we arrive at a general ‘picture’ 
of groundwater flow in the sort of fractured crystalline rock characterised for nuclear waste 
repositories. We conclude that the /Tsang et al. 1991/ model of channels that traverse fracture 
intersections without necessarily branching is a very likely representation of reality.
More generally, assembling all the lines of evidence, it is suggested that groundwater flow 
systems in fractured crystalline rocks in the environs of underground laboratories have the 
following characteristics:
• Groundwater flows within a sparse network of channels just above the percolation limit.
• The frequency of intersections is low in that individual channels extend considerable 
distances between significant junctions. 
• Individual channels often extend over many fracture surfaces and the resulting flow system 
is only weakly related to the density or size of mappable fractures.
• The sparseness of systems compared to the size of drifts and tunnels means that only a very 
few ‘flow channels’ are intersected by drifts and tunnels. Highly convergent flow is required 
to connect to the rest of the network and this is misinterpreted as a skin of low hydraulic 
conductivity.
• Systems are so sparse that they are controlled by a few ‘chokes’ that give rise to compart-
ments of head, and probably, of groundwater chemistry.
• Channels occur on all fracture planes, including those within fracture zones, and although the 
characteristics of the fracture zone channel networks may differ from those in surrounding 
rocks, they are nonetheless still channel networks.
• The actively flowing sparse channel network, occurring within any particular rock, is a 
naturally selected, small sub-set of the available channels. Hence, there are many conductive 
channels that do not participate within the active network but are connected to it, however 
tortuously.
It should be noted that current fracture network codes, based on fractures that are roughly equi-
dimensional, do not reproduce the important effects exhibited by ‘sparse channel networks’, that 
is ‘apparent skin’ around openings and compartments. This is because they require too high a 
fracture density in order to percolate.
In summary, the report provides a self-consistent description of groundwater flow in fractured 
crystalline rock that links observation to mathematical analysis and numerical experimentation. 
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9Notation
Symbol or 
abbreviation
Term used Definition used in the report 
A Cross sectional area Area perpendicular to the average flow between 
F2F (face to face) boundaries of cubic region
CDF Cumulative Distribution 
Function
Integral of a PDF.
CS Specific conductance Conductance per unit length (or conductivity 
times area).
Csg Geometric mean specific 
conductance
DA Area density Area of planar channels per unit volume.
DL Length density Length of linear channels per unit volume.
DN Number density Number of channels per unit volume.
EDZ Excavation Damage Zone Zone of supposedly altered permeability 
around a drift due to the disturbance caused by 
construction of the drift.
G Gap length Expectation value of the number of 
sub-channels between channels (in a given 
direction).
1 NG P=
h Head
h  Head (ensemble averaged) Average head for a given distance bin over 
many realisations.
hlinear-skin Linear Skin An apparent head that is the offset between the 
predicted head at the F2F boundary and the 
true value when head is projected by a linear 
regression.
F
skinh
Skin (flowing nodes) The head that is the offset between the imposed 
boundary head and the value obtained as an 
intercept on that boundary using regression on 
head data for flowing nodes. 
A
skinh
Skin (connected nodes) The head that is the offset between the imposed 
boundary head and the value obtained as an 
intercept on that boundary using regression on 
head data for all (connected) nodes.
K Permeability Strictly this is hydraulic conductivity.
Kall 
 
Radial permeability  
(all connected nodes)
Permeability obtained by regression of Thiem’s 
equation for all heads at different radii for all 
connected nodes.Inferred from the regression of 
head on a log r axis:
Q
h(r) = h(r0)+hskin+ 2πLKall
log(r/r0)
Keff Effective permeability The bulk permeability for a fully occupied 
network in which the sub-channels had log10(K) 
variability.
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Symbol or 
abbreviation
Term used Definition used in the report 
KF2F Vertical permeability Permeability for flow between two opposite 
faces on a cube.
2
0 /(/ ) + (K=
 
where D is domain length and ∆h is the head 
drop.
Kflow Radial permeability  
(flowing nodes)
Permeability obtained by regression (as for Kall) 
of Thiem’s equation for all heads at different 
radii for flowing nodes.
Kg Geometric mean  
permeability
Ksimple Radial permeability  
(not accounting for skin)
Permeability obtained by Thiem’s equation, by 
applying the tunnel and outer boundary radii 
and heads.
Lila(o h+o/ )= rhkniQ 2 0sK (ghπg/ )
Ktarget Target permeability 20/ ( =) gKaQLg h+
∆L Nodal spacing Distance between adjacent nodes (grid spacing).
L Mean channel length The expectation value of the number of sub-
 channels in a given channel in a given direction.
L = 1/(1– PA )
L Channel length The number of sub-channels comprising a given 
channel. 
MOI Moment of Inertia
PA ‘P again’ Probability of sub-channel existing along a 
generator line following an existing sub-channel.
pb Bond probability Probability that a bond is occupied in a classical 
percolation network.
pbc Percolation threshold Bond probability above which 50% of all 
realisations percolate.
PDF Probability Density Function
PN Probability of a new  
channel starting
Probability of a new channel along a generator 
line following a gap.
PON Probability that a sub-channel exists.
n
1DP
Node density (1D) Probability that a node belongs to a channel 
along a line of generation (i.e. in the x, y or z 
direction).
n
3DP
Node density Probability that a node belongs to a channel. 
SD Standard Deviation
∆h Waterfall height A threshold head drop for which a sub-channel 
is defined as a waterfall if it has greater than 
this head drop across it.
∆L Sub-channel length This is the same as the distance between two 
nodes. 
σ Standard Deviation  
of log10(Cs)
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Glossary
Term Definition used in the report 
_ Denotes subscripts in charts (e.g. P_A for PA).
Connected node Node that is connected to both boundaries.
Bond A connection between two sites (or nodes). This is the same as a 
sub-channel.
Branch node Node that is connected to both boundaries (i.e. connected), but has no 
flow.
Channel A series of connected sub-channels in a line.
Choke A sub-channel across which there is a relatively large head drop. 
Synonymous with ‘waterfall’.
Classical percolation 
network
Network for which there is a random allocation of bonds between 
adjacent nodes.
Ensemble Collection of multiple model runs.
Equi-dimensional A finite plane that represents a fracture, which has identical length 
scales for its two principal axes (e.g. a circle or a square).
Face-to-Face (F2F) A system that is flowing between two opposite faces on a cube. 
Flowing node A node which has at least one channel connected to it that has a 
non-zero flow through it.
HyperConv Quintessa sparse channel network code.
Hyper-Convergence The concept of extreme concentration of flow towards a small number 
of drift inlets, causing the flow dimension to deviate significantly from 
cylindrical flow.
Pool A collection of connected nodes for which there is no head drop 
greater than h between nodes. The edge of the pool is defined either 
by the domain boundary or by channels that do have a head drop that 
exceeds Äh  (i.e. the pool is surrounded by ‘waterfalls’).
Realisation A single run from the model.
Site A node.
Sub-channel A linkage between two nodes (a single ‘bond’).
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1 Introduction
This report represents the third study in a series concerned with groundwater flow in poorly 
permeable fractured crystalline rocks.
The focus of the first study /Black and Barker 2002/ was to examine the evidence for a 
hydraulic skin, in other words a localised change of hydraulic conductivity, around underground 
openings in potential (crystalline) repository host rocks. Intuition suggested an increase in 
hydraulic conductivity, whereas evidence suggested a decrease. The conclusion reached by 
the study was that the evidence for a reduced hydraulic conductivity was a product of the 
porous-medium based assumption used to interpret head measurements around underground 
openings. The report went on to suggest that the extra head loss involved in a tortuous flow path 
from the ‘far-field’ to an entry point into an underground drift was sufficient to explain the field 
measurements at Stripa (underground research laboratory). This ‘extra’ head loss was likened 
to the standard hydrogeological effect known as partial penetration and was termed ‘hyper-
convergence’. It was seen as an inevitable consequence of the interaction of a sparse system of 
natural groundwater conductors with boreholes and underground openings. 
The second study was to evaluate whether a numerical model designed to imitate sparsely frac-
tured rock could reproduce the effect termed ‘hyper-convergence’ /Black et al. 2006/. After due 
consideration, an orthogonal lattice code called ‘HyperConv’, with a method that predisposed 
the formation of long sinuous conductors, was constructed. It was designed to imitate a system 
of ‘channels’, as opposed to equi-dimensional fractures, because of evidence to that effect 
from experiments at Stripa in the mid 1980s. The primary evidence was of flow from a central 
borehole, even though it was surrounded at a distance of 1.3 m by 5 peripheral abstraction 
boreholes (the so-called ‘Simulated Drift Experiment’, /Olsson 1992/). It was therefore assumed 
that flow managed to pass between the peripheral boreholes that were only 1.7 m apart within 
some non-intersected conductors. This gave rise to the concept of a channel network, where the 
channels were substantially longer than they were wide (say in excess of 5x), but also sparse 
enough that the channels were not intersected too often by the boreholes of the Simulated Drift 
Experiment.
Numerical experiments were performed using the code HyperConv and it was found that it 
reproduced ‘hyper-convergence’ under some circumstances. It also produced some unexpected 
results, suggesting that derived values of large-scale hydraulic conductivity were strongly 
dependent on the geometrical configuration and scale within which they were measured. 
Further consideration of field evidence, together with the results from modelling, gave rise to 
two further hypotheses about the behaviour of sparse channel networks, namely compart-
mentalisation and borehole participation. In compartmentalisation, the hypothesis is that when 
groundwater flows through a sparse network, a few key poorly conductive links in the system 
control the head loss through the whole system and effectively break flow up into a series 
of ‘compartments’. The hypothesis about borehole participation envisages that the system is 
so sparse that the investigation boreholes used to measure the system, as linear conductors 
of virtually infinite conductivity, are sufficiently important that they add their properties to 
the sparse network system and change it. In so doing they become significant participants in 
subsequent characterisation measurements.
This study represents a further step in the understanding of flow in fractured crystalline rocks. 
Having recognised that the behaviour of ‘sparse channel networks’ might explain many 
phenomena seen in field experiments, this phase seeks to identify the characteristics of networks 
that produce certain key behaviours. They are, ‘hyper-convergence’ and ‘compartmentalisation’. 
However, because this study is using the lattice model to make predictions of how sparse 
channel networks should be behaving in reality, this study includes a careful evaluation of 
14
the model behaviour and outcomes to try to ensure that conclusions are not based on model 
artefacts. Secondly, the first two studies showed that channels rather than equi-dimensional 
fractures seemed key to the sought after behaviour so the basic theory of channel intersection 
and the onset of percolation has been examined mathematically. Finally, the study includes 
some evidence from literature concerning the observation of channels, head and chemistry 
compartments and, to a limited extent, why channel-based systems might occur in nature.
The report is organised as a series of individual studies each with its own ‘theory-results-
discussion’ structure. The sections of the report are as follows:
• Mathematical analysis of the intersection of two conductors and its application to the estima-
tion of percolation threshold.
• Field evidence for channels.
• How the channel network model ‘HyperConv’ is configured.
• How the derived property, hydraulic conductivity, and skin effect vary when considering 
large numbers of realisations (ensembles).
• The relationships between derived bulk properties and the parameters defining the producing 
networks.
• The variation of flow, head and derived hydraulic conductivity with position (relative to the 
boundaries) within the network (averaged over a large number of realisations).
• The nature and distribution of compartments.
• A discussion of the behaviours predicted by ‘HyperConv’ in relation to field experience.
• Conclusions.
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2 Intersection of two conductors and the 
estimation of percolation threshold
2.1 Introduction
Even though the previous study /Black et al. 2006/ indicated on a preliminary basis that ‘hyper-
convergence’ seemed to be associated with fracture/channel networks close to the percolation 
threshold, there was considerable variation in the results, even when using the same network 
generation parameters. However, some tentative conclusions were drawn: that significant 
‘hyper-convergence’ was more likely in channel networks based on channels with large ‘aspect 
ratios’ (i.e. channels that were much longer than they were wide); and that significant hyper-
convergence was more likely in systems with less connectivity. Whilst the conclusion regarding 
connectivity is intuitively correct (in other words that systems that are poorly inter connected 
are more likely to have very tortuous flow paths in the vicinity of underground openings), the 
first conclusion is not intuitively obvious.
It was therefore decided to investigate interconnection in the light of channel ‘aspect ratios’. 
This led to some further assessment concerning the percolation threshold and some conclusions 
regarding the definition of a ‘sparse channel network’.
2.2 Intersection of elliptically shaped fractures
Although there is published work on the connection characteristics of fracture networks, there 
is little or no information on the influence of fracture shape. Because the studies arise from 
fracture mapping, many are concerned with the influence of the size distribution on the con-
nectivity (/Renshaw 1999/ for 2D networks, /Bour and Davy 1998/ for 3D networks) but only 
that by /de Dreuzy et al. 2000/ considers fractures that are not equi-dimensional. In the work 
by /de Dreuzy et al. 2000/ elliptical fractures are considered but within the context of networks 
with ‘power law’ size distributions. 
Although channels are probably most easily envisaged as ‘ribbons’, it turned out to be 
analytically simpler to consider channels as ellipses. Furthermore they are considered to have 
negligible aperture. To begin with we consider the connectivity of just two ellipses leading to 
results for the number of intersections and intersection lengths for a given density of fractures. 
The relative geometry of two ellipses can be defined, for example, by a, b, R and five angles: 
(Φ, Ψ,α, β, γ) (Figure 2-1). Φ and Ψ are the angles in spherical polar coordinates relating the 
centre of one ellipse relative to the other. The orientation of one ellipse is defined relative to the 
other by the three angles α, β and γ which represent rotations of the plane of one ellipse relative 
to the other. 
A function, Etouch (R, a, b, Φ, Ψ, φ, α, β, γ), has been developed such that two ellipses intercept 
or not depending on whether this function is less than or greater than zero, respectively. The 
function was obtained using computer algebra for ellipses of different shapes and sizes. The 
shapes of the ellipses are defined in terms of the ratio of their major to their minor axes (i.e. a/b 
or ‘aspect ratio’). Figure 2-2 illustrates how the shape and size of an ellipse varies with aspect 
ratio for a fixed area.
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Figure 2-2. Ellipses of the same area but different aspect ratios.
Figure 2-1. Configuration of two identical ellipses in space.
R b
a
2 identical ellipses
distance between centres = R
each of negligible thickness
area = a b
aspect ratio = 

a
b
a/b = 1
 
a/b = 4  
 
1 area =   
 each ellipse has area = 
a/b = 16
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To find the probability of intersection of two ellipses, we need to find the fraction of the volume 
in 5-D space (Φ, Ψ, α, β, γ) where intersection occurs, taking care to give equal density to 
all directions. An analytical expression for the probability has not been found, so it has been 
computed using a Monte Carlo method. For a given distance R between ellipses, a large number 
of sets of the five angles (typically 100,000) have been generated and for each it has been 
decided, using the Etouch( ) function, whether the ellipses would intercept. The probability is 
the ratio of intersecting cases to the total number of cases.
A natural scaling length is the square root of the ellipse area divided by π (i.e. a b ), since this 
gives the radius when the ellipses are discs. We therefore introduce a scaled distance between 
ellipse centres:
ρ = 
R
ab
 (2.1)
Figure 2-3 presents a set of curves for the probably of intersection P(ρ, a/b) as a function of the 
scaled separation of centres, ρ, for aspect ratios a/b = 1, 4, 9, 16, 25. Note that:
• As expected, for discs (a/b = 1, a = 1) there is zero probability once ρ R ab=  exceeds 2, 
which is twice the radius.
• The a/b = 4 case corresponds to a = 2, so intersection stops at ρ = 4.
• For larger values of a/b the curves go to zero outside the plot. 
The intersection function is not of great interest in its own right; however, it forms the basis for 
evaluating the number of intersections and the distances of intersection, or rather their averages.
Figure 2-3. Probability of intersection of two identical ellipses as a function of their scaled separation 
for ellipses of different aspect ratios. (The separation distance of their centres is divided by the radius  
of a circle of equivalent area.)
1
0.8
0.6
0.4
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a
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2.3 Average number of intersections
We consider fracture centres to be randomly distributed in space; so around a given fracture the 
radial density increases with radius, R, in proportion to the area of the surrounding sphere at that 
radius.
The average number of intersections with an ellipse, assuming a statistically uniform distri-
bution of ellipses with volume density DV (number of centres per unit volume), is:
{ } ( ) ( )
( ) ( ) ( ) ( )
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pi
∞
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(We use E{} to represent expectation value. The integrals will in practice terminate where  
R = 2 max(a,b) and ρ =2 max( )2 / , /a b b a  since the function P() is zero beyond that point.) 
An analytical form has been found for the function I(x) in terms of E(m), the complete elliptical 
integral of the second kind: 
( ) 111E2I 2 ≥−= xxxx pi  (2.4)
10)sin(1)E(
2/
0
  mdmm

  (2.5)
The function I(x) is plotted in Figure 2-4. 
Note that for discs, a/b = 1, it takes the value unity (this was deliberately imposed by scaling 
by π2). It rises with increasing aspect ratio, but even for a/b = 5, its value is only about 50% 
greater than that for discs. 
The intersection plot in Figure 2-4 suggests that, for a given fracture area, the number of inter-
sections is greater for ellipses than discs and that therefore a network of ellipses (or channels) is 
more likely than a network of discs to percolate at a given density of fractures. In other words 
channel networks are likely to have a lower percolation threshold than disc networks 
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2.4 Average distance of intersection
We now find the expectation value of the distance at which intersection occurs. This has a finite 
(non-zero) value due to the increase with distance in the number of fractures at a given distance 
combined with the reduction in the probability of intersection with distance.
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No analytical expression has been found for D(a/b).
The function D(a/b) is plotted in Figure 2-4 alongside the function I(a/b). It appears that the 
two functions differ only by a constant, of about 1.1, but careful computation reveals that the 
difference varies somewhat with a/b.
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Figure 2-4. Normalised expectation values of the number of intersections per unit area and the 
intersection distance for ellipses of varying aspect ratios.
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2.5 Use of ‘area density’, DA
We use the term ‘area density’ to represent the area (single-sided) of fractures per unit volume. 
Given a number density per unit volume of DV (= N/V) the total fracture area per unit volume 
will be DA:
VA
N a b N
D ab abD
V V
π π π= = =  (2.8)
Hence:
{ } ( ) ( ) ( )3 2 2In ters ec t i o n s I / I /AVE ab D a b a b D a bpi pi= =  (2.9)
or
( ) { } { }In tersec t i o n s In t e rs ectionsI /
AA
E E a b
a b
ab D D ab
pi
pi
= =  (2.10)
The function I( ) can therefore be interpreted as the number of intersections per unit area when 
the area density equals the reciprocal of the geometric mean radius. Since I(1) = 1 when a = b, 
for disc-shaped fractures there is one intersection per unit area per unit area density of fractures, 
in units of the radius.
2.6 Use of the ‘Excluded Volume’, Vex
A common approach in the percolation literature has been to consider the ‘total excluded 
volume’ Vex. This is the volume that, due to the presence of one body, is not accessible to another 
body. A simple example is two spheres of radius R, for which the excluded volume is given by 
( )32
3
4
Rpi : this is the volume around the centre of one sphere where the centre of a second sphere 
cannot be placed without the spheres intersecting. This case is in fact the pointer to the use of 
excluded volume: early results on the percolation of spheres were extended to bodies of other 
shapes by assuming that (approximate) invariance would be attained if the size and shape were 
expressed in terms of the single parameter Vex.
It appears that we can write a generalisation of this to the case when we know the probability, 
Pi(x,y,z), of intersection of a body ‘centred’ at point (x,y,z) with another body:
iP ( , , )exV x y z dV= ∫∫∫  (2.11)
where the integral would be across all space1. For example, when we can express the probability 
in terms of a radial distance, we can write
2
0
P ( ) 4exV r r d r=

π  (2.12)
For the special case of identical ellipses, we derive from earlier formulae
( ) 3 22 I( / )exV a b a bpi=  (2.13)
(Equation (3) of /de Dreuzy et al. 2000/ for ellipses of different sizes reduces to Vex = π2a2b for 
identical ellipses. It appears their result is in error.)
1  Although Equation 2.11 has not been seen in the literature it is consistent with all results that we have 
found. Note that any point in a body can be chosen as the so-called ‘centre’ provided this is done in a 
consistent manner.
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A relationship that is obvious in its own right is that the number of intersections with a given 
body is simply the number of intersecting bodies in the excluded volume. In terms of volume 
density, DV, this can be expressed:
{ }In ters ec tions ex VE V D=  (2.14)
(This suggests an alternative definition of the excluded volume: the average number of inter-
sections of a single body for unit volume density.)
2.7 Percolation criteria estimates
Here we consider very briefly a few relevant results from percolation theory and attempt to 
obtain fracture density at percolation in terms of the aspect ratio, a/b.
One of the earlier approaches to percolation was to determine the number of bonds per ‘site’ at 
percolation, cB . For example, /Pike and Seager 1974/ used a Monte Carlo approach to determine 
1.5cB ≈ . The quantity cB  is the same as the ‘number of intersections per ellipse’ if we consider 
the centres of ellipses as the ‘sites’. We can therefore write for the disc case (a = b = r, a/b = 1):
{ } ( ) ( ) ( )3 2 2 2 3In terse ctions I / I 1 1.5cVVE a b D a b r D Bpi pi= = = ≈
or
, 2 3
1.5
V c riti ca lD rπ
=  (2.15)
since I(1) = 1.
/de Dreuzy et al. 2000/ consider the problem of intersection of ellipses with a power-law distri-
bution of size. Unfortunately, they use the eccentricity (e) of an ellipse (the ratio of the major 
to minor axes), in an anomalous manner. Where ‘a’ is the major axis, they define ‘e’ as ‘b/a’ 
where we use the more normal ‘a/b’ (Bour, personal communication, 2006). For a disc (a/b = 1) 
it is clear that they intend that Vex = π2r3. They find at percolation Vex/V = 2.2 (somewhat larger 
than the value, 1.8, computed by /Charlaix 1986/). Given the value of 2.2 the volume density at 
percolation would be:
2 3 2.2ex
V N
r
V V
=π 
or
2 3
2.2
V
N
D
V rπ
=   (2.16)
Clearly both approaches give similar results but differ in the constant (1.5 and 2.2, respectively). 
Replacing this uncertain constant by the symbol τ (≈2), which may be a function of aspect ratio, 
we can write:
{ } ( ) ( )3 2 2In tersec t i o n s I /VE a b D a bpi τ= =  (2.17)
Or, in terms of the area density:
( )I /A VD abD ab a b
τ
pi
pi
= =  (2.18)
This density has been plotted in Figure 2-5 in the form 1/[πI(a/b)], i.e. with the density scaled in 
units of the (geometric) mean radius. In order to percolate, disc-shaped fractures require about 
twice the area density as elliptical fractures of the same area but with a major axis length of 
about 2-3 disc diameters (i.e. ~ 10 ).
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2.8 Other studies
The study described above arrives at the conclusion that networks of same-size ellipses will 
percolate at lower fracture densities than networks of same-size discs. It also concludes that, 
as ‘aspect ratio’ becomes more extreme (the ellipses become more like ‘ribbons’ and less like 
discs), the fracture density at which percolation first occurs reduces.
A wider series of studies has been reported by a group of researchers based at the University of 
Rennes. They examined the controls on percolation in a range of 3D networks, paying specific 
attention to the distribution of fracture sizes /Bour and Davy 1998, de Dreuzy et al. 2000, Darcel 
et al. 2003/. Most of their studies of 3D fracture networks consider (equi-dimensional) fractures 
to occur in a range of sizes described by a power law function (effectively with a PDF propor-
tional to a–λ with a > b). They derived an analytical expression to evaluate percolation threshold 
in 3D networks consisting of ellipses with distributions of size and “eccentricity” (equal to our 
‘aspect ratio’ or its reciprocal: Bour, 2006, pers. comm.). In the paper by /de Dreuzy et al. 2000/, 
they show that the parameter of percolation is the “geometrical union of the mutual excluded 
volumes”: (using the terms defined in /de Dreuzy et al. 2000/).
3
3
2
L
l
eNp =π  (2.19)2
where p =  parameter of percolation
N  =  number of elements in network
e   =  the first moment (or mean) of the eccentricity distribution where e is our b/a
3l
 
=  the third moment of the length distribution
L =  the system size
2  We are somewhat sceptical about this result since it appears to depend on the erroneous Equation 3 of 
de Dreuzy et al. and because the derivation is not obvious.
Figure 2-5. Values of scaled area density at the percolation threshold as a function of aspect ratio.
0.0
0.1
0.2
0.3
0.4
0 1 2 3 4 5 6 7 8 9 1 0
aspect ratio of network ellipses (   /   ) 
area
 density
percolation threshold based on
considerations of excluded volume
discs
a
b
23
Figure 2-6. Percolation threshold versus, a) aspect ratio for a range of size distributions b) size distri-
bution for a range of aspect ratios. (NB. This diagram is from /de Dreuzy et al. 2000/ but in Figure a) 
X-axis has been reversed and the reciprocal of their ‘e’ has been renamed as our ‘aspect ratio’.)
Based on Equation 2.19, they depict two figures (their Figures 2-5(a) and 2-5(b)) showing the 
variation of percolation threshold versus fracture size distribution parameter (their power law 
‘a’ ) and eccentricity parameter ‘e’. These are reproduced below as Figure 2-6 but with some 
modifications to allow easier comparison with the results above; however there is incompa-
tibility between Figure 2-6a) [same-size network] with the form of Figure 2-5. /de Dreuzy 
et al.’s/ results show that as aspect ratio rises from 1 to about 3 that the percolation threshold 
increases, whereas all the analysis above indicates that it decreases continuously with increasing 
aspect ratio. Several other aspects of their results seem curious. They show that as the size 
distribution of ellipses becomes more diverse the percolation threshold increases. This seems 
counter intuitive, as do the results in Figure 2-6b) when considered as a family of curves, in that 
the two most extreme results (a/b = 1 and a/b = 100) do not seem to form an envelope around 
the intervening results. Several other aspects of the results are of concern, such as aspect ratios 
larger than 100 that are so extreme as to be virtually impossible in nature (consider a channel 
1 metre wide and 1 kilometre long.).
/de Dreuzy et al. 2000/ conclude that:
“Whatever the distributions of length and eccentricity, the values of percolation threshold 
remain restricted to a range of less than one order of magnitude”.
The percolation threshold increases as the value of λ (the exponent of the power law distribu-
tion) decreases. In other words, networks comprising one-size components require the lowest 
values of fracture density before they percolate.
When the value of λ is less than 4, the probability of percolation increases with increasing scale. 
In other words, networks of fractures with widely varying fracture sizes are more likely to 
percolate if a large volume, rather than a small one, is being considered.
Some or all of these conclusions seem questionable in the light of the mathematical analysis 
reported here and of intuition.
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The analysis developed here is of two-dimensional objects (discs and ellipses) set within 
three-dimensional space. The same applies to the work of /de Dreuzy et al. 2000/. It is well 
established that rules and formulae derived from studies of two-dimensional space (i.e. lines 
within areas) do not translate well into three dimensions and no studies of that type are 
referenced here. However, some support and helpful insights can be gained from considering 
a study of ellipsoids in space (i.e. three-dimensional objects in three-dimensional space). The 
study by /Garboczi et al. 1995/ evaluated the percolation threshold for same-size networks of 
overlapping ellipsoids of varying aspect ratio. Since ellipsoids are solids of revolution, varying 
the aspect ratio from very small values to very large ones resulted in networks of objects rang-
ing from ‘disc’-like objects to ‘needle’-like objects. Their percolation is not quite symmetrical, 
but exhibits a maximum value for spheres and falls away sharply outside the middle range of 
values (say for a/b between 0.1 and 10) (Figure 2-7).
The results of /Garboczi et al. 1995/ reinforce the analysis of this report and imply that the 
maximum density required for percolation occurs when objects are symmetrical.
It is valuable to re-examine the various determinations of percolation threshold by different 
authors. Amongst the first determinations of percolation threshold in a geological context was 
the work of /Robinson 1984/ in which he determined the volume density at percolation for 
orthogonal square fractures in 3D space (~ 0.19) and then for uniformly distributed square frac-
tures in 3D space (0.15 → 0.3). These were for same-size distributions. The work of /Garboczi 
et al. 1995/ on ellipsoids in 3D space is entirely consistent with /Robinson 1984/ and shows a 
strong relationship with aspect ratio. The work by /de Dreuzy et al. 2000/ modifies the ‘percola-
tion parameter’ of /Robinson 1984/ by multiplying it by π2 so, in order to compare like-with-
like, we have divided the percolation parameter results of Figure 2-5 of /de Dreuzy et al. 2000/ 
by π2. The results from the considerations here in terms of percolation threshold (Figure 2-5) 
have also been added to a comparison of similar results from different authors (Figure 2-8). 
Some conclusions are readily drawn. Firstly, the percolation threshold for same size networks of 
equi-dimensional objects (e.g. squares, discs and spheres) appears to lie between 0.15 and 0.5. 
Secondly, beyond an ‘aspect ratio’ of about 3 or 4, the value of percolation threshold reduces 
markedly. Thirdly the results of /de Dreuzy et al. 2000/ look anomalous and unlikely, with a 
peak value at an ‘aspect ratio’ of 4 and almost no dependence on ‘aspect ratio’.
Figure 2-7. The value of percolation threshold (as a volume fraction) for networks of same-size 
ellipsoids of revolution versus aspect ratio. The ellipsoids are oblate and prolate to the left and right  
of spheres, respectively. (Based on /Garboczi et al. 1995/.)
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Taking a very general view of all the studies we conclude that:
• The density at which same-size networks of equi-dimensional objects first percolate is about 
0.3 as either a volume density or an area density.
• Networks of same-size ellipses percolate at lower area densities than those of same-size 
discs. 
• As the ‘aspect ratio’ of ellipses increases the fracture density at which percolation first occurs 
reduces.
• A general estimate that could be made is that an equi-dimensional network probably has 
a percolation threshold of about 0.3, whereas a channel network with 10:1 aspect ratio 
channels probably percolates at about 0.1, or roughly a third in terms of area density.
It is interesting to note that the hydrostructural model that was developed to represent the 
system of conductive fractures at the site of the ‘TRUE Block-Scale’ Project had the following 
attributes in terms of fracture intensity (taken from /Dershowitz et al. 2003, Table A-1/): 
Set P32 † Scale of observation
Background fractures 0.29 1 to 20 m
100 m scale 0.02 20 to 200 m
1,000 m 0.0043 200 to 2,000 m
Sub-total 0.3143 1 to 2,000 m
Estimate of non-observed fractures  
(i.e. 30%)
0.0943 Intermediate scales between borehole, 
tunnels and regional mapping
Total 0.4086
† P32 is the ‘fracture areal intensity’ parameter used by /Dershowitz et al. 2003/ and is in units 
of m2/m3: it is the same as our ‘area density’, DA.
Figure 2-8. Comparison of percolation threshold results from various studies all based on same-size 
networks.
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It should be remembered that Table A-1 represents the model of conductive fractures only and 
that they are considered by /Dershowitz et al. 2003/ to be subsets of all mappable fractures. The 
density is a major consideration in their modelling technique and is based on the number of 
transmissive locations found in boreholes. The hydrostructural model was not tested systemati-
cally against ‘crosshole’ tests. An earlier version of the model was used to interpret ‘crosshole’ 
tracer tests and was considered by /Poteri et al. 2002/ to be “too well-connected to the hydraulic 
boundaries compared to the in situ bedrock.”
It can be surmised that, compared to a “10:1” channel network, the hydrostructural model of 
/Dershowitz et al. 2003/ could well have a density that is four times larger than necessary for 
percolation. This would have the effect of producing much more connectivity than was desirable 
and could be the cause of the symptoms noted by /Poteri et al. 2002/.
It is valuable to examine the literature for any explicit evidence for channel networks found in situ.
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3 Evidence for channel networks
3.1 Observation versus interpretation
There are many examples in the literature of flow and tracer experiments that have been 
adequately explained by channel-based interpretations, including several that could support 
only channel-based interpretations. They are well summarised by /Tsang and Neretnieks 1998/ 
who list 15 such tests/observations at scales ranging from a few centimetres up to about 200 m 
(a single larger experiment of 1 km scale involved observations of very localised flow into an 
underground facility). Most of the reported examples involved the injection of either water or 
tracer, or both, and the observation of pressure or tracer, or both, at a few localised discharge 
points. The transport between the two is then often best explained by some form of channellised 
link. Only two of the experiments, and then only at scales of 5 cms /Pyrak-Nolte et al. 1990/ and 
40 cms /Hakemi and Larsson 1996/ involved actual mapping of the flow field and thereby some 
idea of the dimensions of the flow channels.
The lack of definitive physical descriptions of active flow channels at anything larger than the 
laboratory scale is a natural result of the difficulty of measuring where the water flows in space. 
However, there are a few experiments, where there have either been a sufficient density of 
measurement boreholes, or a remote sensing technique has been used, so that some information 
on channel dimensions is derivable. They are described briefly below.
3.2 The ‘Stripa Simulated Drift Experiment’ (1988–92)
The ‘Simulated Drift Experiment’ was part of a larger experiment to assess how well numerical 
models could predict flows in fractured rock. Essentially, five 100 m long boreholes were drilled 
from an experimental drift in a cylindrical pattern (Figure 3-1) around a central borehole into 
a region of reasonably well-characterised rock containing a number of fracture zones /Olsson 
1992/. The boreholes were then allowed to discharge at three fixed head steps and the discharge 
measured. In this way they ‘simulated’ a drift. The discharges from each borehole varied con-
siderably but remarkably, even with very large drawdowns in the circumferential boreholes, the 
central borehole continued to discharge (Figure 3-1). In order for this to happen, the channels 
feeding the central borehole cannot be more than 1.7 m wide otherwise (orientated randomly) 
they would intersect one of the circumferential boreholes before they reached the central 
borehole. Using a similar argument, the central borehole is about a metre further away from 
any point outside the ‘cylinder’ of boreholes. In order for the central borehole to ‘gather’ water 
from outside via some unspecified channel that doesn’t intersect the surrounding boreholes, 
the outside end must be some distance away so that the extra metre of travel is insignificant. 
A reasonable estimate would be for channels to be no more than 1 m wide and at least 5 m long, 
probably more like 10 m long.
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3.3 The Grimsel Shear Zone pumping and tracer tests
A shear zone intersects the underground laboratory at Grimsel in Switzerland and a series of 
tracer tests have been conducted within it, together with a number of single borehole and cross-
hole pumping tests. The results have been analysed and interpreted by geostatistical inversion in 
order to derive a likely pattern of transmissivity /Meier et al. 2001/. Their conceptual model was 
based on their knowledge of the geological history of the shear zone in which they had carried 
out a number of pumping and tracer tests. It included an array of elliptical channels (Figure 3-2) 
ranging between 5 and 20 m in length with aspect ratios of about 10:1. These channels were 
conceived as interconnecting to form regions of good hydraulic connection and, where they 
were absent, barriers to flow were postulated. The concept was designed to agree with the 
results of pumping tests and the distribution of head under normal inflow to the experimental 
gallery.
The idea underlying the study by /Meier et al. 2001/ was to derive a less subjective map of 
transmissivity (and aperture) by geostatistical inversion, based on a limited number of geosta-
tistical assumptions. They then checked the resultant transmissivity fields by simulating a tracer 
test that was performed between two boreholes in the vicinity of the gallery (Figure 3-3). They 
produced various simulations using assumptions of both anisotropic and isotropic transmissivity, 
but found little difference in the end results. The result shown in Figure 3-3 is for an anisotropic 
field and matches their original conceptual model reasonably well. It appears to suggest chan-
nels in the order of 10 m in length and 1 to 2 m in width.
Figure 3-1. Discharges from the boreholes of the ‘Simulated Drift Experiment’ shown together with the 
geometrical configuration.
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3.4 Mirror Lake Research Site in New Hampshire, USA
The USGS Fractured Rock Hydrology Research Site near Mirror Lake, New Hampshire has 
been the subject of numerous and wide-ranging studies aimed at understanding the nature of 
flow within fractured rock. Two recent studies are of interest from the viewpoint of defining the 
geometry of flow systems in fractured crystalline rock. In the first study, reported in /Day-Lewis 
et al. 2000/, the simulated annealing method was used to construct a 3D model of the site that 
would support a series of crosshole pumping tests together with the steady-state head field 
(Figure 3-4b). 
It can be seen that the fracture zones defined by the more objective method produced less ‘plate-
like’ fracture zones when compared to the more common interpretation method (Figure 3-4a). 
Fracture Zone IV, in particular, exhibits a serpentine form like a meandering river channel.
Figure 3-2. Locations of boreholes in shear zone at Grimsel test site together with conceptual model for 
channelling /from Meier et al. 2001, Figure 1/.
Figure 3-3. Simulated tracer plume concentrations for a ‘dipole test’ based on an anisotropic correla-
tion for transmissivity (9 m horizontally, 2.5 m vertically) /from Meier et al. 2001, Figure 4/.
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Figure 3-4. Comparison of fracture zones defined subjectively with zones defined by simulated annealing 
/from Day-Lewis et al. 2000/.
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One of the zones, Zone I, was subsequently subjected to a ‘dipole’ tracer test using saline 
water and radar tomography in an effort to “achieve a more detailed description of the internal 
architecture and hydraulics…” The result was only partially successful, because the tracer 
migrated outside the tomographic plane on its way from the source to the receiver. A number of 
different geometrical concepts were applied during the interpretation procedure, but the authors 
/Day-Lewis et al. 2006/ considered a numerical model based on a ‘high-K path’ to yield the 
most likely simulation of the tracer test (Figure 3-5). Although the tracer migrated outside the 
tomographic plane, the final preferred model adhered to the tomographic information in taking 
into account the cross sectional area through which the tracer moved.
3.5 Summary 
Definitive geometrical descriptions of flow within fractures are difficult to find because they 
are difficult to derive at any scale larger than the laboratory. However, whenever experiments 
are performed on fractures in crystalline rocks in situ, a channel-based concept is invariably 
required. The Mirror Lake series of images (Figure 3-4b and Figure 3-5) are instructive in that 
they are at different scales yet both exhibit ‘channel-style’ flow. 
It is proposed that flow exhibits channel-style behaviour at all scales up to at least 100 m and 
that aspect ratios are in the order of 5:1 to 10:1.
Figure 3-5. Configuration of the high K pathway concept in Zone I at Mirror Lake (/from Day-Lewis 
et al. 2006, Figure 8a/.
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4 Rationale behind the application of a lattice 
network model
This series of studies was initiated because it was thought that ‘skin effect’ around drifts in 
crystalline rock is caused by the sparseness of the networks within which groundwater flow 
occurs. Some initial corroborating results have been obtained using a lattice network code 
known as ‘HyperConv’.
The analytical studies on fracture geometry, intersection frequency and percolation threshold 
reported above, when taken together with some work reported in the literature, suggest very 
strongly that channel networks percolate at lower densities than networks of equi-dimensional 
fractures. Furthermore, the literature suggests that channels occur at all scales (at least up to 
100 m) and have aspect ratios between about 5 and 10. These are the essential geometric quali-
ties that a flow model should be able to reproduce. Additionally it should be able to calculate 
through-flows and head quickly and accurately so that it can be run a large number of times and 
produce ‘ensemble’ results.
The lattice model, HyperConv /Black et al. 2006/ was developed during the previous study in 
this series, and has included, from the outset, a method whereby features containing flow are 
effectively linear in form. Each realisation of the model consists of a set of channels with a 
distribution of lengths arranged orthogonally. Channel density is readily varied and hydraulic 
behaviour can be evaluated over the whole spectrum, from the percolation threshold right up 
to densities where it behaves like an equivalent porous medium.
Although the model is incapable of investigating the effect of fracture (or channel) set 
orientation, it has the basic attributes required that seem to lie at the heart of crystalline rock 
hydraulics.
The model is described in the next section followed by some evaluation of its reliability 
particularly when close to the percolation threshold. After this initial checking procedure,  
the model is used to try to understand the nature and behaviour of ‘sparse channel networks’.
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5 The nature of the lattice network  
code, ‘HyperConv’
5.1 Overall modelling method
The primary goal of the modelling was to understand the role of channel geometry (length 
and sparseness) in modifying flow, and distinct from the porous medium based assumptions 
that underlie standard field investigation practice (i.e. the interpretation of skin and hydraulic 
conductivity3 (K)). The lattice network method was used for speed and utility, not for represen-
tational accuracy, and has some outcomes resulting from practical constraints. It is important 
to be aware of the steps involved in the approach, in order to keep in context any conclusions 
developed in the following sections.
The modelling approach assumes a probabilistic method. That is that a channel network system 
can be generated from a limited number of fixed parameters, flow through the system modelled 
and key parameters (K and Skin), evaluated and that this can be performed hundreds of times 
with different realisations based on the same fixed generating parameters. This should be 
accomplished in the space of a few hours on a readily available computer.
The modelling method applied to each realisation is depicted schematically in Figure 5-1 and 
Figure 5-4 and can be summarised in terms of the following steps:
• Channel network generation.
• Application of the chosen boundary conditions.
• Solution of the flow equation and derivation of the key parameters.
To reduce computational effort, the channel network is thinned during the three steps and there 
are variants of the derived parameters. The steps are described in detail below.
5.2 Channel generation
The lattice network generator, ‘HyperConv’, produces a channel network in which channels are 
constrained to an orthogonal equi-dimensional (cubic) grid. The grid consists of 60 nodes in 
each direction, so that the model space is a cube of 59 units on each edge. Channels are created 
on the lattice of nodes by applying a simple generator algorithm and Figure 5-1 defines the 
terminology adopted. ‘Channels’ are created as sequential bonds (‘sub-channels’) between sites 
(‘nodes’), a channel being defined as a sequence of sub-channels in a single direction. When 
channels in different directions intersect and connect, these are referred to as ‘pathways’.
The generator used here considers whether to create a sub-channel between each pair of nodes 
along each line in turn. The probability of there being a sub-channel between two nodes depends 
on whether or not there was a sub-channel between the previous two nodes. Correlation is 
introduced along each line of nodes y having an increased probability if there is a previous 
connection. 
In ‘classical percolation’, the probability of a sub-channel existing is the same between every 
pair of nodes. There is, therefore, no correlation structure and the final network can be populated 
with many, potentially unrealistic short channels.
3  Note that permeability and hydraulic conductivity are used interchangeably in this report.
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Figure 5-1. Schematic of the generation of the ‘basic’ channel network on the nodes of a 3D lattice.
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The HyperConv generator repeats the following sequence, independently, for each line of nodes 
and for all three directions:
1. The first (boundary) sub-channel is generated (between nodes 1 and 2) with a probability, PON.
2. The next sub-channel (between nodes 2 and 3) is generated with probability PA if there was a 
first sub-channel between nodes 1 and 2. 
3. If there was no first sub-channel, then a sub-channel between nodes 2 and 3 is generated with 
probability PN. The application of PN, if there was no previous sub-channel, and PA, if there 
was a previous sub-channel, is repeated sequentially between all adjacent nodes in the line. 
Since:
Pr e v io us=O FFPr e v io us=O N
ON ON A O N NP = P P + ( 1- P ) P  (5.1)
we derive:
ON N A NP = P / ( 1 - P +P )  (5.2)
This value of PON is used for generating the first sub-channel and is also the probability that 
any sub-channel exists when the system is examined as a whole. PON can be interpreted as a 
channel density (i.e. number of sub-channels/total number of possible bonds). The distribution 
of channel lengths for different PA is shown in Figure 5-2. 
The mean lengths of the channels ( L ) and the modal channel length as functions of PA and 
PN are shown in Table 5-1. Also shown in Table 5-1 is the probability of a given sub-channel 
belonging to a channel of length N. This is plotted in Figure 5-3 for different PA. This might be 
a useful measure, as it relates to issues such as what length and connectivity of channel a packer 
interval in a borehole might be sampling from, or how likely a drift is to intersect a  
given channel.
 
Figure 5-2. Probability of a channel being of length N.
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Table 5-1. Distributions of channel lengths and gaps.
Distribution of: Probability  
density function
Mean Variance Mode Note
Lengths of channels, L P{L} = 
PAL–1(1–PA)
( )1 1 AL P= − ( )22 1L A AP Pσ = − 1 †
Lengths of gaps, G P{G} =
PN (1–PN) G–1
1 NG P=
2 2(1 )G N NP Pσ = − 1 †
Lengths of channels 
containing a given  
sub-channel, C
P{C} = C PAC–
1(1-PA)2
(1 ) / (1 )A AC P P= + − ( )22 2 / 1C A AP Pσ = − –1/1n(PA)
† The probability density function is a geometric distribution.
While, for coding purposes the generator is readily characterised by these two (independent) 
probabilities PA and PN, the resulting fracture distributions are potentially better characterised 
in alternative ways. Table 5-2 illustrates how it would be possible to parameterise the system 
differently: instead of a choice of two out of PA, PN and PON, choosing two out of L , G  and PON. 
This offers the chance to use the more easily measured variables ( L , which might be related to 
fracture trace lengths and PON, which might be related to fracture density).
Figure 5-3. Probability of a sub-channel belonging to a channel of length N
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Table 5-2. Relationship between probability generators, mean lengths and PON.
Probability-based characterisation Length-based characterisation
Parameters PA PN
1
1 A
L
P
=
−
1
N
G
P
=
Relation to alternatives
1
1 A
L
P
=
−
1
N
G
P
=
1
1AP L
= −
1
NP G
=
Probability of a sub channel
1
N
O N
A N
P
P
P P
=
− + ON
L
P
G L
=
+
An (essentially) equivalent method of generating the networks would be to select channel and 
gap lengths randomly from geometric distributions. Each distribution would be fully character-
ised by PA and PN, respectively. It is interesting to note that whereas statistics on fracture length 
are quite regularly collected, statistics on gaps are not, and both are needed to characterise a 
system such as that studied here.
It should be noted that HyperConv can simulate a ‘classical’ percolation network by setting:
PA = PN = PON
There is some justification for having an orthogonal organisation of channels, particularly in 
cases where orthogonal fracture sets exist within which the channels must occur. The enhance-
ment of intersection probability implicit in a lattice model, where channels route through 
nodes and ‘near misses’ are not possible, may not be significantly different from nature where 
channels are constrained to fracture sets.
5.3 Application of boundary conditions 
The ‘basic’ channel network is produced in the form of a cube. Once this has been generated, 
different boundary conditions can be applied, namely: ‘face-to-face’, cylindrical and spherical 
(Figure 5-4).
Face-to-Face boundary condition (F2F): the system remains box-shaped and the bottom and 
top faces of the box are set to 200 m and 0 m head respectively. The four ‘side’ boundaries are 
defined as no-flow boundaries. 
Cylindrical boundary condition (Tunnel): The outer boundary, set at 200 m head, is defined by a 
‘cylindrical cookie-cutter’ being applied to the system. The boundary exists on a radius centred 
about the x-axis and of length equal to half the shortest side length. The inner boundary, set at 
0 m head, is created in a similar way, but the radius is given as a separate specified variable. The 
two remaining side boundaries are defined as no-flow boundaries.
Spherical boundary condition (‘Packer interval4): Both the outer and inner boundaries, set at 
200 m and 0 m head respectively, are defined by a ‘spherical cookie-cutter’ being applied to the 
system. There are no side boundaries. 
The setting of the boundary conditions enables the network to be thinned. All channels not 
connected to both boundaries are removed. This process removes both isolated channels that are 
not connected to the rest of the system, but also removes channels connected only to either inner 
or outer boundaries. ‘Cul-de-sac’ channels and ‘cul-de-sac’ clusters of channels are left within 
the network.
4  In packer testing in crystalline rocks, intervals are often chosen to be very short in order to test 
individual inflow points and hence pseudo-spherical flow systems are induced.
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Figure 5-4. Schematic of the sequence of operations involving the thinning of the network, the applica-
tion of different boundary conditions and the solution of the flow equation.
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The setting of the boundary conditions has the effect of imposing an implied geometry onto 
the model. It should be borne in mind that the model was developed to evaluate the meaning of 
skin around a drift at the Stripa Mine. The calculation of ‘skin’ was designed to be compared 
directly to field measurements (i.e. in terms of metres [of head] of skin). In order to achieve this 
equivalence, the effective hydraulic conductivity of the system near the imaginary drift had to 
be in the order of 2E–10 m/sec and the implied tunnel of 4 m diameter. The equivalence was 
achieved by assuming that the distance between each node in the lattice is ∆L = 1.5 m and the 
specific conductance of each sub-channel was taken from a distribution where: 
2L
CP
K sgON
∆
=  (5.3)
where  K is the intended hydraulic conductivity
 Csg is the geometric mean of the distribution of specific conductances
 ∆L is the node spacing
The 1.5 m equivalence of the node spacing means that the ‘face-to-face’ model (of Figure 5-4) 
is 88.5 m between opposite faces, whereas the cylindrical and spherical models have their outer 
boundaries 44.25 m from the central axis.
5.4 Solving the flow equation
The last step is to solve the flow equation for the now minimised channel network and for each 
boundary condition. All the nodes of this network are termed ‘connected’ nodes.
The network has mass conservation applied at each node with a linear, Darcian, relationship 
between flow and head difference in each bond. The resulting linear equations for the head 
are solved using standard numerical methods: the network is sparse and symmetric so a 
pre-conditioned conjugate gradient (PCCG) approach is favoured. For poorly connected 
systems (less that 30% of the nodes active) a general purpose sparse matrix solver with a partial 
Cholesky pre-conditioner is used on a system containing only the connected nodes. For fuller 
systems, the full lattice is solved using a specialised block-structured preconditioner.
Finally, the channel network is assessed to identify which nodes have significant flow in them 
and which contain negligible flow. All the nodes containing significant flow are termed ‘flow-
ing’ nodes. The rest are termed ‘connected’ nodes.
The number of ‘connected’ nodes (i.e. nodes connected to both boundaries) and the number 
of ‘flowing’ nodes (i.e. nodes connected to both boundaries and with adjacent sub-channels 
containing computationally significant flow) are both key measures of the network behaviour. 
It is, however, difficult to derive a theoretical prediction for what these values might be. It is 
worth considering the probability that a node has at least one sub-channel connected to it, n3DP . 
This is not as simply related to PON, as might be initially assumed, as the number of nodes in 
contact with sub-channels depends on the spacing of sub-channels, as well as the total number 
of sub-channels. 
The naïve solution would be n3DP 1–(1–PON)
6, which gives the correct probability for a ‘classical’ 
percolation network, for which the independent probability of each sub-channel existing is PON. 
However this does not take into account the correlation of the channels along each line that 
is created by this generator. Calculation of n3DP   therefore cannot be done at a single point, but 
requires consideration of channel clustering. 
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The solution to this problem for nodes and sub-channels along a single line is: 
)2(1 AON
n
D PPP −=  (5.4)
For all nodes in the domain this must be substituted into:
( )( )n n n n3D 1D 1 D 1DP = P 3 P 3 P− −  (5.5)
A check shows that for a ‘classical percolation’ network (where PA = PON), this is just the same as 
1–(1–PON)6.
5.5 Conductance
Within the HyperConv code, channel conductances (Cs) are selected randomly from a lognormal 
distribution. There is a choice as to whether each sub-channel making up a channel is log-
normally distributed or if all sub-channels that comprise a channel have the same conductance. 
Equal conductance sub-channels making up continuous conductance channels is the assumption 
extensively used in this report. 
By setting the standard deviation of the log normal distribution of log10(conductance) to zero 
(σ = 0), a constant conductance network can be produced. In this way it is possible to compare 
and therefore distinguish the significance of network structure and the superposed effect of 
varying channel conductance. 
We have calculated bond conductances based on a constant base (geometric mean) conductance
Cs = Csg × 10uσ
where, u is a randomly generated unit normal variable, 
and σ is the standard deviation of log10(Cs). 
A value of Csg = 4.5E–10 was used to give a target hydraulic conductivity (Ktarget) = 2E–10  
for a fully occupied grid. The value is obtained from Csg = Ktarget ΔL2/PON, with PON = 1 and  
ΔL = 1.5.
Ktarget is the bulk conductivity that should result for a face-to-face simulation when the standard 
deviation, σ, is zero.
This procedure results in a set of conductances with these statistics:
Arithmetic mean of Cs is Csg × 10(1n(10)σ)
2/2
Geometric mean of Cs is Csg 
Harmonic mean of Cs is Csg × 10–(1n(10)σ)
2/2 
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5.6 Equivalence to the ‘real world’
This study originated from an assessment of the evidence for an ‘excavation disturbed zone’ 
around underground openings in fractured crystalline rock. More specifically, it is founded 
in a re-evaluation of some inflow experiments performed about 360 m below ground at the 
Stripa Mine in central Sweden. The experiments were based on inflow to drifts of 3 to 4 m 
diameter at atmospheric pressure, driven by background heads around 200 m only 50 m distant 
from the experimental access drifts. Inflows to the Macro-Permeability Experiment (the 
so-called ‘Ventilation Test’) yielded an apparent value of large-scale hydraulic conductivity 
of 2×10– 10 m/sec. The realisations of HyperConv were designed to give insights into the flow 
behaviour at Stripa, and so the dimensions and parameter values were selected to yield some 
direct equivalence, such as the values of skin effect in metres of water head.
HyperConv was always intended to be used to produce hundreds of individual realisations, each 
of which required the solution of the flow equation. Each had to be solved quickly and so the 
practical solution was to limit the model region to a cube of 60 nodes along each edge.
Based on the separation of the apparently independent boreholes of the Simulated Drift 
Experiment (1.7 m), the node-to-node distance was assumed to be 1.5 m. This choice gave rise 
to a cubic region of 88.5 m along each edge (i.e. 60 nodes, 59 sub-channels) and a cylindrical 
region that included an 88.5 m long drift at the centre with a boundary at 44.25 m from the 
central axis. The cubic region used a head drop of 200 m between two opposite faces 88.5 m 
apart, whilst the cylindrical region had atmospheric pressure (i.e. 0 head) at the drift wall 2 m 
from the central axis and 200 m at the outer boundary 42.25 m distant.
The dimensional equivalence also dictates the choice of sub-channel conductance, since each 
sub-channel represents flow through a cube of 1.5 m edge length and a cross sectional area 
of 2.25 m2. In order to reproduce a porous medium-based average K of 2×10–10 m/s, when all 
nodes are uniformly interconnected, each sub-channel should have a specific conductance of 
2.25×2×10–10 or 4.5×10–10 m3/s. When conductances are taken from a log normal distribution, 
this value of conductance forms the geometric mean.
The evaluation of ‘skin’ is a central issue in this study. It is calculated in each model realisation 
as a ‘skin effect’ in terms of head difference in metres of water. Practical values seen in some 
Stripa experiments were in the order of tens of metres of positive skin effect (i.e. equivalent to 
a skin of reduced hydraulic conductivity).
5.7 Evaluating hydraulic conductivity 
This study relies on deriving network properties from ensemble studies in which a set of genera-
tor parameters are used to create hundreds of channel networks. These are then modified by the 
‘cookie cutter’ boundary conditions, referred to above, and values of hydraulic conductivity 
derived according to the methods illustrated in Figure 5-5. As can be seen in Figure 5-5, the 
determinations of K, termed ‘head fit’, require a head-fitting procedure based on the assumption 
of radial flow to a line source. Obviously the code has to solve the flow problem in order to 
identify head values everywhere in the system, before the calculations of hydraulic conductivity 
and skin can be derived. This is a time consuming procedure.
It should be noted that the spherical boundary condition mentioned above was not used in the 
ensemble studies, but was used to evaluate the likely behaviour in packer tests described in 
Section 8.5. 
In the following sections, values of K are identified according to how they have been derived.
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In summary, four different values of effective ‘large-scale’ hydraulic conductivity are regularly 
derived from a single realisation of the lattice network generated by ‘HyperConv’. They are:
• KF2F = total flow between opposite faces of a cube is calculated by HyperConv and K derived 
from Darcy’s Law assuming a 200 m head drop between the faces.
• Ksimple = (based on cylindrically converging geometry) total flow into a central drift is cal-
culated and K is derived using the Thiem equation (Equation 5.3) and assuming a log-linear 
relationship of head with radial distance, starting at zero at the drift wall and rising to 200 
m at the outer cylindrical boundary (NB Skin is assumed to be absent and no head-fitting 
occurs.)
• Kall = (based on cylindrically converging geometry) total flow into a central drift is calculated 
and K is based on the slope of a best-fit straight line to a log-linear distance versus head 
relationship, using all the calculated heads in the system.
• Kflow = (based on cylindrically converging geometry) total flow into a central drift is 
calculated and K is based on the slope of a best-fit straight line to a log-linear distance versus 
head relationship using only the heads associated with ‘flowing’ nodes within the system.
Figure 5-5. Explanation of the derivation of hydraulic conductivity in the cases of parallel and cylindri-
cally convergent flow regimes. 
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5.8 Evaluating skin
The calculation of ‘skin’ is closely linked to the ‘head-fit’ forms of the calculation of hydraulic 
conductivity (i.e. Kall and Kflow, see Figure 5-5). The calculation is of ‘skin effect’ and has units 
of metres of water head (Figure 5-6). It comes in two versions, Fskinh and 
A
skinh . In most instances 
in this report, the average of the two values, skinmean, is used.
Skin is a concept borrowed from the resources industries to explain the performance of 
production wells (either water or hydrocarbon). As such, it is formally defined only within the 
context of a cylindrical system. Effectively, it is a way of explaining the apparent inability of a 
cylindrically configured system to conform to cylindrical boundary conditions. All of the non-
conformity is then assigned to the inner boundary as a skin. It should be borne in mind that in 
the real world of mines, the value of head of the outer boundary is often poorly known and that 
head measurements, invariably based on boreholes drilled from the drift gaining groundwater, 
are effectively biased to produce more values close to the drift than further away. No such 
weighting or uncertainty applies to the HyperConv realisation and, if anything, the configuration 
of the model produces an unnatural density of increasing numbers of head values with increas-
ing distance. Regardless of these considerations, the values of skin effect reproduced later in this 
report are based on the best-fit line to an unnaturally large number of head values, for both the 
‘flowing’ as well as the ‘all’ values of skin.
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Figure 5-6. A schematic to explain the two versions of skin effect that are calculated for each realisation 
of the lattice network code, HyperConv. Note: It should not be inferred from the diagram that Askinh is 
always larger than Fskinh .
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In both the practical world, and the world of the HyperConv model, skin is seen as having 
either negative or positive values (see Figure 5-7). Although Figure 5-7 shows a ‘skin zone’ 
consisting of rock close to a drift that is different from rock further away, this is meant to help 
to visualise the nature of the supposed region. In fact, much of this study is designed to identify 
why it appears that there is a zone of altered properties, when there is actually a statistically 
homogeneous network of channels throughout.
Figure 5-7. Schematic to illustrate the concepts of both negative and positive skin.
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6 Reliability of the results from the  
network generator
6.1 Reliability, ensemble size and the ‘base case’
The network generator, ‘HyperConv’ was devised and implemented in the previously reported 
study /Black et al. 2006/ that aimed to explain ‘skin’ around underground openings in terms 
of flow within a sparse network of channels. Thus the hypothesis was endorsed by results that 
produced positive values of skin. Preliminary results from the lattice model were reported in 
Table 5-1 of that study and some of the results are plotted in Figure 6-1 below. It is apparent 
that as the model realisations become sparser (decreasing values of PN), so the average value of 
derived skin becomes larger. However, this is accompanied by an apparently increasing spread 
of results, as evidenced by the increasing values of standard deviation (σ) (apart from the two 
values at PN = 0.015 and 0.02). 
It is clear that the results in the previous study were derived from sets of 10 realisations where 
the variability within sets was larger than the differences between the averages of separate sets. 
In other words, the ‘ensemble’ sizes were too small to yield conclusions of high reliability. It 
is also unfortunate that the set of realisations that tended to be used as a ‘base case’ for more 
detailed study was the one with the greatest variability, the group for PN = 0.05 (and PA = 0.9). 
One of the aims of this study is to check the reliability of conclusions derived under such 
uncertainty.
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 Figure 6-1. Selected results from /Table 5.1 of Black et al. 2006/. NB. Each data point is an individual 
model realisation. All realisations based on PA of 0.9. σ = standard deviation of the plotted values.
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6.2 Choice of size of ensemble
It is clear that, in order to extract any meaningful relationships regarding the behaviour of the 
network, the number of realisations must be sufficiently large to obtain reliable statistics. The 
mean and standard deviation for different properties can then be used to examine the bulk 
behaviour of the network. 
Since a real system only exists as a single realisation, the first question that this raises is what 
does this ‘ensemble’ average represent? For hydraulic conductivity, K, a spatial average can be 
shown to tend to the ensemble mean as long as the integral scale is much smaller than the 
averaging scale /Gelhar 1993/. (The integral scale (in 1D) is defined as 
0 2
k
R(x)
λ= dx
σ
 
σ , 
where R(x)is the covariance function and 0 2k
R(x)
λ= dx
σ
 
σ is the variance of K over distance x.) 
Accepting that this is valid is effectively accepting the ergodic hypothesis. Conceptually, it is 
more difficult to see what this means for skin, as it is only an apparent parameter (dependent on 
the method of data analysis). However, it is essentially derived from the same underlying spatial 
permeability data, so could be expected to obey similar stochastic rules. The length scales of 
channels hypothesised in this report cannot always be assumed to be much smaller than the 
domain size: the ergodic assumption in this instance is questionable. The ensemble results may 
therefore better represent the average of datasets at many different locations, but might be a 
poor representation of a single location. 
The decision as to which ensemble size should be used was based on examining the change of 
the standard error (SE) of the mean of determinations of skin from an increasingly large number 
of model realisations. The generator parameters chosen for this exercise were very similar to 
the previous study’s ‘base case’, so PA = 0.9 (L = 10 sub-channels), and PN = 0.004 since they 
showed large variability. Figure 6-2 shows the measured SE of mean skin against ensemble size 
for a total population of 4,000 runs (which is assumed to be approaching an infinite number). 
Figure 6-2. SE of mean skin for sub-sampled data from 4,000 runs (of which 3,975 percolated) for 
networks with the generation parameters PN = 0.004, PA = 0.9 and log normal conductance distribution 
with σ as indicated.
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It is readily apparent that a substantial reduction in the SE can be achieved by increasing the 
sample size but with greatly diminishing reduction above a size of about 100. A sample size 
of 100 was chosen as a reasonable compromise between size of SE and computer run time, 
which is a considerable constraint. This has therefore been adopted as the standard ensemble 
size, unless otherwise indicated. Since SE will vary with the generator parameters, this is 
subsequently measured for all means as a check on their reliability. 
Although Figure 6-2 shows that derived values of skin are virtually unaffected by the choice of 
conductance distribution (the choice of the variance in log10(Cs), σ2), this is not the case for the 
determination of effective permeability, K. Examination of Figure 6-3 shows that reducing the 
value of σ considerably reduces the variability in measured K, as indicated by the reduced SE. 
This high variability for bulk K measurements makes it difficult to generate clear K relation-
ships without requiring very large ensembles. The problem is compounded by the fact that, 
for all except highly sparse networks, the HyperConv solvers require a very large number of 
iterations in order to satisfactorily converge when σ > 0.5. The computer times required to 
calculate large ensembles with sufficient iterations become prohibitively large. For σ = 2 the 
plot of different mean values of K for different generator parameters is very noisy, even for a 
500-run ensemble. It would be useful to address solver convergence efficiency if further use of 
this code is made for large high-variability ensembles. 
6.3 Investigating behaviour using ensembles
The ensemble concept is hereafter used extensively to examine the effect on mean properties 
by varying network generation parameters and boundary conditions. As well as bulk average 
values, the ensembles are useful for measuring how likely the system is to percolate. For 
example, perhaps only 55 out of the 100 runs percolate. More localised measures can also be 
considered by taking ensemble averages, for example the distribution of average head with 
distance from a boundary and the number of active nodes at a given distance from a boundary. 
Figure 6-3. Comparison of the SE of log10(KF2F) for σ = 2 and σ = 1.
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7 Using ensembles to evaluate links between 
generator parameters and derived properties
7.1 Mean hydraulic conductivity (K)
The effect on K of changing the structure of the network is examined. This is done by systemati-
cally changing: the average length of channels, L , by varying the generator parameter, PA; and 
the average separation between channels, G , by varying the generator parameter, PN. The further 
effect on K of changing the distribution of channel conductance is examined by changing σ, the 
standard deviation of log10(Cs) as outlined in Section 5.5. 
7.1.1 Effect of channel length and separation (varying PA and PN)
The effect on K due to different network geometries alone is examined by using a fixed value 
conductance for all cases (σ is set to zero). To a large extent the results (Figure 7-1) are much 
as expected. For a given gap size (parameterised by PN), we expect that increasing the channel 
length increases K; similarly for a given channel length (parameterised by PA) increasing the gap 
reduces K. It should be noted that the very low values of K are associated with ensembles where 
only a small number of realisations percolated. The 1/PN axis equates roughly to the density 
of sub-channels in a network. However, density is also dependent on average channel length 
(PA), so that values for differing channel lengths are not directly comparable. Therefore, the L  
and G  parameters have been subsumed inside the 3D channel density parameter 3
n
DP  (termed 
‘target nodal density’) in accordance with Equation 5.5. The Kall results in Figure 7-1 have been 
replaced by results of Ksimple (used because there is no head-fitting involved) and plotted against 
3
n
DP  in Figure 7-2. Results from a ‘classical’ network ensemble (where sub-channels are located 
randomly) are also included. Finally, in order to check that the code is calculating sensible 
numbers, a ‘fully organised’ system was devised. This is conceived as consisting of lines of 
Figure 7-1. The effect of network structure on Kall (for σ = 0). The labels indicate the link between 
values of PA and average channel length. 
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28 sub-channels connecting the inner boundary to the outer boundary, each line representing a 
density of 1.77E–4 and yielding a ‘Thiem-based’ Ksimple of 6×10–14 m/s. This is represented in 
Figure 7-2 as a single straight dashed line joining multiples of the ‘perfectly organised 28-unit 
channels’. It is assumed that, at any given density, a probabilistically generated system should 
not produce higher values of K than a ‘fully organised’ one. This is why an area of impossible 
results is identified above the ‘perfectly organised’ (dashed) line in Figure 7-2. 
The line representing each mean channel length on Figure 7-2 joins a series of ensemble results 
for each point marked. For each mean channel length, the line begins on the left where at least 
one realisation out of the hundred calculated percolates. As the density increases, the number 
of realisations within each ensemble that percolate also increases until, at some value, all 
realisations percolate. All ensemble results are shown in Figure 7-2, regardless of how many of 
any given ensemble percolate, but Figure 7-2 includes the percolating percentage wherever it is 
less than 100%.
It can be seen that networks of a given mean channel length exhibit similar behaviour as density 
is increased. At low density, the number of percolating networks is low and values of K hover 
around the value based on a single channel connecting the inner and outer boundaries.  
Figure 7-2. Ksimple plotted against target nodal density (a practical surrogate for sub-channel density) 
for ensembles with varying mean channel length.
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As density increases, the number of percolating networks increases, with little change in effec-
tive K (i.e. the sub-horizontal group between K = 1E–14 and 1E–13 m/s associated with a single 
percolating pathway). At some ‘mid-value’ percentage of percolating networks the value of K 
starts to increase exponentially with network density. The onset of this exponential behaviour 
occurs at lower values of network density for networks with longer mean channel lengths.
In summary then, it appears that networks of ‘long channels’ first percolate at lower sub-channel 
densities than networks of short ones. This is consistent with the analytical conclusion that 
networks of ellipses of high aspect ratio percolate at lower area-per-volume densities than 
networks of lower aspect ratio ellipses. The results of Figure 7-2 also indicate that where 
‘classical’ channel networks cease to percolate at relatively higher values of density than ‘long 
channel’ networks, the range of densities over which K declines to zero is also very narrow by 
comparison.
7.1.2 The nature of the percolation threshold
The relationship between channel length and the onset of percolation is shown in Figure 7-3. 
Comparison of the percolation transition for different PA shows that the effect of increasing PA 
(or L ) is to increase the range of density ( n3DP ) over which percolation begins and to reduce 
the median value of this point. It should be noted that networks with a mean channel length of 
10 units achieves 100% percolating realisations at a sub-channel density that is almost an order 
of magnitude less than the classical network.
It is important to note that for finite systems, the percolation point is not simply governed by 
fracture density ( n3DP ), but by the channel length and spacing. For an infinite ‘classical’ percola-
tion network there is a sharp step and a discrete value for the critical percolation probability, PC. 
The percolation results from simulations of a ‘finite classical’ network plotted in Figure 7-3 are 
almost a (Heaviside) step function, but the finite boundaries create a slight spread. 
Figure 7-3. The onset of percolation as a function of density for channel systems of varying mean length.
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7.1.3 The variation in K arising from the different interpretation methods
It is readily apparent that the different methods of interpretation (shown in Figure 5-5) probably lead 
to different values of K being derived from each realisation. It is also apparent that, for any given 
mean channel length, the relationship between K and network density at low values of network 
density is different to that at high values and that this may vary with the method of derivation of K.
These aspects have been examined by plotting the variation in different versions of K for two 
particular mean channel lengths, 6.7 units and 20 units. The behaviour of the 6.7 unit channel 
(Figure 7-4) shows that, at least for ensembles where all realisations percolate, there is very little 
difference in the value of K derived from the four different methods. However, where fewer than 
100% of the realisations percolate, the K values derived from the system with cylindrical boundaries 
diverge markedly from those derived from the cubic arrangement. It should be remembered that 
the distance between the high head and low head boundaries in the cubic configuration is roughly 
double that of the cylindrical system. The results also show that the cubic system fails to percolate  
at all at a much higher density than the cylindrical system. 
Figure 7-4. Different forms of hydraulic conductivity vs n3DP (for PA = 0.85 [ L  = 6.7 units], 100 reali-
sations) and the number of percolating realisations. N.B. The meanings of the various forms of ‘K’ are 
described in Section 5.7.
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The second set of ensemble results are for networks with a mean channel length of 20 (Figure 7-5) 
and it can be seen that there is much less difference between the cubic and the cylindrical configura-
tions throughout the range of channel densities of concern. 
In summary, assuming that values derived from ensembles that have fewer than 100% of realisations 
percolating are ignored, the various methods for determining K give values that differ negligibly.
The spread of results, as evidenced by the values of standard deviation (for the determination of 
Kall), is closely linked to how well the networks are organised. At a density of unity, all networks 
have all sub-channels occupied, only one value of overall K is possible (since here we are assuming 
a constant channel conductance) and therefore the value of standard deviation must tend to zero. At 
the other end of the spectrum (i.e. density tending to zero), ensembles contain very few percolating 
networks and those that do percolate yield very low values of K. This situation must yield low values 
for the standard deviation of determined K. In between these two extremes the value of standard 
deviation reflects the general relationship between network density and K increasing exponentially 
throughout the density range to reach a maximum at a value a little less than one (where standard 
deviation tends to zero). There are also some minor variations associated with small-number 
percolating percentages and single flowpath K determinations. These are the mid-density, short 
channel, low percentage results in the ‘lower middle’ part of Figure 7-6.
Figure 7-5. Different forms of hydraulic conductivity vs n3DP (for PA = 0.95 [ L  = 20 units], 100 realisations) 
and the number of percolating realisations. (Note that the ranges of the axes differ from those in the previous 
figure.)
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7.1.4 The effect of channel conductance variance
The above section considered only the idealised analysis of a system in which all channels have 
the same conductance. This allowed the effect of the network geometry alone to be examined. 
In reality, this is unlikely and the superposed effect on K due to perturbations to the flow 
system from variable conductance is now examined. The form of the results (Figure 7-7) for a 
constant conductance system and one with variable conductance is clearly the same, but with an 
increased overall hydraulic conductivity for the variable system of about a quarter of an order of 
magnitude. Figure 7-7 shows this offset by a clear comparison between different σ generations. 
Such an offset can be understood by appealing to the analytical result of /Gelhar 1993/ for an 
uncorrelated, fully occupied, spatially stochastic, lognormal permeability field 
Keff = Kg [1+σΚ2/6]
where σΚ is the standard deviation of ln(K)
and Kg is the geometric mean of ln(K) and is also the median5. 
Although it was possible to derive very plausible datasets using σ = 0 and σ = 0.75, this did 
not turn out to be the case for σ = 2. The different methods of evaluating K produced widely 
differing values and the ‘face-to-face’ values in particular diverged markedly from the others, 
sometimes larger, sometimes smaller, than the cylindrically based values. The form of the 
results appears indicative of an under-sampled ensemble. Increasing the number of realisations 
to 500 did not cure this, so it is anticipated that the ensemble would need to be in excess of 
1,000 runs in order to produce smooth results. Given the computational expense this has not 
been performed. The extrapolation of apparent patterns obtained in under-sampled and possibly 
sub-continuum systems may need to be interpreted with considerable caution. 
5  Note that due to a linearisation in the derivation (given in /Gelhar 1993/) this does not hold for large σΚ. 
Figure 7-6. Standard deviation of Kall for varying channel lengths. N.B. All channels have the same 
conductance (i.e. σ = 0). Percentages by some data points indicate the number of percolating realisa-
tions within each marked ensemble. Where data points are unlabelled, percolation percentage is 100%.
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7.2 Skin
7.2.1 Measures of skin
The method to evaluate skin is described briefly in Section 5.8, where it is clear that it can be 
derived using either of two methods, both involving flow within a cylindrically convergent flow 
scheme (further methods are used later in Section 8 below). The measure of skin used in the 
ensembles below is the average of the two methods. The cylindrical flow method requires the 
definition of an inner boundary which, because this work originated as a study of skin around a 
tunnel, is conceptualised as a cylinder of 4 m diameter. The nodes of the lattice are envisaged to 
have an equivalent separation of 1.5 m apart so that a PA of 0.9 yields an average channel length 
of 15 m (10 ‘units’ of size ∆L = 1.5 m). The conductance is scaled, so that if all nodes are con-
nected and all channel conductances are the same, the whole network has a hydraulic conductivity 
of 2×10–10 m/sec. These then are the constraints that produce the derived values of skin measured 
in 10s of metres in the vicinity of a 4 m diameter tunnel in poorly permeable fractured rock.
7.2.2 The effect of average channel length on derived skin
The effect of average channel length on the derived skin is evaluated in the same way as for 
hydraulic conductivity (K). The average length of channels is controlled by the choice of PA and 
the overall channel density by varying the generator parameter, PN. To start with, the conductance 
assumes a fixed value (by setting σ = 0). The results in Figure 7-8 show systematic changes in 
mean skin for different mean channel lengths. 
It should be borne in mind when examining Figure 7-8 that each curve is derived from the same 
set of calculations as gave rise to the results for K shown in Figure 7-2. At a density of 1, the 
network should be fully developed and the value of skin should tend to zero. At the other end of 
the density spectrum, the low value of K reflects the involvement of only one effective flowpath 
(i.e when K is less than 1E–13 m/s) that, in turn, gives rise to negative skin. As networks become 
denser (the middle right of Figure 7-8) the value of skin increases towards zero and, in some 
cases, the skin becomes positive. Positive skin is most marked in networks of longer channels.
Figure 7-7. The impact of the channel conductance distribution on the derived value of K for similar 
networks all with a 10-unit mean channel length (PA = 0.9). 
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It is the field observation of positive values of skin that originally gave rise to this study. It can 
be seen that, in the particular configuration envisaged in this study, the value of positive skin 
reaches a peak at a value of density when all realisations percolate). Also, the longer the mean 
channel length the higher the peak value. Figure 7-8 further indicates that some shorter channel 
systems never produce positive skin, but increase steadily from a negative value at threshold 
percolation and finish at zero at the ‘full’ condition.
It should be borne in mind that the values of peak skin and channel length that define the onset 
of positive skin are probably directly linked to the effective scaling factor that assumed that the 
tunnel (the inner boundary condition) had a diameter of 2.667 sub-channel lengths (4 m).
This is an important (intuitive) conclusion because it implies that if the mean channel length is 
less than 3 times the tunnel diameter, then no positive skin should be observed. The corollary 
then should also be true. If positive skin is observed then the mean channel length is more than 
3 times the diameter of the inner boundary (in this case a drift or tunnel).
7.2.3 The effect of variance of channel conductance
The effect of the variance of channel conductance was only investigated to a limited extent. 
One value of mean channel length was chosen (10 sub-channels or PA = 0.9) and then a 
series of ensembles with σ = 0.75 were evaluated. Another set of ensembles with σ = 2 were 
attempted, but the solver experienced non-convergence problems so the results were abandoned.
A credible behaviour is suggested by the limited results (see Figure 7-9), in that the general 
effect of a ‘wave’ of positive skin occurring between the onset of percolation and a ‘full’ 
network, is accentuated by having a variable conductance network. In other words, percolation 
appears to occur slightly earlier for the variable conductance network and peak values of skin 
effect are higher.
Figure 7-8. The dependence of mean skin on average channel length and channel density.
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7.2.4 Domain size
Finally, skin appears to be a function of domain size, for a given network generator. There are 
a couple of key points that arise:
• A large domain is likely to drive skin to zero if all ‘connected’ nodes are used in the regres-
sion. This is because the number of nodes (in all but very sparse systems) can be expected 
to increase linearly with radius. A regression based on all connected nodes will then be 
disproportionately influenced by nodes within the outer flow system (which is expected to 
increasingly conform to a cylindrical flow dimension) and values of skin ‘driven’ towards 
zero. It might have been better to base the skin calculation only on nodes within a certain 
distance of the inner boundary. On the other hand, the determinations of skin were actually 
based on a fixed radius, albeit that it happened to be the outer boundary of the model. In 
practice, observation boreholes usually only extend outwards from a drift to a finite radius.
• Sparse channel networks with long channels (i.e. channels that are not << domain scale) are 
not necessarily amenable to continuum averaging. The ergodic hypothesis may not apply and 
no REV can be defined. In this case prediction becomes difficult. Whether this is occurring 
because of an inappropriately small model size, or because of real external boundary condi-
tion (such as a fracture zone) will depend on circumstance. 
Figure 7-9. The effect of σ on derived skin for ensembles where the average channel length = 10 units 
(or 15 m).
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7.3 Generic interpretation
Although the lattice model is based on real dimensions and hydraulic properties, it is still 
possible to interpret the ensemble results in a ‘semi-generic’ manner. It is also useful to view 
the results in terms of a group that reveals a pattern in terms of both K and skin effect. This 
study mainly concerns the nature of fracture or channel geometry, so interpretation is mainly 
based on ‘equal K’ networks, where all connections between nodes (where switched-on) have 
the same value of conductance. There are small variations in some result sets assumed to 
arise from ensembles with a low probability of percolation, but consideration of fundamental 
behaviours helps to minimise the ambiguity arising from these sources.
The two sets of results, for K and skin effect, for a complete range of channel lengths are plotted 
in Figure 7-10a) and Figure 7-10b), which share a common X-axis, that of ‘target nodal density’ 
(a surrogate for sub-channel density). All the results shown are based on ‘equal K’ networks, 
cylindrical boundary conditions, Ksimple for K and the average of 
A
skinh and 
F
skinh . The ‘result 
lines’ are shown in two sections, the solid lines representing averaged results from ensembles 
where all networks percolated, the dashed lines where less than 100% percolated. No network 
was tested in the sparsest domain within an order of magnitude of the theoretical lowermost 
limit (i.e the left hand side of Figure 7-10) and the sparsest tested allowed percolation in 1% 
of realisations. All the results have been slightly smoothed (for comparison see Figure 7-2 and 
Figure 7-8). Most smoothing has been applied to results from ensembles with low percolation 
rates. The shaded regions on the two figures are intended to denote combinations of parameters 
that are either theoretically impossible or intuition suggests they should be absent. Dashed lines 
indicate the important edges of impossible or unlikely results.
The results for K (Figure 7-10a) are viewed as having to lie between the two extremes of ‘per-
fectly organised’ and ‘completely random’. The ‘perfectly organised’ extreme is conceptualised 
as a single line of 28 sub-channels joining the exterior and interior head boundaries. Each 
line would bestow the system with an effective K of 6×10–14 m/s and a sub-channel density of 
1.76×10–4. The straight-line relationship of “very organised networks” shown in Figure 7-10a) 
is based on multiples of 28 channels. Although the line is extended to the upper limit of ‘full 
network K’ (i.e. 2E–10 m/s), it is impossible to increase the density to close to unity within a 
cylindrically bounded model with multiple single orthogonal lines without them interfering with 
each other. 
The behaviour of channel networks can be viewed in terms of three domains:
• ‘single flowpaths’,
• ‘transitional’,
• ‘exponential’.
The ‘single flowpath’ domain involves the lowest density ensembles and, at its most extreme, 
is a single line of sub-channels connecting the inner and outer boundaries and yielding a K value 
of ~ 6E–14 m/s. As density increases, more tortuous flowpaths are possible but in most cases 
only a single effective flowpath is created (probably containing one key channel connection) 
and yielding a K value slightly less than 6E–14 m/s. This is the cause of the sub-horizontal 
‘result lines’ at the bottom of Figure 7-10a). Networks with shorter mean channel lengths exhibit 
this behaviour over a wider density range than those with longer channels. They also attain 
lower values of K by virtue of more tortuous channels.
The ‘transitional’ domain represents the range of values of channel density when networks begin 
to form multiple flowpaths. It should be noted that although some networks contain multiple 
pathways not all networks percolate (within the limitations of the 100 realisation ensembles 
used in this study).
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Figure 7-10. Maps of K and skin effect for the complete spectrum of percolating sub-channel density.  
a) K behaviour, b) skin behaviour. N.B. The X-axis is common to both diagrams.
62
The ‘exponential’ regime is characterised by an exponential relationship between channel 
density and derived system hydraulic conductivity. Within the constraints imposed by the 
ensemble size used here, all networks percolate. It is noteworthy that the exponent to which 
density is raised is highest for networks with the shortest lengths of channel and vice versa. 
The symmetry of the results suggests that as channel lengths tend towards infinity, the exponent 
of density tends to unity, the value for perfectly organised systems
A relatively surprising aspect of the results is that for ‘classical’ networks, where the K value 
declines extremely rapidly as sub-channel density decreases. There is virtually no region of 
behaviour between throughflow at ‘full’ density with a ‘full’ network K value and no percolation 
at all.
Figure 7-10a) can be readily viewed in a generic fashion, in that the results are independent of 
the chosen (single) value of sub-channel conductance. Viewed generically, it is possible to con-
clude that, in a system dominated by long channels, K values of the system can easily be 2 or 3 
orders of magnitude less than that for a dense classical system and still percolating regularly at 
channel densities ten times sparser than when a classical network ceases to percolate.
It is slightly more difficult to set bounds for the behaviour of skin relative to sub-channel 
density. Partly this is due to the nature of skin as an ‘indirect’ measurement, and partly because 
it contains some very specific geometric configurations (e.g. size of tunnel, apparent length 
of sub-channels). Notwithstanding these considerations, the minimum value has already been 
introduced above. It is based on the value of skin effect calculated for a single line of sub-
channels connecting the interior and exterior boundaries. The same value applies to any number 
of ‘lines’ so long as they don’t intersect. In this particular configuration, strictly linear flow 
yields a skin effect of –60 m. As can be seen, systems seem to respect this idea and the domain 
of ‘single flowpaths’ yields results in the region of –60 m. A system with an increased density 
of sub-channels close to the inner boundary can probably yield even larger negative results by 
effectively ‘imitating’ a system with a flow dimension less than unity. This appears to happen 
for short length networks within the ‘transitional’ domain. 
Deriving an upper bound value for skin effect is slightly more difficult. However, based on 
similar reasoning to the linear case, /Black et al. 2006/, show how a network with spherically 
organised flow would yield positive values of skin. The maximum positive value shown in 
Figure 7-10b) was derived by assuming a single sub-channel intersected the interior boundary. 
At the outer end of this single sub-channel, flow is assumed to originate from two intersecting 
sub-channels. This ‘doubling’ process was repeated at each cub-channel length from the internal 
boundary until all available nodes were accounted for. A best-fit, log-linear straight line through 
these imaginary datapoints yielded a maximum skin effect of about 140 m. Although it is an 
unrealistic construction, it is felt that it represents a reasonable upper limit for positive skin 
effect. The region of unlikely results representing high density and large positive skin effects is 
based on the form of the set of results and the absence of a concept to produce such results.
Whilst it is possible to approximate the bounds of skin behaviour, the origins of each ensemble 
result are more difficult to understand. Skin effect should be about –60 m in very sparse systems 
since only one flowpath percolates. At the other end of the density spectrum, fully populated 
systems yield skin effect values of zero. In between these two extremes, some of the networks 
with longer channels suddenly change from large negative values of skin to large positive 
values. Shorter channel networks increase gradually from large negative values to the full 
density zero value without transiting through an intermediate maximum.
Some questions are obvious. Why should skin effect increase so abruptly from its initial value 
to an early, low density, maximum and then subside gradually to the predictable full density 
zero value? Also, is the break in behaviour between short channels that always yield negative 
values of skin, and larger channels that yield predominantly positive skin, some function of the 
size of the inner boundary relative to the mean channel length? If this is a generic result, then it 
suggests a very useful practical method for determining the mean length of real channel network 
systems.
63
As a potential answer to these questions, it was decided to examine how networks of a single 
mean channel length interacted with different forms of boundary (e.g. planar, cylindrical and 
spherical). Based on Figure 7-10b), it was decided to choose the mean size of 10 sub-channels 
(i.e. PA = 0.9), because it shows the predominantly positive behaviour with the early maximum, 
yet its mean length is still reasonably limited compared to the 28 sub-channel minimum distance 
between the interior and exterior boundaries. The second choice centres on what values of 
density to investigate. 
The use of a logarithmic axis for sub-channel density in the figures above obscures the fact that 
the bulk of the percolating sparse networks yield positive skin (Figure 7-11). It would appear 
most informative to understand the nature of sparse network flow and their interaction with 
boundaries at values of sub-channel density in the rapidly changing ‘transitional’ domain. The 
investigation thus consisted of 3 ensembles each with a PA value of 0.9 but with PN values of 
0.002, 0.004 and 0.008, yielding n3DP values of 0.0623, 0.1197 and 0.2216 respectively.
The results of these evaluations are reported in the next section.
Figure 7-11. The choice of three P N values to use in an investigation of skin effect adjacent to different 
boundaries for ‘equal conductance’ networks with a mean length of 10 sub-channels.
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8 The interaction of sparse channel networks with 
differing boundaries
8.1 The meaning of ‘skin’ and boundaries
Strictly speaking, ‘skin’ only has an accepted meaning in relation to cylindrical flow regimes. 
Also there is no definition as to how far from the source or sink heads should be observed, 
or at what frequency. These questions of definition and procedure are addressed here in a 
pragmatic fashion.
Skin is viewed in each geometry in terms of skin effect. That is, the difference in head at the 
inner boundary between the imposed head, zero, and the head calculated by projecting the 
best-fit solution to measured heads to the inner boundary. In each case all heads of the specified 
type (i.e.‘active’ or ‘flowing’) throughout the entire modelled region are used for the fitting to 
the theoretical equation appropriate for each flow geometry.
The configuration of the lattice based model lends itself naturally to examining 3 types of 
boundary:
Face-to-face (F2F). Effectively a cube of channel network has two extensive planar boundaries 
applied to opposite faces (see Figure 5-4). In a porous medium, flow should be parallel from 
one face to the other and head should decrease linearly from input to output faces. The two 
boundaries are 59 length units6 apart.
Cylindrical. The inner and outer boundaries are cylinders, so that flow should converge steadily 
from the outer to the inner boundary. The inner boundary has a diameter of 2.67 length units 
(4 m); length of 60 length units and the outer boundary is 28.17 length units distant.
Spherical. The inner and outer boundaries are spheres and there should be spherically conver-
gent flow in the system. The inner boundary is a sphere with a radius of 1.33 length units; the 
outer boundary is a sphere with a radius of 28.17 length units.
8.2 Approach
The approach adopted here is based on the region of channel network densities where skin 
behaviour changes most rapidly (see Figure 7-11). That is, where the value of PN varies between 
0.002 and 0.008 for a PA value of 0.9. Since skin is a function of head variation, the flow system 
is investigated by examining the variation of head with distance from the boundaries. 
The process adopted was to calculate the flow schemes, as in Figure 5-1 and Figure 5-4, but also 
to identify the value of head and flow at each node, together with its distance from the discharge 
boundary. The nodes with measurable flow (defined as any node connected to a channel with a 
head drop, ∆h > 10–8 m [effectively zero flow given the precision of the code]) were identified 
as ‘flowing nodes’. One of the problems with using the ensemble approach with the sparsest 
of the channel network generators was that very few realisations percolated. Therefore, when 
investigating the two sparser networks (PN = 0.002 and 0.004), 500 realisations were created 
rather than the more usual 100.
6  The length units are equivalent to 1.5 m in the ‘real world’ (see Section 5.6 for detailed explanation).
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8.3 The extensive planar boundary (‘Face-to-Face’ flow)
Flow between parallel boundaries in fractured crystalline rocks is rare in nature, except 
possibly between well-defined parallel major fault zones, although flow to single extensive 
planar boundaries such as caverns is commonplace. However, this boundary is important in a 
comparison of these models with the wider literature, because it has been extensively used for 
both theoretical stochastic results and for many stochastic and channel network models. 
8.3.1 Network geometry
It is difficult to visualise network geometry from ensemble results, but the distribution of 
‘flowing’ as opposed to merely connected (termed ‘connected’) nodes gives some insights. The 
distributions according to location relative to the input and output faces are shown in Figure 8-1 
and include the assumed result for a fully populated network, where every sub-channel is 
‘activated’ and all are ‘flowing’. Also marked are several horizontal lines representing parallel 
linear flow (i.e. through equal numbers of nodes of the same conductivity). The results are very 
interesting, because they show essentially parallel flow at very low densities (i.e PN = 0.002) as 
well as at very high densities. It is assumed that, when there is percolation at very low density, 
a few very long specific features combine to traverse the whole 59 unit block. At intermediate 
densities, PN = 0.004 and 0.008, there are more flowing nodes towards the boundaries, as 
evidenced by the slightly concave curves. Although the logarithmic Y-axis obscures the effect 
slightly, for PN = 0.004, there would appear to be 50% more flowing nodes near the bounding 
faces compared to the central region of the block. A network arrangement that would produce 
this behaviour is illustrated in Figure 8-2a). The divergence from parallel flow for the two 
ensembles, PN = 0.004 and 0.008, seems to occur at different distances from the boundaries. 
The different points of divergence for PN = 0.004 probably reflects the noise in the ensemble 
aver aging (Figure 8-1). It should be remembered that all the realisations are for channel 
networks with the same distribution of channel lengths with a median value of 10 length units. 
It appears that flow divergence and convergence begins to occur between 1½ and 2½ average 
channel lengths from the boundary. 
Figure 8-1. The distribution of ‘flowing’ nodes with distance from the nearest boundary for three ensembles, 
all with PA = 0.9. N.B. Horizontal lines have been placed on the diagram to make it easier to discern devia-
tion from parallel flow. System should be symmetric about centreline.
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An explanation of the distribution of flowing nodes relative to the extensive planar boundaries 
involved in ‘face-to-face’ flow is relatively straightforward to envisage (see Figure 8-2b). It 
should be remembered that each realisation is thinned to remove all channels that do not connect 
to both boundaries, but that all channels intersecting the upstream and downstream boundaries 
are retained, providing that they percolate ‘into the block’. In the sparsest regime, PN = 0.002, 
there are so few ‘through-block’ flowpaths that very few of the boundary-intersecting channels 
interact with them.
Further insights into the nature of flow through a sparse network can be gained from examining 
the location of ‘connected’ nodes (i.e. connected to both boundaries but not containing flow) 
and their relationship to flowing nodes. Figure 8-3 shows that the number of connected, but non-
flowing nodes reaches a peak in the centre of the block, where the ratio is about 7 connected 
nodes to 1 flowing. In other words, near the boundaries where there are more flowing nodes 
than in the centre, the opposite is the case for ‘connected’ nodes.
Figure 8-4 and Figure 8-5 illustrate typical channel structures that might be seen in a single 
realisation. Figure 8-4 shows a very sparse system, PN = 0.002, revealing a very simple back-
bone with localised and relatively minor side branches. Figure 8-5 depicts a slightly denser 
system, PN = 0.004, showing how the flowing part of the network can be seen to disperse near 
the boundaries and concentrate towards the centre. ‘Pooling’ of heads (see Chapter 10) can also 
be detected in this system. 
Figure 8-2. Schematics of how flow may be organised to explain the distribution of ‘flowing’ nodes and 
the categorization of flow regimes.
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Figure 8-3. Flowing nodes versus connected nodes for PN = 0.004 plotted as a function of distance 
from the boundaries.
Figure 8-4. Head patterns of two specific realisations from ‘very sparse’ networks (i.e. PN = 0.002). 
Figure 8-5. Flow and head patterns for PN = 0.004.
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8.3.2 Head and hydraulic conductivity
In the case of ‘face-to-face’ boundary conditions, hydraulic conductivity is calculated as
 
2F F
H
K Q A
Z
∆ =  ∆ 
 
where ∆H is the total head drop across the block and ∆Z is the distance between the boundaries. 
Where flow is uniform, as in a porous medium, the profile of head can be expected to decline 
steadily from the imposed 200 m of head at the upstream boundary to zero at the downstream 
boundary. The distance between the upstream and downstream faces is 59 length units, so 
the steady gradient should be 3.39 m of head per length unit. If any region of the model has a 
lower gradient than this then it is more permeable than the average, and vice versa. If a local 
change of gradient occurs close to the bounding faces then it is termed a ‘skin’, analogous to 
the concept described in detail in /Black et al. 2006/. A lower gradient is a negative ‘linear skin’ 
(i.e. increased hydraulic conductivity), and vice versa. 
‘Linear skin’ can be found in a manner analogous to the regression of log(r) vs head plots for 
the cylindrical boundary, but for a system with expected linear dimension. With the downstream 
boundary (Z = 0) having zero head, we find the least squares fit of the head vs distance data to be:
h =hlinear-skin + αZ , where α = 
F2F-skin
Q
K A
Figure 8-6 is a plot of the values of average head at different distances for different ensembles. 
The head gradient is reduced near both boundaries for PN = 0.004 and PN = 0.008, creating 
an apparent negative linear skin. This is entirely compatible with the observation that flow is 
converging to pass through fewer (‘flowing’) nodes further away from the boundaries, despite 
the number of ‘connected’ nodes increasing away from the boundaries. For the very sparse 
network (PN = 0.002), the head profile is near-linear. 
Figure 8-6. The effect of network density (PN) on ‘linear skin’ for F2F system (500 realisations, 
PA = 0.9) N.B. Based on ‘connected’ nodes.
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For each of these network types, the effects of averaging ‘connected’ and ‘flowing’ node heads 
and of varying σ (the amount of variation of channel conductance) is now considered. For a 
very sparse network (PN = 0.002), as shown in Figure 8-6, the head profile is near-linear for 
both ‘connected’ and ‘flowing’ nodes. Flow is most likely to be through only a few channels, 
rather than through a developing network. The number of both ‘flowing’ and ‘connected’ nodes 
is relatively constant across the profile (although the number of ‘connected’ nodes is somewhat 
noisier). The standard error in the conductivities, σ, also has very little effect, apart from apply-
ing noise to the near-linear profile (as shown in Figure 8-7).
The two denser networks (Figure 8-8) behave slightly differently from the very sparse network 
shown above. Essentially, a variable conductance network increases the deviation from strictly 
linear flow behaviour when the network is slightly denser, in this case when PN = 0.008, and 
using either form of node (i.e. ‘flowing’ or ‘connected’) makes little difference to the outcome. 
The reverse is the case for the intermediate case, PN = 0.004, and using the average of ‘flowing’ 
rather than merely ‘connected’ nodes causes a noticeable increase in the deviation from strictly 
linear behaviour. 
The reduction in skin due to the use of connected, rather than flowing nodes, reveals some 
information about how ‘branches’ are connected to the main throughflow channels. At any given 
distance away from a boundary, the head for a connected node is equal to the value for a flowing 
node that is further from the nearest boundary. It seems, therefore, that branches (particularly 
‘cul-de-sac’ branches) are more likely to connect to the main throughflow channels nearer the 
centre of the system. 
Figure 8-7. Head-distance relation for PN = 0.002, PA = 0.9, PON = 0.0196 (500 realisations).
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By continuity, the flow per unit area at each distance is the same. Using 
dH
K Q A
dZ
 =   
, 
allows plotting of K(Z) in Figure 8-9 which shows that hydraulic conductivity, K, increases near 
the edges. The extension of this finding to other flow geometries and to reality needs to be made 
with caution. 
The harmonic mean of this K distribution gives a K that is just below the crude KF2F 
(KF2F = 5.1×10–12 m/s, KHarm = 4.6×10–12 m/s). If each small scale value of K is viewed as  
a possible local measurement obtained in a site characterisation programme, then it might be 
possible to use the harmonic mean as a reasonable estimate of the effective bulk value of K.
The fact that the head patterns do not change a great deal with σ does not mean that K does not 
change, because K is also a function of Q. In fact, for this same system Q and K change for 
different σ as: 
For  σ = 0,  Q = 8.59×10–8 m3/s K = 4.85×10–12 m/s
  σ = 0.75 Q = 1.09×10–7 m3/s  K = 6.16×10–12 m/s
  σ = 1 Q = 2.4×10–7 m3/s  K = 1.36×10–12 m/s
So, the distribution of K is the same shape for different σ, but is offset by a growing magnitude 
as σ increases. For networks denser than the most sparse, σ tends to affect K in a manner similar 
to that predicted by the theory for non-sparse networks. 
Near the percolation threshold of these non-classical networks, the observed flow system is 
often a single channel with a few short branches from it, whereas a classical system requires a 
much greater channel density before percolation is reached. Near-percolation systems which 
have only a simple back-bone and few flow-path alternatives are likely to be characterised by 
a harmonic mean of permeability, which will be dominated by the lowest conductance channel. 
Such ‘critical’ pathways are mentioned extensively in the literature on classical percolation:
/Margolin et al. 1998/:
“as … flow is channelled into fewer path-ways; the probability of encountering small aperture 
bonds in these “critical” pathways also increases, thus decreasing the effective network 
conductivity”.
Figure 8-8. Comparison of head versus distance for variations in choice of type of node and fixed or 
varying conductance channels a) PN = 0.004 b) a) PN = 0.008 N.B. The results for varying and fixed 
conductance channels for PN = 0.004 are coincident. 
head
(m)
200
150
100
50
0
0 1 0 2 0 3 0 4 0 5 0 6 0
distance from discharge face (length units )
varying conductance network (s=1)
                    = ‘connected’ nodes
                    = ‘flowing’ nodes
‘porous medium’
head gradient
fixed conductance network (s=0 )
                    = ‘connected’ nodes
                    = ‘flowing’ nodes
head
(m)
200
150
100
50
0
0 1 0 2 0 3 0 4 0 5 0 6 0
distance from discharge face (length units)
‘porous medium ’
head gradient
‘flowing’ node s
(average of s=0, 0.75 & 1)
‘connected’ node s
(average of s=0, 0.75 & 1)
a) P  = 0.004 N b) P  = 0.008 N
72
/Hunt 2005/:
“The critical resistances on the optimal path control the entire field of potential drops.”
/Robinson 1984/:
“At low densities there are very few paths through the network and so the various conductivities 
will occur in series. In the case then the permeability is likely to relate to the harmonic average 
of the individual conductivities, and in particular if there are any very narrow fractures they will 
effectively block the path and produce a low permeability.”
The effect of the elongated channels simulated in this work is to create a region of flow 
organisation that is relatively sparse in comparison to a classical system, yet is sufficiently 
interconnected so as to remove this head control by a single bond over the entire system. 
Changes in σ in these systems do not affect head; yet do increase the arithmetic average  
of K by affecting the total flow. 
8.4 Cylindrical boundary
This boundary is pertinent to flow into a repository drift, or to or from a borehole. 
The interpretation below is presented here firstly in terms of how the network is organised geo-
metrically and then in terms of how head varies under steady flow conditions. The interpretation 
of hydraulic conductivity is briefly introduced, followed by a discussion of how these results 
might relate to field experience.
8.4.1 Network geometry interpretation
In linear flow through a cube, as in the section above, it is relatively easy to envisage that, when 
all channels have the same conductance, an equal number of ‘flowing’ nodes throughout the 
block will tend to yield linear (parallel) flow through the block. This is the basis of the inter-
pretation of Figure 8-1. It is slightly more difficult to interpret the implications of nodal density 
variations when considering cylindrical flow. This is because in cylindrical flow the number of 
Figure 8-9. Spatial variability of K(Z) for F2F system. PN = 0.004, PA = 0.9,
n
3DP  = 0.12 (500 realisations).
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‘flowing’ nodes should increase linearly with increasing radius, so that at the edge of the 30 unit 
radius region under consideration, there needs to be 30x more ‘flowing’ nodes than in the centre. 
A special form of depiction of nodal density has therefore been devised, where the number of 
‘flowing’ and ‘connected’ nodes are normalised by dividing by the number of possible nodes at 
any given radius. The idea is explained graphically in Figure 8-10a). The representation has the 
characteristic that it is very sensitive to flow dimension variation either side of the value 2, as 
explained in Figure 8-10b). Hence, cylindrical flow shows up as a straight horizontal line.  
Figure 8-10. The use of concentric values of ‘possible’ nodes to normalise the nodal density results 
and aid interpretation. a) the calculation of ‘possible’ nodes, b) the interpretation of nodal density 
variation.(N.B. The value of the Y axis is controlled by a constant of proportionality representing 
‘space-fillingness’).
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The only other flow regime to show as a straight line is spherical (3D) flow. Interestingly, linear 
flow shows as a concave curve that slopes downward with increasing radius. Some outer regions 
have such a gentle curve that they could be mistaken for straight lines. Most importantly sub 2D 
flow schemes increase in normalised density as the centre of the region is approached.
8.4.2 Ensemble results from the regimes around the percolation transition
The same three parameter groups have been investigated in the context of a cylindrical bound-
ary as were examined above for a planar boundary. However, in the case of the planar boundary, 
the block was 59 units from boundary to boundary, whereas in the cylindrical case it is slightly 
less than half that. The parameter groups are:
behaviour type  PA mean length (units) PN 
n
3DP
‘near-threshold’ 0.9 10 0.002 0.0623
‘transition’ 0.9 10 0.004 0.1197
‘positive skin’ 0.9 10 0.008 0.2216
All channels were given the same conductance (i.e. σ = 0) so that all effects result from geo-
metry and not from conductivity variations. The results from the ensembles near the percolation 
threshold are shown in Figure 8-11 below, arranged with the densest at the top and the sparsest 
at the bottom. 
It should be noted that the normalised density of the ‘flowing’ nodes varies from about 0.06 
to about 0.0003 (i.e. a factor of 200) for a difference in channel initiation probability of only 
4 times. The extreme nature of percolation at the lowest density is reflected in the percentage of 
non-percolating realisations, 40%, and the resulting need to perform 500 realisations within the 
ensemble. The results are very interesting and exhibit the following points:
• The lowest density ensemble (PN = 0.002) exhibits the form of result to be expected if the 
‘flowing’ node pathway comprises a small number of long non-branching channels.
• The medium density results (PN = 0.004) show a ‘flowing’ network with cylindrical geometry 
but a ‘connected’ network with a lower dimension, rather like a denser and more extensive 
version of the ‘connected’ network of the PN = 0.002 result.
• The ‘flowing’ node system of the densest network has cylindrical geometry throughout most 
of the radial region, but with a low dimension near the drift and a high dimension near the 
outer boundary (much like the planar boundary case). The ‘connected’ network seems to 
have a central region of 2D and less than 2D near the outer boundary.
Although the nodal density results are used to interpret flow geometry, interpretation is based 
on assuming that the ‘flowing’ nodes are sufficiently well connected that flow behaviour can be 
averaged over the whole region. In other words, a few ‘straight-through’ channels containing 
linear flow are not controlling the bulk of flow, even though the average distribution of nodes 
indicates cylindrical behaviour. It should be borne in mind that the model region has a length 
dimension along the axis of the tunnel of 59 units. The distribution of head can reveal further 
insights into the organisation of flow through the flowing network.
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Figure 8-11. The variation of node density with distance for the three key parameter groups.
0 1 0 2 0 3 0
distance from centre of imaginary tunnel (grid units)
0.01
0.008
0.006
0.004
0.002
0
0 1 0 2 0 3 0
0.08
0.06
0.04
0.02
0
0 1 0 2 0 3 0
0.4
0.3
0.2
0.1
0
P  = 0.008
100% of 100 realizations
N 
P  = 0.004
99.4% of 2000 realizations
N 
P  = 0.002
59.8% of 500 realizations
N 
Number of nodes of indicated type
Number of possible nodes located at specified radial distance from the drift centrelin e
nf or nc
npossible
=
nf or nc
npossible
nf or nc
npossible
nf or nc
npossible
= ‘flowing’ nodes = ‘connected’ nodes
Connected’ nodes decrease steadily wit h
increasing distance.  This indicates a ‘flo w
dimension’ less than 2 though the ‘line’
should be a slight ‘curve’.
Horizontal line indicates cylindrical flow .
‘Flowing’ nodes decline below the horizontal
line indicating that the flowing node
system is less than cylindrical in nature,
probably essentially a linear flow network.
Connected’ nodes  
steadily as a proportion of
possible nodes with
increasing distance.
decrease
Possible region with geometry
having a cylindrical dimension.
Horizontal line indicates cylindrical flow .
Connected’ nodes  
steadily as a proportion of
possible nodes with
increasing distance.
decrease
 
76
8.4.3 Head
Much like the interpretation of geometry from nodal density, the interpretation of head is 
enhanced by a particular form of representation, that of head versus the logarithm of radial 
distance. The characteristic shapes of head variation versus distance for the integer flow 
dimensions of 1D, 2D and 3D are shown in Figure 8-12. In normal analysis the slope of the 
straight line of the cylindrical case is inversely proportional to the hydraulic conductivity of 
the medium, so that a steep slope (much head loss per unit distance) represents a low hydraulic 
conductivity medium and a slight slope, a more conductive medium. Also in normal analysis 
a best-fit straight line is drawn through the points, effectively assuming that the flow system is 
cylindrical, and the value of head where it intercepts the inner boundary (drift or borehole wall) 
is termed skin. This is explained in more detail in Section 5.8 above.
Figure 8-12. The form of head variation away from a central point or line as a result of different flow 
regimes; 1D, 2D and 3D.
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The results from the ensembles are shown in Figure 8-13, where it can be seen that there is 
little difference between the form of the results for either ‘flowing’ or ‘connected’ nodes. The 
least dense system, PN = 0.002, appears to be a slightly irregular 1D (linear) system, whilst the 
medium density system is a reasonable approximation to a cylindrical system. In some ways 
the ‘positive skin’ behaviour system, PN = 0.008, is the most interesting, in that it appears to 
be a straight line (cylindrical flow scheme) that is ‘offset’ from intercepting the tunnel wall at 
zero head. It does not appear to have the characteristics of a spherical flow system, rather those 
of a cylindrical system with a convergent system at the outer boundary, similar to the planar 
boundary system. At the inner boundary, the flow system appears to suddenly lose a lot of head 
within a short distance. This would appear to occur where the cylindrical system that occurs 
through the rest of the flow regime evolves into a linear system in order to flow into the tunnel. 
This is probably the cause of ‘hyper-convergence’.
Figure 8-13. The variation of averaged ensemble head versus distance for the 3 parameter groups.  
a) ‘flowing’ nodes only b)’connected’ nodes only.
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As a general rule, there is little difference between the shape of the head profiles of the ‘flowing’ 
and ‘connected’ nodes. However, similar to the planar boundary case, the values of head at 
most points in the middle of the system (i.e. 2 to 15 length units) are higher for the ‘connected’ 
compared to the ‘flowing’. This would appear to mean that ‘cul-de-sac’ clusters of nodes are 
systematically connected to flowing nodes at radial distances that are closer to the outer bound-
ary than their own location (i.e. at higher head).
8.4.4 Hydraulic conductivity (K)
Up to this point, the interpretation of the meaning of network geometry and head variation 
can be viewed as applying to a general geometric configuration, even though the model was 
originally conceived with a length equivalence of 1 length unit equals 1.5 m. However, when 
considering hydraulic conductivity it is difficult to have a feeling for ‘correctly’ interpreted 
outcomes if the units of hydraulic conductivity are dimensionless. Therefore, the following 
section considers a network where all channels have the same specific conductance and a value 
is set, so that when the lattice is ‘full’ the hydraulic conductivity of the resulting network is 
2×10–10 m sec–1.
Average hydraulic conductivity for the cylindrical flow case is calculated by using the local 
gradient of ensemble-averaged head, 
h : 
h
2
Q
K
d
rL
dr
π
=  
where L is the length of the domain (and tunnel) in the z-direction and 2 2r= x +y .  
For a non-sparse, perfectly cylindrical flow system, 
d h
dr
 would be constant with r, and therefore K would also be constant with r. 
However, the flow in the network deviates from this continuum behaviour and this ‘local’ value 
of K will depend upon the local dimensionality of flow.
As is clear from the head profiles (Figure 8-12), the systems do not conform to the cylindrical 
flow model and so the best-fit straight line approach yields low values of 
d h
dr
(i.e. raised K) 
for linear systems, and the opposite for systems with the head profile of the parameter group, 
PN = 0.008 (see Figure 8-12). A value of hydraulic conductivity can be calculated at any point 
in the system, by using the local gradient of head and by knowing the overall flow into the 
central tunnel. Although this is not a feasible approach using field results, it serves to delimit the 
maximum variation of K that field results could yield and is shown in Figure 8-14. The values 
are derived from the profile of head seen in the ‘connected’ nodes, rather than the ‘flowing’ 
ones, because they were generally more numerous and the results smoother. It should also be 
noted that values measured in the field are likely to be most similar to ‘connected’ rather than to 
‘flowing’ ‘values’.
The K results in Figure 8-14 illustrate in general terms a decreasing K with distance in the least 
dense system and a gradually increasing K with increasing distance for the denser systems. 
An interesting facet of the results is the 2 orders of magnitude variation in K resulting from 
a change in channel initiation value of 4x (i.e. PN = 0.002 compared to PN = 0.008). If one 
assumes that a ‘full’ network yields a constant value of 2×10–10 m sec–1, then the effect of the 
sparseness of the network can be appreciated. It is readily concluded that the region near the 
limit of percolation for systems of long channels is characterised by rapidly changing network 
densities, flow system geometries and highly variable values of derived hydraulic conductivity.
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8.4.5 Flow concept
The choice of parameter groups used in this evaluation of the interaction of sparse channel 
networks with boundaries of different types is justified in broad terms in Figure 7-11. It is 
implicitly based on the assumption that the rapid change in behaviour that occurs within the 
range of densities evaluated is typical of any network with a similar ratio of mean channel 
length to boundary ‘size’.
To a large extent, most of the variation is intuitively predictable. Percolation behaves as 
expected, in that the number of percolating realisations increases gradually from zero with 
increasing channel density until a threshold is reached above which all realisations percolate. 
Hydraulic conductivity begins at some low value and then increases gradually as network 
density increases. The third aspect, that of ‘skin’, is the most ‘surprising’ because it starts 
off negative, increases rapidly through zero around the percolation threshold to reach a peak 
positive value, before reducing to zero at fully ‘space-filling’. It is possible to imagine some 
concepts of channel organisation that would explain these behaviours (Figure 8-15). At densities 
in the ‘threshold’ regime of behaviour, the network is conceptualised as comprising individual 
‘region-spanning’ channels that are largely not interconnected. They are very sparse and barely 
interact with any other feature in the region under consideration. Because they are associated 
with linear flow, the imposed cylindrical interpretation yields a negative skin effect.
Figure 8-14. The variation of K versus radial distance for the three parameter groups under consideration.
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Figure 8-15. Schematic to illustrate the flow concepts thought to underlie the observed behaviours.
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In the ‘transition’ behavioural regime, increased channel density gradually turns linear features into 
limited networks that contain cylindrical flow, as imposed by the boundary conditions. The inner 
boundary, the tunnel, has a limited number of inflow points. These control the behaviour within the 
‘transition’ regime. It is likely that the number of inflow points grows more slowly with increasing 
channel density than the number of flowing ‘cylindrically organised’ sub-networks (Figure 8-15). 
As the value of ‘skin’ passes through zero, the two are in balance. But as density continues to 
increase, the networks ‘overwhelm’ the inflow points and there is too much flow focussed on 
individual inflow points, resulting in large head losses. It may be that, since the tunnel is orientated 
along one of the 3 channel directions (in the orthogonal scheme considered here), the chances of 
intersection with newly initiated channels is 2/3 of the chances of flowing network intersections 
elsewhere. Eventually, as channel densities increase further (approaching space-filling), the rate of 
increase of outer region flow networks slows, due to the systems overlapping each other, and the 
outer region once again approaches balance with the inflow points on the inner boundary.
8.5 Spherical boundary
Short interval packer tests in non-layered rocks, where there is no preferred flow orientation are 
sometimes viewed as tests with a spherical symmetry. Such ‘short interval’, straddle interval 
lengths in the order of a couple of metres are commonplace, with tests performed in boreholes 
with diameters in the order of 0.1 m or less. Hence, tests of this type have one dimension that is 
20x larger than the other. Nonetheless, they are sometimes viewed as spherical, since their radial 
hydraulic influence is often seen 10s of metres away where their small ‘line source’ nature causes 
little distortion to a pseudo-spherical region of influence. The investigation reported here is meant 
to be an investigation of the interaction of a small boundary with a sparse channel network and 
not as an investigation of the meaning of short interval packer tests. It uses a spherical cavity as its 
inner boundary.
8.5.1 Network generation
The ensemble results reported below use the same parameter groups as for the planar and cylindri-
cal boundaries. All channels were given the same conductance (i.e. σ = 0), so that all effects result 
from variations in geometry not conductivity.
The inner and outer boundaries are both spheres, the inner sphere having a diameter of 4 m, the 
outer a diameter of 88.5 m, based on the unit length of 1.5 m that is used throughout this investiga-
tion. In the cylindrical case above, the tunnel was equivalent to 88.5 m long, so the spherical ‘sink’ 
being examined in this case is about 20x smaller. Consequently, the number of realisations that 
percolate is significantly reduced, by a factor of 10 in the sparsest case and a factor of 2 in the 
densest case.
8.5.2 Network geometry and interpretation
The network geometry is interpreted similarly to the cylindrical case, in that the variation of 
net work density versus distance is seen as a key insight into network configuration and behaviour. 
As in the cylindrical case (Figure 8-10), the number of ‘flowing’ and ‘connected’ nodes are summed 
and then divided by the number of ‘possible’ nodes as a function of radial position. The only 
difference with the cylindrical case is the use of spherical surfaces rather than cylindrical ones.
The results for the spherical case are shown in Figure 8-16 below. In a similar manner to the planar 
and cylindrical cases, the use of the geometrically ‘possible’ fully space-filling numbers, in order 
to normalise the values of density means that if the system conforms to the imposed boundary 
conditions, a horizontal straight line results. The results in Figure 8-16 are shown in terms of the 
logarithm of normalised density versus the logarithm of distance so that all flow dimensions plot 
as straight lines. Where the density values mimic the slopes of the various dimension values, then 
the network is organised according to that dimension.
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Figure 8-16. The variation of ‘flowing’ and ‘connected’ node density versus distance from the centre 
of a spherically bounded region. N.B. The numbers in the ‘boxes’ refer to the flow dimension of the 
associated straight line.
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Figure 8-16 shows that at the lowest density the system is organised, more or less, as a linear 
system. At medium density, the system is approximately 2 dimensional and at the highest 
density the system has a flow dimension of about 2.8 throughout much of its extent. As a 
general rule the ‘flowing’ nodes have a dimension about 0.4 D less than the ‘connected’ nodes. 
Another facet common to all the parameter groups is the tendency for relative ‘connected’ node 
densities to reduce close to the outer boundary. In the PN = 0.008 case, the ‘flowing’ node densi-
ties increase in the same region where the ‘connected’ nodes decrease. In all three ensembles, 
the inner boundary appears to be joined to the networks beyond a distance of 10 m by a linear or 
near linear system.
8.5.3 Head
The variation of head with distance is shown in Figure 8-17 below. The axes of the graphs are 
organised so that spherical flow exhibits a straight-line relationship with distance. It can be seen 
that the heads reinforce the interpretation based on nodal densities and that the 3 groups increase 
in flow dimension from about 1 to about 3. 
The variability in the PN = 0.002 result for ‘connected’ nodes is caused by the small ensemble 
size. Two aspects of the results are noteworthy. 
Firstly, all the results envisage a steepened head gradient in the immediate vicinity of the inner 
boundary, indicative of a linear flow connection to the inner boundary. Secondly, in common 
with the other flow configurations, near the inner boundary, the values of head of the ‘con-
nected’ nodes are generally higher than those of the ‘flowing’ nodes. This suggests that they are 
connected to flowing nodes at greater radial distances than their actual radial location. 
8.6 Summary of boundary interactions
The three boundary conditions that have been imposed on the same sparse channel networks 
were slightly different in nature and gave rise to different responses. Ignoring the fact that the 
‘straight-through’ path length of the ‘cubic’ (face-to-face) system was approximately double that 
of the other two, the ‘cubic’ system had 2 ‘extensive’ planar boundaries, whereas the cylindrical 
and spherical systems had only one ‘extensive’ boundary, the outer boundary. Extensive bounda-
ries are characterised by apparent negative skin. In other words, there are increased numbers 
of ‘flowing’ channels adjacent to ‘extensive’ boundaries so that head gradients decrease to 
less than average values. The vague ‘S’ shape of the head regime in the ‘face-to-face’ results 
best illustrates this phenomenon (see Figure 8-8). However it is also apparent near the outer 
boundary of both the cylindrical (see Figure 8-13) and spherical (see Figure 8-17) regimes when 
overall network densities are greater than the percolation threshold.
The corollary of this phenomenon is that the limited size boundaries have excessive head loss 
in their vicinity at the same ‘above-threshold’ network densities. This is equally apparent in 
both the cylindrical and spherical cases (see Figure 8-13 and Figure 8-17), where a relatively 
sudden head loss is required very close to the simulated cavities. The same network feature 
causes both effects, that the water flows into the simulated cavity via channels in which flow is 
constrained to be linear. Thus, flow within the network is unable to conform to the imposed flow 
regime until the system ‘expands’ at the first channel intersection, measured in terms of radial 
distance from the wall of the cavity. Thus, as the network increases in density (as PN increases 
towards 1), the average distance between intersections decreases, conformity to the imposed 
flow regime improves and the ‘apparent skin’ declines.
The assumption of this interpretation implies that the ‘thickness’ of this zone of ‘apparent skin’ 
is a measure of the intersection frequency of the hydraulically-active channel network. In the 
cases studied, the cylindrical case would appear to have a ‘skin region’ of about 2 length units 
(equivalent to 3 metres), whereas the value for the spherical case appears to be about 6 length 
units (i.e. equivalent to 5–10 metres. This may well reflect the fact that the cylindrical inner 
boundary is ‘extensive’ in one of the 3 dimensions.
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Figure 8-17. The variation of head with distance for three parameter groups. Note the reversed X-axis 
(radial distance increases to the right). 
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This effect does not occur at extremely low network densities, where throughflow occurs via 
single extensive channels with almost no intersections.
The obvious question that arises from this interpretation of flow in sparse channel networks is, 
what is an extensive boundary? This question has not been addressed by the current investiga-
tion, but it is likely that an extensive boundary has a dimension that is some small multiple 
of the average intersection distance of the network within which the borehole/drift/cavity is 
located.
Another question that arises from the observed behaviour is, what characterises the peak value 
of skin? Based on the interpretation that skin is caused by a higher dimension flow system 
occurring within the outer network that interacts with a low dimension (linear, 1D) system 
adjacent to the cavity, then the maximum value of skin should occur when these two systems 
are most different. It is therefore anticipated that the network between the inner and outer 
boundaries of cylindrical and spherical geometries must have a dimension that increases from 
1 at the percolation threshold, reaches a peak at some density just above percolation threshold, 
before declining to the imposed value at full space-filling. It is suspected that as network density 
increases above the percolation threshold, the rate of flowing network creation increases rapidly, 
by creating large numbers of almost independent networks. As density increases further, the 
independent networks begin to interact, and the rate of increase of flow decline,s because the 
outer flow networks interfere with each other, whilst the inner boundary channels continue to 
increase linearly.
A final aspect thrown up by the investigation is the ubiquitous presence of higher heads in 
the ‘connected’ nodes than in the ‘flowing’ nodes in the vicinity of the inner or downstream 
boundary. This indicates that the non-flowing channels have a tendency to be connected to the 
‘flowing’ network at locations further from the discharge boundary than their own location. 
We have no explanation for this condition.
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9 Compartmentalisation
9.1 Introduction
The concept of ‘sparse channel networks’ was briefly explored in the previous report by 
/Black et al. 2006/, which was an attempt to explain extreme head loss around underground 
excavations. Sparse networks are also associated with ‘chokes’, in that the limited numbers of 
pathways resulting from the ‘sparseness’ are assumed to be controlled by a few low conductivity 
elements (or ‘chokes’) (see Section 8.3.2). It is a short step to conceive that a sparse system 
containing chokes with large head ‘drops’ might well contain sub-systems between the chokes, 
with negligible head differences. The existence of such sub-systems has come to be termed 
‘compartmentalisation’.
Compartmentalisation has only recently begun to be identified in fractured crystalline rocks 
since it is much more difficult to identify regions of similar hydraulic characteristics (e.g. no 
sedimentary layering) on the basis of geological appearance than in their sedimentary cousins. 
Notwithstanding this difficulty, several projects within the nuclear waste sector have begun to 
describe fractured crystalline rocks in terms of compartments.
However, there is no conformity as to what constitutes compartmentalisation or how to 
recognise it. There seem to be 3 candidate signatures of compartmentalised behaviour:
• Head. Distinct regions of fractured rock are observed to have similar heads with distinct 
sudden head changes between compartments (e.g Kamaishi research mine in Japan, heads 
in exploratory boreholes at Sellafield in UK).
• Chemistry. Adjacent regions are observed to contain groundwaters of differing chemical 
constituents (e.g. the ‘Large Scale Pumping Test’ at Äspö).
• Connectivity. Hydraulic disturbances as part of hydraulic tests only affect limited numbers 
of boreholes within specific ‘compartments’ and apparently irrespective of distance 
(e.g. Kamaishi and the ‘Block Scale’ phase of work of the TRU Experiments at Äspö, 
Sweden).
It should be noted that the first two definitions of compartments require that there is some differ-
ence between compartments, either in terms of head or groundwater chemical composition. In 
order for this to be the case, a gradient has to be applied or a difference retained after a gradient 
has been applied and then removed. The most common candidates for such changes in boundary 
conditions are excavations (e.g. mines, tunnels, etc.), resource exploitation (e.g. producing oil 
reservoirs) and climate change (i.e. over periods of time equivalent to glacial cyscles). In all 
cases, the recognition of compartments requires some form of gradient applied to a region that 
has very heterogeneous properties relevant to the form of the gradient.
Since there is no consensus on what compartmentalisation is, a few of the examples are briefly 
described below, in order to identify the nature and scale of the effects that are being observed in 
the field. In the following section the ‘HyperConv’ model is used to examine whether compart-
mentalised behaviour is simulated in a sparse channel network system. Because this is a prelimi-
nary study and ‘HyperConv’ does not model any chemical processes, the only examples that are 
outlined below are those relating to ‘head’ and ‘connectivity’.
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9.2 Experimental drift at Kamaishi Mine
The experimental area of Kamaishi Mine is located in a granodiorite body about 350 m below 
ground. A volume of rock was investigated using 7, approximately 80 m long, boreholes in a 
closely spaced fan shaped array (Figure 9-1). The investigation consisted of fracture mapping, 
flow logging, hydraulic and tracer testing in the boreholes analysed and interpreted using 
dimensional hydraulic test analysis, discrete fracture network modelling and a relatively limited 
2-dimensional analytical solution for dipole flow.
Figure 9-1. The identification of compartments at Kamaishi Mine. Note that figure is a compilation 
based on /Figures 3, 7 and 8a of Sawada et al. 2000/.
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Early investigations suggested that the system contained some sort of steep natural head 
gradient within it caused by connections, either to the surface or the nearby mined opening 
(unmentioned distance) /Sawada et al. 2000/. It was originally thought to be caused by a fault, 
but the pattern of head variation (Figure 9-1) found in the 6 new exploratory boreholes negated 
this explanation. The 7 boreholes encountered 3,000 fractures, giving an average frequency of 
more than 5 per metre. Based on the TV logging and alteration halos, about 550 of these were 
classified as ‘open’ (shown as the short lines in Figure 9-1). Flow logging showed that about 
200 m of the 560 m of boreholes had measurable inflows, yielding average values of hydraulic 
conductivity (transmissivity of a 1 metre section of borehole) around 10–8 m/s. The boreholes 
were instrumented as the drilling proceeded and crosshole responses noted so that eventually, in 
conjunction with the observed ‘environmental’ heads, a system of compartments was envisaged 
(Figure 9-1). Conditional discrete fracture network modelling was used to identify a fracture 
system that was consistent with the occurrence of open fractures and the fracture mapping (an 
example shown in Figure 9-1). /Sawada et al. 2000/ make no mention, however, of whether 
it could reproduce the crosshole responses on which their compartmental description was so 
strongly based. Crosshole testing in 3 ‘fracture zones’ within the sub-region in which the tracer 
testing was performed, yielded flow dimensions of 1D for SF-2, 1.25D to 2.3D for SF-1 and 2D 
to 2.4D for the ‘D Zone’.
In summary, the Kamaishi experiments show a regularly fractured rock with moderately 
conductive fractures (no per metre values exceed 10–7 m/s) contains a system of compartments. 
Although the delineation of the compartments is open to interpretation, they are seen as having 
dimensions in the order of 10 to 40 m. They have been defined largely on the basis of head 
variations and the apparent easy transmission of hydraulic signals. They do not seem to bear 
any obvious relationship to the organisation of fractures, either mappable or considered open 
and near the drift. Zone B is thought to have a ‘tubular’ form where it penetrates Zone A and 
connects to the access drift. /Sawada et al. 2000/ conclude, “the cause of the compartmentaliza-
tion of flow at this site is not well understood”. They also concluded that, “conductive fractures 
are heterogeneous internally, and a conductive fracture may not produce flow at all points of 
borehole penetration”.
9.3 The TRUE Block Scale experiment at Äspö Hard  
Rock Laboratory
The aim of the TRUE ‘block-scale’ set of experiments at Äspö was to understand the movement 
of tracers in fractured crystalline rock at the scale of about 50 m. It was assumed that this would 
involve, of necessity, groundwater flow through various fractures, including their intersections. 
After a search procedure, a 300 m-sided cubic volume was chosen, based on access from a 
stub tunnel 450 m below ground (and below the water table). Work started in 1998 and has 
continued through various phases at least until 2005. The site, as described here, is based mainly 
on the report by /Andersson et al. 2002/ but is augmented by the summary/review report by 
/Poteri et al. 2002/. The investigation involved broadly the same techniques as were employed 
at Kamaishi and Stripa, a fan-shaped array of boreholes, but differed in that Äspö was a newly 
excavated facility, whereas the other two were abandoned mines. The difference is apparent in 
the much greater head gradients that surround the underground openings (Figure 9-2).
As is clear from Figure 9-2, there is an enormous head gradient in the immediate vicinity of 
the wall of the access drift. Naturally, where the boreholes are most dense, the contours of head 
are most complex, although there are no measurements as the boreholes converge on the stub 
tunnel. A curiosity of the measurements is the ‘lobe’ of high heads that project towards the stub 
tunnel, where one might have expected a lobe of lower than usual heads. (It is assumed that the 
boreholes are semi-permanently sealed with packers, particularly at the access end close to the 
stub tunnel.) 
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The head variations are interpreted slightly differently from those at Kamaishi, in that,, rather 
than defining areas or volumes as ‘compartments’, the Äspö heads are interpreted as resulting 
from the actions of different types of ‘structures’ (Figure 9-3). The head field is described in 
/Andersson et al. 2002/, where it states that, “Each structure has characteristic head values over 
much of its extent. … Within the fanned borehole array, the head values within each structure 
vary within two metres.” This does not seem to accord precisely with the map of heads but may 
be a reasonable approximation within the tracer test area. It was found that the chemistry of 
the groundwater varied across the area and three types are identified, ‘Baltic seawater’, ‘ Deep 
brine’ and ‘Glacial water’. Their variation over the area could have been described in terms of 
compartments but again they were associated with flow within particular structures.
The assemblage of ‘structures’ has been compiled into a ‘hydro-structural’ model that has 
evolved with time, becoming gradually sparser. The assemblage in Figure 9-3 is the latest from 
/Dershowitz et al. 2003/ and shows a group of structures mostly aligned NW – SE, approxi-
mately parallel to the groundwater head contours. The assignment into the various structure 
types does not appear readily intuitive and all are given values of transmissivity for modelling 
purposes between 2.2×10–8 m2/sec and 4.0×10–7 m2/sec. Indeed, the ‘flow barrier’ structure 
No. 5 (see Figure 9-3) has the highest value of transmissivity of all in the whole volume. The 
effectiveness of the hydrostructural model is examined by /Poteri et al. 2002/. They assert that, 
“The ability of the model to match the pattern of responses to hydraulic interference tests is a 
measure of the degree to which the connectivity of the hydrostructural model is consistent with 
in situ conditions.” 
Figure 9-2. Contours of head in the area of the ‘blockscale’ experiments considered to apply at the 
–450 m level /based on Figures 4.6 and 6.7 of Andersson et al. 2002/). N.B. The contours are based on 
kriging measurements made in the marked boreholes.
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They later state that,
“The type of response observed in situ is predominantly a compartmental response……This is 
inconsistent with the essential hydrostructural model, which provides a backbone for extensive 
interconnections throughout the rock mass… Based on the results… it is apparent that the 
hydrostructural model is overconnected.”
The report then goes on to explain how the model was modified, “by adding a low hydraulic 
conductivity (K = 10–10 m/s) skin zone where the structures/fractures …connect to the 500 m 
scale model.” In a subsequent revision, low permeability zones are introduced along the 
intersections between Structures 13 and 21, plus other modifications.
In summary, the TRUE Blockscale area appears to be a region of compartments. Indeed, as the 
hydrostructural model has evolved, more and more barriers to flow have been inserted in order 
to break up the model into compartments to better reproduce reality. There is some confusion 
over the definition of compartments, but the conclusion of /Poteri et al. 2002/, of the inconsist-
ency in identifying compartments in terms of structures or fracture zones, seems valid. The 
‘blockscale’ tracer tests appear to have been performed in a compartment with dimensions of 
about 120 m by 50 m, where the local values of transmissivity are higher than the overall rock 
volume, probably by a few orders of magnitude, judging by the huge nearby head gradients.
Figure 9-3. The location and interpretation of ‘structures’ within the TRUE Blockscale test volume.
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9.4 Sellafield
The Sellafield results are unlike the Kamaishi and Äspö examples, because the evidence 
for compartmentalisation comes from an exploration borehole penetrating an undisturbed 
geosphere, rather than the more energetic environment surrounding an underground opening. 
Borehole 2 was drilled and fully cored in 1992 to a depth of 1,606 m /Nirex 1996/. The borehole 
penetrated the expected geological sequence shown in Figure 9-4, essentially a sandstone aqui-
fer over indurated tuffs of Ordovician age. The drilling was accompanied by regular hydraulic 
testing, in which a single packer was inflated 50 m from the bottom of the borehole after every 
50 m of coring. The testing consisted of a period of equilibration, followed by a disturbance, fol-
lowed by a return to equilibrium over a period of a few hours (termed EPMs [or Environmental 
Pressure Measurements]). The duration of the tests allowed measurements of hydraulic con-
ductivity in the range 10–11 to 10–4 m/s but tests with values less than about 10–10 m/s contained 
so many effects that could have introduced errors (e.g changing water volume due to changing 
water temperature), that heads derived from such tests were considered unreliable. Nevertheless, 
despite these problems, the testing produced a virtually continuous profile of heads (Figure 9-4) 
that exhibited much variation with depth. After several years, a long term monitoring system 
(Westbay™) was installed in the borehole and a second ‘coarser’ profile of heads obtained. The 
second profile reinforced the first, showing that the head variation with depth was real and that 
it persisted over a considerable period of time.
Figure 9-4. Head measurements performed in Borehole 2 of the proposed ‘Longlands Farm URL’ 
(UK). N.B. Measured pressures have been transformed into environmental heads using water densities 
measured in the borehole /based on Figure E1 of Nirex 1996/.
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Interpretation of the head profile of Borehole 2 (the deepest inland borehole that Nirex drilled) 
proved problematic. Other boreholes (e.g. Boreholes 4, 5 and RCF3) showed similar variability, 
but none as extreme as Borehole 2. The cause of the upward gradient was never definitively 
identified, but conjecture centred on a ‘tongue’ of deep brine moving inland from beneath 
the offshore Triassic salt formations and effectively ‘pushing up’ the fresher water seen in 
Borehole 2. Regardless of the cause, the variations would appear to be good evidence that the 
rock at depth contains compartments of groundwater that are connected to the near-surface 
groundwater system by different flow paths of extremely variable head loss. In this case 
compartments appear to have thicknesses in the order of several hundred metres.
9.5 Summary of compartmentalisation found in nature
Examples of compartmentalisation are easy to find wherever there is a significant hydraulic 
gradient across fractured crystalline rocks. They are usually seen as variable heads occurring in 
groups and do not obey porous medium principles. That is to say that regions of medium head 
obviously connected to a region of low head occur in conjunction with intervening regions of 
higher head (as observed in exploratory boreholes). It is still difficult to generalise concerning 
head differences between neighbouring compartments, but anything up to 30 or 40 m seems 
likely. They seem to occur at whatever scale is appropriate to the density of boreholes investi-
gating the region in question, but common examples around mined openings are in the order 
of 10s of metres in extent. As far as shape is concerned, the compartments at Kamaishi are 
instructive, in that they seem to bear no relationship to the prevailing fracture pattern. Also the 
‘tunnelling’ nature of ‘Zone B’ at Kamaishi points to connections being channel-based.
They are also invariably associated with anomalies in groundwater chemistry or isotopic 
composition (as in the case of the Äspö TRUE blockscale experimental area). The method of 
identifying them by using crosshole pressure testing seems somewhat confused and would 
appear to need further development.
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10 Examining compartmentalisation using the 
sparse channel network approach
10.1 Introduction
As outlined at the beginning of the previous section, there is a widely-held assumption that 
‘compartments’ of head are characteristic of sparse networks. The previous section then went on 
to examine the nature of the compartmentalisation, as observed in the vicinity of underground 
research laboratories or their exploratory boreholes. This section sets out to examine whether 
similar analogous compartments are found in the sparse channel networks produced by the code 
‘HyperConv’. This involves the development of a tool that is able to both identify potential 
compartments and describe their geometry. This is very much a preliminary investigation that 
begins to show what might be modelled and provides a cursory interpretation of the limited 
results.
Constant head compartments are conceived here in terms of an analogy as pools on a river with 
the chokes between them visualised as waterfalls. If a waterfall is defined as a large vertical fall 
of water, then any lesser fall becomes defined as a pool. It must be remembered that any fall 
less than that defined as a waterfall could still be substantial. In the analogy of pools of open 
water, a single pool cannot maintain a substantial ‘edge-to-edge’ head drop and must therefore 
be replaced by a line of rapids. A system of channels containing groundwater does not have 
the constraint of negligible gradients on open water bodies, but the analogy is still useful in 
understanding the behaviour of sparse networks.
10.2 The code, ‘POOLS’
A FORTRAN77 code, ‘POOLS’, has been produced, which reads in a list of all nodes along 
with their heads and locations and then a list of all sub-channels, together with the nodes to 
which they connect. POOLS then identifies so-called pools of nodes, between which no adjacent 
pairs have a head drop any greater than a pre-determined ‘waterfall height’ (∆h). The application 
of the concept of ∆h is explained in Figure 10-1, together with a guide to how to interpret the 
results from “POOLS”.
For each pool the following statistics are generated:
• Number of nodes in a pool.
• Head statistics (although only minimum, maximum and mean currently output).
• Centre of mass: 
N
n
n=1
1
(x,z,y) where x= x etc.
N∑
• Moments of inertia about x, y and z; e.g. 
N
2 2
x n n
n=1
I = (z -z) +(y -y)  ∑ .
• RMS distances from the lines parallel to the x, y and z axes through the centre of mass  
(i.e. the square roots of the moments of inertia).
• Principal moments of inertia.
• RMS distances from the principal axes.
• Principal axes (eigenvectors).
Extensive use is not made of the pool shape descriptors here, as the pools were generally found 
to be relatively ‘spherical’, rather than linear or planar.
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10.3 Results
The results shown below are from single realisations rather than the ensemble results that are 
used regularly in the preceding sections. The realisations are of the ‘whole cube’ model, as 
in the ‘face-to-face’ flow scheme shown in Figure 5-4. Results are for all ‘connected’ nodes 
rather than only for ‘flowing’ nodes. All the networks generated follow similar lines to previous 
sections and are based on PA = 0.9 (i.e. average channel length = 10 sub-channels) coupled with 
one of the three values of PN, 0.002, 0.004 or 0.008. The results for the 9 simulations are shown 
in Figure 10-2.
In general, the three sets of results (σ = 0, σ = 1, and σ = 2, ) are remarkably similar, regardless 
of whether the network is composed of constant conductance channels (σ = 0) or otherwise. The 
three sets of results range from a ‘step’ shape for the most sparse result, to a relatively smooth 
continuous inverse relationship for the most dense result.
Figure 10-1. Schematic showing the concept of ‘pools’ of nodes and waterfalls and how a compartmen-
talised system would appear in the chosen format.
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Figure 10-2. Results from applying the ∆h concept to 9 realisations of HyperConv using PA = 0.9 and 
the values of PN indicated. NB σ refers to the log standard deviation of the conductance distribution.
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In all three cases, the results for the densest network (PN = 0.008) show a smooth curve from 
‘one large pool’ to every sub-channel becomes an individual pool. It would appear to be a 
negative exponential relationship, meaning that there are very many more small head drops than 
large ones. Such systems (in the field) would be unlikely to be perceived as compartmentalised 
since, at any point in the system, there is every chance of being near an adjacent location with 
a slightly different head. One aspect of the densest results is that as σ increases (i.e. as the 
conductance of individual channels varies more widely), so the distribution of ‘head drop’ sizes 
becomes wider. This can be seen in the value of ∆h at which the systems first split into more 
than a single group (i.e. the intercept with the ‘y’ axis in Figure 10-2). For ‘σ = 0’, the largest 
head drop is 7 m, for ‘σ = 1’, the largest head drop is 40 m and for ‘σ = 2’, the largest head drop 
is 80 m.
For the sparsest network (PN = 0.002), the result is virtually the same regardless of whether 
conductance is fixed or variable. For these particular realisations, there were two ‘backbones’ 
that connected to both boundaries, but not to each other. In all 3 cases, a head drop of 4 m 
abruptly differentiates the networks from ‘2-pool’ to ‘100-pool’ systems. Given that the total 
number of sub-channels in the sparsest system appears to be about 200, this means that 3–4 m 
head drop accounts for about half of all sub-channel head drops. Also, based on the near-vertical 
line in the results below ∆h = 3, indicating that there are almost no sub-channels with head 
drops less than 3 m and none below 0.8 m, it would appear that the possibility of any part of the 
system having a similar head to any other is very small. In general, the results for the sparsest 
systems are indicative of systems where flow is concentrated along single channels with few 
branching connections. In such systems, there does not appear to be much opportunity for 
‘pools’ of similar-head/negligible flow channels to form.
The results for the intermediate density networks, PN = 0.004, appear to show the greatest like-
ness to the example shown in Figure 10-1. Where the ‘∆h versus number of pools’ data curve 
exhibits steps, it means that there are distinct head steps between pools and that the pools should 
have distinctive values of head (when encountered in a field situation). Where this break-up 
into distinct pools is a small number, something in the order of 20 or fewer, then it seems all the 
more like the compartments seen in nature. It should be noted that this behaviour does not occur 
in the case of the constant conductance network, (i.e. σ = 0) but seems to occur virtually equally 
for σ = 1 and σ = 2.
What is not computed here is the range of head within a single pool. It is possible to have a very 
large pool, within which the head drops very smoothly. The ‘pool’ conforms to the definition of 
a pool, in as much as there are no waterfalls within it above the threshold head-drop. However, 
it may not actually exhibit a characteristic signature head or any other property, but instead be a 
long ‘chain of rapids’. 
It is instructive to examine one particular realisation that is marked as the ‘visualisation’ in 
Figure 10-2. It has the generation parameters PA = 0.9, PN = 0.004, and σ = 1. For the ‘visualisa-
tion case’ with a ∆h of 5 m there are 56 pools. However only 6 of these pools include more than 
1 node (i.e. 50 pools are only one node big). These 6 pools therefore account for 6,322 out of 
6,372 nodes (Figure 10-3). Sampling from this system is therefore likely to extract data from 
6 discrete pools, each defined by the 5 m head difference to the next pool. This example shows 
the danger of dividing the total number of flowing and connected nodes by the number of pools 
to derive the average number of nodes in a pool.
Some value can be gained from examining the actual realisations involved in the ∆h analysis. 
The segregation into separate pools is shown in Figure 10-3, with each ‘pool’ identified in a 
different colour. It should be remembered that the top of the block has a high head applied to 
it, the sides are impermeable and the base is at zero head. It can be seen that the largest pool by 
far is located in the upper half of the block adjacent to the inlet boundary. This identification is 
reinforced by Figure 10-4a) showing that ‘Pool 1’ contains all the highest heads in the system. 
Another impression given by Figure 10-4 is that there are more channels on the upstream 
boundary than on the lower one. Finally, the assignment of flow (Figure 10-4b) shows that only 
a few key channels transmit the bulk of flow through a sparse channel network.
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Figure 10-3. 3D representation of the system identified in Figure 10-2 with the 5 most significant 
‘pools’ identified by same colour channels. N.B. Largest ∆h = 5, pools for F2F flow with σ = 1, 
PN = 0.004, PA = 0.9.
Figure 10-4. Head and flow distribution within the system shown in Figure 10-3 above.
Pool 1:
# of channels: 5301
Pool 2:
# of channels: 21
Pool 3:
# of channels: 41 8
Pool 4:
# of channels: 71
Pool 5:
# of channels: 289
200
180
160
140
120
100
80
60
40
20
0
head (m)
-8
-9
-10
-11
-12
-13
-14
-15
-16
flow
(log scale)
a) head distribution b) flow distribution
100
10.4 Summary of compartment assessment in HyperConv
This is a very preliminary assessment, but some early insights are possible. It seems likely that 
sparse channel networks regularly produce compartmentalised systems or systems that, when 
observed via boreholes near to underground excavations, would appear compartmentalised in 
terms of head. In general, the results seem to show that:
• As the density of a network increases, a larger and more highly interconnected system 
develops. Rather than control by only a few key chokes, more dense networks have a much 
wider range of waterfall sizes and division into distinct compartments becomes less likely.
• In very sparse networks immediately above the percolation threshold, there appear to be so 
few connected channels and these are all actively participating in the major flowpaths, that 
there are virtually no candidates to form relatively stagnant pools (i.e. compartments).
• The probability of forming compartments that are stable in a number of conditions, and 
readily recognisable, increases with increasingly variable conductance distributions. In many 
ways the corollary may be more true, that is, that networks of equal conductance channels 
are unlikely to form compartments.
So, at first sight it appears that compartments are likely to form in a relatively limited range of 
circumstances. More detailed assessment is required to delineate the circumstances, but it may 
offer some ability to define real network parameters in the field on the basis of the size, and 
stepped nature of observable compartments.
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11 Discussion
11.1 Introduction
This report is effectively the third in a series of reports /i.e. Black and Barker 2002, Black 
et al. 2006/ that follow a trail of enquiry about understanding how groundwater flows into 
underground openings in fractured crystalline rock. Throughout the series there is a consistent 
attempt to use theory to explain real-life observations. This, in turn, has resulted in reproducing 
brief summaries of some key experimental observations. There are many more experiments 
reported in the literature (many summarised by /Tsang and Neretnieks 1998/) all of which 
support the idea that channel networks, or more specifically ‘sparse channel networks’, are the 
‘norm’ rather than the exception in fractured crystalline rocks.
This conclusion begs two fundamental questions:
Why should groundwater flow in channels rather than equi-dimensional fractures? 
If channels are the dominant flow mechanism how are they configured in fractured rock systems 
defined in terms of equi-dimensional fractures? 
11.2 Why channels?
The idea of flow occurring in channels, rather than as some form of sheet flow in planar 
fractures, has been proposed for a number of years. However, until the mathematical analysis 
derived in Section 2 showed that high aspect ratio fractures have more intersections per unit 
area than equi-dimensional fractures, the reason for assuming that channels would be the more 
likely form of flow system was not known. Flow systems are comprised of channels because 
channel systems percolate at lower volume densities than systems of equi-dimensional features. 
It is straightforward to imagine how it comes about.
It is widely accepted that, although fractures are often conceived by hydrogeologists as planar 
parallel-sided openings, they are in reality neither planar nor parallel-sided. They are rough-
walled and partially closed. This roughness, when combined with any shearing movement, gives 
rise to a constantly varying aperture that results in channelling. There are many studies of these 
effects and almost as many algorithms to link fracture genesis, fracture morphology, channelled 
behaviour and effective transmissivity. This behaviour is foreseen at all scales ranging from 
the very large (Figure 11-1) to the comparatively small (Figure 11-2). The readily drawn 
conclusion is that virtually all fractures contain channels and variation arises only from different 
distributions of apertures and different relative areas of the fracture where the fracture-bounding 
rocks are in direct contact. Again, it is a widely held view that, in general, the effective stress 
across fractures increases with depth and fractures are expected to gradually ‘close’ as depth 
increases. This effect is shown in Figure 11-2, where the contact area increases in size with 
increasing effective normal stress and the number of possible channels decreases. Also shown 
in Figure 11-2 is the key to the process of channel selection; that one flowpath (or channel) is 
more efficient than all others at enabling flow from one side of the fracture to the other. This is 
because ease of flow is broadly proportional to aperture cubed so that, in a system of normally 
distributed values of aperture, the largest apertures dominate overwhelmingly. Secondary 
channels contain only negligible flows.
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Figure 11-2. Maps of channels at different values of effective stress /taken from Jeong et al. 2006/.
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11.3 How do sparse channel networks relate to regularly 
fractured rock?
The key to the hydraulic behaviour of sparse channel networks is the effective distance between 
intersections. Or to put it another way, a sparse channel network has a low volume density of 
channel intersections. This can be understood intuitively by the reaction of sparse channel net-
works to boundaries. Essentially, ‘skin’ is the result of a system of linear flow elements trying 
to accommodate an imposed boundary condition. In a sense, sparse channel systems display 
their ‘minimum pixellation scale’ in their response to boundaries of practical sizes. Hence, if 
‘skin’ around a 4 m diameter drift has an observable thickness, then the intersection frequency 
of the channel network must be in the order of 4 m or larger. If it were in the order of 0.1 m then 
intersections would be frequent enough for the system to imitate cylindrically convergent flow 
sufficiently closely that the divergence would not be observable.
Figure 11-1. Selected results from numerical studies on a generic fault based on different models of 
surface roughness and fault movement /from O’Brien et al. 2003/.
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This raises a fresh question about the likelihood of sparse channel networks because the 
frequency of jointing and fracturing in the underground laboratories that yield all the 
hydro geological evidence in favour of sparse channel networks is inevitably far in excess of 
0.25 m–1 (a fracture every 4 linear metres). A system such as was proposed by /Tsang et al. 1991/ 
is required (Figure 11-3). The key aspect of the /Tsang et al. 1991/ conceptual model is the 
unimportance placed on the lines of intersection of the fractures. Thus, although some channel 
intersections may occur at fracture intersections, the lines of intersection of fractures should not 
be assumed to be highly transmissive a priori. The secondary outcome of this assumption is that 
individual channels on a fracture plane can connect to other channels on adjacent fracture planes 
without having intersections. 
It is common practice in currently used equi-dimensional models, to check that the number of 
mappable fractures per unit volume ‘matches’ the number of hydraulically active (‘flowing’) 
fractures intersected by boreholes /e.g. Winberg et al. 2002/. Invariably, the number of flowing 
fractures observed is lower than that corresponding to the mappable fractures, so a considerable 
percentage of all mappable fractures are assumed to take no part in the process of groundwater 
flow. Thus, it is already commonplace to ignore the presence of some of the fractures (and the 
channels they contain) when attempting to construct a realistic representation of the ground-
water flow network.
Another aspect arising from observations in underground laboratories is the behaviour of 
fracture zones in the vicinity of underground openings. Evidence from the Simulated Drift 
Experiment at Stripa was that discharge into the drift from the fracture zone was as much 
affected by the excavation of the drift as the rest of the less fractured rock. The results from the 
Grimsel Shear Zone tests (summarised in Section 3.3) indicate a flow system within the shear 
zone that is channellised, with regions of high and low conductivity. Similarly the pumping test 
responses from the Äspö TRUE Block scale region indicate that some high pressure responses 
migrate around intervening boreholes within single identified fracture zones. This is all evidence 
that fracture zones, and probably fault zones as well, contain channellised flow.
In summary, the weight of evidence suggests that groundwater flow systems in fractured 
crystalline rocks have the following characteristics:
• Groundwater flows within a sparse network of channels at, or just above, the percolation 
limit.
• The frequency of intersections is low in that individual channels extend considerable 
distances between significant junctions. 
• Individual channels often extend over many fracture surfaces and the resulting flow system 
is only weakly related to the density or size of mappable fractures.
Figure 11-3. The conceptual model of flow channelling through 3 intersecting fractures (from /Tsang 
et al. 1991/).
channel
intersections
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• The system is so sparse that it is controlled by a few ‘chokes’, which give rise to compart-
ments of head and, probably of groundwater chemistry.
• Channels occur on all fracture planes, including those within fracture zones, and although the 
characteristics of the fracture zone channel networks may differ from those in surrounding 
rocks, they are nonetheless still channel networks.
• The actively flowing sparse channel network, occurring within any particular rock, is a 
naturally selected, small sub-set of the available channels. Hence, there are many conductive 
channels that do not participate within the active network but are connected to it, however 
tortuously.
It is anticipated that sparse channel networks respond to increasing stress associated with 
increasing depth by percolating at lower densities, based on a lessened choice of possible 
candidate channels. Lower densities are achieved by longer channel lengths between intersec-
tions. Coupled with this change in network geometry will be a concomitant decrease in channel 
apertures, so that bulk hydraulic conductivity will decrease significantly. The combination of a 
sparser network and reduced channel conductance will result in the formation of more extreme 
instances of compartmentalisation, larger values of skin around underground openings and 
greater participation by boreholes in the natural flow system.
11.4 Why have these characteristic behaviours not been seen 
before in existing models?
Channel networks are essentially one dimensional systems in 3D space so are inadequately 
represented by lines in a plane or any other version of a 2D model. The minimum requirement 
to reproduce channel network behaviour is a 3D model. 
As restated above, the key to the behaviours discussed in this report is the length of channels 
between channel junctions relative to their width. Aspect ratios in the order of 10 or more are 
considered normal and give rise to scaled area densities at percolation of about 0.1. 
Most commonly used fracture network models use approximately equi-dimensional planes to 
represent fractures: either discs, rectangles or simple polygons. In order to percolate they require 
higher densities than channel networks and the aspect ratio of the features between intersections 
seldom deviates from 1. Compared to a sparse channel network, they are too well connected and 
do not reproduce any of the characteristic behaviours. Furthermore, their ‘over-connectedness’ 
increases with increasing average fracture size (i.e. extensiveness).
Some of these discrete fracture network models have been modified to include channels on 
the surface of the equi-dimensional fractures. In one case it is unclear how the channels are 
arranged on the fractures and how intersections are configured. However, in at least one case, 
the model is used in conjunction with the concept that fracture intersections are the site of high 
transmissivity channels, thus joining all available channels on the joining fractures. Again 
this would create too many intersections per length of channel to reproduce the characteristic 
behaviours.
At least one of the discrete fracture models (i.e. ConnectFlow™) has been modified to include 
variable aperture fractures based on a distribution of apertures and a length-correlated location 
function. It produces naturalistic local fracture channels, but becomes very complex at fracture 
intersections where angles of intersection of irregular bodies require careful calculation. In 
addition, it requires a concept of how fractures intercept each other and usually results in the 
production of a highly transmissive ‘pipe’. Even if the highly transmissive ‘pipe’ is not invoked, 
performing this calculation for very large numbers of fractures is possible, but likely to be 
costly.
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Overall, it can be seen that producing a channel network by numerically placing channels onto 
fracture planes is possible, but likely to be time consuming and expensive. The sort of extreme 
sparseness captured by the HyperConv generator is unlikely to have been ‘happened on’, 
bearing in mind the percentage of cases that actually percolate in HyperConv at the required low 
densities. Given the weak correlation between channel-based characteristics and fracture-based 
descriptions of crystalline rock groundwater systems, it is unlikely that a fracture-based 
approach is likely to be very efficient. It seems likely that it will be more cost-effective to start 
with channels.
11.5 Relation to previous work, nomenclature  
and parameterisation
While our emphasis in this work has been to obtain indicative results for quite specific 
network statistics, that effort has inevitably raised very fundamental issues of characterisation 
and parameterisation of fracture networks. We discuss a number of those issues here and, in 
particular, the relationship of the HyperConv model to related studies. 
11.5.1  Relation to percolation studies
Classical percolation
It has been noted that ‘HyperConv’ could simulate a ‘classical’ percolation network by setting 
the generator probabilities equal to the bond probability, pb:
pb = PA = PN = PON
Hence the ‘HyperConv’ model is a specific generalisation of the classical model. It is also worth 
noting that the distribution of fracture lengths (in a given direction on a grid) for the classical 
model is also a geometric distribution: it is not a ‘delta’ function with length of unity as might 
easily be thought.
(It is interesting to note that critical bond percolation probabilities for simple geometries in 2D 
have been derived whereas few analytically exact results are known for node probabilities. Few 
exact results have been obtained for 3D grids.)
One of the most important findings in percolation theory is that above the critical percolation 
threshold, e.g. pcb, universal scaling laws apply. In particular, the permeability is often written: 
k ~ (pb –pbc)µ
The exponent µ is found to have the value 2 for a 3D network. We have not pursued such issues 
in this report, partly due to the lack of a natural way of defining the critical probability for a 
finite system and the associated issue of having positive permeabilities below any value we 
might choose. /Sahimi 1994, Section 2.7/ and references therein discuss corrections to be made 
for finite systems. 
Another feature of the majority of ‘classical’ percolation studies is that they relate solely to 
simple geometries, normally equivalent to the face-to-face flow through a cube considered 
here. In particular, it is dangerous to assume that any of the standard results, such as critical 
probabilities, would apply to cylindrical or spherical flow systems.
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Excluded volume
The term ‘excluded volume’ was introduced in Section 2.6 in relation to percolation, and a few 
additional remarks are made here. 
Firstly, the concept of ‘excluded volume’ is widely used and much of the extensive literature can 
be traced back to the work of Nobel Prize winner Paul J. Flory on polymers. As we have only 
been able to take a cursory look at this literature, it is possible that some of the results presented 
here as new (especially in Chapter 2) are already known. 
Two further warnings are appropriate. Some authors treat excluded volume differently, 
depending on whether or not the two bodies under consideration are identical. Some authors 
(unlike our treatment) halve the volume obtained from the formula for different bodies when 
they are identical. Also a significant number of papers report inconsistencies with previous 
computational results: almost certainly some of these are due to the easily made mistakes of not 
orientating bodies in a totally random way and of not distributing them randomly in space. 
Nomenclature
There have been a variety of different terms used in the percolation literature referring to 
categories of bonds (sub-channels) and sites (nodes). HyperConv identifies all channels and 
nodes that are connected to both boundaries and defines these as ‘connected’. All other nodes 
are removed. This strategy has the potential weakness that ‘cul-de-sac’ sub-channels (and 
sub-channel clusters) that are connected to either boundary are not included in any analysis. 
However, a borehole drilled from a drift might intersect such a ‘cul-de-sac’ and record a 
pressure equal to the drift pressure. 
These so-called ‘connected’ nodes and channels are then further classified into ‘flowing’ or 
‘non-flowing’, depending on the head drop across the sub-channel. This classification has two 
primary weaknesses:
• The reason why non-flowing components are not flowing (e.g. due to a dead-end, symmetry 
or looping) is not revealed.
• The allocation of component types may depend strongly on the nature of the boundaries. 
There is thus a danger that the parameters of a system characterised under one regime might 
change under another.
The approach used here is equivalent to definitions given in /Sahimi 1994/, in other words 
that ‘accessible fraction’ can be equated with the proportion of bonds that are ‘connected’ and 
‘backbone fraction’ with the proportion of bonds in the accessible fraction that are ‘flowing’. 
11.5.2  Ensemble averaging
It is important to bear in mind that most of the results presented in this report relate to the 
process of averaging over a large number of realisations (networks). One consequence is that the 
parameters stated (such as the network generation probabilities) are ‘target’ values. 
On a 60×60×60 grid it might seem likely that those targets were closely met in practice. 
However, it must be remembered that in cases close to percolation only a small subset of the 
nodes and bonds (sub-channels) were occupied, so the statistics of the realisations may not 
conform closely to the target values, and that percolating systems have certain biases built 
in. For example, in a very sparse system that percolates, it is inevitable that some very long 
channels will have formed in a direction perpendicular to the boundaries.
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11.5.3  Finite model size
The model size used in the computations was (60×60×60), which is typical in such studies, 
due to computational considerations. For example, /Margolin et al. 1998/ used a model of 
(20×20×20), /Gylling et al. 1998/, (50×35×35). However, many of the figures show boundary 
effects propagating far from the boundaries, both for the sort of ‘classical’ network as used by 
/Margolin et al. 1998/, but also for sparse channel networks. 
In addition to a comparison of the sub-channel scale to the domain scale, in order to determine 
whether the boundaries that are not of interest are sufficiently far away as to have little effect on 
the network behaviour, it is necessary to:
• Consider the distribution of channel lengths, 
• examine explicitly the network properties away from the boundaries.
One approach that might help separate boundary from other effects would be to extend the 
model in the flow direction only (to limit computational effort); however, this would raise 
the issue of the effect of the unnatural influence of the other (no-flow) boundaries. The use 
of periodic boundary conditions might help in understanding the issues here. 
11.5.4  Scaling
Although the simulations presented here relate to a model grid of a specific grid spacing (1.5 m 
in all directions) it is clear that most if not all of the results would hold, apart from a simple 
scaling, for a different spacing, due to invariance. 
At the same time, we must recognise that we have several scales and we cannot keep all of these 
in proportion if we vary one. In particular, with a cylindrical flow system, we have the following 
characteristic distances: the inner and outer radii, the tunnel length (or domain width), the mesh 
spacing, the mean length, L , and the mean gap, G . There are also potentially further length 
scales relating to higher moments of the length distribution (for example the standard deviation 
of length). 
11.5.5  Choice of characterising parameters
A very significant difficulty has been in deciding which parameters best characterise a system or 
rather an ensemble of systems. Table 5-2 suggests a choice between the two network generator 
probabilities and the two lengths. 
While PA and PN are rather obscure in physical terms, PON, the probability of a particular ‘bond’ 
(or sub-channel) being occupied is relatively meaningful. In particular we note that for a node 
spacing of ∆L, the fracture density, in terms of length per unit volume, is 
DL = 3 PON / ∆L2. 
However, it must be remembered that, with a sparse network, many fractures are isolated in 
some manner and do not take part in the flow between the boundaries. 
A case for using L  and G can be made on the basis that they can be related to the system size 
(e.g. tunnel diameter). However, the gap size used in our simulations was often very much 
greater than the overall system, which diminishes its value, in that many gaps will be limited in 
size by the boundaries. 
As explained below, in relation to the generation of random networks, the parameters DL and L  
(which correspond to PA and PON, respectively), appear attractive and strongly suggests their use 
both as ‘targets’ and for the presentation of simulation results.
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The drawback of L  is that it is just the first moment of a geometric distribution of channel 
lengths that has a long tail. The very-long (and relatively improbable) tail of the distribution will 
give rise to long channels that will play a significant role in the hydraulics of the system. The 
simplest way of characterising length is through the parameters of the length distribution, rather 
than a summary length. Alternatively the skew and higher order moments might be useful, or 
particular quantiles in a CDF (for example 95%). 
What makes this work unique is the ability to adjust mean channel length and channel density 
separately. For ‘classical’ percolation networks it is only possible to adjust PON, thereby chang-
ing both the density and the mean length. A more general code is used here, which gives control 
over both the density and the mean length, by allowing the mean gap between channels to be 
adjusted separately. 
11.5.6  Towards random systems 
It is instructive to consider how we might have constructed an equivalent model using the 
random generation of channels of different sizes not constrained to a grid. (Here we change 
from dimensionless ‘model’ lengths to dimensional ‘real’ lengths by introducing the grid 
spacing, ∆L.)
From Table 5-1 it is seen that we could select lengths from a geometric distribution (although 
we would not be restricted to that distribution) with real mean length
L L L= ∆
and real variance 
( ) ( ) ( )2 2222 1 1L A AL L P P L L L L L Lσ∆ = ∆ − = ∆ − = −∆  
We would then have to have placed these in space. Assuming we were to adopt a random 
orientation then the only parameter we need is the density. The length per unit volume density is 
DL = 3 PON / ∆L 2 
This can be written in terms of the mean channel length and gap as follows
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but there is no advantage in doing so, due to the introduction of the average gap size. So the 
density per unit volume appears as a sensible parameter in its own right.
For example, for a mean length of L  we would generate LD L channels per unit volume.
A remaining and significant problem in moving away from a grid is the problem of controlling 
channel intersection. This is not an issue on a grid where the intersection density is intrinsically 
specified by the grid spacing and generating probabilities. As lines have a zero probability of 
intersection when distributed randomly, an approach would be needed to forcing intersection. 
One approach would be to introduce a ‘proximity criterion’: intersection occurs at points where 
any two lines are at their closest and the separation is less than a prescribed distance. An alterna-
tive that has been used previously and seems more natural would be to generate not lines but 
bodies with finite extent (e.g. cylinders) so that intersection would have a finite probability. For 
example, Figure 11-4 shows a system of randomly distributed and oriented elliptical fractures 
for which intersection follows without the introduction of further parameters.
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11.5.7  Skin
To most hydrogeologists the concept of skin relates to increased drawdown in a pumping well 
due to phenomena including: frictional (viscous) losses, momentum changes, flow through 
screen slots and formation damage. It is recognised that negative skin arises due to enhanced 
permeability around a well. Partial penetration of a well causes increased drawdown and is 
often included with the other head loss phenomena, although it is sometimes regarded as a 
‘pseudo-skin’. 
The additional head loss due to skin is usually represented by a (dimensionless) ‘skin factor’,  
sf, in a formula of the form: 
sw (t) = T
Q
4 ∆
 (W(t,T,S,rw ,...) + 2sf)
where sw(t) is drawdown in the well, Q is the pumping rate, T is transmissivity, S it storativity, rw 
is the well radius, and ()⋅W  is a suitable well function. Sometimes rw is replaced by an effective 
well radius, rew, to represent the loss, instead of introducing the skin factor, as follows: 
sw (t) = T
Q
4 ∆
 W(t,T,S,reew ,...)
As a further alternative, two coefficients, B and C are introduced as follows: 
sw (t) = T
Q
4 ∆
 W(t,T,S,rew ,...) +BQ + CQ 2
Note that the last term here gives head changes due to frictional forces and momentum change; 
it is not strictly compatible with the other two methods if the flow rate changes.
Figure 11-4. An example of a random system where intersections are a result of the finite size of the 
fractures.
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The most important thing to appreciate from all of these (interrelated) approaches is that the 
extra loss (apart from partial penetration) is only assumed to be operative very close to the well, 
if not within the well. A second observation is that the skin parameters depend on the assumed 
well function. 
What we have found in this study is that the effects of channel sparseness (e.g. in term of head) 
propagate far into the formation, so we have a loss (or gain) in head, which is a function of 
distance from a boundary surface. However, the term ‘skin effect’ [units of length] has been 
used, in a similar manner to skin factor, in relation to the specific head at the boundary in the 
form: 
sboundary (t) = T
Q
4 ∆
 W(t,T,S,rboundary ,...) + hskin
Unfortunately, (a) we have to assume a well function to obtain a ‘skin effect’ value, and (b) we 
have had to decide how to fit that model through the head values. (In relation to (b) we chose 
to use heads at all distances from the boundaries with a least-squares method.) Hence, there is 
significant arbitrariness in the value obtained. 
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12 Further work
The implications of the widespread applicability of the sparse channel network concept are 
far reaching affecting how field measurements should be interpreted, experiments designed 
and nuclide migration calculated. Therefore, it is important to check that there are no logical 
inconsistencies in the links between theory, numerical modelling and field observations. It is 
also possible that some of the results are artefacts of the approach taken or due to computational 
limitations. In particular, the limited sizes of the systems that could be handled computationally 
and the convergence of the code under extreme conditions need to be considered further.
The second aspect of further work is to develop understanding of the principles and processes 
involved, so as to improve the realism and efficiency of the numerical modelling aspects. 
Coupled with these issues is a need to develop ways of deriving system-defining parameters 
from existing or future field observations.
The suggestions below are organised in terms of the iterative process of “field observation → 
theory → numerical implementation → comparison with field observations → and so on”
The list is not intended to be comprehensive.
12.1 Theory
Most notably absent is any theory for predicting K for sparse networks, and describing how 
network growth will develop on average (for example being able to reproduce the connected 
and flowing node frequency diagrams for different generators). An analytical solution (if it is 
possible) might draw on concepts from various different literatures: percolation theory, flow 
dimension concepts of /Barker 1988/, and possibly random-walk theory.
However, building upon existing work based on the intersection of ellipses, it is probable that 
further analytical results relating to the functions D(a/b) or P(ρ,a/b) ) could be obtained with 
further work. 
In addition, it is clear in Section 2 that re-examining published work on percolation in systems 
of ellipses and ellipsoids gives considerable insights into the influence of element geometry on 
overall network performance. However, further work is needed, in particular to resolve:
The influence of errors (e.g. we found that Equation (3) in /de Dreuzy et al. 2000/ is wrong.)
Why different researchers have found somewhat different results.
The cause of ‘anomalous’ results such as the results reproduced as our Figure 2-6.
Given the analytical results we have obtained, constructing a new percolation code for ellipses 
should be relatively straightforward.
We also note that almost the whole of the percolation literature relates to the connection 
between distant parallel planes, ‘extensive’ planar boundaries in the parlance used in this report. 
In this study the ultimate interest is in connection to a cylinder (drift), which appears to bring 
quite new considerations to the percolation issue.
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12.2 Numerical modelling
Possible further work on numerical modelling relates either to checking that the existing code, 
HyperConv, computes correctly and then engaging in further studies, or the development of a 
more complicated code with a more realistic channel geometry.
12.2.1 Numerical problem with the code HyperConv
One of the conclusions of the brief study on compartmentalization was that it is more likely in 
systems with variable conductance channels. It is therefore unfortunate that the numerical solver 
struggles to achieve convergence when the variance of the lognormal conductance distribution 
is large. Another influence on this issue is that most natural situations can expect to include 
considerable variations in channel conductance.
12.2.2 Developments based on the code HyperConv
A concern with the current work is the behaviour at very low channel densities, when the system 
appears to percolate with a small number of single channels – more or less traversing the whole 
model space. This could be addressed by enlarging the dimensions of the model.
Except for the drift at the centre of the cylindrical realisations, the current model does not 
contain any way of explicitly including a borehole. Head and flows sampled at nodes are 
assumed to be what a borehole would ‘see’. This is unlikely to be the case, because boreholes 
have finite dimensions and tend to ‘average out’ detailed variations. In addition, one of the 
predictions concerning sparse channel networks is that exploratory boreholes are significant 
enough to participate in and alter the pre-existing flow regime. Adding boreholes to HyperConv 
would enable a wide range of practical situations and tests to be run within the model and 
would greatly enhance the possibility of using practical here-and-now tests to derive important 
parameters of channel networks.
The current understanding of the behaviour of sparse channel networks presented in this 
document is largely based on ensemble results from a limited group of generator parameters. 
Hence almost all interpretations used a channel length distribution centred on 10 sub-channels. 
Similarly, behaviour was examined most closely using only 3 values of channel density 
(e.g. PN = 0.002, PN = 0.004 and PN = 0.008). It would therefore be very valuable to engage in 
a more detailed mapping of a broader range of parameter choices. This would probably be a 
necessary precursor to any attempt to link network generator parameters to outcomes.
At the moment, a set of parameters is defined that is used to generate a large number of realisa-
tions of sparse channel networks. These are then used to compute throughflows and heads, and 
a set of outcomes, in terms of hydraulic conductivity and skin, are derived. It might be possible 
to skip the intermediate stage of producing realisations, followed by interpretations, and link 
channel network descriptors directly to network behaviours. In other words, if it were possible 
to link channel length and intersection density to average skin and hydraulic conductivity, then 
the reverse might also be possible and a reasonably practical interpretation procedure developed.
In addition to the main characteristics: magnitude of skin and overall hydraulic conductiv-
ity, there are a number of secondary characteristics that might well assist in providing key 
parameters that describe the system. Principle among these is the size of the skin region relative 
to the boundary. For instance the thickness of the skin region around an underground opening 
should be related to the size of the underground opening and the volume density of intersections 
of the channel network. Other features, such as the rate of development of the skin region, 
should reveal information about the conductance of the average channel. Finally, adding extra 
boreholes to the system should change the characteristics of the natural network. The amount 
of change caused by the addition of a known number of extra channels (boreholes) should also 
help to derive the parameters that describe the system.
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These are all numerical experiments that could be performed using an enlarged version of 
HyperConv with an explicit borehole add-on.
Other lesser priority issues that could be addressed using a modified version of HyperConv are:
• Channel length and specific conductance are currently independent. It is commonly assumed 
that larger features in terms of length are also larger in terms of aperture, so a correlation 
could be introduced to represent this.
• The outer boundary condition is at an arbitrary distance and the assumption that the head is 
uniform at this distance is at odds with the behaviour of the system itself. Other options for 
treating the extremities of the model system could be examined. The precise impact of the 
side boundaries has not been determined; experimentation with periodic boundaries may 
help to constrain how much they affect the results. 
• The length distribution of channels could be generalised from the current geometric distri-
bution.
12.2.3 Developments based on a new code
Before any new code is developed, it would be essential to evaluate the cost of developing 
a new channel-based code versus the efficiency or appropriateness of modifying an existing 
equi-dimensional code. This evaluation needs to be performed with care, with a clear set of 
objectives in mind for what the new code might be expected to achieve.
The current code does not include any real geometry. Any new code would almost certainly 
place channels of defined dimensions within 3D space and ‘find’ a network. The first outcome 
would be to test that sparse channel networks really do percolate at the low area densities 
proposed in this investigation. Obviously a large number of rules of geometric arrangement 
could be tested, most of the rules being derived from current experience using discrete fracture 
network models. The rules that could be tested would include amongst others:
• Channels aligned according to the orientations of natural fracture sets with specific orienta-
tions of the major axes of the channels
• Regions of differing arrangements, such as varying density in fracture zones compared with 
surrounding country rock
One of the major benefits of a ‘real geometry’ code would be the ability to include real physics 
into how channels behave around underground openings. Primary amongst these would be 
the preferential desaturation of highly transmissive channels that extend from the upper half 
of drifts and cause rearrangement of flow paths around the circumference of drifts, in order to 
inflow in the lower half. Details such as surface-film flow in the unsaturated zone might also be 
included.
12.3 Field measurements
The analysis of field-based measurements in the light of sparse channel networks falls into two 
categories: the re-interpretation of existing measurements and the development of new tests 
or revised tests to provide key parameters useful in understanding sparse channel networks. 
It is a statement of the obvious that datasets need to be large, or several investigations lumped 
together, in order to perceive significant trends or relationships in such variably measured 
systems as sparse channel networks.
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12.3.1 Re-interpretation of existing datasets
Whilst sparse channel networks have several important attributes, such as percolation at low 
area densities, a bulk K largely defined by hydraulic chokes and skin around underground open-
ings, only skin is readily observable in existing datasets. Skin is currently assumed to be some 
form of mechanically-caused reduction in radial K. It would therefore be valuable to examine 
the occurrence of skin in the context of it having a geometric origin.
Several aspects could be instructive. For instance, our results suggest that an ‘extensive’ bound-
ary should have negative skin, whereas a small boundary should have positive skin. It would, 
therefore, be informative to examine situations where rock masses have been investigated by 
measuring inflow to openings of different sizes, such as boreholes, drifts/tunnels and caverns. 
Another linked aspect, where head versus distance from an underground opening is available, 
would be to examine the head versus distance relationship to determine the extent of the 
apparent skin region before the flow system adapts closely to the imposed boundary condition. 
Finally, as fractures close with increasing depth, conducting networks become sparser and there 
should be a tendency towards networks of longer constituent channels. If this is the case then 
values of skin should increase with depth. Again, where datasets are available, the thickness of 
the apparent skin region should also increase.
A second avenue of possibilities concerns the percolation at low values of area density. The 
main symptom of this behaviour is poor interconnectedness. It might be possible to re-examine 
the data from some of the multi-borehole pumping tests and establish a secondary dataset of 
the number of non-connections implied by the particular testing configuration, and the results 
derived from the positive results. 
One of the key aims of current site characterisation programmes is to measure the parameter 
known as the ‘flow wetted surface’ using tracer tests. This should be lower in sparse channel 
networks than in traditional equi-dimensional networks. It should be possible to review tracer 
tests in fractured crystalline rocks everywhere and establish whether the interpretation of ‘flow 
wetted surface’ is larger or smaller than that expected for equi-dimensional fracture networks.
12.3.2 Development of new field tests
New field tests can be developed in several ways, either by performing field experiments or by 
simulation within an adequately representative model or some combination of the two. Any new 
test needs to exploit one or more of the characteristic behaviours of sparse channel networks.
The first test, the ‘connectivity’ test, has been performed before, at Longlands Farm site in 
Cumbria, UK. (mis-reported in /Chaplow 1997/). It consists of a multi-packer system within an 
exploration borehole in which it is possible to initiate an abstraction test of some sort in one of 
the packer intervals. The response to the pumping is monitored in the adjacent packer intervals, 
which can be moved relative to the pumping interval. The test assumes that the direction 
of ‘connection’, along the axis of the borehole, is as relevant to the rock mass hydraulic 
performance as any other, but that the variable packer interval spacing allows the investigation 
of a number of different scales. The testing is as much concerned with the number of ‘non-
connections’ as it is with connections, and its interpretation requires a dataset large enough to 
be considered probabilistic. This test requires considerable pre-test simulation to determine the 
relationship between packer interval separation and the derivation of mean channel length.
The second proposed test for development is here termed the ‘Changing Boundary Scale’ test 
and consists essentially of a borehole that is progressively reamed out until it becomes the size 
of a drift. The test is described at the end of /Black and Barker 2002/. The idea behind the test is 
that as the scale of the interior boundary is increased from a few centimetres to a few metres, the 
interaction with the local sparse network will change, maybe even exhibiting negative as well as 
positive skin. Again, pre-test simulation would greatly aid in the choice of sizes and placement 
of head measuring devices.
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The third test is less well defined than the two previous. It is based on the idea that an open 
borehole is a highly transmissive linear feature, much like the actual conducting channels of 
a channel network. In a sparse channel network, unlike all other hydrogeological regimes, it 
should be possible to add sufficient boreholes to the natural system so that it is measurably 
changed. Knowing how much transmissivity has been added, and observing the changed 
behaviour, it should be possible to derive, in broad terms, the descriptor parameters of the initial 
network.
Obviously it is possible to outline a wide selection of tests of different types, but the three above 
are designed to exploit behaviour symptomatic of sparse channel networks. It is also clear that, 
for the most part, they are intended to be interpreted by forward modelling. At present, only the 
‘Changing Boundary Scale’ test provides an outcome that does not require modelling directly. 
Even in this case though, further modelling is required to clearly establish the relationship 
between the value of skin effect, the mean channel length, the average system density and the 
size of the boundary.
117
13 Conclusions
This three-pronged study (i.e. mathematical analysis, field experiment review and numerical 
experiments) of sparse channel networks has reached some important conclusions on a 
study-by-study basis, and some far-reaching conclusions when considered collectively. The 
entire study has been driven by a desire to develop a coherent explanation of certain anomalous 
features observed in underground research laboratories in crystalline rocks. The key features are 
‘skins’ of apparently reduced transmissivity around drifts (where intuition suggests the opposite) 
and regions of head isolated from their local head environment (i.e. compartmentalisation). This 
study focuses on sparse networks of channels (rather than of equi-dimensional fractures) as a 
feasible model of both observed phenomena.
The brief review of field experiments around underground research laboratories reported here 
built on previous work /Black and Barker 2002/, which revealed that there is no direct evidence 
of skins of reduced hydraulic conductivity. All conclusions about skin are currently based on 
measurements of head gradients around excavated drifts. In one case, the Stripa ‘Simulated 
Drift Experiment’, there was evidence of reduced inflow to an excavated drift when compared 
to a pre-excavation array of boreholes designed to ‘imitate’ the drift. The review for this project 
concentrated on the reported evidence concerning the actual geometry of flow in fractured 
rocks. It is concluded that as field measurements become denser (i.e. more instrumented 
locations within a particular feature) so interpretations of flow geometry invariably become 
channelled. This is particularly evident where (unbiased) mechanised interpretation techniques 
are adopted. Results of studies point to ‘flow features’ having aspect ratios in the range 5:1 to 
10:1 (e.g. the ratio of the long axis to the short axis of an ellipse and assuming aperture is almost 
negligible). This conclusion applies at all scales of feature, ranging from measurements in the 
laboratory to field measurements in fault zones.
The second key feature of flow in fractured rocks, but only recognised in some underground 
laboratories, is ‘compartmentalisation’. These are regions (more strictly volumes) that do not 
appear to be directly hydraulically connected to adjacent parts of the hydrogeological system. 
In the few cases where they are documented (e.g. Kamaishi and Äspö), they are 10s to 100s of 
metres in scale, irregular in shape and apparently not directly related to the particular local fault 
or fracture system.
Having noted that conventional discrete fracture network (dfn) models do not reproduce these 
observed phenomena, it was decided that networks of interconnected channels should have a 
better chance. The difference being that ‘dfn’ models contain equi-dimensional ‘flow features’ 
(fractures) whereas the ‘flow features’ of a channel network have high aspect ratios. 
The second element of this study is a mathematical evaluation of how two ellipses intersect in 
3D space. The essence of this study is the idea that as one increases the aspect ratio of an ellipse 
from one (a disc) to a high value (such as 10 or 20), the behaviour should mimic the change in 
connectivity of an equi-dimensional network mutating to a channel network. The underlying 
assumption being that discs are reasonable surrogates for the roughly equi-dimensional 
polygons of ‘dfn’ models and high aspect ratio ellipses are surrogates for channels.
The conclusions agree with intuition, in that, based on equal surface area, two similar discs in 
close proximity have a higher probability of intersection than two similar ellipses (where close 
proximity is defined as having centres less than one disc diameter apart). When the two disc 
centres are more than one diameter apart, the probability of intersection is zero. However, for 
two ellipses, the probability of intersection does not reduce to zero until the separation of the 
centres exceeds a value equal to the length of the long axis. The results associated with this 
basic concept were found to be that:
• the normalised number of intersections per unit area increased with increasing aspect ratio,
• the average distance between intersections increases with increasing aspect ratio.
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The implication of these findings is that if one repeatedly filled a fixed volume cube with 
disc-like fractures until the system of fractures connected from one face to the other and then 
repeated the exercise with elliptical fractures, the results would be different. With discs, the 
total number of discs in each experiment would be very similar. With ellipses, there would be 
a bigger spread in the total number of ellipses required for ‘cross-cube connection’, but more 
importantly, there would be a number of occasions when the ellipses connected at much lower 
values of ‘density’ than any of the ‘disc’ results. In other words, although the probability is 
small, ellipse-based networks ‘first percolate’ at lower area-per-volume densities than networks 
of equi-dimensional elements. The mathematical analysis reported here evaluated the prob-
ability in terms of aspect ratio and normalised density.
A general estimate that can be made is that a network of equi-dimensional channels percolates 
at roughly three times the (area) density of a network of channels with a 10:1 aspect ratio.
The third and final part of this study attempted to evaluate the performance of networks of 
channels numerically. A lattice network model was used to investigate the likely behaviour of 
networks of channels of different mean lengths and, particularly, their interaction with various 
boundaries. The code, HyperConv, generates networks of channels on an orthogonal lattice, 
applies boundary conditions, calculates flow through the resultant network and ultimately 
derives values of apparent bulk hydraulic conductivity and, in the case of cylindrical boundaries, 
skin effect. The network of channels is generated by an algorithm that has the capability of 
producing channels of a pre-determined mean length in any of the three orthogonal directions. 
The flow solver is sufficiently fast that the entire process of network generation, boundary 
application, flow solution and parameter derivation can be repeated hundreds of times in a 
reasonably short period and results derived that relate to the whole ‘ensemble’. 
In order to separate the effect of network geometry from the effect of variable channel conduct-
ance, most ensembles were run with channel conductance held constant. Based on simulations 
using a cylindrically configured flow field, where flow converges towards an inner cylinder 
(analogous to a drift or tunnel), it was found that: 
• The effective bulk hydraulic conductivity of all networks is directly related to network 
density (Figure 13-1).
• Other than extremely low probability, single pathway results, networks composed of long 
channels reliably percolate at lower values of density than networks of short channels and 
increase to a maximum value over a wider range of densities (Figure 13-1).
When the channel conductance was heterogeneous, preliminary results indicated that networks 
of a given mean channel length first percolated at similar values of K to their homogeneous 
counterparts but, as density increased, they reached higher values of bulk K than homogeneous 
networks.
The effect of mean channel length on the derived parameter, skin effect, was also investigated, 
using the same cylindrically configured networks that yielded the hydraulic conductivity 
relationships. A complex and unexpected behaviour was found, involving a change from ‘short 
channel’ results, with entirely negative skins throughout their range, to longer channel systems, 
that exhibit a peak of positive skin just above their ‘reliable’ percolation threshold (Figure 13-2). 
In the ensembles examined, the change from a wholly negative response to a part-positive 
response occurred somewhere between channels of 5 units mean length and 10 units. It is 
assumed that this feature is some function of the size of the inner boundary that had a diameter 
of 2.7 units. If correct, then this feature offers a relatively simple method of determining the 
mean length of sparse channel networks around underground openings.
The skin results are clearly, potentially, a very important aspect of the behaviour of sparse 
channel networks. Because of this, a specific investigation of the interaction between sparse 
channel networks and various boundaries was undertaken. It consisted of examining the 
network density and head as a function of distance from the inner and outer boundaries. All sets 
of realisations had a mean (target) channel length of 10 units and one of three values of density 
119
Figure 13-1. Comparison of effective bulk hydraulic conductivty vs sub-channel density to delineate the 
combinations of mean channel length and density that percolate. N.B. Dark areas represent combina-
tions of parameters that are impossible.
(PN = 0.002, PN = 0.004 and PN = 0.008). Flow configurations comprised ‘parallel’ flow across a 
cube between extensive planar boundaries, cylindrically convergent flow to a central ‘drift’ and 
spherically convergent flow to a cavity.
At the lowest density, all networks contained linear flow that extended up to and intersected 
both boundaries. In the cylindrical case this resulted in the derivation of a negative skin. 
At higher densities, the responses differ depending on the form of boundary so that, for the 
extensive planar boundary, channel density increases close to the boundaries. In the case of the 
cylindrical and spherical systems, the opposite occurs and flow towards the inner (small) bound-
ary is constricted and highly convergent. As density increases further, this is less of an effect.
This would seem to be the explanation of the positive skin in cylindrical systems at values of 
density just above their percolation limit.
Finally, the lattice network model was used in conjunction with a secondary code, ‘POOLS’ 
to investigate the phenomenon termed ‘compartmentalisation’. After a preliminary study it 
was concluded that, as the density of a network increases, division into distinct compartments 
becomes less likely. In extremely sparse networks, there appear to be so few connected 
channels, and these are all actively participating in the major flowpath, that there are virtually 
no candidates to form relatively stagnant pools (i.e. compartments). The probability of forming 
compartments that are long lasting and readily recognisable, increases with increasingly variable 
conductance distributions. In many ways the corollary may be more true, that is, that networks 
of equal conductance channels are unlikely to form compartments. So, overall, it is concluded 
that the formation of compartments probably requires a ‘moderately’ sparse channel network 
with variable channel conductances.
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In summary, assembling all the lines of evidence, it is suggested that groundwater flow systems 
in fractured crystalline rocks in the environs of underground laboratories have the following 
characteristics:
• Groundwater flows within a sparse network of channels which is likely to be at, or just 
above, the percolation limit.
• The frequency of intersections is low in that individual channels extend considerable 
distances between significant junctions. 
• Individual channels often extend over many fracture surfaces and the resulting flow system 
is only weakly related to the density or size of mappable fractures.
• The sparseness of the systems compared to the size of drifts and tunnels means that only 
a very few ‘flow channels’ are intersected by drifts and tunnels. Highly convergent flow 
is required to connect to the rest of the network and this is misinterpreted as a skin of low 
hydraulic conductivity.
• Systems are so sparse that they are controlled by a few ‘chokes’ that give rise to compart-
ments of head, and probably, groundwater chemistry.
• Channels occur on all fracture planes, including those within fracture zones, and although the 
characteristics of the fracture zone channel networks may differ from those in surrounding 
rocks, they are nonetheless still channel networks.
• The actively flowing sparse channel network, occurring within any particular rock, is a 
naturally selected, small sub-set of the available channels. Hence, there are many conductive 
channels that do not participate within the active network but are connected to it, however 
tortuously.
It should be noted that current ‘equi-dimensionally’ based fracture network codes do not 
reproduce many of the important aspects of behaviour of ‘sparse channel networks’.
Figure 13-2. Comparison of skin effect vs sub-channel density for varying mean channel length to show 
nature of behaviour. N.B. All results based on convergent cylindrical flow to a central drift. Dark areas 
represent combinations of parameters that are either impossible or not found. Dashed results refer to 
ensembles with less than 100% percolation rates.
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