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The GEE (Generalized Estimating Equation) approach is an estimation pro-
cedure based on the framework of Generalized Linear Model but incorporating
within-subject correlation consideration. In general, the choice of the working
correlation structure and variance function in GEE will affect the efficiency of
estimation, and the effects of misspecification in correlation matrix and variance
function are not well understood in the literature. In this thesis, three types of the
misspecification are considered: (i) the incorrect choice of the correlation matrix
structure; (ii) the discrepancy between different estimation method of α, the corre-
lation parameter; (iii) the incorrect choice of variance function. Analytical results
such as Asymptotic Relative Efficiency (ARE) are derived and simulation studies
are carried out under different mis-specification conditions. An application to the





The defining feature of a longitudinal data set is repeated observations on individ-
uals taken over time or under fixed experimental conditions. Longitudinal analysis
is in contrast to cross-sectional studies, in which a single outcome is measured for
each individual. The correlation of data in the same individual must be taken into
account to draw a valid scientific inference. Longitudinal analysis are often based
on a regression model such as the linear model:
yij = x
T
ijβ + ²ij, i = 1, · · · , K j = 1, · · · , ni
where yij is the value of j-th observation in i-th subject or cluster, xij = (xij1, xij2, · · · , xijp)T
is p×1 explainary variable for the j-th observation in i-th subject, β = (β1, · · · , βp)T
is a p-dimension vector of unknown regression coefficients and ²ij is a zero-mean
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random variable, ni is the number of observations in the i-th subject. It should
be noted that the numbers of observations in each subject are not necessarily the
same. When ni’s are not all the same, we call the dataset is unbalanced, otherwise
we call the data set is balanced.
Longitudinal studies play an important role in biomedical research including phar-
macokinetics, bioassay and clinical research. Typically, these types of studies are
designed to: (i) describe changes in an individual’s response as time or condi-
tions change, and (ii) compare mean responses over time among several groups of
individuals. The prime advantage of a longitudinal study is its effectiveness for
study change; another merit is the ability to distinguish the degree of variation in
yij across time for a given subject (within-subject covariance) from the degree of
variation in yij among the subjects (between-subject covariance).
Below, we give an example of Metal Fatigue Data (Lu and Meeker, 1993) to see














Metal Fatigue Data from Lu & Meeker (1993)
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In the above Figure, 21 sample paths of fatigue-growth-data are plotted, one for
each in the 21 test units, crack size was measured after every 0.01 million of cycles.
The data set is longitudinal (repeated measurements are taken over time). The
figure is a plot of crack-length measurements versus time (in million cycles), and
also assumed that testing stopped at 0.12 million cycles. Based on the plot, there
appears to be a large between-subject variance and small within-subject variance
after taking account of the time trend, statistical analysis can be done by using
estimation methods such as GEE (Generalized Estimating Equations) to predict
the crack size increase.
In classical univariate statistics, a basic assumption is that each of experimental
units gives a single response. In multivariate statistics, the single measurement on
each subject is replaced by a vector of observations that are possibly correlated.
For example, we might measure a subject’s blood pressure on each of five consec-
utive days. Longitudinal data therefore combine the nature of multivariate and
time series data. However, longitudinal data differ from classical multivariate data
in that they typically imparts a much more highly structured pattern of interde-
pendence among measurements than for standard multivariate data sets; and they
differ from classical time series data in consisting of a large number of short series,
one from each subject, rather than a single, long series.
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1.2 Marginal models
Specifically, a marginal model has the following assumptions:
• The marginal expectation of the response, E(yij) = µij, depends on explana-
tory variables, xij, by g(µij) = x
T
ijβ, where g is a known link function such
as logit for binary responses or log for counts;
• The marginal variance depends on the marginal mean according to V ar(yij) =
φV (µij), where V is a known variance function and φ is a scale parameter
which may need to be estimated;
• The correlation between yij and yik is a function of the marginal means and
perhaps of additional parameters, α, i.e. Corr(yij, yik) = ρ(µij, µik;α), where
ρ(·) is a known function.
Marginal models are natural analogues for correlated data of Generalized Linear
Models for independent data. The book by Diggle, Liang and Zeger (2002) about
longitudinal analysis gives several interesting examples of marginal models. For
example: one logit marginal model can be described by:
• g(µij) = logit(µij) = log µij
1− µij = log
Pr(yij = 1)
Pr(yij = 0)
= β0 + β1xij
• V ar(yij) = µij(1− µij)
• Corr(yij, yik) = α
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Marginal models are appropriate when inferences about the population-averaged
parameters are the focus. For example, in a clinical trial the average difference
between control and treatment group is most important, while the difference for
any one individual is not very important. Under this circumstance, a marginal
model can give us a better result than the GLM method, because the marginal
model includes a covariance structure for the observations of the same experimental
unit.
1.3 Random-effect models
Many longitudinal studies are designed to investigate changes over time, which
is measured repeatedly for the same subject. Often, we cannot fully control the
circumstances under which the measurements are taken, and there may be con-
siderable variation among individuals in the number and timing of observations.
The resulting unbalanced data sets are typically not amendable to analysis using
a general multivariate model with unrestricted covariance structure. Under this
circumstance, the probability distribution for the multiple measurements has the
same form for each individual, but the parameters distribution may vary over in-
dividuals. Ordinarily we call these parameters “random effects”. Laird and Ware
(1982) gave a two-stage random-effect model to describe how the “random-effect”
works:
Let α denote a p× 1 vector of unknown population parameters and Xi be a known
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ni× p design matrix linking α to Yi, the ni× 1 vector of the response for subject i.
Let bi denote a k×1 vector of unknown individual effects and Zi be a known ni×k
design matrix linking bi to Yi. The two-stage model can be described as follows:
Stage 1. For each individual unit, i, Yi = Xiα + Zibi + ²i, where ²i ∼ N(0, Ri).
Here Ri is an ni × ni positive-definite covariance matrix; it depends on i through
its dimension ni, but the unknown parameters in Ri will not depend upon i. At
this stage, α and bi are constants, and ²i are assumed to be independent.
Stage 2. The values of bi for subject i are realizations from N(0, D), independently
of each other and of the ²i. Here D is a k × k positive-definite covariance matrix.
The population parameters, α, are treated as fixed effects, as they are the same for
all subjects.
Marginally, Yi are independent normal variables with mean Xiα and covariance
matrix Ri + ZiDZ
T
i . Further simplification of this model arises when Ri = σ
2Ini ,
where I denotes an identity matrix. In that case we call this model “conditional-
independence model”, because ni responses on individual i are independent, con-
ditional on bi and α.
Such two-stage models have several good features. For example, (1) there is no
requirement for balance in the data; (2) they allow explicit modeling and analysis
of between- and within-individual variation. The random-effect models are most
useful when the objective is to make inference about individuals (subject-specific)
rather than the population-averaged parameters. The regression coefficients bi
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represent the effects of the explanatory variables on each individual. They are in
contrast to the marginal model coefficients that describe the effect of explanatory
variables on the population average.
Having introduced some relevant topics about my research, in next chapter, the
main topic of my thesis: Generalized Estimating Equation method will be presented




The term Generalized Estimating Equations indicates that an estimating equation
is not necessarily the score function derived from a likelihood function, but that
it is obtained from linear combinations of some basic functions. The generalized
estimating equation (GEE) incorporates the second order variance component di-
rectly into a pooled (assuming independence among clusters) estimation equation
in GLM. Since GEE has a key relationship with GLM, we will briefly introduce the
framework of the generalized linear model and some important theory.
Gauss-Markov Theorem Let X be an n × k matrix and V be a nonnegative
definite n× n matrix. Suppose U is an n× s matrix. A solution L˜ of the equation
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LX = U ′X attains the minimum of LV L′, that is:
L˜V L˜′ = min
L∈<s×n:LX=U ′X
LV L′ ⇔ L˜V R′ = 0
where R is a projector given by R = In−XG for some generalized inverse G of X.
The Gauss-Markov theorem is best understood in the setting of Generalized Linear
Model in which, by definition, the n×1 response vector Y is assumed to have mean
vector and variance-covariance matrix given by
Eθ,σ2 = Xθ, Dθ,σ2 = σ
2V
Here the n×k matrix X and the nonnegative definite n×n matrix V are assumed
known, while the mean vector θ ∈ Θ and the model variance σ2 > 0 are taken to
be unknown. The theorem considers unbiased linear estimators LY for Xθ, that
is, n× n matrices L satisfying the unbiased requirement
Eθ,σ2 = Xθ, for all θ ∈ Θ, σ2 > 0
In GLM, LY is unbiased for Xθ if and only if LX = X, that is, L is a left
identity of X. There always exists a left identity, for instance, L = In. Hence the
mean vector Xθ always admits an unbiased linear estimator. The Gauss-Markov






V −1i (α)(Yi − µi) = 0
in GLM and GEE methods will always have solutions. Interested readers may
refer to the book of Pukelsheim (1993) for a detailed proof and application of the
theorem.
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2.1.1 Generalized Linear Models(GLM)
The traditional liner model is of the form Yi = X
T
i β + ²i, where Yi is the response
variable for the i-th subject. The quantity Xi is a vector of covariates, or explana-
tory variables. β is the unknown coefficients, ²i are independent, random normal
variables with mean zero (random error). This linear model assumes that the Yi or
²i are normally distributed with a constant variance. A Generalized Linear Model
(GLM) consists of the following components.
• The linear predictor is defined as: ηi = xTi β
• A monotone differentiable link function g describes how µi (the expected
value of Yi) is related to the linear predictor ηi: g(µi) = ηi = x
T
i β
In generalized linear models, the response is assumed to possess a probability dis-
tribution of the exponential form shown below. That is, the probability density of
the response Y for continuous response variables, or the probability function for
discrete responses, can be expressed as
f(y) = exp{θy − b(θ)
a(φ)
+ c(y, φ)}
for some functions a, b, and c that determine the specific distribution. For fixed
dispersion parameter φ, this is a one-parameter exponential family of distributions.
The functions a and c are such that a(φ) = φ/w and c = c(y, φ), where w is a known
prior weight that varies from observation to observation. Standard theory for this
type of distribution gives expressions for the mean and variance of Y.
E(Y ) = µ = b′(θ), V ar(Y ) = φb′′(θ)
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where the primes denote derivatives with respect to θ. If µ represents the mean
of Y , then the variance expressed as a function of the mean is V ar(Y ) = φV (µ).
where V is the variance function and φ is the dispersion parameter. Probability
distributions of response Y in GLM are usually parameterized in terms of the mean
µ and the dispersion parameter φ instead of the natural parameter θ. For example,
















+ log(2piσ2))} for −∞ < y <∞
we have a(φ) = φ = σ2, θ = µ, and V ar(Y ) = σ2.
A generalized linear model extends the traditional linear model and is therefore
applicable to a wide range of problems in data analysis .
2.1.2 Population-Averaged and Subject-Specific
GEE models
There are two classifications of models that we discuss for addressing the panel
(clustered) structure of data. A population-averaged model is the model that in-
cludes the within-panel dependence by averaging effects over all panels. A subject-
specific model is model that addresses the within-panel dependence by introducing
specific panel-level random components.
A population-averaged (PA) model is obtained through introducing a parameter-
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ization for a panel-level covariance. The panel-level covariance (or correlation) is
then estimated by averaging across information from all of the panels. A subject-
specific (SS) model is obtained through the introduction of a panel effect. While
this implies a panel-level covariance, each panel effect is estimated using infor-
mation only from the specific level. Fixed-effects and random-effects models are
subject-specific.
The most well known GEE-derived group of models is that collection described in
Liang and Zeger’s landmark paper (1986). They first introduced the generalized es-
timating equations. They also provided the theoretical justification and asymptotic
properties for the resulting estimators. To model the PA-GEE expectation, µit, we
assume link function g(µit) = x
T
itβ and V ar(yit) = φV (µit), where V is the variance
function, φ is the dispersion parameter, yit is the response of the i-th individual
in time t. Let µi = E(Yi) = (g
−1(xTi1β), · · · , g−1(xTiniβ))T , where ni is the number
of observations for the i-th individual, let Ai = diag(V (µi1), · · · , V (µini)), for in-
dependent observations, V ar(Yi) = φAi. If we expect correlation among repeated
observations from the same subject, let Ri(α) be a ”working” correlation matrix
perhaps depending on an s × 1 vector of unknown parameters, α. We estimate β






V −1i (α)(Yi − µi) = 0




i . Liang and Zeger (1986) had shown that βˆ, the
solution of the above score equation, is consistent and asymptotically normal given
only correct specification of the mean and the regularity conditions, while the
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specification of the “working” correlation matrix Ri(α) doesn’t count too much.
Note that in generalized linear models Ri(α) is specified as an identity matrix.
Liang and Zeger use the name population-averaged GEE to emphasize the nature
of the generalization of the original estimation equation due to the focus on the
marginal distribution. In fact, many papers and researchers make reference to the
GEE method, nearly all of them refer to the PA-GEE model described by Liang
and Zeger.
The subject-specific GEE models have the same origin as the population averaged
GEE models. However, we hypothesize that there are some underlying distributions
for random effects in the model. There are three items we must address to build
models for SS-GEE models:
• A distribution for the random effect must be chosen.
• The expected value which depends on the link function and the distribution
of the random effect must be derived.
• The variance-covariance of the random effect must be derived.
Formally, for SS-GEE models (also called Generalized Linear Mixed Models), we
have
g(µSSit ) = xitβ
SS + Zitbi
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where µSSit is the mean function for SS-GEEs, vi is the random effects, Zit is a vector
of covariates associated with the random effects, and f is the multivariate density
of the random effects vector bi, g is the link function For the PA-GEE models, V is
the variance function, φ is dispersion parameter, I is the indicator function. The
variance matrix for the i-th subject is defined in terms of the (s, t) entry.
For PA-GEE models, we have
g(µPAit ) = xitβ
PA
µPAit = E(yit) = g
−1(xitβPA)
V PA(yit) = φV (µ
PA
it )
It is important to see that g−1(µPAit ) is not equal to g
−1(µSSit ) unless g is the identity
function and the expect value of the random effect is zero. The SS-GEE models
are estimated using the same generalized estimation equation for PA-GEE models,
but we substitute the different µit and the different variance function V .
The SS-GEE is not implemented as often as the PA-GEE model. We should also
emphasize that the focus of the PA-GEE model is the introduction of structured
correlation and we restrict attention to the within-subject correlation, most of
the resulting variance-covariance structures implied by the correlation cannot even
approximately be generated from a random-effects model. While if the variance-
covariance structure of the data is a focus of the analysis and we believe a random-
effect model explains the data, we should focus attention on a SS-GEE rather than
a PA-GEE model.
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2.2 Discussion
The longitudinal data analysis had attracted statisticians’ attention for many years.
Models for the analysis of longitudinal data must recognize the relationship between
serial observations on the same unit. Laird and Ware (1982) are the first statis-
ticians who gave the concept of random-effects, and they described a two-stage
random-effects model, which can be applied to highly unbalanced data. In their
paper, a general family of models is discussed, which includes both growth models
and repeated-measures models as special cases. A unified approach to fitting these
models, based on a combination of empirical Bayes and MLE and EM algorithm, is
discussed. Some statisticians focus their research areas on the inference of unbal-
anced data. For example, Vonesh and Carter (1987) gave a noniterative method
for estimating and comparing location parameters in random-coefficient growth
curve models. Consistent and asymptotically efficient estimators of the location
parameters are obtained using estimated generalized least squares. Two criteria
for testing multivariate general linear hypotheses are investigated in their paper.
Other research areas of longitudinal data such as cross-component correlation and
etc., are also developed by statisticians. For example, Carey and Rosner (2001)
present a unified approach to regression analysis irregularly timed multivariate
longitudinal data, with particular attention to assessment of the magnitude and
durability of cross-component correlation. Maximum likelihood estimators are pre-
sented for subject-specific regression parameters and correlation functions. Finite
sample performance is assessed through simulation studies.
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Generalized Estimating Equations (GEE), the prime subject in my thesis, are tra-
ditionally presented as an extension to the standard array of Generalized Linear
Models (GLM) as initially constructed byWedderburn and Nelder in the mid-1970s.
The notation of GEE was first introduced in Liang and Zeger (1986)’s milestone
paper for handling correlated and clustered data. They proposed an extension
of generalized linear model to the analysis of longitudinal data. It’s proven that
the generalized estimating equations can give consistent estimates of the regression
parameters and of their variance under mild assumptions about the time depen-
dence. Asymptotic theory is presented for the general class of estimators. Specific
cases with different correlation structures are also discussed. In their follow-up pa-
per on GEE, Zeger and Liang (1998) specified the subject-specific (SS-GEE) and
population-averaged (PA-GEE) models to fit both discrete and continuous out-
comes. When the subject-specific parameters are assumed to follow a Gaussian
distribution, simple relationship between the PA and SS parameters can be ob-
tained. In addition to the research area in algorithm of GEE, other aspects such
as hypothesis testing in GEE are also considered. For example, Rotnitzky and
Jewell (1990) proposed the hypothesis testing method for regression parameters in
GEE. In their paper, generalized and “working” Wald and score tests for regres-
sion coefficients in GEE are proposed, and their asymptotic distribution examined.
The asymptotic distribution of the naive likelihood ratio test, or deviance differ-
ence, is presented. Finally, the adequacy of particular choice of working correlation
structure was considered.
The method of GEE for regression modeling of clustered outcomes allows for spec-
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ification of a “working” correlation matrix that is intend to approximate the true
correlation of the observations. Fitzmaurice (1995) highlighted a circumstance
where assuming independence can lead to substantial losses of efficiency. Esti-
mators of the logistic regression parameters in models for multivariate binary re-
sponses are considered. He showed that the degree of efficiency depends on both
the strength of the correlation between the responses and the covariate design.
Mancl & al. (1996) derive general expressions for the asymptotical relative ef-
ficiency of GEE and GLS estimators under nested correlation structures. Their
results show that efficiency is very sensitive to the between- and within-cluster
variation of the covariates. Simulation results show that efficiency losses for simple
working correlation matrices, such as independence, can be large even for small to
moderate correlation and sample sizes. Hall (1998;2001) also makes some investiga-
tion on GEE-based regression estimators under first moment misspecification. He
described the relationship between the extended generalized estimation equations
(EGEE) of Hall & Severini (2001) and various similar methods. They proposed
an extended quasi-likelihood approach for the clustered data case and explored
the restricted maximum likelihood-like versions of the EGEEs and extended quasi-
likelihood estimating equations. Finally, simulation results comparing the various
estimators in terms of mean square error (MSE) of estimation based on misspecifi-
cation of working correlation are presented. Koreisha and Fang (2001) investigate
the properties of estimated GLS (Generalized Least Square) procedures when the
structure of covariance matrix is incorrectly specified and the parameters are inef-
ficiently estimated. They compared the finite-sample efficiencies of OLS (Ordinary
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Least Square), GLS and incorrect GLS (IGLS) estimators. Some theorems estab-
lishing theoretical efficiency bounds are proved, and finite sample performance of
the estimators are also evaluated by an exhaustive simulation study.
More recently, Wang and Carey (2003) investigate the asymptotic relative efficiency
(ARE) of the GEE for the mean parameters when the correlation parameters are
estimated by various methods. They show that the choice of estimation method for
correlation matrix element does affect the estimation efficiency, and different esti-
mation method of α, the correlation parameter vector, will give different asymptotic
limiting values. Explicit expressions for αˆ’s asymptotic limit are obtained under
various correlation structures. Analytical and numerical studies of realistic setup
show that the choice of working correlation matrix can also substantially impact
regression estimator efficiency. Protection against avoidable loss of efficiency asso-
ciated with covariance misspecification is obtained when a “Gaussian estimation”
pseudo likelihood procedure is used with an AR(1) structure. For readres who are
interested in implications of misspecification, estimation and covariate design in
GEE method, this paper can be a very good reference.
Now we have obtained some basic ideas about GEE, in chapter 3, we will introduce
the estimation method of GLM & GEE; the details of estimation methods of α,
the correlation parameter, are also given in next chapter; analytical results of





In this section, we consider the estimator of β under the assumption of indepen-
dence correlation. We denote the estimator as βˆI , under the independence corre-






A−1i (Yi − µi) = 0 (3.1)
where µi is the mean of Yi, Yi = (yi1, yi2, · · · , yini) is the ni × 1 vector of outcome
values and Ai = diag(µi1, µi2, · · · , µini) is the “working” variance function. The
estimator βˆI is defined as the solution of (3.1).
Liang and Zeger (1986) had shown that βˆI is
√
K-consistent and asymptotically
multivariate Gaussian as K −→ ∞ and VI , the variance-covariance matrix of βˆI ,





























, V˜i is the “true” variance-covariance matrix of Yi.
The principle disadvantage of βˆI is that it may not have high efficiency in cases
where the correlation is large. In next section we will present the estimators with
higher efficiency under large correlation conditions: the GEE estimator.
3.2 GEE Approach






V −1i (α)(Yi − µi) = 0 (3.2)




i , Ri(α) is the “working” correlation
matrix, Ai = diag(µi1, µi2, · · · , µini) is the “working” variance function. Liang and
Zeger (1986) show the following properties of the GEE estimator βˆG, which is






K(βˆG − β) is asymptotically multivariate Gaussian with zero mean and



























, V˜i is the “true” variance-covariance matrix of Yi, Vi is the “work-
ing” variance-covariance of Yi. It’s easy to see that the dispersion parameter φ can
be ignored in both the GLM and GEE method when we estimate β, so we can just




i and the “true” variance




i , here “∼” is used to distinguish the “true” structure of
the data from the “working” variance-covariance structure used in the estimation
equations and ρ is the true correlation parameter.
Note that we can also use the empirical or so-called “sandwich” variance estimator
to replace VG. The “sandwich” estimator is obtained by replacing α, β, φ with their
estimates, and replacing V˜i with (Yi − µˆi)(Yi − µˆi)T .
3.3 Estimation of Correlation Parameters
In GEE method, different estimation method of α, the correlation parameter, can
gain different efficiency on estimation of the correlation parameters. Here we in-
troduce three estimation methods of α: Moment method, Gaussian method and
Quasi least square method.
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3.3.1 Moment Method (MOM)




















where µi and Ai are the mean and diagonal variance function as defined in gen-










Liang and Zeger (1986) also give their specified moment like method, they estimate









ni and p is number of parameters, ²ˆ is the Pearson residual as before.
Specific estimators are given in their paper, for example: for the exchangeable












ni(ni − 1)− p







N − p .
Ordinarily, the MOM method can give us an explicit presentation for the estimator
of α through solving equation (3.3). The estimators of α for AR(1), EXC, m-
dependent working correlation matrix are listed in Table 3.1.
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Table 3.1 The structures of the working correlation and the estimator of α using
MOM method. (SAS 6.12 Tech Report)
Working Correlation Structure Estimator
Autoregressive AR(1)















1 t = 0
















1 j = k












The Gaussian method obtains estimator of α and φ by minimizing the minus twice
of a Gaussian log likelihood, which has the form
N log 2pi −
N∑
i=1
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where ²i is the standardized residual and Ri(α) is the working correlation matrix for
subject i. Ordinarily we can not always get an explicit formula for the estimator by
using derivative method and etc, but we can use some numerical approximation to
give a good estimation of α and φ. The resulting estimators are unbiased even ²ˆmay
not have a Gaussian distribution. Wang and Carey (2003) give the limiting values
of αˆ from the Gaussian method under different working correlation specifications
and the asymptotic results are useful to the evaluation of estimation efficiency when
correlation structure is misspecified.
3.3.3 Quasi Least Squares Method
Chaganty (1997) gives a new estimation method of α, which is called quasi-least-
square method and it’s not sensible for the working correlation. The estimating








This method has smaller mean square error of β when the correlation is small
or moderate compared with the ad hoc methods proposed by Shults & Chaganty
(1998), but it can produce biased estimator of α even when the correlation struc-
ture is correctly specified(Chaganty & Shults, 1999), so they proposed a modified
method to give consistent estimators of correlation parameters. The bias-corrected






where Pˆij is the value of
∂Ri(α)
∂α
evaluated at αˆQLS , the biased quasi-least-square
estimator. Denote the bias-corrected estimation of the above modified quasi-least-
square method by αˆQLS1, since E{Trace(
K∑
i=1
PˆijRi(α))} = 0, therefore αˆQLS1 is
consistent for AR(1) and EXC correlation structue and we have the following re-
sults:
For AR(1) working model and a balanced design, the observation times for each

























2α −1− α2 0 · · · 0
−1− α2 4α . . . . . . ...
0
. . . . . . . . . 0
...
. . . . . . 4α −1− α2
0 · · · 0 −1− α2 2α

fit αQLS into the above matrix, we can get Pˆij’s value, then it’s easy to obtain the




PˆijRi(α)) = 2(n− 1)K(1− bK
aK
α) = 0
















For EXC working model, αˆQLS =
√
d− 1√







j=1(²ij − ²¯)2/(n− 1)
and ²¯ is the sample mean of ²i, following the steps like what we have done in AR(1)
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model, we can also obtain the consistent estimator for exchangeable working model:
αˆQLS1 =










3.4 Asymptotic Relative Efficiency
In GEE method, if we take Vi as the “working” matrix as before, the best or
“optimal” estimate of β is obtained when Vi = V˜i, that is, the “working” variance-
covariance structure is consistent with the “true” variance-covariance structure of

























































the asymptotic relative efficiency (ARE) is then defined as the ratio of the diagonal
elements in “optimal” estimation variance and the “working” estimation variance,
that is, the numerator of ARE is the diagonal elements in Vopt, the denominator is
the diagonal elements in VG or VI .
Following Wang & Carey (2003)’s method, the asymptotic relative efficiency of
GEE over GLM when both working correlation and variance function are correctly
CHAPTER 3. ESTIMATION METHODS 27
specified can be obtained. For example: for a balanced design with constant vari-
ance and identity link function: µij = β0+ β1xij, where i = 1, · · · , K, j = 1, · · · , n,
suppose the covariate vector from subject i, (xi1, xi2, · · · , xin) has a correlation
matrix of exchangeable form with correlation parameter δx. Let the true corre-
lation matrix be R˜i = (ρij) and its inverse be R˜
−1
i = (γij), denote the elements
of the inverse “working” correlation matrix R−1i (α) by sij, and the elements of
R−1i (α)R˜iR
−1
i (α) by wij. When the true model has the same correlation and vari-
ance function as the working model, we have sij = γij = wij, the estimation for β0
































From the above results, we can obtain the asymptotic relative efficiency of GEE
over GLM when correlation does exist and is correctly specified, the ARE is defined
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For AR(1) correlation structure,




1 −ρ 0 · · · 0
−ρ 1 + ρ2 . . . . . . ...
0
. . . . . . . . . 0
...
. . . . . . 1 + ρ2 −ρ




((n− 2)ρ2 + 2(1− n)ρ+ n)(n+ nρ− 2∑ni=1 ρi) and
ARE(β1) =
n2(1− ρ2)(1− ρ)
((n− 2)ρ2 + 2(1− n)ρδx + n)(n+ nρ− 2δx∑ni=1 ρi) .
For EXC correlation structure,
R˜−1i = (γij) =
1
(1− ρ)(1− ρ+ nρ)

1− 2ρ+ nρ −ρ · · · −ρ
−ρ . . . . . . ...
...
. . . . . . −ρ
−ρ · · · −ρ 1− 2ρ+ nρ

we haveARE(β0) = 1 andARE(β1) =
(1− ρ)(1− ρ+ nρ)
(1 + (n− 1)ρδx)(1 + (n− 2)ρ+ (1− n)ρδx) .
When the working correlation or the variance function is inconsistent with the























= {E(DT1 V˜ −11 D1)}−1























































= {E(DT1 A−11 D1)}−1E(DT1 A−11 V˜1A−11 D1){E(DT1 A−11 DT1 )}−1



















































= {E(DT1 V −11 D1)}−1E(DT1 V −11 V˜1V −11 D1){E(DT1 V −11 D1)}−1
= {E(XT1 V −11 X1)}−1E(XT1 V −11 V˜1V −11 X1){E(XT1 V −11 X1)}−1
Note that the last “=” in each of the three results is only applicable to the identity
link model. Using the above analytical results, we can obtain the asymptotic
relative efficiency through the diagonal elements in Vopt, VG and VI .
Next, we give a simple example to illustrate how to use the above analytical result.
Example 3.1 ARE when variance function is misspecified.
Suppose we have two kinds of diagonal variance function: Ai = diag(µi) and Ai =
In, let observation times n = 3 and the covariates (xi1, xi2, xi3) are independently
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uniformly distributed in (0,1), (1,2), (2,3) respectively, let β = (0, 1) and we assume
that the correlation parameter is correctly specified, that is: α = ρ. Also we
assume the true data has constant diagonal variance function A˜i = In and AR(1)
correlation structure, but we use the wrong diagonal variance function in estimation
procedure, that is: the “working” diagonal variance function is Ai = diag(µi), then
we can obtain the asymptotic relative efficiency (ARE) for different values of ρ,
details of the computation are listed in appendix. The ARE results are summarized
in Figure 3.1, We can see that the misspecification in variance function does affect
the estimation efficiency and better estimation is obtained when we choose the
correct variance function
Figure 3.1 ARE with misspecified variance function for AR(1) model.































By now, we have obtained some ideas about the asymptotic properties of the GEE
method, we can see that carefully choice of the working correlation structure and
the variance function can improve the estimation efficiency. Asymptotic results
about the estimation efficiency are derived in this chapter, we can evaluate the
CHAPTER 3. ESTIMATION METHODS 31
performance of GEE method under different “mis-specification” conditions based
on these results. Having observed the performance of mis-specification in GEE
under large sample conditions, in next chapter, effects of mis-specification in GEE
for finite sample size data are investigated, simulation studies are carried out to
see whether discrepancy exists between the asymptotical properties and the finite
sample size performance in GEE method.
Chapter 4
Implication of Misspecification
In GEE approach, the effect of misspecification in various conditions is still needed
to be tested. Here the misspecification has three meanings: (i) the wrong choice of
the correlation structure, for instance, you may use compound symmetry (EXC)
structure for Ri(α) when the true correlation structure is autoregressive (AR(1));
(ii) the wrong choice of variance function, i.e.: you may treat the data with constant
variance while the true data is heterogeneous; the (iii) the discrepancy between the
different estimation method of α, for example, you may observe some discrepancy
between the moment method and the gaussian method on the estimation efficiency
of α. All these misspecifications may affect the estimation efficiency of the regres-
sion parameter.
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4.1 Simulation Setup and Fitting Algorithm
As we know, the data in Generalized Linear Model are all considered independent,
but in Generalized Estimation Equation approach, all the data sets are thought
to have correlations for the same individual, obviously this is a more general and
applicable assumption, many repeated measurements in clinical trials are related
to each other, for example, the daily blood pressure of the same patient in a fixed
period of time always has some trend to follow, we cannot just simply assume
that they are all independent. For the above reason, we must consider correlation
structure and variance in our data set. In my simulation studies, three types of
correlation structure are used, they are: AR(1), MA(1), and EXC; two types of
diagonal variance function are used, they are: Ai = diag(µi) (Poisson) or Ai = In
(Gaussian), and the model is a balanced identity link model:
yij = β0 + β1xij + ²ij, i = 1, · · · , K j = 1, · · · , n
We generate the data with different variance & correlation combinations by the
following steps:
Firstly, we randomly generate K sets of covariates xi, each has n observations and
they are uniformly distributed in (0, 1), (1, 2), · · · , (n− 1, n).
Secondly, we define the link function as in Generalized Linear Model, here we use
the identity link function µij = β0 + β1xij.
Finally, we incorporate the correlation structure and variance function. By now,
the parameters K,n, β are all user-defined, that is, they are given in advance to ob-
serve the effect of misspecification under different correlation structure & variance
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specifications. To incorporate the correlation structure & variance function, let
²i = A˜
1/2
i LΦi, where Φi is identically independently distributed as N(0, In×n) and L
is the Choleski decomposition of true correlation matrix R˜i(ρ), that is R˜i(ρ) = LL
T ;
A˜i is the “true” diagonal variance function, it can be Gaussian (A˜i = In) or Poisson
(A˜i = diag(µi)), then we have:
V ar(yi) = V ar(µi + ²i) = V ar(A˜
1/2




Now yi = (yi1, · · · , yin) is incorporated with user specified correlation structure &
variance function and the data is suitable for GEE estimations.
The following is the fitting algorithm used in GEE method (the Newton-Raphson
iteration approach):
• Obtain an initial estimate of β, using the generalized linear model assuming
independence.
• Compute the working correlation Ri(α) based on the standardized residuals
and the assumed structure of R˜i(ρ).
• Compute an estimate of the covariance: Vi(α) = A1/2i Ri(α)A1/2i .
• Update β:













V −1i (α)(yi − µi)]
• Iterate until β converges. For example, stop iteration when |βr+1 − βr| ≤
10−20.
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One thing need to be noticed is that the correlation matrix R˜i(α) should be positive
definite to guarantee the convergence of the algorithm. For example, in the MA(1)
correlation structure, the eigenvalues of the correlation matrix R˜i(ρ) are given by
λk(ρ) = 1 + 2ρ cos (kpi/(n+ 1)), 1 ≤ k ≤ n
so we have R˜i(ρ) is positive definite ⇔











) ' (−0.577, 0.577), data with correlation parameter’s
value out of this range does not exist; for exchangeable correlation structure,
|R˜i(ρ)| = (1 − ρ)n−1{1 + (n − 1)ρ} so for n = 5, ρ > −0.25 to guarantee positive
definite; while for AR(1) correlation structure, |R˜i(ρ)| = (1− ρ2)n−1, non-positive
definite problem does not exist. In my simulation, to avoid singularity and neg-
ative definite problems, we use ρ ∈ (−1, 1) for AR(1), ρ ∈ (0, 1) for EXC and
ρ ∈ (−0.5, 0.5) for MA(1) correlation structure.
4.2 Numerical Results
Firstly, we compare the estimation efficiency of different estimation method of α:
Gaussian Method and Moment method. In all the simulations, the sample sizeK =
50, simulation times S = 10, observation times n = 5, β = (β0, β1) = (5, 10). Mean
square error (MSE) is used as the standard to evaluate the estimation efficiency.
Simulation results are summarized in Figure 4.1 to Figure 4.3.
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Figure 4.1 MSE(α) plot for different estimation methods of α and specifica-
tion in variance function,
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Figure 4.2 MSE(β0) for different estimation methods of α and specification
in variance function.
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CHAPTER 4. IMPLICATION OF MISSPECIFICATION 38
Figure 4.3 MSE(β1) for different estimation methods of α and specification
in variance function.
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On the estimation efficiency of α, the correlation parameter, we can see that the
Moment method gets more accurate estimation than the Gaussian method under
finite sample size conditions whatever the “true” data is homogeneous or heteroge-
neous. In addition, whether or not you choose the right variance function seems do
not affect the estimation efficiency of the correlation parameter, for we can see that
the MSE value of α does not change too much even when the variance function is
misspecified.
While when we focus our attentions on the estimation efficiency of β, the regression
parameters, we find that the Gaussian method and Moment method show some
similarities. The two estimation method of α gain nearly the same efficiency on
the estimation of the regression parameters. For data set with different variance
function, we can see that the accuracy of the estimation for homogeneous (constant
variance) data does not count too much on the correct choice of the “working” vari-
ance function; but for heterogeneous data, things are different, if you misspecified
the variance function, efficiency loss occurs and the loss is especially significant
when the “true” data has large negative correlation values.
Secondly, we investigate the performance of mis-specification in correlation struc-
ture and variance function, simulation setup is the same as before, note that for






V −1i (α)(Yi − µi) = 0 (4.1)
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where XTi =
 1 · · · 1
xi1 · · · xin
, Vi(α) = A1/2i Ri(α)A1/2i and Ai is the “working”
variance function, Ri(α) is the “working” correlation matrix, in our simulation we
assume that we have got the true correlation parameter (αˆ = ρ) and observe the
estimation efficiency of the regression parameters when the correlation structure or
variance function mis-specifications occur. Note that we use an optimal estimate of
α here to focus on the effect of misspecification in correlation structure and variance
structure, further work should be done on the efficiency of different estimation
method of α. The results are summarized in Figure 4.4 to Figure 4.7.
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Figure 4.4 MSE(β) for different “working” correlation specifications, variance
function is correctly chosen as Gaussian (A˜i = Ai = In)
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Figure 4.5 MSE(β) for different “working” correlation specifications, variance
function is correctly chosen as Poisson (A˜i = Ai = diag(µi))
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Figure 4.6 MSE(β) for different “working” correlation specifications, variance
function is mis-specified (A˜i = In, Ai = diag(µi))
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Figure 4.7 MSE(β) for different “working” correlation specifications, variance
function is mis-specified (A˜i = diag(µi), Ai = In)
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On the effect of mis-specification in correlation structure and variance function, we
can see discrepancy exists between different “working” correlation specifications.
For a balanced data set with finite sample size, AR(1) and EXC “working” correla-
tion specification show some similarities on estimation efficiency, while for MA(1)
“working” correlation specification, the result is inconsistent with our expectation.
Ordinarily, we expect loss in estimation efficiency when mis-specification in corre-
lation structure or variance function occurs. We can see that it’s true for AR(1)
and EXC “working” correlation specification, estimation efficiency can always be
improved by choose the “optimal” correlation structure (R˜i(ρ) = Ri(α)), even if
mis-specification in variance function exists (A˜i 6= Ai), we can still improve estima-
tion efficiency through careful choice of the “working” correlation structure; but
for data with MA(1) “true” correlation structure, mis-specification in “working”
correlation structure can even improve the efficiency especially when the correla-
tion parameter’s value is near the singularity point (±0.577 for data with MA(1)
correlation). We should be careful in choosing MA(1) as the “working” correlation
for balanced longitudinal data set.




is used to evaluate the efficiency gain, where βˆG
is estimator from GEE method, βˆI is estimator from independent correlation as-
sumption. Various mis-specification conditions are considered, simulation results
are summarized in Figure 4.8 to Figure 4.11.




for different “working” correlation specifications, vari-
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for different “working” correlation specifications, vari-
ance function is correctly chosen as Poisson (A˜i = Ai = diag(µi))
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for different “working” correlation specifications, vari-
ance function is mis-specified (A˜i = In, Ai = diag(µi))
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for different “working” correlation specifications, vari-
ance function is mis-specified (A˜i = diag(µi), Ai = In)
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From the simulation results, we can see that AR(1) and EXC “working” corre-
lation specification show similarity again. Their priority over MA(1) “working”
correlation specification on balanced longitudinal data is easy to see in the graph.
Liang and Zeger (1986) had shown that GEE method is asymptotically more ef-
ficient than GLM method especially when the large correlation value exists, i.e.
ρ = 0.7; but for small finite sample size data, the efficiency of GEE over GLM is




should be on or under the solid horizonal line (line with y axis
value equals 1), but for AR(1) and EXC “working” correlation specifications, the
performance of GEE does not show too much difference from the independence
correlation assumption; when the data has MA(1) correlation with ρ’s value near
the singularity point, choosing MA(1) as “working” correlation structure can even
worse the estimation result and things do not change much even if you choose the
correct variance function.
4.3 Conclusion & Discussions
By now, we have investigated all the three factors that may affect the performance
of GEE method, they are: (i) the choice of estimation method of α, the correlation
parameter; (ii) the choice of “working” correlation structure Ri(α); (iii) the choice
of “working” diagonal variance function Ai. All the three choices play a important
role in GEE method. While some orders exist among the three estimation specifi-
cations. Based on my study, the most important choice is the “working” correlation
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structure, the asymptotic performance of GEE is always better than GLM as long
as you choose the “optimal” correlation & variance (R˜i(ρ) = Ri(α), A˜i = Ai) and
mis-specification does lower the estimation efficiency; but for finite sample size data,
choosing the correct correlation structure does not necessarily mean that you will
get a good estimation result, for example: mis-specification in working correlation
structure can improve the estimation efficiency for MA(1) data especially when the
“true” correlation parameter is near the singularity value, even GLM method with
independent correlation assumption can outperform MA(1) “working” correlation
for large values of the correlation parameter. For balanced longitudinal data with
AR(1) and EXC correlation structure, GEE method performs well when you choose
the correct correlation structure, estimation efficiency can still be improved by cor-
rect specification in correlation structure even there is mis-specification in variance
function, so we can see that carefully choice in “working” correlation structure is
very important. Having made a good choice in “working” correlation structure,
the next thing is to make a correct choice of variance function and try to find a
good estimation of the correlation parameter. In my simulation studies, two kinds
of estimation method for correlation parameter are compared: Gaussian method
and Moment method. Although there’s some difference on the estimation efficiency
of correlation parameter, the two method produce nearly the same estimation on
regression parameters (the β which we ordinarily pay more attention to). In ad-
dition, estimation efficiency can be further improved by correct choice in variance
function, this phenomenon is especially significant for heterogeneous data. All in
all, “working” correlation structure & variance function plus the estimation method
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of α, all the three factors contribute to the estimation efficiency of GEE method,
we should be very careful in the specification of these three factors when we use
Generalized Estimation Equation method.
In my studies, only balanced longitudinal data set and some limited specifications
in correlation & variance structures are considered, the asymptotic and finite sam-
ple size performance of GEE are still need to be investigated for more diversified
conditions. Note also that the simulation times in my study is relatively small, but
after several times of simulation, the trend shown in the simulation result is the
same, so the result can be trusted for finite sample size data. Further study should
focus on the following areas: (i) performance of GEE on unbalanced longitudinal
data set; (ii) estimation method on variance function when unknown parameters
exist in the variance function. (iii) comparison of more diversified combinations in
“working” correlation structure & variance function plus various estimation method
of the correlation parameters.
Chapter 5
Application to Cow Data
In this section, we will use some real data set to illustrate the use of GEE method.
The famous Kenward’s cow data are used in application to investigate the effect of
mis-specification in GEE method, various mis-specification conditions will be com-
pared. We will try to find an optimal correlation structure and variance function
to be used in Generalized Estimating Equation method for this data set. Before
we investigate the effect of mis-specification, some knowledge about the data set
should be obtained. Therefore, we will give a brief introduction to the cow data
set first.
5.1 The Cow Data
Kenward (1987)’s cow data had been used by many authors in their research works,
the data set is based on the experiment on the control of intestinal parasites in cat-
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tle. From spring to autumn, which is cattle’s grazing season, cattle can ingest
roundworm larvae. The larvae have developed from eggs previously deposited on
the pasture in the faeces of infected cattle. The cattle will be deprived of nutrients
and its resistance to other disease be lowered if it’s infected, and the growth rate
of cattle will decrease. So some treatments should be taken and the effects of the
treatments are need to be tested. In an experiment to compare two treatments,
says A and B, for controlling the disease, 60 cattle are randomly assigned to the
two treatment groups with equal size. The cattle were put out to pasture at the
start of the grazing season, the members of each group received only one treatment.
The weight of each cattle was recorded at two-weekly intervals for 10 times and
the final measurement was made at a one-week interval. Kenward (1987) made a
profile analysis to find whether there is a difference between treatment A and B in
the growth of the cattle, he proposed an adjusted t test statistic for identification
of the difference between the two treatment methods. We will use this balanced
longitudinal data set to investigate the effect of mis-specification in working corre-
lation structures and the variance functions. Through the comparison of different
working correlation and variance combinations, we can find the optimal specifi-
cation in working correlation and the variance function for the estimation of the
cattle data.
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5.2 Data Analysis
Taking the weight of cattle as the response variable, data plot on different treat-
ments are drawn to observe the data’s distribution.

















































































Treatment A & B (log-scale)
From the figure we can see that the weight for both of the treatment groups shows
strong intro-subject correlation and linear trend over time. The two treatment
group do not show much differences on the increase pattern of weight. The whole
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data set also show strong linear trend over time even when the weight is log-
transformed. Next, we want observe the trend of variance function and get some
prior information about the question that whether the data is heterogeneous or
homogeneous.
Figure 5.2 Variance function plot for the Cattle data. (Sample variance vs.
sample mean)
Plot of variance function for the Cattle Data





















From the above variance plots we can see that the sample variance of weight has
a strong linear relationship with the sample mean of weight, so heterogeneous
assumption (V (yi) = φV (µi)) can be a better choice than taking the weight of
cattle as homogeneous.
Assuming that the weight is affected by the treatment factor and the time factor,
we use the following log link function model to fit the weight response variable, the
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covariates are a treatment group indicator and the time factor:
log(µi) = β0 + β1 · Time + β2 · Trt + β3 · Time ∗ Trt
where µi is mean of yi, which is the weight of the i-th cattle (i = 1, · · · , 60). Trt
is indicator variable associated with the treatment group, Time is number of years
of observation in our analysis:
Trt =

1 if Treatment = A
0 if Treatment = B
the “*” means the interaction effect between time and treatment group factors.
Four types of “working” correlation specification are used: AR(1), MA(1), EXC
and the independence correlation; two types of variance function are used: constant
variance and Poisson (heterogeneous) variance. we can obtain the GEE estimators
under different variance function and working correlation combinations, the results
are summarized in Table 5.1.
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Table 5.1 GEE regression analysis for cattle data.
Working Correlation Parameter Estimate Std.Err p-value
Working variance is Poisson (heterogeneous)
AR(1) Time 0.9929 0.0321 <.0001
Trt 0.0108 0.0115 0.3458
Interaction -0.0051 0.0432 0.9055
EXC Time 1.0752 0.0249 <.0001
Trt 0.0152 0.0123 0.2146
Interaction -0.0458 0.0383 0.2309
MA(1) Time 1.4771 0.1005 <.0001
Trt 0.2736 0.0872 0.0017
Interaction -0.3359 0.1344 0.0124
IND Time 1.0756 0.0249 <.0001
Trt 0.0152 0.0123 0.2135
Interaction -0.0459 0.0383 0.2309
Working variance is Gaussian (homogeneous)
AR(1) Time 0.9633 0.0334 <.0001
Trt 0.0107 0.0116 0.3539
Interaction -0.0046 0.0440 0.9161
EXC Time 1.0496 0.0256 <.0001
Trt 0.0151 0.0125 0.2254
Interaction -0.0458 0.0386 0.2358
MA(1) Time 1.4505 0.0994 <.0001
Trt 0.2991 0.0911 0.0010
Interaction -0.3255 0.1316 0.0134
IND Time 1.0521 0.0256 <.0001
Trt 0.0153 0.0124 0.2181
Interaction -0.0460 0.0386 0.2341
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Based on the regression analysis, we find that the AR(1) and EXC “working” cor-
relation specifications show similarity on the estimation efficiency again, although
their relative small variance compared with MA(1) “working” correlation speci-
fication may be due to the high bias of GEE estimates. However, Mancl & al.
(1996) had shown that the small sample size bias of GEE estimates is small and
simalar using various “working” correlation structures. So we can be confident in
that MA(1) “working” correlation is misspecified and the estimation under this
“working” correlation specification is untrustful; EXC could be a more reasonable
approximation to the true correlation structure of the responses. Note also that
when we mis-specify MA(1) as the “ working” correlation, we will get contradictory
result to AR(1) and EXC on the significance of Time factor and Interaction factor,
both factor became significant when we misspecified correlation structure. In addi-
tion, mis-specification in variance function (we assume Poisson variance function is
a reasonable approximation the the true data) can lower the estimation efficiency
on heterogeneous data and the independence model (GLM) did not show much
differences on the estimation efficiency compared with GEE method with AR(1) or
EXC “working” correlation specification, all these findings are consistent with our
simulation result on finite sample size data. Next, we will take the insignificant
interaction effect out of the model and redo the regression analysis, analysis results
are summarized in Table 5.2
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Table 5.2 GEE regression analysis for cattle data.(No interaction effect)
Working Correlation Parameter Estimate Std.Err p-value
Working variance is Poisson (heterogeneous)
AR(1) Time 0.9903 0.0216 <.0001
Trt 0.0096 0.0137 0.4819
EXC Time 1.0522 0.0194 <.0001
Trt 0.0012 0.0149 0.9358
MA(1) Time 1.3109 0.0718 <.0001
Trt 0.2191 0.0647 0.0007
IND Time 1.0525 0.0194 <.0001
Trt 0.0059 0.0129 0.6506
Working variance is Gaussian (homogeneous)
AR(1) Time 0.9610 0.0220 <.0001
Trt 0.0094 0.0147 0.5212
EXC Time 1.0266 0.0195 <.0001
Trt -0.0024 0.0168 0.8850
MA(1) Time 1.2710 0.0702 <.0001
Trt 0.2326 0.0665 0.0005
IND Time 1.0290 0.0196 <.0001
Trt 0.0052 0.0131 0.6921
From the regression analysis results in Table 5.2, we can see that the AR(1) or EXC
“working” correlation specification is still a better choice than MA(1) “working”
correlation after we take out the insignificant interaction effect. A log link model
with AR(1) or EXC “working” correlation and heterogeneous variance function
specification can fit the response variable well.
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The analysis result shown in this chapter can be a illustration on how to make use
of the specification in “working” correlation & variance function in GEE method to
avoid efficiency loss in estimation. Further works should be done on more diversified
longitudinal data such as data with unbalanced observations and etc..
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Appendix
Details of ARE computation in Example 3.1























xi1 + xi2 + xi3 − xi2ρ
1 + ρ






i3 − 2ρ(xi1xi2 + xi2xi3) + x2i2ρ2
1− ρ2



































































i Xi), since only the ratio
of the diagonal elements are we concerned, therefore we can get the asymptotic
relative efficiency of β:
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