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SUMMARY
This thesis derives and discusses the properties of the auto­
correlation matrix and its relationship to the power spectrum. It 
then considers how this matrix maybe used as an aid in minimising two 
particular problems, that can arise in spectral analysis. The problems 
considered, are those encountered when only a knowledge of certain 
portions of the autocorrelation function can be obtained.
The first problem is that of Ttruncation’, where the latter portion 
of an autocorrelation function is unknown and the second, is a problem 
that can arise when a time series is randomly or sequentially sampled 
and there exists a restriction on the minimum allowable sample time.
In this case the zero lag coefficient is known, then there are a number 
of unknown coefficients, followed by knowledge of the remaining portion 
of the autocorrelation ^unction. In both these situations problems 
can arise in analysing the resulting power spectrum, unless plausible 
estimates can be given to the unknown coefficients.
To aid the first problem this thesis proposes an ’extrapolation 
method' and for the second an 'interpolation method’. Both these methods
yield estimates for the unknown coefficients, ensuring that the known
coefficients retain their original values and that the properties of
the autocorrelation matrix are maintained.
With both estimation methods an allowable range often exists, from 
which a value must be chosen for a particular estimate. The selection 
of this value is discussed together with its physical and theoretical 
effects on the resulting power spectrum.
The reliability of the estimation methods is discussed and results 
are given of applying both methods, to theoretical and experimental 
autocorrelation functions.
iii
Finally the thesis considers the relationship between the auto­
correlation matrix and the power spectrum and investigates the 
possibility of producing spectral estimates, from eigenvalue and eigen­
vector analysis of the autocorrelation matrix.
To my dear wife Sally, for her constant 
encouragement and support throughout the 
preparation of this thesis.
ACKNOWLEDGEMENTS
I would like to express my sincere gratitude to Dr. L.J.S. 
Bradbury for his continual guidance and advice whilst supervising 
my research at the University of Surrey. His encouragement and 
friendship over the past three years is greatly appreciated.
I would also like to thank Dr. M. Caster and Dr. M.E. Davies 
of the National Maritime Institute, Teddington, for introducing me 
to this topic; Mr. A. Tarzi of the University of Surrey for his 
valuable collaboration concerning the matrix analysis involved 
and Dr. N. Toy and Mr. N. Faghih of the University of Surrey for 
many interesting and useful discussions.
Thanks are also due to Mrs. Babs Armstrong, for the typing of
what must have been a difficult manuscript.
Finally I would like to express my gratitude to the Head of
the Department of Mechanical Engineering, Université of Surrey,
for the facilities made available to me.
The financial support for the work reported here was given by 
the Science Research Council.
CONTENTS
SUMMARY
ACKNOWLEDGEMENTS
CONTENTS
INTRODUCTION
SURVEY OF PREVIOUS WORK
THE AUTOCORRELATION MATRIX
3.1 The Autocorrelation Function Theorem
3.2 The Autocorrelation Matrix and the
Associated Power Spectrum
3.3 Determinant of the Autocorrelation Matrix
3.4 Summary
EXTRAPOLATION OF AUTOCORRELATION FUNCTIONS 
USING THE AUTOCORRELATION MATRIX
4.1 Use of the Autocorrelation Matrix Properties
4.2 Decomposition of the Autocorrelation Matrix
4.3 The Cholesky Decomposition of the 
Autocorrelation Matrix
4.4 The Allowable Range for Extrapolation
4.5 The Cholesky Decomposition
4.5.1 White noise addition as a method to 
overcome singularity problems
4.6 An Extrapolation Program based on the
Cholesky Decomposition
4.6.1 Computational theory
4.7 Some Extrapolation Results
4.8 Discussion
FURTHER PROPERTIES OF THE AUTOCORRELATION MATRIX
5.1 Properties Related to Extrapolation
5.1.1 Implied inversion of the Toeplitz matrix
5.1.2 Forward elimination of the Toeplitz matrix
5.2 Summary
vii
6 . EXTRAPOLATING AUTOCORRELATION FUNCTIONS 64
6.1 Extrapolation Theory 64
6.1.1 The positive definite matrix 64
6.1.2 The singular matrix 67
6.1.3 The negative matrix 70
6.2 Selection of an Estimate 71
6.3 Derivative of the Determinant of the 72
Autocorrelation Matrix
6.3.1 Extrapolation and the maximum 72
determinant
6.4 The Extrapolation Program 76
6.4.1 Program details 79
6.5 Results of Extrapolating Truncated 81
Autocorrelation Functions
6.5.1 Extrapolation of singular matrices 82
6.5.2 Extrapolation of positive definite 83
matrices, (mid-point as estimate)
6.5.3 Extrapolation of positive definite 89
matrices, (limit as estimate)
6.6 A discussion on the Extrapolation Results 93
6.7 Extrapolation of Autocorrelation Functions 95
containing Simulated Random Scatter
6.8 Summary 102
7. ESTIMATION OF INITIAL AUTOCORRELATION COEFFICIENTS 104
7.1 The Autocorrelation Matrix 105
7.2 Discussion of the Problem and Solution 106
7.2.1 The allowable range 106
7.2.2 Selecting an estimate 107
7.2.3 Solving the problem 110
7.3 The Interpolation Program 111
7.4 Some Interesting Results 114
7.5 Summary 117
8. A DISCUSSION ON THE ESTIMATION OF UNKNOWN 119
AUTOCORRELATION COEFFICIENTS
8.1 The Estimation of Unknown Coefficients 119
8.2 Further Theory of Estimating Coefficients 121
8.3 Reliability of Estimated Coefficients 123
8.4 Summary 128
viii
9. EXAMPLES OF APPLYING THE ESTIMATION METHODS TO 130 
AUTOCORPxJ T AT ION FUNCTIONS OBTAINED FROM EXPERIMENTAL
DATA
10. SPECTRAL ESTIMATION FROM EIGENVALUE AND EIGENVECTOR • 135
ANALYSIS OF THE AUTOCORRELATION MATRIX
10.1 Theory 135
10.2 General Properties of the Eigenvalues 
Eigenvectors of a Real, Symmetric, 
Non-Negative Definite Matrix
and 137
10.3 Some Interesting Results 138
10.3.1 Spectral estimation of a sine wave 138
10.3.2 Spectral estimation of the sum of 
two sine waves
140
10.4 Analysis of Aperiodic Autocorrelation Functions 142
10.5 Conclusions 143
CONCLUSIONS 145
REFERENCES 152
APPENDICES 155
I Extrapolation Program using the 
Cholesky Decomposition
155
II The Fourier Cosine Transform 157
III The Extrapolation Program 159
IV Randon and Sequential Sampling 163
V The Interpolation Program 165
LIST OF FIGURES 171
FIGURES 180
1CHAPTER 1 : INTRODUCTION
The historical development of time series analysis can be traced 
back to two distinct sources, namely communications engineering and 
mathematical statistics. The enormous growth in its use over recent 
years ranging from biology to astrophysics, demonstrates its considerable 
importance as a scientific tool. Its recent introduction into the 
commercial field of marketing indicates a multitude of further applications.
A time series is defined as a time varying quantity, such as velocity, 
temperature. Financial Times share index, heart beat and so on. However 
a fundamental assumption in conventional time series analysis, is that 
any translation of the time origin leaves its statistical properties 
unchanged, when this holds the time series is referred to as T stationary’,
E1ackman & Tukey (1959) . This thesis shall only be concerned with 
stationary time series and therefore the term stationary shall be omitted 
from the text.
In the study of time series it is often required to obtain estimates 
of the autocorrelation function and the normalised power spectral density 
function. In this thesis the physically realisable one-side power 
spectral density function will only be considered and will be referred 
to simply as the spectrum or power spectrum. There are now several methods 
of discretely sampling a time series to allow computation of the auto­
correlation and power spectrum. The more conventional technique is to 
obtain equi-spaced samples of the time series, at a specified sampling 
rate and then compute the autocorrelation and power spectrum from these 
samples. This method is particularly well presented in Blackman &
Tukey (1959) and Bendat & Piersol (1966). Two other techniques have been 
introduced recently, that sample the time series in an irregular manner, 
these are random sampling, Caster & Roberts (1975) and sequential sampling. 
Toy (1978). Both of these techniques are more complex than the more
conventional method, but they have the advantage of being able to avoid
possible aliasing errors,
However with all these methods, there are situations where only a 
partial knowledge of the autocorrelation function can be obtained. Due 
to certain restrictions such as a finite measuring time, the allowable 
computation time or the time series can only be considered stationary 
over a limited time interval; only a finite number of time series samples 
maybe obtained. Bendat & Piersol (1966) have given, as a ’rule of thumb’, 
that the maximum number of computed autocorrelation lag values should be 
less than one tenth the sample size of the time series. Even though this 
rule is flexible and should really be adapted for varying sample sizes, 
Faghih (1978); it can be seen that one may have a certain number of lag 
values that only describe the initial portion of the autocorrelation 
function, with no estimates for the remaining portion.
The same situation can also arise when the autocorrelation is 
obtained directly from a Correlator as only a finite number of possible 
lag values are obtainable.
When this occurs, with only the autocorrelation coefficients 
R(0) -> R(N) being known and the described portion of the function has 
not decayed to zero, the function is referred to as 'truncated’. The 
estimation of a power spectrum, using the Fourier cosine transform of the 
autocorrelation function, as defined by Wiener (1949), is a well known 
problem when the function is truncated, Blackman & Tukey (1959).
A more recent problem that has been encountered is not being able 
to obtain estimates for the initial autocorrelation coefficients, with 
the exception of R(0). This particular problem is sometimes encountered 
when the time series is randomly or sequentially sampled and there exists 
a restriction on the minimum sample time. This has been discussed by 
Caster & Bradbury (1976) for random sampling and Toy (1978) for sequential 
sampling.
3This is a non-trivial problem as spectral estimates, using the
Fourier cosine transform of the autocorrelation, cannot be obtained until
plausible values are assigned to the missing coefficients.
This thesis considers these problems and suggests methods of 
estimating the unknown autocorrelation coefficients. For the truncated 
functions the method will be referred to as ’extrapolation’ and for the 
situation where initial coefficients are missing the method will be 
referred to as ’interpolation'. The methods proposed are based on the 
properties of the autocorrelation matrix, which is of Toeplitz form, 
defined by Widom (1965) and was first introduced to engineers by Levinson 
in his explanatory appendix contained in Wiener (1949).
The truncation problem has been considered by many people, who have
r.dinly used weighting functions, statistical methods or curve fitting, 
to overcome the difficulties that arise. However this thesis examines 
a method of extrapolating the truncated function, in order to minimise 
this problem, based on the theoretical properties that arise from 
expressing the autocorrelation function in matrix form.
The extrapolation method and selection of an estimate proposed in 
this thesis is found to be equivalent to Maximum Entropy Spectral 
Analysis, introduced by Burg (1967), but little reference is made to 
this, as the extrapolation method has been approached solely from the 
theoretical properties of the autocorrelation matrix and its associated 
power spectrum, rather than including statistics and information theory.
It is noticeable that although maximum entropy spectra appear in 
a number of papers, eg: Burg (1967), Barnard (1969), Lacoss (1971) and 
Ulrych (1972), very few results are shown regarding the 'effective' 
extrapolation that has taken place on the autocorrelation. Jenkins & 
Watts (1968) have stated that the autocorrelation function is regarded 
as an invaluable intermediate stage in spectral analysis.
4The extrapolation method proposed in this thesis is based upon 
extrapolating the truncated autocorrelation function and then taking the 
Fourier cosine transform to obtain the power spectrum. It is hoped that 
the results showing the extrapolation of certain functions and their 
resulting spectra will encourage use of this method in practice.
The problem of initial coefficients being unknown is not as common 
as truncation, but can arise under certain conditions when data is randomly 
or or sequentially sampled. Particular examples of this problem can be 
found in Caster & Bradbury (1976) and Toy (1978). Very little work has 
been undertaken on assigning estimates to these unknown coefficients and 
therefore this thesis proposes a method of estimating these coefficients, 
based on the properties of the autocorrelation matrix.
With both the extrapolation and interpolation methods an allowable 
range often exists from which an estimate must be chosen. This thesis 
discusses the selection of an estimate from this range and attempts to 
attach a physical significance to them.
Furthermore a relationship between the spectral estimates and the 
eigenvalues of the autocorrelation matrix is established and it is believed 
that this allows a physical significance to be placed on the autocorrelation 
matrix as a whole.
Finally it is hoped that this thesis will contribute in a further 
understanding of the autocorrelation matrix and an appreciation of how 
the properties of this matrix may aid spectral analysis. Furthermore the 
matrix theory and computational techniques discussed, may be of use when 
a matrix of Toeplitz form is encountered in other fields of study.
The remaining part of this introductory chapter gives a brief synopsis 
of the contents of this thesis. In total there are eleven chapters which 
are individually outlined below.
5Chapter 1 introduces the thesis. It includes a brief historical 
background to time series analysis and defines a time series, explainiitg 
that only stationary time series will be considered. It explains that 
to study a time series it is often required to examine the autocorrelation 
function and power spectrum; furthermore it introduces two problems that 
maybe encountered, which result in autocorrelation coefficients that 
require estimating. Consequently it introduces two methods, ’extrapolationr 
and 1 interpolation’, that are proposed in this thesis and allow estimates 
to be assigned to missing coefficients. The approach of these methods is 
stated and it is explained that they are based on the properties of the 
autocorrelation matrix.
Chapter 2 provides a survey of previous work that is relevant to 
spectral analysis and the problems being studied. It compares, the results 
of previous works and explains why the particular methods, investigated 
in this thesis, are stuuied.
Chapter 3 introduces the autocorrelation function theorem and shows 
that the autocorrelation coefficients maybe represented as a non-negative 
definite matrix of Toeplitz form. The properties of this matrix are 
discussed together with its relationship to the power spectrum.
Chapter 4 explains how the autocorrelation matrix maybe decomposed 
by the Cholesky decomposition method and hence obtain an allowable estimate 
range for extrapolation estimates. A brief discussion is included on this 
allowable range and a computer program is developed to extrapolate 
trun'cated autocorrelation functions based on the mid-point of this range. 
Results are given using this mid-point extrapolation and several problems 
are discussed that arise from using the Cholesky method.
Chapter 5 examines some properties of the Toeplitz matrix and 
relates them to handling the autocorrelation matrix. It is found that
6a number of quantities that are required for extrapolation can be 
obtained on a recursive basis, ie: from knowledge of a particular quantity 
in the n x n matrix, the same quantity can be obtained for the n + 1 x 
n + 1 matrix.
Chapter 6 establishes an extrapolation method based on the theory 
found in chapter 5. It is found that this theory discards a number of 
the problems found with the Cholesky decomposition. Further discussion 
is made regarding the selection of an estimate from the allowable range.
A computer program is developed, that handles the autocorrelation matrix 
in a more efficient manner than that based on the Cholesky decomposition 
and results are given of extrapolating various theoretical autocorrelation 
functions. These are split into three sections:
Singular matrices, positive definite matrices extended by the mid-point 
estimate and positive definite matrices extended by using the limits of 
the allowable range as estimates.
The implications of these results are discussed and the mid-point of the 
allowable range is chosen for further study. The remaining part of the 
chapter uses this estimate to extrapolate autocorrelation functions 
containing simulated random scatter.
Chapter 7 discusses the problem of unknown initial coefficients, 
with the exception of R(0), in an autocorrelation function. It establishes 
a theoretically allowable range for the estimate of R(l), where this is 
the only unknown coefficient and proposes a particular method of selecting 
the estimate from this range. This is extended to allow a number of 
consecutive coefficients R(l) R(k) to be estimated. This method is 
then applied to theoretical autocorrelation functions, where a number of 
initial coefficients are assumed unknown.
Chapter 8 shows the interpolation and extrapolation methods used 
together to estimate unknown coefficients. In addition it discusses the
reliability of estimates and suggests a test procedure that maybe applied 
to the known coefficients, before extrapolation takes place, so that an 
indication of the reliability of the estimates maybe obtained.
Chapter 9 gives results of applying both estimation methods to 
experimentally obtained autocorrelation functions, that suffer from the 
problems outlined in this thesis.
Chapter 10 considers the possibility of producing spectral estimates 
from eigenvalue and eigenvector analysis of the autocorrelation matrix. 
This chapter is included for completeness, as a relationship between the 
spectral estimates and the eigenvalues was established in chapter 3.
In addition this relationship is used in explaining a further effect of 
the mid-point extrapolation method on the resulting spectrum.
Chapter 11 concludes the thesis by surveying the work studied and 
suggests certain areas in which further research should be undertaken.
In addition references, appendices and figures are presented after 
the conclusions.
8CHAPTER 2 : SURVEY OF PREVIOUS WCR'(
The research reported in this thesis is concerned with the use of 
the autocorrelation matrix in spectral analysis. To aid in an under­
standing of the terms used and the methods by which they are obtained, 
a survey of previous work is given below. This will initially serve as 
an introduction to spectral analysis in general and then will discuss 
how the problems considered in this thesis arise in practice. Further­
more present day methods and approaches to these problems will be discussed 
and an explanation will be given to why the particular methods considered 
in this thesis, were studied as possible aids to minimise these problems.
Consider a time series f(t), with a mean value of zero, that has 
been observed over a period of time T. An estimate for the autocorrelation 
1- tween the values of f(t) at times t and t + x maybe obtained by 
taking the products of the two values, averaging over the observation 
time T and normalising by the signals average square. The resulting 
normalised, time averaged products will approach an exact autocorrelation 
function as T approaches infinity, thus :
R(t) = ¥  v A  f ^  * f(t+x) dt ... 2.1.1
o
T
Lim 1_ f  f(t). f(t) dt 
T-x» T J
o
The quantity R(t) is always a real-valued, even function, with 
a maximum value of unity at x = 0 and maybe either positive or negative.
Therefore : R(x) = R(-t)
and R(0) = 1 > mod R(x) for all x.
For the autocorrelation function from a random time series :
R(x) 0 as x -> 00
The normalised power spectral density function of a time series for 
positive frequencies, referred to as the spectrum or power spectrum in
9this thesis, describes the general frequency composition of the time 
series in terms of the spectral density of its mean square value, normal­
ised by the signals average square. The mean square value of a sample 
time history record, in a frequency range between n and n + An, 
maybe obtained by filtering the sample record with a band-pass filter 
having sharp cut-off characteristics and computing the average of the 
squared output from the filter. This average squared value and the 
average square time series will approach the exact mean values as the 
observation time T approaches infinity. Therefore the power spectrum 
maybe defined as:
T
E(n) = Lim Lim 1 /~f(t, n. An)2 dt
An-K) T-*» (An)T J
Lim 1_ r  f(t)2 dt
T-k o T J 
o
The quantity E(n) is always a real-valued, non-negative function.
From this definition the total area under the spectral curve is 
unity, ie:
J* E(n) dn = 1 = R(0)
o
An important property of the power spectrum is its relationship to 
the autocorrelation function. This states that for a stationary time 
series, the autocorrelation and power spectrum are related by a Fourier 
transform, ie:
00 .
E(n) = 2 J R(t) e"1 7TnT dx
Considering the real part of this transform and as R(x) is an 
even function, gives a Fourier cosine transform relationship:
E(n) = 4 J* R(x) c o s  2wnx dx ... 2.1.3
o
10
and its inverse:
= f  E(nR(t) I ) cos 2ïïnT dn ... 2.1.4
Equations 2.1.1, 2.1.3 and 2.1.4 are required for much of the work 
in this thesis.
In the early days of time series analysis, the autocorrelation 
and power spectrum were obtained by analog measurement techniques, based 
on equations 2 .1.1 and 2.1.2 and in fact for the latter quantity analog 
methods are sometimes used today.
For the analog measurement of the autocorrelation function, equation
2 .1.1 was used in the form:
R ( t ) = f ( t ) . f(f+x)
f(t)
Where the bar represents time averaged products, over the observation 
time T.
The function was normally obtained by recording the signal on magnetic 
tape, varying the lag time between the record and playback and obtaining 
the time averages by electronic instrumentation. This was a long process 
and the lag time resolution was often restricted.
For the analog measurement of power spectra, equation 2.1.2 was used 
in the form:
E(n) - 1
B fT E F
Here f(t, n, B) is that portion of f(t) passed by a narrow band­
pass filter, with a bandwidth of B Hz and a centre frequency of n Hz. 
As the centre frequency is moved by using various filters, a plot of 
power spectrum maybe obtained. The main error involved in this measure­
ment is due to the physical cut-off characteristics of the filter and
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thus B has to be chosen as the effective filter bandwidth. Clearly, 
as higher frequency resolution is required, the filters have to be designed 
to higher tolerances with regards to their effective bandwidth.
Bendat & Piersol (1966) have said ’The efficient and accurate 
analysis of random data by analog procedures involves a good deal of art 
as well as science’. Therefore to obtain reliable estimates of both the 
autocorrelation and power spectrum by these methods, requires under­
standing and experience of the problems and instrumentation involved.
However with the advent of digital computers, the analog methods 
have been replaced by digital techniques and these are commonly used in 
practice today.
The process of ’digitising’ consists of converting continuous data 
into discrete numbers, some of the problems involved are outlined below 
and maybe found in Bendat & Piersol (1966).
Initially the time series has to be sampled and therefore the 
sampling points require defining. For the conventional method of equi- 
spaced sampling, it is important to ensure that there are a sufficient 
number of samples to adequately describe the high frequency information 
in the time series. If the time series is sampled at points too far 
apart, the values obtained can effectively represent a high frequency 
as an apparent low frequency. This problem is termed ’aliasing’ and 
constitutes a source of error which does not occur in the analog techniques.
If the sampling interval is A t then the useful frequency inform­
ation lies in the range 0 -* l/2Ax Hz; if the time series contains 
frequencies higher than 1/2A t H z , these will be folded into the useful 
range and will lead to confusion over the true frequency content of the 
time series.
1/2At = f . is called the cut-off frequency or the Nyquist 
frequency.
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Therefore it is essential that a time series be sampled at equi- 
spaced intervals of:
At = l/2fc>
where f is established as a value greater than the maximum frequency 
present in the time series being studied. This maybe obtained by 
filtering the time series, such that information above a desired cut­
off frequency is no longer contained in the filtered data.
Another problem with digitising a time series is 'quantisation', 
which is the actual conversion of the observed values to numerical form.
The accuracy of this will depend upon how fine a scale is used for the 
conversion. Further details regarding quantisation maybe found in Bendat 
& Piersol (1966).
The conventional digital method of estimating _tn autocorrelation 
function, is to obtain N discrete data samples: fi, fg, f3, • • • > >
at equispaced intervals of A t , from a time series f(t), with zero mean; 
ensuring A t is small enough to avoid aliasing.
From equation 2.1.1 the autocorrelation function maybe estimated as:
N-r 
r I
n=l 11 11 r = 0 , l , 2 ,  . . . L  ... 2.1.5R(rAT) = ÏFr  ^V fn+r
ï \ V £nn=l
Where r is the lag number and L is the maximum lag number required
The individual autocorrelation coefficients are often referred to by 
their lag number R(r), rather than by R(rAr) and this will be adopted 
in this thesis.
Bendat & Piersol (1966) have given as a 'rule of thumb', that the 
maximum allowable lag value (L) should be less than one tenth the sample 
size (N). Even though this rule is flexible and should really be adapted
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for varying sample sizes, Faghih (1978), it can be seen that only a 
certain number of reliable autocorrelation coefficients can be obtained 
for a particular sample size.
The conventional digital approach to obtaining the power spectrum, 
is to use the discrete Fourier cosine transform of the autocorrelation 
estimate given by equation 2.1.5. If the integration is approximated 
by the trapezoidal rule, then equation 2.1.3 gives:
E(n) = 2At
L-l
R(0) + 2  £ R(rAx) cos 2mnrAx + R(LAt) c o s  2mnhAx
r=l
Where n is selected as values lying in the Nyquist frequency
range 0 ->■ f , where f = 1/2At . 
c c
If the maximum known lag value is such that the discrete auto­
correlation function has decayed to zero, then the Fourier cosine transform 
of the autocorrelation will yield good spectral estimates. However if 
the situation arises that the known portion of the autocorrelation has 
not decayed to zero, then the function is termed as ’truncatedf and the 
spectral estimates are found to contain negative lobes and oscillations 
which are not present in the true spectrum. Furthermore the peaks have 
lower magnitudes than their true values and their bahdwidths can be 
considerably broadened.
Consider the following example for the autocorrelation of band 
limited noise:
R(t) = exp(-i)
The power spectrum is given by:
T  -T
E(n) = 4  / e cos 2nnx dx
This gives, E(n) = ____ 4 ... 2.1.6
1 + (2ïïn)2
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However if the maximum known lag time is T, then;
T,
E(n) = 4  / e
~o
which gives, E(n) = __4 l+e"~T (2'irn.sin 2nnr - cos 2irnT) 2.1.7
l+(2iTn)2
Equation 2.1.6 gives the true spectrum, showing that the function
is non-negative, decays smoothly and has a peak value of magnitude 4.
the shape of the spectrum will depend on whether the autocorrelation 
function is truncated at the maximum lag time (T). If this is so 
oscillations will be added to the true spectrum that will lower the peak 
value and lead to TringingT at higher frequencies. It is the effect of 
these oscillations that could lead to false conclusions being drawn from 
the estimated spectrum.
The estimation of spectra from truncated autocorrelation functions 
is a well known problem and has been discussed in detail by Blackmann & 
Tukey (1959). ^
The spectral estimation method given above, effectively assumes that 
the autocorrelation function is zero after the last known lag value. One 
of the earliest approaches to the truncation problem still maintained 
the above assumption, but also applied a weighting function to the known 
coefficients that forced the truncated function to decay smoothly to zero, 
within the maximum lag time. The Fourier cosine transform of this 
resulting function was then taken as the power spectrum, ie;
Where W(x) is the weighting function.
Much research has been undertaken on the properties of various 
weighting functions (time domain) and their corresponding window functions 
(frequency domain). Examples of these functions can be found in Blackman
Whereas equation 2.1.7, which represents the practical case, shows that
%
E(n) = 4 W(t) . R(t) cos 2-rmT dx
'o
& Tukey (1959) and their related computational procedures for spectral 
estimation in Bendat & Piersol (1966).
One of the better known weighting functions is:
H ( t )  = 1/2 (1 + cost t t / T )  , t  < T ,
whose use is called 'banning'.
Hanning is applied by multiplying the known portion of the auto­
correlation function R ( t ) , t  < T , by H ( t )  and the unknown portion
by
H ( t )  = 0  , t  > T 
This yields, on Fourier cosine transformation, a power spectrum:
Tr
E ( n )  = 4 7  H ( t )  . R ( t )  cos 2irnT d x .
The shape of this weighting function is shown below in Diagram 2.1 
H(x)
Diagram 2.1
Other well known weighting functions are the Bartlett and 'hamming', 
examples of the effect of these maybe found in Jenkins & Watts (1968).
In general, these weighting functions reduce the size of the
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oscillations and negative lobes present in spectra obtained from truncated 
autocorrelation functions, but they also cause the magnitude of peaks to 
be underestimated and their frequency bandwidths broadened. This is 
understandable as the weighting function has forced the known portion of 
the autocorrelation to decay at a faster"rate than it should"do.
Even if the Fourier transform or the more recent fast Fourier transform 
is used to compute the spectrum directly from the time series, then these 
problems can still exist and the resulting spectrum is often smoothed 
after computation by one of these window functions, Jenkins & Watts (1968).
Much research has been undertaken to compare the various advantages 
of different weighting functions, but as Burg (1975) has remarked, ’While 
window theory is interesting,it is actually a problem that has been 
artificially induced into the estimation problem by the assumption that 
R(t) = 0 for t > T and by the willingness to change perfectly good 
data by the weighting function*. Furthermore, it is possible for the 
resulting spectrum to be more misleading than that found directly from 
the truncated autocorrelation, without the use of a weighting function.
Recently a method termed Maximum Entropy Spectral Analysis, has 
been introduced by Burg (1967), (1975) as a solution to the truncation ...
problem. This method is based on an intrinsic property of all auto­
correlation matrices, which states that the autocorrelation matrix must 
be non-negative definite. Burg (1967). Furthermore this matrix is found 
to be of Teoplitz form and details of this type of matrix maybe found in 
Grenander & Szegti (1958) and Widom (1965).
The maximum entropy method retains all the known lag values without 
modification and uses a non-zero estimate for the unknown lag values.
This particular estimation principle ensures that the resulting auto­
correlation function maintains the autocorrelation matrix properties and 
that the final spectral estimate must be such that it is consistent with
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the known autocorrelation coefficients and has the maximum entropy as 
understood in information theory. Shannon & Weaver (1949).
Few results have been given regarding the maximum entropy method 
for extrapolating autocorrelation functions and these maybe found in Burg 
(1967) and Veltman, van den Bos et al. (1973). This maybe because Burg 
(1967) has shown that the unknown autocorrelation coefficients maybe 
indirectly estimated and the maximum entropy spectrum obtained directly.
In a way this has led to maximum entropy spectra being produced, without 
showing the effective extrapolation fhat has taken place. Examples of 
these spectra can be seen in Lacoss (1971) and Ulrych (1972); these are 
found to be better spectral estimates than those found by the more 
conventional methods.
Another technique that har been introduced recently is the Maximum 
Likelihood Method for autocorrelation and spectral estimation. For the 
latter, this technique is described in Lacoss (1971). This method does not 
use the properties of the autocorrelation matrix, but instead estimates the 
power that would come through a filter, designed to pass a particular 
frequency undistorted and to reject all other frequency components in an 
optimal manner. Results comparing the Maximum Likelihood Method,
Maximum Entropy Method and the Bartlett window for spectral estimation 
are given in Lacoss (1971), for some exactly known autocorrelation 
functions. These three spectral estimates are compared with the true 
spectrum and it is found that only the maximum entropy method could 
resolve the spectra and give a good approximation to the true spectrum. 
Lacoss also found that the maximum entropy method and maximum likelihood 
method did not appear unduly sensitive to small statistical fluctuations 
of the autocorrelation function used to obtain the spectral estimates. 
Barnard (1969) has also compared the maximum entropy method and maximum 
likelihood method and has noted that only the maximum entropy method is 
consistent with the original autocorrelation function, on inverse trans—
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formation of the spectrum. This is not surprising as Burg (1967) has 
explained that this is one of the constraints used in this particular 
method.
Jenkins & Watts (1968) have given an example of a maximum likelihood 
expression for estimating autocorrelation functions, but they have warned 
that the net result, is that the autocorrelation function obtained would 
not form a non-negative definite matrix and may lead to curious behaviour 
of tne resulting spectrum.
Another method that relates to the extrapolation of truncated auto­
correlation functions has been discussed by Veltman, van den Bos et al. 
(1973), using angular prolate spheriodal wave functions ; this method has 
also been treated theoretically by Abbiss (1977). Veltman, van den Bos 
et al. have described this method as a parameter free procedure and only 
assumes that the time series is bandwidth limited and that this bandwidth 
is known. The complete autocorrelation function is then approximated by 
a series of bandwidth limited terms, the angular prolate spheroidal wave 
functions.
The results found by Veltman, van den Bos et al. (1973) show that a 
reasonable approximation maybe obtained for the known coefficients, this ~ 
being best for the larger number of known values; but the estimates for 
coefficients in the extrapolated region are not so good and if the signal 
bandwidth is not estimated accurately, the approximation clearly diverges 
from the true values in this region. Veltman et al. also explain the 
calculations involved for this method and state that there is an 
appreciable amount of computational time required. They also compare 
this technique with the maximum entropy method for extrapolating certain 
autocorrelation functions arid show that while accurate results were 
obtained over a wide extrapolation interval with the maximum entropy method, 
this was not the case when using the angular prolate spheroidal wave 
functions.
19
Thus a number of methods and techniques have been studied to 
minimise the problems resulting from truncation and it appears that thé 
most encouraging results are obtained from the maximum entropy method, 
based on the properties of the autocorrelation matrix.
So far this survey has only considered data that has been sampled 
using equispaced intervals. Recently two techniques have been introduced 
that sample the time series in an irregular manner, these are random 
sampling. Caster & Roberts (1975) and sequential sampling. Toy (1978).
Both of these techniques are particularly useful when data i;- to be 
discretely sampled and there exists a restriction on the minimum allowable 
sampling interval, AT. With equispaced sampling the maximum obtainable 
cut-off frequency would be:
f = 1/2AT 
c
This would mean tb~t frequencies greater than f would be aliased 
or the time series would have to be filtered so that only frequencies 
below f were passed and therefore restricting spectral analysis.
However random and sequential sampling can be used to obtain an auto­
correlation function with estimates at At apart, where At < AT, with 
the exception of coefficients lying inside the range R(0) -> R(AT).
Thus, although the cut-off frequency has increased to f = 1/2A t , the 
situation has arisen that the zero lag coefficient is known, then there 
are a number of unknown coefficients, followed by knowledge of the 
coefficients describing the remaining portion of the autocorrelation 
function. This problem has been discussed by Caster & Bradbury (1976) 
for random sampling and Toy (1978) for sequential sampling. Further 
details, regarding how this problem arises, maybe found in Appendix IV.
This is a non-trivial problem as spectral estimates cannot be obtained 
by using the Fourier cosine transform of the autocorrelation function, 
until plausible estimates are given to these missing coefficients.
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Caster & Bradbury (1976) have encountered this problem and have 
sketched in these missing coefficients with a smooth line, in such a way 
as to comply with the following constraints:
The line has to cross the ordinate normally at a level higher than the 
maximum modulus of the known part of the autocorrelation function, but 
below that of the signals normalised mean square, R(0). Caster & Bradbury 
have found that the errors in estimating these unknown coefficients are 
reflected in the resulting spectrum and that unacceptable negative areas 
can be apparent in low frequency end of the spectrum.
This thesis therefore considers both the problem of truncation and 
unknown initial coefficients. Considering the results found in previous 
research, the approach to these problems will be such that the known 
autocorrelation coefficients should remain unaltered and that the 
properties of the autocorrelation matrix maintained. Furthermore the 
approach will be to estimate the unknown autocorrelat1rn coefficients, 
then obtain the power spectrum by means of the Fourier cosine transform.
In this way the reader may see the autocorrelation estimates and obtain 
an understanding of their effect on the resulting power spectrum.
The theory and results are given first for the truncation problem 
and these lead to a method for estimating unknown coefficients at the 
beginning of an autocorrelation function.
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CHAP rTJR 3 : THE AUTOCORRELATION MATRIX 
The following chapter introduces the autocorrelation matrix and
general properties of this matrix are introduced, together with its 
relationship to the power spectrum.
3.1 THE AUTOCORRELATION FUNCTION THEOREM
Given a time series f(t), whose mean is zero, the autocovariance 
function is defined as:
T
<J>(t) = him 2  f f (t) . f (t+x) dt 
T-x» T o
and the autocorrelation function as:
T
R(x) = Lim JL f f(t). f (t+x) dt 
T-x» T o
explains how it may be derived from the autocorrelation function. The
T
Lim 1 f f(t). f(t) dt
T-x» T o
This may be written as:
R(x) = f(t). f(t+x)
f(t)2
where the bar represents time averages.
Consider the function F(t) given by:
F(t) = a f (t) + aj_ f (t+x) + a2 f(t+2x)+ . .
= T a f(t+nx) 
u n
n=o
where is an arbitrary coefficient.
T
Now for all values of a .
n
o
F(t) maybe expressed in matrix form:
F(t) = Fa
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where
and a =
a
o
ai
(*2
In jhich case.
J  F2(t) dt = f  a11 F1 F ci dt
xe:
Ft refer to a transpose and
r— t —1 r— ^  —1
F a = [_ a J [ F ]
t
F a
.
T i
J * F2(t) dt = a1 f F1 F dt a  ^ 0 , for ail a.
This is known as a quadratic form, with real symmetric matrix T.
T
Where T = J* F F dt and is non-negative definite, Wilkinson (1965) 
o
Considering the time averaged elements of matrix T ; element i, j 
(row i, col j) :
T^j = f(t+kx). f(t-Hx)
where i,j = 1, 2, 3, . . .
and k = i-1 , Z = j-1
= f (t) . f (t+nx)
where n = i-k = j-i
Normalising the elements of this matrix, by dividing through by
element T . . yields.
ii
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T ij = f(t)» f(t-hiT)
£(t)2
which is an autocorrelation coefficient
j = R(nAx) • • 3.1.1
Therefore the autocorrelation matrix appears as:
R(0) R(l) R(N)
T
R(l)
R(l) R(0)
This matrix is not only square, symmetric and non-negative definite, 
but is also of Toeplitz form. What distinguishes such a matrix is that 
fcdch diagonal has equrl entries, Widom (1965).
3.2 THE AUTOCORRELATION MATRIX AND THE ASSOCIATED POWER SPECTRUM 
The autocorrelation and power spectrum are a Fourier cosine 
transform pair.
The autocorrelation maybe expressed as:
where E(w) is the normalised power spectral density function, which 
shall be referred to simply, as the power spectrum.
Assuming that R(t) ■> 0 as x R(x) from the trapezoidal
rule, maybe expressed as:
o
cos rAwx
. . R(x) = Am T a E(rAoj) cos rAwxl, r
r=o
where = 1 ; r ^ 1
a 2 r = 0r
R(t ) at a particular value of t = pAx is:
00 *
R(pAx) = Aw y ar E(rAw) cos rAw pAx • • • 3.2.1
r=o
ie: R(0) = Aw(5 E (0) cos 0 + E(Aw) cos 0 + E(2Aw) cos 0 + . „ . )
R (Ax) = Aw(5 E(0) cos 0 + E(Aw) cos AwAx + E(2Aw) cos 2AwAx + . . .)
R(2Ax) = Aw(| E(0) cos 0 + E(Aw) cos 2AwAx + E(2Aw) cos 4AwAx + . . .)
Consider a matrix , of Toeplitz form, such that:
3.2.2
From 3.2.1 and 3.2.2 the autocorrelation matrix T maybe formed:
T = Aw Y a E (rAw) T 
L‘ r r
r=o
where E(rAw) is scalar
ie: T = Aw [ |E(0) Tq + E(1)T1 + E(2) T2 + . . . ]
Putting rAw Ax = (j)^ in matrix T^ and knowing that
cos ((j)^) = cos (-<|) ) ; consider an element i, j of T , (row i , col j):
T = 
r
cos 0 cos rAwAx
cos rAwAx cos 0
cos 2rAwAx cos rAwAx
cos 2rAwAx 
cos rAwAx
cos rAwAx 
cos rAwAx cos 0
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.’. maybe represented by:
cos 0 0 0 0 . . . COS 0 cos
*r
COS
ICM
0 cos <{> 0 0 COS 0 cos
*r
COS 2<J>r « • •
0 0 cos 2(f>r 0 COS 0 COS
*r
COS 2<p^  . . .
0 0 0 cos 3*r COS 0 COS ^r
COS 2<i>r . • •
t t i
•xX 1 » I
sin 0 0 0 0 . . . sin 0 sin sin 24)r • • •
0 sin 0 0 sin 0 sin
*r
sin 2<j>r • • •
0 0 sin 2(j>
r
0 sin 0 sin
♦r
sin 2<j)^ . . .
0
_ t
0
î
0
»
sin
t
3*r
sin 
_ »
0 sin
»
sin
f
NJ -©
-
1
Introducing vectors C and S , 
° m m
COS 0 sin 0
COS sin
COS
2*m
and S =
sin
2*m
COS
3*m
m sin
3*m
I i
» ?
» i
and à = thAwAt 
m
maybe expressed as:
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cos 0
COS(j>
T = 
r
cos 2$r
X
-c c-
r
-c t -
r
-c t -
r
X
sin 0
sin#
sin2#
r
\
X
- s  -
- s  -
- s  -
r
t
Consider the orthogonality properties of infinite sines and cosines.
S t S 
r m
= 0
= 0 if r m } = +ve constant (k) if r = m ^ 0
C ^ C = 2(+ve constant)
r m
if r = m = 0
Using the matrix property of eigenvalues and associated eigenvectors,
it can be shown that C and S are eigenvectors of the autocorrelation
m m
matrix T, (in fact they already hold a necessary property - orthogonality),
In general AX = XX where A is a matrix
X is an eigenvalue 
X is the associated eigenvector
As a T C = k C
r r m m
if r = m
a T S = k S 
r r m m
= 0 if r ^ m
Then C and S are eigenvectors of matrix T , 
m m  r
As T = Aw £ E(rAw) T^
r=o
.*. TC = Am . k . E(mAw) C 
m m
and TS = Am . k . E (mAm) S 
m m
3.2.3
3.2.4
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has disappeared because ct^  = 1, r =(= 0 ; r = 0 in which
case twice the constant or zero appears.
C and S are eigenvectors of matrix T . 
m m
C (m = 0 -> t») 
m
S (m = 0 -> 00) 
m
and the eigenvalues are represented by A gj. E (mAoi) .k.
Therefore the eigenvalues of the autocorrelation matrix are 
proportional to E(mAo)).
As T is non-negative definite, then the eigenvalues of T must 
be non-negative, a necessary and sufficient condition for a non-negative
definite matrix, Wilkinson (1965), Bellman (1970).
As Aco and k are also ~on-negative then E(mAw) £ 0.
Therefore as the infinite autocorrelation matrix ic> non-negative definite 
then the true power spectrum must be non-negative.
Considering equations 3.2.3 and 3.2.4, it can be seen that for the 
infinite autocorrelation matrix, the eigenvalues must appear in pairs, 
with each pair having associated eigenvectors of the form and S^.
These pairs will be equal with the exception of m = 0.
3.3 DETERMINANT OF THE AUTOCORRELATION MATRIX
It has been shown that the autocorrelation matrix is non-negative 
definite and of Toeplitz form. The eigenvalues must all be real and 
non-negative, ie:
A. % 0
The determinant of any square matrix A, is equal to the product 
of the eigenvalues, Wilkinson (1965). Therefore for a matrix of order N, 
N
TT x = | a  | 
i=i
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The trace of a matrix is the sum of its eigenvalues, which is 
equal to the sum of the diagonal elements, Lancaster (1969) . For the 
autocorrelation matrix:
N
I A. = N R(0) 
i=l 1
As the geometric mean is never greater than the arithmetic mean,
ie:
(a l • a2 ..................................+ . . . + a^) ,
then for the autocorrelation matrix T,
,
| T | 5 N R(0)
N
| T | 4 R(0)N
For the autocorrelation, R(0) = 1 
| T | 4 1
as | T | J 0 (non-negative matrix).
0 4 | T | 4 1
3.4 SUMMARY
The autocorrelation function theorem has shown that the auto­
correlation coefficients maybe represented as a non-negative definite 
matrix of Toeplitz form.
The properties of this matrix and its sub-matrices are :
(i) Real non-negative eigenvalues.
(ii) 0 4 | T | 4 1
It has also been shown that the eigenvalues of the infinite auto­
correlation matrix are proportional to the spectral estimates at their 
corresponding frequencies.
The following chapters will use and extend these properties, to
29
aid some of the problems encountered in spectral analysis.
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CHAPTER 4 : EXTRAPOLATION OF AUTOCORRELATION
FUNCTIONS USING THE AUTOCORRELATION 
MATRIX
A common problem with an experimentally obtained autocorrelation 
function, is that invariably it is truncated and has not decayed to zero. 
This leads to difficulties in obtaining a physically and theoretically 
realistic power spectrum (ie: a spectrum without negative areas).
Truncation is usually caused by a finite measuring time, by computational 
restrictions or by a finite number ot obtainable lag values, due to the 
particular correlator being used.
If the autocorrelation function is used in its truncated form then 
the resulting 'raw' power spectrum1 contains oscillations and negative 
lobes, the latter of which are pnysically and theoretically unacceptable. 
Therefore misleading or false conclusions may be drawn when the raw 
spectrum is examined. This is a non-trivial problem especially when the 
maximum number of obtainable lag values is a significant fraction of the 
complete autocorrelation function.
If the truncated function can be extended by a reliable method, the 
problem of truncation will be reduced. Also by extending the function, 
greater frequency resolution will be available for the power spectrum, 
as this is dependent on the number of lag values, once the sample time is 
fixed, Blackman & Tukey (1959).
This chapter discusses how the autocorrelation matrix properties may 
be used to extend autocorrelation functions and shows some preliminary 
results.
1 'Raw' power spectrum, refers to a spectrum obtained from an autocorrelation 
function which is truncated, has not decayed to zero and has not been 
modified by the use of a weighting function, Blackman & Tukey (1959) .
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4.1 USE OF THE AUTOCORRELATION MATRIX PROPERTIES
It has been established that the determinant of the autocorrelation 
matrix and its sub-matrices must satisfy the following condition:
0 < | T | < 1
The maximum value for the determinant of this matrix is dependent on 
R(0) alone (section 3.3) and is unaffected by the other autocorrelation 
coefficients. However all the coefficients in an autocorrelation matrix 
must be. such that the matrix is non-negative definite, ie:
| T | > 0
It is this property that shall be studied and used as the basis of 
extrapolating truncated autocorrelation functions.
Consider the autocorrelation function R(t ), where R(0) -> R(N-l) 
are N known coefficients. Then R(N) must have a value such that the 
determinant of the N+l x N+l autocorrelation matrix is non-negative.
It will be shown in section 4.3, that the determinant of this matrix can 
be expressed as a quadratic function in R(N), which has the constraint 
of being non-negative. Thus there are two values of R(N) that make 
the determinant equal to zero. Furthermore, it will be shown that this
function exhibits a maximum and therefore the two roots and all the values
inbetween are theoretically allowable estimates for R(N), that maintain 
the autocorrelation matrix as non-negative definite.
For the theory developed in the following sections, it is assumed 
that the known autocorrelation matrix is positive definite, to ensure 
the inverse matrix exists; this assumption is discussed in more detail
towards the end of the chapter.
4.2 DECOMPOSITION OF THE AUTOCORRELATION MATRIX
The N+l x N+l autocorrelation matrix containing the coefficients 
R(0) -> R(N) appears as:
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T =
R(0) R(l) R(N)
X
\
\
\
R(l) R(0)
• \ \
■ x \ x \  \
' \  \  R(l)
\ \
R(N) . . . R(l) R(0)
Assume that the coefficients from R(0) -> R(N-l) are known and
thac R(N) is required to be estimated.
Consider partitioning matrix ï in the following manner :
T =
** PN
PN
R(0)
Where is the N x N autocorrelation matrix containing
coefficients R(0) -> R(N-l) and is a column vector containing
R(N) -> R(l) .
By standard forward elimination the following matrix may be formed
-1
if An  is assumed to be positive definite and A^ exists.
PN
dN+l
where dN+l = R(0) ” PN ^J1 PN
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Now |m | = |l|, as the determinant is unchanged if to any row is
added multiples of any other rows, Fox (1964), which is the forward
elimination procedure shown above.
Further, the determinant of T, maybe expressed as:
I "" IXI * ^N+l * * ' 4.2.2
As all the elements constituting matrix A^ are known the 
determinant of A^ maybe found. This is in fact unnecessary for 
estimating R(N), as all that is required is to ensure d^+  ^ is 
non-negative, ie:
dN+l " R(0) - PN ^  PN * 0
The next section will show how this expression maybe formed into
a quadratic function in R(N) Qnd therefore lead to the theoretically 
allowable range for estimating R(N).
4.3 THE CHOLESKY DECOMPOSITION OF THE AUTOCORRELATION MATRIX
This section applies the Cholesky decomposition method, Wilkinson
(1965), to matrix A^; maintaining the assumption that A^ is positive 
-1 . .
definite and A^ exists. This allows equation 4.2.1 to be formed into 
a quadratic function in R(N).
For a symmetric, positive definite matrix A^, the Cholesky 
decomposition gives:
Ay = L D LC = [L o t  Ip^ l]
Where L is a lower triangular matrix and D a diagonal matrix.
If L D 2 is rewritten as L 
then A^ j = L Lt
and from 4.2.1
dN+l = R(0) PN <L Lt)-1 PN
Now
Let
= R(0) - 
= R(0) -
R(N) 
R(N-l)
PN L"': L"1 PN 
<L"! V '  1-1 PN
R(2)
R(l)
PN = ?! + R(N) P2 • • • 4.3.1
where Pi =
r o
R(N-l) 
R(N-2)
R(l)
™  1 ™
0
and P2 = 0
i
t
t
_  0 _
Then dN+1 =  R(0) - (L 1P1 + R(N) L 1P2)t:(L 1P 1 + R(N) L 1V 2 )
-1 -1 
letting L Pi = Qi and L P2 = Q2
gives dN+1 = R(0) - (Q? + R(N)Q2)(Qi + R(N)Q2)
= R(0) - (QiQi + R(N)(QiQ2 + Q2Qi) + R(N)Q2Q2)
As QiQa = Q2Q1
then dN+1 = - R(N) Q2Q2 - 2R(N)QiQ2 + (R(O)-QiQi) . . . 4.3.
For the stationary value of d^^^ , ie: maximum or minimum value 
°f dN+1 at a particular R(N), from equation 4.3.2 gives:
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d d
N+l =
d R(N) 
R(N)
- 2 R(N) Q2Q2 - 2Q1Q2  ^0
_ QlQ2
4.3.3
Q2Q2
Differentiating 4.3.3 gives:
d2 dN+l = - 2 Q2Q2 < 0 
d R(N)2
as Q2Q2 > 0
This shows that the quadratic function in R(N), representing the 
determinant of the autocorrelation matrix, exhibits a maximum. There­
fore all the values that lie between the roots of this function are 
theoretically acceptable estimates for R(N), that maintain the auto­
correlation matrix as non-negative definite.
As the function representing d^+  ^ varies parabollically with 
R(N) it must appear similar to the sketch shown below.
dN+l
R(N)
Diagram 4.1
In Diagram 4.1, 'a* and fb ’ represent the roots of the quadratic 
function that set the determinant of the autocorrelation matrix equal to 
zero. The stationary value for d^+  ^ is represented by ’d * which is
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a maximum. All the values of R(N) that lie between ,a ’ and *b* are 
those that are theoretically allowable estimates and maintain the 
autocorrelation matrix as non-negative definite.
4.4 THE ALLOWABLE RANGE FOR EXTRAPOLATION
A theoretically allowable range has been established for the 
estimation of R(N) , but the selection of which value to use is very 
much open to discussion. In this section is it intended to introduce 
a few points on this subject, but more detail will be given in chapter 6 .
Sv far the known autocorrelation matrix has been considered as 
positive definite, so that the Cholesky decomposition maybe used. But 
let us make the assumption that if the known autocorrelation matrix is 
singular, it can be handled either by overcoming the singularity or by 
ising a different decomposition method.
Consider an N x N autocorrelation matrix that 's singular, ie: 
the determinant of the matrix is zero. The N + 1 x N + 1 matrix must 
also have a determinant of zero (equation 4 .2 .2), and therefore the 
quadratic function in the unknown R(N) that represents the determinant 
of this matrix appears as Diagram 4.2.
DET
R(N)
Diagram 4.2
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In this particular case an estimate for R(N) is uniquely specified 
by ’a ’. Therefore this estimate may be used to extend the auto­
correlation matrix and a value may be estimated for R(N+1). This 
procedure may be continued to estimate the unknown part of the auto­
correlation function.
Now consider the non-singular, N x N autocorrelation matrix; in 
this case the selection of an estimate for R(N) becomes more difficult 
as there is a range of theoretically possible estimates. Consider the 
roots and the mid-point between the roots as possible estimates.
If either root is chosen as the estimated value for R(N), the 
N + 1 x N + 1 matrix is made singular. The situation now reverts to 
the singular case discussed earlier. Considering the eigenvalue / power 
spectrum relationship outlined in section 3.2, gives this particular 
choice as implying that the truncated autocorrelation matrix contains 
all the non-zero eigenvalues and therefore all the eigenvalues required 
to describe the spectrum.
Consider the mid-point between the roots as a possible estimate for 
R(N); this value maximises the determinant of the N + 1 x N + 1 auto­
correlation matrix with respect to R(N) and also uniquely specifies 
the determinant. This would allow the function to be extended in a 
theoretically acceptable manner, maintaining the matrix as positive 
definite. From section 3.2 this implies that the power spectrum is not 
fully described until the full autocorrelation function is known, which 
is a plausible assumption.
The mid-point also corresponds to maximising the entropy as under­
stood in information theory, whereas a root corresponds to minimising 
the entropy and assumes all information is known. Shannon & Weaver (1949), 
Burg (1967).
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4.5 THE CHOLESKY DECOMPOSITION
The Cholesky decomposition method is used for symmetric, positive 
definite matrices; it is easy to handle and is an efficient form of 
decomposition when used on a digital computer.
The question that arises is why use the Cholesky decomposition with 
a non-negative definite matrix, ie: a matrix with a determinant greater 
or equal to zero. The problems that can arise are; the autocorrelation 
matrix maybe singular and therefore its inverse does not exist and when 
using a digital computer to process data certain round-off errors occur. 
Therefore when the determinant should become zero, the computer may have 
the value stored as a very small positive or negative quantity. If the 
latter occurs,the theory breaks down and the Cholesky decomposition will 
be calling for the square root of a negative number. In fact if the 
matrix becomes singular,row and column interchanges are necessary to allow 
decomposition, which could be a long process and symmetry maybe lost. 
Wilkinson (1965).
To overcome the problems mentioned above, an acceptable solution 
maybe put forward to enable handling of the singular matrix, section 4.5.1. 
Although this is a satisfactory method at present, further theory will be 
introduced in Chapters 5 and 6 that no longer requires the Cholesky method 
and can handle the singular matrix.
4.5.1 White noise addition as a method to overcome singularity 
problems.
The autocorrelation matrix has been defined as non-negative 
definite and therefore the matrix may become singular. If a singularity 
appears in the matrix, the Cholesky decomposition will break down, either 
due to negative round-off errors or division by zero.
For example consider a time series that has an autocorrelation
2
function in the form of a ’pure1 cosine wave.
2'pure’ refers to a signal not interferred with by noise or any other form 
of signal.
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The autocorrelation matrix for R(x) = cos mi, where i = pAx, 
p = 0 to N appears as:
T =
1
cos 0
cos 20 
»
cos N0
cos 0
cos 0
cos 20 
cos 0 
1
cos N0
cos 0
cos 0 
1
where 0 = ojAt
It can be shown that the 2 x 2  autocorrelation matrix is positive 
definite, but the N x N matrix, where N % 3 is singular. In this 
case the Cholesky decomposition cannot be applied.
If however white noise is added to the original time series, the 
autocorrelation value R(0) will become larger leaving all other values 
the same. The leading diagonal of the autocorrelation matrix becomes 
dominant, and the singularity is no longer present.
Therefore this maybe used as an acceptable means of overcoming the 
problem of singularities.
Consider any non-negative definite autocorrelation matrix T and 
add to it an autocorrelation matrix of the same dimensions, representing 
the autocorrelation function for white noise, I. The resulting matrix R 
due to their addition will be:
R = T + I 4.5.1
As T is non-negative definite, R will be positive definite, as 
the leading diagonal has become dominant.
Equation 4.5.1 can be modified to allow for varying amounts of 
white noise present on the time series:
R = T + wl
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Where w  is a scalar quantity representing the percentage value 
of white noise present on the time series.
The effect on the original autocorrelation will be to increase the 
value of R(0) and leave all other lags at their original values, 
(technically if this resulting function is not normalised it should be 
referred to as autocovariance)•
The effect on the resulting power spectrum will be a positive 
vertical shift of the whole spectrum.
Therefore white noise addition can be used as an acceptable means 
of overcoming decomposition problems, due to singularities.
4.6 AN EXTRAPOLATION PROGRAM BASED ON THE CHOLESKY DECOMPOSITION
The extrapolation program discussed in this section is based on 
the Cholesky decomposition of the autocorrelation matrix, as outlined 
in section 4.3. This matrix theory has shown how an allowable range of 
estimates for R(N) maybe obtained. The program evaluates this range, 
selects an estimate for R(N), extends the matrix by this value and
then estimates R(N+1). This procedure is continued until the desired
number of estimates have been obtained.
A flow diagram of this program is included in Appendix I and the 
basic theory is outlined below.
4.6.1 Computational theory.
This section describes the computational theory for the above 
extrapolation program. It deals with the Cholesky decomposition of the 
known matrix and extends this to the larger matrices incorporating the 
estimates. It also shows how the required inverse matrix (L *) maybe
implied and thus lead to more efficient computation.
If A is a symmetric positive definite matrix then there exists 
a real, non-singular, lower triangular matrix L, Wilkinson & Reinsch 
(1971), such that:
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LLl = A 4.5.1
Further if the diagonal elements of L are taken to be positive 
the decomposition is unique.
The elements of L maybe determined row by row or column by column, 
be equating corresponding elements in 4.5.1. In the row by row 
determination we have for row i:
This allows the element 2% % to be calculated, followed by the 
two elements &21» &22 of the second row, then the three elements of
the third row and so on.
Assuming that the autocorrelation matrix has been decomposed by 
the method given above and an estimate for R(N) has been obtained.
To find R(N+1) the new matrix incorporating the R(N) estimate does 
not have to be formed and decomposed, due to the following.
Consider the symmetric, positive definite matrix A, partitioned 
as below:
giving
where J 1, i - 1
For the diagonal elements, where i = j :
i
k=l
i-1
giving
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A =
A n A 12
A 21
CMCM
<
LL1 A 12
CM
<
A 22
The Cholesky decomposition is equivalent to premultiplying
-1
A} % and A ^  hy h :
L 1LLt
-I
L A 12
a 21 A 2 2
then to eliminate the lower triangular part of the matrix:
;
Lt
-1
L A 12
0 D
followed by the decomposition of D.
Applying this to the autocorrelation matrix incorporating the 
estimate for R(N), and thus has had its dimensions increased by one, 
gives:
^N+l
LtN l ~n p n
----- 0 ------
dN+l
where d%+l = R(0) " PN Ln ’ PN
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Therefore the Cholesky decomposition of the N +1 x N + 1 auto­
correlation matrix, gives:
LN+1
Therefore when an estimate has been obtained for R(N), _he new 
decomposed matrix will have the first N columns equal to those
of and the first N rows of the N+l column can be obtained from
4.3.1, to give:
LN 1 PN = LN1 p l + R(N) Ln 1 p2 • • • 4.6.2
and the decomposed element d^+  ^ from 4.3.2, gives:
dN+1 = R(0) - R(N)2 Q2tQ2 - 2R(N) Qjkl " Q^Qi . . . 4.6.3
This theory allows the autocorrelation matrix to be extended by 
the estimate and its Cholesky decomposition readily obtained from 
equations 4.6.2 and 3.
However to find an estimate for R(N) and to allow the above
-1
process to be utilised, the matrix product Pj has to be
calculated. The inverse of could be found by a standard procedure
and the matrix multiplication L^ 1 Pj 2 executed, however this is not
• • *■" i # # ” 2
necessary. What can be done is to find P^ 2 directly with
being implied.
Dropping the suffices and considering the general matrix L from 
the Cholesky decomposition, and a column vector P.
LtN l 'n p n
----- 0 -------
/dN+l
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L =
& 1 1 0 0
&21
Cxi
CM
o? 0
&31 ^32 ^33
X X
1 X X
X X
» X
\
X
X
X X
XXX
L l»i n2 nn
tt: is required to find:
-1
Consider what operations are required on L to form the unit 
matrix I, and apply the same procedure to P.
L =
— -
£n PI
&21 ^22 P2
&31 &32 &33 and P = P3
?
//
t
i
//
»//
I I .........  £ p
_ n l ng nn _ _ n
Dividing the first row of L by then using forward
elimination, yields:
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1
1----
a
 
i—
0 &22 P2 ” Pl&2l/&11
0 &32 &33 and R = P 3 “ Pl&3l/&11
f \ »
1 \ 1
0
*n2
i
• • • nn pn “ p l£nl £11
The resulting column vector R maybe written as:
Pl/&11 “ 0 “ ri
P2 ^21 r 2
P3 - Pl/&11 ^31 = r 3
f t t
» 1 1
pn
£
_ n l _
r
n
The same method maybe used to set the diagonal element of the 
second column to unity and eliminate all other elements in that column. 
The resulting vector then becomes:
r 1 " o '
r2/^22 0
r  3 CMCM
«4CMU1 CMCO
0?
? 1
1 »
r
n . *n2 _
This procedure maybe continued so that:
L I and P => L ™ 1 P
-1 , -i
which enables L to be implied and L P easily obtained.
The procedure above can be used for any matrix product involving
—  1 •
L and a column vector V. Therefore equation 4.3.2 can be evaluated
with d^+  ^ = 0 and the allowable range obtained. The estimate can 
then be selected from this range, and used to obtain the allowable 
range for the next estimate.
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This section has explained how the autocorrelation matrix maybe 
decomposed and the required matrix products obtained. Clearly if L 
is known, L*" is described and likewise with L and (L 1P)t.
Even though there are standard subroutines available for inversion 
and decomposition, the theory given here leads to more efficient 
computation, for the extrapolation program using the Cholesky decom­
position.
4.7 SOME EXTRAPOLATION RESULTS
This section acts as a preliminary test, to establish whether by 
using the properties of the autocorrelation matrix, acceptable estimates 
can be obtained for the unknown portion of a truncated autocorrelation 
function. It shows results of extrapolating three theoretical auto­
correlation functions, using the theory and program discussed in this 
chapter. The three functions considered represent, the autocorrelation 
of a sinusoid, the autocorrelation of band limited noise and an auto­
correlation that contains a periodic component. These three functions 
are chosen as an initial test for extrapolation, as they cover a range of 
possible autocorrelations.
All three functions have been extrapolated by selecting, as the 
estimate, the mid-point of the allowable range. It has been said that 
this particular value maximises the determinant of the autocorrelation 
matrix and thus allows a comparison to be made to the results of Burg 
(1967). Other possible estimates within the range have not been 
considered here, but will be discussed and shown in chapter 6 .
Where the cosine transforms are displayed, the 1 true’ transform 
has been obtained theoretically, whereas the ’raw1’, ’refined3' and 
'estimated4 ’ transforms have been obtained by a trapezoidal approximation 
using the discrete points. See the examples given in Appendix II.
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The first function considered is the autocorrelation of a sinusoid: 
R(t) = cos ttt
This yields a singular autocorrelation matrix at dimension 3 x 3 .
To overcome this singularity, white noise addition, as discussed in 
section 4.5.1, has been used, this allows the Cholesky decomposition 
method to work.
Fig.1 shows this function extrapolated from R(20) -> R(40), with 
1% white noise added and quotes the estimates for R(20) and R(40) for 
10% white noise added. Burg showed this latter result in his paper on 
Maximum Entropy Spectral Analysis (1967) and it is pleasing to see that 
his result is confirmed here.
It is interesting to see how well this function maybe extrapolated 
using the mid-point of the allowable range as the estimate. The extra­
polation of the function containing 1% white noise addition is more 
accurate than that with 10%, indicating that white noise addition is a 
possible source of error.
The same function is considered in Fig.2, but with a faster sample 
time (At) and a larger number of known coefficients. Again the results 
are plotted for 1% white noise addition and quoted for 10% white noise 
addition. The extrapolation for both cases is very good but again the 
situation with the smaller white noise component is more accurate.
The next function considered represents the autocorrelation of band 
limited noise :
3 'Refined' power spectrum refers to a spectrum obtained from an auto­
correlation function that has been modified by the use of a weighting 
function, Blackman & Tukey (1959).
 ^ 'Estimated' power spectrum refers to a spectrum obtained from an auto­
correlation function containing the known autocorrelation coefficients 
and the extrapolated coefficients.
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R ( t ) = e x p ( - x )
This function gives a matrix that is positive definite and therefore 
white noise addition is unnecessary. Fig.3 shows this function extra­
polated from R(20) -> R(50) with A t = 0.05s and Fig.4 shows the 
extrapolation from R(10) R(50) with A t  = 0.1s. In both cases the
extrapolation is found to be exact. Clearly the extrapolation method, 
using the mid-point of the allowable range and thus maximising the 
determinant, has aligned with a specific property inherent in this 
function. This being that the autocorrelation matrix, formed by this 
particular autocorrelation, requires, after a specified number of known 
values, that it has the maximum possible determinant. This is particularly 
interesting and will be discussed further in chapters 6 and 8 .
The final function considered in this section is an autocorrelation 
that contains a periodic component:
R ( t ) = exp (-( ttt) 2/50) c o s t t t .
This is shown in Fig.5a, where the function has been truncated at 
R(55), with a sample time of A t  = 0.04s and extended to R(100).
Also given in this figure is the true function and the ’Manned’ truncated 
function; this has been done to see the effect of a conventional weighting 
function on an autocorrelation, how it alters the values of the known 
coefficients and to allow a comparison to be made with the extrapolated 
function.
Hanning is applied by multiplying the known portion of the auto­
correlation function R ( t ) , t < T^, where T^ is the maximum known 
lag time, by:
H(t) = |(1 + costtt/T^) 
and the unknown portion, t > T^, by:
H ( t )  = 0
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This yields on Fourier cosine transformation a power spectrum:
T
m
E(n) = 4J* H(t).R(t) cos 2nnT dx 
o
Fig.5a, shows the effect of this weighting function on the known 
autocorrelation coefficients and in particular indicates the amount by 
which the coefficients at the larger lag values are altered. It can 
also been seen that the extrapolated coefficients, result in an auto­
correlation that is a good representation of the true function, even 
though it is not exact.
Consider the resulting spectra, Fig.5b. The raw spectrum, due to 
the truncated autocorrelation, contains oscillations, negative side 
lobes and a lower peak value than the true spectrum. Understandably 
the refined spectrum is not a good representation of the true spectrum, 
because of the modification of the known autocorrelation coefficients 
by the weighting function. Due to forcing the truncated autocorrelation 
to decay to zero, the oscillations and negative lobes have almost been 
eliminated, but the peak value has diminished to half the true value and 
the peak itself has been broadened considerably. Both of these spectra 
have their faults and could lead to misleading or false conclusions if 
they were used for spectral analysis of a time series phenomenon.
The estimated spectrum, obtained from the extrapolated autocorrelation 
is an improvement on both the raw and refined spectra. The small 
difference in peak value, when compared with the true spectrum, is almost 
certainly due to the extrapolation not being exact and the presence of 
minor oscillations either side of the main peak, is due to the extra­
polated function still having a small degree of truncation at R(100).
Even though the extrapolation is not exact, it has still maintained the 
correct wavelength and therefore the peak spectral value occurs at the 
correct frequency.
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This result has emphasised that if a truncated autocorrelation 
can be extrapolated with reasonable accuracy, then the estimated spectrum
will be a good representation of the true spectrum and thus help the
truncation problem.
By studying the estimated coefficients in more detail, it can be 
seen that once extrapolation starts and the mid-point of the allowable 
range is chosen for each estimate, that the range of theoretically 
possible values remains constant, ie:
If the estimate range for R(N) = X ± r
and R(N)egt is chosen as the mid-point (x), of this range, then:
the estimate range for R(N+1) = Y ± r.
Where X and Y are the mid-points of the theoretically allowable 
ranges for R(N) and R(N+1) and 2r is the total range. Diagrams
4.3 and 4.4.
N+l
R(N)
Diagram 4.3
51
N+2
R(N+1)
Diagram 4.4
Examples of this are quoted below, for the functions considered 
earlier.
For R(t) = costtt with 10? white noise added, Fig.l, it is found 
that the allowable range for:
R(20) _ = 0.98901 ± 0.11099
est
and
R(40)  ^ = 0.97004 ± 0.11099
est
For R ( t ) = exp(-x). Fig.4, the allowable range for :
R(10)  ^ = 0.36788 ± 0.18127
est
and
R(50)  ^ = 0.00674 ± 0.18127
est
Finally with R ( t ) = exp(-(7TT) 2/50) costtt. Fig.5a, the allowable 
range for :
R(56) = 0.27140 ± 0.03007
est
R(90) _ = 0.02594 ± 0.03007
est
These results indicate that this is a property of all autocorrelation 
extrapolations based cn the mid-point selection as the estimate and not 
just peculiar to one particular function. This property is investigated 
further and proved in chapter 6 .
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4.8 DISCUSSION
This chapter has discussed how a truncated autocorrelation function 
may arise in practice and has mentioned the resulting problems that occur 
in spectral analysis. It has said that if the truncated function could 
be extrapolated by a reliable method, then the problem of truncation 
would be reduced and that an additional advantage of increased frequency 
resolution in the power spectrum, would be obtained.
Theory has been introduced that decomposed the autocorrelation 
matrix and obtained a theoretically allowable range of values that could 
be used to extend the known portion of the autocorrelation function.
A discussion was included regarding the selection of an estimate 
from this range and for the results given, it was decided to use the 
aid-point value of the range, which also maximised the determinant of 
the autocorrelation matrix. No other possible estimates were considered 
at this stage.
A computer program using the Cholesky decomposition was developed 
to extrapolate autocorrelations and certain time saving routines were 
given to make the program more efficient.
However several problems were encountered using this program. If 
a large number of coefficients were required in total, then the program 
required a large core size and a long run time to execute the matrix 
operations. Although this may not be a major restraint with large 
computers , for laboratory work, using mini computers, it could be a 
significant problem.
Also the Cholesky decomposition could not handle a singular matrix 
and a method of white noise addition was proposed to overcome this. It 
was shown that a singular autocorrelation matrix, if it could be handled, 
would yield only one possible value for estimating an unknown coefficient, 
rather than a range of values. This indicated that the extrapolation 
in this case would be unique and exact. Therefore this property should
53
be used rather than destroyed by white noise addition. Furthermore 
it was seen that white noise addition was a possible source of error in 
the extrapolation and therefore it would be useful if the matrix theory 
could be developed to handle the singular matrix, rather than use white 
noise addition.
Three particular autocorrelation functions were truncated and 
extrapolated using the mid-point of the allowable range. It was 
encouraging to see that the results obtained were an improvement over 
the more conventional methods and therefore give justification for 
further development of this method.
From studying the allowable estimate ranges, it was noticed that 
once extrapolation started and the mid-point was chosen for each estimate, 
that this range remained constant. Clearly this is a property that 
should be investigated.
Considering the above points, the next chapter studies further 
properties of the autocorrelation matrix, remembering it is of Teoplitz 
form and not simply a symmetric matrix.
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CHAPTER 5 : FURTHER PROPERTIES OF THZ AUTOCORRELATION MATRIX
The purpose of this chapter is to introduce some properties of the
Toeplitz matrix T and relate them to the problem of handling the auto­
correlation matrix. Another matrix is introduced, known as an
elementary matrix, Wilkinson (1965) and is of the form:
I = 
P
0 0
X
X  X
X
X
X
X
Examining some properties of I and relating them to the 
Toeplitz matrix T.
(i) I I  = I 
P P
I
-1
= I
(ii) = I
P P
(iii) Consider what happens to a square matrix B, when it is 
pre-multiplied and post-multiplied by I .
I B  - interchanges rows of B
BI - interchanges columns of B
For the case of a Toeplitz matrix
(iv)
I T = T I 
P P
I T I = T 
P P
(v) If A B C = D
f n — 1 — 1 — 1 — 1 — 1
[a b c ] = d = c b a
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from (iv) 
from (i) 
from (iii)
from (i)
The relationships introduced above will be used in the remaining 
sections of this chapter to enable further properties of the auto­
correlation matrix to be established. When the elementary matrix I 
is used as an operator in the theory, it is assumed to be square and of 
compatible dimension to the matrix being operated on.
5.1 PROPERTIES RELATED TO EXTRAPOLATION
The following section assumes that the infinite autocorrelation 
matrix is known, to enable relationships to be established between various 
dimensions of the matrix. The suffix n will be used to describe 
dimensions, indicating that the matrix being considered is a sub-matrix 
of the infinite autocorrelation matrix.
Consider the autocorrelation matrix :
as I T I = T 
? P
I 1 T 4  1 = T*"1
P P
as r 1 = i
I T™1 I = T"1
(vi) As I T 
P
= T I
[S T ‘ ■ [TIJ
-1
T_1 I 1 
P
= I 1 T 1 
P
as I™1 = I
T_1 I I T 
P
-1
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T =
R(0) R(l)
X
• • • R(n) R(n+1)
R(l) R(0) X R(n)
, x X X t
X X Xt X X X
i
X X
R(l)R(n) X X
R(n+1) R(n) . . • R(l) R(0)
of dimension n + 2  x n + 2.
To establish further relationships within this matrix, it is 
necessary to perform row interchanges followed by column interchanges, 
to obtain a matrix R that has the same determinant as T.
If column 1 is moved to the n + 2  column position and all the 
remaining columns are shifted so that col.j becomes col.j-1 , the 
following matrix is obtained:
R(l)
R(0)
R(l)
X
X
R(2)
X
• •
X
X
X
X
X
X
X
X
X
X
R(n) R(n+1) Rlp) 
R(l) 
R(2)X t
X 1
X X
X
X
X
R(2)
X
X
X
R(l)
R(l) R(0)
X
R(n-l) x  ^  D R(n)
^ 
R(n) R(n-l) . . .   R(n+1)
If row 1 of this matrix is moved to the n+2 row position and 
all the remaining rows are shifted so that row j becomes row j-1, 
the resulting matrix is:
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R =
R(0)
R(l)
R(l)
R(0)
R(n)
X
X
R(l)
R(2)
X
X
R(n)
L R ( D
X x 
x x
X X 
X X 
X X
....... R(l) R(o)
X
R(l)
R(2) R(n)
R(n) 
R(n+1) 
R(n+1) R(0)
5.1.1
As there have been an even number of row and column interchanges, 
whatever the value of n, the sign of the determinant remains unchanged, 
Fox (1964).
R T | 5.1.2
Matrix R can be understood further if the row vector F, in 
section 3.1, be replaced by:
Fj = [ f(t+x), f(tt2t), f(t+3x), . . . , f(t) ], 
as this will yield a matrix of form R instead of T.
Using forward elimination on R, gives:
I R An+1
R(l)
♦
»
R(n+1)
_ _ o — — dn+2
R
V i  I * dn+2
where d ^ ^  = R(0) - [ R(l) . . . R(n+1) ] A
-1
n+l R(D
5.1.3
R(n+1)
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As A~li = 1 A"Ii 1n+l p n+l p
and substituting this into equation 5.1.3, gives:
dn+2 = R(0) " IZR<n+1) R(l) ] A-1n+l R(n+1)
5.1.4
R(l)
Therefore the element d l0 formed by forward elimination on R
n+2
is equal to that obtained by using matrix T, equations 5.1.4 and 4.2.1.
5.1.1 Implied inversion of the Toeplitz Matrix 
The calculation of the product :
A * V i as found in equation 5.1.3 
n+l n+l
R(l)
where V
n+l
R(n+1)
is found to play an important role in extrapolating autocorrelation 
functions. It will now be shown that from knowledge of:
A ™1 V 
n n
that
-1
A - V ,1 can be obtained, 
n+l n+l
Consider matrix R , partitioned in the following manner :
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R(0) . . R(n) R(D
, \ t i
\1 !
\
!
t
\  '
1
R(n) . . R(0) R(n+1)
R(l) . . R(n+1) R(0)
and denote each partition as:
An+1 Vn+1
Vn+1
R(0)
Consider the problem of forming A ^  Vn+i by operating on 
An+1 to form I and applying the same operations to Vn+1 , thus 
obtaining A " ^  V ^ .
Taking An+1 and ^n+i side by side and partitioning as shown 
below:
R(n)
A
»
n
R(l)
R(n) .. R(l) R(0)
R(l)
i
?
R(n)
R(n+1)
Using standard forward elimination gives:
I
-1
A I V 
n p n
dn+l
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where d - = R(0) - V  ^ I A 1 I V
r.+l n p n p n
6n+2 - R(n+1) - VnC I A^1 Vn
Dividing bottom row by gives:
I A 4  V 
n p n
— — o — — 1
where y = 6^^^/d
n+2/ n+l
-1
Multiplying bottom row by I V^, subtracting from the whole
matrix and applying the same principle to the column vector yields:
t
t
I 0
1
f
- - 0 - - 1
-1-1
An+1 Vn+1
-1-1
5.1.5
— ^
As 6 n and d , are dependent on A V , then: 
n+2 n+l n n
A 1 V -> A * V 
n n n+l n+l
5.1.2 Forward Elimination of the Toeplitz Matrix
Again using matrix R, this section will show how the 
decomposed element d ^ ^  found after forward elimination on R can be
obtained from <5 ,0 and d _ .
n+2 n+l
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Consider matrix R, partitioned in the following
A
n
R(n)
t
i
t
R(l)
R(l)
t
»
i
R(n)
R(n) . . . R(l) R(0) R(n+1)
R(l) . . . R(n) R(n+1) R(0)
" R d f ‘ R(n)“
V = 
n
»
t
R(n)
and .'. I V =
P n
»
.R(l)
Forward elimination on R yields :
A
n
I V 
P n
V
n
_ _ o — — ^n+l 61
— _ o — — 62 d: .
where d , =  R(0) - V t I A 1 I V
n+l n p n p n
= R(0) - V 11 A 1 V
n n n
and d' _ = R(0) - V t A~l V
n+2 n n n
dn H  = dn+2
S, = R(n+1) - V t I A_1 V
1 n p n n
ÔO = R(n+1) - V t A-1 I V
z n n p n
as I A 1 A 1 I 
p n n p
. . ô i = Ô 2
manner :
... 5.1.6
5.1.7
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For 6 found in the n+2 x n+2 matrix, gives:
«n+2 - R(n+1) - Vn‘ I A"' Vn
Matrix, 5.1.6 maybe decomposed further to form:
5.1.8
A
n
I V 
P n
V
n
— — 0 — — d Ô „
n+l n+2
— — 0 — — 0
dn+2
where dn+2 = " « n+2 /  ^n+1
From equation 5.1.7, this can be written as: 
dn+2 dn+l ^ “ ^ n +2 / dn+V ^
Therefore in general the element d _ found from forward elimin-
n+l
ation on the n+l x n+l autocorrelation matrix, is obtainable from d^, 
the element found after elimination in the n x n matrix, ie:
2
dn+l ■ dn (1 - (6„+l /  dn> >
It is worth noting from 5.1.9 and remembering d^, dn+  ^ > 0, 
due to the matrix being non-negative definite, that:
5.1.9
0 < dn+l < dn
5.2 SUMMARY
This chapter has introduced further properties of the autocorrelation 
matrix, based on the Toeplitz matrix, an elementary matrix and a modified 
form of the autocorrelation matrix.
A number of useful relationships have been established, these are :
, — 1 — J
(i) From knowledge of A^ V , the product A^+  ^ ^n+i can
obtained.
(ii) From knowledge of d^ , can be obtained.
(iii) dn+1 6 dn
These relationships will be used in chapter 6 to develop an 
extrapolation method and computer program, that does not require the 
Cholesky decomposition method, uses a small core size and short run 
time and can handle the singular autocorrelation matrix.
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CHAPTER 6 : EXTRAPOLATING AUTOCORRELATION FUNCTIONS
This chapter develops the extrapolation theory, using the relation­
ships established in Chapter 5, for the positive definite and singular 
autocorrelation matrices. The possibility of a negative matrix occuring 
is also discussed, together with suggestions of how it should be overcome.
A discussion is included on the selection of an estimate from the 
allowable range and the theory for the mid—point selection is confirmed 
by using determinant calculus.
An extrapolation program is then developed that can handle singular 
matrices and selects the mid—point of the allowable range as the estimate 
for positive definite matrices. Modifications to this program are given 
to allow the limits of the range to be chosen as estimates.
Results are then shown for extending several autocorrelation functions. 
These results are divided into two main sets; the first being the extra­
polation of singular autocorrelation matrices and the second, the extra­
polation of positive definite matrices, for this latter set consideration 
is given to the limits and the mid-point of the range as possible estimates.
A discussion is then included on the extrapolation results and a 
particular value from the allowable range is chosen to be the estimate.
This is then used to extrapolate autocorrelation functions containing 
simulated random scatter, so that the method maybe studied with auto­
correlation data that is not perfect.
6.1 EXTRAPOLATION THEORY
6.1.1 The Positive Definite Matrix
Consider the situation outlined in chapter 4, where R(0) R(N-l) 
are N known coefficients and R(N) is required to be estimated. Assume 
that the known autocorrelation matrix is positive definite and therefore
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all that is required, is to ensure that the autocorrelation matrix, 
incorporating the estimate for R(N), is non-negative definite.
Consider the matrix form given by 5.1.6, of dimension N+l x N+l, 
as shown below:
D = N-i IpVN-l VN-1
---- o ----- dN ÔN+1
---- 0 ----- 6n+i dN+l
where dN = R(0) - = d^+1 from 5.1.7
and 6N +1 = R(N) - VN-1 Xp AN-1 VN-1 from 5 a -8
The determinant of matrix D is equal to the determinant of the 
autocorrelation matrix with the same dimension, (from equation 5.1.2), 
and therefore must be non-negative.
D Vl I * (dN " 8N+1>
For the determinant to equal zero
ÔN+1 1 dN
From 5.1.8
ÔN+1 = R(-N  ^ “ VN-1 Ip & - 1  VN-1 " dN
. . R(N) = Ip A^_1 VN_1 ± dN ... 6 .1.1
Equation 6.1.1 gives the two values of R(N) that make the determinant 
of the N+l x N+l autocorrelation matrix zero. Therefore the theoretically 
allowable range for R(N) is between,
VN-1 Ip AN-1 VN-1 " dN and VN-1 Ip ^N-l VN-1 + dN
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Considering the selection of the mid-point of this range gives the 
following properties:
from 5.1.9
(i) R(N) - VN! I V
(ii) 6N+1 = 0
(iii) as dN+1 = dN ( 1 - (<5n+1 / dN)2)
then dN+l = dN
Property (i) : shows that for the mid-point selection, 
ill Ip VN-! need only be obtained
6.1.2
V,
N-l p
Property (ii) : shows that if extrapolation is based on the mid­
point selection and as = 0 , the column
vector given by equation 5.1.5 for the 
N dimension, becomes:
a n ‘ v n  ■ as Y = dN+l 7 dN = 0
 ^ —  2
That is the first N-l rows of have
— i £h
the same elements as and the N
element is zero.
Property (iii) : confirms the results found in section 4.8; that 
if extrapolation is based on the mid-point 
selection, then the size of the allowable 
range remains constant for each extrapolated 
value.
For extrapolation purposes, using the mid-point of the allowable
-1
range as the estimate, once the column vector VN_-^  has been
obtained for the known coefficients, then R(N) can be estimated from:
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R(N) = [r (N-1) . . . R(l)]
-1
1 N-l
Furthermore:
R(N+1) = [R(N)est R(N-l), . . . R(l)]
\ lyN
33 ^  VN = 1 N+l for this particular case
then
R(N+1) = [R(N)est R(N-l), . . . R(2)]
-1
V ’ v1 N-l
This procedure then allows estimation of R(N+2), R(N+3), . . .
in an efficient manner, involving the product of a row and column vector
This section has not considered the theory involved if one of the 
limits of the allowable range is chosen. As this selection makes the 
determinant zero and the resulting matrix singular, it will be included 
in the following section.
6.1.2 The Singular Matrix
Now consider the situation where the N-l x N-l matrix is 
positive definite, the N x N matrix is singular and R(N) is required 
to be estimated.
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Using matrix D, as in section 6.1.1, gives:
! D I = I I * (dN “ 5N+12^
If the N-l x N-l matrix is positive definite and the N x N
matrix is singular, then:
dN " 0
and I D I = I I * "5n +1
As | D | > 0 , must be equal to zero, otherwise the
determinant would be negative.
• • dN = dN+l = dN+l = 0
and dN+l = 0
This is a similar situation to extrapolating a positive definite 
matrix by the mid-point of the allowable range where:
dN = dN+l * °
and dN+l = 0
As the N x N matrix is singular then,
ÔN+1 = R(N) ” VN-1 Ip AN-1 VN-1 = °
and R(N) is defined uniquely by:
R (N) = VN-i Ip VN-1
Therefore in the singular case there is only one value that maybe 
chosen as an estimate for R(N).
Extrapolating further, gives:
R(N+1) = V ‘ Ip A"1 VN
Now A^ 1 is singular, but this does not need to be calculated as 
R(N+1) maybe expressed as:
69
R(N+1) =
as 5n+i = 0
Therefore with singular matrices, extrapolation can take place from 
the dimension at which singularity occurs, knowing that there is only 
one possible value for each estimated coefficient.
returning to the positive definite matrix, section 6 .1 .1, 
equation 6 .1.1 gives:
R(N> = VN_1 Ip A^_1 VN_1 ± dN 
where d^ f 0
If one of the limits of this range is chosen as the estimate, then:
As dN+l dN  ^ 1 ^ÔN+1 I dN^ ^
' * dN+l °
and the N+l x N+l autocorrelation matrix is made singular, with:
and
{N+2 = 0
R (N+1> " VN ^  Ai 1 VN
From equation 5.1.5
-1
*N V” -N
6.1.3
with -< = 6n + i = - 1
6.1.4
N
70
For further extrapolation, this reverts to the singular case. 
Notice that the column vector used for extrapolation, after a limit 
has been chosen as the estimate, is of dimension N, as opposed to 
N-l when the mid-point is selected.
In conclusion, if the infinite autocorrelation matrix is known 
and it is singular or has been made singular at dimension n x n , then:
dn, dn+l , • • • = 0
This matrix will have n-l independent rows and therefore a rank 
of n-l. This indicates that there are n-l positive eigenvalues, 
with all other eigenvalues being zero. The term rank and its meaning 
can be found in Fox (1964) and Lancaster (1969).
Recalling the eigenvalue / power spectrum relationship, given in 
section 3.2; implies that the resulting spectrum will consist solely of 
line spectra at particular frequencies, given by the n-l positive 
eigenvalues and their associated vectors, with the zero eigenvalues 
describing the spectrum at all other frequencies, within the Nyquist 
range.
6.1.3 The Negative Matrix
This type of matrix should not be encountered, as the auto­
correlation matrix has been shown to be non-negative definite. However 
there are two possible ways in which this could occur. The first is 
due to the computer processing being subject to round off errors, this 
could possibly effect a matrix that has very small values of d^ and 
and the second is the practical problem of sample size, with 
regards to the time series being studied.
In section 3.1, element T ^  of the autocorrelation matrix is 
assumed to have a large number of contributions. Therefore when a small 
sample size is used, errors can occur in assuming equation 3.1.1:
T ^  = R( (j-i) A t ) = R(nAx)
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This could possibly make the autocorrelation matrix negative, at a 
particular dimension. Therefore the relationship between sample size 
and the maximum reliable lag value of the autocorrelation should be studied 
further. Some interesting work has been undertaken in this area, by 
Faghih (1978).
However if a negative matrix should occur, the theory developed 
cannot be applied, but there are several suggestions that can be made to 
help this problem. These are: extend the function from a point before 
the matrix is negative, use white noise addition as explained in section
4.5.1 or repeat the sampling of the time series in an attempt to obtain 
a non-negative definite matrix.
6.2 SELECTION OF AN ESTIMATE
The selection of an estimate from the allowable range has been 
discussed in section 4.4. In this section it is intended to mention a 
few more points based on the theory established earlier in this chapter.
The singular autocorrelation matrix can now be handled and it is 
found that for each coefficient that requires estimating, there is only 
one value that maintains the properties of the autocorrelation matrix. 
Therefore if the matrix is truly singular the estimated coefficients must 
be an exact extrapolation of the known portion of the function.
However for the positive definite matrix a range of possible estimates 
exist for the unknown coefficients. If either limit of this range is 
chosen as the estimate, the matrix incorporating that value will be 
singular and the method would revert to the singular case for further 
extrapolation. As discussed in section 6.1.2, this would mean that the 
resulting spectrum consists solely of line spectra at particular frequencies. 
It is seen later that each limit gives its own set of line spectra.
The mid-point of the allowable range maximises and uniquely describes 
the determinant and the value of d. It also maintains d as constant
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once extrapolation starts; this means that the autocorrelation matrix, 
as it is extended, is kept positive definite and implies that the power 
spectrum is not fully described, until the full autocorrelation function 
and hence every positive eigenvalue is known.
Furthermore the singular matrix requires the determinant to be 
maximised, which suggests that this is a feasible criteria for the 
positive definite case.
The discussion above favours the mid-point of the allowable range as 
the value for estimating unknown coefficients. With this in mind cne 
following section considers determinant calculus and obtains an expression 
for R(N), that ensures the determinant of the N+l x N+l auto­
correlation matrix is maximised. This is found to confirm equation 6.1.2.
6.3 DERIVATIVE OF THE DETERMINANT OF THE AUTOCORRELATION MA-iRIX
It has been shown +or the positive definite matrix, that if the 
mid-point of the allowable range is selected as the estimate for R(N), 
then:
R(N) = VN_1 Ip A^_x VN_1
This selected estimate is equivalent to maximising the determinant 
of the N+l x N+l autocorrelation matrix with respect to R(N). By
considering determinant calculus, Ayres (1962), equation 6.1.2 shown
above, maybe confirmed.
6.3.1 Extrapolation and the Maximum Determinant
If the elements of an n+l x n+l matrix A, are differentiable
functions of x and
A = C A0 A 1 A 2 * * * An -I
where A , A 1, A2 , . . .  A^ are column vectors of dimension
n+l.
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then
dx A | = |[ dx Ao A 1 A 2
[A0 
[ A0 A
dx A 1 A 2
[A.
An l l
Vi
\JI
_d 
dx **nA„]
Consider the N+l x N+l autocorrelation matrix:
T =
d R(N)
T =
R(0) R ( D R(N)
R(l)
\i
R(0)
\
\
\
\
X
v X
t
t
t \ X fX
t \ X
X
R(l)
_R(N) • • • • • R(l) R(0)
dérivât ive of 1 T | , with res]
0 R ( D • • . . . R(N)
0 R(0) \
t
t R d ) ^ X i
» , X \
\
X
X
?
X
0 f ^  R(o) R(l)
1 R(N-l) • • R(l) R(0)
R(0) R(l) • • R(N-l) 1
R(l) R(0) ^
\
\
» 0
\
t \
\ X'
i
i \ R(l)
i
» X R(0)
X
0
R(N) • • • • • R(l) 0
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Note
R(l) R(2) . .
R((n ^
R(N)
R(D \  \  
X
X
X
X
R(N-2)
R(2)
X  x
R(l) R(o) R(l)
This maybe written as:
d R(N) 
Now I M
T = ± j|M^| + |Mj|
M t | , Fox (1964) 
= ± 2 1 M I = 0
R(l) R(0) R(l) . . R(N-2)
 ^ X '
X
R(2)
X  ^
X  X  
X  X  
X X
R(N)
R(l) 
X
R(0)
X  X
R(2) R(l)
6.3.1
d R(N)
for maximum or minimum |T|.
: the right hand side of this equation contains a determinant of 
dimension N x N, it takes the positive sign if N+l is odd 
and the negative sign if N+l is even.
The second derivative.
d R(N)2
T = ± 2-
d R(N)
M
= ± 2
0 R(0) R(l)
0 R(l)
' R(2)
»
0 R(N-2)
R(N-2)
R(l)
R(0)
1 R(N-l) . . R(2) R(l)
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= - 2
R(0) R(l) . . R(N-2)
R(D x
1 X  X
X  X  
X  x
R(N-2) . . R(l) R(0)
X '
X  ,
X 
R(l)
Note: the right hand side of this equation contains a determinant of
dimension N-l x N-l and always takes the negative sign.
d2 , ■
d R(N)2 
-1
=  -  2 V:
Where is the N-l x N-l autocorrelation matrix. As the
determinant of this matrix is positive then this second derivative is 
always negative. This shows that equation 6.3.1 is a maximum.
Therefore if R(N) is chosen, such that the determinant of the 
N+l x N+l autocorrelation matrix is maximised, then from equation 6.3.1
R(l) R(0) R(l)
x  x  x
R(2) x x X
R(N-2)
X
X
X
X
X
X X  ,
X X
X x^R(l)
X
X R(0)
X
R(2) R(l)
= 0 6.3.2
R(N)
By interchanging columns,6.3.2 maybe written as:
X
R(l)
= 0
R(N-2)
R(N-l)
R(l) • * R(N-2) R(l)
X i t
X X/
/
X
X '
1
X /
1—
*
R(l) R(0) R(N-l)
R(l) R(N)
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Partitioning this determinant and using forward elimination yields:
\ - l
R(l)
i
i
R(N-l)
---- 0 ------ A
where i = R(N) - Ip VN_1
Therefore the determinant given by equation 6.3.2 is equal to:
I Vi I *A = 0
As we are considering the positive definite case :
I V i  I > 0
Therefore to make the first derivative equal to zero, it is 
required that:
A = 0
• ' • R(N) - VN-1 S  C l  V l  ■ 0
This gives the value of R(N) that maximises the determinant of 
the N+l x N+l autocorrelation matrix, as:
R(N) ■ VN-1 Ip C l  V l
which confirms equation 6 .1.2
6.4 THE EXTRAPOLATION PROGRAM
Using the properties of the autocorrelation matrix established in 
chapter 5, enables an efficient program to be developed for extra­
polating autocorrelation functions. Before the flow diagram and program 
are discussed, the actual problem will be defined so that the logic 
behind the program method maybe understood.
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Assume that the N autocorrelation coefficients, R(0) R(N-l), 
are known and that R(N), R(N+1), R(N+2), . . . are required to be 
estimated.
It has been shown by equation 6.1.1 that:
R(N) ■ VN-1 XP Vl Vl 1 dN
Assume that the mid-point of this range is to be chosen as the 
estimate, so that :
-1
R(N) ■ V i  \  V i  V i
Although this assumption is being made simple modifications to the 
program will be given to allow the selection of the limits of this range, 
as estimates.
Therefore:
R(N) = [r (N-1) . . . R(l)]
Vl
™R(1) "
R(N-l)
For further extrapolation:
R(N+1) = [R(N)  ^ . . .R(l)]
est R(l) "
*(")est
But this can be simplified from section 6.1.1 to give: 
R(N+1) = [R(N)est . . .R(l)]
-1
1 N-l
0
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R(N+1) = [R(N)egt . . . R(2)]
-1
V '  v-1 N-l
Similarly:
R(N+2) = [r (N+1) R(N) , . . . R(3)l 
 ^ est est J
-1
1 N-l
The problem is to obtain the column vector A *  V . such that
N-l N-l
estimates can easily be obtained for R(N), R(N+1), . . .
Consider an autocorrelation matrix of dimensions n+l x n+l which 
is a submatrix of the N x N matrix, equations 5.1.5,, 5.1.8 and 5.1.9 
maybe written as:
5
A 1 V = 
n n
-1
A V 1 
n-l n-l
^  A" ’ I V . 
d n-l p n-l 
n
n+l
n
6.4.1
Where d = d ( 1 - (6 /d .)2) 
n n-l n n-l
and 6n+1 = R(n) - I
... 6.4.2
... 6.4.3
The solution to these equations are obtainable from starting with 
the 2 x 2 and 3 x 3  matrices.
R(0) R(l) R(2)
R(l) R(0) R(l)
R(2) R(l) R(0)
A /  Vi = R(1)/R(0) d 1 = R(0)
d2 = R(0) (1 - R(l)2/R(0)2)
3 = R(2) - V.t I A ?1 V,
1 n i 1
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-1
Once 63 has been obtained A 2 Vg and dg can be calculated 
from 6.4.1 and 6.4.2, this allows calculation of 64 from 6.4.3 and 
hence the next dimension of equations maybe solved.
This allows easy computation of ^n-1 which requires 6^
-1
d^_^ and ' V^_2 and of course is obtained from <5^  and d^_^
Therefore it is only required that the autocorrelation coefficients
be stored as a vector in the form and it is suggested that
— % e \
A^_^ and its reverse I A^_^ be stored as two other
to allow easy computation of 6.4.1, 6.4.3 and finally 6.1.2.
6.4.1 Program Details
The flow chart relating to the extrapolation program, together 
with a listing of the program is given in Appendix III. In both cases, 
the program has considered the selection of the mid-point of the allowable 
range, as the estimate. However if one of the limits is required to be 
studied, then the following alterations must be made.
Using the notation found in the program, the first estimated 
coefficient, must be set to:
R (N D  = VN1_1 Ip An1_1 Vn1_1 ± dN 1 ^
depending on which limit is required. It must be remembered that for 
estimating R(N1+1), A^* needs to be calculated, this maybe obtained
from 6.1.3 and 6.1.4. Further extrapolation continues in the same manner 
as for singular matrices, with the singularity occurring at dimension 
Nl+1 x Nl+1.
One important difference between the flow diagram and the program 
is the test for positive definite, singular and negative matrices. It 
has been shown that:
The flow diagram considers:
B = 1 - (5„+l / dn)2
if B > 0 the n+l x n+l matrix is positive definite
B = 0 the n+l x n+l matrix is singular
B < 0 the n+l x n+l matrix is negative
This is an important test, that allows the program to adopt tne 
correct procedure for the matrix being considered.
However when the value B is computed it will contain round-off 
errors and for the singular matrix it is unlikely to equal zero exactly. 
Therefore the following method has been implemented in the program.
If - SI < B < SI then assume matrix is singular and
set B = 0
If B < - SI then assume matrix is negative, stop
program and suggest white noise addition.
If B > SI then assume matrix is positive definite
and continue in the normal way.
This method is used to inspect each dimension of the autocorrelation 
matrix and therefore checks if the known matrix is non-negative definite.
-4 -8
SI should be made a small quantity between 10 and 10 . This
figure can be established by considering the autocorrelation of a sine 
wave,
R ( t ) = cos ÏÏT
and ensuring the program locates the singularity at the 3 x 3  matrix. 
Further tests can be used as a check of this figure, by considering 
several sums of cosine waves, as the autocorrelation function and 
ensuring the singularity is located at the correct dimension. This
81
procedure will be referred to as the ’singularity trap’.
It can be seen that the extrapolation program requires a modest 
core size and has a run time mainly dependent on the number of known 
coefficients, rather than the number of estimates required. The program 
is written in BASIC, but can easily be adapted to suit any computer 
language. Due to the program being compact and requiring a small core 
size, it can be used on many of the desk top calculators available today.
6.5 RESULTS OF EXTRAPOLATING TRUNCATED AUTOCORRELATION FUNCTIONS
Some results of extrapolating autocorrelation functions have been 
shown in chapter 4, where the extrapolation program was based on the 
Cholesky decomposition method and the mid-point of the allowable range 
was used for estimation. In this section all the results have been 
obtained by using the extrapolation program given in Appendix III.
A variety of simulated autocorrelation functions have been chosen 
to examine this method. The truncation point has been selected to ensure 
the number of known coefficients is practically realistic and that 
truncation occurs in various positions within different functions.
Although this is satisfactory, the effect of particular truncation points 
should be studied further, to establish the degree of truncation that 
is acceptable in practice. However, this is not discussed here.
The results given in this section consider functions that yield a 
singular autocorrelation matrix, followed by those that give a positive 
definite matrix. The latter functions are shown extrapolated by both 
the mid-point and the limits of the allowable range. The resulting spectra 
are also shown and allows the effect of extrapolation to be seen in the 
frequency plane.
The implications of the above results are discussed and the mid-point 
selection is chosen for further examination as it is found to give the most 
reliable and accurate estimates. This particular estimate is then used
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to extrapolate functions containing simulated random scatter, so that 
the method maybe studied with autocorrelation data that is not perfect.
6.5.1 Extrapolation of Singular Matrices
Two autocorrelation functions are considered, these being:
R ( t )  = cosTTT and R(t) = £ (costtt + cos 2 ttt)
Both these functions yield singular autocorrelation matrices at 
dimensions 3 x 3  and 5 x 5  respectively.
In both cases ten coefficients are used as the known data, the 
program locates the singularity points by means of the singularity trap 
and extrapolates the function from there.
It has been shown, for a singular autocorrelation matrix, that only
one possible value exists for each coefficient that requires estimating 
and therefore the estimated values must be an exact extrapolation of 
the true function. Figà. 6 and 7 show the two functions extrapolated 
from their singularity points and it can be seen that the estimates are 
exact. In both cases the extrapolation maybe continued indefinitely, 
always obtaining exact estimates of the true function.
Due to the nature of these functions truncation will always exist, 
as they never decay to zero. However if these functions are extended far 
enough, a good representation of the true spectra maybe obtained, but 
this problem is not discussed here.
Although both functions have been extrapolated from the singularity 
point, they may in fact be accurately extrapolated from any other truncation 
point occuring after the singularity, by remembering:
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-1
As-1 Vs-1
0
f
I
0
L
Where S is the dimension at which singularity occurs.
Therefore with functions that yield a singular autocorrelation 
matrix an exact extrapolation can be obtained by using the number of 
coefficients that form the first singular dimension of the auto­
correlation matrix.
It should be noted that white noise addition is no longer necessary 
for the extrapolation of functions that yield a singular matrix. 
Therefore the extrapolation of:
R ( t ) = costtt ,
given in section 4.7, need not include white noise addition and can be 
extrapolated exactly, with the method given in this chapter.
6.5.2 Extrapolation of Positive Definite Matrices 
(mid-point as estimate).
A variety of simulated autocorrelation functions, that give 
non-negative definite matrices, have been truncated and extended by the 
extrapolation method, using the mid-point of the allowable range. The 
truncated autocorrelations are such that their resulting matrices are 
positive definite.
The extrapolated functions are shown together with the cosine 
transforms of the truncated, extrapolated and true functions. The raw 
and estimated spectra have been obtained by a trapezoidal approximation 
of the cosine transfo“n using the discrete data points and the true
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spectrum has been obtained from cosine transforming the autocorrelation 
function and obtaining a theoretical expression for the spectrum. 
Examples for the discrete and continuous cosine transforms are given 
in Appendix II.
Consider the simulated autocorrelation of band limited noise:
R(t) = exp(-T), Fig.8a
This function is always positive and has no periodic component.
It is assumed that R(0) -> R(10) are the known coefficients and 
R(ll) -*■ R(75) have been estimated and allow the function to decay to 
zero. It is interesting to see that the extrapolated coefficients lie 
exactly on the theoretical curve representing the function.
The resulting raw and estimated spectra are compared with the true 
spectrum in Fig.8b. The raw spectrum differs considerably from the true 
spectrum at the lower frequencies and contains negative lobes and 
oscillations at the higher frequencies. However the estimated spectrum 
gives a very good representation of the true spectrum.
Clearly in this case, by using the mid-point as the estimates, 
the extrapolation method is consistent with properties inherent within 
the function. Once extrapolation starts and continues with the mid­
point selection, then from section 6 .1.1:
The determinant is the maximum possible value at each dimension,
d - = dn+l n
and 6 L1 = 0
n+l
Therefore this particular function, with ten coefficients known 
and A t  = 0.1s, must give a matrix that contains the above properties 
and thus has an extrapolation that is exact. This is discussed further 
in section 6 .6.
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The next simulated function considered, is an autocorrelation 
represented by a decaying cosinusoid:
R(t) = exp(-t/2) c o s t t t, Fig.9a
This function contains a periodic component and has both positive 
and negative coefficients. It is assumed that R(0) -> R(29) are 
known and R(30) R(100) are estimated, which allows the function to
decay to zero. It can be seen that again the extrapolated coefficients 
lie exactly on the theoretical curve representing the true function. 
Therefore with thirty known coefficients and A t = 0.1s, the function 
must yield a matrix that contains the properties given above.
The resulting raw spectrum is found to have a lower peak, value 
than the true spectrum and contains misleading negative lobes and 
oscillations, whereas the estimated spectrum gives a very good represent­
ation of the true spectrum.
The next two simulated functions are similar to those found in 
Photon Correlation, Abbiss, Bradbury & Wright (1975):
R ( t ) = 1/2 exp(-T2/100) (1 + costtt). Fig.10a
and
R ( t ) = 2/3 exp(-T2/100) (1 + 0.5 costtt), Fig.11a
Both these functions contain a periodic component with all coeffic­
ients being positive. In each case it is assumed that R(0) -> R(49) 
are known, which is approximately the usual number of coefficients 
obtained on a Photon Correlator and R(50) -> R(105) are the estimated 
coefficients. These estimated coefficients are good approximations to 
the true values but are not exact. Therefore with these two functions, 
containing fifty coefficients and A t = 0.2s, the matrix property:
dn+I = dn
has not yet occurred, but clearly as the extrapolation is a good
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approximation to the theoretical curve,
Vl * dn
for the larger dimensions of the known matrix.
It is noticeable from Figs. 10a and 11a that the extrapolations 
have slightly different decay rates than the true functions. For the 
first function the decay rate is decreased and for the second increased. 
This is quite possibly due to the approximation mentioned above.
However, marked improvements are obtained on the resulting cosine 
transforms, Figs. 10b and lib, when the extrapolated function is used.
The raw transforms contain negative lobes, oscillations and lower peak 
values. They also give a slight shift in frequency value for the higher 
frequency peak, this is most probably due to the effect of the oscillations 
arising from truncation. The estimated transforms differ only slightly 
from the true transforms, such that in Fig.10b it is undetectable and in 
Fig.lib the difference can only be seen in the 0 -> .1 Hz range. These 
transforms do not contain negative lobes or oscillations and give the 
correct frequency value at the higher frequency peak. Clearly the 
estimated transforms are a good representation of the true transform.
The next three functions considered are autocorrelations that are 
represented by the sum of two decaying cosinusoids of different frequencies. 
These autocorrelations contain two periodic components and have co­
efficients that are both positive and negative.
Consider the function:
R(t) = 5 exp(-t/4) (costtt + cos 2ttt) , Fig. 12a
It is assumed that R(0) -* R(29) are the known coefficients. Two 
cases have been considered here; extrapolation to R(100) and extra­
polation to R(150). The estimated coefficients are very accurate in 
both cases and lie close to the curve describing the true function.
The raw spectrum using coefficients R(0) -* R(29) is shown in 
Fig.12b, comparing this with the true spectrum Fig.12e, it can be seen 
that the raw spectrum has peak values far lower than the true case and 
that the peaks are much broader. Also the oscillations that are present 
could be misleading and therefore result in assuming that other 
frequency components are present. Fig.12c gives an estimated spectrum 
using the extrapolated coefficients up to R(100); this spectrum is a 
noticeable improvement over the raw spectrum; the negative lobes have 
almost disappeared and the peaks are more dominant. However small 
oscillations are still present and the peak values are not the same as 
the true spectrum, this is due to the function still being truncated at 
R(100). Fig.12d shows the estimated spectrum using the coefficients 
extrapolated up to R(150), where the function has decayed to zero, this 
spectrum is a good representation of the true spectrum.
The next function considered is:
R(t) = 5 exp(-T) (costtt + cos IOttt) , Fig.13a
This function contains two dominant frequencies that are well spaced 
apart. The function is truncated at R(24) and has been extrapolated 
to R(100), where the coefficients have decayed to zero.
The extrapolated coefficients, although not exact, give a good 
approximation to the true function.
The resulting spectra are shown in Fig.13b and due to the difference 
between the estimated and true spectrum being so small, they have been 
shown as the same curve. It can be seen that the estimated spectrum is
a marked improvement over the raw spectrum.
Now consider:
R(t) = 5 exp(-T/2) (costtt + cos 1.4ttt) , Fig.14a
In this case the two dominant frequencies are close together. The
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function has been truncated at R(29) and extrapolated to R(100) 
where the estimated coefficients have decayed to zero. In this case the 
estimated coefficients have decayed at a higher rate than the true 
coefficients and therefore do not appear as accurate as those obtained 
in the other functions considered.
However this particular case is very interesting; consider the 
resulting spectra shown in Fig.14b. The raw spectrum contains only one 
peak at 0.6 Hz, but the estimated spectrum, using the extrapolated 
coefficients, gives two peaks at the frequencies found in the true case ; 
although these are not as dominant as the true values, it does show the 
presence of two distinct frequencies. This is due to the increased 
frequency resolution obtained by extrapolating the autocorrelation function.
Frequency resolution is given by:
An = 2i^ Vt * Blackman & Tukey (1959)
where An = frequency resolution 
L = number of lag values 
A t = sample time
As extrapolation gives an increase in the number of lags, it must 
give an increase in frequency resolution.
False conclusions may have been drawn from using the raw spectrum, 
whereas the estimated spectrum gives a far better representation of the 
situation.
The final simulated function considered in this section, represents 
the autocorrelation of two uncorrelated signals:
R ( t ) = 0.6 exp( - 3 t ) + 0.4 c o s t t t, Fig.15a
This function is chosen as an example because the cosine contribution 
completely dominates the latter parts of the autocorrelation function.
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It is assumed that R(0) -* R(20) are the known coefficients and R(21) -> 
R(50) have been estimated. Fig.15a shows that although the estimated 
coefficients have the same frequency as the true values, they are 
decaying, whereas the latter portion of the true function never decays.
Even though the extrapolated function is still truncated at R(50), 
the estimated spectrum is a better representation of the true case than 
that found with the raw spectrum. Fig.15b.
A variety of functions have been considered in this section and 
have been extrapolated using the mid-point of the allowable range. It 
has been seen that particular functions have been extrapolated exactly 
by this method, whereas others have extrapolations that approximate to 
the true function. It has been said that for exact extrapolations to 
take place, the known autocorrelation matrix must contain certain properties, 
this will be discussed further in section 6.6 and chapter 8.
It is fair to say, that in all cases, the estimated spectrum has 
given a better representation of the true situation, than that given by 
the raw spectrum.
6.5.3 Extrapolation of Positive Definite Matrices 
(limit as estimate) .
It has been shown that the selection of a limit of the allow­
able range, as an estimate for R(N), will make the N+l x N+l auto­
correlation matrix singular and that the resulting spectrum, providing 
the full autocorrelation is known, will consist solely of line spectra 
at particular frequencies.
In this section two autocorrelation functions are considered and 
are shown extrapolated by using each of the limits as estimates.
Recalling Diagram 4.1 which gives the plot of element d^+  ^ against R(N), 
is shown again below:
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N+l
R(N)
’a ’ and 'b’ represent the limits of the allowable range. In this 
section ’b 1 will be referred to as the 'upper limit' and 'a' the 'lower 
limit'.
Spectra, resulting from using these limits as estimates, are shown 
and used to confirm that a singular autocorrelation matrix will yield 
line spectra at particular frequencies.
Consider the autocorrelation function representing band limited 
noise:
R ( t ) = exp(-T)
In Fig.16a it is assumed that R(0) -+ R(19) are the known coefficients. 
This truncated function is shown extended by the upper and lower limits 
of the allowable range. It is found that the estimated coefficients, 
using the limits, bear little resemblance to the true function and appear 
to contain a number of periodic components.
The power spectra, using both limit extrapolations to R(150), are 
given in Fig.16b. It must be realised that the extended autocorrelation 
is still heavily truncated at R(150) and therefore the reader is asked 
to ignore the negative lobes and oscillations and attention is drawn to 
the dominant peaks. The spectrum is shown up to a frequency of 2 Hz 
instead of the cut-off frequency, 5 Hz; this allows the separate peaks 
to be readily distinguished. It can be seen that each limit extrapolation 
is tending to yield line spectra, at particular frequencies depending on
which limit is used.
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Now consider an autocorrelation function represented by a decaying 
cosinusoid:
R(t) = exp(— r/2) costtt
In Fig. 17a it is assumed that R(0) -> R(19) are the known 
coefficients and R(20) ->■ R(150) have been estimated by the upper and 
lower limits. Again the estimated coefficients, using the limits, give 
extrapolations that are far removed from the true function. It can be 
seen that both limits yield extrapolations containing periodic components.
The resulting spectra, using the extrapolated coefficients, are 
shown in Fig.17b, up to a frequency of 2 Hz for reasons of clarity.
Again ignore the negative lobes and oscillations due to truncation. It 
can be seen that both limits are tending to yield line spectra.
Although both these functions, extended by the limits of the 
allowable range, confirm that a singular autocorrelation matrix yields 
line spectra; it would be interesting to establish the number of spectral 
spikes expected from a singular autocorrelation matrix related to the 
dimension at which singularity occurs.
Assume that an infinite autocorrelation matrix is known and that 
it is singular at dimension n+l x n+l, where n is an even number.
From the eigenvalue / power spectrum relationship, given in section 3.2, 
there will be n /2 pairs of positive eigenvalues that describe the 
spectrum at particular frequencies. Therefore if a matrix is made 
singular at dimension n+l, then the resulting power spectrum will contain 
n /2 line spectra.
This can be likened Lo the autocorrelation function:
R(t) = COSTTT
The autocorrelation matrix is singular at dimension 3 x 3 ,  ie: 
one row/column is linearly dependent on another row/column. The resulting
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spectrum from this function is one spike at a particular frequency and 
therefore n /2 = 1 .
Consider now the infinite autocorrelation matrix that is singular 
at dimension n x n. No longer is there an even number of positive 
eigenvalues and hence a whole number of pairs of eigenvalues cannot exist.
In this case it cannot be certain whether there will be n/2 or (n-2)/2 
line spectra produced. Therefore the remaining part of this section will 
consider an autocorrelation function that has been made singular at an 
odd then an even dimension, so that some ideas maybe discussed on this 
matter.
Consider again the autocorrelation function:
R(t ) = exp(-x)
Assume that R(0) -> R(5) are known and estimate the values R(6) -> R(35) 
by using the upper and lower limits, Fig.18a. The estimate for R(6) 
makes the autocorrelation matrix singular at dimension 7 x 7 .  From the 
discussion above it is expected that three spikes will be present in the 
resulting spectra for each extrapolation.
Figs. 18b and 18c show the cosine transforms obtained from each extra­
polated set of data, in each case the coefficients have been estimated 
up to R(100) to lessen the effect of truncation. Both cases are 
tending to give three line spectra, with each limit yielding a different 
set of frequencies. These spectra are shown up to the cut-off frequency 
of 5 Hz and therefore the line spectra shown are the only contributions 
present.
Fig.19a considers the same function:
R(t ) = exp(-x)
But in this case it is assumed that only R(0) -> R(4) are known.
The estimated coefficients R(5) -> R(35) are shown using the upper and
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lower limit extrapolations, and the estimate R(5) makes the auto­
correlation matrix singular at dimension 6 x 6 .
Figs. 19b and 19c show the resulting spectra obtained from both
extrapolations, where the coefficients have been estimated up to R(100). 
In each case three line spectra are obtained, the upper limit giving 
spikes at zero and two other frequencies and the lower limit giving 
spikes at the cut-off frequency and two other frequencies.
In conclusion it is believed that if an autocorrelation matrix is 
made singular at dimension n+1 x n+1, where n is even, there w'll be 
n/2 line spectra at particular frequencies. If the matrix is made 
singular at dimension n x n, then there will still be n/2 line spectra, 
but one limit will have one of its spikes at zero frequency and the 
other a spike at the cut-off frequency.
These results appear to confirm that if one of the limits is chosen
for extrapolation, then the resulting spectrum is assumed to consist
solely of line spectra.
6.6 A DISCUSSION ON THE EXTRAPOLATION RESULTS
The results have shown that an autocorrelation function which 
truly yields a singular autocorrelation matrix, will have an extra­
polation that lies exactly on the true curve, providing estimation takes 
place from or after the singularity point. In this case each estimate is 
uniquely specified and an allowable range of values does not exist.
However this type of function must contain only pure frequencies and 
therefore is unlikely to occur in practice.
The more common functions will be those that contain band widths 
of frequencies and yield positive definite matrices. It is these 
functions that give an allowable range for each coefficient that requires 
estimating.
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It has been said that if one of the limits of the allowable range 
is chosen as the estimate, the autocorrelation matrix is made singular 
and any further extrapolation is uniquely defined. Results have shown 
that for this choice of estimate, the extrapolations differ widely 
from the true curve and give a resulting spectrum that consists entirely 
of line spectra, which is improbable in practice.
If the mid-point of the allowable range is chosen, then the 
determinant is maximised and specified uniquely, furthermore the matrix 
is maintained as positive definite. It was this selection that gave 
the best extrapolation results and also gave marked improvements in the 
resulting spectra, when compared with the more conventional methods.
Due to these results, it is this selection that will be used for further 
study.
It was interesting to see that some of the autocorrelation functions 
were extrapolated exactly using the mid-point of the allowable range, 
yet others had extrapolations that were good approximations to the true 
curve. It was said that for the extrapolation to be exact, the known 
autocorrelation matrix has at some dimension, the property :
dn = dn+l = dn+2 " • • •
and is such that this property is maintained up to the known dimension.
Consider the determinant of this type of matrix:
1 An I = I An-1 I * dn
I An+1 I “ I An-1 I * dn
and so on.
Therefore after dimension n-1 x n-1, the determinant of this matrix 
maybe represented by a geometric progression, ie:
i \ i-1 vi i* -r*1’
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This property is particularly interesting and chapter 8 will 
develop this further to see whether it is peculiar to certain functions 
or whether it occurs in general and depends on the number of known 
coefficients. If this is so, this property could be used to assess 
the reliability of a particular extrapolation.
The next section considers the mid-point selection only, as it is 
this value, that has been seen to yield extrapolations that should be 
adequate for experimental purposes. Several autocorrelation functions 
are considered, which contain simulated random scatter, these are 
truncated and extended by the mid-point extrapolation method. This has 
been done to give an indication of how the method will react to data 
that is not perfect.
All further references to the extrapolation method, will assume 
that the mid-point selection is being used, unless stated otherwise.
6.7 EXTRAPOLATION OF AUTOCORRELATION FUNCTIONS CONTAINING
SIMULATED RANDOM SCATTER
This section studies the extrapolation of autocorrelation functions 
containing random scatter. This scatter has been simulated, by generating 
a set of random numbers, with a prescribed standard deviation about zero 
and adding them to the known autocorrelation coefficients. The random 
numbers have a uniform distribution and were generated by means of a 
standard subroutine, available with the computer being used. See 
reference : Hewlett Packard.
By introducing this simulated scatter, the extrapolation method 
maybe examined with autocorrelation data that is not perfect. The known 
autocorrelation coefficients can be extrapolated and the standard 
deviation of the estimates maybe computed against the true values. The 
standard deviation measured against the true values, is equivalent to 
measuring the value against the scatter free extrapolation, as the
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functions chosen for this study have exact or very accurate extra­
polations when the data does not contain scatter. Therefore the standard 
deviation of the scatter present on the known coefficients, can be 
compared with that of the extrapolated coefficients.
If the extrapolation, of the data containing scatter, tends to 
the true values as further extrapolation takes place, then the overall 
standard deviation will get smaller as the data is extended further.
This value will not give a significant indication of what is occurring 
in the extrapolation, as the overall standard deviation will depend on 
the number of estimates computed. To overcome this the estimates will 
be split into blocks, so that their standard deviation maybe monitored 
at various stages throughout extrapolation.
The formula used to calculate the standard deviation ic:
N
a = r  1/N £ (r - r )2
j=l 6j j
where, o = standard deviation
N = block size
r = estimated value 
e
r^ = true value
It is believed that the type of scatter simulated here, is likely 
to occur on autocorrelation functions that have been obtained from 
random sampling. Caster & Roberts (1975), as oppose to equispaced 
sampling, Blackman & Tukey (1959). As in the latter case the scatter 
tends to be correlated and does not lie randomly about the true curve, 
Faghih (1978).
Therefore this study will give an indication of how the extra­
polation method reacts to scatter, but further work should be under­
taken using different sampling techniques, on tim^ series that yield
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a pre-determined autocorrelation with a prescribed standard deviation 
about the true values.
One condition that has been maintained in this section, is that the 
known autocorrelation coefficients containing the scatter, must form a 
non-negative definite matrix.
In all cases the true and extrapolated functions, the standard 
deviation plots and the resulting spectra are given, to allow the effect 
of this scatter to be studied in detail.
The first function considered is the autocorrelation of band limited 
noise :
R ( t ) = exp(-T)
In Figs. 20a and 21a, R(0) -> R(9) are the known coefficients, to
which are added random numbers with a standard deviation (a) of 0.01 
and 0.1 respectively.
Fig.20a shows that with this particular scatter and o = 0.01, the 
estimated coefficients produce an acceptable extrapolation, that tends 
to lie one side of the true values. However, Fig.21a shows that with a 
larger scatter on R(0) -> R(9), a = 0.1, the estimated coefficients 
reflect this and therefore produce an extrapolation containing scatter, 
which initially lies some distance away from the true values.
Figs. 20b and 21b show plots of the standard deviation of the 
estimated coefficients, measured against the true values, for blocks of 
5, 10 and 20 estimated coefficients; where the functions have been extended 
to R(99). It is interesting to note that the standard deviation is 
decaying as further extrapolation is obtained and therefore the estimated 
coefficients are tending to the true values.
The resulting raw and estimated spectra are compared to the true 
spectrum, for both these cases in Figs. 22a and 22b, 23a and 23b
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respectively. Each spectral plot is shown up to the cut-off frequency 
of 2.5 Hz.
Where the original data contains scatter of a = 0.01 the resulting 
estimated spectrum. Fig.22b is an improvement over the raw spectrum 
Fig.22a. However when a = 0.1, it was noted that the extrapolated 
coefficients maintained the scatter present on the original coefficients 
and therefore frequency contributions, resulting from this scatter, will 
be noticeably present in both the raw and estimated spectra.
Tne raw spectrum for this case is given in Fig.23a, this spectrum 
suffers from truncation problems and also has frequency contributions 
in the 1.0 -> 2.5 Hz region, due to the scatter on the original data. The 
estimated spectrum is shown in Fig.23b; as the extrapolation has maintained 
the scatter, the frequency contributions due to this have been made more 
dominant. The estimated spectrum has also given a dominant peak at 0.3 Hz, 
a contribution around this frequency is just noticeable in the raw 
spectrum. Clearly the estimated coefficients have maintained this 
frequency contribution in the extrapolation and has thus made it more 
dominant.
Therefore, as extrapolating an autocorrelation function leads to 
more dominant peaks in the resulting spectrum, then this will effect 
both the true and spurious frequency contributions.
Although this result appears discouraging it must be remembered 
that the extrapolation is based on the known coefficients and if these 
contain large quantities of scatter, then the extrapolation will be 
effected by this; it would be unrealistic to expect otherwise.
The next function considered is an autocorrelation represented by 
a decaying cosinusoid:
R(t) = eXp(-l/2) COSTTT
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Fig.24a shows the coefficients R(0) R(34) containing scatter
with a = 0.01, extrapolated to R(100). The estimated coefficients are 
found to yield an extrapolation with marginal deviation from the true 
curve. The standard deviation of estimates up to R(134), measured 
against the true values, for blocks of 5, 10 and 20 estimates, are 
given in Fig.24b. It can be seen that the standard deviation is decaying 
as further extrapolation takes place.
Consider the same function, with the sample time doubled and assume 
that R(0) -> R(14) are known, with a scatter of o = 0.1, Fig.25a. The 
scatter is quite noticeable on the known coefficients and this is 
reflected in the extrapolation. It is again found that the standard 
deviation of the estimated coefficients, measured against the true values, 
is decaying as extrapolation continues, Fig.25b.
The resulting raw and estimated spectra are compared to the true 
spectrum for this case, in Figs.26a and 26b. The raw spectrum has a 
slight frequency shift on the peak that should occur at 0.5 Hz, and
also contains spurious contributions in the .75 -> 2.5 Hz range that are
due to both the scatter and truncation. The estimated spectrum also
has a small frequency shift on the main peak and gives two dominant peaks
around 1.5 and 2.2 Hz. These peaks have been made dominant due to the 
extrapolation.
With all the examples so far, the same random numbers have been used 
to simulate the scatter. It is therefore interesting, but understandable, 
to find that extrapolation has yielded the two dominant peaks around 
1.5 and 2.2 Hz in both Figs.23b and 26b, with two different functions.
This therefore emphasises that the extrapolation is reliant on the known 
data and can only be as good as the known coefficients.
From further study of the standard deviation plots, it can be seen 
that the rate of decay of the standard deviation, appears to be faster
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on the function that has the higher rate of decay. Realising this, 
consider a function that does not decay:
R ( t ) = COSTTT
Figs.27a and 28a, show R(0) -> R(8) with scatter of a = 0.01 and
0.1 respectively. In both cases the extrapolation is shown up to R(50).
It can be seen that the estimates are quite reasonable, but are tending 
to give a decaying extrapolation. Therefore the standard deviations of 
the estimates, considered in blocks of 5, 10 and 20, are going to increase 
as further extrapolation takes place. Figs.27b and 28b show the standard 
deviations for extrapolation up to R(108) and confirm that the standard 
deviation is increasing with further extrapolation. This would indicate, 
that whereas the extrapolation appears to tend to the true values in a 
decaying function, this is not the case for a function that does not decay.
The final function considered in this section is:
R(t) = 2 exp(-x/4) (costtt + cos 2ttt)
A different set of random numbers has been used to simulate the 
scatter and these have been added to coefficients R(0) -> R(12) with 
o = 0.05. These coefficients are shown extrapolated to R(50), in 
Fig.29a; the estimates appear to follow the pattern set by the true 
coefficients, but noticeably differ from the true values around the 
maximum and minimum areas of the function.
Fig.29b shows the standard deviation of the estimates up to R(112), 
in blocks of 5, 10 and 20 data points. Again it can be seen that the 
standard deviation of the estimates is decaying as further extrapolation 
takes place.
The raw and estimated spectra are compared with the true spectrum 
in Figs.30a and 30b. The raw spectrum contains two broad peaks and 
oscillations due to the truncation, whereas the estimated spectrum has
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two dominant peaks at approximately the correct frequencies and has 
removed most of the oscillations. Even though this spectrum has not 
reached the same peak values as found in the true case, it does give a 
good representation of the frequency content.
It is noticeable that only very small contributions are found at 
the higher frequencies in this case, the reasons being, a different set 
of random numbers were used, together with a standard deviation of a = 0.05 
in the simulated scatter.
Although this study is dependent on the random numbers used to 
simulate the scatter, there are several interesting points that have arisen.
The extrapolation does not appear to ’blow up’ under these 
conditions of scatter, even though the first few estimates may have a 
scatter with double the standard deviation of the known coefficients.
It was also seen that with functions of a decaying form, the estimates 
appear to tend to the true values as further extrapolation takes place.
The results emphasised that if the known coefficients contained 
inaccuracies, then so would the estimated coefficients. However it would 
appear for data having a standard deviation of around a = 0.01, then 
the extrapolation would most probably be acceptable for experimental 
purposes.
It was noted that random scatter on a function, could well be inter­
preted as a high frequency contribution in the resulting spectrum and 
as extrapolation has the effect of sharpening the definition of the 
spectral peaks, then the spurious frequencies would be emphasised by 
this method.
Even though this is a simulated test and does not cover all aspects 
of experimental data, it gives an indication of some of the possible 
problems that maybe encountered with real data.
The most important point that has arisen from this study is, the
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more accurate the known data, the more accurate the extrapolation.
6.8 SUMMARY
This chapter has studied several aspects of extrapolating truncated 
autocorrelation functions, by using the properties inherent in the auto­
correlation matrix. It has developed the general extrapolation theory 
and shown how it can be applied to the non-negative definite auto­
correlation matrix. A mention is also given to autocorrelations, that 
due to the sample size of the time series, might yield negative matrices.
A discussion was included on the selection of an estimate from the 
allowable range and favour was given to using the mid-point of this 
range. It was shown that this estimate maximised the determinant of the 
autocorrelation matrix and confirmed the results obtained using the 
initial theory in chapter 4.
A computer program for extrapolating autocorrelation functions was 
developed and relevant points were discussed. The program was found to 
be compact, requiring a modest core store and short run time. Included 
with this were certain adaptations that could be made to the program, to 
investigate the extrapolations obtained using the limits of the allowable 
range as estimates.
Both the theory and results showed that for an autocorrelation 
function, which truly yielded a singular autocorrelation matrix, the 
extrapolation would be exact, provided truncation occurred on or after 
the singularity point.
Results were also seen of extrapolating autocorrelation functions 
that yielded a positive definite matrix. Extrapolations using the mid­
point and limits of the allowable range were discussed. Even though the 
mid-point always gave the best results, it must be remembered that all 
the values within the range are theoretically allowable. It was confirmed 
that if a limit of the range was used to extrapolate the autocorrelation.
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then the resulting spectrum was assumed to consist solely of line spectra.
Finally autocorrelation functions that contained simulated random 
scatter, were extrapolated by using the mid-point of the allowable range. 
It was noticed that spurious frequency contributions found in the raw 
spectrum, due to the scatter present on the known coefficients, appeared 
to be emphasised, when the extrapolated function was used to produce the 
estimated spectrum. This indicated that the estimated coefficients were 
reliant on the known coefficients and could only be as good as the known 
coefficients.
In conclusion it is believed the extrapolation method can be a useful 
aid in the truncation problem, but there are several aspects that must be 
considered.
If the truncated autocorrelation coefficients are known exactly and 
are such that they form a matrix where,
dn+l = dn
after a certain dimension, then the extrapolation will be exact, other­
wise the estimates will be an approximation to the true values. Further­
more if the known autocorrelation coefficients contain inaccuracies then 
so will the estimates and any spurious frequency contributions will be 
emphasised in the resulting estimated spectrum.
The following chapter considers a different problem, where again 
autocorrelation data is missing. The method proposed for estimating these 
unknown coefficients is based on the theory and results found in this 
chapter.
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CHAPTER 7 : ESTIMATION OF INITIAL AUTOCORRELATION COEFFICIENTS
Certain methods of discretely sampling a time series, to obtain an 
autocorrelation function, can lead to a part knowledge of the total 
discrete function. The problem discussed in this chapter considers the 
situation where the zero lag coefficient is known, then there are a 
number of unknown coefficients, followed by knowledge of the coefficients 
describing the remaining part of the function. This particular problem 
is sometimes encountered when data is randomly or sequentially sampled 
and there exists a restriction on the sample time. This has been 
discussed by Caster & Bradbury (1976) for random sampling and Toy (1978) 
for sequential sampling. Further detail on these two sampling methods 
maybe found in Appendix IV.
This is a non-trivial proolem, as the power spectral densities can 
not be obtained until plausible estimates are given to these missing lag 
values. Caster & Bradbury (1976) have suggested a method of sketching 
in the missing portion by applying certain constraints, these being: 
the sketched line has to cross the ordinate normally, at a level higher 
than the maximum modulus of the known part of the autocorrelation function, 
but below that of the signals mean square. Unfortunately this allows a 
number of different curves to be drawn.
However, errors in estimating these unknown coefficients are 
reflected in the resulting spectrum and it has been found that physically 
unacceptable negative areas can be apparent in the low frequency end of 
the spectrum, when the above method is used.
In this chapter it is intended to introduce a method for estimating 
these missing coefficients based on the properties of the autocorrelation 
matrix. It should be remembered that providing an autocorrelation 
function adheres strictly to the properties of the autocorrelation matrix 
and that no truncation problem exists, the resulting spectrum will not
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contain negative areas, section 3.2.
7.1 THE AUTOCORRELATION MATRIX
It has been shown that the discrete equispaced autocorrelation 
function maybe expressed as a square, symmetric and non-negative definite 
matrix, which is also of Toeplitz form.
The autocorrelation matrix from section 3.1, appears as:
T =
R(0)
R(l)
R(l)
R(0)
R(N-l)
R(N-l)
R(0) R(l) 
R(l) R(0)
Where the elements of this matrix, R(0) -> R(N-l) are the first N 
coefficients of a discrete autocorrelation function.
Earlier in this thesis it was shown that this matrix could be used 
as a basis of extending truncated autocorrelation functions, where 
R(0) -> R(N-l) are known and an estimate is required for R(N).
The estimate for R(N) maybe chosen such that the autocorrelation 
matrix of dimension N+1 x N+1, incorporating this estimate, is maintained 
as non-negative definite and has the maximum possible determinant. When 
this estimate has been obtained it is used together with the known 
coefficients to obtain R(N+1); this procedure can be repeated to extend 
the known autocorrelation function indefinitely in a mathematically 
acceptable fashion.
This method has produced reliable results and will be used as a 
basis for estimating the unknown coefficients referred to in this chapter.
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7.2 DISCUSSION OF THE PROBLEM AND SOLUTION
This chapter proposes a method to estimate unknown coefficients in
a discrete autocorrelation function. It assumes that R(0) and R(K+1)
R(N) are known and R(l) ■+ R(K) are unknown coefficients; the 
problem of estimating these unknown values is now discussed.
7.2.1 The Allowable Range
Knowing the autocorrelation matrix must be non-negative 
definite, consider the situation where R(l) is the only unknown 
coefficient. By placing plausible values of R(l) in the autocorrelation 
matrix, ie: values between ± R(0), and evaluating the determinant for 
each trial value, a curve of determinant versus trial value for R(l) 
may be plotted. If this is repeated for gradually increasing auto­
correlation matrix dimensions, starting at 2 x 2 ,  it is found that a 
theoretically allowable range of R(l) estimates can be obtained, that 
ensures the known matrix is non-negative definite.
As examples, consider the autocorrelation functions:
R(t) = exp(-T) and R(t ) = e x p (-t /2) costtt
Observe the plots of determinant against varying values of R(l),
as shown in Figs.31a and b. For ease of plotting the maximum value of
the determinant in the allowable range has been normalised to unity.
The range chosen for R(l) is ± 1.4, so that the curves may be seen 
outside the plausible range of ± R(0). The 2 x 2  curve is not shown 
for reasons of clarity, but is in fact a quadratic function, with a 
maximum at R(l) = 0 and an allowable range of ± R(0). However, the 
curves for autocorrelation matrix dimensions up to 6 x 6  are shown and 
the allowable range is indicated in Figs.31a and b.
It is particularly interesting to note that although a certain 
dimension n x n may give several possible ranges where the determinant 
is non-negative, other dimensions less than n place their own restrictions
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and eliminate all but one area found with dimension n.
This can be explained by realising the determinant of a matrix maybe 
positive with an even number of negative eigenvalues, but this is not a 
non-negative definite matrix as all eigenvalues must be non-negative and 
all sub-matrices must be non-negative definite, Bellman(1970). Therefore 
it is expected that ranges found in one dimension place restrictions on 
that found in another.
This is therefore a reasonable procedure to obtain a theoretically 
allowable range for estimating R(l), within a known autocorrelation matrix. 
This method can be incorporated in a computer program on an iterative 
basis by examining whether possible estimates for R(l) maintain every 
dimension of the autocorrelation matrix as non-negative definite. Each 
estimate that maintains this property is stored and the allowable range 
obtained.
The allowable ranges obtained for various autocorrelation matrix 
dimensions, for the functions considered in Figs.31a and b are shown in 
Figs.32a and b. It is interesting to see how rapidly the range is 
restricted as the matrix dimensions increase.
Therefore a theoretically allowable range of estimates for R(l) 
can be obtained, for a known autocorrelation matrix; the choice of an 
estimate within this range is now discussed.
7.2.2 Selecting an Estimate
When extrapolating truncated autocorrelation functions, it is 
found that the most reliable estimate for the unknown R(N) seems to be 
that which maximises the determinant of the N+1 x N+1 autocorrelation 
matrix, incorporating that value.
Considering determinant calculus, Ayres (1962), as shown in section 
6.3, it can be seen that maximising the determinant of the N+1 x N+1
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autocorrelation matrix with respect to R(N) is not equivalent to maxi­
mising with respect to another coefficient. Therefore using the value 
of R(l) that maximises the determinant is not necessarily equivalent to 
the extrapolation method.
Consider an autocorrelation function that gives a singular matrix:
R(t) = cos TFT
With this function is it found that only one value exists for the 
estimation of R(l), once the matrix is of dimension 5 x 5  and above, 
as shown in Fig.33. In this particular case the autocorrelation matrix 
has a maximum determinant of zero and the estimation is exact.
Consider the autocorrelaion function:
R(t) = exp (-t/2) c o s t t t,
for three different sample times and therefore different true values of 
R(l) missing. The allowable estimate ranges for each case, where the
missing R(l) values are ~0.9, —  - 0.6 and zero, are shown in Figs. 32b,
34a and 34b respectively.
Observe that the true value does not lie in one particular position 
in the allowable range, but depends on whether the missing value is 
positive negative or zero. Note that it is only for the situation where
the true R(l) is zero, that the determinant is maximised and the range
is symmetric about the missing value.
The limits of this allowable range correspond to making the matrix 
singular at the dimension for which the range was calculated. As before, 
this assumes that the resulting spectrum will consist solely of line spectra, 
which is improbable in practice.
However, a criterion that can be used to select a value from the 
allowable range, is to assume that all autocorrelation functions maybe 
extended exactly by the extrapolation method. Therefore choose a value
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for R(l), within the allowable range, that gives a resulting function, 
that if extended from R(n-l) would give an estimate for R(n) equal 
to the known R(n).
This method appears to be quite complex, but considering the extra­
polation theory of section 6.1, it can be shown that it is a fairly 
simple process, that utilises part of the extrapolation program.
Section 6.1 has shown that when an autocorrelation is extrapolated, 
using the mid-point of the allowable range as the estimate, then certain 
properties arise. It is these properties that shall be used as the basis 
of this method.
Therefore if the autocorrelation comprises of n+1 coefficients
and R(l) is unknown, then the estimate for R(l) must be such that it
lies in the allowable range and ensures that, d n = d , ie:
n+1 n
1 " (Sn+l / dn)2 = 1 > 5 n+1 = 0
This gives a value for R(l) that ensures the n x n autocorrelation 
would estimate R(n), by the extrapolation method, such that it is equal 
to the known value for R(n). This can be incorporated in a computer 
program, as it is just part of the extrapolation procedure.
At present this program has to be an iterative procedure, that tries 
various values for R(l). It has been decided to compute this value to 
two decimal places only and therefore,
1 ” (6n+l 1 dn)2
may not equal unity exactly, for one of the trial values.
As this expression cannot be greater than unity, R(l) will be chosen 
as the value that makes this expression the largest possible quantity.
If the value is estimated to greater accuracy then :
1 " (5n+l / dn>2 + 1
for a particular estimate.
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Therefore by using trial values of R(l) to two decimal places, 
an estimate will be obtained, that allows the resulting n+1 coefficients 
to approximately agree with the mid-point extrapolation properties, that 
would be apparent between the n x n and n+1 x n+1 autocorrelation 
matrices.
The estimates found to two decimal places, by using this method are 
remarkably accurate, even with knowledge of few coefficients. Two results 
are shown in Figs.35a and b, where the functions considered are:
R(t) = exp(-t) and R(t) = exp(— r/2) costtt
It has been assumed that R(0) and R(2) -+ R(4) are known and
R(l) has been estimated.
From seeing that this method can give accurate estimates, the 
complete problem will now be discussed, where a number of coefficients 
are missing.
7.2.3 Solving the Problem
This section now discusses the situation where there are 
several coefficients missing, R(l) to R(K), as mentioned earlier.
A specific problem is first considered and then extended to the general
case.
Consider a discrete autocorrelation function with a time
delay of A t , where:
<{>(0) is known,
<j)(l) , 0(2), 0(3) are missing, and 
0(4), 0(5), 0(6), . . . 0(N) are known.
It is suggested that 0(3) should be the first coefficient to 
estimate by using:
0(0), 0(3) (to be estimated), 0(6), 0(9), • . .
This is equivalent to estimating a second coefficient R(l), with
a time delay of 3At .
When (f)(3) has been obtained, (f)(2) can be estimated from:
(f)(0), (f)(2) (to be estimated), (f)(4), <f>(6) . . .
This is equivalent to estimating a second coefficient R(l), with
a time delay of 2A t .
Finally, (f)(1) can be estimated from:
(f)(0), (f)(1) (to be estimated), (f>(2)^^, (f)(3)^^, (f)(4), (f)(5), . . .
In this way the problem is effectively reduced to always estimating 
the second coefficient R(l). This method allows autocorrelation matrices 
to be formed from the known coefficients with various time delays and can 
be applied to any number of missing coefficients from R(l) to R(K).
Having described the problem as always estimating a second auto­
correlation coefficient R(l) and also knowing that accurate estimates
can be obtained for this coefficient, a computer program will now be
developed for the method given in this section, and shall be referred 
to as the interpolation method.
7.3 THE INTERPOLATION PROGRAM
This program is based on the theory and method proposed in section 
7.2, but includes one modification which will now be discussed.
So far the interpolation method has been based on selecting an 
estimate for R(l), that maintains the autocorrelation matrix as non­
negative definite and ensures the last known coefficient corresponds to 
the estimate that would be obtained by the extrapolation method. This 
has been done by selecting the estimate from the allowable range, that 
gives the greatest value of:
at the largest possible known dimension of the matrix.
This is a reasonable procedure if the data is perfect but if the 
last known coefficient is inaccurate, then the estimate for R(l) will 
be effected. In practice it is difficult to know the accuracy of the 
known coefficients and therefore it is proposed that for all allowable 
R(l) estimates, the value of equation 7.3.1 be calculated at all matrix 
dimensions greater than 2 x 2  and the sum (ZB) be obtained for each 
corresponding R(l) value. The trial value with the largest sum (IB) 
will then be chosen as the estimate This effectively is an averaging 
process that finds the best estimate for the entire function.
To see the effect of this modification, consider the function given 
in Fig.36, where:
R(t) = exp(-r) At = 0.2s
Assume that R(0) and R(2) -> R(9) are known exactly, the estimates 
obtained for R(l) using the allowable values that give largest B and 
largest IB are the same and give:
where
R ü ) est * 0.82
R(l)„ = 0.81873true
If inaccuracies are introduced into R(9), so that in one case, 
R(9) = 0.2
and in another case,
R(9) = 0.1
It is found that the estimates for R(l), using the value which yields 
largest B, gives for both cases:
R(1)est " °-80
whereas if IB is used, the estimate is given to be:
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This indicates that by using the value EB, the interpolation 
method is less effected by inaccuracies present in the known data. It 
is suggested that this summation is started from dimension 3 x 3, as 
this is the first dimension at which there is a known coefficient at a 
higher lag value than the unknown R(l) and also it allows as many 
known coefficients as possible to contribute to the selection of R(l).
The program, including the above modification to the theory, is 
given with a flow diagram in Appendix V.
The user inputs the known coefficients, setting all unknown values 
to zero and specifies the number of coefficients missing. The program 
assumes that R(l) is the first unknown coefficient and that any other 
unknowns run consecutively from R(l). It then selects the required 
known coefficients for the first estimation and tries value i between 
± 1 in steps of .01 for the unknown coefficient. All values that maintain 
the matrix as non-negative definite are stored along with their 
corresponding EB. Once all the values have been tried, the program 
selects the trial value that gave the largest EB and assigns this as 
the estimate of the unknown coefficient. The program then returns to 
estimate the next unknown coefficient in the order given in section 7.2.3.
If at any time an estimate cannot be found that maintains the matrix 
as non-negative definite, then the program suggests that the trial 
values be computed to a greater accuracy, eg: in steps of .001. This is 
often necessary for a function that would normally yield a singular 
autocorrelation matrix, as there is only one possible estimate and 
therefore greater accuracy maybe required to obtain it.
This method is an iterative process, that can vary considerably in 
computing time, depending on the accuracy required and the number of 
values that lie in the allowable range. However this method gives 
estimates for unknown coefficients, that are requited before spectral
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analysis can take place and therefore the computing time is of secondary 
importance.
The following section considers various simulated autocorrelation 
functions, in which several coefficients are assumed unknown and require 
estimating.
7.4 SOME INTERESTING RESULTS
The results given in this section include four simulated auto­
correlation functions, where certain initial values are assumed missing. 
These results should be considered as a preliminary test of the inter­
polation method and further research should be undertaken using real 
data and simulated data with scatter.
The figures displaying the results show the true discrete function, 
the known coefficients and the estimated values. The true discrete 
function is shown past the end of the known coefficients, as in all cases, 
unless specified, it was this length of data that was used to produce the 
cosine transforms, to avoid problems due to truncation. All the estimates 
of the unknown coefficients have been computed to two decimal places only 
and the cosine transforms displayed in the results have been obtained 
by a trapezoidal approximation using the discrete data points.
The first function considered is the autocorrelation of band 
limited noise:
R(t) = exp(-x) , Fig.37a
This function is always positive and has no periodic component.
It has been assumed that the coefficients R(0), R(6) -> R(24) are 
known and R(l) -> R(5) are missing. The estimates obtained for these 
coefficients, to two decimal places, although not exact, are acceptable.
It should be noted that R(5), the first coefficient estimated, is 
obtained by using only four known coefficients R(0), R(10), R(15), R(20)
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and appears to be a good estimate. The estimate R(2) is the first 
value that depends on another estimated coefficient, ie: R(4)egt_ and 
of course the estimate of R(l) uses all of the other estimated 
coefficients in its calculation; it is therefore this coefficient that 
is most subject to error.
The resulting spectrum would have been difficult to obtain without 
estimates of these coefficients. Fig.37b gives the resulting spectrum 
from the true discrete function and the spectrum using the estimated 
coefficients shown up to the Nyquist frequency; in both cases it is 
assumed data is known up to R(50). The spectrum using the estimated 
coefficients is not exact but gives a good representation of the true 
spectrum.
The second simulated function is an autocorrelation represented by 
a decaying cosinusoid:
R(t) = exp(-x/2) cos (ttt) , Fig. 38a
This function has a periodic component with positive and negative 
coefficients. Typical allowable estimate ranges, for this particular 
function were shown earlier in Figs.32b, 34a and 34b. It has been 
assumed that more than a complete cycle of data is missing, ie: R(l) -> 
R(8) are unknown. Therefore when estimating R(8) it is equivalent 
to having an autocorrelation with a time delay of 8Ax which would be 
an aliased function. However this does not hinder the estimation of 
this coefficient and a reasonable estimate is obtained from use of only 
four known coefficients; R(0), R(16), R(24), R(32). In this particular 
case it is the estimation of R(4) that uses a previously obtained 
estimate, R(8)^g _^. The estimated coefficients that appear to contain 
the most error lie around the maximum and minimum areas of the function. 
However estimate R(l), which uses all previous estimates is fairly 
accurate; this maybe due to a cancelling of errors.
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The power spectrum, in this case, would have been extremely 
difficult to obtain without knowledge of the missing coefficients.
Fig.38b gives the resulting true and estimated spectra assuming that 
data is known up to R(50). It can be seen that the estimated spectrum 
gives a larger peak value and differs from the true spectrum at the lower 
and higher frequency ends of the spectrum. This is understandable as 
the estimates have larger magnitudes around the maximum and minimum areas 
of the autocorrelation function.
Although this result may at firs: appear disappointing, it must be 
remembered that spectral analysis would have been extremely difficult 
without estimates of the unknown coefficients.
The next simulated function considered is similar to that found in 
photon correlation:
R(t) = 2/3 exp(-T2/100) (1 + 0.5 cos (ttt)). Fig.39a
This function has a periodic component with all coefficients being 
positive. It has been assumed that a complete cycle of data is missing, 
R(l) -> R(7). These missing coefficients are found to be estimated 
very accurately and the cosine transform, assuming data is known up to 
R(100), gives an excellent representation of the true transform. Fig.39b.
The final simulated function considered represents the auto­
correlation of two uncorrelated signals:
R(t) = 0.6 exp(-3i) + 0.4 cos (ttt), Fig.40a
This function is chosen as an example because the cosine contrib­
ution dominates the latter parts of the autocorrelation function. It has 
been assumed that R(l) R(5) are the missing coefficients, so that 
the known values of the function used in the estimation are dominated 
by the cosine contribution. The exponential contribution is shown in 
Fig.40a, to indicate how little of it is assumed known. It is found that
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the estimates are subject to error, particularly R(5), which used R(0), 
R(10), R(15), R(20), R(25) for the calculation, containing only minor 
exponential contributions.
The power spectrum of this result is given in Fig.40b, and has been 
calculated assuming that data is known up to R (1000)ÿ this ensured that 
truncation problems are minimised and that the band limited noise contri­
bution to the spectrum could be compared for the true and estimated 
cases without being interfered by ’ringing’ due to the truncation of the 
cosine contribution. The result obtained is very reasonable but tends 
to give the band-limited noise a larger contribution than that found in 
the true spectrum. In this case the spectra are not shown up to the 
Nyquist frequency of 5Hz, to allow easy comparison between the true and 
estimated curves.
These results have shown that the interpolation method, applied to 
exactly known functions, can be a useful tool in estimating initial auto­
correlation coefficients. Clearly further studies should be made with 
data containing scatter so that its full potential maybe assessed.
However the results appear encouraging and the interpolation method 
will be applied to experimental data in chapter 9.
7.5 SUMMARY
The problem discussed in this chapter relates to a situation that 
can occur in time series analysis when data is randomly or sequentially 
sampled and there exists a restriction on the sampling interval. The 
zero lag coefficient is known, then there are a number of unknown lag 
values, followed by knowledge of the coefficients describing the remaining 
part of the function.
This chapter has shown that a theoretically allowable range can be 
obtained for the estimation of these unknown coefficients and suggests a 
particular selection for the estimate from this range. Although this
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estimate appears to work well, it must be remembered that all other 
values within the range are theoretically allowable.
It is therefore suggested that the method proposed here, based on 
the properties of the autocorrelation matrix, could be considered when 
this problem arises. Some results with real data that suffer from this 
problem are shown in chapter 9.
The next chapter discusses some results from functions that have 
had initial coefficients estimated and have then been extrapolated. The 
discussion is then extended to the reliability of estimates in general.
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CHAPTER 8 : A DISCUSSION ON THE ESTIMATION OF
UNKNOWN AUTOCORRELATION COEFFICIENTS
The preceding chapters have examined two methods of estimating 
unknown autocorrelation coefficients, based on the properties of the 
autocorrelation matrix. Results have appeared encouraging and it is 
suggested that these methods be considered when coefficients require 
estimating.
This chapter shows results using both the interpolation and extra­
polation methods together, where only certain portions of an auto­
correlation function are known. The chapter is concluded by developing 
some further theory and discusses the reliability of estimated coefficients.
8.1 THE ESTIMATION OF UNKNOWN COEFFICIENTS
This section considers the situation where initial coefficients, 
with the exception of R(0), are missing and a truncation problem exists. 
Three simulated autocorrelation functions have been considered, which 
are similar to those found in practice.
The first function considered is the autocorrelation of band 
limited noise:
R(t) = exp(-x) , Fig.41a
It has been assumed that R(0) and R(5) -> R(16) are known. The 
initial coefficients R(l) R(4) have been estimated by the inter­
polation method and the resulting function has been extended to R(50) 
by the extrapolation method. The estimates are found to approximate 
closely to the true values and thus yield a resulting spectrum, Fig.41b, 
that compares favourably with the true spectrum.
The next function is an autocorrelation represented by decaying 
cosinusoid:
R(t) = exp(-x/2) cosTTx , Fig.42a
120
In this case it has been assumed that R(0) and R(6) -> R(20) 
are known. The initial coefficients R(l) -> R(5) have been estimated 
and the resulting function extrapolated to R(50). Even though the 
estimates for the initial coefficients are not that accurate, the extra­
polated values compare favourably with the true coefficients. The 
resulting estimated spectrum. Fig.42b, is a fair representation of the 
true case and is remarkably good considering only a relatively small 
portion of the autocorrelation function was known initially. The 
differences at the lower and higher frequency ends of the spectrum are 
believed mainly due to the inaccuracies in estimating R(l) -> R(5).
The final function considered, is similar to that obtained in 
photon correlation, where:
R(t) = 2/3 exp(-T2/100) (1 + 0.5 c o s t t t) , Fig.43a
It has been assumed that R(0) and R(4) -> R(49) are known. The 
initial coefficients R(l) -* R(3) have been estimated by the inter­
polation method and appear to be good approximations to the true values, 
however the extrapolated coefficients contain inaccuracies, especially 
at the higher lag values. This is understandable as the extrapolation 
of this function in Fig.11a was not exact, when all the coefficients 
R(0) -> R(49) were known exactly. However the resulting cosine transform. 
Fig.43b, is a fair representation of the true transform, with différencies 
lying predominantly in the low frequency end, these being almost certainly 
due to the extrapolated coefficients not decaying at the same rate as 
the true values.
The above results are particularly interesting as spectral analysis 
would have been extremely difficult without estimates for the initial 
coefficients and the resulting spectrum would have suffered noticeably 
from truncation problems if the data had not been extrapolated.
It is noticeable that no general rule can be fixed in the above
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cases, which establishes whether the interpolation or the extra­
polation is going to contain inaccuracies. Also from the results found 
in chapter 6, it was noticed that certain functions had extrapolations 
that were exact and others had good approximations. The next two sections 
develop further theory on this matter and discuss whether some indication 
of the reliability of estimates can be ascertained.
8.2 FURTHER THEORY OF ESTIMATING COEFFICIENTS
Consider matrix D, as given in section 6.1, of dimension 
n+1 x n+1î
1 t—* I V , p n-1Vl
----o----- dn 6n+l
_ _ 0-- 5n+l d„
For the non-singular matrix, ie: |d | ^ 0 , d^ > 0 .
The modulus of <5
n+1
must be such that:
mod <5
n+1
< d
n
and mod <5n+2
< d
n+1
where
When
then d
n+1
< d
n
A plot of dn against n may appear as Diagram 8.1:
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Diagram 8.1
Therefore 6n+  ^ at each dimension can lie between the envelope 
created by the curve of ± d^ against n. Diagram 8.2:
Diagram 8.2 
Therefore as n -> 00 ,
5n+l + 0
1 " W n+X / dn)2 +  1
and d ^ d 
n+1 n
If dn+l = dn> then Vl = ° and 1 ' (5n+l ’ V 2 ” 1
Therefore all positive definite matrices tend to the assumption that
Vi= 0
and d - = d , 
n+1 n*
for large matrix dimensions.
Therefore if an autocorrelation matrix holds the property that 
5^ = 0 , k ^  n+1 and the function is extrapolated from knowledge of n 
or more exactly known coefficients, then the extrapolation will be exact.
The next section discusses this property and relates it to the 
results found in chapter 6. Furthermore it suggests how it maybe used 
as an indication of the reliability of extrapolated coefficients and 
also discusses the problem of assessing the reliability of interpolated 
coefficients.
8.3 RELIABILITY OF ESTIMATED COEFFICIENTS
Consider the extrapolation of autocorrelation functions that yield 
positive definite matrices, (it has already been established that for a 
truly singular matrix the estimates are exact). It has been found that 
some functions extrapolate exactly from a certain truncation point, 
whereas others have estimates that are reasonable approximations to the 
true values.
It was explained in chapter 6, that the reason why certain functions 
could be extrapolated exactly, was that the extrapolation method 
happened to be based on a property that was inherent in the funtion.
That being, at some dimension within the known autocorrelation matrix,
dn+l = dn
6n+l " 0
and 1 - (6n+1 / dn)2 = 1
and that for all dimensions greater than n, these values remained constant
Section 8.2 has shown that all positive definite autocorrelation
matrices tend to the above properties at large matrix dimensions.
This section will now study the above values at various dimensions 
of the autocorrelation matrix, for some of the functions considered 
earlier in this thesis. As all these values are dependent on each other, 
this section will consider one only, this being:
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This value can be obtained by placing the following statement, 
in the extrapolation program given in Appendix III:
215 PRINT  B
If the value of B is examined for the autocorrelation function:
R ( t ) = exp(-T) , with A t = 0.Is
It is found that B equals unity at all dimensions greater than 2 x 2 .
This indicates that for this particular function,
1 -  ( « 3  /  d 2 ) 2 = 1
and also d - = d , for n % 2
n+1 n
Therefore this autocorrelation function maybe extrapolated exactly 
from knowledge of two coefficients R(0) and R(l). This is confirmed in 
Fig.44, where R(0) and R(l) are the known coefficients and R(2) -> R(50) 
have been estimated.
Now consider some other functions and study the plots of B against 
matrix dimension (n), n ^ 3, for various At .
Fig.45 shows these plots for the function:
R(t) = exp(-T/2) COSTTT 
with At = 0 . 1  , 0.2 and 0.3s.
The values of B begin to approach unity at the smaller matrix
dimensions and eventually equal unity at the dimensions indicated on the 
plot, for each value of A t . It can be seen that for A t = 0.1s that 
B reaches and remains at unity from dimension 23 x 23. Therefore the 
function maybe extrapolated exactly from knowledge of 22 coefficients.
This explains why this function extrapolated exactly in Fig.9a, as 30 
coefficients were known, with A t = 0.1s. What is also interesting is 
that B reaches unity at a smaller matrix dimension, the larger the 
value of A t .
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Now consider the function:
R(t) = 0.5 exp(-t /4) (costtt + c o s 2ttt)
Fig.46 shows that at the lower matrix dimensions the value of B
appears unstable, this is probably due to the fluctuating value of Ô
within the envelope mentioned in section 8.2. However this settles down 
as the matrix dimensions increase, allowing B to remain at unity from 
the dimensions indicated on Fig.46.
In Fig.12a this function was extrapolated from knowledge of R(0) -* 
R(29), with A t = 0.125s, the extrapolation was found to be very accurate. 
From the plot given in Fig.46 for A t = 0.125s, it can be seen that in
fact B had not reached unity exactly for this number of known coeffi­
cients and was infact computed at:
B = .999997
As this value is very close to unity, it is understandable why the 
extrapolation was so accurate.
Fig.47 considers the simualted photon correlation function:
R(t) = 2/3 exp(-T2/100) (1 + 0.5 c o st t t)
These plots are initially unstable, but tend to settle down at the 
larger matrix dimensions. In fact neither value of A t allows the 
function to stabilise to unity within the matrix dimensions shown in 
Fig.47. It is now understandable why the extrapolation of this function, 
given in Fig.11a, where 50 coefficients were assumed known with A t = 0.2s, 
was not exact, as B had not stabilised to unity within the known matrix 
dimension.
Again the larger At allows the value of B to approach unity with 
a smaller matrix dimension, but it is noticeable that initially B is 
more unstable with the larger At .
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The final function considered is:
R(t) = 0.6 e x p (-3t) + 0.4 costtt
Fig.48 shows that B initially tends to unity quite rapidly; but 
in fact B does not stabilise at unity for either value of At , even for 
matrices of dimension 250 x 250. It was seen in Fig.15a that the extra­
polation of this function, where R(0) -> R(20) were known with A t = 0.2s, 
was not exact; however better estimates are obtained if a larger number 
of coefficients are known. Fig.49 shows the extrapolation of this 
function from R(100) -> R(130), the estimates are a good approximation 
to the true values but are decaying, whereas the true function does not.
These plots of B against matrix dimension (n), have confirmed the 
theory that:
1 - (5„+i / d„)2 - i'
as the autocorrelation matrix increases in size and that the value of 
B cannot necessarily be described monotonically. It also shows that for 
a larger A t , where more information is known regarding the total shape 
of the function, that coefficients can be estimated exactly from fewer 
known values. However if the known coefficients have not reached the 
stage where B = 1, then the extrapolation could be more inaccurate 
with the larger A t , as B tends to be more unstable initially with the 
larger sample time.
Therefore from this study it is understandable why certain functions 
extrapolate exactly, from particular truncation points. It is suggested 
that if the extrapolation method is to be used in practice, that the 
value B should be studied for the known matrix, as this will allow a 
certain degree of reliability to be placed on the estimates. If the 
value of B reaches unity and has stabilised to that value, then it is 
1 likely1 that the extrapolation exactly ’represents the known coefficients’, 
on the other hand if B is close to unity, then the extrapolation is
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flikely’ to be an approximation that ’represents the known coefficients’.
Unfortunately there is the problem, that although B may have 
stabilised to unity in the known matrix, it is not definite that this 
would have been maintained if more of the function were known, this is 
why the term ’likely’ is used above.
Also in practice the accuracy of the known coefficients cannot be
assured and therefore may not truly represent the actual function, this 
is why the term ’represents the known coefficients' is used.
It is interesting to note from this study that the reliability of 
the extrapolation method, is not just dependent on the number of known 
coefficients but also on the sample time.
With regards to the reliability of the interpolation method, it can 
be seen from the plots of B against n, that the approach is reasonable
and that EB should be used as the basis of selecting an estimate, as B
can vary with the dimension of the known matrix. However further research 
should be undertaken for the dimensions over which EB should be calculated.
With regards to inspecting the known coefficients before using the 
interpolation method; this appears to be a difficult task due to the 
position of the missing coefficients.
Supposing R(l) -> R(k-l) were missing, with an effective sample time 
of At . The known coefficients R(0), R(k), R(2k), . . . , could be used 
to examine the autocorrelation function with an effective sample time of 
kAr. Unfortunately this does not necessarily give a true indication of 
what should occur in the complete function, also kAr could be such 
that it is an aliased function being inspected. Therefore this chapter 
does not suggest a method of inspecting the known coefficients before 
interpolation takes place.
It must be remembered that if the extrapolation method is to be
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applied to a funtion that has had initial coefficients estimated by the 
interpolation method, then the function has been made to approximate to 
the properties that the extrapolation method is based upon. Therefore 
there will not be any numerical problems with the extrapolation, but 
it need not necessarily be accurate.
8.4 SUMMARY
It has been shown that the interpolation and extrapolation methods 
maybe used together to estimate unknown autocorrelation coefficients.
The results appeared encouraging and it is believed that the estimates 
would be acceptable for experimental purposes.
Further theory was developed that showed the positive definite 
autocorrelation matrix, tended to the properties that the extrapolation 
a^d interpolation methods are based upon. This was followed by an 
inspection of these properties in several functions and thus explained 
why some extrapolations were exact and others were approximations to the 
true values. It was noticed that for an exact extrapolation, the larger 
the sample time, the smaller the number of required known coefficients. 
However the larger sample time also tended to give greater variability 
in the value of B, at small matrix dimensions.
It was suggested that the value B should be inspected for the 
known coefficients, before extrapolation takes place, this would allow 
an indication of the reliability of the estimates to be obtained.
However this method contained certain drawbacks, which were explained.
Unfortunately no reasonable method could be suggested, that would 
give an indication to the reliability of interpolated estimates. This 
was due to the position of the missing coefficients. However it was noted 
from the plots of B against matrix dimension, that the basis of the 
interpolation method seemed a reasonable approach, but further research 
was suggested with regards to the method behind the selection of estimates.
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This chapter in general» allows a further understanding of why the 
estimation methods tend to give acceptable results.
The following chapter applies both estimation methods, to real data.
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CHAPTER 9 : EXAMPLES OF APPLYING THE ESTIMATION METHODS 
TO AUTOCORRELATION FUNCTIONS OBTAINED FROM 
EXPERIMENTAL DATA.
This chapter examines results of applying the estimation methods 
to experimentally obtained autocorrelation functions. A brief description 
is given in each case, concerning what the original time series represents 
and why autocorrelation coefficients require estimating.
The functions considered are such that examples can be seen of the 
extrapolation method, the interpolation method and the two methods 
combined.
The first two autocorrelation functions considered were supplied 
by H. Easel, University of Stuttgart. The original time series were 
velocity/time measurements, that had been obtained from numerical 
simulation studies in fluid mechanics. Easel, Bestek & Schefenacker (1977).
Both autocorrelation functions, contained 120 coefficients and were 
truncated due to a restriction on the computing time. The problem was 
that the frequency resolution of the resulting spectra was not high 
enough, due to the maximum known lag time and therefore extrapolating 
the autocorrelation functions could help.
For both these functions it has been assumed At = 0.001s and 
therefore the cut-off frequency is 500Hz.
For the first of these functions a plot of B against matrix 
dimension, is shown for the 120 known coefficients, Fig.50a. It appears 
that B is tending to unity and is stable at the larger dimensions and 
in fact B = .99955 at dimension 120 x 120. It would be reasonable to 
assume from this, that the extrapolation will be good approximation 
that represents the known coefficients.
Fig.50b gives the autocorrelation function where R(0) -> R(119) 
are known and R(120) -> R(500) have been estimated. The extrapolation
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seems to be plausible and appears to maintain the pattern set by the 
known coefficients.
The raw spectrum obtained from coefficients R(0) -* R(119) is given 
in Fig.50c. There appear to be several well defined positive areas 
between certain frequency bands, but the region of the spectrum between 
50 and 150 Hz is ambiguous, as it is not easy to decide whether these 
areas are present due to the truncation.
The estimated spectrum given in Fig.50d confirms that there are in 
fact frequency contributions in the 50 -> 150 Hz band. It is also noticed 
that this spectrum gives a dominant frequency around 12.5 Hz, whereas 
this was not apparent in the raw spectrum. Returning to Fig.50b it can 
be seen that the extrapolation contains a low frequency pattern with a 
wavelength of approximately 0.08s, this was not readily noticeable in 
the truncated function; this therefore explains the small peak around
12.5 Hz in the estimated spectrum.
If the known coefficients are accurate then the resulting estimated 
spectrum has given a clearer picture of the frequency content of the 
original time series.
For the second autocorrelation function, the plot of B against 
matrix dimension for the known coefficients, is given in Fig.51a. Again 
B is tending to unity, but it can be seen that the value of B contains 
small fluctuations even at the larger dimensions, the value of B at 
dimension 120 x 120 is .99987, but this could still fluctuate at a 
later stage if more coefficients were known.
From knowledge of these types of plots given in chapter 8, it can 
only be assumed that the extrapolation of this function approximately 
represents the known data.
The autocorrelation function is shown in Fig.51b where R(0) -> R(119) 
are the known coefficients and R(120) R(500) have been estimated.
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The extrapolation appears plausible, but it can be seen that the estimated 
coefficients at the higher lag values, contain a noticeable high frequency 
component, which is less apparent in the known coefficients, but can in 
fact be seen between coefficients R(50) -> R(120).
The raw spectrum, Fig.51c, has one main peak and contains a number 
of negative lobes and oscillations due to the truncation. It is notice­
able that there is possibly a frequency contribution around 120 Hz 
which is disguised by the ’ringing’, this is most probably the high 
frequency content in the truncated function, that was mentioned above.
Fig.Sld shows the estimated spectrum, this has higher frequency 
resolution of the main peak, has made the peak at 120 Hz dominant and 
has minimised the ’ringing’ due to truncation.
For both these functions it has been seen that extrapolation will 
minimise the truncation problem and yield higher frequency resolution. 
However from the study of functions that contained simulated scatter, 
section 6.7 it is known that the extrapolation represents the known 
coefficients and depends on their accuracy. It is encouraging to see 
that neither extrapolation introduced frequencies that were not apparent 
in the original function.
The next autocorrelation function considered was obtained from a 
randomly sampled time series. Caster & Bradbury (1976). The original 
time series was air velocity/time measurements obtained from a Pulsed 
Wire Anemometer. This particular instrument has a minimum allowable 
sample time and therefore if random sampling is used the autocorrelation 
can experience the problems outlined in Appendix IV. The particular 
function discussed in this section contains knowledge of R(0) and 
R(7) R(1000), where A t = 0.002s. Before obtaining the power spectrum
from this function plausible estimates must be given to the unknown 
coefficients.
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The autocorrelation function presented by Caster & Bradbury (1976), 
is reproduced in Fig.52a, the coefficients R(l) R(6) were ’sketchedf 
in by the method discussed in chapter 7. It was found that the resulting 
spectrum, using these ’sketched’ coefficients, appeared as Fig.52b.
This spectrum had a peak value at the expected frequency, but also 
contained a theoretically impossible negative area at the low frequency 
end; Caster & Bradbury believed that this was almost certainly due to 
incorrect assignment of the missing values.
From use of the first 200 known coefficients, the interpolation 
method was applied to this function to estimate coefficients R(l) R(6). 
These estimates are shown in Fig.52c, it can be seen that they differ 
considerably from the sketched coefficients. Also they have maintained 
the high frequency content that is apparent in the known coefficients.
The resulting estimated spectrum, shown up to the same frequency as 
the spectrum of Caster & Bradbury, is particularly imeresting, as these 
estimates have ’removed’ the negative area found previously, leaving the 
remaining portion of the spectrum confirming the results of Caster & 
Bradbury (1976). The small oscillations still apparent in the spectrum 
are almost certainly due to the function still being truncated at R(1000).
This result emphasises the importance of the estimation of these 
unknown coefficients.
The final autocorrelation function considered, was obtained from a 
sequentially sampled time series. The original time series was air 
velocity/time measurements again obtained from a Pulsed Wire Anemometer.
The use of sequential sampling with this instrument is explained by 
Toy (1978). As this instrument has a minimum allowable sample time and 
the time series was sampled sequentially, the autocorrelation function 
can experience the problems outlined in Appendix IV.
The autocorrelation being considered, contains knowledge of R(0)
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and R(2) ->- R(49) . with A t = 0.004s. Coefficients were obtained up to 
R(49) only, due to the length of computing time required for sequential 
sampling. It is therefore found that this function suffers from truncation 
as well as having R(l) missing.
By applying the interpolation method to the known coefficients an 
estimate is obtained for R(l), this being:
R 0 ) est = -625
In this case three decimal places were used for increased accuracy.
This value is then used together with the known coefficients to 
extrapolate the function up to R(500), where truncation is minimal. The 
resulting function, for reasons of clarity, is shown up to R(250) in 
Fig.53a. All the estimates seem quite plausible and the original wave­
length appears to be maintained.
The raw and estimated spectra are shown together in Fig.53b. The 
raw spectrum has a broad peak and contains negative lobes and oscillations, 
whereas the estimated spectrum yields a well defined narrow peak and 
is believed to give a better indication to the bandwidth of frequencies 
present in the original time series.
In conclusion, the results of this chapter appear encouraging and 
indicate that both estimation methods maybe usefully applied in practice.
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CHAPTER 10 : SPECTRAL ESTIMATION FROM EIGENVALUE AND 
EIGENVECTOR ANALYSIS OF THE
AUTOCORRELATION MATRIX
One important property of an autocorrelation matrix is that it is 
non-negative definite and thus has real non-negative eigenvalues. It 
was shown in section 3.2, that for the infinite autocorrelation matrix, 
the eigenvalues are proportional to the power at particular frequencies 
given by the eigenvectors.
Although this theory has only referred to an infinite autocorrelation 
matrix, it can be extended to periodic autocorrelation functions, 
providing an integral number of data cycles are used to construct the 
autocorrelation matrix, this ensures the orthogonality properties given 
in section 3.2 are maintained.
In this chapter it is intended to verify the theory, by considering 
periodic autocorrelations and thus produce spectra from eigenvalue analysis. 
Also a discussion is included on the possible applications of this form 
of spectral analysis, to finite aperiodic autocorrelation functions.
Furthermore the conclusions of this chapter mention an interesting 
point, relating the eigenvalue/power spectrum relationship to the extra­
polation method. It shows that the extrapolation method is effectively 
maximising the product of the spectral estimates.
10.1 THEORY
It has been shown in section 3.2 that:
T C = Am. k. E(mAoo) . C ... 10.1.1
m m
T S = Aoj. k. E(mAw) . S ... 10.1.2
m m
where T is the autocorrelation matrix
k is a positive constant
E(mAw) is the power contribution at frequency mAw
Am is the frequency resolution window
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sin 0 cos 0
sin mAw At cos mAw A t
S is 
m
(m
a vector : 
= 0 oo)
sin 2mAwAr
t
»
and C is a vector : 
m
(m = 0 -> 00)
cos 2iïiAw A t
i
i
! t
S and C hold the property of orthogonality, 
m m
Therefore equations 10.1.1 and 10.1.2 are of the form:
AX = XX
where A is a symmetric matrix (T)
X is an eigenvector (C^, S )
X is an eigenvalue (Aw. k. E(mAw))
Equations 10.1.1 and 10.1.2 show that the eigenvalues appear in
pairs with each pair having associated eigenvectors of the form
and S . These pairs will be equal with the exception of m = 0. 
m
Therefore from knowledge of the eigenvalues and eigenvectors of the 
autocorrelation matrix, a proportional representation of the power 
spectrum maybe obtained.
If periodic autocorrelation functions are considered, then the 
autocorrelation matrix will be singular and yield an even number of 
positive eigenvalues, the remainder being zero. It is these positive 
eigenvalues that describe the spectrum, as it is zero elsewhere.
If an integral number of data cycles are known for the autocorrelation
function, then the vectors C and S will also contain an integral ’ m m
number of cycles. These will then be orthogonal and hold the necessary 
properties of eigenvectors.
Therefore if the non-zero eigenvalues are obtained together with 
their associated eigenvectors of the form and S^, then a
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representation of the power spectrum maybe plotted.
10.2 GENERAL PROPERTIES OF THE EIGENVALUES AND EIGENVECTORS OF A 
REAL, SYMMETRIC, NON-NEGATIVE DEFINITE MATRIX
This section outlines the properties of the eigenvalues and
eigenvectors of a real, symmetric, non-negative definite matrix,
Hammarling (1970) and refers them to the autocorrelation matrix. These
properties are:
(i) All eigenvalues are real and non-negative.
(ii) If the matrix is of order n x n, there will be n 
linearly independent and orthogonal eigenvectors, even 
if the eigenvalues are not distinct.
(iii) The matrix may always be diagonalised, even if the 
eigenvalues are not distinct.
The implications of the above properties are :
(i) As the spectrum is proportional to the eigenvalues, 
the resulting spectrum must be non-negative.
(ii) As there are n linearly independent eigenvectors and
if n is even, there should be n/2 vectors of the
form C and n/2 vectors of the form S . Each 
m m
pair of eigenvalues will have one vector of the form
C and one of the form S associated with them, 
m m
(iii) As the matrix maybe diagonalised, it can be reduced to 
real, symmetric, tri-diagonal matrix by Householder's 
method, Martin, Reinsch & Wilkinson (1968) and the 
eigenvalues and eigenvectors computed by using the
Q1 algorithm, Bowdler, Martin, Reinsch & Wilkinson 
(1968).
Furthermore as the autocorrelation matrix is of Teoplitz form, the 
eigenvectors may all be reversed and still maintain the eigenvector
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properties. This can be used as an aid to produce vectors of the form
C and S . 
m m
10.3 SOME INTERESTING RESULTS
’Eigenvalue spectra’ from two periodic autocorrelation functions 
are shown and discussed. The two functions considered are the auto­
correlations of a sinusoid and the sum of two sinusoids.
10.3.1 Spectral estimation of a Sine Wave
Assume that the first eight coefficients are known, for the 
autocorrelation function:
R(t) = costtt , with A t = 0.25s .
These eight coefficients constitute one discrete cycle of the 
function, as shown in Fig.54a.
After constructing the autocorrelation matrix of dimension 8 x 8 ,  
an eigenvalue/eigenvector analysis can be performed. Eight eigenvalues 
are obtained, six of which are zero and one positive equal pair. It is 
this positive pair that gives significant information regarding the spectrum. 
All that is required is to find at which frequency this pair acts, then 
the spectrum maybe plotted.
In this particular case the pair of eigenvalues are found to have 
the value 4.0 and their eigenvectors are :
1 .0000 0  " cos 0
0.70711 cos ihAw A t
0 .0 0 0 0 0 cos 2mAwAT
-0.70711 »
-1.00000 i
-0.70711 t
0 .0 0 0 0 0 »
0.70711_ __ cos f 7mAwAT _
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0.00000 " sin 0
0.70711 sin m A w At
1.00000 sin 2m A w A x
0.70711 t
0.00000 t
-0.70711 t
- 1.00000 T
_-0.70711_ _ sin 7m A w A x _
As the form of these eigenvectors is known, then the frequency at 
which the eigenvalue pair should act maybe determined from the value of 
mAw.
The calculation shown below is for one eigenvector, but the same 
method applies to all.
A t = 0.2)s 
.*. the cut-off frequency (1/2At) is: 
f^ = 2 Hz , (Air rad s- *)
Therefore it is not necessary to evaluate frequencies over 2 Hz.
Consider and ignoring negative frequency values, as these refer
to the theoretically possible negative frequency side of the spectrum.
cos 0 = 1.00000 - gives no frequency information
cos mAojAr = 0.70711 - gives: mAw/4 = w/^, 7tt/^, . . .
mAw = it , 7tt , . . . .
due to f = Att
c
then mAw = it
cos 2mAwAr = 0.00000 - gives: mAw/2 = tt/^, 3n/^, . . .
mAw = it or 3tt
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cos 3mAu)At = -0.70711 - gives: 3mAw/4 = 3tt/^, 5 tt/^, . . .
mAw = tt or 5tt/^
This method maybe continued giving mAw = tt rad s-1, as the common
solution to all the elements in the vector C and thus the value of
m
frequency at which the eigenvalues should act being 0.5 Hz.
By using the above procedure on the vector the same value of
frequency is found. Therefore there are a pair of positive eigenvalues 
acting at the same frequency 0.5 Hz and zero valued eigenvalues acting 
elsewhere.
From this information the spectrum shown in Fig.54b maybe plotted.
This gives an exact value of the frequency found within the original signal.
If in fact two cycles of data are used, ie. 16 coefficients, the 
eigenvalue pair is doubled in magnitude, with all other eigenvalues being 
zero and the vectors takes the same form as the one cycle case, but have 
twice the number of elements. If the sample time is cut by half and using 
twice the number of original coefficients to ensure one discrete cycle of 
the autocorrelation is known, the eigenvalues will again be double their 
original value, but of course the eigenvectors have different valued 
elements due to the change in A t . It can be seen that if one considers 
the case of an infinite number of data points the spike will be infinite 
in magnitude.
10.3.2 Spectral Estimation of the Sum of Two Sine Waves 
Consider the autocorrelation function:
R ( t ) = 1/2 (costtt + cos 2 ttt) , with A t = 0.125s.
The first sixteen coefficients are assumed known, which constitute 
one discrete cycle of the autocorrelation. Fig.55a.
In this case four equal eigenvalues having the value 4.0 can be 
obtained from the autocorrelation matrix and the associated eigenvectors
are found to be:
cos 0 sin 0
cos tt/ .  
4
sin tt/^
cos ir/g sin tt/2
cos 3tt/^ sin 3tt/^
t
iiJ
t
t t
? t
i t
cos 15tt/^ sin 15tt/^
and
cos 0 sin 0
cos =4 ' 00
sin 00
1=
cos V 4 sin ^ 4
cos sin 37./8
t
, m 2 =
t
t î
f t
i i
cos 1 5 V 8 _ sin ISm/g
-
As A t  = 0.125s , the cut-off frequency is:
f = 4 Hz
c
From eigenvectors C , S , C and S the frequencies maybe
mi ml m2 m2
found at which the eigenvalues act.
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Therefore the ’eigenvalue spectrum’ consists of two spikes, equal 
in magnitude and acting at 0.5 and 1 Hz respectively, Fig.55b, which is 
the same as the true spectrum.
The results shown have been obtained from autocorrelation matrices 
with even numbered dimensions, however if an odd number of coefficients 
is known, the dominant eigenvalues appear in pairs leaving the smallest 
as a single quantity.
10.4 ANALYSIS OF APERIODIC AUTOCORRELATION FUNCTIONS
The results given in section 10.3 confirm the theory and show that 
the task of obtaining a representation of the power spectrum from a 
periodic signal, by eigenvalue/eigenvector analysis, is possible.
This section discusses the possibility of extending this to time 
series that yield aperiodic autocorrelation functions. To do this it is 
necessary to make a considerable simplification by assuming every auto­
correlation is periodic and that the known portion of a function represents
one discrete cycle of the autocorrelation. This assumption requires:
R(t ) = R(t + nAr) ,
where n is the number of known coefficients.
As n tends to infinity this assumed periodic process tends to the 
actual process. Therefore if an autocorrelation is well defined, with 
a ’large’ number of coefficients being known, it maybe possible to obtain 
equal pairs of eigenvalues and their associated eigenvectors that describe 
the spectrum. To allow this to occur often requires the need for a large 
store capacity and a long run time on the computer being used.
However it is found that the autocorrelation must have decayed well 
awav, so much so the ’significant’ portion of the function is about one 
fifth of the total known function, even to obtain eigenvalues that are 
close to equal pairs. Consequently the eigenvectors produced are not of
143
the form C and S and thus make it virtually impossible to obtain 
m m
a common frequency.
With experimental data this method would experience further problems 
due to experimental errors and therefore it is suggested that this method 
should not be applied in practice.
10.5 CONCLUSIONS
Although it is useful to realise that there is a relationship 
between the spectral estimates and the eigenvalues of the infinite auto­
correlation matrix; it is necessary to remember that in the case of 
finite, aperiodic autocorrelation functions, it is not the cosine trans­
form of the autocorrelation that is proportional to the eigenvalues, but 
a more complex relationship due to the sine and cosine orthogonality 
properties not being present.
Therefore this chapter has shown that the theory can be confirmed 
by using periodic functions, but it is difficult to obtain meaningful 
results for finite aperiodic functions. It is suggested that an awareness 
of this result is important but use in spectral analysis is not advised.
However there is an interesting point to note from this chapter with 
specific regards to the extrapolation method. As the eigenvalues are 
proportional to the spectral estimates obtained from the infinite auto­
correlation matrix and as the extrapolation method maximises the deter­
minant of the autocorrelation matrix, then if the extrapolation is 
continued indefinitely it has effectively maximised the product of the 
spectral estimates.
Considering the infinite autocorrelation matrix:
T| = H A. 
i=l 1
As the eigenvalues are proportional to the spectral estimates and if |T| 
is maximised, then the product of the spectral estimates is maximised.
The significance of this is not fully understood, other than to 
say the extrapolation effectively ensures that the spectral estimates, 
no matter how small, are positive over the Nyquist frequency range.
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CHAPTER 11 : CONCLUSIONS
This thesis has derived and discussed the properties of the auto­
correlation matrix, it has shown that this matrix is of Toeplitz form 
and maybe handled in an efficient manner when required in certain matrix 
operations. The properties of this matrix have been used as an aid to solving 
problems encountered in time series analysis, where only a knowledge of 
certain portions of the autocorrelation function are available.
The thesis shows that estimates maybe assigned to unknown auto­
correlation coefficients and has discussed the selection of an estimate 
from a theoretically allowable range of values that maintain the auto­
correlation matrix properties.
To allow a physical significance to be attached to the properties 
oj_ this matrix, their relationship to the power spectrum has been included.
It was also shown that providing the full autocorrelation function is 
known, the power spectrum must be non-negative.
The first problem discussed, considered how a truncated autocorrelation 
function could be extrapolated, ensuring the known coefficients remained 
unaltered and the resulting function maintained the properties of the 
autocorrelation matrix. It was decided to use the conventional, discrete 
Fourier cosine transform of the extrapolated autocorrelation function, to 
obtain the resulting power spectrum.
The theory showed that a theoretically allowable range could be 
obtained, from which an estimate could be selected to extend the known 
portion of the autocorrelation function. The selection of this estimate, 
considering the mid-point and the limits of this range,was discussed. It 
was found that the mid-point selection maximised and uniquely described 
the determinant of the autocorrelation matrix and thus was equivalent 
to the maximum entropy method introduced by Burg (1967). This selection 
maintained the autocorrelation matrix as positive definite and thus implied
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that the power spectrum was not fully described until the complete 
autocorrelation function was known and that the spectral estimates, no 
matter how small, must be positive over the Nyquist frequency range.
The selection of a limit of the allowable range as an estimate, resulted 
in the autocorrelation matrix being singular and implied that the resulting 
spectrum consisted solely of line spectra.
Furthermore the theory explained that if an autocorrelation function 
gave a singular autocorrelation matrix and the function was extrapolated 
from or after the singularity point, that only one value existed for each 
estimated coefficient and this would result in an exact extrapolation.
A computer program was developed for the extrapolation method, based 
on the matrix theory for the mid-point selection, however modifications 
were discussed to allow the limits of the allowable range to be chosen 
as estimates. Due to the properties of the Toeplitz matrix it was found 
that this program required a modest core store, with a run time mainly 
dependent on the number of known coefficients. This program was found 
to be efficient and could be run on many of the desk top calculators 
available today.
Results were then shown of extrapolating truncated autocorrelation 
functions, using the extrapolation program. The first functions 
considered were those that gave singular autocorrelation matrices, it 
was found that the extrapolations were exact and thus confirmed the theory 
for singular matrices.
The program was then used to extrapolate functions that gave positive 
definite matrices. The mid-point of the allowable range was found to 
give estimates that resulted in extrapolations that were exact or good 
approximations to the true functions. The reasons for particular functions 
having exact extrapolations were discussed. The resulting spectra 
obtained from the extrapolated functions were found to be marked improve-
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ments over the raw spectra and showed that extrapolation resulted in 
higher frequency resolution and the minimising of problems due to 
truncation.
Some autocorrelation functions were then extrapolated using the 
limits of the allowable range as estimates. It was found that the extra­
polations bore little resemblance to the true function and it was 
confirmed that the resulting spectra, obtained from these limit extra­
polations, consisted solely of line spectra, which is improbable in 
practice.
Therefore as the mid-point selection gave the most encouraging and 
plausible results it was decided that this particular value would be used 
as the estimate in the extrapolation method. However the reader was 
reminded that although this estimate gave the most reliable results, 
that all other values within the allowable range were theoretically 
possible estimates.
The extrapolation method based on the mid-point selection was then 
applied to a variety of autocorrelation functions that contained simulated 
random scatter. It was noted that although this simulated scatter may 
not represent the inaccuracies found in all experimentally obtained auto­
correlation functions, it would give some indication of how the method 
reacted to data that was not perfect.
It was interesting to see that the method still appeared to give 
reliable results when there were small statistical fluctuations, with 
a standard deviation a = 0.01, in the known autocorrelation coefficients. 
However it was found that if the scatter on the known coefficients had 
a larger standard deviation (a = 0.1), then the fluctuations were reflected 
in the extrapolation. In this case it was found that any apparent 
frequency contributions due to the scatter would be maintained in the 
extrapolation and therefore would be emphasised in the resulting spectrum.
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However from studying the standard deviations of the estimates measured 
against the true values, it was found that the estimates were tending to 
the true values as further extrapolation took place. This study stressed 
that the extrapolation method relied upon the accuracy of the known 
coefficients and therefore could only be as good as the known coefficients.
The second problem discussed in this thesis, related to autocorrelation 
functions that were missing a number of initial autocorrelation coefficients 
with the exception of R(0). This particular problem is found to arise 
when time series data is randomly or sequentially sampled and there exists 
a restriction on the minimum allowable sample time.
An interpolation method was proposed that allowed estimates to be 
assigned to these missing values, ensuring that the known coefficients 
remained unaltered and the resulting function maintained the properties 
of the autocorrelation matrix.
An allowable range was obtained for each of these estimates and the 
selection of a particular value was discussed. It was decided to select 
an estimate that gave a resulting function that approximated to a function 
extended by the extrapolation method.
A computer program was developed for this interpolation method that 
operated on an iterative basis, this required a modest core store but 
could have a long run time; this was dependent on the number of known 
coefficients, the accuracy required and the size of the allowable range.
Results were given using the interpolation program on several functions 
where initial coefficients were assumed missing. Reasonable estimates were 
obtained, which yielded power spectra that would most probably be accept­
able for experimental purposes and would otherwise have been difficult 
to obtain.
Results were then obtained from applying both the interpolation and 
extrapolation methods to functions that were missing initial coefficients
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and were also truncated. The resulting spectral estimates were encouraging 
and appeared to be reasonable representations of the true spectra.
It was noticed that applying the estimation methods to autocorrelation 
functions could result in exact estimates or estimates that were approxim­
ations to the true values. The reasons for this were discussed and theory 
was developed that showed all autocorrelation functions gave matrices that 
tended to certain properties. It was known that these properties were the 
basis behind the selection of an estimate from the allowable range, in 
both estimation methods. These properties were then studied for certain 
functions and thus enabled further explanation to be given to the estim­
ation results found earlier.
Further use of these properties was made by using them as the basis 
c-i a test procedure, that could be applied to the known coefficients 
before the extrapolation method was applied. This enabled an indication 
of the reliability of the estimated coefficients to be obtained. However 
this test procedure contained certain drawbacks and these were discussed. 
Unfortunately a similar test procedure could not be applied before the 
interpolation method was used, due to the position of the unknown 
coefficients and thus an indication of the reliability of the interpolated 
estimates could not be obtained.
Results were then shown of applying both estimation methods to 
experimentally obtained autocorrelation functions. The results appeared 
encouraging and enabled the methods to be applied in practice to auto­
correlation functions which were missing certain coefficients.
Finally the thesis considered the possibility of producing spectra 
from eigenvalue and eigenvector analysis of the autocorrelation matrix. 
Although it was found in practice that this method was not plausible, it 
did allow the relationship between the spectral estimates and the eigen­
values of the full autocorrelation matrix to be confirmed.
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Before concluding this thesis, there are several interesting points 
that have been raised that require further study, these are outlined 
below.
Primarily work should be undertaken to establish a sound relationship 
between the sample size of the time series and the maximum reliable lag 
time obtainable for the autocorrelation. At present very little appears 
to have been said on this matter. This is of particular importance when 
either estimation method is to be used, as the estimates are reliant on 
the accuracy of the known coefficients. It is suggested that the ^oproach 
to be adopted should place emphasis on the properties of the autocorrelation 
matrix. Also the effects of truncation should be studied further, to 
decide on what is an acceptable 'level’ for experimental purposes, 
bearing in mind cut-off frequency and frequency resolution requirements.
Once these have been established, further research should be under­
taken using various sampling techniques on time series with a prescribed 
autocorrelation function, applying the estimation methods to the resulting 
autocorrelation functions. This will allow estimates to be obtained and 
studied, from discretely sampled data.
With regards to the extrapolation method, it would be interesting to 
consider other estimates from the allowable range, so that the transition 
from line spectra to the mid-point estimated spectra could be studied. 
Unfortunately the extrapolation program would have to be modified to do 
this, as the properties will be such that the column vector A ™ ^  Vn-i ’ 
used for the calculation of estimates will no longer be extended by zeroes.
Also the point was made that extrapolating an autocorrelation function, 
using the mid-point of the allowable range, was effectively maximising 
the product of the spectral estimates and maintaining them as positive 
over the Nyquist frequency range. This implies that the bandwidth of the 
spectrum is increased; this is not fully understood, especially as the
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extrapolated autocorrelation function gives spectra with well defined 
peaks and higher frequency resolution. It is possible that further 
study of these properties may lead to a general model for extrapolated 
autocorrelation functions.
With regards to the interpolation method, further research should 
be undertaken to asses the method with known autocorrelation coefficients 
that contain inaccuracies. Perhaps before this, the theory should be 
restudied to see if the method can be made to directly estimate coefficients, 
rather than using the iterative process proposed at present.
If this is not possible, work should be undertaken with regards to 
the procedure for selecting an estimate, once the allowable range has been 
obtained. It is believed that better estimates maybe obtained by starting 
the summation of B at a larg-v dimension than 3 x 3 ,  as it appears 
that the value of B stabilises and tends to unity at the higher 
dimensions of the autocorrelation matrix, for many of the functions found 
in practice. This would also mean that obtained estimated coefficients 
would only be involved in the calculation of the allowable range for 
another estimate, but not in its selection, which could possibly reduce 
inaccuracies.
Finally, further research should be undertaken to improve upon the 
reliability test procedure for extrapolated coefficients and if the 
interpolation method can be formed into a direct estimation method, then 
perhaps there maybe a suitable procedure to assess the reliability of 
estimates given by this method.
In conclusion it is hoped that this thesis will contribute to a 
further understanding of the autocorrelation matrix, its properties and 
possible uses in spectral analysis.
152
Abbiss, J.
Abbiss, J. 
Bradbury, 
Wright, M.
Ayres, F.
Barnard, T
Bellman, R
Bendat, J. ! 
Piersol, A
Blackman, 1 
Tukey, J.W,
Bowdler, H, 
Martin, R.£ 
Reinsch, C, 
Wilkinson,
Burg, J.P.
Burg, J.P.
R EF ER ENCES
B. * Inversion and Extrapolation of Experimental
Autocorrelation Data'. Proceedings of the 
Conference on Photon Correlation Techniques 
in Fluid Mechanics, Churchill College,
Cambridge, 6-7 April 1977.
B., 'Measurements on an Axi-Symmetric Jet using
L.J.S. and a Photon Correlator'. Laser Doppler 
P. Anemometry Symposium, Technical University
of Denmark, Copenhagen, 1975.
'Schaurn's Outline of Theory and Problems of 
Matrices'. McGraw-Hill Book Company, 1962.
.E. 'Analytical Studies of Techniques for the
Computation of High-Resolution Wavenumber 
Spectra'. Advanced Array Research, Special 
Report Number 9, Texas Instruments Inc.,
Da]1 as, Texas, 1969.
'Introduction to Matrix Analysis'. 2nd Edition, 
McGraw-Hill Book Company, 1970.
3. and 'Measurement and Analysis of Random Data'.
.G. J . Wiley & Sons, Inc., 1966.
l.B. and 'The Measurement of Power Spectra'. Dover
Publications, Inc., New York, 1959.
., 'The QR and QL Algorithms for Symmetric
>., Matrices'. Numerische Mathematik, Band 11,
. and p.p. 293-306, 1968.
J.H.
'Maximum Entropy Spectral Analysis'. Paper 
presented at 37th Annual International Society 
Explor. Geophys. Meeting, Oklahoma City, 
Oklahoma, 31 October 1967.
'Maximum Entropy Spectral Analysis'. Department 
of Electrical Engineering, University of 
Stanford, Ph.D. Thesis, 1975.
Faghih, N.
Fasel, H.,
Bestek, H. and 
Schefenacker, R.
Fox, L.
Gaster, M. and 
Bradbury, L.J.S.
Gaster, M. and 
Roberts, J.B.
Grenander, U. and 
Szegb, G.
Hammarling, S.J.
Hewle t t-Packard.
Jenkins, G.M. and 
Watts, D.G.
Lacoss, R.T.
Lancaster, P.
Martin, R.S., 
Reinsch, C. and 
Wilkinson, J.H.
'Generation of Gaussian Random Processes 
with Prescribed Autocorrelation Functions 
and Autocorrelogram Estimate Errors'.
Department of Mechanical Engineering,
University of Surrey, 1978.
'Numerical Simulation Studies of Transition 
Phenomena in Incompressible, Two-Dimensional 
Flows'. Paper presented at the Agard 
Symposium on Laminar-Turbulent Transition, 
Technical University of Denmark, Copenhagen,
2-4 May 1977.
'An Introduction to Numerical Linear Algebra'. 
Clarendon Press, Oxford, 1964.
'The Measurement of the Spectra of Highly 
Turbulent Flows by a Randomly Triggered 
Pulsed-Wire Anemometer'. J. Fluid Mech.,
Vol.77, p.p. 499-509, 1976.
'Spectral Analysis of Randomly Sampled Signals'. 
J. Inst. Math. App1., Vol.15, p.p. 195-216,
1975.
'Toeplitz Forms and their Applications'. 
University of California Press, 1958.
'Latent Roots and Latent Vectors'. Adam Hilger, 
London, 19 70.
'A Pocket Guide to Hewlett-Packard Computers' . 
Hewlett-Packard.
'Spectral Analysis and its Applications'. 
Holden-Day, San Francisco, 1968.
'Data Adaptive Spectral Analysis Methods'. 
Geophysics, Vol.36, No.4, p.p. 661-675, 1971.
'Theory of Matrices'. Academic Press, Inc.,
1969.
'Householder's Tri-diagonalisation of a Symmetric 
Matrix'. Numerische Mathematik, Band 11, 
p.p. 181-195, 1968.
Shannon, C.E. and 
Weaver, W.
Toy, N.
Ulrych, T.J.
Veltman, B., 
van den Bos, A., 
de Brune, R., 
de Ruiter, R. and 
Verloren, P.
Widom, H.
Wiener, N.
Wilkinson, J.H.
Wilkinson, J.H. and 
Reinsch, C.
'The Mathematical Theory of Communication'.
The University of Illinois Press, Urbana, 1949.
'Spectral Estimates from a Pulsed Wire 
Anemometer using an Incremented Sampling 
Sequence'. Department of Mechanical Engineering, 
University of Surrey, 1978.
'Maximum Entropy Power Spectrum of Truncated 
Sinusoids'. J. Geophysical Research, Vol.77,
No.8, 1972.
In 'Signal Processing'. (J.W.R. Griffiths,
P.L. Stocklin and C. van Schooneveld, Ed.,), 
Academic Press, p.p. 131-140, 1973.
In 'Studies in Real and Complex Analysis'.
(I.I. Hirschman, Jr., Ed.), The Mathematical 
Association of America, Vol.3, p.p. 179-209, 
1965.
'Extrapolation, Interpolation and Smoothing of 
Stationary Time Series'. The Technology Press 
of the Massachusetts Institute of Technology,
J. Wiley & Sons, Inc., New York and Chapman 
& Hall, Ltd., London, 1949.
'The Algebraic Eigenvalue Problem'. Clarendon 
Press, Oxford, 1965.
'Handbook for Automatic Computation Volume II'. 
(F.L. Bauer, Chief Ed.), Springer Verlag, 1971.
155
A P P E N D I X  I
EXTRAPOLATION PROGRAM USING
THE CHOLESKY DECOMPOSITION
Flow Chart
FORM Pi AND P 2 IN R(N,2)
INPUT N, NE
M = N+NE
OBTAIN AND PRINT ROOTS X l AND X2
DIMENSION S(M,M), R(M,2), Z(2,2), RR(M)
INPUT UPPER TRIANGLE OF MATRIX
INTO S(N,N) AND FORM RR(N)
AND STORE IN R(N,2)
FORM Qi Q2, Q i Q i and Q2 Q2
STORE IN Z(2,2)
SELECT MID-POINT BETWEEN ROOTS (X)
AS ESTIMATE AND STORE IN RR(N+1)
SUBSTITUTE REQUIRED VALUES OF Z(2,2)
INTO EQ.4.3.2, WITH d = 0
CHOLESKY DECOMPOSITION FORMING L
STORE IN S(N,N)
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*
YES
IS N
NO
N = N+l
PRINT RR(i'I)
INCORPORATING ESTIMATED COEFFICIENT
FROM EQS. 4.6.2 AND 4.6.3
FORM L FOR NEW MATRIX
STORE IN S(N,N)
List of Flow Chart Symbols.
N
NE
M
RR
R
Z
Square mat", ix containing upper triangle of autocorrelation 
matrix initially, then contains L t.
Number of known coefficients.
Number of estimated coefficients required.
Total number of coefficients required.
Contains known and estimated coefficients.
Contains Pi and P^ initially, then Qi and Q£.
Square matrix containing:
QÏQi Q1Q2
QzQi Q2Q2
Xi,X2 - Roots of equation 4.3.2, with = 0
X - Mid-point between roots X% and X^.
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APPENDIX II
THE FOURIER COSINE TRANSFORM.
This appendix states the relationship between the autocorrelation 
function and the one-sided physically realisable power spectrum. It 
shows how a theoretical expression maybe obtained for the power spectrum, 
providing the function describing the autocorrelation is known and how 
the power spectrum maybe obtained from a discrete set of data points 
describing the autocorrelation. Two suggested references are :
Blackman & Tukey (1959) and Bendat & Piersol (1966).
The autocorrelation and power spectrum are related by the Fourier 
cosine transform:
R(t) = j E (n) eus 27rnT dn ... A. 1
E(n) = 4 y R(t) cos 2rnr dr ... A.2
Consider the autocorrelation function:
R(t ) = exp(-x)
Substituting this expression into A .2 gives:
E(n) = 4 / exp(-x) cos 2rnr dx
*'o
and évaluatiing the integral yields:
E(n) = rr&Ep ••• A-3
Equation A.3 is then the theoretical expression representing the 
power spectrum and maybe evaluated for any frequency n.
Now consider the discrete equi-spaced autocorrelation, where N 
coefficients are known, with a lag time of Ax.
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The number of known lag values is: 
L = N-l 
and the maximum lag time is:
T = LAt 
m
Using the trapezoidal rule, equation A.2 maybe represented by:
L-l
E(n) = 2At <R(0)+ 2^ R(rAT)eos2rnrAr+R(x^)cos2rnEAr^ ... A.4
Equation A.4 is then the expression for estimating the power 
spectrum from a discrete and equi-spaced autocorrelation function.
This equation maybe evaluated at any frequency up to the cut-off 
frequency of:
£ = J-
c 2At
However it is recommended that, spectral estimates be obtained at 
frequencies :
n = 2 0 7  r = 0, 1, 2, . . . , L
As this will provide L/2 independent spectral estimates, Bendat 
& Piersol (1966) .
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A P P E N D I X  III 
THE EXTRAPOLATION PROGRAM
Flow Chart
YES
NO
STOP, MATRIX
IS NEGATIVE
l-Q
INPUT NI, M
N = Nl-1
DIMENSION S(M+l), D(N), C(N)
STORE I A'
p n-l n-l
IN D
FORM A_iV AND STORE IN C
CALCULATE Ô , AND Q 
n+l n+l n
FORM A ^ V i  = R(l) /(R(O) 
STORE IN C(l)
CALCULATE d2 = R(O)(l-R(l)2/R(0)2)
AND STORE AS P
INPUT KNOWN COEFFICIENTS R(0)->R(N)
INTO S(1)->S(N1)
A
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YES
NO
NO
YES
NI = Nl+1
NO
IS NX >
END
T  YES
n = n+l
STORE R(N1) IN S(N1+1)
PRINT R(0) ■+ R(M)
FROM S(l) ■+ S(M+l)
CALCULATE d
AND STORE AS P
n+l
CALCULATE R(N1) -
t ! c
Nl-1 p Nl-1
FROM S
MATRIX IS SINGULAR
EXTRAPOLATE FROM
THIS POINT
List of Flow Chart Symbols.
S - Vector containing autocorrelation coefficients.
-1C
D
N1
M
Q
B
P
Vector containing A \  V 1 .
n-l n-l
Vector containing I A-11 V 1 .
° p n-l n-l
Number of known coefficients, R(0) •+ R(N1-1).
Number of the last coefficient that requires estimating, R(M)
5n+l/dn-
1 " (Sn+l/dn)2-
n+l*
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Program Listing.
10 DIM SC 1 003* DC 5 0 1 / CC 503
20 INPUT Nl/M
30 L E T  N = N 1 - 1
Zl0 FOR J= 1 TO N 1
50 REA D SC J]
60 N E X T  J
1 00 L E T  CC 13 = SC2]/SC 1 3
1 10 L E T  P= SC 1 3-CC 1 3 * S C 2 3
1 20 L E T  S 1 = • 0001
1 30 FOR 11 = 2 TO M
1 40 L ET  0= SC I 1 + 1 3
1 50 L E T  12=11-1
160 FOR 1=1 TO 12
170 L E T  DC I 3 = C CI 1-I 3
180 L E T  Q=Q - D C I 3 * S C I + 1 3
190 N E X T  I
200 L E T  0= Q/P
210 L E T  B= 1-Q*Q
220 IF B<-S1 THEN 330
230 IF B> S 1 TH EN 250
240 L E T  B= 0
250 FOR 1 = 1 TO 12
260 L E T  CCI 3 = CCI 3-Q*DCI3
270 N E X T  I
280 L ET  P= P * B
290 L E T  CCI 13=0
300 IF B< SI THEN 360
310 N E X T  I 1
320 GOTO 400
330 PRINT B
340 PRINT " M A T R I X  N E G A T I V E  AT COEFF. R"I 1
350 STOP
360 L E T  N=I 1
370 L E T  N 1=N + 1
380 PRINT " M A T R I X  SI NGULAR  AT C O E F F • R"N
390 PRINT " E S T I M A T I N G  FROM THIS POINT"
400 FOR I 1= N 1 TO M
410 L E T  R=0
420 FOR 1=1 TO N
430 L E T  R= R+ C CI 3 * SCI 1-1 + 13
440 N E X T  I
450 L ET SC I 1 + 13=R
460 NE X T  I 1
470 L E T  M = M + 1
480 FOR J = 1 TO M
49 0 PRINT SC J 3
500 N EX T J
510 DATA 1,...
520 END
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List of Program Symbols
S - Vector containing autocorrelation coefficients.
C - Vector containing A""1 - V
n-l n-l
D Vector containing I A 1- V -
v> n-l n-lP
N1 - Number of known coefficients, R(0) -> R(N1-1).
M - Number of the last coefficient that requires estimating, R(M).
SI - Value for singularity trap.
Q - 6n+l/dn'
B - 1 - (5n+l/dn)2'
P - dn+l
R - Value of estimated coefficient.
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APPENDIX IV
RANDOM AND SEQUENTIAL SAMPLING
This appendix gives a brief description of random and sequential 
sampling. It also explains how in certain cases estimates cannot be 
obtained for a number of initial coefficients, with the exception of 
R(0), if there exists a restriction on the minimum sample time.
Consider sampling a time series at equi-spaced intervals of T. 
Spectral information can only be obtained for frequencies up to:
f = , where f^ is the cut-off frequency.
If T is the minimum allowable sample time, due to a restriction 
set by the measuring instrument being used, eg: Gaster & Bradbury (1976), 
then spectral analysis would be restricted to frequencies below f^.
However if sequential sampling. Toy (1978), is need, the time
series would be sampled at intervals of:
T, T + At , T + 2At , . . .
where At < T and T/At is an integral number.
An autocorrelation function can be obtained with coefficients at:
R(0) , R(T) , R(T+At) , R(T+2At ) , . . .
If estimates can be given to the unknown coefficients between R(0) 
and R(T) , then the discrete Fourier cosine transform of the auto­
correlation, would yield a power spectrum that can give information on 
frequencies up to:
fc = 2TF
A similar approach to this, is to use random sampling, Gaster & 
Roberts (1975).
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This maybe considered as sampling at intervals of:
T j T + k j x  , T + kgT , . . .
where k% , k% , . . . are random numbers that lie between certain 
limits.
The autocorrelation function may then be obtained, which will have
randomly spaced coefficients, but no information between R(0) and R(T).
If this is required as an equi-spaced autocorrelation function then one
approach is to approximate the mean autocorrelation function by a Dirac
comb. The values of the spikes of this comb are taken as being equal
to the average value of the neighbouring randomly spaced coefficients.
The correlation plane is divided into a number of equi-spaced ’slots1
o f  w i d t h  At  i n  th e  ra n g e  0  < t  < t , w h e re  t  i s  t h e  m aximum know nnr m
lag time. Cross product value* are accumulated in the various slots 
appropriate to their lag times, then the sums of the cross products are 
obtained and the mean value is taken to be the autocorrelation function 
estimate at that slot.
Again it will be impossible to obtain coefficients at slots that 
lie between R(0) and R(T). However if estimates can be obtained for 
these values, the power spectrum maybe obtained from the discrete Fourier 
cosine transform for frequencies up to:
, -_L
c 2At
Therefore with both these sampling techniques, if there exists a 
restriction on the minimum sample time, a number of initial coefficients 
can be unknown. If At is made smaller in both these cases, then a 
larger number of coefficients will be missing.
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A P P E N D I X  V 
THE INTERPOLATION PROGRAM
Flow Chart
SET kl
SET B1 = 0
INPUT NI, M
N = Nl-1
SELECT TRIAL VALUE FOR R(M)
DIMENSION B(N1), S(N1), D(N), C(N), E(200), F(200)
FROM Ai1Vj = R(M)t/R(0) 
STORE IN C(l)
CALCULATE d2 = R(O)(1 - R(M)2/R(0)2) 
AND STORE AS P
INTO B (1) B (Nl) , SETTING
INPUT COEFFS. R(O) R(N)
UNKNOWN VALUES TO ZERO
S CONTAINS : R(O), 0, R(2M), R(3M)
COEFF. R(M) AND WRITE INTO VECTOR S.
SELECT REQUIRED KNOWN COEFFS. FROM
VECTOR B, FOR ESTIMATING UNKNOWN
R(M2)
*
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* 
A
NO
YES
NO
IS n = M2
YES
NO
HAVE ALL TRIAL VALUES
EEN TRIED
YES
YES
IS kl
STOP PROGRAMNO
TRY ESTIMATING TO
GREATER ACCURACY
n = n+l
B1 = Bl+B
STORE I A
p n-l n-l
IN D
FORM A-1V AND STORE IN C
CALCULATE <5 AND Q
n+l n
CALCULATE d
AND STORE AS P
n+l
= P*B
SET E(kl) = R(M)
F (kl) = B1
kl = kl+1
REQUIRED ESTIMATE FOR R(M)
VECTOR F. CORRESPONDING
FIND LARGEST B1 FROM
ELEMENT IN E IS THE
167
NO
END
T  YES
M = M-l
LET B(M+l) = R(M)
PRINT COEFFS. R(O) -> R(N)
FROM VECTOR B
List of Flow Chart Symbols. 
B
C
D
N1
M
M2
Q
B
P
B1
E
F
kl
Vector containing the autocorrelation coefficients, with 
all unknown values set equal to zero.
Vector containing coefficients being used for a particular 
estimate.
Vector containing A-1. V - .
b n-1 n-1
Vector containing I V ~ .
° p n-1 n-1
Number of known coefficients.
Number of missing coefficients.
Number of the last coeficient being used for a particular 
estimate, R(M2).
5n+l/dn-
1 “ (Vl/dn)2'
dn+V
ZB
Vector containing all allowable estimates.
Vector containing IB for corresponding allowable estimates in E
Checks that at least one trial value has made the matrix 
non-negative definite.
Program Listing
10 DIM SC 1003, SC I 0 0 ] , DC 1 0 0 ] , CCI 0 0 ] , EC 2 0 0 ] , F C 200] 
20 INPUT N1, M  
30 FOR J = 1 TO Ml
40 READ DCJ]
50 N E X T  J
60 FOR K4= 1 TO M
70 LE T  K5= 1
80 L E T  M3=:J1/C M-X4+1 >
9 0 L E T  M 1 = IM T ( M 3 )
1 00 IF M 1 = M 3  THEN 1 20
1 10 L E T  M1=M1 + 1
1 20 PRINT Ml-1
130 FOR J ~ 1 TO Ml
1 40 L E T  SCJ] = 3CK5]
1 50 L E T  K 5 = K 5 + M - K 4 + 1
160 N E X T  J
170 L E T  K 1 = 1
180 FOR K=1 TO 199
190 L E T  SC 2 ] = l-K/100
200 L E T  B1 = 0
210 L E T  CC1]= S C 2 ] / S C 1 ]
220 L E T  P = £ r 1]-CC 1]*SC2]
230 L E T  S l = . 000001
240 L E T  M2 = M  1- 1
250 FOR I 1 = 2 TO M2
260 L E T  Q= SCI 1+1]
270 L E T  I 2=1 1- 1
280 F O R  1=1 TO 12
290 L E T  DC I ] = CC I 1-1 ]
300 L E T  Q=Q-DCI ]*SCI + 1]
310 N E X T  I
320 L E T  Q= Q/P
330 L E T  B = 1-0*0
340 IF B<-SI THEM 47 0
350 IF B> S 1 THEN 370
360 L E T  B= 0
370 FOR 1 = 1 TO 12
380 L E T  CCI]= CC I ] - Q * D C I ]
390 N E X T  I
400 L E T  P = B* P
410 L E T  CC I 1 ]=Q
420 L E T  B 1 = B 1 + B
430 N E X T  I 1
440 L E T  ECK1]=SC2]
450 L E T  F C !•( 1 ] = B 1
460 L E T  K1 =1(1 + 1
470 N E X T  K
. . . continued on following page.
Program Listing (cont.)
480 IF Kl=l THEN 6 30
490 L E T  XI = EC 1 )
500 L ET X 2 = F C 13
510 L E T  K3= K  1 - 2
520 FOR X= 1 TO X3
530 IF X 2 > F CK+13 THEN 560
540 L E T  X 1 = E CK+13
550 L E T  X2=FCK+13
560 N E X T  K
570 L ET BCM-K 4 + 2 ] = X 1
58 0 N E X T  K4
59 0 FOR X=1 TO N1
600 PRINT SC K]
610 N E X T  K
620 GOTO 670
630 PRINT "NO P R E S E N T  V A L U E  M A I N T A I N S  M A T R I X "
640 PRINT "NO N - N E G A T I V E  DEFINITE, TRY ESTI M A T I N G "  
650 PRINT "TO A G R E A T E R  A C C U R A C Y "
660 DATA 1>...
670 END
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List of Program Symbols.
B - Vector containing the autocorrelation coefficients, with
all unknown values set equal to zero.
S - Vector containing coefficients being used for a particular
estimate.
C - Vector containing ^n-1*
D - Vector containing I A-* - V -.
p n-1 n-1
N1 - Number of known coefficients.
M - Number of unknown coefficients.
Ml - Number of coefficients, including the unknown value,
required for a particular estimate.
M2 - Ml-1
SI - Value for singularity trap.
n " 6n+l/dn-
B " 1 " (Sn+l/c;n)2-
P - dn+V
B1 - ZB.
kl - Checks that at least one trial value has made the matrix
non-negative definite.
E - Vector containing all allowable estimates.
F - Vector containing ZB for corresponding allowable estimate in E.
XI
X2
Used to select estimate from vectors E and F.
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LIST OF FIGURES
Fig.No.
1 The autocorrelation function : R ( t ) = c o s t t t ,  At = 0.5s.
R(0) -> R(19) known and R(20) R(40) estimated using the
mid-point of the allowable range and white noise addition.
2 The autocorrelation function : R ( t ) = c o s t t t , At = 0.033s.
R(0) R(49) knovm and R(50) -* R(100) estimated using the
mid-point of the allowable range and white noise addition.
3 The autocorrelation function : R(t) = exp(-T), At = 0.05s.
R(0) -> R(19) known and R(20) R(50) estimated using the
mid-point of the allowable range.
4 The autocorrelation function : R(t ) = exp(-T), At = 0.1s.
R(0) R(9) known and R(10) -> R(50) estimated using the
mid-point of the allowable range.
5a The autocorrelation function : R ( t ) = e x p ( - ( ï ï T )  2/50) c o s t t t .
A t = 0.04s. Showing R(0) -> R(55) known, R(56) ■> R(100) 
estimated using the mid-point of the allowable range and 
R(0) -> R(55) banned.
5b The true, raw, refined and estimated spectra obtained from
the autocorrelation functions shown in Fig.5a.
6 The autocorrelation function : R ( t ) = c o s t t t .  A t = 0.125s.
R(0) -> R(2) known and R(3) -> R(52) estimated. Illustrating 
that if an autocorrelation function yields a singular matrix, 
then it maybe extrapolated exactly from the singularity point
7 The autocorrelation function : R ( t ) = | ( c o s t t t  + cos 2 ttt),
At = 0.125s. R(0) -> R(4) known and R(5) -► R(32) estimated.
Illustrating that if an autocorrelation function yields a 
singular matrix, then it maybe extrapolated exactly from 
the singularity point.
8a The autocorrelation function : R(t) = exp(-T), At = 0.1s.
R(0) -> R ( 10) known and R(ll) R(75) estimated using the
mid-point of the allowable range.
8b The true, raw and estimated spectra obtained from the
autocorrelation functions shown in Fig.8a.
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Fig.No
9a
9b
10a
10b
11a
lib
12a
12b
12c
12d
12e
13a
13b
The autocorrelation function : R(x) = exp(*i/2)c o s t t t ,
A t = 0.1s. R(0) -> R(29) known and R(30) R(100) estimated
using the mid-point of the allowable range.
The true, raw and estimated spectra obtained from the 
autocorrelation functions shown in Fig.9a.
The photon correlation function : R ( t ) = | exp(-T2/100)
(1 + c o s t t t ) ,  A t = 0.2s. R(0) ->■ R(49) known and R(50) -► R(105)
estimated using the mid-point of the allowable range.
The true, raw and estimated Fourier cosine transforms of 
the photon correlation functions shown in Fig.10a.
The photon correlation function : R ( t ) = %  exp(-T2/100)
(1 + 0.5 c o s t t t )  ,  A t = 0.2s. R(0) + R(49) known and
R(50) R(105) estimated using the mid-point of the allowable
range.
The true, raw and estimated Fourier cosine transforms of 
the photon correlation functions shown in Fig.11a.
The autocorrelation function : R ( t ) = { exp(- :/4) ( c o s t t t  + 
cos 2ttt) , A t = 0.125s. R(0) -> R(29) known and R(30) -> R(150)
estimated using the mid—point of the allowable range.
The raw spectrum obtained from using the known coefficients 
R(0) -> R(29), shoim in Fig.12a.
The estimated spectrum obtained from using the known 
coefficients R(0) -> R(29) and the estimated coefficients 
R(30) -> R(100), shown in Fig. 12a.
The estimated spectrum obtained from using the known 
coefficients R(0) -> R(29) and the estimated coefficients 
R(30) -> R(150), shown in Fig.12a.
The true spectrum obtained from the autocorrelation function 
shown in Fig.12a.
The autocorrelation function : R(t) = 5 exp(-T) ( c o s t t t  +
cos IOttt) , A t = 0.05s. R(0) R(24) known and R(25) R(100)
estimated using the mid-point of the allowable range.
The true, raw and estimated spectra obtained from the
autocorrelation functions shown in Fig.13a.
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14a
14b
15a
15b
16a
16b
17a
17b
18a
18b
18c
19a
19b
The autocorrelation function : R(t) = 3 exp(-T'/2) ( c o s t t t  +  
cos 1.4ttt), At = 0.1s. R(0) ->■ R(29) known and R(30) -> R(100)
estimated using the mid-point of the allowable range.
The true, raw and estimated spectra obtained from the 
autocorrelation functions shown in Fig.14a.
The autocorrelation function : R( t ) = 0.6 exp(-3t ) + 0.4 c o s t t t. 
A t = 0.2s. R(0) + R(20) known and R(21) -> R(50) estimated
using the mid-point of the allowable range.
The true, raw and estimated spectra obtained from the 
autocorrelation functions shown in Fig.15a.
The autocorrelation function : R( t ) = exp(-r), A t = 0.1s.
R(0) -+ R(19) known and R(20) •> R(150) estimated using 
the limits of the allowable range.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.16a.
The autocorrelation function : R( t ) = exp(-T/2) costtt,
A t = 0.1s. R(0) -* R(19) known and R(20) -* R(150) estimated
using the limits of the allowable range.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.17a.
The autocorrelation function : R( t ) = exp(-T), A t = 0.1s.
R(0) -> R(5) known and R(6) R(35) estimated using the
limits of the allowable range.
The estimated spectrum obtained from the autocorrelation 
function, extrapolated by the upper limit of the allowable 
range, shown in Fig.18a.
The estimated spectrum obtained from the autocorrelation 
function, extrapolated by the lower limit of the allowable 
range, shown in Fig.18a.
The autocorrelation function : R ( t ) = exp(-r). A t = 0.1s.
R(0) -> R(4) known and R(5) -> R(35) estimated using the 
limits of the allowable range.
The estimated spectrum obtained from the autocorrelation 
function, extrapolated by the upper limit of the allowable 
range, shown in Fig.19a.
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19c
20a
20b
21a
21b
22a
22b
23a
23b
24a
24b
25a
The estimated spectrum obtained from the autocorrelation 
function, extrapolated by the lower limit of the allowable 
range, shown in Fig.19a.
The autocorrelation function : R ( t ) = exp(-r), A t = 0.2s. 
R(0) -> R(9) known and contain random scatter with a = 0.01, 
R(10) -* R(50) estimated.
Standard deviation of the estimated coefficients measured 
against the true values, in blocks of 5, 10 and 20 
coefficients, for the autocorrelation function shown in 
Fig.20a, extrapolated to R(99).
The autocorrelation function : R ( t ) = exp(-r), A t = 0.2s. 
R(0) -> R(9) known and contain random scatter with a = 0.1, 
R(10) -> R(50) estimated.
Standard deviation of the estimated coefficients measured 
against the true values, in blocks of 5, 10 and 20 
coefficients, for the autocorrelation function shown in 
Fig.21a, extrapolated to R(99).
The true and raw spectra obtained from the autocorrelation 
functions shown in Fig.20a.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.20a.
The true and raw spectra obtained from the autocorrelation 
functions shown in Fig.21a.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.21a.
The autocorrelation function : R( t ) = exp (-t /2) c o s t t t ,
A t = 0.1s. R(0) -> R(34) known and contain random scatter
with o = 0.01, R(35) -* R(100) estimated.
Standard deviation of the estimated coefficients measured 
against the true values, in blocks of 5, 10 and 20 
coefficients, for the autocorrelation function shown in 
Fig.24a, extrapolated to R(134).
The autocorrelation function : R(t) = exp (-t /2) c o s t t t  ,
At = 0.2s. R(0) -> R(14) known and contain random scatter
with a = 0.1, R(15) R(50) estimated.
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25b
26a
26b
27a
27b
28a
28b
29a
29b
30a
30b
Standard deviation of the estimated coefficients measured 
against the true values, in blocks of 5, 10 and 20 
coefficients, for the autocorrelation function shown in 
Fig.25a, extrapolated to R(114).
The true and raw spectra obtained from the autocorrelation 
functions shown in Fig.25a.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.25a.
The autocorrelation function : R( t )  =  c o s t t t , A t  = 0.25s. 
R(0) -> R(8) known and contain random scatter with a  = 0.01, 
R(9) -> R(50) estimated.
Standard deviation of the estimated coefficients measured 
against the true values, in blocks of 5, 10 and 20 
coefficients, for the autocorrelation function shown in 
Fig.27a, extrapolated to R(108).
The autocorrelation function : R ( t )  =  c o s t t t , At  = 0.25s. 
R(0) -* R(8) knoxx-0 and contain random scatter with o = 0.1, 
R(9) -> R(50) estimated.
Standard deviation of the estimated coefficients measured 
against the true values, in blocks of 5, 10 and 20 
coefficients, for the autocorrelation function shown in 
Fig.28a, extrapolated to R(108).
The autocorrelation function : R ( t ) = | exp(-T/4) ( c o s t t t  + 
cos 2ttt) , A t = 0.125s. R(0) R(12) known and contain
random scatter with a = 0.05, R(13) R(50) estimated.
Standard deviation of the estimated coefficients measured 
against the true values, in blocks of 5, 10 and 20 
coefficients, for the autocorrelation function shown in 
Fig.29a, extrapolated to R(112).
The true and raw spectra obtained from the autocorrelation 
functions shown in Fig.29a.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.29a.
176
Fig.No.
31a Determinant against varying R(l) values, for various 
dimensions of the autocorrelation matrix formed from:
R(t) = exp ( - t ) , At = 0.1s.
31b Determinant against varying R(l) values, for various
dimensions of the autocorrelation matrix formed from:
R(t) = exp(-x/2) c o s t t t, A t  = 0.1s,
32a Determinant against varying R(l) values; illustrating
the allowable estimate ranges for R(l), with various 
dimensions of the autocorrelation matrix formed from:
R(t) = exp(-t ) , A t = 0.1s. Missing value of R(l) - 0.9.
32b Determinant against varying R(l) values ; illustrating
the allowable estimate ranges for R(l), with various 
dimensions of the autocorrelation matrix formed from:
R ( t ) = exp (-t /2) c o s t t t. A t = 0.1s. Missing value of
R(l) = 0.9.
33 Determinant against varying R(l) values; for various
dimensions of tha autocorrelation matrix formed from:
R( t ) = c o s t t t. A t = 0.25s. Illustrating that for this 
particular function, only one possible value exists as 
an estimate for R(l), once the matrix is of dimension 5 x 5 .
34a Determinant against varying R(l) values ; illustrating
the allowable estimate ranges for R(l), with various 
dimensions of the autocorrelation matrix formed from:
R( t ) = exp(-T/2) c o s t t t, A t = 0.9s. Missing value of
R(l) = -0.6.
34b Determinant against varying R(l) values; illustrating
the allowable estimate ranges for R(l), with various 
dimensions of the autocorrelation matrix formed from:
R ( t ) = exp (-t /2) c o s t t t. A t = 0.5s. Missing value of
R(l) being zero.
35a The autocorrelation function : R ( t ) = exp(-r), A t = 0.1s. 
R(0), R(2) -> R(4) known and R(l) estimated.
35b The autocorrelation function : R ( t ) = exp (-t /2) costtt ,
A t = 0.1s. R(0), R(2) -> R(4) known and R(l) estimated.
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36
37a
37b
38a
38b
39a
39b
40a
40b
41a
41b
42a
42b
The autocorrelation function : R ( t ) = exp(-x),' A t = 0.2s.
R(0), R(2) -> R(9) known with R(9) containing inaccuracies 
and R(l) estimated using B and ZB.
The autocorrelation function : R(r) = exp(-t ) , A t = 0.3s.
R(0), R(6) -> R(24) known and R(l) -> R(5) estimated.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.37a.
The autocorrelation function : R( t ) = exp(-T/2)c o s t t t.
A t = 0.3s. R(0) , R(9) -> R(39) known and R(l) R(8)
estimated.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.38a.
The photon correlation function : R( t ) = %  exp(-t 2 /100)
(1 + 0. Scosttt) , A t = 0.3s. R(0), R(8) -> R(49) known and
R(l) -> R(7) estimated.
The true and estimated Fourier cosine transforms of the 
photon correlation functions shown in Fig.39a.
The autocorrelation function : R(t) = 0.6 exp(-3t) + 0 . 4  co s t t t ,
A t = 0.1s. R(0) , R(6) -> R(25) known and R(l) ■+ R(5) 
estimated.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.40a.
The autocorrelation function : R ( t ) = exp(-r). At = 0.1s.
R(0), R(5) -+ R(16) known and R(l) -> R(4), R(17) -+ R(50)
estimated.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.41a.
The autocorrelation function : R( t )  = exp(-T/2)c o s t t t,
A t = 0.2s. R(0), R(6) -> R(20) known and R(l) ->- R(5) ,
R(21) ■+ R(50) estimated.
The true and estimated spectra obtained from the auto­
correlation functions shown in Fig.42a.
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43a The photon correlation function :
R ( t ) = %  exp(-T2 /100) (1 + 0.5 c o s t t t), A t = 0.2s.
R(0) , R(4) -> R(49) known and R(l) -> R(3) , R(50) -v R(100)
estimated.
43b The true and estimated Fourier cosine transforms of the 
photon correlation functions shown in Fig.43a.
44 The autocorrelation function : R( t ) = exp(- t ) , A t = 0.1s. 
R ( 0 ) , R(l) known and R(2) -> R(50) estimated.
45 Plot of B against matrix dimensions (n), for the auto­
correlation function : R ( t ) = exp (-t /2) c o s t t t.
A t = 0.1, 0.2 and 0.3s.
46 Plot of B against matrix dimension (n), for the auto­
correlation function : R(t) =  ^ exp(-T/4) (costtt + cos 2 ttt) ,
A t  = 0.125 and 0.25s.
4? Plot of B against matrix dimension (n) , for the photon
c o r r e l a t i o n  f u n c t i o n  : R(t) = 2/3 exp(-T2/100) (1 + 0 . 5  co st t t), 
At  = 0.2 a n d  0.4s.
48 Plot of B against matrix dimension (n), for the auto­
correlation function : R ( t ) = 0.6 exp(-3 t ) + 0.4 c o s t t t.
A t = 0.2 and 0.4s.
49 Plot of the estimated coefficients, extrapolating the 
autocorrelation function : R(t) = 0.6 exp(-3r) + 0 . 4  c o s t t t.
A t  = 0.2s, from R(100) -+ R( 1 3 0 ) .
50a Plot of B against matrix dimension (n), for the known 
coeffcients R(0) -+ R ( 1 1 9 ) , of the autocorrelation 
function shown in Fig.50b.
50b An autocorrelation function obtained from numerical studies 
in fluid mechanics, Fasel et al. (1977). R(0) -+ R(119)
known and R(120) ■+ R(500) estimated.
50c The raw spectrum obtained from the known coefficients
R(0) -+ R(119), of the autocorrelation function shown in 
Fig.50b.
50d The estimated spectrum obtained from the autocorrelation
function shown in Fig.50b.
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51a Plot of B against matrix dimension (n) for the known 
coefficients R(0) -> R(119), of the autocorrelation 
function shown in Fig.51b.
51b An autocorrelation function obtained from numerical studies 
in fluid mechanics, Fasel et al. (1977). R(0) -*■ R(119)
known and R(120) -> R(500) estimated.
51c The raw spectrum obtained from the known coefficients
R(0) -+ R(119), of the autocorrelation function shown in 
Fig.51b.
51d The estimated spectrum obtained from the autocorrelation 
function shown in Fig.5lb.
52a Reproduced from Caster & Bradbury (1976). An auto­
correlation function obtained from randomly sampled data,
R(0) -> R(6) have been * sketched’ in.
52b Reproduced from Caster * Bradbury (1976). The spectrum
obtained from the autocorrelation function shown in Fig.52a.
52c The first 200 coefficients of the autocorrelation function
shown in Fig.52a, with R(0) = 1 and R(l) R(6) estimated.
52d The spectrum obtained from the autocorrelation function 
shown in Fig.52c, using coefficients R(0) -> R(1000).
53a An autocorrelation function obtained from sequentially
sampled data, Toy (1978). R(0), R(2) -> R(49) known and R(l),
R(50) -> R(250) estimated.
53b The raw and estimated spectra obtained from the auto­
correlation functions, shown in Fig.53a. For the estimated 
spectra the autocorrelation has been extrapolated to R(500).
54a The autocorrelation function : R(x) = c o s t t t. At  = 0,25s.
R(0) -> R(7) known.
54b The eigenvalue spectrum obtained from the autocorrelation 
function shown in Fig.54a.
55a The autocorrelation function : R(t) = 5 (costtt + cos 2ttt) ,
A t = 0.125s. R(0) -> R(15) k n o w n .
55b The eigenvalue spectrum obtained from the autocorrelation 
function shown in Fig.55a.
FIGURES
Wi
th
 
1% 
wh
it
e 
no
is
e 
ad
de
d 
: 
R
(
2
0
)
es
t 
= 
0.
99
88
9,
 
R(
40
) 
= 
0.
99
69
4 
O 
K
n
o
w
n
 
Wi
th
 
10
% 
wh
it
e 
no
is
e 
ad
de
d 
: 
R
(
2
0
)
eg
t 
= 
0.
98
90
1,
 
R(
40
) 
= 
0.
97
00
4 
• 
E
s
t
i
m
a
t
e
d
181
H
<
H
O
O
o
CM
O
O LD
O
Om
o
LA O
I
T3
g
Fi
g.
 1 
Th
e 
a
ut
o
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
)
 
= 
c
o
s
t
t
t
. 
At
 
= 
0.
5s
. 
R(
0)
 
-> 
R(
19
) 
:
an
d 
R(
20
) 
-> 
R(
40
) 
es
ti
ma
te
d 
us
in
g 
th
e 
mi
d-
po
in
t 
of
 
th
e 
al
lo
wa
bl
e 
r
a
n
g
e
 
wh
it
e 
no
is
e 
a
d
d
i
t
i
o
n
.
o4-1
O
LA
00moo
m
4J
4-1
4J
O oLA
O
LA O
Fi
g.
2 
Th
e 
au
to
co
rr
e
la
t
io
n
 
fu
nc
ti
on
 
: 
R(
t)
 
= 
c
o
s
t
t
t
. 
At
 
= 
0.
03
3s
. 
R(
0)
 
-> 
R(
49
) 
kn
ow
n 
an
d 
R(
50
) 
-> 
R
(
1
0
0
)
 
es
ti
ma
te
d 
us
in
g 
th
e 
mi
d-
po
in
t 
of
 
th
e 
al
lo
wa
bl
e 
ra
ng
e 
an
d 
wh
it
e 
no
is
e 
a
d
d
i
t
i
o
n
.
183
o
un
o
4-1
O
m
o
CNI
O
h-
O
 ^o CM
C3>
\0
O
GO
o o
•x)
<U
4J
§
•H
4-1
03
<U
S
Pd
t
OCN
Pd
Ü
rd
I
C\
i—4
Pd
t
O
Pd
03
m
o
o
I
H
<
1
ai
bO
X c
<u cd
M
II
eu
1—1
H rû
cd
Pd !5
o
1— 1
1— i
e cd
O
•H ai
4-1 J3
U 4-4
a
3 4-1
<4-4 O
C 4-1
O 3
•H •H
4-4 O
cd a.
i—i i
03
•H
E
o
u ai
o -3
4-4 4-4
3
CO es
c
eu • r-i
rC 03
H 3
en
to
•r-i
k
<
H 184
o
o
m
CD
csi
CD
H
*  CD 00
CD CD
na
(U
■P
s
•H
4-1
en
QJ
Oun
#
t
Pd
Ta
g
I
en
Pd
t
O
Pd
O
I
<c
H
1
(U
PU 00
X fl
Qj cd
1-4
II
<D
r—)
H rû
cd
Pd
O
1—4
1—4
e cd
o
•H (U
4-> Æ
U 4-1
C
3 m
U-l o
C 4-1
O ti
•H •H
4J O
ca Cu
t— f 1
<u Td
M •r4
ei 6
O
u CL)
o rC
4-1 4-1
3
cti 60
3
0) •r4
rC en
H 3
PO
•H
O  < 3
Oi_n
o oi_n
ouno
os
un
un -d
QJ
PS t iti
+ cd
X!
O
m
PS un
bû ps
ti
• H t
>
O
rC o
en
PS.
en d
<1- C
O cd
O QJfrO
I ti
cd
H u
<
QJ
r—4
XI
t- cd
t=
en O
o *—1
u r—t
cd
o QJ
m
4-1
CM
14-1
H O
t=
4-1
1 3
•H
O, O
X P ,
0) 1
d
II •H
s
h* QJ
xs
PS 4-1
60
3
c •H
o en
•r-t 3
4->
U T3
C QJ
3 4-1
UH cd
e
0 •H
O 4-1
•H en
4-1 QJ
cd
r—4
QJ OU O
U r-4
o
u PS
o
4-1 t3
cd
vO
QJ m
x :
H PS
(C
m
W)
•H
185
E 
(n
)
i_n
4-1
LA
O
O
OO O
nh
186
cd
tn
M
•r4
k
02
02
ti
O
•H
4-1
U
§
(44
e
o
•r4
4-1
cd
r-4
<u
»4
n
o
u
o
4-1
3
cd
ê
4-1
g
k
44
Td
•H
cd
4-1
rû
O
cd
Ü
u
(U
fX
02
Td
eu
4-1
1
4-1
02 
eu
nd
3
cd
ro
eu
C
•H
44
eu
(4
eu
£
rû
m
65
•r4

T
r
u
e
188
H3
<U
4J
£ §
o u
S £
LA
m
o
no
m
o
o oLD
CD
LD
O
O
Fi
g.
 7 
Th
e 
a
ut
o
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
= 
 ^
(c
os
t
t
t
 
+ 
co
s 
2t
tt
) 
, 
At
 
= 
0.
12
5s
. 
R(
0)
 
-> 
R(
4)
 
k
n
o
w
n
an
d 
R(
5)
 
-> 
R(
32
) 
es
ti
ma
te
d.
 
Il
lu
st
ra
ti
ng
 
th
at
 
if
 
an 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
yi
el
ds
 
a 
s
i
n
g
u
l
a
r
 
ma
tr
ix
, 
th
en
 
it
 
ma
yb
e 
ex
tr
ap
ol
at
ed
 
ex
ac
tl
y 
fr
om
 
th
e 
si
ng
ul
ar
it
y 
p
o
i
n
t
.
E
s
t
i
m
a
t
e
d
189
H
<3
H
o
CO
o
o
om
o
OJ
o
<o
OJ
oooCD
O
G>
Fi
g.
8a
 
Th
e 
au
t
oc
or
re
la
ti
on
 
fu
nc
ti
on
 
: 
R(
x)
 
= 
ex
p(
-x
).
 
Ax
 
= 
0,
1s
, 
R(
0)
 
-> 
R(
10
) 
kn
ow
n 
a
n
d
 
R(
ll
) 
-> 
R(
75
) 
es
ti
ma
te
d 
us
in
g 
th
e 
mi
d-
po
in
t 
of
 
th
e 
al
lo
wa
bl
e 
r
a
n
g
e
.
Tr
ue
 
an
d 
E
s
t
i
m
a
t
e
d
190
r ^
LD
O
m
o>
o
<o
OJ
oo
nh
o
Fi
g.
8b
 
Th
e 
tr
ue
, 
ra
w 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
f
u
n
c
t
i
 
sh
ow
n 
in 
F
i
g
.
8
a
.
R
(
t
)
191
o
o
<o oun
o
o
Fi
g.
9a
 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
- 
ex
p 
(-
t
/2
) c
o
s
t
t
t
. 
At
 
= 
0.
1s
. 
R(
0)
 
-> 
R(
29
) 
kn
ow
n 
an
d 
R(
30
) 
-> 
R
(
1
0
0
)
 
es
ti
ma
te
d 
us
in
g 
th
e 
mi
d-
po
in
t 
of
 
th
e 
al
lo
wa
bl
e 
r
an
g
e
.
Tr
ue
 
an
d 
E
s
t
i
m
a
t
e
d
192
LA
O
LA
O ’
O
Oo
oj
o
rn
oo
LA
Fi
g.
9b
 
Th
e 
tr
ue
, 
ra
w 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
s 
sh
ow
n 
in 
F
i
g
.
9
a
.
oo
4-1
«o
LA
O
OU1
o
O
Fi
 
g.
 1
0a
 
Th
e 
ph
ot
on
 
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
= 
| 
e
x
p
(
"
T
2
/1
00
) 
(1 
+ 
c
o
s
t
t
t
) 
, 
At
 
= 
0,
2s
. 
R(
0)
 
R(
49
) 
kn
ow
n 
a
n
d
 
R(
50
) 
R(
10
5)
 
es
ti
ma
te
d 
us
in
g 
th
e 
mi
d-
po
in
t 
of
 
th
e 
al
lo
wa
bl
e 
ra
ng
e
.
Tr
ue
 
an
d 
E
s
t
i
m
a
t
e
d
194
00
e
u
o
o
r S
<o
o
co•H4-1
CO
i—4<D
U
ou
tio4-1
o-d
CL
<u
4-1
4-1
O
CO
Suo
44CO
ticO
Li4-i
<U
d•H
CO
Ou
d(U•HL,doPH
"d .QJ cO4-1 OCO i—f
e•H 604-1 •r4
CO P"4<D
ti
rd •r4
ticO
> o
cO rd
Li CO
A CO
0) titi o
L, •r4
4-4 4J
U<U ti
-ti ti
H 44
X»
o
60
•H
s
u
H
H
Pd
Oo
o
m
o oLA
O
O
195
os
Ch<r
pü
+
O
Pd
03
CM
O
I
H
<
(U
bO
H ti
t= t i
03 ti
O
U 03
r-4
LT) pû
ti
O
o
+ 1—J
1—1
r—1 ti
<u
o Xi
o u
I—1
4-t
cm O
H
1 4-1
ti
A •H
X O
<u
P
CM •H
g
I
eu
rti
H 4-1
Pd 60
ti
•H
03
G ti
O
• H TU
4J eu
U 4-1
ti ti
ti 64M •H
4-1
ti e/3
O eu
•H
4J
t i LO
O
eu 1—4
ti
ti Pd
o
u i
ti
o O4-1 m
o
rti Pd
a
<u TU
rti ti
H ti
ta
•H
p-l
C(
n)
196
N
53
O
s
i_n
m
C D
LTlOO
CXI
L D
CXI
CO 03
§ •H
U
u
g
m
ti o
•r4
4-1 
ti
r-l 
<U 
U
u 
o u
ti o
4-1o 
XIÇU
r t i
4-1 
14-4o
!o
44 
M
g
u
4-1
<U 
ti
•H
CO O
u
M 
0) 
• H
ti O 
P4
QJ
4-1
I
4-1
CO
<y
ti
ti
5
ti 00
*4 - H  
P4
01
ti
M
4-1
sto
00
•H
4-1
S
o oL D
O
LT1
O
O
Fi
g.
 1
2a
 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
- 
| 
ex
p(
-x
/4
) 
(c
os
ïï
t 
+ 
co
s 
2
tt
t) 
, 
At
 
= 
0.
12
5s
, 
R(
0)
 
•> 
R(
29
) 
kn
ow
n 
a
n
d
 
R(
30
) 
R(
15
0)
 
es
ti
ma
te
d 
us
in
g 
th
e 
mi
d-
po
in
t 
of
 
th
e 
al
lo
wa
bl
e 
r
a
n
g
e
.
E 
(n
)
198
o
0 4
LTl
in
CD
O
i_n
<o
o
Ü
0) ti
rC CN
4-1 ' t i i—1
QJ
60 4-1 60
ti ti • H
•r-l s P>4
CO • H
3 4-i ti
CO • H
0 QJo
ti QJ
4-1 rti 0
4-1 rti
' t i co
Cl rti
ti ti
•r-l ti
ti O
4-1 O
rO o> i—4
O CN
Pd
e Pd
3 t
ti t
4-1
U o
<U O CO
CL
CO Pd Pd
'ti
QJ CO co
4-1 4-1 4J
ti ti ti
0 Cl QJ
•r-l • H • H
4-1 U U
CO • H • H
QJ 4-1 4 4
4 4 4 4
QJ QJ QJ
rti O O
H U U
o
CN
60
•H
O t i
t i CN
rJd 1-4
QJ 60
r t i •H
4-1 P4
60 t i
ti •H
•H
CO
ti
O
0 r t i
O CO
t i
44
TJ <ys
QJ CN
t i
•H Pd
t i
4-1 t
rO
O
O
3 Pd
t i
4-4
U co
Cl 4-1
t i . t i
CO QJ
•r4
D U
ti •H
t i 44
44
QJ QJ
r t i O
H O
CN
60
•H
ti-i
E
(
n
)
 
E 
(
n
)
199
LD
G>
LD
O
Csl o>
<U
CN
60
•H
P4
cd
CN
60
(U 34
rti
4J ti
•H
0
o
3
4-1 o
rti
T3 co
<U
ti ti
• H O
cd • H
4-1 4J
rO a
O ti
3
E 4-4
ti
n t i
4J O
U •r-4
ti 4-1
a cd
co r-4
ti
ti n
ti 31
k O
4-J a
o
ti 4-1
rti ti
H cd
O
LT»
O
LD
O'
O
N
33
ti
rti
4-1
60
ti
•H ti
co rti
ti 4-1
O
Ë X) m
O ti r-4
J-4 cd
4-4 33
T3 o\ t
ti CN
ti
•H 33 O
cd en
4J t
rû 33
O
O
e co
3 33 4-1
5-t ti
4-1 ti
a co •H
t i 4-1 U
(X ti •rl
co ti 4-4
•r-4 4-4
X) U tiai •H O
4J 4-4 U
cd 4-4
E ti X)
•r-4 O ti
4-1 U 4J
CO cd
ti ti S
5 •H
ti o 4-1
rti ti CO
H rÜ ti
'O
CN
60
•H
34
cd
CN
60
•H
34
ti
•H
CO
200
O
LD
O Oun
o
un
o
o
'O
g
o
M
<r
CM
P5
t
O
OT
mo
H
<
eu
60
ti
H cd
t= ti
O
1—1 <Ui—4
M rÛ
cd
U 5o
+ r-4
r-4
H cd
t=
W <U
O rti
u 4-1
4 4
H O
[
4-1
a ti
X •H
0J O
P1
TJ
I •r4
B
H eu
rti
Pi 4-1
60
ti
a •HO CO
•H ti
4-1
o 't i
e eu
3 4-1
M-t ed
B
0 •r4
O 4-1
•H CO
4-1 <U
cd
r-4
CU O
U, O
0 r-4o
u Pio
4-1 t
3
cd
LO
(U CM
Xi
H Pi
(d
co
60
•H
Tr
ue
 
an
d 
E
s
t
i
m
a
t
e
d
co
u
S
u
4-1
U
CO
60
O
LD
O
O
T
r
u
e
202
oo
■U
o
L A
O OO
os
CM
Pü
t
O
Pd
o
I
H
<1 QJ
60
G
G
J-t
H
t= QJ
r—1
JD
i—1 G
>
CO O
O «M
u T- 1
G
+
G
H JG
t= 4-1
CO
o 4-4
U O
4-1
CM G
•H
H O
1 A
1
fX G)
X •H
0) e
G
JG
I 4-1
bû
H G
•H
Pd CO
G
G)
G G
O 4-1
• H G
4-1 B
CJ •H
G 4-1
G CO
CM G
G
O O
•H O
4-1 r-4
cd
«M Pd
QJ
M t
M
O
CJ O
O co
M
G Pd
cd
QJ G)
-G G
H G
cd
<r
bO
•H
P4
203
W
O
oi_ni_n
ti
o•H
4-1
tii—i
<u
u
u
o
u
o
u
ti
<d
a)
u
eoM
«44
nd
a)
ti•H
cd
44
43
O
cd
u
44
U
(U
a,
co
Td
QJ cd
44
cd r—1
6•H 60
44 •H
CO Fn
QJ
ti'ti •H
ticd
> Ocd 43
u CO
co
QJ titi O
$4 •H
44 44
a
QJ ti
43 ti
H 44
bO
•Hptl
R
(
t
)
204
H
O  < 
LA
O
4-1
O
m
C H
r—I <U
4-1 4-1
^  O
w  ^
o oLA
O
Fi
g.
 1
5a
 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
= 
0,
6 
e
x
p
(
-
3
T
) 
+ 
0,
4 
c
o
s
tt
t.
 
A
t
 
= 
0,
2s
, 
R(
Q)
 
-> 
R(
20
) 
kn
ow
n 
a
n
d
 
R(
21
) 
R(
50
) 
es
ti
ma
te
d 
us
in
g 
th
e 
mi
d-
po
in
t 
of
 
th
e 
al
lo
wa
bl
e 
r
a
n
g
e
.
205
E (n)
True
Estimated
1 Raw
n(Hz)
Fig.15b The true, raw and estimated spectra obtained 
from the autocorrelation functions shown in 
Fig.15a.
R(
%
)
206
O  H
LD
i_n
Csl
oo
-n
unB "
i_n
Csl
O oo
Fi
g.
lô
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
x)
 
= 
ex
p(
-x
),
 
Ax
 
= 
0.
1s
. 
R(
0)
 
R(
19
) 
kn
ow
n 
an
d 
R(
20
) 
-*• 
R
(
1
5
0
)
 
es
ti
ma
te
d 
us
in
g 
th
e 
li
mi
ts
 
of
 
th
e 
al
lo
wa
bl
e 
ra
ng
e
.
E(
n)
50
-h
207
Pd
C
r S
Fi
g.
16
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
s 
sh
ow
n 
in 
F
i
g
.
1
6
a
.
208
t-
<
H
in
CM
■* ■
LQ
— 4
CM
O OLD
<o
o
Fi
g.
17
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
= 
ex
p(
-t
/2
) 
c
o
s
t
t
t
. 
At
 
= 
0.
1s
. 
R(
0)
 
-> 
R(
19
) 
kn
ow
n 
an
d 
R(
20
) 
-> 
R(
15
0)
 
es
ti
ma
te
d 
us
in
g 
th
e 
li
mi
ts
 
of
 
th
e 
al
lo
wa
bl
e 
r
a
n
g
e
.
Up
pe
r 
li
mi
t 
e
s
t
i
m
a
t
e
209
Fi
g.
17
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
f
u
n
c
t
i
o
n
s
 
sh
ow
n 
in 
F
i
g
.
1
7
a
.
210
R ( t )
1.0
O — a
t / A t
Known
Upper limit 
Lower limit
A
-1.0
Fig.18a The autocorrelation function : R ( t ) = exp(-x), A t = O.ls.
R(0) -> R(5) known and R(6) -> R(35) estimated using the 
limits of the allowable range.
E 
(
n
)
N
us 211
O
LD
3
< 7 S
O .
OJ
\
LD
m
Fi
g.
18
b 
Th
e 
es
ti
ma
te
d 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
, 
ex
tr
ap
ol
at
ed
 
by
 
th
e 
up
pe
r 
li
mi
t 
of
 
th
e 
al
lo
wa
bl
e 
ra
ng
e,
 
sh
ow
n 
in 
F
i
g
.
1
8
a
.
E 
(n
)
212
o
i_ n
N
a
< ’
o
-j-
—  m
Fi
g.
IS
c 
Th
e 
es
ti
ma
te
d 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
, 
ex
tr
ap
ol
at
ed
 
by
 
th
e 
lo
we
r 
li
mi
t 
of
 
th
e 
al
lo
wa
bl
e 
ra
ng
e,
 
sh
ow
n 
in 
F
i
g
.
1
8
a
.
213
R ( t )
B
t / A t
Known
Upper limit 
Lower limit
1.0
Fig.19a The autocorrelation function : R(x) - exp( x), Ax O.ls 
r (0) -> R(4) known and R(5) ^ R(35) estimated using the
limits of the allowable range.
E 
(n
)
z-x 214
o
o
o
m
F
i
g
.
19
b 
Th
e 
es
ti
ma
te
d 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
, 
ex
tr
ap
ol
at
ed
 
by
 
th
e 
up
pe
r 
li
mi
t 
of
 
th
e 
al
lo
wa
bl
e 
ra
ng
e,
 
sh
ow
n 
in 
F
i
g
.
1
9
a
.
E 
(n
)
215
F
i
g
.
19
c 
Th
e 
es
ti
ma
te
d 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
, 
ex
tr
ap
ol
at
ed
 
by
 
th
e 
lo
we
r 
li
mi
t 
of
 
th
e 
al
lo
wa
bl
e 
ra
ng
e,
 
sh
ow
n 
in 
F
i
g
.
1
9
a
.
E
s
t
i
m
a
t
e
d
216
o
LD
O
O
CXI
O
H
Pd vO
O
oo
o
o
o
Fi
g.
20
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
) 
- 
ex
p(
-r
),
 
Ax
 
= 
0.
2s
. 
R(
0)
 
+ 
R(
9)
 
kn
ow
n 
an
d 
co
nt
ai
n 
ra
nd
om
 
sc
at
te
r 
T/
Û
T
 
wi
th
 
CT 
= 
0.
01
, 
R(
 1
0)
 
R(
50
) 
e
s
t
i
m
a
t
e
d
.
e
s
t
217
Cfi
4-1
e
<u
• H
u
•H
M-l
m
eu
o
u
LO
(U
N
•H
W
■8
Oi—i
PQ
□
□
□
□
□
□
tb
tb
Cb
[b
Cb
Cb
Cb
Cb
Cb
OO
v O
LD
- J -
m
o
%
■8
O
r-4
PQ
O
- O
c —  oo
- vO
- un
—  -d"
— m
—  CN
o
□
o
Cfl
o" r
oj
o
co
4J
g
•H
U
•H
4-<
(4-1
(U
O
U
S
czi
4J
g
•H
CJ
• H
*4-4
*4-4
<U
O
o
(U
N
•H
03
■8
Oi—i
PQ
T
o
un
U
o
1—4
PQ
Ci j-
0 4
4-1
03
0!
O
04
Lh O
Cb CO
Cb
Cb
C ~~ LD
□
□
r— —±
— m
— 0 4
<4-4
O
o
03 o
U Pti
O
t—4
rû o
4-4
C
•H T3
<U
4-4
03 cd
(U i—i
3 o
1—4 ex
cd cd
> M
4-4
<u X
3 0)
X4
4-1
cd
<u O
CM
4J
60
4-1 •H
n &4
3
•H 3
cd •H
60
cd
O .
o o
s *
TJ o
(U r3
X4 03
3
03 3
3 O
(U •H
B 4-1
U
03 3
4-1 3
3 4-4
(U
•H 3
U O
*r-4 •H
*4-1 4-1
4-4 3
(U 1—4
O 3
U M
H
X) O
<u O
4-4 O
3 4-4
6 3
• r-4 3
4-4
03 3
<U r3
4-1
3
r3 M
4-4 O
4-4
4-4
o
03
3 4-1
O 3*1-4 3
4-4 *1-4
3 U
•H •H
> 4-4
3 4-4
X) 3
O
X3 o
X4
3 O
XI CM
3
3 XJ
4-4 3
CO 3
rûo
CN
60
• H
Pu
218
oin
o
U-l
CN
O
m
o
04
<o
H
O
oq
CD
o
o
219
d-
c -
o
%
MU
Oi—i
PQ
□ -
□ -
□
vO
LD
□
_  CO
csj
c<u•HU
•H
44
44
OJ
OU
m
<u
N
•H
M
•8
O
i-4
PQ
□
□
□ - CN
OO
□
□
- nD
— i_n
—  ~d-
- m
—  CN
44
(V
O
U
o
CN
□
T ~
OJ
o
nd
§
m
44
o
co
•8
O
m
o
CN
•8
T ™
o
CO
in
m
C N
44
CO
0)
O
C N
o o
U •
H
CO
s
r-4 
>
g
Î4 
44
JS44
44
CO
C5•H
cd 
00 
cd
T)
cu
Bco 
. cd
■2 £ % 
« n
44
<U 
•i4 U 
•H
44 
44 
CU 
Ou
rO
d)
44
.5
44
CO 
<U
44
44 
O
ti O •H
44
cd•H
>
<uT) 
T)}4
cd 
tu 
C cd
CTi
CT>
Pd
O
44
nd
CU
44
cd
r-4
o
8-H
44
X
d)
cd
r4
CN
00
•r4
d
•H
jd
CO
o
•H
44
U
§
44
C
O
•H
44
cd
i-4
<u
>4
4^
O
u
o
44
9
cd
rC
44
k
O
44
cu
•H
U
•i4
44
44
<D
O
O
o
CN
3
CN
00 
• H
P-t
T
r
u
e
G }
O J
Q
LA
G>"
Ow m
N
S3 220
cu
4-1
0
o
N cd
*4-4 o
CN
T3
(U 60
ti •H
•H P4
cd
4-1 ti
rQ •H
o
cd g
M O
4-1 43
U co
<u
a, CO
Cfl (3
O
nd •H
<U 4-1
4-1 U
cd ti
0 3
•H *44
4-1
Cfl 3
01 o
•H
Td 4J
C cd
cd r-4
<U
cu U
3 3
u o
4-1 u
o
cu 4-1
rS 3
H cd
S3
CN
CN
W)
•H
P4
G.
ON
i_n
LD
<o‘
CD
OJw m
N
S3
<u 3
43 O
4-1 CN
0 60
o •H
u
<44
3
nd •H
cu
3
♦H
cd O
4-1 43
43 CO
O
CO
3 3
3 O
4-1 •1-4
a 4-1
cu a
cu 3
CO 3
<44
5
3 3
3 O
•r-t
T d 4-1
3 3
3 T---t
3
3 3
3 3
3 O
4-1 3
O
a 4-1
43 3
H 3
cd
CN
CN
ci
•H
P-4
LD
O
CNmW  LD
ui
LA
<o
O
CNmW LD
221
cd
r—t
0 CM
O
60
4-1 • H
Pu
•x)
(U C
ti •H
•H
cd
4-1
X I o
O rC
CO
cd
co
4-1 C
CJ O
0) •H
O. 4-1
co U
c
rO d
<u CM
4J
Çd C
0 O
•H •H
4J 4-1
CO cd
<u r-4
<U
M
e U
cd O
u
(U o
d 4J
m d
4-J cd
CD eu
X X
H 4-1
M
CM
M
• H
En
N
Pd
CU cd
X r-4
4-1 CM
0 60
O •H
P4 Pn
m
ti
X) •H
eu
d d•H 3cd o
4-1 X
rO co
O co
cd d
P4 o
4-1 •H
U 4J
01 U
Pu d
CO d
CM
3
cd do
•H
XJ 4-1
C cd
cd t—H
OJ
<u dd d
j-i O
4-1 U
O
OJ 4-1
X d
H cd
cdm
CM
65
•r4
T
r
u
e
222
o
o
GO
4-1
<o
vO
O
O
0 4
H
^  «
^  LD
O LD
O
OLD
O
O
F
i
g
.
24
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
) 
- 
ex
p(
-r
/2
) 
c
o
s
T
T
, 
Ar
 
- 
0.
1s
. 
R(
0)
 
+ 
R(
34
) 
kn
ow
n 
an
d 
co
nt
ai
n 
r
a
n
d
o
m
 
sc
at
te
r 
wi
th
 
a 
= 
0.
01
, 
R(
35
) 
+ 
R(
10
0)
 
e
s
t
i
m
a
t
e
d
.
e
s
t
o
CXI
co
m
OJ
4-1
m
O
oo
i_n
m
o
o
a
Mu
or4
PQ
C/3
4-1
tieu
•H
O 
• H
44
44
CU
O
U
S
223
u .
o o
eu
LA
—
U .
o o
S z
O
44
44
CO
LA
m
O J
4-1
OD
O
Fi
 
g.
24
b 
St
an
da
rd
 
de
vi
at
io
n 
of
 
th
e 
es
ti
ma
te
d 
co
ef
fi
ci
en
ts
 
me
as
ur
ed
 
ag
ai
ns
t 
th
e 
tr
ue
 
va
lu
es
, 
in 
bl
oc
ks
 
of
 
5,
 
10 
an
d 
20 
co
ef
f
ic
i
en
t
s,
 
fo
r 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
sh
ow
n 
in 
Fi
g.
24
a,
 
ex
tr
ap
ol
at
ed
 
to 
R
(
1
3
4
)
.
224
•u
O
om
o
CXI
o
LO
O
LO
O
O
B
0 
rd
g
M
ti
•H
CO
4-1
1u
T3
§
I
Pd
t
o
Pd
m
CM
O
I
t-
<
TU
CM eu
4-J
H CO
l s•H
a, 4J
X W
<u <U
n
Oun
H
Pd
Pd
+
ti mO T—1
•H
4-J Pd
U
titi
<4-1 r—4
ti O
O
•H I
4-J
CO t>T—1
eu
L, xsM 4J
O •H
CJ
O
4-1 Mti eu
cO 4-J
4-1
CU cO
x: U
H Cfl
cO
LO
CM
dû•H
p-l
e
s
t
225
C l ­
in
o
LDG >
O
CM O
U
O n O
PQ
CO
vO
LA
-J-
CM
- ON
—  OO
—  XO
—  LD
—  ~d-
m
CM
C
eu
• H
u
•HU-l
5^
U •
O o
U-l
LA
m
r-l
O
o
U •
O o
s 3
oo
LA
m
o
LAO
o
Fi
g.
25
b 
St
an
da
rd
 
de
vi
at
io
n 
of
 
th
e 
es
ti
ma
te
d 
co
ef
fi
ci
en
ts
 
me
as
ur
ed
 
ag
ai
ns
t 
th
e 
tr
ue
 
va
lu
es
, 
in 
bl
oc
ks
 
of
 
5,
 
10 
a
n
d 
20 
co
ef
f
ic
i
en
t
s,
 
fo
r 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
sh
ow
n 
in 
Fi
g.
25
a,
 
ex
tr
ap
ol
at
ed
 
to 
R
(
1
1
4
)
.
E(
n)
 
E(
n)
o>.
cxi
i_n
in
o'
o
m
cd
m
B CM
o
60
4-| •ti
nd
CD ti
ti • ti
•H
ti
4-1
42 o
O r t i
co
cd
ti CO
4-1 ti
U o
<U •ti
(X 4-1
CO CJ
ti
nd ti
<u CM
4-1
cd ti
B O
•H •ti
4-1 4-1
co cd
<u rti
CU
nd ti
ti ti
cd o
u
cu oti 4-1ti 3
4-1 cd
<U cu
rti rti
H 4-1
Co
CM
W)
•H
P4
§
U
H
226
227
H
O  < 
LD
O
O
o
CN
O OLD
o ’^  LD
LTt
CD
CD
Fi
g.
 2
7a
 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
î 
R
(
t
) 
— 
c
o
s
t
t
t
, 
A
t 
— 
0.
25
s.
 
R(
0)
 
R
(
8) 
kn
ow
n 
an
d 
co
nt
ai
n 
ra
nd
om
 
s
c
a
t
t
e
r
 
wi
th
 
a 
= 
0.
01
, 
R(
9)
 
-> 
R(
50
) 
e
s
t
i
m
a
t
e
d
.
228
r-4
OO
u n44
44
LD m
O J
r-4
on
<o
D CN)
<oo
C O
44
44
m
un
r—4
onon
Cfl
cu OO o 0 4
<o <o <o> o
Fi
g.
27
b 
St
an
da
rd
 
de
vi
at
io
n 
of
 
th
e 
es
ti
ma
te
d 
co
ef
fi
ci
en
ts
 
me
as
ur
ed
 
ag
ai
ns
t 
th
e 
tr
ue
 
va
lu
es
, 
in 
bl
oc
ks
 
of
 
5,
 
10 
a
n
d
 
20 
co
ef
fi
ci
en
t
s,
 
fo
r 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
sh
ow
n 
in 
Fi
g.
27
a,
 
ex
tr
ap
ol
at
ed
 
to 
R
(
1
0
8
)
.
229
o
o
<o oLA
O
i_n
<o
oi_n
F
i
g
.
28
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
= 
c
o
s
t
t
t
. 
At
 
= 
0,
25
s.
 
R(
0)
 
R(
8)
 
kn
ow
n 
an
d 
co
nt
ai
n 
ra
nd
om
 
s
c
a
t
t
e
r
 
wi
th
 
a 
= 
0.
1,
 
R(
9)
 
-* 
R(
50
) 
e
s
t
i
m
a
t
e
d
.
Bl
oc
k 
si
ze
 
: 
5 
c
o
e
f
f
i
c
i
e
n
t
s
230
□
□
□
□
□
□
□
□
□
4-1
3 r i
Os)
o
OO
vO
L D
on
-  -  s
c>
- ON
- oo
—  r~-
—  LD
—  m
U •
o o
L D
CN
m
o
OJ
o •
o o
3  =
o
oo
N O
LD
m
o>
o
Fi
g.
28
b 
St
an
da
rd
 
de
vi
at
io
n 
of
 
th
e 
es
ti
ma
te
d 
co
ef
fi
ci
en
ts
 
me
as
ur
ed
 
ag
ai
ns
t 
th
e 
tr
ue
 
va
lu
es
, 
in 
bl
oc
ks
 
of
 
5,
 
10 
a
n
d
 
20 
co
ef
f
ic
i
en
t
s,
 
fo
r 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
sh
ow
n 
in 
Fi
g.
28
a,
 
ex
tr
ap
ol
at
ed
 
to 
R
(
1
0
8
)
.
231
o
L D
4J
O
 ^t: m
H
O vO
O
o>
F
i
g
.
29
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
= 
| 
ex
p(
-x
/4
) 
(c
os
tt
t 
+ 
co
s 
27
tt
) 
, 
At
 
= 
0,
12
5s
. 
R(
0)
 
-> 
R(
12
) 
k
n
o
w
n
 
an
d 
co
nt
ai
n 
ra
nd
om
 
sc
at
te
r 
wi
th
 
a 
= 
0,
05
, 
R(
13
) 
-> 
R(
50
) 
e
s
t
i
m
a
t
e
d
.
Bl
oc
k 
si
ze
 
: 
5 
c
o
e
f
f
i
c
i
e
n
t
s
232
□
□
S  g
u 
oON
PQ
□ C O
□
□
□
□
v£>
LD
-d-
m
OJ
o
in
CN
m
4-1S r
to cxi
O
u •
o o
3  =
□
□
o
-  O N
- CO
□
□
□
□
-  NO
—  in
- -d-
—  m
- oi
□
4-Js r
to CN
CD
O
C O
nn
o>
O J
o o o
Fi
g.
29
b 
St
an
da
rd
 
de
vi
at
io
n 
of
 
th
e 
es
ti
ma
te
d 
co
ef
fi
ci
en
ts
 
me
as
ur
ed
 
ag
ai
ns
t 
th
e 
tr
ue
 
va
lu
es
, 
in 
bl
oc
ks
 
of
 
5,
 
10 
an
d 
20
 
co
ef
fi
ci
e
nt
s
, 
fo
r 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
sh
ow
n 
in 
Fi
g.
29
a,
 
ex
tr
ap
ol
at
ed
 
to 
R
(
1
1
2
)
.
E(
n)
 
E 
(n
)
rd
(U
4-1
233
o
m
o.
04
O.
o
m
"O
<u
c•H
cti
4-1
•8
rd
U
4-1
U
<DP,
Cfi
T)
CU
4-1
0
•H
4-1
Cfi
CU
TU
§
3
M
4-J
Û
•H
t*4
I
Cfi
Cfi
g
•H
4J
Ü
§
g
•rH
4-1
cd
r - t
<U
O
U
O
4J
3
cd
cu
1
4-t
cd
CM
bO
•Hti
•H
O
m
o
CSJm
0 ti
o •H
ti
4-t
TU O
<U 42
ti Cfi
•H
cd Cfi
4-1 ti
,0 O
O •H
4-1
cd U
t i t i
4-1 ti
u 14-4
<u
a. ti
Cfi o
•H
4-1
cd cd
ti i—i
CU
TU ti
t i ti
cd o
u
cu o
ti 4J cd
ti ti CTi
4-1 cd CM
<u cu 60
4U 42 •H
H 4-1
cd
t i
•r4
P=4
234
De t
— t
R(l)
allowable 
estimate 
range for 
the 6 x 6  
matrix
- 2 Q J
Fig.31a Determinant against varying R(l) values, for various 
dimensions of the autocorrelation matrix formed from: 
R(t) = exp(-t), At = 0.1s.
235
Det
2 -
R ( l )
allowable 
estimate 
range for
matrix
- Ô -
Fig.31b Determinant against varying R(l) values, for various 
dimensions of the autocorrelation matrix formed from: 
R(t) = exp(-t/2) c o s t t t .  At = 0.1s.
D
e
t
236
m
m
m  <r
OLD
O
O»
Fi
g.
32
a 
De
te
rm
in
an
t 
ag
ai
ns
t 
va
ry
in
g 
R(
l)
 
va
lu
es
 
; 
il
lu
st
ra
ti
ng
 
th
e 
al
lo
wa
bl
e 
es
ti
ma
te
 
ra
ng
es
 
fo
r 
R(
l)
 
wi
th
 
va
ri
ou
s 
di
me
ns
io
ns
 
of
 
th
e 
au
to
co
rr
el
at
io
n 
ma
tr
ix
 
fo
rm
ed
 
fr
om
 
: 
R
(
t
) 
= 
e
x
p
(
-
T
)
, 
A
t 
= 
0.
1s
. 
Mi
ss
in
g 
va
lu
e 
of
 
R(
l)
 
- 
0.
9.
D
e
t
237
o
LO
LO
LO
o
LA
O
.Lf)
O
o
Fi
g.
32
b 
De
te
rm
in
an
t 
ag
ai
ns
t 
va
ry
in
g 
R(
l)
 
va
lu
es
 
; 
il
lu
st
ra
ti
ng
 
th
e 
al
lo
wa
bl
e 
es
ti
ma
te
 
ra
ng
es
 
fo
r 
R(
l
)
,
 
wi
th
 
va
ri
ou
s 
di
me
ns
io
ns
 
of
 
th
e 
au
to
co
rr
el
at
io
n 
ma
tr
ix
 
fo
rm
ed
 
fr
om
 
: 
R(
x)
 
= 
e
x
p
(
-
t
/
2
)
c
o
s
t
t
t
. 
A
t
 
=
 
Mi
ss
in
g 
va
lu
e 
of
 
R(
l)
 
= 
0.
9.
D
e
t
238
i
o
r-i n d  (U
CU
r-l m
oLD
O
O
O
F
i
g
.
33
 
De
te
rm
in
an
t 
ag
ai
ns
t 
va
ry
in
g 
R(
l)
 
va
lu
es
, 
fo
r 
va
ri
ou
s 
di
me
ns
io
ns
 
of
 
th
e 
au
to
co
rr
el
at
io
n 
ma
tr
ix
 
fo
ri
 
fr
om
: 
R(
t)
 
= 
c
o
s
tt
t.
 
A
t 
= 
0.
25
s.
 
Il
lu
st
ra
ti
ng
 
th
at
 
fo
r 
th
is
 
pa
rt
ic
ul
ar
 
fu
nc
ti
on
, 
on
ly
 
on
e 
p
o
s
s
i
b
l
e
va
lu
e 
ex
is
ts
 
as
 
an
 
es
ti
ma
te
 
fo
r 
R(
l)
, 
on
ce
 
th
e 
ma
tr
ix
 
is
 
of
 
di
me
ns
io
n 
5
x
5
.
D
e
t
239
Pd
o>
tfl
On
L A
O -
L D
O
rO
ro
L D
O'
O
T—  I
II
rH
H
Pd <
*
H
o
4-4 to
O
to U
0)
00 CM
cd
cd H
U 1
(U tiu
X
§
Qj
• H II
4-1
to
H
«U Pd
r—1
rO
cd
Ë
o o
r-4 ti
!-1 4-4
cd
T3
(U <U
r t i
4J
O
OO 4-4
ti
•H X
4-1 •H
Cd ti
ti 4-1
4-1 cd
to E
t i
r-4 t i
r-4 o
•H •H
4-1
cd
r-4
to CU
CU t i
t i t i
r-4 o
cd u
> o
4-1
t i
r-4 cd
Pd (U&
4-1
00
t i 4-4
•H O
t i to
cd ti
> O
•H
4-1 to
to t i
t i CU
•H E
cd •r-4
oo 03
cd
to
4-1 t i
t i O
cd •r4
t i t i
•i-4 cd
E >
t i
<u r t i
4-1 4-1
0) •r-4
Q 5
vO
?
Pd
4-1
O
00
c
cd
oo
00
•1-4
pH
D
e
t
240
oi
in
o
i—i <r co
o
i_n
L Dcz>
Fi
g.
34
b 
De
te
rm
in
an
t 
ag
ai
ns
t 
va
ry
in
g 
R
(
l
)
 
va
lu
es
 
; 
il
lu
st
ra
ti
ng
 
th
e 
al
lo
wa
bl
e 
es
ti
ma
te
 
ra
ng
es
 
fo
r 
R
(
l
)
,
wi
th
 
va
ri
ou
s 
di
me
ns
io
ns
 
of
 
th
e 
au
to
co
rr
el
at
io
n 
ma
tr
ix
 
fo
rm
ed
 
fr
om
 
: 
R
(
t
) 
= 
e
x
p
(
-
t
/
2
)
c
o
s
t
t
t
, 
A
t 
= 
0.
5s
. 
Mi
ss
in
g 
va
lu
e 
of
 
R(
l)
 
be
in
g 
ze
ro
.
241
<D
y
H
g
I
T3
(U4->
B•r-l
4-1
CO
M
H
<
L A
m
L Ao
c
O X)•H ti4-J w cd
CJ 1—4
C3 O4-| o
II ti
y
o H•H <4-1 <r
cdi—i pd XJ
eu H <U
m I t 4-Jcd
o a B
u X CM • r-l
o (U 4-J4-J Pd CO
y II Qj
co
<u H O i—4
H Pd Pd Pd
co
mm
oo
•H
P-t
O
R(
%
)
242
PQ
W  PQ H
<3
60 00 —
CT\ GO
vO
i_n
m
04
o
LH
o
<o
F
i
g
.
36 
Th
e 
a
ut
oc
or
re
la
ti
on
 
fu
nc
ti
on
 
: 
R
(
t
) 
= 
ex
p(
-x
).
 
A
t 
= 
0.
2s
. 
R
(
0
)
, 
R(
2)
 
-> 
R(
9)
 
kn
ow
n 
wi
th
 
R(
9)
 
co
nt
ai
ni
ng
 
in
ac
cu
ra
ci
es
 
an
d 
R(
l)
 
es
ti
ma
te
d 
us
in
g 
B 
an
d 
ZB
.
R
(t
)
1.0 
i»
243
H
<
H
O
LA
O
Om
o
CsJ
O
O
o-l
oCD
F
i
g
.
37
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
x)
 
= 
e
x
p
(
~
t
)
, 
A
t 
= 
0,
3s
, 
R
(
0
)
, 
R(
6)
 
-> 
R(
24
) 
kn
ow
n 
a
n
d 
R(
l)
 
-> 
R(
5)
 
e
s
t
i
m
a
t
e
d
.
E(
n)
244
N
£
c
G>
i_n
o'
o
oo
csi
o
rnoOun
Fi
g.
37
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
s 
sh
ow
n 
in 
F
i
g
,
3
7
a
.
R(
%)
245
LA
O
•u
Onn
o
CM
o
o oo
Fi
g.
 3
8a
 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
) 
= 
ex
p(
-r
/2
)c
os
Tr
T,
 
A
t 
= 
0.
3s
. 
R(
0)
 
, 
R(
9)
 
-> 
R(
39
) 
k
n
o
w
n
 
an
d 
R(
l)
 
-> 
R(
8)
 
e
s
t
i
m
a
t
e
d
.
E
(
n
)
246
N
X
G
un
o
oo
( N
O
m
oo
i_n
Fi
g.
38
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
s 
sh
ow
n 
in 
F
i
g
.
3
8
a
.
R
(T
)
247
H
<
H
O
O
'O
u»
O
CD
<o
O O
O
F
i
g
,
39
a 
Th
e 
ph
ot
on
 
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
) 
= 
% 
e
x
p
(
-
x
2
/
1
0
0
)
(1 
+ 
0.
5 
c
o
s
tt
t)
, 
A
t
 
= 
0.
3
s
. 
R(
0)
 
, 
R(
8)
 
-> 
R(
49
) 
kn
ow
n 
an
d 
R(
l)
 
-> 
R(
7)
 
e
s
t
i
m
a
t
e
d
.
C(
n)
248
te
Ul
u
in
o'
oo
m
Fi
g.
39
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
Fo
ur
ie
r 
co
si
ne
 
tr
an
sf
or
ms
 
of
 
th
e 
ph
ot
on
 
co
rr
el
at
io
n 
f
u
n
c
t
i
o
n
s
 
sh
ow
n 
in 
F
i
g
.
3
9
a
.
Tr
ue
 
di
sc
re
te
 
f
u
n
c
t
i
o
n
249
(A
U
d
<u
0) •r4
u O
C •r4
01 4-4
•H 4-1
O <D
•H O
4-4 O
4-4
<D 'O
O <u
U u
I 5
I—I
o  o
o
v O
o>
-d"
d
o
■ r-t
u
d
•H
u
4-1 d
d o
o • r-4
u u
u
r—4 d
rd d
• r-4 4-4
4-1
d (U
cu d
d M
o 4-1cv
X o
<u 4-1
<1
* °
Fi
g.
40
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
x)
 
= 
0.
6 
ex
pC
-S
x)
 
+ 
0.
4 
c
o
s
t
t
x
. 
A
x
 
R(
0)
 
, 
R(
5)
 
-> 
R(
16
) 
kn
ow
n 
an
d 
R(
l)
 
-> 
R(
5)
 
e
s
t
i
m
a
t
e
d
.
E(
n)
250
N
X
ti
u
i_n
i_n
o'
inCD
Fi
g.
40
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
s 
sh
ow
n 
in 
F
i
g
.
4
0
a
.
T
r
u
e
H 251
Fi
g.
Al
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
: 
R(
t)
 
= 
ex
p(
-r
),
 
A
t
 
= 
0,
1s
, 
R
(
0
)
, 
R(
5)
 
-> 
R(
16
) 
kn
ow
n 
an
d 
R(
l)
 
R(
4)
,
 
R(
17
) 
-> 
R(
50
) 
e
s
t
i
m
a
t
e
d
.
252
35
ti
i_n
w
G>
04
O .
o
o
Fi
g.
41
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
a
u
t
o
c
o
r
r
e
l
a
t
i
o
n
253
s  <
o
onn
o
H
O o
I
F
i
g
.
42
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
t)
 
- 
ex
p(
-x
/2
) 
c
o
s
t
t
t
. 
A
t 
= 
0.
2s
. 
R
(
0
)
, 
R(
6)
 
-+ 
R(
20
) 
kn
ow
n 
an
d 
R(
l)
 
-> 
R(
5)
 
, 
R(
21
) 
-> 
R(
50
) 
e
s
t
i
m
a
t
e
d
.
E(
n)
254
N
PC
ti
in
3
oo
rn
o
Fi
g.
42
b 
Th
e 
tr
ue
 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
f
u
n
c
t
i
o
n
s
 
sh
ow
n 
in 
F
i
g
.
4
2
a
.
R
(
t
)
255
o
oi_n
o oo
«
F
i
g
.
43
a 
Th
e 
ph
ot
on
 
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
x
) 
= 
 ^
e
x
p
(
-
T
2
/1
00
) 
(1 
+ 
0-
5 
At
 
= 
0.
2s
. 
R(
0)
 
, 
R(
4)
 
-, 
R(
49
) 
k
n
o
w
n
 
an
d 
R(
l)
 
R(
3)
 
, 
R(
50
) 
-> 
R(
10
0)
 
e
s
t
i
m
a
t
e
d
.
256
R
(T
)
o  <3un ^
o
om
o>
CsJ
<o
O
00
o
o oo
Fi
g.
44
 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
) 
= 
ex
p(
-x
).
 
A
t 
= 
0.
1s
. 
R
(
0
)
, 
R(
l)
 
kn
ow
n 
an
d 
R(
2)
 
-> 
R(
50
) 
e
s
t
i
m
a
t
e
d
.
CM
O
04
i_n
<3
O
co
CD
< o  O
in
ow i_n
o
00
o
o
CD
o o
F
i
g
.
45
 
Pl
ot
 
of
 
B 
ag
ai
ns
t 
ma
tr
ix
 
di
me
ns
io
n 
(
n
)
, 
fo
r 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
) 
= 
e
x
p
(
—
r/
2)
 
c
o
s
tt
t.
 
A
t 
= 
0.
1,
 
0.
2 
an
d 
0.
3
s.
259
o
LO
es
es
<r <om
txO
m
es
M -l
vD
Oes
<o
o
o
PQ
m
oOQO
O OO
□o
□
A t = 0.2s 
A t = 0.4s
Fig.47 Plot of B against matrix 
dimension (n), for the 
photon correlation function ;
R(t) = 2/3 e x p ( - T 2 /100) (1 + 0.5 c o s t t t )  ,  
At = 0.2 and 0.4s.
261
w
CM
H
<
to
o
I
H
<
N O
<o
CO
o
o
o
o
L H
o
o
m
o
CM
o
••
ti
o
•H
■U
U
3
14-1
3
o
•H
4J
Cti
t—l
(V
V4
M
O
U
O
4-1
3
cd CO
<f
<U
O
■M
33
X4 3
O 3
<4-4
CM
O
3
Vw/ I
3 H
o <
•H
CO
3
<u H& t=
•H CO
nd O
U
X
•H
3
4-1 O
3
e +
4-1
CO H
3 CO
•H 1
3
00 34
3 X
3
PQ NO
o
4-t
O I
4-1
o H
r—"4
ÇU Pd
oo
<r
t i
•r-t
P-i
262
H
<
H
Onn
in
o
o
m
o
oom
o
Fi
g.
49
 
Pl
ot
 
of
 
th
e 
es
ti
ma
te
d 
c
oe
ff
i
ci
e
nt
s
, 
ex
tr
ap
ol
at
in
g 
th
e 
au
to
co
rr
el
at
io
n 
f
u
n
c
t
i
o
n
 
R(
t)
 
= 
0.
6 
ex
p(
-3
r)
 
+ 
0.
4 
c
o
s
t
t
t
,
 
A
t
 
= 
0.
2s
, 
fr
om
 
R(
10
0)
 
-> 
R(
13
0)
 
,
263
ti
Fi
g.
50
a 
Pl
ot
 
of
 
B 
ag
ai
ns
t 
ma
tr
ix
 
di
me
ns
io
n 
(n
) 
, 
fo
r 
th
e 
kn
ow
n 
co
ef
fi
ci
en
ts
 
R(
0)
 
-> 
R(
11
9)
 
, 
of
 
th
e 
a
ut
oc
or
re
la
ti
on
 
fu
nc
ti
on
 
sh
ow
n 
in 
F
i
g
.
5
0
b
.
K
n
o
w
n
O
in
oin
oo
om
rn
J s
CSJ
o
m
o
o
oun
F
i
g
.
50
b 
An
 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
ob
ta
in
ed
 
fr
om
 
nu
me
ri
ca
l 
st
ud
ie
s 
in 
fl
ui
d 
m
e
c
h
an
ic
s,
 
Fa
se
l 
et
 
al
. 
(1
97
7)
. 
R(
0)
 
-* 
R(
11
9)
 
kn
ow
n 
an
d 
R(
12
0)
 
-> 
R(
50
0)
 
e
s
t
i
m
a
t
e
d
.
265 m
oun
m
Oo
o
LTI
m
o
onn
m
O
un
CsJ
o«o
CM
CDun
CD
n(
H2
LTi
O
LD
<o
<o
<3 >i_n
m
«o
o
m
un
O
O
OJ
o
LA
267
ti
PQ
O
(X J
oo
o
GO
o
o
C X I
o
minvO
CD
GOO
CDCDCD
<U■s
4-1
O
<y\
T—t
I-1
+
o
Pd
CO
4-1
g
•H
U
•H
44
4-1
<U
OU
O
&
44
rCt
r-4
ti m
60
C •H
O P=4
•H
CO G
ti •r4
<U
e G
•H 3
o
X co
•r4
V4 G
4-1 o
<0 •H
e 4-1
U
4-1 G
CO 3
G 44
•r4
CO G
60 O
CO •r4
4-1
G
PQ r-4
eu
G
44 G
o O
U
4-1 O
o 4J
1—1 G
P-. G
CO
i— i
m
«i
•H(4,
s
u
H
nd
(U
4-1
1
4-1
03
w /N
r
c
y
(
J
X
K &m
N
i n
o — un
>
o f- o 
-d-
)
O
r m  
nn
N
K m
04
04
26
>
F
i
g
.
51
b 
An
 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
ob
ta
in
ed
 
fr
om
 
nu
me
ri
ca
l 
st
ud
ie
s 
in 
fl
ui
d 
m
e
c
h
a
n
i
c
s
, 
Fa
sè
l 
et
 
al
. 
(1
97
7)
 
R(
0)
 
-> 
R(
11
9)
 
kn
ow
n 
an
d 
R(
12
0)
 
■> 
R(
50
0)
 
e
s
t
i
m
a
t
e
d
.
E 
(n
)
269 in
o
in
-d-
§ in
o
C 60
•H
<y In
01 X
J3 4J ti
4-1
IN
•H
e O
o
k O
iw X
ON «
"O r-4
0) 1-4 ti
C o
•H •H
cd N
4-1 t U
XI ti
o 3
o <N
E
5 Pd ti
k O
4-1 •r4
U M 4J
<U N cd
Cu ti r—1
to (U <u
•H N
U 54
td •H O
5-i IN U
IN O
(U 0) N
X O 3
H O cd
oo
o 
h in 
m
o>
o
m
u
r—I
m
M)
•H
Fn
)
<o 
hr o
Csl
/
)
<
<.
J
<oin
<
O
O
>
<
>
s '
o>
in
in
L_
P
CD
E 
(n
)
270
rÛ
(U r—1
rü m
4J
60
S • H
o
M
•H
T3
<U S
>
•H Ord
4-1 CO
O tio
e •H
3 4J
V4 U
4-1 3
U 3
a) m
a,
M 3
O
nd •H
<U 4-1
4-1 3co !-1
e <y
•H u
4-1 m
CO o
0) u
o
0) 4-1
3
H 3
ro
r-i
m
b0
ï!
L D
C
CDi_n • 
-d-
Oo
<oi_n
m
oo
nn
o
LD
CM
O  
- O  
CM
271
0)us
•H
U
♦H
U-t
U-4
y
o
u
1
4J
g
•H
O
•H
tM
M-l
ys
T3
y
o
*J
y
C/l
o> 
pr §
H
<3
<
%
*
>
I
<
h-
Pd
«*»»
< ■
--
>
: >
f-:.'
•rlV.
a....... . • ■ • # 
• • • • •
's ^
o
>
>
>
Fi
g.
52
a 
Re
pr
od
uc
ed
 
fr
om
 
Ca
st
er
 
& 
Br
ad
bu
ry
 
(1
97
6)
. 
An
 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
ob
ta
in
ed
 
fr
om
 
ra
nd
om
ly
 
s
a
m
p
l
e
d
 
da
ta
, 
R(
0)
 
-> 
R(
6)
 
ha
ve
 
be
en
 
’s
ke
tc
he
d*
 
in
.
E(
n)
o
L D
O
272
F
i
g
.
52
b 
Re
pr
od
uc
ed
 
fr
om
 
G
a
s
te
r 
& 
Br
ad
bu
ry
 
(1
97
6)
, 
Th
e 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
f
u
n
c
t
i
o
n
 
sh
ow
n 
in 
F
i
g
.
5
2
a
.
E
s
t
i
m
a
t
e
d
273
o
CM
O
OQ
O
O
O
00
O
sO
O o>m
CD
O
Fi
g.
52
c 
Th
e 
fi
rs
t 
20
0 
co
ef
fi
ci
en
ts
 
of
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
sh
ow
n 
in 
Fi
g,
52
a,
 
wi
th
 
R(
0)
 
an
d 
R(
l)
 
-> 
R(
6)
 
e
s
t
i
m
a
t
e
d
.
E 
(n
)
O  N
O
00
<o
o
o  
—  nn
o
o
nn
Fi
g.
52
d 
Th
e 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
sh
ow
n 
in 
Fi
g,
52
c,
 
u
s
i
n
g
 
co
ef
fi
ci
en
ts
 
R(
0)
 
-> 
R
(
1
0
0
0
)
.
X)
<ui-i
cd
1 1
C ce
^ to
H
pr:
gs
o o
G \
r-4
o
H
td
4-1
cd
X)
x>
(V
i— i T d
a , (U
B 4-1
cd cd
ce E
•r4
4-4
r—1 CO
t-4 <U
cd
•H
4-1 o
C m
01 CN
d
O '1 to
<u
ce t
Eo o
LO
to
to
XI
0)
C
•H r-4
cd
4-1 to
toio
Td
e do cd
•H
4J d
u 3
g
o
tito to
c
o ON
*r4 <T
4-1
cd to
rH
CU t
f-l
>-l
o CM
u
o to
4-1
d
cd
oti
< to
cd
ro
m
60
•H
to
2 75
E 
(n
)
276
*
o
o
OJ
o
o
co
o
CXI o o<o o
Fi
g.
53
b 
Th
e 
ra
w 
an
d 
es
ti
ma
te
d 
sp
ec
tr
a 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
s 
sh
ow
n 
in
Fi
e.
53
a.
 
Fo
r 
th
e 
es
ti
ma
te
d 
sn
ec
tr
a 
th
e 
au
to
co
rr
el
at
io
n 
ha
s 
be
en
 
ex
tr
ap
ol
at
ed
 
to 
R
(
5
0
0
)
.
277
H
<
H
OO
i_n
m
H
O oi_nun
o
o
<o
F
i
g
.
54
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R(
x)
 
= 
c
o
s
t
t
t
. 
At
 
= 
0.
25
s.
 
R(
0)
 
-> 
R(
7)
 
k
n
o
w
n
.
278
N
X
c
O.
Csl
i_n
LA
CD
o
nh
CD
(XI
CD
Fi
g.
54
b 
Th
e 
ei
ge
nv
al
ue
 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
f
u
n
c
t
i
o
n
 
sh
ow
n 
in 
F
i
g
.
5
4
a
.
279
H
<
H
ND
un
o
L D
CÔ
CNJ
H
<o oLDLD
o> O
F
i
g
.
55
a 
Th
e 
au
to
co
rr
el
at
io
n 
fu
nc
ti
on
 
: 
R
(
t
) 
= 
i 
(
c
o
s
t
t
t
 
+ 
co
s 
2t
tt
) 
, 
A
t 
= 
0,
12
5s
. 
R(
0)
 
-> 
R(
15
) 
k
n
o
w
n
.
280
N
X
d
8
S
O
<oo
C N
O
nh
o
Fi
g.
55
b 
Th
e 
ei
ge
nv
al
ue
 
sp
ec
tr
um
 
ob
ta
in
ed
 
fr
om
 
th
e 
au
to
co
rr
el
at
io
n 
f
u
n
c
t
i
o
n
 
sh
ow
n 
in 
F
i
g
.
5
5
a
.
