a b s t r a c t TCP (Transmission Control Protocol) is one of the protocols which are widely used in Internet environments. This paper presents an analytical model developed using the stochastic reward net (SRN) modeling technique for the TCP flow behavior in WLANs. The purpose of developing an analytical model is the evaluation of stationary TCP flow behavior. In this paper, we focus the attention on the TCP variant called TCP Reno which is implemented by most operating systems. The performance of TCP Reno is investigated through the SRN model. The model captures aspects such as congestion window (cwd) evolution, slow start and congestion avoidance phases, TCP packet transmissions, management of packet losses due to time-out, and due to generation of triple duplicate acknowledgements. The performance metrics such as throughput and delay of the TCP traffic are obtained using the SRN model. On the basis of these performance measures, the existing unfairness between the downstream and upstream flow at the AP in WLANs is also shown. The proposed analytical model is validated via simulation.
Introduction
The Transmission Control Protocol (TCP) is one of the core protocols of the Internet protocol suite. TCP consists of a set of rules, the protocol, that are used with the Internet Protocol, the IP, to send data ''in a form of message units'' between computers over the Internet. TCP provides reliable, in-order delivery of a stream of bytes, making it suitable for applications like file transfer and e-mail. TCP is used extensively by many of the Internet's most popular application protocols and resulting applications, including the World Wide Web, E-mail, the File Transfer Protocol and some streaming media applications.
Numerous performance studies based on simulation have been conducted on the TCP so far. But to obtain more general and parametric results, analytical models are more appropriate. Modeling the TCP behavior using analytical paradigms is the key to achieving a better understanding of the TCP behavior under different operating conditions. At the same time, the development of accurate models of the TCP is difficult, because of the intrinsic complexity of the protocol algorithms, and because of the complex interactions between the TCP and the underlying IP network.
In this paper, we develop an analytical model for the TCP flow. One of the important functions of the TCP is the congestion control function, which in part tries to avoid congestion, and in another part responds to congestion by reducing the sources' transmission rate. As far as this congestion control function is concerned, there are several versions of the TCP, most importantly Tahoe and Reno [1, 2] . These versions differ in how they detect packet losses, and how they react to such situations. In this paper, we mainly focus the attention on the TCP variant called TCP Reno which is implemented by most operating systems. Our modeling approach is based on continuous time Markov chain (CTMC). However, to deal with the computational complexities involved in construction of CTMCs, we use the stochastic reward net (SRN) modeling technique to develop the analytical model and to obtain various performance measures. In recent years, SRN techniques have gained much attention as a useful modeling formalism. They have been successfully used in the analysis of communication networks [3] [4] [5] [6] . They can easily represent concurrency, synchronization, sequencing and multiple resource possession that are characteristics of current communication networks.
The remainder of this paper is organized as follows. Section 2 discusses the background and related work on the analytical modeling of the TCP flow. Section 3 describes the analytical model developed by using SRN. Section 4 presents the various performance measures along with their definitions and Section 5 gives some remarks on the computational complexities involved in the modeling. Section 6 presents the numerical illustrations and observations. Finally, Section 7 concludes the paper and discusses future work.
Background and related work
The evolution of the TCP transport protocol has changed slowly but progressively since its original incarnation in 1988. Various TCP algorithms and techniques have been proposed to improve congestion and reduce the non-congestion related packet loss. TCP Tahoe was the first algorithm to employ three transmission phases: slow start, congestion avoidance, and fast retransmit. TCP Reno has all the features of TCP Tahoe but, in addition, TCP Reno introduced major improvements over Tahoe by changing the way in which it reacts to detecting a loss through duplicate acknowledgements [1, 2] . TCP Reno uses three mechanisms to control the flow and deal with congestion: slow start (SS), congestion avoidance (CA), and fast retransmit. The operation of these mechanisms depends on two variables that the protocol maintains: cwd (size of the congestion window) and ssthresh (slow start threshold). The size of the congestion window imposes a constraint on the amount of data that can be sent by a TCP sender entity, that is, the amount of non-acknowledged data that a sender can have within a TCP connection is limited by the size of the congestion window. After the connection is initiated, the cwd is set to 1 and the ssthresh to set to some higher value. The protocol enters the SS phase in which it increases the cwd by 1 for each packet successfully acknowledged (i.e. packets whose sending has been acknowledged). The effect of the SS is that the cwd grows exponentially since the cwd doubles per round-trip time (RTT). The SS phase is continued till the data packets are successfully transmitted and the cwd is less than or equal to the ssthresh value.
When the cwd exceeds ssthresh or whenever a packet loss is detected for the first time, the CA phase begins. In the CA phase, the cwd size is not doubled anymore upon the correct receipt of all packets fitting within the window, but is rather incremented by the maximum segment size (MSS). After a packet loss occurs, the congestion window size is reduced. Here, there are two possibilities: (1) either packet loss is detected via the reception of a triple-duplicate acknowledgement (ACK), and the congestion window size is halved, (2) or packet loss is detected via the reception of a connection time-out indication, and the congestion window size is reset to MSS. In both cases, the threshold is reset to a new value which is half the value of the congestion window size as it was just before the detection of the packet loss. Then, the SS phase is repeated, until the new threshold value has been reached. The above algorithm is also known as the additive increase multiplicative decrease algorithm (AIMD). Note that all these above mentioned aspects of TCP Reno are captured in the SRN model presented in the next section of this paper.
The literature on simulation models for TCP is vast, but very little work is done on the analytical modeling of TCP flow. Hence, in this paper, we focus on the concept of analytical modeling. Here we summarize some of the approaches that are closely related to our work. In [7] , analytic models were presented for estimating the delay and the steady-state throughput of TCP Tahoe, Reno and SACK and comparisons were made between them. The paper [8] has presented a discrete-time Markov chain model for TCP and has given performance measures of throughput and goodput. In [9] , a general analytical framework using Markov chain is developed to derive accurate closed-form expressions for the throughput of finite-load UDP flows and persistent TCP connections in IEEE 802.11 WLANs. In [10] , the authors have proposed a new analytical modeling approach to study the behavior of a number of TCP connections that share a bottleneck link, considering the effects of the synchronization among connections induced by segment losses and round-trip times. The modeling approach is based on Markovian assumptions and on GSPN descriptions of the system behavior. In [11] , a SPN formalism is proposed to model TCP behavior and various performance measures are obtained. The authors in this paper have modeled the no_loss case and a packet loss due to timeout. The work in [12] is also based on deterministic stochastic Petri net (DSPN) modeling of the TCP which is used to compute the completion time distribution for short TCP connection. In [13] , the SPN model of two TCP sources sharing a single buffer is developed, but the loss of TCP packets due to generation of triple duplicate ACKs is not incorporated in the SPN model.
Analytical modeling of TCP flow
In a typical deployment of WLANs, a mobile station equipped with an IEEE 802.11 interface communicates with an Access Point (AP) on a wireless channel, and the AP relays traffic to and from the Internet backbone. There are two kind of queues at the AP, one in the downstream direction and other in the upstream direction. The downstream queues consists of two kinds of flows: data packets for the download users and ACKs for the upload users. Similarly, the upstream queue consists of two kinds of flows: data packets for the upload users and ACKs for the download users. Hence, there are four flows which are contending for the AP. The underlying queueing network diagram for the AP is shown in Fig. 1 . In this section, we develop the SRN model for the TCP flow in wireless LANs. The SRN model allows for a concise specification and the automated generation of the underlying CTMC. For a detailed study on modeling with the SRN, the readers are referred to [14] . Note that, though we have used the SRN for modeling, we have not used rewards in our model. In fact, we have used other concepts of guard functions and functions such as arc multiplicities which are supported only by an SRN model, and not by a generalized stochastic Petri net (GSPN) model. The SRN model for the TCP flow in WLANs is shown in Fig. 2 . There are two main parts of this model, namely part A and part B. Part A of the model represents the downstream flow, while part B of the model represents the upstream flow, i.e., the movement of upstream and downstream TCP data packets and TCP ACKs between two mobile stations in the network. Suppose, we have n mobile users. For modeling simplification, we have aggregated all the n upstream and n downstream users as a single upstream and a single downstream user.
The places, timed transitions and their respective rates, immediate transitions and arc multiplicities associated with the SRN model are listed in Tables 1-4 , respectively. The rates of the timed transitions are chosen by us (and not from any real time data) based on some logical relation between the time periods of various events in the SRN model for the purpose of numerical illustration. Note that the SRN model assumes exponentially distributed firing times for all the timed transitions, even though some events in the SRN model might be deterministic (e.g., T timeout ) rather than random (e.g., packet inter-arrival time, packet transmission time). These assumption are made to facilitate Markov modeling using the SRN.
We first discuss the downstream flow of traffic. The places P cwd and P threshold represent the contention window size and the threshold value for the contention window size, respectively. Initially, one token is kept at the place P cwd and two tokens are kept at the place P threshold , indicating that initially the window size is set to one and the threshold value is set to two. The firing of the timed transition T downstream represents the generation of a new TCP data packet by the aggregated downstream mobile users. We assume that the firing time of T downstream is exponentially distributed with parameter λ down . A token in the place P down_buffer represents the presence of a data packet. The inhibitor arc (with multiplicity n) from P down_buffer to T downstream ensures that no additional data packets are deposited when there are n data packets (tokens) in the place P down_buffer . This ♯P down_ACKs represents an abstract model of TCP flow control, with finite buffer size n. The number of tokens in the place P batch_size represents the number of data packets to be sent in the current round. The number of packets sent in one round is equal to the size of the contention window. Hence, the place P batch_size contains the minimum of the number of tokens in the places P cwd and P down_buffer . This is ensured by firing of the immediate transition t packets which deposits the min(♯P cwd , ♯P down_buffer )
in P batch_size . The firing of t packets also deposits the same number of tokens in the place P batch_counter . The number of tokens in this place is for keeping a track of the number of packets that is sent in one round. The immediate transition t packets should not fire until the previous round is over. This is captured by the guard function g 1 on the immediate transition t packets which states that the transition will not fire until the places P batch_size , P batch_counter , P down_ACK_buffer , P timeout , P down_ACKs , P no_loss and P dup_ACKs are empty. We consider three different cases in the model: no packet loss, packet loss due to time-out and packet loss due to generation of triple duplicate ACKs. First let us consider the case of no packet loss. A token in P batch_size enables the timed transition T down_trans . The firing of T down_trans represents the transmission of the data packets in the current round. If the data packets are successfully received by the receiver, corresponding ACKs are generated which are accumulated in the place P down_ACK_buffer . A token in P down_ACK_buffer enables the timed transition T down_ACK_trans . The firing of T down_ACK_trans represents that ACKs are successfully received by the sender. Note that the ACKs for the data packets that are generated may or may not be received by the sender. Let us assume that the ACKs are successfully received by the sender with probability p. Hence, it is assumed that the transition T down_ACK_trans is fired with probability p. The received ACKs are then accumulated in the place P down_ACKs . If the number of tokens in the place P down_ACKs is equal to the number of tokens in the place P batch_counter , this implies that none of the packets sent in the last round is lost. In this case, the immediate transition t no_loss is enabled. The firing of t no_loss deposits a token in the place P no_loss indicating that no packet has been lost. If P no_loss has a token, then depending on whether the system is in SS phase or CA phase, either of the immediate transitions t slow_phase or t cong_phase is enabled. In SS phase, on the completion of each round, the congestion window size is doubled. Hence, the firing of t slow_phase deposits as many tokens in the place P cwd as were already there before the beginning of the current round. On the other hand, in the CA phase, on the completion of each round, the congestion window size is linearly incremented. Hence, the firing of t cong_phase deposits only one token in P cwd to increment the current value of window size by one.
Next, we discuss the case of packet loss due to time-out. If the ACK of a data packet is not received within a predefined time limit, then the packet is considered to be lost due to time-out. Once a data packet is sent for transmission, it will either be transmitted or it will be timed out. A token in the place P batch_size will either enable the timed-transition T down_trans or the timed-transition T timeout_timer . The firing of the transition T timeout_timer represents the loss of a data packet due to time-out and deposits a token in the place P timeout . A token in the place P timeout indicates the loss of a data packet due to time-out and it enables the immediate transition t timeout . In the case of a packet loss, the AIMD algorithm enters into CA phase. In this phase, both the contention window size and the threshold value are decreased. Then, the slow-start phase is repeated until the new threshold value is reached. If a packet is lost due to time-out, the window size is reset to one and the threshold is set to half the value of the contention window size that it was just before the detection of the packet loss. Hence, the firing of t timeout removes all the tokens from the places P cwd and P threshold , and deposits one token in the place P cwd and min(2, ♯P cwd /2) in the place P threshold , respectively.
Next, we discuss the case of packet loss due to generation of three duplicate ACKs. Sometimes, it happens that the sender starts receiving duplicate ACKs for the previous packet. This means that ACKs for the current packets are not received by the sender. If three consecutive duplicate ACKs are received by the sender, it is assumed that the successive packets are lost. We have assumed that with probability p, the ACKs are successfully received by the sender. Hence, with probability 1 − p, ACKs are not received successfully by the sender, i.e., duplicate ACKs are generated with probability 1 − p. Hence, a token in the place P down_ACKs enables the transition T down_ACK_trans with probability p and transition T dup_ACK_trans with probability 1 − p.
The firing of T dup_ACK_trans represents the generation of duplicate ACKs and deposits a token in place P dup_ACKs . A token in the place P dup_ACKs indicates the loss of data packets due to generation of duplicate ACKs and it enables the immediate transition t dupACK . If packets are lost due to generation of duplicate ACKs, the window size is reduced to half and the threshold is set to half the value of the cwd as it was just before the detection of the packet loss. Hence, firing of t dupACK takes out all the tokens from the places P cwd and P threshold , and then deposits min(♯P cwd /2, 1) in P cwd and min(2, ♯P cwd /2) in the place P threshold . Before the next round begins, the places P batch_size , P batch_counter , P down_ACK_buffer , P timeout , P down_ACKs , P no_loss and P dup_ACKs are emptied. This is achieved by various immediate transitions with corresponding guard functions.
Note that a token in place P bandwidth indicates that bandwidth is available. The bandwidth is accessed by four flows, a flow of upstream data packets, a flow for upstream ACKs, a flow for downstream data packets and a flow for downstream ACKs.
Hence, the transitions T down_trans , T down_ACK_trans , T up_trans and T up_ACK_trans will be enabled if the place P bandwidth has a token.
The upstream traffic flow is represented in part B of the SRN model. The upstream flow behaves in a similar manner to the downstream flow. Note that because of the existing unfairness in wireless LANs operating in the DCF mode of the IEEE 802.11 protocol [15, 16] , the upstream flow gets more bandwidth share as compared to the downstream flow. To incorporate this in the SRN model, we have considered higher transmission rate for the transition T up_trans and lower rate for the transition T down_trans in the SRN model.
Performance measures
In this section, we discuss two performance measures, namely, average throughput and average delay for upstream and downstream flows.
System throughput
We get the average system throughput at the SRN level as follows: The software package SHARPE enables us to obtain the average throughput of a transition. The average throughput of a transition is defined as the average rate at which tokens are deposited by the transition T in its output places of the SRN model. If Y (t) is the average rate at which tokens are deposited by the transition T in all its output places up to time t, then the throughput η T of the transition T is defined as:
In this paper, the average downstream and upstream throughput are given by:
Average delay
The average delay,D, is given as the sum of the average data packet holding time and the sum of the average delays undergone by the data packets at every stage of data packet transmission. We get the average delay at the SRN level as follows: We measure the average delay of the data packets at the place P data and time period of the transitions involved in data transmission in the SRN model. Let the average number of tokens in place P be ♯(P) and the average service time be Then, average downstream delayD down can be obtained by using Little's Law [14] as Similarly, the upstream delay can be obtained by:
Remarks on computation
We need to solve the underlying CTMC model to obtain various performance measures. The construction of the SRN model automatically generates the underlying CTMC. Moreover, it allows for the concise specification of the system. These SRN models can be constructed by using standard software like SHARPE [17] , TimeNET [18] , or SPNica [19] .
Wireless networks with a large number of mobile users will result in a CTMC with large state space and then computing various measures will be a tedious and an error-prone process. For the SRN described in Section 3, the approximate total number of states in the underlying CTMC can be given as:
For illustration purpose, let us assume that ♯(P cwd ) = 6, ♯(P threshold ) = 4, w max = 6, and n = 10 3 , then the total number of states in the underlying CTMC will be 3.2 * 10 8 . This gives the idea of the largeness of the state space in the SRN model presented in this paper. Because of this problem of large state space of the underlying CTMC, we could not incorporate larger values of the buffer size in the SRN model.
Numerical illustration
In this section, we present the numerical results obtained using the SRN model. By using the software package SHARPE, we develop the SRN model and compute the above mentioned performance metrics. We have obtained the results for n = 3 mobile users, λ down = λ up varying from 0.0001 to 0.0008 µs −1 and p = 0.8. For transition rates of various timed transitions, refer to Table 2 . These values are considered only for the purpose of illustration.
Results and discussion
Fig . 3 presents the variation of upstream and downstream throughput with the arrival rate. It shows that as the arrival rate increases, throughput also increases. The upstream throughput is more than the downstream throughput. This difference is because of the existing unfairness between the upstream and downstream flow at the AP [15] . Also this difference in the upstream and downstream throughput increases as arrival rate increases. Fig. 4 presents the variation of average upstream and downstream delay with the arrival rate. It shows that as the arrival rate increases, delay also increases. Also it can be observed from the figure that initially the downstream delay is more than the upstream delay. Then after a point, the upstream delay exceeds the downstream delay. Fig. 5 presents the variation of average downstream throughput with the probability p of successful ACK transmission.
We have obtained this result for n = 3, λ down = λ up = 0.0008 µs −1 and p varying from 0.1 to 0.8. It shows that as p increases, throughput also increases, which is logically correct. 
Model validation
We validate the proposed SRN model with simulation. The dynamics of the TCP flow behavior are simulated using the MATLAB program. The system parameters for simulation are set as shown in Table 2 . The comparisons between the analytical results and the simulation results for average downstream delay and average upstream delay are presented in Figs. 6 and 7. To check the accuracy of the simulation results, we use the t distribution test. We adopted the following methodology: we ran the simulation 30 times for the same set of parameters and obtained 30 values for a metric. Then we evaluated the mean and standard deviation of the 30 values of the metric and obtained the confidence interval for 99% accuracy of the result. The confidence limits (c.l.) for 99% confidence interval can be obtained by:
c.l. = x ± s * t 0.01,k−1 √ k where x is the sample mean, s is the sample standard deviation, t 0.01,k−1 is the tabulated value for 99% confidence interval and k − 1 degrees of freedom, and k is the sample size.
In the figures, simulation results are plotted with dashed lines and 99% confidence interval. As expected, average delay increases with increase in the arrival rate. Moreover, it is observed from the graph that the results from the proposed analytical approach and simulation are in agreement with each other. Hence, this validates the analytical model. 
Conclusions and future work
Our paper studies an interesting fairness problem in WLANs between upload user and download user by using SRN modeling. We focus on analytical modeling so that our results can be complementary to existing simulation and experimental results. By making suitable assumptions (e.g. exponentially distributed times of transmission time, timeout time, etc.), TCP flow can be modeled by CTMC. We constructed an SRN model which automatically generates the underlying CTMC. We present the performance results for TCP throughput and delay through an SRN based analytical model. We observe that the upstream TCP flow is sharing more bandwidth as compared to the downstream flow. This shows the existence of unfairness at the AP in WLANs. We also validated our analysis by comparison with simulation.
In this paper, as discussed in Section 5, our model fails to incorporate larger values of the buffer size because of the large state space of the underlying CTMC. Hence, we are planning to extend the SRN model to overcome this issue of largeness. We are also planning to undertake an extensive study through analytical modeling on the unfairness issue at the AP in WLANs and propose some schemes to overcome the problem of unfairness.
