ABSTRACT Deep convolutional neural networks (DCNNs) have been driving significant advances in semantic image segmentation due to their powerful feature representation for recognition. However, their performance in preserving object boundaries is still not satisfactory. Visual mechanism theory indicates that image segmentation tasks require not only recognition, like DCNNs, but also local visual attention capability. Considering that superpixel is good at grasping detailed local structure, we propose a probabilistic superpixel-based dense conditional random field model (PSP-CRF) to refine label assignments as a postprocessing optimization method. First, the well-known fully convolutional networks (FCN) and DeeplabResNet are employed to produce coarse prediction probabilistic maps at each pixel. Second, we construct a fully connected CRF model based on the PSP generated by the simple linear iterative clustering algorithm. In our approach, an effective refining algorithm with entropy is developed to convert the pixel-level appearance and position features to the normalized PSP, which works well for CRF. Third, our method optimizes the PSP-CRF to obtain the final label assignment results by employing a highly efficient mean field inference algorithm and some quadratic programming relaxation related algorithms. The experiments on the PASCAL VOC segmentation dataset demonstrate the effectiveness of our methods which can improve the segmentation performance of DCNNs to 82% in mIoU while increasing the computational efficiency by 47%.
I. INTRODUCTION
Semantic image segmentation is one of the most significant computer vision tasks. A substantial amount of work has been performed to improve semantic image segmentation. Carreira et al. [10] used constrained parametric min-cuts [11] to generate 150 region proposals per image and then predicted each region with the use of variants of scale-invariant feature transform and local binary pattern. Yang et al. [12] presented an extensible scene parsing algorithm combining image retrieval with superpixel matching to obtain good performance. Tighe et al. [13] combined region-level features with per-exemplar sliding window detectors for interpreting a scene.
The combination of deep convolutional neural networks (DCNNs) and conventional classifiers has resulted in a dramatic progress in image classification [1] - [7] over the last few years. DCNNs can be trained in an end-to-end manner and achieve better performance than traditional algorithms, which are based on hand-crafted features. Success in the classification tasks benefits mainly from the powerful hierarchical abstract data representation of DCNNs. According to the submission of the PASCAL VOC benchmark [14] , the currently mainstream approach is based on Fully Convolutional Networks (FCN) [8] , where networks originally trained for classification were retrained to provide fields of outputs used for pixel-wise labeling. Chen et al. [15] refined label maps based on FCN by employing the dense (fully connected) conditional random field (CRF) [8] as a post-processing method to improve segmentation accuracy. Zheng et al. [16] have successfully pursued the joint learning of the DCNNs and CRF by formulating Mean Field (MF) approximate inference of the CRF with Gaussian pairwise potentials as Recurrent Neural Networks.
Despite being the focus of considerable attention, semantic segmentation still remains a challenging task as DCNN-based methods are still coarse and limited. It can be observed that significant divergence always exists near the edges of the objects in the image. Considering the recognition and visual attention mechanism, Qiao et al. [3] proposed to employ DCNN-based methods in a bottom-up manner to obtain semantic segmentation results and produce superpixels containing a local detailed information in a top-down manner to refine them. Employing DCNNs alone is not enough to achieve good results. Segmentation approaches should employ local detailed structure information to refine semantic labels. Superpixel method is effective, as it focuses on the meaningful blocks containing pixels with similar feature statistics. Superpixel methods have been successfully applied in object localization [22] and tracking [23] .
Being inspired by these methods, we propose a method to improve semantic image segmentation with a superpixelbased dense CRF. The overview of our approach is illustrated in Fig 1. Given an RGB image of size w × h, we first apply DCNNs models (FCN and Deeplab-ResNet) on the image and obtain M probability maps, where M refers to label category dimensions (e.g. PASCAL VOC 2012 include 20 object categories and a background). Each probability map is of the same size as the image, and each value represents the coarse prediction probability at each corresponding pixel which belongs to one of the predefined categories. Second, we use the superpixel generation algorithms on the image to obtain N superpixels for visual attention and produce probabilistic superpixels with a refining operation based on the entropy theory. In the last step, we construct a dense CRF model based on the probabilistic superpixels and optimize the CRF model to get the final semantic segmentation results by employing the mean field inference algorithm and some quadratic programming (QP) relaxation related algorithms.
The main contributions of the paper can be summarized as follows:
1) We design an architecture which can be used as a post-processing module to FCN and Deeplab-ResNet to achieve a better image segmentation performance. 2) We propose a strategy to convert the pixel-level feature and probabilistic value at each pixel into normalized superpixels, which works well for the CRF. 3) With the use of superpixels alone in the CRF, the number of vertices and the computational complexity of the model are reduced significantly. 4) We use the MF and QP inference algorithms for the dense CRF, and compare their performance of them based on a variety of parameter settings. The rest of the paper is organized as follows. In Section II, the related work about DCNNs and CRF are reviewed briefly. The details of our methods are presented Section III. Experimental results on PASCAL VOC segmentation dataset are shown in Section IV. Section V presents the discussion about the proposed method and the future work. Finally, we summarize our work in Section VI.
II. RELATED WORK
A substantial amount of semantic segmentation algorithms have been developed in recent decades based on hand-crafted features combined with some classifiers, such as Support Vector Machines [25] or Random Forests [24] . However, the performance of these models always is restricted by the poor expression ability of the features.
In recent years, the dramatic progress of DCNNs in image classification [1] - [7] was quickly transferred to the semantic segmentation task. Long et al. [1] trained an end-toend and pixel-to-pixel fully convolutional network based on DCNNs, which has driven recent further breakthroughs in semantic segmentation. The FCN converts an existing DCNN classification model for semantic segmentation by employing deconvolution to up-sample the high-level features obtained by hierarchically feed-forwarding an input image. This work introduces a skippable architecture that combines semantic information and appearance information from deep and shallow layers, respectively, to produce more accurate and detailed segmentations. As a result, an impressive 20% mean intersection over union (IoU) improvement to 62.2% on the PASCAL VOC 2012 segmentation test set is achieved. Chen et al. [15] proposed a novel architecture named atrous spatial pyramid pooling (ASPP) based on FCN to segment objects robustly at multiple scales which probes an incoming convolutional feature layer with filters at multiple sampling rates and effective fields-of-views, and they refined label maps with a fully connected CRF based on pixels to improve segmentation accuracy. Chen et al. [15] employed the dense CRF as a postprocessing stage to improve the coarse segmentation from DCNNs. However, the history of CRF for image segmentation tasks has started before [17] - [21] . The overview of CRF model for the image segmentation tasks is illustrated in Fig. 2 . The CRF can model the labeling problem effectively by combining the results of classifiers with the local information of images simultaneously. Then this problem can be treated as a problem of maximizing a posteriori. We can define unary potentials to model the probabilities that each pixel or patch belongs to each category and define pairwise potentials to model the relation between two pixels or patches. The frequently-used CRF models contain unary potentials, pairwise potentials and some weighted parameters. The pairwise potentials are modeled in 4 or 8 neighbors, so this structure is limited in modeling long distances on the image. Aware of this problem, a lot of expanded CRF models have been developed in recent years [20] - [22] . Toyoda and Hasegawa [26] proposed a dense CRF to integrate the local and global information jointly which sets up pairwise potentials on all pairs of pixels or patches in the semantic image labeling task. By modeling long range interactions, the dense CRF provides a more detailed labeling compared to its sparse version. The dense CRF with Gaussian kernel potentials has emerged as a popular framework for semantic image segmentation tasks [8] .
Traditionally, a substantial number of algorithms have been developed in the recent years for the energy minimization of the sparse CRF. A series of the most efficient algorithms were the several accurate continuous relaxations of the discrete optimization problem [35] , [36] . One of the most important characteristics of these algorithms is that they can lend themselves easily to the mathematical analysis, which allow us to establish bounds of the solutions so as to compare them theoretically [37] . The emergence of the dense CRF model solves the problem of the long range modeling, but it also brings a new problem that we do not have a highly efficient inference algorithm because of the significant increase in the computational complexity.
Recently, Krähenbühl and Koltun [8] proposed an efficient inference algorithm based on the mean filed (MF) approximation for dense CRF, and they employed a linear combination of Gaussian kernels to construct pairwise potentials. According to their observations, the pairwise potentials used in the CRF model usually encourage smooth labeling, and this enables them to restrict themselves to the special case of Gaussian pairwise potentials introduced by Tappen et al. [38] . Because of the Gaussian pairwise potentials, we can minimize a dense CRF efficiently by using the mean filed algorithm [39] . Using the filtering algorithm of Adams et al. [40] , the step of message passing computation at each iteration of the mean field algorithm can be achieved in O(N ) complexity where N denotes the number of random variables. In contrast, a naive implementation requires O(N 2 ) complexity at each iteration in the mean field algorithm. The mean field inference algorithm works well in practice, but it fails to provide strong theoretical guarantees on the results.
Desmaison et al. [34] proposed that the filtering algorithm uesd in the mean field inference algorithm can also be used to speed-up minimization algorithms based on continuous relaxations. Specifically, they showed that the conditional gradient of a convex quadratic programming (QP) relaxation [35] can be computed in O(N ) complexity. According to their observation, the optimal step-size of a descent direction can be computed analytically, which allows us to minimize the QP relaxation efficiently using the FrankWolfe algorithm [41] . Then, they demonstrated that the difference-of-convex (DC) relaxations of the energy minimization problem can be optimized efficiently using an iterative concave-convex procedure (CCCP). Each iteration of CCCP requires solving a convex QP, for which we can employ the Frank-Wolfe algorithm again. Next, they proposed that a linear programming (LP) relaxation [36] of the energy minimization problem can be optimized efficiently using the sub-gradient descent. To this end, they designed a novel divide and conquer method to compute the sub-gradient of the LP relaxation. Each sub-problem of the method requires one call to the filtering algorithm. This results in O(N log N ) complexity per iteration in contrast to an O(N 2 ) complexity with a naive solution. It is known that the LP relaxation provides the best theoretical bounds for energy minimization. VOLUME 6, 2018 
III. PROPOSED METHODOLOGY A. DCNNs FOR SEGMENTATION
In this study, we use the FCN-VGG and Deeplab-ResNet model as baselines to calculate the probability distributions of the semantic labels for each pixel in the image.
1) FCN-VGG
Long et al. [1] adapted contemporary DCNNs into a fully convolutional network (FCN) and transferred the learned representations ability to the classification tasks by fine tuning the network structure towards image semantic segmentation tasks. The FCN has no requirement for input image size and produces an output of the corresponding size with an efficient learning and inference. This is because FCN can be trained end-to-end and pixel-to-pixel.
Given an image, the FCN outputs feature maps. The size of these feature maps is gradually reduced in FCN because of the pooling layers. The FCN appends a 1 × 1 convolution with 21 channels representing 20 classes and a background, so we can obtain the scores of 21 categories at each pixel of the image. Then, a bilinear up-sample operation is used to perform accurate prediction for the location of each pixel. The FCN considers AlexNet [4] , GoogleNet [6] , and VGG 16-layer net [5] and the results show that the FCN-VGG-16 model exhibits the best performance. In the FCN-VGG-16 model, a skippable architecture is employed to produce an accurate segmentation result, which fuses the segmentation information from a deep, coarse layer with a shallow, fine layer. In detail, deconvolution (kernel size = 4 × 4, stride = 2) is firstly performed for the feature maps of the conv7 layers, and the output is integrated with the feature maps of the fourth pooling layer. Then, an up-sampling of 16 times is performed to resize the integrated feature maps to predict each pixel of the input image, and the FCN is called FCN-16s. On this basis, a feature map of the third pooling layer is integrated and is called FCN-8s. The output of FCN8s achieved an impressive performance on the PASCAL VOC benchmark.
2) DEEPLAB-ResNet-101
Zheng et al. [16] used an atrous convolution method which designed by convolution with upsampled filters as a powerful tool for the segmentation problems. The advantages of the atrous convolution are that we can control the resolution explicitly in DCNNs and enlarge the receptive field of the filters. This enables us to integrate larger range context without increasing the number of parameters or the computational complexity. Based on the above principles, they proposed a DeepLab system based on the recently proposed residual net ResNet-101 and VGG-16. They redefined ResNet-101 by atrous convolution. In this paper, similar to FCN-VGG, we also use the Deeplab-ResNet-101 network as a baseline to generate coarse semantic labels for each pixel in the image.
B. SUPERPIXEL SEGMENTATION
Information is often contained in sub-regions of the image instead of independent pixels. The features of the pixels in a sub-region are extremely similar in some aspects, such as color space or texture space. Therefore processing at the pixel level may increase computational redundancy. Superpixel segmentation methods [22] , [23] , as a top-down manner based on low-level features, have been developed to greatly reduce the complexity of image processing tasks, such as object segmentation, depth estimation and object tracking [22] , [23] . A substantial number of algorithms have been proposed recently, such as the Normalized cuts algorithm, Mean-shift and Quick-shift. According to contrast, we employ the most efficient algorithm called: Simple linear iterative clustering (SLIC) [27] .
One problem to consider is setting the right number of superpixels for an image. On one hand, it may not naturally preserve the boundaries of objects if the number of superpixels is insufficient, the other hand, it may lead to over-segmentation if too many superpixels are set. A natural but not very satisfactory strategy is to adjust the number of superpixels dynamically by calculating the size ratio of objects to each image despite increasing the computational complexity. In this paper, we set a proper number of superpixels (N = 2000 in all the experiments) according to the pre-experimental statistical results on PASCAL VOC 2012 dataset. We perform the SLIC algorithm on the image. The most important parameter of the algorithm is the expected number N of superpixels. After running the algorithm, we obtain a label mapping table with a size of w × h. Each value in this mapping table represents the corresponding pixel segmentation category. Pixels belonging to the same superpixel have the same category. Therefore the total number K of categories is the number of actually segmented superpixels. The exact number K is usually not equal to the expected number N , because SLIC will merge some small blocks in the final optimization operation.
C. NORMALIZED PROBABILISTIC SUPERPIXEL
Qiao et al. [3] argued that the pixels from one superpixel belong to the same category, therefore they labeled each superpixel with the average of the semantic labels of its inner pixels from DCNNs as follows:
where p denotes the label probabilistic distribution vector of pixel or superpixel, and k denotes the number of pixels in superpixels.
Refine Strategy: (1) is applicable to most superpixels which involve one object category, while fails to the very few superpixels near the edge of objects as they may involve more than one object category. Superpixel segmentation method can not guarantee that the results are absolutely correct. To overcome this problem, we propose a strategy to refine superpixels, which involve multiple object categories. We split these superpixels into sub-superpixels which contains only one object category, as follows:
where H (sp) denotes the entropy of the label probabilistic distribution for a superpixel and h represents the splitthreshold obtained from experimental on a small dataset. First, we label each superpixel by (1). Then we calculate the entropy of the probability distribution of a superpixel. The entropy indicates whether a superpixel should be divided into two blocks based on the split threshold of entropy from experimental results, as shown in Fig. 3 . If the result is bigger than the split threshold of entropy, we pay attention to label probabilistic distribution of each pixel in the superpixel and it guides us to capture two smaller sub-superpixels. Then, we can label each superpixel with the average of the semantic labels of its inner pixels by after refining superpixels alone with prior semantic labels from DCNNs.
D. THE PROBABILISTIC SUPERPIXEL-BASED DENSE CRF
Compared to traditional CRFs which couple neighboring nodes of 4 or 8, the dense (fully connected) CRF can overcome the limitations of short-range CRFs by dense neighboring connections. We construct a probabilistic superpixel-based fully connected CRF, named PSP-CRF in this paper. PSP-CRF enables us to reduce computational complexity. The corresponding Gibbs energy function for PSP-CRF model is given by:
where x is the label assignment for superpixels given image features, and i, j range from 1 to k (the number of superpixels in the image). Z is the normalized factor. We need to minimize energy function E(x) to obtain the final label assignment results. The unary potential ψ u models each vertex of CRF and the pairwise potential ψ p models connections between vertexes, designed for analyzing Markov property on space. The general form is shown as
where p(x i ) is the label probabilistic distribution at i th superpixel calculated as (1) and f i is the feature representation of i th superpixel. The pairwise potential encourages two connected superpixels labeled as different classes to refine to the same class if their features are similar.
In order to encode superpixels with color, texture and spatial information, we design a 23-dimensional feature vector f = (I, L, S) to represent a superpixel. The vector I is described by calculating the average CIE-LAB color space value and L is the average location vector of all pixels in a superpixel. Vector S is a 17-dimension feature vector calculated by Local Binary Pattern (LBP) [44] texture descriptor in each superpixel blob. Specifically, pairwise potentials can be expanded as follows in our model
where each addition item is named respectively appearancekernel, texture-kernel and smooth-kernel. They are all in the form of the Gaussian kernel that allows for efficient inference in CRF. ω is the linear combination weight. µ is called the label compatibility function which describes the possibility of simultaneous occurrence of two different classes in adjacent locations. The Potts Model is the simplest label compatibility function as follows
The hyper-parameter θ controls the scale of Gaussian kernels. When two adjacent superpixels are predicted to be of different classes, µ(x i , x j ) takes the value of 1, and the pairwise potential enters into force. We need to minimize E(x) to obtain the final label assignment results, so this entry can be considered as a penalty term. The greater penalty means that it should not be divided into two categories while the smaller means that the two categories are reasonable. The degree of penalty is mainly based on the similarity of two superpixels measured by the feature vector. If the difference between the VOLUME 6, 2018 two superpixels feature vectors is relatively large, the pairwise potential value will be relatively small, approaching to 0. Otherwise its value will be large.
E. THE MF INFERENCE FOR DENSE CRF
We need to minimize the energy function E(x) of the PSP-CRF model to obtain the label assignment results for an image. A substantial amount of inference algorithms have been proposed in recent decades [17] - [22] . Our model connects all pairs of individual vertexes of the CRF graph model, while the performence of these approaches is unsatisfactory because of the computational complexity. We employ a highly efficient mean field inference algorithm and an iterative quadratic programming (QP) relaxation minimization algorithm for the dense CRF.
1) INFERENCE
We employ a highly efficient inference algorithm based on the mean field theory for fully connected CRF which was proposed by Krähenbühl and Koltun. The mean field algorithm calculates a novel distribution Q(x) to approximate the real distribution P(x) instead of calculating P(x) directly as follows
where Q i (x) represents the independent marginal distribution of the i th variable, and we assume that Q(x) can be expressed by the product of independent distributions. The measure of the similarity between two distributions is Kullback-Leibler (KL) divergence as follows
We expand the the D(Q P) as follows
Conventional mean field inference performs the following message passing update on each marginal in turn until convergence as (10) and the computational complexity of updating all the marginals is O(N 2 ). Adams et al. [40] proposed that we can update all variables using high-dimensional Gaussian filtering in feature space as follows:
First, we perform a down-sampling operation for Q, then a convolution operation is performed on the results with the Gaussian kernels and finally up-sample the results in feature space. This means message passing over all variables in parallel can be done in time O(N ).
However, the convergence of the conventional mean filed algorithm is affected when message passing is performed concurrently in [8] . Hence [9] presented an efficient parallel mean field inference algorithm variant of [8] which is guaranteed to converge for dense CRF models.
2) PARAMETERS LEARNING
The parameters of the PSP-CRF are learned by piecewise training. Similar to the way in [8] and [16] , we employ the grid search algorithm which is simple but effective to learn all kernel parameters ω, θ α , θ β , θ γ , and θ τ on the validation set of PASCAL VOC 2012 datasets. Experimental results demonstrate this simple technique works very well in practice.
F. THE QP/LP INFERENCE FOR DENSE CRF
Although the MF inference algorithm has improved performance, it fails to provide strong theoretical guarantees on the quality of its solutions [9] . To this end, we employ the QP/LP algorithm proposed in [34] which provides strong theoretical guarantees on the solution to make a comparison with the MF inference algorithm.
1) IP FORMULATION
In contrast to the description in (3) and (4) 
The first set of constraints ensure that each random variable is assigned exactly one label. Note that the value of objective function is equal to the energy of the labeling encoded by x.
2) QP RELAXATION
According to [34] , the filter-based method [40] can be used to optimize their first continuous relaxation, named convex quadratic programming (QP) relaxation. We denote the vector φ, which contains the unary terms, the matrix µ corresponds to the label compatibility function. The Gaussian kernels are represented by their Gram matrix K
represents the pairwise terms as follows:
L. Zhang et al.: Improving Semantic Image Segmentation With a PSP-CRF
where I N is the identity matrix. Then the IP can be written as
with being the feasible set of integer solution. In general, IP problems such as (11) are NP-hard problems. Relaxing the integer constrains on the indicator variables to allow fractional values between 0 and 1 results in the QP formulation. And the feasible set of minimization problem becomes:
Ravikumar and Lafferty [35] relaxed the QP minimization to the following con-vex problem:
where the vector d is defined as follows
and D is the square diagonal matrix with d as its diagonal. The Frank-Wolfe algorithm [41] can be employed to minimize a convex function f over a convex feasible set M . This filterbased algorithm requires only one iteration and is therefore efficient.
3) DC RELAXATION
The solution above does not guarantees a local minimum of the original QP relaxation, to this end, Desmaison et al. [34] introduced a difference-of-convex (DC) relaxation strategy. The objective function of a general DC program can be specified as
The local minima can be obtained using the ConcaveConvex Procedure (CCCP) [42] . This algorithm has two important steps: computing the gradient of the concave part; minimizing a convex upper bound on the DC objective, which is tight at y T . In order to employ the CCCP algorithm for DC programs, Alban et al. observed that the QP (15) can be written as
Formally, we can define p(y) = φ T y + y T ( + D)y and q(y) = y T Dy, which are both convex in y. The CCCP algorithm provides a monotonous decrease in the objective function and will converge to a local minimum [43] .
4) LP RELAXATION
we can obtain the linear programming relaxation of (11) by relaxing the binary constraints of the indicator variables. The LP form of (11) 
where
. The objective value of E(y) in the LP is equal to the objective value of E(y) in the IP. The contribution of Thalaiyasingam and Desmaison et al. [34] is to design a highly efficient minimization strategy for the LP. They proposed to use the proximal minimization algorithm [19] to solve this task while maintaining linear scaling in both space and time complexity. To this end, they denoted their algorithm as PROX-LP.
IV. EXPERIMENTS
We propose the PSP-CRF architecture which can be used as a post-processing operation to any DCNNs models and test our methods on two well-known DCNNs models, FCN-8s and Deeplab-ResNet, to refine their outputs for a better segmentation performance. Then we test two architectures to validate the effectiveness of the strategy that refining superpixels to sub-superpixels by computing the entropy of superpixel block according to semantic labels. The one without the refining strategy above, which means labeling each superpixel with the average of its inner pixels directly, is denoted by PSP-CRF-v1, and the other one under the refining strategy, which means labeling each superpixel after judging whether it should be divided to sub-superpixel by computing the entropy, is denoted by PSP-CRF-v2.
A. DATASET
We evaluate the proposed algorithm using the most challenging image segmentation dataset: The PASCAL VOC 2012 segmentation benchmark [14] which involves 20 object classes and a background class. The PASCAL original dataset contains 1,464 (trainset), 1,449 (validation), and 1,456 (test) pixel-level labeled images for training, validation and testing, respectively.
B. METRICS
The semantic segmentation performance is measured in terms of (20) which named intersection-over-union (IoU) averaged across the 21 classes as follows: (20) where n cl represents the number of all classes, and t i represents the total number of pixels of class i. n ij represents the number of pixels of class i predicted to belong to class VOLUME 6, 2018 j in the image. We evaluate all the algorithms on an Intel i5-4570 processor clocked at 3.20GHz, 4G RAM. 
C. QUALITATIVE EVALUATION
The FCN converts an existing DCNN classification model for semantic segmentation by employing deconvolution to up-sample the high-level features obtained by hierarchically feed-forwarding an input image, which has driven recent further breakthroughs in semantic segmentation. We employ the FCN-8s as a 21-class classifier (PASCAL VOC include 20 object categories and a background) on the image(size: w×h) to be predicted and obtain 21 probability maps. FCN-8s classifier calculates the probabilities of each pixel belongs to 21 classes respectively and assigns the label with the highest probability value to the pixel. The second column of Table 1 shows the segmentation IoU of each class and mean IoU. For the 21 probability maps, our method named PSP-CRF will refine the label assignments according to the global image information, instead of finding the highest probability value simply, that is why it can be positioned as a general post-processing method. The second and the third column of Table 1 show the segmentation IoU of the PSP-CRF on each class and mean IoU. PSP-CRF-v1 improves the mIoU on the original FCN-8s basis because it combines local information and global information by utilizing superpixel and fully connected CRF model. PSP-CRF-v2 is better than v1 because v2 refines superpixels by calculating entropy according to semantic labels. The Deeplab-ResNet model re-purposed ResNet-101 by atrous convolution, similar to FCN-8s, we employ Deeplab-ResNet-101 network to obtain 21 probability maps and refine the label assignments. For space reason, we only list the results of mIoU in Table 2 . Comparing the performance of our postprocessing operation with two different DCNN models, we find a better enhancement on FCN-8s than ResNet-101. This is because that ResNet-101 has been achieved a very high level with the deeper networks and stronger representation ability and there is no more room for improvement.
We employ the FCN-8s and Deeplab-ResNet to obtain the coarse prediction results. Our PSP-CRF optimizes the results from DCNNs. There are two of the most prominent problems in DCNNs, one is the wrong category labeling and the other is exception blocks. Because of the utilizing of the fully connected CRF which can overcome the limitations of shortrange CRFs by dense neighboring connections, the proposed methods can correct the exception blocks effectively. However, inference with pairwise potentials which only employ local information in image as the prior cannot help if unary potentials are poor in CRF, thus the proposed methods are powerless to the wrong category labeling problem. We visualize the segmentation results of DCNNs models with and without proposed PSP-CRF as post processing to refine object boundaries in Fig. 4 and 
D. QUANTITATIVE EVALUATION
We also evaluate two architectures, PSP-CRF-v1 without refining strategy, PSP-CRF-v2 with refining strategy, to validate the effectiveness of that refining a super-pixel to sub-superpixels. Table 1 gives results between PSP-CRFv1 and v2. PSP-CRF-v1 improves the mIoU on the original FCN-8s basis because it combines local information and global information by utilizing superpixel and dense CRF model. PSP-CRF-v2 is better than v1 because v2 refines superpixels by calculating entropy according to semantic labels.
E. IMPACT OF DIFFERENT PAIRWISE KERNEL POTENTIALS IN CRF
The corresponding Gibbs energy function of the PSP-CRF model is (3). The unary potential models each vertex of CRF and is calculated by (4), where p(x i ) is the label probabilistic distribution at the i th vertex. The pairwise potentials model connections between vertexes defined by edges, designed for analyzing Markov property on space, and the specific form in this study is shown in (5) . We apply the bilateral form in the appearance-kernel and texture-kernel, and position potential is used as the constraint weight to color potential and texture potential. The smooth-kernel can remove isolated regions to obtain smoother object edges. We test results for different combinations of three kernel potentials in CRF pair-wise item, as shown in Table 3 , and the mixture of three kernel potentials shows the best performance, so we construct the pairwise item of CRF as (5).
F. IMPACT OF DIFFERENT INFERENCE ALGORITHM FOR DENSE CRF
In Section IV-C to Section IV-E, we obtain the image segmentation results and calculate the value of mIoU score based on the MF algorithm. In this section, we employ the LP algorithm to minimize the dense CRF model and make a contrast with the MF on the segmentation mIoU score, the average energy over the validation set and the average run time. Thalaiyasingam and Alban observed that, the LP algorithm can be accelerated by restricting the optimization procedure to affect only relevant subsets of labels and pixels. Firstly, they removed the label i from the optimization if for all pixels i, and they denoted this variant as PROX-LP l . An empirical viewpoint is that if the probability of a pixel belongs to a label category is too small, we do not think that is possible. Secondly, we need optimize over a pixel only if it is uncertain when assigning a label for it. The intuition behind this strategy is that, after a few iterations of the LP, most of the pixels are labeled correctly, and we only need to focus on the few remaining pixels. A pixel i is denoted uncertain if in [34] . They denoted this variant of LP as PROX-LP acc algorithm.
We evaluate these algorithms on the Pascal VOC segmentation dataset based on FCN. The parameters used in the algorithms are listed in the Table 4 . The first row (mf-Alban) and the second row (dc-neg) in the Table 4 are proposed by Desmaison et al. [34] . The third row (mf-Our) is proposed by our experiments. The results for the comparisons are given in Table 5 . Note that, the LP algorithm and its two variants obtain much lower energies than the MF algorithm. And all algorithms perform almost the same in terms of segmentation accuracy whereas all versions of the LP algorithm need longer processing time. QP and LP algorithms can provide strong theoretical guarantees and reach a lower value of the average energy. However, in general, they are not superior to MF anymore in practice.
G. COMPARISON OF COMPUTATIONAL COMPLEXITY
Chen et al. [15] refined label probability maps based on DCNNs by employing the fully connected CRF, named DenseCRF, as a post-processing method to im-prove segmentation accuracy. Instead of operating on pixel level, we firstly cluster the pixels to superpixels through the unsupervised learning (the SLIC algorithm) and operate on sub-region level for a smaller computational cost. Then we construct the PSP-CRF model and refine the label maps.
For PASCAL VOC dataset, the image size is 300 × 500 generally, and connections of all pairs of individual pixel vertexes can reach 11.2 billion while only 2 million of superpixel vertexes on CRF graph. Of course, it takes a certain amount of time to cluster pixels into superpixels in SLIC algorithm. Even so, the DenseCRF method is still much longer than proposed PSP-CRF method. We evaluate two methods ablout the average time on the image as shown in Table 6 . The average time to process each image can be reduced to 60%.
H. EFFECTIVENESS OF ADAPTIVE SUPERPIXEL SEGMENTATION
We cluster the image pixels to superpixels by employing the SLIC algorithm. One of the most important hyper-parameters of the algorithm is the expected number K of superpixels. The actual number of superpixels produced by SLIC is roughly around K value. On the one hand, if we set K on the small size (<1000), it may not naturally preserve the boundaries of smallish objects. One the other hand, it may lead to oversegmentation while setting so many superpixels (>4000). The pre-experimental results on PASCAL VOC 2012 dataset indicate that we set K = 2000 for a trade-off between over-segmentation and preserving object boundaries in all the experiments in this paper specifically. In consideration of the diversity of objects size in an image, we find the effectiveness of the fusion of multiple segmentation scale results, as shown in Table 7 . Although the fusion strategy can enhance the effect, we just prove the validity instead of applying it in practice because of the computational complexity.
V. DISCUSSION
1) MF and QP/LP The MF inference algorithm works well and widely used by researchers, but it fails to provide strong theoretical guarantees on the results. QP and LP algorithms can provide strong theoretical guarantees and reach a lower value of the average energy. However, in general, they are not superior to MF anymore in experiments. It is worth studying that how to make the inference algorithms both converge and perform well in practice. 2) High order potential In the proposed PSP-CRF model, we construct the Gibbs energy function only employing the unary potential and pairwise potential items. With the extensive application of CRF, higher order potential is gradually extended into the CRF models [28, 29, 30] which defined on cliques containing VOLUME 6, 2018 more than two pixels to improve segmentation performance. Anurag et al. [28] and [29] introduced two types of higher order potential into the CRF: object-detection based potential and superpixel-based potential, and they evaluated higher order potentials on the PASCAL VOC 2012 datasets to show significant improvements. High order potentials can also be integrated into our PSP-CRF model. 3) Embedded into DCNNs The proposed method is fed with the label probability maps generated by DCNNs and refine label maps with the CRF models next. DCNNs and PSP-CRF learn the model parameters individually. Zheng et al. [16] merged CRF models into the DCNNs framework and modeled the potentials in CRF as the form of CNN layers. Inspired by this idea, we can think of a way to jointly optimize the CNN classifier weights and CRF parameters by performing CRF within a CNN layer. The advantage of the complete system is that the classifier and the CRF model can learn to optimally co-operate reciprocally during the joint end-to-end learning. 4) General post-processing expanding The proposed method is committed to be-coming a universal postprocessing optimization algorithm pointing at label refining assignments. We focus on the 2D image data primarily in this study. With the wide-spread application of depth sensors, such as Kinect, Xtion Pro, the captured data is expanded from 2D (RGB) to 3D (RGBD). A substantial amount of semantic segmentation algorithms for 3D point cloud data have been proposed in current years [31, 32, 33] . 2D and 3D segmentation tasks both are label assignments problem essentially. Hence we are committed to extending our methods in this study to 3D applications in future work.
VI. CONCLUSION
DCNN-based methods in a bottom-up manner are not enough for obtaining semantic segmentation results, especially for object boundaries fitting. We propose to construct a probabilistic superpixel-based dense CRF model (PSP-CRF) to refine label assignments as a post-processing along with superpixels which containing local detailed information in a top-down manner. We employ the SLIC algorithm to obtain superpixels and present a strategy based on entropy to convert the pixel-level features (color, position) and probabilistic value at each pixel into the normalized superpixels, which fit very well for the CRF. We optimize the CRF model to get final semantic segmentation results by employing the mean field theory and QP/LP relaxation. The experimental results prove that our methods improve the segmentation performance while reducing processing time to other post-processing methods. Finally, we discuss and analyze the improvement points and possible applications, high order potentials, embedded into DCNNs and general postprocessing expanding. We will study these work in the future. 
