We consider a sparse multi-task regression framework for fitting a collection of related sparse models. Representing models as nodes in a graph with edges between related models, a framework that fuses lasso regressions with the total variation penalty is investigated. Under a form of restricted eigenvalue assumption, bounds on prediction and squared error are given that depend upon the sparsity of each model and the differences between related models. This assumption relates to the smallest eigenvalue restricted to the intersection of two cone sets of the covariance matrix constructed from each of the agents' covariances. We show that this assumption can be satisfied if the constructed covariance matrix satisfies a restricted isometry property. In the case of a grid topology high-probability bounds are given that match, up to log factors, the no-communication setting of fitting a lasso on each model, divided by the number of agents. A decentralised dual method that exploits a convex-concave formulation of the penalised problem is proposed to fit the models and its effectiveness demonstrated on simulations against the group lasso and variants. 1 arXiv:1912.01417v1 [math.ST] 3 Dec 2019 RICHARDS, NEGAHBAN & REBESCHINI
Introduction
In machine learning the objective is often to fit a model on collected training data in order to learn about the data generating distribution and/or predict the outcome of newly sample data point. High dimensional linear regression is a specific machine learning setting where the number of data points is of the same order or less than the dimension of the problem. To obtain meaningful guarantees in this setting additional assumptions are commonly placed on the underlying data generating distribution. A popular assumption is that the data is generated from a model with a parameter that exists in some low-dimensional space, i.e. vectors that are non-zero on a subset of coordinates.
The ever growing size of high-dimensional datasets and the decentralised nature in which data is increasingly collected and store have often made it infeasible to transport datasets to a single source for processing, also due to network instability and privacy constraints. This has motivated research on decentralised machine learning, where no single entity is responsible for collecting data and fitting a model. Instead, each computer has a its own model fit incrementally by alter-2008; Turlach et al., 2005) and 1 / 2 in (Lounici et al., 2009; Obozinski et al., 2011) . Other variants include the dirty model of Jalali et al. (2010) and multi-level lasso of Lozano and Swirszcz (2012) , which decompose the model parameters into two components: a shared part common across all tasks; and a specific part for each task. In comparison, this work considers framework where by models are connected through a total variation penalty, and as such, only models that share edge in the associated network are assumed to have a shared support. Given a sufficiently large network of models, this implies that not all of the models will have a shared component. As highlighted by Negahban and Wainwright (2008) , this is a regime where 1 / q penalisation is expected to do poorly due to the little overlap. We demonstrate this empirically by considering a setting where by 1 / q methods are outperformed by both each agent fitting a lasso individually as well as the total variation method considered in this work.
The total variation penalty is linked with the fused lasso (Hütter and Rigollet, 2016; Tibshirani et al., 2005; Rudin et al., 1992) , and as far as we are aware the only works investigating the Total Variation penalty as a tool to link a collection of sparse regressions has been (Chen et al., 2010; . considers the specific case of a tree topology and introduces an optimisation method. Chen et al. (2010) investigates general graph topologies, giving asymptotic statistical guarantees and developing a single-machine optimisation algorithm targeting a smoothed objective. In contrast, this work investigates finite sample guarantees under a generalised restricted eigenvalue assumption and develops a decentralised algorithm. Our bounds reflect the similarities in the underlying data generating distributions and, in the case of a grid topology, yield rates that improve upon the lasso fit individually to each model. Finally we highlight the recent Multi-task Wasserstein model of Janati et al. (2019) which uses the Wasserstein distance to construct a regulariser between tasks that accounts for geometric differences in the parameters.
Distributed Multi-Task Learning A growing body of works have investigated multi-task learning Caruana (1997) in the decentralised context. While a full review is outside the scope of this work, we highlight some of the works most relevant to the setting we consider. (Wang et al., 2018; Vanhaesebrouck et al., 2017) investigate a setting where the network topology encodes the similarities between data-generating distributions. Vanhaesebrouck et al. (2017) considers a two-step process where each agent fits a model locally with its own data and then performs a model propagation step where parameters are smoothed across the network. Wang et al. (2018) considers a penalization framework where the penalisation reflects the network structure. Both of these methods enforce penalisation in the 2 sense, and thus are not appropriate for the sparse setting. A number of algorithms have been developed in the context of compressed sensing, for a full review look to Azarnia et al. (2017) . We highlight Sundman et al. (2016) , which develops a distributed greedy pursuit algorithm that alternates between local compressed sensing steps and a consensusbased support fusion step between agents. As well as Chen and Wassell (2015) , which develops a Bayesian method fitted using a variational Bayes approach. A number of works have also considered client/master (star topology) setting (Liu et al., 2017; Wang et al., 2016a; Dinuzzo et al., 2010) . Liu et al. (2017) considers a multi-task framework that simultaneously fits the models and the relationships between them in an 2 sense. Wang et al. (2016a) considers a sparse setting with overlapping supports and develops an algorithm where each agent fits a model locally followed by a central aggregation step. Such an aggregation step is not feasible in the decentralised setting. Finally we highlight the field of federated machine learning (Konečnỳ et al., 2016; Smith et al., 2017) , where a network of devices collected data and aim to fit statistical models in a decentralised manner.
Contributions
• Statistical Rates for General Graph Topology Under a generalised restricted eigenvalue condition, bounds on the prediction and 2 error are given for general graph topologies. The bounds depend on the sparsity of both individual models and differences between models, on the regularisation parameter and on the restricted eigenvalue constant. (Theorem 1)
• Explicit Rates for a Grid Topology When the underlying topology is a Grid, high-probability bounds are given that match the rate achieved when agents perform the lasso locally, divided by the number of agents. (Corollary 3)
• Generalised Restricted Eigenvalue Condition It is shown that this assumption is satisfied when the covariance matrix constructed from placing each agents covariance matrix along a diagonal satisfies a restricted isometry property. (Lemma 5)
• Decentralised Algorithm A dual formulation of the objective is utilised to develop an algorithm that allows the models to be fit in a decentralised manner. The effectiveness of the algorithm is investigated empirically and shown to give improved results over fitting a lasso problem at each agent, as well as the Group Lasso and Dirty Models Jalali et al. (2010) . (Section 3) The remainder of this work is structured as follows. Section 2 presents the theoretical aspects of this work, including a formal introduction to the setting as well as the statistical guarantees. Section 3 presents the distributed dual algorithm, a baseline algorithm as well as a simulation study. Section 4 presents the conclusion.
Setup and Theoretical Results
This section contains the main theoretical results of this work. Section 2.1 formally introduces the setting. Section 2.2 presents the main results. Section 2.3 gives more refined results when the graph is a grid. Section 2.4 investigates one of the assumption required for the main result. Section 2.5 then discusses an observation relating to pairwise incoherence in the noiseless setting.
Notation For an integer k > 0 let [k] := {1, . . . , k}. For a vector x ∈ R d let x i for i ∈ [d] denote the i-th element of x and for a subset of coordinates
, and its rows by A i = (A i1 , . . . , A id ) ∈ R d . We use the standard Kronecker product notation:
x i and x ∞ = max i∈[d] |x i |, respectively. We extend these norms to matrices by applying them element wise. The pseudo-inverse of B ∈ R p×q is B † ∈ R q×p . The d-dimensional identity matrix is I d .
Setup
Consider a simple undirected graph G = (V, E) with |V | = n nodes and edges E ⊆ V × V . Associated to this network will be a set of independent regression problems. It is assumed each
and σ Noise > 0 is the noise scaling. It will be assumed later that if an edge connects two agent (v, w) then the underlying predictors will be related in some sense, i.e. Θ v ≈ Θ w . An important quantity related to the graph G will be the incidence matrix D ∈ {−1, 0, 1} E×n whose rows are supported on the egdes E and columns are indexed by the nodes V . Without loss in generality, we identify V to [n] . Then for each edge e = (i, j) ∈ E with i, j ∈ [n] associated row in D takes values D ek = 1 if k = min(i, j), D ek = −1 if k = max(i, j) and 0 otherwise.
We introduce for some pair of constants c 1 , c 2 > 0 the augmented incident matrix D = c 1 I n c 2 D ∈ R (|E|+n)×n . Given a collection of models associated to agents in the network {Θ v } v∈V , where Θ v ∈ R d , it will be convient to write them in matrix form as Θ = (Θ 1 , Θ 2 , . . . , Θ n ) ∈ R n×d , so each row of Θ aligns with a model for a particular agent. The penalised objective L : R n×d → R is defined as
with a minimiser denoted as Θ ∈ argmin Θ∈R n×d L(Θ). The term DΘ 1 = c 1 Θ 1 + c 2 DΘ 1 penalises both the individual model complexity through the term Θ 1 = v∈V Θ v 1 , as well as the deviation between models where an edge is present on the graph G through
The constants (c 1 , c 2 ) are introduced as tuneable parameters.
Main Result
This section gives the main theoretical results. We first state three assumptions.
Assumption 1 (Error Bound). Let A ∈ R n×d denote the error matrix defined by A ij = ((X (i) ) (i) ) j for i ∈ [n] and j ∈ [d]. Assume the following event holds: λ ≥ 3 2nm ( D † ) A ∞ . A standard feature in the analysis of sparse estimation is to have the regularisation parameter to upper bound the infinity norm of the data matrix multiplied by the noise. Within the analysis of the Total Variation Denoiser, see for instance Hütter and Rigollet (2016) , the regularisation parameter was chosen to upper bound the infinity norm of the pseudo-inverse incident matrix multiplied by the noise. Assumption 1 can be seen as a combination of these two type of assumptions. Specifically, each row of A aligns with the data matrix multiplied by the noise for a particular model, so the pseudo-inverse of the incident matrix is being applied across the noise for each model. Note the quantity ( D † ) A ∞ is random therefore this assumption typically holds in probability for a particular choice of λ. This is performed when G is a grid topology within Section 2.3.
The second assumption relates to the support of the true underlying predictor Θ .
Assumption 2 aligns with a sparsity assumption. This assumes that the v-th regression problem is supported on S v , for v ∈ V , and that the difference between models is on S vw , for (v, w) ∈ E.
The third assumption requires introducing the following set D Mat := Im( D) ⊆ R (n+|E|)×d where
This set is the n × d-dimensional subset defined by the image of D. The set D Mat is a convex cone. * While D Mat is a natural representation, it will be more convenient to work with a row-major form.
Rewriting the matrix -matrix multiplication D∆ in the definition of D Mat in row-major form with the matrix ( D ⊗ I d ), we have D ⊆ R (n+|E|)d which is defined as
Within the above definition interpret ∆ v for v ∈ V as the d−dimensional quantity associated to agent v. We now go on to give the third assumption.
Assumption 3 (Generalised Restricted Eigenvalue). Define both the data matrix constructed from placing each agents data matrix along a diagonal X := Diag(X (1) , . . . , X (n) ) ∈ R nm×nd as well as for α > 1 and some subset S ⊂
This assumption is analogous to the restricted eigenvalue assumption for the lasso. In this case, due to considering a particular penalisation structure, i.e. DΘ 1 , the lower bound is required to hold over a cone intersected with the image of D, namely C α (S) ∩ D. As for an alternative interpretation of (2), recall for vectors v ∈ D there exists a ∆ ∈ R nd such that v = ( D ⊗ I d )∆. Plugging this vector v into the left side of (2) and using the cancellation with the psudo-inverse
The above is also similar to the standard restricted eigenvalue assumption on 1 √ nm X for lasso, although now with the lower bound and cone condition written in terms of the norm x → ( D ⊗ I d )x 2 . In comparison to the standard Euclidean norm, this norm gives gives larger "lengths" to vectors when their blocks associated to each agents parameter are different i.e. {∆ i } i∈[n] if ∆ = (∆ 1 , . . . , ∆ n ). In the case ∆ i = ∆ j for all i, j ∈ [n] we then effectively recover the standard euclidean norm ( D⊗I d )∆ 2 = c 1 ∆ . We note that Assumption 3 holds if X satisfies a restricted isometry property and both (c 1 , c 2 ) are chosen appropiately. For details on this see Section 2.4.
We now proceed to give bounds on the performance under the assumptions listed above.
Theorem 1. Suppose Assumption 1, 2 hold alongside Assumption 3 with (α, S) = (3, S). Then
The bounds in Theorem 1 demonstrate how the regularisation parameter, sparsity and restricted eigenvalue constant can influence performance. Following the lasso setting, bounds naturally depend on the sparsity of the optimal predictor through the total number of non-zero entries v∈V |S v | and, due to penalising the difference in models that share an edge in the network, the number of non-zero entries in the differences (v,w)∈E |S vw |. The later can be interpreted as a measure of relatedness between the models. The bound on the 2 error arises from the fact that
Two-Dimensional Grid
This section considers the case when G is a grid. Denote the columns of the pseudo-inverse of the incident matrix by s i ∈ R n for i ∈ [|E| + n] so that D † = (s 1 , . . . , s |E|+n ) and define the inverse scaling factor Hütter and Rigollet (2016) as ρ := max j∈[ E|+n] s j 2 . In general this quantity depends on the graph topology, as in the case of a path it is known to scale with the network size.
The following Lemma gives a choice of λ in terms of ρ and other problem-dependent quantities which ensures that the event associated to Assumption 1 occurs with high probability. This is given alongside a bound for ρ in terms of (c 1 , c 2 ).
Lemma 2. Suppose the columns of each data matrix are normalised:
If G is a two-dimensional grid then the following bound holds:
Given Lemma 2 we can return to Theorem 1 and give a high-probability bound for prediction and 2 error when G is a two-dimensional grid.
Corollary 3. Suppose Assumptions 2 and 3 hold with (α, S) = (3, S), and that the data matrices are normalised:
leads to the follow to hold with probability at least 1−2δ:
We now compare the results established in Corollary 3 to the performance achieved when using the lasso on each model. Suppose each agent has a sparsity of order O(|S v |) = s for v ∈ V . Looking to the prediction error and ignoring both log factors and constants, a statistical rate † of † Note for any (v, w) ∈ E we have |Svw| ≤ |Sv| + |Sw|. With |E| ≤ 4n we then have O( v∈V |Sv| + O( s m 2 n ) is achieved by a minimiser of (1). In comparison, if each agent were to fit a lasso only using their own data, a rate of order O(s/m 2 ) would be achieved, which is O(1/n) slower than the above.
Restricted Isometry and Assumption 2
For this section the support described within Assumption 3, S ⊂ [(n + |E|)d] for elements in D, is decomposed as S = S Agents ∪ S Edges where S Agents ⊂ [nd] denotes the support of the first nd coordinates and S Edges ⊂ [|E|d] the remainder. The respective sizes of these sets is denoted by s Agents = |S Agents | and s Edges = |S Edges |. For some symmetric positive definite matrix B let λ max (B) denote its largest eigenvalue. The graph Laplacian of G is denoted L := D D.
Begin with the Restricted Isometry Property and presenting a lemma.
Definition 4 (Restricted Isometry Property). For a given integer s ∈ {1, . . . , p} we say that X ∈ R q×p satisfies a resticted isometry propety of order
Lemma 5. Suppose X satisfies the Restricted Isometry Property up to order 2s Agents and let
For Assumption (3) to be implied it is sufficient to have δ < 1/(54(1+α) 2 . This requires appropriately choosing the constants (c 1 , c 2 ), a valid choice of which exists when δ 2s Agents ≤ 1/(54(1 + α) 2 . For details see Section D.1 in Appendix D.
PROOF OF LEMMA 5
The proof of Lemma 5 follows (Loh and Wainwright, 2011, Supplementary Material), with some intermediary results being generalised due to considering a restriction to the set D. We introduce the following notation. For v = (v Nodes , v Edges ) ∈ D let v Nodes ∈ R nd denote the first nd coordinates and v Edges the remaining |E|d. Denote the 0 and 1 balls of radius a > 0 in dimension d by B 0 (a, d) = {x ∈ R d | x 0 ≤ a}, where · 0 counts the number of non-zero elements in a vector, and B 1 (a, d), respectively.
The first step in the proof is to show that if X satisfies the Restricted Isometry Property up to s Nodes then for some δ > 0 the following deviation condition holds for all
To this end fix v ∈ D ∩ B 1 (1, d(|E| + n)) and note that there exists
1, and from the fact that x 2 ≤ x 1 for all vectors x, we get 1
Since ∆ is sparse use Restricted Isometry Property on X to bound the first term within the absolute value. To bound (
Combining the above with the restricted isometry property for X ensures (3) 
. We now introduce a lemma that generalises (Loh and Wainwright, 2011, Supplementary Material Lemma 12). Given (3) this lemma will control the deviation in terms of the 1 and 2 norm over a general cone set, in our case D. The proof of this result is in Appendix D.2.
Lemma 6. For a fixed matrix Γ ∈ R p×p , parameters s ≥ 1, tolerance δ > 0 and convex cone F ⊆ R p , suppose have the deviation condition
, convex cone F = D and deviation bound (3) (swapping s Agents → 2s Agents ). This implies, with some rearranging, the following lower bound for all
The result is arrived at by using the cone condition
Correcting Bias in Pairwise Incoherence for Noiseless Setting
This section gives an observation relating to the design matrix X( D † ⊗ I d ). Its purpose is to give insight into how each agents design matrix is coupled together by the psudo-inverse augmented incidence matrix D † by investigating the pairwise incoherence.
To introduce the pairwise incoherence for X( D † ⊗ I d ), begin by considering the noiseless setting i.e. (v) = 0 for all v ∈ V . In this case it is common to reformulate the lasso problem, with Y = (Y (1) , . . . , Y (n) ) ∈ R nd , as the following optimisation problem
which is often refereed to as a basis pursuit linear program Chen et al. (2001 ) (Wainwright, 2019 . A sufficient condition for achieving recovery is that the pairwise incoherence for the design matrix, defined for X ∈ R q×p as δ PW (X) := X X q − I ∞ , is sufficiently small. Considering the pairwise incoherence of the design matrix in this case
where we denote the indicator function 1 {i =j ,i=j} , which takes value 1 if i = j i = j and 0 other-
captures the correlation between the i and j covariates. Therefore, we can view the above as taking a sum of each agents covariate correlation weighted by the psudo-inverse of the augmented incidence matrix. In the case that each agent has independent normalised covariates, observe that the sum reduces to the inner product over the columns of D † , that is n
We now highlight how this could introduce a bias into the pairwise incoherence and show it can be corrected in the case of torus grid by numerically tuning c 1 , c 2 .
Supposing X ( ) j are sampled independently and identically from a zero mean distribution for ∈ [n] j ∈ [m], the pairwise incoherence can be viewed as a maximum of a random process. Due to the introduction of D † , the pairwise incoherence is no longer a maximum of a random quantity minus its expectation. Specifically, the columns of D † are not guaranteed to be normalised so a bias is introduced for the case i = j, i = j within the maximum. In particular when E[ X
n . Therefore we then require the columns of D † to be s i 2 2 ≈ n for all i ∈ [n + |E|] for this expectation to be close to 1. Investigating this numerically, we find when G is a √ n × √ n torus grid topology that
n ≈ 1 ± 0.001 for n ≥ 100. For details on this see Appendix A.1.
Moving forward in the noiseless setting, it would be interesting investigate the number of samples m required to ensure the pairwise incoherence is sufficiently small. Moreover, it would be natural to extend the previous analysis to the Restricted Isometry Property assumption on the entire matrix X( D † ⊗ I d ).
Algorithms and Simulations
This section presents the algorithms and a numerical study of our results. Section 3.1 introduces the distributed dual method. Section 3.2 presents the simulations.
Distributed Dual Method
Following Ho et al. (2019) we reformulate (1) with D c 2 := c 2 D in terms convex-concave saddle problem:
where we have introduced the convex conjugate of the regularised objective F λ :
and looked to the minimax theorem Sion et al. (1958) to swap the maximum and minimum. The above formulation is similar to the dual objective that arises in consensus optimisation problem when including equality constraints along the edges, see for instance Scaman et al. (2017) . In particular the gradient updates now reflect the network topology as encoded by D. This motivates projected gradient descent updates initialised at α 1 ∈ R E×d for t ≥ 1:
where Π λ (·) is the projection on the ∞ ball of radius λ and (η t ) t≥1 is a sequence of non-negative step sizes. Each gradient step requires evaluating ∇F λ = argmax Θ∈R n×d { Θ, U − F λ (Θ)} which is itself an optimisation problem. This can be performed in a decentralised manner as both the objective F λ (Θ) and inner product Θ, U decompose over agents. Therefore, at each iteration
This is the sum of a smooth component plus an 1 penalty and therefore can be solved efficiently using accelerated first order proximal methods, see for instance (Bach et al., 2012; Beck and Teboulle, 2009; Nesterov, 2007) . Specifically, the worst case optimisation performance is known to scale as O(1/t 2 ) after t first order gradient evaluations, although it is possible to utilise the statistical setting of the problem, and exploit weaker notion of strong convexity to achieve linear convergence Agarwal et al. (2010) . We leave this direction to future work. Finally, the projection onto an ∞ ball can be performed efficiently and in a decentralised manner. The updates (6) are the form of projected gradient descent on a convex objective, and therefore informally following (Bubeck et al., 2015, Theorem 3 .2), a decreasing step size {η t } t≥1 and an ergodic average of iterates is taken.
Experiments
Fix n = 25, G to be a 5 × 5 grid, d = 36 2 , and give each agent m = 400 samples. Construct data matrices from standard Gaussian entries (X
, and sample noise (v) ∼ N (0, I n ). Construct the true parameter Θ ∈ R n×d as follows. For each v ∈ V let Θ v be a vectorised image of a 15 × 15 square encoded by 1's and 0's. The position of the square within the image will depend on the nodes location within the Grid. Indexing the nodes by (i, j) ∈ [5]×[5], the square position for node (i, j) will be offset from the upper left corner by 4(i − 1) pixels down and 4(j − 1) pixels right. Response vectors for each agent are set to Y (v) = X (v) Θ v + σ Noise v where σ Noise = 0.2. Note the normalised sample size for each agent is m/(15 2 log(d−15 2 )) ≈ 0.25 and therefore each agent has a low probability of recovering the underlying signal themselves. We note the above is a setting where not all of the parameters have a shared support, for instance the overlap between the true parameters for agents (1, 1) and (5, 5) is the empty set. Model parameters were set to c 1 = c 2 = 1 and λ = 3 D † A ∞ /(2nm).
The performance of two methods targeted at minimising (1) are investigated. The baseline proximal gradient descent method applied to a reformulated problem as described within Appendix A.2; and the Distributed Dual described within Section 3.1. The resulting estimates of Θ for two agents as well as the 2 error has been plotted in Figure 1 and 2 (Left) respectively. Alongside are the estimates achieved by the lasso fit on each agents individual data (1-Machine Lasso), in addition to the group lasso and Dirty model multi-task regression (Dirty MTL) fit across the agents. To fit the group lasso variants we used the MALSAR Matlab package Zhou et al. (2011) . Looking to Figure 1 it is clear the agents are not able to recover the support by themselves with the lasso. While the group lasso and Dirty MTL are able to recover more of the underlying square, they still perform poorly due to there being no overlap between all of the models supports. The baseline pseudo gradient descent method improves over the aforementioned methods, recovering some of the square edge. Meanwhile the dual method is able to recover the majority of the square with little noise in the surrounding area. These observations are supported quantitatively by Figure 2 (left) where the 2 error for the Psudo Gradient Descent and dual method is lower than the single machine lasso, group lasso and Dirty MTL. We repeat the aforementioned experiment with each agent then having greater number of samples m = 600. The resulting parameter estimates have been shown within Figure 4 , and 2 error in Figure 2 (Right) . Observe that the single-machine lasso is able to recover much of the signal in this case, which is also reflected within the 2 error. The Group Lasso and Dirty Multi-task learning are unable to fully recover the signal due to the small overlap in parameters, and thus outperformed by each agent fitting a lasso individually as well as the Distributed Dual method.
Conclusion
This work investigates a setting where a collection agents have structurally related statistically independent sparse regression problems. Agents are connected by a network that, in addition to allowing them to communicate, encodes similarities between their models. Two agents are deemed similar if the difference in their parameters is sparse. A structured regularisation approach is investigated that reflects the underlying topology. Under a generalised restricted eigenvalue assumption, prediction and squared error bounds are given that reflect the similarities between the models. Utilising a convex-concave formulation, a decentralised algorithm is developed and its effectiveness investigated through simulations. We highlight a number of future directions. The restricted eigenvalue assumption was shown in this work to hold under a restricted isometry property. It would be natural to weaken this assumption to hold for design matrices sampled from a particular parameterised family, see for instance Loh and Wainwright (2011) . It would be natural to investigate ∞ error bounds across agents and when the solutions to (1) yield support discovery for each agent. Extending the analysis to a path topology would require utilising the sharper analysis from Wang et al. (2016b) .
Appendix A. Algorithms and Simulations Appendix

A.1 Pairwise Incoherence Numerical Investigation
Consider the case where G is a √ n × √ n torus grid. Begin by parametersing for β 1 , β 2 ≥ 0 the tunable parameters as c 1 = β 1 n(1+β 2 2 ) and c 2 = β 2 c 1 . To find the parameters β 1 , β 2 so that s i 2 2 n ≈ 1, we performed a 50 × 50 grid search for β 1 , β 2 with the network size fixed to n = 100.
The values chosen were β 1 = 0.16531 and β 2 = 1.09592. We then computed s i 2 2 n for a number of network sizes, which can be found in Figure A. 
A.2 Single-Machine Baseline
As a comparison to the Distributed Dual method presented within Section 3.1, we present the following baseline algorithm. Begin by reformulating the optimisation problem (1) as follows
subject to DΘ = U Applying the psudo-inverse of D to both sides of the constraint and plugging in Θ = D † U motivates the following alternative problem
This is then a sum of a smooth function plus a 1 penalty, and as such, motivates the use of a proximal method, see for instance, Bach et al. (2012) . We note that the above require access to the psudo-inverse of D which is not immediately available in a decentralised setting.
A.3 Algorithm Settings for Simulations
In this section we describe the choice of algorithmic parameters used for the simulations within Section 3.2. The parameters for each method were as follows:
• Psudo GD: Gradient Descent with Iterative shrinking applied to (8) with stepsize n/(2 max v∈V λ max
• Distributed Dual, algorithm as described by (6) with step size η = 0.1/(n √ t) after t iteration and an ergodic average of iterates taken. For each v ∈ V , conjugate functions ∇F v estimated using 1000 iterations of accelerated proximal gradient descent Beck and Teboulle (2009); Nesterov (2007) with step size n/(2λ max
).
• Single-Machine Lasso: Each agent v ∈ V fitting a lasso on their individually data set with regularisation λ = 3 (X (v) ) (v) ∞ /(2m).
• Group-Lasso: Group lasso 1 / 2 fit across all agents, with objective
, with a grid search for best ρ 1 between [1, 100].
• Dirty-MTL: Dirty Models Jalali et al. (2010) fit across the agents with the objective
Searched for best regularisation parameters ρ 1 , ρ 2 according to (Jalali et al., 2010, Supplementary Material) with ρ 1 ∈ [0.01 2 log(d)m, 10 2 log(d)m] and ρ 2 ∈ [ρ 1 /100, ρ 1 ]
A.4 Additional Plots
This section presents additional plots relating to the Algorithms and Simulations Section 3 within the main body of the work. 
Appendix B. Proof of Theorem 1
In this section the proof of Theorem 1 is given. Proof. For z ∈ R E×d let z ∈ ∂ D Θ 1 . We then have for i ∈ [n] and j ∈ [d] the associated element in the sub-differntial of the objective is
where equality to zero comes from Θ mininising L. Multiply the above by Θ ij − Θ ij and sum over i ∈ [n] and j ∈ [d] to yield
We now make the following three observations. Firstly the left handside above can be rewritten
Secondly, since D D = c 2 1 I + c 2 D D = c 1 I + c 2 L we see that D D has has full rank as L is the Lapalcian of G and thus has a kernel spanning the all ones vector Ker(L) = Span(1). As a result we get D † D = ( D D) † D D = ( D D) −1 D D = I. where the first equality is from the definition of pseudo-inverse, and the second from the fact that D D has full rank and is thus invertible. Recalling the definition for A ∈ R n×d as A ij = ((X (i) ) i ) j for i ∈ [n], j ∈ [d], we then get the following upper bound for the following inner product
Thirdly from convexity of the 1 norm, the fact that z ∈ ∂ D Θ 1 we have the following when using the trace inner product
Bringing these three observations together yields the bound
We now proceed to show that D( Θ − Θ ) satisfies the cone condition C α (S). Utilising Assumption 2 so ( DΘ ) S c = 0 and denoting the deviation as ∆ = Θ − Θ the difference DΘ 1 − D Θ 1 can be upper bounded using triangle inequality
Therefore the error D∆ satisfies the cone condition C 3 (S).
. . , ∆ n ) ∈ R nd be the vectored row-major version of ∆. The prediction error across agents can then be written with
Observing that D † D = I n and I nd = I n ⊗ I
, allows the error (11) to be rewritten in the following manner
The error ( D ⊗ I d )∆ aligns with the error D∆ represented in row-major form, therefore it both lies within the cone C 3 (S) and D by definition. Therefore utilise Assumption 3 to lower bound
Returning to (9) 
Rearranging then yields the prediction result. Now for the upper bound on D∆ 2 . In this case lower bound the left side of (9) to yield 
Appendix C. Proof of Lemma 2
In this section we give the proof of Lemma 2. It is broken into two section, aligning with the two parts of the Lemma. Section C.1 gives the high-probability bound on ( D) A ∞ . Section C.2 gives a bound on the scaling factor ρ in the case that G is a grid topology.
C.1 Concentration
Recall we aim prove a high-probabilty upper bound for ( D) A ∞ where A ij = ((X (i) ) (i) ) j for i ∈ [n] and j ∈ [d] . This quantity is by definition of the ∞ norm
Recall that (k) ∼ N (0, σ Noise I n ) for k ∈ [n] and therefore the above quantity is a zero mean Gaussian random variable. The variance of the above quantity is upper bounded with the column
where at the end we used the definition of the inverse scaling factor ρ. We therefore have a maximum of d(n + |E|) sub-gaussian random variables with variance bounded by σ = σ 2 Noise C 2 ρ 2 . Using standard results for the maximum of sub-gaussian random variables, see for instance (Boucheron et al., 2013, Corollary 2.6) or (Wainwright, 2019, Exercise 2.12), we have with probability greater than 1 − 2δ ( D † ) A ∞ ≤ σ Noise Cρ 2 log(e(|E| + n)d/δ)
C.2 Grid Scaling Factor
In this section a bound for the inverse scaling factor ρ is given when G is a grid. The proof will follow Hütter and Rigollet (2016) , although some alterations are required since D is the incident matrix D concatenated with the identity.
Begin by fixing n = N 2 , so the graph is a N ×N grid. For an N -path consider its incident matrix D Path ∈ R (N −1)×N and Laplacian L path = D Path D Path = V 1 Γ 1 V 1 , where we have performed an Eigen decomposition of L path into a diagonal matrix of eigenvalues Γ 1 = Diag(λ 0 , . . . , λ N −1 ) and associated eigenvectors V 1 = (v 0 , . . . , v N −1 ) ∈ R N ×N with v j ∈ R N . Each of these are then defined as
Returning to a N × N grid, note its incident matrix can then be written in terms of a path as 
The agumented incident matrix can then be written utilising this form as D D = (c 2 1 I n + c 2 2 L) = V 2 (c 2 Γ 2 + c 2 1 I n )V 2 . Now recall that the pseudo inverse can be written as
where we have plugged in the form for D proven previously and split the |E| + n columns into three parts. We proceed to now bound the 2 of these three sets of columns.
Start by considering (s
Splitting the sum at k = 0 and = 0 yields
Proceed to bound the three remaining series. Begin by recalling that 2 − 2 cos x ≥ x 2 /2 for x ∈ [0, 1/2] and 2 − 2 cos x ≥ 0.1 for x ∈ [1/2, π]. Therefore the series within the square brackets can be bounded with v k , e i 2 ≤ 2 N and
The third series is bounded by utilising v k , e i 2 ≤ 2 N and following a similar set of steps. Specifically splitting the series at four points, depending whether k or are each greater than or less than N 2π yields
Bringing everything together yields the bound
Next consider the norm of s β i,j for β ∈ {1, 2}. With the rows of the path incident matrix denoted D T Path = (d 1 , . . . , d N −1 ) we have for i ∈ [N − 1] and j ∈ [N ]
the final equality coming from the observation that v 0 , d i = 1 N 1, d i = 0 for all i ∈ {1, . . . , N − 1}. Following Hütter and Rigollet (2016) we recall that v k , d i 2 ≤ 2k 2 π 2 N 3 for k ∈ {1, . . . , N − 1}. Splitting the sum at = 0, and utilising v , e i 2 ≤ 2 N leaves the following two series
Begin with the left most series. Following the previous calculations, split the series depending on whether k or are each greater than or less than N 2π
k 2 (c 2 2 (0.2 + 2 2 ) + 2c 2 1 ) 2 .
Each of these are then bound using N −1 k=1 k 2 ≤ N 3 as follows
k 2 (c 2 2 (0.2 + 2k 2 ) + 2c 2 1 ) 2 ≤ N 4 (2.2c 2 2 + c 2 1 ) 2 N 2π =1 N −1 k= N 2π +1 k 2 (c 2 2 (0.2 + 2 2 ) + 2c 2 1 ) 2 ≤ N 4 (2.2c 2 2 + 2c 2 1 ) 2 .
Meanwhile the second series is bounded by similarly splitting and bounding each half
Bringing together we get s β i,j 2 2 ≤ 52π 2 c 2 2 (0.2c 2 2 + c 2 1 ) 2 + 10π 2 c 2 2 N 2 (0.1c 2 2 + c 2 1 ) 2 .
D.1 Supplementary calculation for Section 2.4
In this section we present the calculation showing that there exists a choice of (c 1 , c 2 ) when δ 2s Agents ≤ 1/α that implies δ from Lemma 5 can be bounded δ < 1 54(1+α) 2 . Begin by fixing α := 54(1+α) 2 . It is then sufficient to choose c 2 1 > 1+δ 2s Agents To save on notational burden, assume balls to be in p−dimensional euclidean space and so 0 balls can be denoted B 0 (s, p) = B 0 (s), and similarly for 1 balls. Define for some a > 0 the p-dimensional 2 ball B 2 (a) = {v ∈ R p | v 2 ≤ a}.
We begin with the follow Lemma that can be seen as a generalisation of (Loh and Wainwright, 2011, Supplementary Material Lemma 11) to include the intersection of a convex cone F.
Lemma 7. For any constant s ≥ 1 and convex cone F ⊆ R p we have
where cl · and conv{·} denote the topological closure and convex hull, respectively
Proof. Let A, B ⊆ R p be closed convex sets, with support function give by φ A (z) = sup θ∈A θ, z and φ B similarly. It is know that φ A (z) ≤ φ B (z) if and only if A ⊆ B (see for instance (Hug and Weil, 2010 , Theorem 2.3.1)). We now check this condition with A = cl B 1 ( √ s) ∩ B 2 (1) ∩ F and B = cl conv B 0 (s) ∩ B 2 (3) ∩ F Denote the intersection F 1 = F ∩ B 2 (1) as well as its closure F 1 = cl F ∩ B 2 (1) . For any z ∈ R p let z F 1 denote the 2 projection of z onto F 1 . Now let S ⊆ {1, . . . , p} be the subset that indexes the top s elements of z F 1 in absolute value. Then (z F 1 ) S c ∞ ≤ |(z F 1 ) j | for all j ∈ S, whence
We consider the support function for A. Observe ¶ that A ⊆ F 1 and therefore splitting the inner product into the terms z − z F 1 and z F 1 and using the projection theorem i.e. θ, z − z F 1 = 0 for all θ ∈ F 1 , the support function for A can be written φ A (z) = sup θ∈A θ, z − z F 1 + θ, z F 1 = sup θ∈A θ, z F 1 . ¶ B1( √ s) ∩ B2(1) ∩ F ⊆ B2(1) ∩ F and therefore cl B1( √ s) ∩ B2(1) ∩ F ⊆ cl B2(1) ∩ F weighted combination v = i α i v i with weights α i ≥ 0 such that i α i = 1, and v i 0 ≤ s, v i 2 ≤ 3 and v i ∈ F for each i. Expanding we can write
Applying inequality (6) to vectors 1 3 v i , 1 3 v j and 1 6 (v i + v j ) we have
for all i, j, and hence |v Γv| ≤ i,j α j α j (27δ) = 27δ, proving the first inequality (12). For the second inequality we have from v ∈ (C (2) (s)) c ∩ F ⊆ (C (2) (s)) c where we have applied the substitution u = √ sv v 1 for the first equality, and note that u 2 ≤ 1 from v ∈ (C (2) (s)) c , with the supremum taken thereafter. The final inequality arises from following the same argument used to prove inequality (13) since the set over which the supremum is taken aligns with that in Lemma 7.
