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ABSTRAK 
 
Kompetensi dalam memprediksi financial distress menjadi penelitian penting karena 
keuntungan dalam mencegah kegagalan keuangan perusahaan. Selain itu, model 
pemprediksian financial distress akan memberikan manfaat bagi investor dan kreditor. 
Penelitian ini mengembangkan model pemprediksian financial distress bagi perusahaan 
manufaktur yang terdaftar di Indonesia dengan menggunakan Support Vector Machines 
(SVM). Secara matematis, SVM dirumuskan dalam bentuk program kuadrat, yang 
membutuhkan waktu komputasi yang tinggi dalam menemukan solusi optimal. Dalam 
penelitian ini, Cross Entropy (CE) digunakan untuk mengoptimalkan salah satu 
parameter SVM yang merupakan Lagrange multiplier untuk menemukan solusi optimal 
atau dekat solusi optimal dual Lagrange SVM. Akurasi model prediksi dan perhitungan 
waktu akan dibandingkan antara standar SVM dan CE-SVM. Akhirnya diketahui bahwa 
CE-SVM dapat memecahkan masalah klasifikasi dalam waktu komputasi 9,7 kali lebih 
singkat dibandingkan dengan standar SVM dengan hasil akurasi yang baik. 
 
Kata kunci: cross entropy, lagrange multipliers, support vector machines, financial 
distress  
 
 
ABSTRACT 
The competence in predicting financial distress becomes an important research due to 
the advantage in preventing companies financial failure. Besides, financial distress 
prediction model will give benefit to the investors and creditors. This research develop 
a financial distress prediction model for listed manufacturing companies in Indonesia 
using Support Vector Machines (SVM). Mathematically, SVM is formulated in the form 
of quadratic programming, which requires high computational time in finding the 
optimal solution. In this research, Cross Entropy (CE) is used to optimize one of the 
SVM’s parameter that is Lagrange multipliers to find the optimal solution or near 
optimal solution of dual Lagrange SVM. The accuracy of the prediction model and 
computation time will be compared between standard SVM and CE-SVM. Finally, note 
that the CE-SVM can solve classification problems in computing time 9.7 times shorter 
than the standard SVM with good accuracy results. 
Keywords: cross entropy, lagrange multipliers, support vector machines, financial 
distress 
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PENDAHULUAN 
 
Berbagai macam permasalahan yang terjadi di dunia dapat mengakibatkan 
terjadinya krisis perekonomian sebuah negara. Krisis perekonomian yang terjadi di 
sebuah negara secara tidak langsung juga membawa dampak bagi perekonomian 
negara-negara lain di dunia. Krisis ini dimulai dengan merosotnya nilai tukar mata uang 
di negara tersebut dengan nilai tukar mata uang asing sehingga banyak perusahaan yang 
mengalami kondisi yang disebut sebagai financial distress.  
Financial distress adalah sebuah kondisi yang menunjukkan tahap-tahap 
penurunan kondisi keuangan sebuah perusahaan yang terjadi sebelum perusahaan 
mengalami kebangkrutan (bankruptcy). Kondisi financial distress yang tidak segera 
diperbaiki dapat menimbulkan kebangkrutan perusaahan. Jika kondisi financial distress 
ini bisa diprediksi lebih dini, maka pihak manajemen perusahaan bisa melakukan 
tindakan-tindakan yang bisa digunakan untuk memperbaiki kondisi keuangan 
perusahaan sehingga dapat menghindari kebangkrutan. Selain itu, informasi ini juga 
bermanfaat bagi pihak kreditur. Jika kreditur sudah mengetahui bahwa sebuah 
perusahaan sedang mengalami kondisi financial distress maka sebaiknya kreditur tidak 
memberikan pinjaman karena akan sangat beresiko. Pihak lainnya yang juga terkait 
dengan kondisi financial distress sebuah perusahaan adalah para investor karena para 
investor sebaiknya menghindari untuk berinvestasi pada perusahaan yang sedang 
mengalami financial distress. Dengan alasan inilah prediksi financial distress menjadi 
topik bahasan yang penting dalam urusan finansial atau keuangan. 
Penelitian mengenai prediksi kebangkrutan sudah dimulai sejak tahun 1960-an 
dan terus berkembang hingga saat ini. Altman (1968) melakukan prediksi kebangkrutan 
dengan menggunakan data dari laporan keuangan dan menyatakan bahwa proses 
kebangkrutan sebuah perusahaan merupakan proses dalam jangka waktu yang panjang 
sehingga dalam sebuah laporan keuangan seharusnya tercantum signal peringatan akan 
terjadinya kebangkrutan. Penelitian yang dilakukan oleh Altman (1968) menggunakan 
metode Multiple Discriminant Analysis (MDA) dimana metode MDA ini 
mengasumsikan bahwa variabel bebas (independent variables) harus memenuhi 
multivariate normal distribution dan memiliki matiks kovarian yang sama. Selain itu 
keluaran (output) dari MDA adalah nilai kontinu sedangkan output yang diharapkan 
pada permasalahan ini adalah nilai diskrit [0,1] (Sun et al., 2013). Dimulai dari 
penelitian Altman, bermunculan penelitian-penelitian lainnya dengan pengembangan 
metode statistik, seperti logistic regression (Martin, 1997). Adanya asumsi-asumsi yang 
ketat dalam metode tradisional statistik seperti linearitas dan normalitas membuat 
aplikasinya dalam permasalahan menjadi terbatas (Delen at al., 2013). 
Dari metode statistik, kemudian muncul penelitian-penelitian dengan 
menggunakan teknik data mining untuk membangun model prediksi financial distress, 
dimana kelebihan dari teknik-teknik data mining adalah tidak adanya asumsi-asumsi 
linearitas dan normalitas seperti dalam metode tradisional statistik.   Salah satu peranan 
dari data mining adalah teknik klasifikasi yang bertujuan untuk menghasilkan model 
sehingga dapat menggolongkan data testing ke dalam kelas seakurat mungkin. 
Pada tahun 1990-an perkembangan teknik data mining dan kecerdasan buatan 
(artificial intelligent) meliputi beragam metode, seperti decision tree (DT), case-base 
reasoning (CBR), artificial neural network (ANN), dan support vector machine (SVM). 
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Teknik-teknik tersebut banyak diaplikasikan untuk memprediksi financial distress 
perusahaan (Chen, 2011). Pada beberapa penelitian, metode SVM telah terbukti sebagai 
metode yang cukup handal untuk kasus klasifikasi dan regresi. Shin at al. (2005) dan 
Min dan Lee (2005) menggunakan SVM untuk memprediksi kebangkrutan dari 
beberapa perusahaan di Korea Selatan dan menyimpulkan bahwa SVM lebih baik 
daripada MDA), Logit (Logistic Regression), dan NN (Neural Network).  Hui dan Sun 
(2006) dan Ding et al. (2008)  juga menggunakan SVM untuk memprediksi financial 
distress pada perusahaan-perusahaan di Cina dan mendapatkan hasil yang sama. Nisa 
(2013) menggunakan metode SVM dan Linear Discriminant Analysis (LDA) untuk 
memprediksi financial distress pada perusahaan manufaktur di Indonesia dan 
didapatkan hasil bahwa metode SVM memberikan akurasi yang lebih baik daripada 
LDA.  
Ide dasar dari SVM adalah memetakan data input ke dalam ruang berdimensi 
tinggi dimana nantinya akan dapat ditemukan fungsi pemisah yang linier. Untuk 
menemukan fungsi pemisah ini, cara kerja SVM adalah memaksimalkan jarak diantara 
dua titik terdekat dari dua kelas yang berbeda. Hal ini dicapai dengan memformulasikan 
permasalahan sebagai quadratic programming. Untuk menemukan solusi dari 
permasalahan quadratic programming ini diperlukan waktu komputasi yang cukup lama 
terutama bila jumlah datanya sangat besar (Santosa, 2009). Untuk dapat mempersingkat 
waktu komputasi dan meningkatkan akurasi dari model maka diperlukan pencarian nilai 
optimal dari parameter yang digunakan dalam SVM. Menurut hasil penelitian Min dan 
Lee (2005), pencarian parameter yang optimal dalam SVM dapat meningkatkan akurasi 
dari model. Dalam penelitian ini, Cross Entropy (CE) akan diaplikasikan pada dual 
Lagrange SVM untuk mencari nilai optimal atau mendekati optimal untuk salah satu 
parameter dari SVM yaitu Lagrange multipliers (α) yang selanjutnya akan digunakan 
dalam SVM. Dengan digunakannya metode CE-SVM ini diharapkan akan 
mempersingkat waktu komputasi dengan tingkat akurasi yang tetap terjaga. Oleh karena 
itu nanti akan dibandingkan hasilnya dalam hal waktu komputasi dan akurasi antara 
metode SVM standar dengan metode CE-SVM. 
 
 
MATERI DAN METODE 
 
Support Vector Machines 
SVM adalah sebuah algoritma yang diusulkan oleh Vapnik pada tahun 1995. 
SVM tergolong metode klasifikasi baru dan telah banyak dijadikan metode dalam 
sejumlah penelitian, seperti pattern recognition, regresi, dan estimasi. Menutut Santosa 
(2007), SVM berada dalam satu kelas dengan ANN tetapi dalam banyak implementasi 
terbukti bahwa SVM memberikan hasil yang lebih baik daripada ANN dalam hal solusi 
yang dicapai. ANN menemukan solusi yang berupa lokal optimal sedangkan SVM 
menemukan solusi yang global optimal.  
SVM menggunakan masukan dari data training untuk menemukan fungsi 
pemisah (klasifier/hyperplane) terbaik diantara fungsi yang tidak terbatas jumlahnya 
untuk memisahkan dua macam obyek. Hyperplane terbaik didapatkan dengan 
memaksimalkan margin atau jarak diantara dua set obyek dari kelas yang berbeda. SVM 
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dapat diterapkan pada data yang bersifat linear maupun non-linear. Untuk kasus 
klasifikasi, dimana datanya tidak linear dapat menggunakan metode Kernel. 
Problem optimisasi dengan menggunakan SVM untuk kasus klasifikasi dengan 
dua kelas dapat dirumuskan sebagai berikut: 
 
                                                                     1 
Subject to: 
  
Dimana: 
xi  = data input 
yi  = output dari data xi 
w, b  = parameter yang akan dicari nilainya 
C  = parameter yang ditentukan oleh user (penalty error) 
 
Menggunakan Lagrange multipliers, α, inequality constrains pada persamaan 1 dapat 
diformulasikan sebagai dual Lagrange sebagai berikut: 
                           2 
Subject to:  
   
Dimana m adalah jumlah data yang digunakan untuk training. 
Decision function yang akan dihasilkan memenuhi rumusan: 
                              3 
Untuk mengatasi permasalahan yang bersifat tidak linier, dapat digunakan 
metode kernel. Dengan metode kernel suatu data x di input space di mapping ke feature 
space F dengan dimensi yang lebih tinggi. Suatu kernel map mengubah problem yang 
tidak linier menjadi linier dalam space baru. Fungsi kernel yang biasanya dipakai dalam 
literatur SVM (Haykin, 1999 dalam Santosa, 2007): 
1. Linear:  
2. Polynomial:  
3. Radial basis function (RBF):  
4. Tangent hyperbolic (sigmoid): , dimana ,   
Pemilihan jenis fungsi kernel yang akan digunakan untuk substitusi dot product di 
feature space akan sangat bergantung pada data. 
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Cross Entropy 
 Metode CE merupakan metode yang cukup baru yang awalnya diterapkan untuk 
simulasi kejadian langka (rare event) kemudian berkembang untuk beberapa kasus 
antara lain optimasi kombinatorial, optimasi kontinyu, dan machine learning. Metode 
CE termasuk dalam teknik Monte Carlo yang bisa digunakan untuk menyelesaikan 
kasus optimasi. CE dapat digunakan untuk menyelesaikan permasalahan optimasi 
kombinatorial yang kompleks dengan cara meminimasi cross entropy yang dilakukan 
dengan cara menerjemahkan masalah optimasi deterministik menjadi stokastik, 
kemudian menggunakan teknik simulasi kejadian langka.  
 Dalam metode CE ada aturan penting untuk mengupdate parameter. Ide utama 
dari metode CE dapat dinyatakan sebagai berikut: misalnya terdapat suatu masalah 
untuk meminimasi suatu fungsi f(x) pada setiap x yang berasal dari χ dimana nilai 
minimum yang didapat adalah ϒ*,  
                                                                                                                 4 
Kita perlu melakukan beberapa langkah untuk menemukan x sehingga f(x) minimum. 
Pertama kita bangkitkan bilangan random x melalui suatu probability density function 
(pdf) tertentu. Misalnya, bangkitkan nilai x yang berdistribusi normal sejumlah N 
sampel. Untuk distribusi normal, diperlukan parameter nilai μ dan σ untuk 
membangkitkan χ. Lalu tentukan parameter  yang tidak terlalu kecil, misalnya  = 0,1. 
Parameter ini menentukan berapa persen dari seluruh sampel yang akan kita gunakan 
untuk mengupdate parameter v berikutnya. Nilai  akan menentukan berapa banyak dari 
N sampel, porsi yang akan diambil sebagai sampel elite. Selain itu diperlukan konstanta 
α yang digunakan untuk membobot parameter pada iterasi sekarang dan iterasi 
sebelumnya. Metode CE melibatkan prosedur iterasi, dimana tiap iterasi dapat dipecah 
menjadi dua fase: 
a. Membangkitkan sampel random (x) dengan menggunakan mekanisme atau distribusi 
tertentu. 
b. Memperbaharui parameter (v) dari mekanisme random berdasarkan data sampel elite 
untuk menghasilkan sampel yang lebih baik pada iterasi berikutnya. 
 
Data Penelitian 
Penelitian ini menggunakan sampel perusahaan manufaktur terbuka yang 
terdaftar pada Bursa Efek Indonesia (BEI). Perusahaan yang menjadi obyek amatan 
dalam penelitian ini adalah perusahaan yang memiliki laporan keuangan lengkap yang 
terdiri dari laporan rugi laba, neraca, laporan perubahan ekuitas, laporan arus kas dan 
catatan keuangan dari auditor independent. Laporan keuangan yang akan digunakan 
dalam penelitian ini adalah laporan keuangan tahunan yang telah diaudit pada periode 
tahun 2010 sampai dengan tahun 2012.  
Data yang dikumpulkan untuk penelitian ini adalah data laporan keuangan 
perusahaan manufaktur terbuka yang ada di Indonesia yang terdaftar pada BEI sebanyak 
116 perusahaan dari semua sub sektor industri manufaktur. Data sekunder berupa 
laporan keuangan perusahaan-perusahaan amatan dapat diperoleh melalui website BEI 
di www.idx.co.id dan juga dari Indonesia Capital Market Directory (ICMD) yang 
diterbitkan oleh Institute For Economic and Financial Research (ECFIN). 
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Indikator utama perusahaan yang mengalami financial distress adalah adanya 
opini going concern dari auditor. Menurut hasil penelitian Hopwood et al. (1989) dalam 
Setyowati (2009), tidak semua perusahaan yang mengalami financial distress  akan 
menerima opini going concern dari auditor. Oleh sebab itu, selain dilihat dari opini 
auditor, kriteria lainnya yang digunakan untuk menentukan perusahaan yang mengalami 
financial distress adalah jika perusahaan tersebut dalam laporan keuangannya 
memenuhi salah satu atau lebih dari kriteria berikut (Setyowati, 2009): Modal kerja 
negatif, artinya perusahaan memiliki hutang lancar yang lebih besar daripada aktiva 
lancar, saldo rugi atau defisit, laba bersih negatif. 
Data yang akan diberi label sebagai perusahaan yang mengalami financial 
distress adalah data untuk tahun 2012 dengan label -1 untuk perusahaan yang 
mengalami financial distress dan label 1 untuk perusahaan yang tidak mengalami 
financial distress. Dari 116 perusahaan yang diamati, terdapat 34 perusahaan yang 
masuk kategori financial distress dan 82 perusahaan yang tidak mengalami financial 
distress. 
 
Identifikasi Variabel 
Variabel-variabel yang akan digunakan pada penelitian ini meliputi variabel 
keuangan dan non keuangan, baik yang bersifat kuantitatif maupun kualitatif yang 
diperoleh dari penelitian-penelitian sebelumnya. Secara lengkap, variabel yang 
diidentifikasi dapat dilihat pada Tabel 1 dan deskripsi untuk tiap-tiap variabel dapat 
dilihat pada Tabel 2. 
 
Tabel 1  Daftar variabel 
Kriteria Sub Kriteria Sumber 
Rasio 
Likuiditas 
Working Capital-to-Total 
Asset 
Beaver (1966), Altman (1968), Lin et al. 
(2011), Nisa (2013) 
Current Ratio Gitman (2009), Nisa (2013) 
Quick Ratio Chen (2011) 
Account Receivable 
Turnover 
Gitman (2009), Chen (2011), Nisa (2013) 
Inventory Turnover Gitman (2009), Chen (2011), Nisa (2013) 
Rasio 
Solvabilitas 
Debt-to-Equity Chen (2011) 
Leverage Ratio Gitman (2009), Chen (2011), Nisa (2013) 
Rasio 
Profitabilitas 
Gross Profit Margin Gitman (2009), Chen (2011), Nisa (2013) 
Net Profit Margin Gitman (2009), Chen (2011), Nisa (2013) 
Operating Profit Margin Setyowati (2009) 
ROE 
Li & Sun (2009), Chen (2011), Nisa 
(2013) 
ROA 
Gitman (2009), Lin et al. (2011), Chen 
(2011), Nisa (2013) 
Rasio 
Pemanfaatan 
Assets 
Asset Turenover Rate Chen (2011) 
Working Capital Turnover 
Rate 
Chen (2011) 
Fixed Asset Turnover Rate Chen (2011) 
Rasio Investor EPS Chen (2011) 
Jurnal Teknik Industri HEURISTIC vol. 13 no. 2, Oktober 2016, hal. 77-88,  ISSN: 1693-8232 
 
83 
 
Kriteria Sub Kriteria Sumber 
PER Prastowo (2011) 
Dividend Payout Prastowo (2011) 
Dividend Yield Prastowo (2011) 
Book Value per Share Chen (2011) 
Internal 
Governance 
Board Size Xie et al. (2011), Nisa (2013) 
Shares Concentration Xie et al. (2011) 
Firm size   Setyowati (2009) 
Opini Auditor   Setyowati (2009) 
Reputasi 
auditor 
  Setyowati (2009) 
 
 
Tabel 2 Deskripsi variabel 
Kriteria Sub Kriteria Deskripsi 
Rasio 
Likuiditas 
Working Capital-to-Total 
Asset 
(Current Assets – Current Liabilities) / 
Total Assets 
Current Ratio Current Assets / Current Liabilities 
Quick Ratio 
(Current assets – Inventory) / Current 
Liabilities 
Account Receivable Turnover Sales / Account Receivable 
Inventory Turnover Cost of Good Sold / Inventory 
Rasio 
Solvabilitas 
Debt-to-Equity Total Liabilities / Total Equity 
Leverage Ratio Total Liablities / Total Assets 
Rasio 
Profitabilitas 
Gross Profit Margin Gross Profit / Sales 
Net Profit Margin Net Income / Sales 
Operating Profit Margin Operating income / Sales 
ROE Net Income / Total Equity 
ROA Net Income / Total Assets 
Rasio 
Pemanfaatan 
Assets 
Asset Turenover Rate Sales / Total assets 
Working Capital Turnover 
Rate 
Sales / Working Capital 
Fixed Asset Turnover Rate Sales / Fixed Assets 
Rasio Investor 
EPS 
(Laba bersih – dividen saham istimewa) / 
jumlah lembar saham biasa yang beredar 
PER Harga pasar per lembar saham biasa / EPS 
Dividend Payout Dividen per lembar saham biasa / EPS 
Dividend Yield 
Dividen per lembar saham biasa / Harga 
pasar per lembar saham biasa 
Book Value per Share 
(Total Stockholders’Equity – Preferred 
Stock) / Jumlah lembar saham biasa yang 
beredar 
Internal 
Governance 
Board Size 
Logaritma jumlah anggota dewan 
komisaris 
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Kriteria Sub Kriteria Deskripsi 
Shares Concentration 
Jumlah saham kepemilikan diatas 5% / 
Jumlah saham yang beredar 
Firm size   Logaritma natural total asset 
Opini Auditor   
0 = untuk opini going concern 
1 = untuk opini wajar tanpa pengecualian 
Reputasi 
auditor 
  
0 = untuk KAP kecil 
1 = untuk KAP besar 
 
Transformasi Data 
Transformasi data ini perlu dilakukan untuk membuat rentang data yang 
sebelumnya tidak sama untuk setiap variabel menjadi seragam sesuai dengan rentang 
yang telah ditentukan. Teknik yang akan digunakan dalam melakukan transformasi data 
dalam penelitian ini adalah scaling. Dalam penelitian ini akan digunakan skala (-1,1), 
dimana dalam hal ini, batas bawah (BB) adalah -1 dan batas atas (BA) adalah 1. Jika 
nilai maksimum tiap kolom adalah Xmax dan nilai minimumnya adalah Xmin, untuk 
mengubah data ke skala baru, dapat digunakan rumus (Santosa, 2007): 
 
Pembagian Data Training Dan Data Testing 
Untuk penentuan jumlah data training, diambil jumlah data yang sama antara 
perusahaan yang tidak mengalami financial distress dengan perusahaan yang 
mengalami financial distress. Data training yang digunakan dalam penelitian ini 
sebanyak 20 perusahan dari kelas positif dan 20 perusahaan dari kelas negatif. Data 
testing yang digunakan dalam penelitian ini sebanyak 10 perusahaan dari kelas positif 
dan 10 perusahaan dari kelas negatif. Sehingga perbandingan antara data testing dan 
data training yang akan digunakan sebesar 2:1. 
 
 
HASIL DAN PEMBAHASAN 
 
Data training dan data testing yang telah ditentukan akan diuji secara komputasi 
dengan software MATLAB R2010a menggunakan metode SVM standar dan CE-SVM. 
Jenis Kernel yang akan digunakan dalam penelitian ini untuk metode SVM Standar 
adalah linier, polynomial derajat 6, RBF dengan σ = 5. NiliC (upper bound) yang 
digunakan sebesar 100.Dataset yang telah diuji dengan SVM standar akan dibandingkan 
hasilnya dengan  pengujian menggunakan CE-SVM. Dataset yang digunakan untuk CE-
SVM sama dengan dataset yang digunakan pada pengujian dengan SVM standar. Jenis 
Kernel yang digunakan juga sama yaitu linier, polynomial derajat 6, RBF dengan σ = 5. 
Banyaknya bilangan random yang dibangkitkan (N) sebanyak 20. Elite sample (rho) 
yang digunakan sebesar 20%. Parameter smoothing untuk update CE sebesar 1. 
Di dalam penelitian ini, data yang digunakan akan diuji untuk tiap-tiap Kernel 
dengan metode CE-SVM sebanyak lima kali percobaan dan dirata-rata untuk satu jenis 
dataset. Hal ini dilakukan karena didalam perumusan CE terdapat penggunaan bilangan 
random sehingga tingkat misklasifikasi dapat berubah-berubah akibat bilangan random. 
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Percobaan  dilakukan  sebanyak tiga  kali percobaan  dengan menggunakan tiga macam 
dataset yang berbeda, dengan masing-masing percobaan menggunakan data training dan 
data testing yang berbeda-beda yang dipilih secara acak. Kemudian hasil dari waktu 
komputasi dan persentase misklasifikasi dari tiga kali percobaan tersebut dirata-rata. 
Ringkasan dari hasil perbandingan pengujian untuk dataset dengan menggunakan SVM 
standar dan CE-SVM dapat dilihat pada Tabel 3. Proses uji coba dilakukan 
menggunakan Intel Pentium CPU B960 2.2 GHz processor, 2 GB RAM. 
Dari Tabel 3 terlihat bahwa metode CE-SVM yang telah dikembangkan 
mempunyai keunggulan dari segi waktu komputasi 9.7 lebih cepat jika dibandingkan 
dengan metode SVM standar. Hal ini karena metode PSO-SVM tidak memerlukan 
solusi melalui quadratic programming. Metode CE-SVM juga memberikan persentase 
misklasifikasi yang cukup baik dibandingkan dengan metode SVM standar untuk ketiga 
jenis kernel yang digunakan. 
 
Tabel 3 Perbandingan Hasil Pengujian Dataset 
Kernel Metode 
Waktu komputasi 
(detik) 
Misklasifikasi 
(%) 
Linear SVM standar 0.97 20 
  CE-SVM 0.10 24 
Polynomial derajat 6 SVM standar 0.97 32 
  CE-SVM 0.10 22 
RBF, σ = 5 SVM standar 0.97 23 
  CE-SVM 0.10 20 
 
 
 
KESIMPULAN 
 
Akhirnya dari hasil analisis di atas dapat diambil kesimpulan dari hasil penelitian kali 
ini adalah bahwa ternyata metode Cross Entropy (CE) dapat dipakai membantu mencari 
penyelesaian masalah dual Langrange SVM. Dan selanjutnya metode CE-SVM yang 
telah dikembangkan mampu memprediksi financial distress dengan waktu komputasi 
9.7 lebih cepat jika dibandingkan dengan SVM standar dengan rata-rata tingkat akurasi 
yang cukup baik. 
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