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COMPUTER SIMULATION OF GRAIN BOUNDARIES IN RUTILE
by
WING-YAN DONA LEE
Submitted to the Department of Materials Science and Engineering on January 28, 1993 in
partial fulfillment of the requirements for the Degree of Master of Science in Materials
Science
ABSTRACT
The equilibrium atomic structure of the (101) and 301) twin boundaries and 210) tilt
boundary in rutile (TiOi) have been computed using an ionic shell model and compared to
high-resolution electron microscope images of the same boundaries using image
simulation. The lowest energy (101) twin boundary structure is characterized by an in-
plane translation of 12 1 11 which conserves the mirror symmetry of the metal sublattice
but which imposes a dsplacement on the oxygen sublattice. The lowest energy 301) twin
boundary structure involves no in-plane translation and is characterized by mirror
symmetry of both the metal and oxygen sublattices. The computed mirror symmetry of the
metal sublattice for both twin boundaries is in agreement with the electron microscope
observations. A small distortion present in the simulated images is caused by a deficiency
in the interatomic potential, which yields a c/a ratio that is too large. The lowest energy
(210) tilt boundary structure is characterized by an in-plane translation of 16 [T201, which
removes the mirror symmetry of the geometrical CSL configuration. The calculated
structure is found to be consistent with the experimental observation. The deficiency in the
interatomic potential does not apparently affect the calculated core structure of this tilt
boundary.
Thesis supervisor: Dr. Paul D. Bristowe
Title: Principle Research Associate
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Ceramics are a large and diverse group of materials with many applications.
Traditional ceramics, often clay based, are used in porcelain, glass, stoneware, and bricks.
Because of the poor thermal conductivity of most ceramics and their ability to withstand
high temperatures, they are commonly used as insulators. For example, ceramic bricks are
used in this way in industrial furnaces. Nowadays, high technology ceramics have been
developed and they are widely employed in electronic devices, optoelectrical devices, laser
generators, and different kinds of sensors [1]. For instance, NiO is used in thermisters
and semiconductor sensors, and A1203 and SnO2 are used in integrated circuits.
Most ceramic materials are crystalline and are composed of many grains of various
sizes. These grains usually have different orientations and are separated by planar defects
called gain boundaries. 'Me presence of these gain boundaries influences the physical
properties of the material, such as its mechanical and electrical properties, and also affects
the behavior of other defects including dislocations, impurities, and point defects.
Consequently, the performance of a device fabricated from a ceramic material can be
significantly dependent on the presence and distribution of these defects. As a prerequisite
to understanding how these imperfections affect the material's properties, it is important to
obtain microscopic information concerning the defects. In particular, we are interested in
several gain boundaries found in Ti02-
TiO2 is traditionally used in paint pigments. In addition, it has been recognized for
some time that the unusual dielectric and optical properties of TiO2 (rutile) can be used
advantageously in a variety of electronic devices and gas sensors [1]. The most sriking
property of the material is its exceptionally large and anisotropic static dielectric constants.
The technological importance of TiO2 has led to many structural as well as electronic
6
Chapter I INTRODUCTION
studies of this oxide with particular focus on defects, since defect formation can be directly
correlated with physical properties.
Probably the most studied defect is the crystallographic shear plane 3] which
forms in non-stoichiometric TiO2 by the aggregation of oxygen vacancies. A less studied,
but equally important, extended defect is the grain boundary, which is present in all
polycrystalline TiO2 and can act as a strong source or sink for other defects, especially
impurities. Grain boundaries are planar defects that separate two differently oriented
regions of the material which, along with other defects, can induce a region of space-
charge that can clearly influence the electrical characteristics of the material.
In this thesis, I describe a microscopic investigation of two commonly occurring
planar defects in TiO2, namely the (101) and 301) [010] twin boundaries and also a less
common planar defect: the Y=15 120) [0011 tilt boundary. The atomic structure and
energy of these boundaries are determined by combined atomistic simulation and high-
resolution electron microscopy (HREM). The atomistic calculations are performed using
empirical pair potentials with a shell model and relaxation techniques. The resulting
equilibrium structures are compared to the HREM observations using image simulation.
Chapter 2 will describe the geometry of grain boundaries in terms of the
coincidence site lattice (CSL) model, the structure of grain boundaries using a dislocation
model, and previous experimental and computational studies on planar defects in ceramic
oxides. Chapter 3 will discuss general aspects of atornistic calculations. In our
computations using the MIDAS code 4] a molecular statics type calculation is used which
involves energy minimization and employs empirical pair potentials with a shell ion model.
'Me details of the computational techniques employed in MIDAS will be given. Chapter 4
will describe the HREM method and iage simulations. Some general aspects of electron
microscopy, especially HREM, will be described. Image simulations are carried out using
the EMS program[51 which employs the multislice method to compute the intensity
7
distribution of the diffracted electrons as they exit the bottom surface of a thin-film
bicrystal containing the boundary. In Chapter 5, the preparation of TiO2 bicrystal
specimens possessing the desired grain boundary and their corresponding HREM
observations will be described. Chapters 6 and 7 will discuss the results of our atomistic
calculations and compare the simulated images with the experimental images for the two
[ I 1 twin boundaries and the one [00 I I tilt boundary. The validity of our calculations and
possible future studies will be discussed in Chapter 8. Finally, in the Appendices, a
supplement to the MIDAS documentation is provided together with details of the TiO2
potential used and the computational results.
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In this chapter, we will focus on the general description of a grain boundary in any
material. There are three kinds of grain boundary: twist, tilt and general. Their definitions
and geometries will be described in detail in section 21. A grain boundary structure can
be modeled according to dislocation theory, which will be discussed in section 22.
Finally, the computational and experimental studies previously performed on grain
boundaries in ceramics oxides will be reviewed in sections 23-2.5.
2.1 General Aspects of Grain Boundaries
A grain boundary can be constructed as follows: consider two differently oriented
single crystals of the same material; a boundary is formed by joining these crystals along a
common crystallographic plane. In the process, atoms in the vicinity of the boundary relax
to minimize the total energy of the bicrystal system. According to Weins et al. 6], one
crystal may rigidly translate relative to the other after relaxation. In general, a bicrystal
system with an interface has nine geometrical variables: three parameters for the crystal
orientation, three parameters for the position and inclination of the boundary plane, and
three parameters for the translation vector. In many cases the boundary region will relax
locally. The position of the boundary plane and the rigid translation will automatically
adjust to the values that give a minimum total energy and are determined by the crystal
Disorientation and the inclination of the boundary plane. As a result, the number of
geometrical variables reduces to five.
In defining a grain boundary, it is easier to begin by visualizing the bicrystal
system as a model of two adjoining crystals with the same orientation. Without applying
any rotation or translation to the two crystals, the whole crystalline solid is just a perfect
9
Chapter 2 GRAIN BOUNDARIES IN CERAMIC OXIDES
bulk lattice. When one crystal is rotated with respect to the other, a grain boundary is
formed. When the rotation axis is perpendicular to the boundary plane, the boundary
formed is called a pure twist boundary. When the rotation axis is parallel to the boundary
plane, a pure tilt boundary is formed. If, after rotation, one of the crystals is related to the
other by mirror symmetry across the boundary plane, the boundary is specifically called a
twin boundary. A general boundary is the combination of a pure twist and pure tilt
boundary.
The geometry of a grain boundary can be described in terms of the coincident site
lattice (CSL) model. In this model, the two crystal lattices with different orientations
adjoining the boundary extend throughout the whole space. All the atoms with the same
atomic environment for a CSL and produce a 3-dimensional "dichromatic pattern," which
is illustrated in two-dimensions in fig. 2 1. However, the exact CSL exists only at certain
misorientaions, which can b represented by the reciprocal density of coincidence sites
(1). The I-value represents the fraction of the lattice sites that would overlap if the two
rotated lattices interpenetrated. Consider rotation about a 0011 tilt axis in a cubic crystal.
Only a mnO) grain boundary can be formed and it can be specified by according to the
expressions:
m + n when (m 2 + n 2) is odd eqn 2 )
I (M 2 + n2) when m 2 + n 2) is even eqn. 22)
2
where m and n are integers.
The misorientation angle is represented by:
t 2 * tan-1 ( M eqn. 23)
n
10
An example of the CSL and the geometric parameters of a 1--5 0011 tilt grain boundary in
a cubic crystal are illustrated in fig. 22. As one can see, a NIT is the dimension of the
CSL where a is the lattice constant.
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Fig. 21 A 2-dimensional dichromatic pattern: One square lattice (black) is rotated reiative
to another (white) by an angle 0=36.9' about the axis normal to the page.
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'SL
,SC
Fig. 22 The CSL and DSC lattice of the 1=5 [0011 tilt grain boundary in a cubic crystal.
The CSL is the larger square lattice (drawn in bold) and the DSC is the smaller
square lattice 1/5 the size of the CSL.
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Since the two crystal lattices are periodic, CSL boundaries on rational planes are
also periodic. During relaxation, one lattice may shift or translate with respect to the other.
In general, these translations will not preserve the pattern of coincident sites. However,
one set of translation vectors do preserve this pattern and these are the basis vectors of the
DSC lattice. A DSC lattice for the previous example, the E-5 [0011 tilt boundary in a
cubic crystal, is shown in fig. 22.
2.2 Dislocation Model of Grain Boundaries
The dislocation model is the most widely accepted model for describing the
structure and energy of low-angle grain boundaries. In this model, a grain boundary can
be produced by introducing an appropriate set of dislocations into an otherwise single
crystal. To offset the long-range stress field caused by the arrays of dislocations, the
single crystal transforms into a bicrystal by lattice rotation in the plane of the dislocations
(the boundary plane). 'Me angle of rotation that corresponds to the misorientation angle of
the low-angle gain boundary is related to the density of dislocations by 71,
X ii) *2sin( 0 ) eqn.(2.4)
2
where is the rotation angle, is the rotation axis, is a vector lying in the grain
boundary plane, and is the total Burgers vectors of all the dislocations cut by V From
eqn 24, one can determine the dislocation content of a grain boundary. When a stack of
edge dislocations is introduced along the boundary plane, the total Burgers vector is
perpendicular to the boundary plane. As a result, the rotation axis should be parallel to the
boundary so that V x d is parallel to P. In this case, the grain boundary formed is a tilt
boundary. Similarly, a twist boundary can be produced by introducing an array of screw
dislocations along the boundary plane. The total Burgers vector lies along the boundary
plane and the rotation axis is perpendicular to the boundary.
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A more general grain boundary can be formed by a combination of screw and edge
dislocations. It can be described by Frank's formula, the more general form of eqn. 2.4),
(V ii) eqn. 2.5)
where bi is the Burgers vector of a certain set of dislocations and Ni is the vector defining
that set of dislocations.
As seen from eqn. 22. the dislocation density (for a given Burgers vector)
increases with increasing boundary misorientation. When the dislocations become so close
together that their cores overlap (which happens in high-angle grain boundaries), the
dislocation model is no longer valid. However, several studies have shown that the model
can be extended to high-angle boundaries by the introduction of higher-order dislocations
(secondary grain boundary dislocations) which accornodate angular deviations from the
special low-Y orientations 7-91.
2.3 Grain Boundaries in Ceramic Oxides
Internal interaces in solids are important in determining the properties of materials.
An understanding of the atomic structure of these interfaces is therefore believed to provide
important information in studying materials. There have been extensive investigations of
grain boundaries in metals. The calculated results generally agree with experimental
observations obtained from field-ion microscopy, X-ray diffraction and transmission
electron microscopy (TEM) [IO].
To understand the difference between grain boundaries in metals and ceramic
oxides at the microscopic level, it is important to understand the difference in bonding.
The bonding in simple metals is largely controlled by electrons and their interaction with
metallic ion cores. In contrast, the bonding in simple transition metal oxides is
predominantly ionic, with some degree of covalency and significant polarization, which is
caused by the distortion of electron clouds around displaced ions. The ionic bond is
14
formed by an almost complete transfer of electrons from the metal atoms to the oxygen
atoms. As a result, metal ions and oxygen ions attaining closed-shell configuration are
produced; that is, the entire lattice is composed of cations and anions. With this ionic
property, grain boundaries in metal oxides can act as a sink or a source for other charged
defects and therefore can build up a region of space charge.
For the past decade, numerous atomistic calculations have been performed on grain
boundaries and other crystal defects in ceramic oxides such as magnesium oxide, nickel
oxide, and tin dioxide. However, the validity of many of these calculated results could not
be confirmed since direct experimental observations were not available. With the recent
development of high-resolution electron microscopy (HREM), which can achieve a point-
to-point resolution of up to 2A. microscopic studies of a wide range of tilt gain boundaries
in ceramic oxides were made possible [11]. In addition, axial illumination HREM
performed under appropriate conditions allows for direct, atomic-scale, structure
observation of internal interfaces 121. In the following, a review of both the
computational and experimental work on grain boundaries in some ceramic oxides will be
given.
2.4. Atomistic Calculations of Grain Boundaries in Ceramic Oxides
Among the earlier computer simulation work on gain boundaries in oxides,
Chaudhai and Charubnau 13] studied four low-Y, [001] twist boundaries in MgO using
the Born-Mayer potential tas well as the molecular-statics method and a rigid lattice
approximation to calculate the boundary energies. Their model is considered too simple to
produce meaningful results 10]. In their calculation, the boundary was constructed by
joining two crystals, and the whole structure was relaxed by rigidly changing the space
between the two crystals instead of relaxing the individual ions. The energy minimization
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approach was unable to include all other modes of relaxation, and it failed to give stable
grain boundary structures.
Most atomistic calculations have been performed on gain boundaries in NiO and
MgO, which both have the rocksalt structure. The simulation method used in the later
computational studies by Duffy and Tasker 8-91 was far more developed relative to the
early work. The equilibrium structure of a series of [0011 and 0111 tilt boundaries was
determined using the Harwell computer code MIDAS 41, which employs an efficient two-
dimensional summation technique to calculate the long-range Coulomb interactions, as well
as the Fletcher-Powell minimization method to find the stable structures. The details of
MIDAS will be discussed in the next Chapter. Duffy and Tasker used the Sangster and
Stoneham 14 empirical potential for the energy calculation. For both series of [001] and
[0111 tilt boundaries, cusps were found in the plot of boundary energy versus
misorientation angle. The lowest-energy structure among these boundaries was found to
be a coherent twin, which has a densely-packed structure. They also found that all the
boundaries were stable against dissociation into two free surfaces and, except for the
coherent twin, all were displaced from the coincidence configuration. Additionally, the
lower-angle boundaries were found to be more densely packed than the higher-angle
boundaries, which were suggested to have enhanced, but anisotropic, diffusion properties.
In another study, Duffy and Tasker investigated the interaction between impurity ions and
grain boundaries in NiO [ 151. Their investigation was important since grain boundary
segregation strongly affects the physical properties of materials. According to their
studies, impurities segregate to grain boundaries, thereby affecting the defect
concentration, the diffusion, and the mobility of grain boundaries. In their model, they
used the Cottrell. approach to calculate the interaction energy of neutral ions with the
hydrostatic stress field of the boundaries. They found that the energy and the ionic size
misfit have a linear relationship.
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Duffy and Tasker 71 also studied [0011twist boundaries in cubic oxides (eg., NiO)
using a dislocation/structural unit model to predict the boundary structures and computer
simulations to confirm the stabilities of these structures. In their paper, they demonstrated
that [001] coincident tilt boundaries could be analysed in terms of edge dislocations even
for some high nisorientation angles and, similarly, [001] coincident twist boundaries
could be resolved into arrays of [I 101 screw dislocations. A computer simulation of the
1=29 twist boundary in NiO was used to confin-n the predicted structures obtained from
the dislocation model. They finally concluded that several structures may exist for a given
gain boundary, and that the dislocation/structural unit model does not predict a unique
structure for any grain boundary 7].
In a more recent study by Harding et al.[111, the structure of the Y=5 310),
symmetrical tilt boundary in NiO was calculated and compared with experimental
observations by Merkle and Smith 161. The previously calculated structure of Duffy and
Tasker 6] was found to be different from the experimental results. In Harding's work,
they suggested several possible reasons for the difference, and they attempted to simulate
the structures based on the observation of Merkle and Smith. They focused mainly on two
of the possible reasons for the discrepancy: the existence of several stable boundary
structures for a particular grain boundary and the temperature effect. It was suggested that
the molecular-statics calculation may miss some other stable boundary structures and,
indeed, they found one more stable symmetric structure, with a higher boundary energy
than the one predicted by Duffy and Tasker, that agrees with one of the structures
observed. The second factor is the different temperatures at which the experiment and the
calculation are performed. The calculation assumed K while the experimental samples
were quenched at a high temperature. The relative stabilities of different grain boundary
structures vary with temperature. In Harding et al.'s work, the relative stability of the
Duffy and Tasker structure and the new structure was investigated using the free energy
17
minimization method. Ile originally predicted structure was found to remain more stable
than the new structure. Harding et al. suggested that which boundary is formed may
depend on its mobility and other kinetic factors. They were unable to simulate another
observed asymmetric structure. According to Merkle and Smith, the boundary observed
has a lower ion density and a small dilatation. This suggested further work can be done to
search for more stable boundary structures by removing ions pairs in the boundary plane
I 1].
'Mere have been a few computational studies on surfaces and point defects in SnO2
[17-181. However, no atornistic calculations of grain boundaries in SnO2 have been made
to date. A series of [00 II tilt grain boundaries in TiO2 have been modeled using a
polarizable point ion shell model by Matsushima et al. 191. Their result showed that a plot
of boundary energies versus misorientation angle contains cusps and peaks. The cusps
corresponded to the boundaries with Yvalues less than 39. However, the calculated
energy values were usually large (3-20mj-2). They explained the energy results and their
variation with misorientation in terms of the monopole field on the ions and the 1-value It
was concluded that the boundary energies are directly related to the Y-value in TiO2.
2.5 Experimental Studies on Grain Boundaries in Ceramic Oxides
Most experimental studies on grain boundaries or lattice defects have concentrated
on NiO, SnO2 and Ti02- Merkle and Smith 161 observed the 310) and (510) [001] tilt
gain boundaries (1=5 and Y= 3) in NiO using HREM. They prepared the NiO bicrystal
specimens using the Vemernil technique and the specimens were observed under HREM at
4OOkV with axial iumination. From the HREM images, they found that several different
core structures coexist. As mentioned in the last section, they observed one symmetric and
one asymmetric core structure, which are different from the calculated structures, for the
1=5 boundary. For the 1=13 boundary, three different core structures were observed.
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Both the boundaries have a small lattice dilatation. The core structures of the 1=5
boundary seemed to be more open than the calculated structure. From the above two
observations, it was suggested that there might have been a high concentration of Schottky
ion pairs in the grain boundary 13,16]. The discrepancy between the calculated and the
observed structures may also be explained by the fact that the relaxation of grain
boundaries in aton-listic calculations is usually performed on the fully dense planes. As a
result, different structures may be obtained when point defects are introduced into the
boundaries during the calculations. This prediction is further supported by direct
correlations of grain boundary energy with the rigid translation non-nal to the boundary and
with the number of bonds broken per unit area of the grain boundary 12].
1wanaga et al. 201 have investigated twins and dislocations in SnO2 whiskers,
which are grown by oxidation of metallic tin. In their experiment, they determined the
crystal orientations of the growth direction on the surface of the SnO2 whiskers by using
X-ray oscillation and Laue methods combined with optical and scanning electron
microscope observations. From the TEM observations, they detected grown-in
dislocations and identified twin boundaries on 301) and 121) planes. Atomic structures
for both the twin boundaries were proposed.
19
Chapter 3 ATOMISTIC CALCULATIONS - POTENTIALS
AND METHODOLOGY
3.1. Introduction
Computer simulation has been widely used to predict the atomic structure of grain
boundaries and other crystal defects in materials. The method is based on the minimization
of the total energy of a microscopic ensemble containing a defect by three-dimensional
relaxation. In general, there are two simulation techniques: molecular dynamics and
molecular statics. In the molecular statics method, the calculation is performed at a
temperature of K. Merefore, there is no atomic motion and the atoms possess only
potential energy. On the other hand, in molecular dynamics each atom possesses a
potential and a kinetic energy and obeys Newton's laws of motion. The calculation
therefore proceeds at a finite temperature. Starting with an initial configuration, the
simulation continues by solving Newton's equations of motion for all the atoms over a
certain time period to determine the equilibrium positions as well as the velocities of the
atoms. In this way, the calculation provides detailed information about the dynamics of the
system. The molecular dynamics method is the most powerful and general atomistic
simulation method. However, it also has some shortcomings. The calculation is complex
and cornputationally expensive especially when applied to ionic materials with long-range
Coulomb interactions. According to Catlow et al. 21], it is usually limited to simulation
times of 100ps or less. In addition, it is difficult to include atomic polarizabilities (via a
shell model), which are important in ionic materials.
The molecular statics technique has been widely used in modeling the atomic
structure of planar defects in oxides. It has been shown to be powerful in predicting the
equilibrium stable structures. In an approach which is similar to the molecular dynamics
20
method, an initial configuration is required and the simulation proceeds by adjusting the
positions of the atoms until a minimum energy configuration is reached. In this thesis,
several grain boundaries in TiO2 have been studied using the MIDAS program 4], which
employs the molecular statics calculation. T'here are three basic procedures that have to be
considered in implementing either simulation method: the choice of interatomic potentials,
the method of calculating total interaction energies, and the method of performing energy
minimization. They will be discussed briefly in this chapter. In particular, the techniques
implemented in MIDAS will be given in detail.
3.2 Interatomic Potentials and Bonding
Bonding in most metal oxides, including TiO2, is predominantly ionic. For most
classical potential models, a two-body central force is assumed. The total potential energy
is the summation of pair potentials between two different atoms as below:
FN) E..(l F. - F 1) eqn Q )
kj
where is the position vector of atom i and Ej is an interatomic potential energy function
that is dependent on the distance between a pair of atoms. In general, the interatomic
interaction in an ionic material is composed of the long-range Coulomb interactions
between ion cores, the short-range interactions which include core-core repulsion,
covalence and dispersion, and atomic polarization. The short-range attractive interactions
(e.g. dispersion) are usually so small that their contribution to the total energy is ignored.
Each energy term will be discussed in the following. The Coulomb interaction is by far the
largest term and varies as the inverse first power of the interionic distance, as shown in
eqn 32:
q * qj eqn. 3.2)
V'j = 4 reo (I F - Fj 1)
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Therefore, eqn 3. 1) can be rewritten as,
E(Fj,...,FN = E[Vjj(rjj)+Ojj(rjj)] eqn. 3.3)
i<j
where rj corresponds to the interionic distance and 0(rij) is the short-range potential.
There are several functional forms commonly used in describing the short-range
repulsion potential. In the present work, a modified Born-Mayer form has been used
(known as the Buckingham potential) which includes both core-core repulsion (the
exponential) and short-range dispersion (the inverse sixth power):
O(r = A exp(- r C eqn. 3.4)
P r6
The exponential term is supported on theoretical grounds by the exponential relationship
between the interionic distance and the overlap of the wavefunctions of the ions 221.
Atomic polarization can be introduced into ionic models in different ways. 'Me
rigid ion model, which is the simplest model, assumes ions have integer formal charges
and ignores atomic polarization. This model is a poor representation of ceramic oxides
since ionic polarisabilities are significant, and in addition, it would fail in defect studies
involving large ionic displacements. The simple model that includes the polarization effect
is the point polarizable-Ion model. In this model, the dipole moment, g, is assumed to be
directly proportional to a local electric field, i.e., Al = OE. This approximation can only
be applied to isolated atoms or small molecules 12]. In solids this model breaks down,
since it fails to include the coupling between the short-range repulsion and atomic
polarization. A better and more widely employed model in solids is the shell model, which
was developed by Dick and Overhauser 23]. In this model, each ion consists of a core,
where atomic mass is concentrated, and a massless shell. The core and shell are connected
by a harmonic spring with a force constant, k, and the atomic polarizabilitiy is represented
as follows:
22
Y2
a=- eqn. 3.5)
4 irEok
where Y is the shell charge and F-0 is the dielectric contant of the material. The model is
illustrated in fig. 3 I. The shell can be thought of as the valence electron orbitals although
in some cases the shell charge has been calculated to be positive. 'Me sum of the charges
of the shell and the core is the formal charge on the ion. More elaborate models, such as
the breathing shell model, have been developed to include the distortion of the shell. With
these models, more parameters are required to describe the shell-core potential, and it
becomes more difficult to fit all the parameters simultaneously. Therefore, they are not
widely used. In any event. the standard shell model is usually accurate enough in
reproducing the structural, dynamic, and defect properties of ionic and semi-ionic solids
[241.
;sless shell
with charge Y
Fig. 31 An ion represented by a shell model. Y is the shell charge and k is the force
constant of the harmonic spring connecting the core to the shell.
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The short-range potentials can be derived by empirical parameterization. In this
approach, a potential function is assumed and the parameters of the function are fitted to
various physical properties of the material. As mentioned previously, the Buckingham
potential combined with a shell model is commonly used in ionic solids. Some of the shell
model parameters are incorporated into eqn 35 by means of the fitting parameters A, r,
and C. All the potential parameters are adjusted so as to reproduce, as accurately as
possible, experimental data such as the dielectric constants and lattice parameters. The
resulting potentials can be verified by comparing with the phonon dispersion curves. The
calculated potentials usually agree more or less with the experimental data. However, there
are some shortcomings. The fitted potentials can be calculated only in a perfect lattice.
Since there is not enough information about potentials over a wide range of ionic
separations, they may not accurately describe the forces in defective lattices. This problem
is more apparent in high-syffunctry lattice structures 24]. In addition, it is possible that no
good fit can be made with the experimental data. Nevertheless, the empirical pair potential
model is generally accurate enough and the calculation is simple and straightforward. To
make the parameter fitting process more flexible, a spline-fitted polynomial function can be
employed 221. Another way to construct potentials is by non-empirical parameterization,
which is generally more reliable and accurate. Examples include the use of electron-gas
models to calculate short-range potentials and the Hartree Fock method to calculate non-
bonded potentials 24].
3.3 Calculation of interaction energies
In ionic solids, the dominant energy term comes from the long-range Coulomb
interactions, which are also known as Madelung potentials. The total Madelung sum in a
crystal containing N atoms is given by
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Mad IE = -II qjqj (I Fi +I) eqn. 3-6)
2 . i
where qi and qj are the charges on ions i and j with position vectors of Pi and ri
respectively, Fj is defined as Fi-fj), and is a 2-dimensional lattice vector that
generates other sites in the plane equivalent to ion j. In the MIDAS program (see section
3.5), an efficient two-dimensional summation technique 41 derived from Ewald
summations is used to calculate the Madelung energy, which consists of a sum in
reciprocal space Ml and a sum in real space M The Madelting sum, eqn 37, can be
rewritten as:
MadE =_jjqjqj(M! +Mg) eqn. 3.7)
2
MRExpressions for M! and ij are given in ref 4.ii
3.4 Energy Minimization
The simplest and most direct way of performing energy minimization is to calculate
the first derivatives of the total energy with respect to all structural properties (xi) and use a
steepest descent gradient method to locate minima. The first derivatives at the local minima
should have considerably small values. However, this method is very inefficient and the
process is very slow. A more efficient method utilizes the second derivatives of the energy
to guide the direction of the minimization process. For instance, in the Newton-Raphson
second derivatives scheme, the convergence proceeds iteratively according to the following
expression 211:
Xn+l = Xn - Hn* gn eqn. 3.8)
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dE
where n refers to the number of iterations, gn is the first derivative -, and Hn is the
dXj
A
inverse matrix of second derivatives dxj dxj .In this method, the second derivatives need
to be updated after each iteration and, consequently, extra computational effort is required
reducing the efficiency of the calculation. This shortcoming can be overcome by using the
Fletcher-Powell algorithm, which can approximate Hn accurately without recalculation
every 20-30 iterations 21 .
As in other Newton methods, the above minimization process does not always
converge and it sometimes locates only the minima closest to the initial configuration.
Therefore, it is necessary to perform calculations on many different initial configurations to
ensure a global minimum is found.
3.5 The MIDAS Program
The MIDAS program was developed by Tasker 261 and is described in detail by
Harding 4]. In the following, a brief summary of the program is given. MIDAS, which
stands for Minimization for Interfacial Defects and Surfaces, can be used to study two-
dimensional periodic planar extended defects such as surfaces, stacking faults, and grain
boundaries. It also allows for the introduction of point defects into these planar defects.
The program employs a planewise summation technique to calculate the long-range
Coulomb interactions and a Newton-Raphson second derivative scheme for energy
minimization. It is designed for use with a shell ion model to describe interatomic
interactions. The potential and their minimization have been described in the previous three
sections.
In the program, the crystal is considered as a stack of planes periodic in two
dimensions. The computational cell is composed of two regions: a relaxable region 
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where ions can be relaxed individually, and a rigid region 2 where ions are fixed with
respect to each other but can move as a whole. The complete cell can be divided into two
blocks which are misoriented with respect to one another to form an interface as illustrated
in fig. 32. The crystallography of the interface is determined by the orientation of the
blocks, and relative rotation. Using this construction, the total energy of the whole block
is divided into three terms:
Etot = El I E22 E.12 eqn. 3.9)
where El I is the total energy of the inner regions 1, E22 is the total energy of the outer
regions 2 and E2 is the interaction energy between regions I and regions 2 As
described previously, each energy consists of the long-range Coulomb interaction, the
short-range Buckingham repulsion and the polarization term. The interface energy is given
as follows:
r= [ Erot - E(bulk)] / A eqn. 3. 1 0)
where Etot is the total energy of the lattice with an interface, E(bulk) is the total energy
of the perfect bulk, and A is the surface area of the interface.
MIDAS uses a coordinate system in which the x-direction is defined to be
perpendicular to the interface and the lattice is periodic along both the y and z directions.
The input data file for the program should include the following: the lattice vectors, the
lattice constants, the basis for a complete unit cell, the block orientations, and the potentials
of both block I and block 2 (if they are different). A rigid translation and a rotation of
block 2 with respect to block I are required to define the planar defect of interest. The
program consists of two parts. The first part reads in all the data and sets up the blocks
appropriately for the calculations. 'Me second part calculates the total energy and performs
energy minimization to locate an equilibrium configuration. The architecture of the
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Fig. 32 The computational blocks in MIDAS.
outer regions 2 are rigid.
The inner regions I are reliable while the
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program and the details of each subroutine are described by Harding 4]. Supplementary
documentation is given in the Appendix.
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Chapter 4 HIGH RESOLUTION ELECTRON MICROSCOPY
(HREM) AND IMAGE SIMULATIONS
The electron microscope has long been used to study the structure of matter. It is
especially useful in the investigation of the local structure of isolated defects. The detailed
principles behind high resolution electron icroscopy (HREM) have been described by
Spence 271. Basically, electrons from an electron gun illuminate a thin specimen, scatter,
and are then focussed to form an image. The only limitations are multiple scattering and
the microscope's insensitivity to atomic position along the electron beam direction caused
by the two-dimensional nature of electron diffraction. There is generally no direct or
simple relationship between the structure of a specimen and the corresponding electron
image. However, with recently improved instruments, which can achieve a point
resolution of up to 2, together with better methods of preparing thin specimens, direct
observation of the specimen's atomic structure can be obtained using axial electron beam
illumination.
The optical configuration of an electron microscope is similar to that of an optical
microscope. However, magnetic lenses are used to focus the electron beams. The
imaging principle in electron microscopy is based on phase-contrast microscopy, which
results from the phase changes of the electron waves across the specimen. Under electron
illumination, the specimen behaves like a medium of varying atomic potential and hence
refractive index. This variation must be converted to intensity variation so that we can see
the electron diffraction pattern of the crystal when they exit the specimen. For high-
resolution imaging, strong contrast is usually obtained by using a coherent source of
illumination and by imaging at an under-focus condition.
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Several parameters are used to describe the operating conditions of a electron
microscope and which determine the quality of an image. The accelerating voltage, which
can vary from lOOkV to several MeVs, determines the wavelength of the electron beam
used to illuminate the specimen and consequently determines the point reolution of the
image. 'Me higher the voltage the higher the electron energy and therefore the smaller the
X. As X decreases, the point resolution increases and, in an ideal phase-contrast
microscope, is related to X by the following expression 271:
d = 0 66 C I/ 4'I/ 4 eqn. 4. 1)
S
where Cs is the spherical aberration of the objective lens. The value of Cs, which usually
ranges between 0.5 and 2.5mm, depends on lens excitation and object position. As shown
in eqn. 41), the point resolution increases as Cs decreases. As a prerequsite for
obtaining an image that reflects the atomic structure of a specimen, the point resolution d
must be smaller than the interatomic spacings, otherwise direct interpretation of the
structure from the image will be inaccurate.
Another important parameter is the objective aperture size, which controls the
image intensity and the number of diffracted electrons to be included. When the aperture
diameter is large, more or higher orders of diffraction can be included and therefore the
intensity of the image increases. By including higher orders of diffraction, more structural
details can be observed. The coherence of the interfering electron beams is controlled by
the sen-d-divergence angle Oc which is the semi-angle subtented. by the electron beam at the
specimen. As Oc increases, finer details of the specimen structure can be revealed in the
image.
In order to interpret the experimental HREM images correctly, image simulations
based on proposed atomic models must be performed. Image simulations are carried out
using the EMS (Electron Microscope Simulation) package, which was developed by
Stadelmann [5]. The process of simulating the HREM images involves two steps: the
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calculation of the electron wavefunctions at the exit face of the crystal, and the calculation
of the image intensity. In our case, the axial illumination method is used for imaging grain
boundaries. 'Me multislice method is employed to compute the intensity distribution of the
diffracted electrons as they exit the bottom surface of a thin-film bicrystal containing the
boundary. In this approach, a bicrystal whose atomic positions have been generated using
MIDAS, is made up of many layers or slices. The exiting wavefunctions are computed
from the transmission functions and their associated Fresnel propagator by performing
multislice iterations. With a knowledge of the electron wavefunctions, the variations in
atomic potentials across the specimen can be converted into variations of image intensity.
This image can then be displayed as variations in black-and-white intensity.
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Chapter INVESTIGATION OF GRAIN BOUNDARIES IN
TiO2
5.1 General Aspects of Grain Boundaries in TiO2
TiO2 has the rutile crystal structure similar to that of SnO2 and many other
transition metal dioxides and fluorides. The tetragonal unit cell of TiO2 is shown in fig.
5.1 191. The lattice constants of TiO2 are shown and given by a =0.46nm and c
0.30nm. The c/a ratio s 064. The Ti atoms are arranged in a tetragonal cell and each of
them is at the center of an octahedron of ions. Ti4+ are located at 0,0,0) and
('0.5,0.5,0.5) and 02- are located at ±(uuO), ±(u+0.5,0.5-uO), (u+0.5,0.5-u,0.5) and
(0.5-uu+0.5,0.5), where u is the rutile parameter 0-305) of Ti02-
C
I
d
Fig. 5.1 The tetragonal unit cell of Ti02- The closed circles correspond to the metal
atoms and the open circles correspond to oxygen atoms.
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We have investigated the (101) and 301) [0101 twin boundaries and the 210)
[001] tilt boundary in TiO2. For a rn0n) [010] boundary, the angle of misorientation 
with respect to the [00 I] directions in both grains, is given by eqn. 5. 1,
0 = 2 tan na eqn. (5. 1)
Mc
It is seen that is dependent on the c/a ratio of the tetragonal unit cell. For the (101) twin
boundary in TiO2 (c/a--0.64), this angle is 114.4' while for the 301) twin boundary, this
angle is 54.7'. For a (mnO) [001 ] tilt boundary, the angle of misorientation with respect
to the [I 101 directions in both grains is given by eqn 52,
0 = 2 ir - tan- n A eqn. 5.2)
4 M
where 69 is independent of the c/a ratio. In this case, the 210) tilt boundary in TiO2 has an
angle Oof 36.9'.
5.2 Experimental Results on the (101) and 301) Twin Boundaries in TiO2
Twin boundaries in TiO2 and the closely related compound SnO2 have been the
subject of several. previous experimental investigations. Suzuki et al. 29] have observed
the structure of the 101) twin boundary in both materials using HREM. Lattice images of
the boundary indicate that its structure is essentially the same in both the materials and is
consistent with the proposed atomic model illustrated in fig. 5.2(a). This model is
characterized by an in-plane translation of 12 [Till, which conserves the mirror
symmetry of the metal sublattice but which imposes a displacement on the oxygen
sublattice. This displacement ensures that the oxygen bond distortion at the boundary is
minimized. However, the position of the oxygen sublattice cannot be confirmed from the
HREM images since most of the observed contrast comes from the metal ions. Since the
model structure is only mirror symmetric with respect to the metal sublattice, it may be
called a pseudo-twin. Gao et al. 30] have recently made similar HREM observations of
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54.703 0 i )
(b)
Fig 52 Proposed aton-k models for (a) the (101) and (b) the 301) twin boundary in TiO2
(and SnO2) viewed along the 010] direction. Closed and open circles represent
metal ions and oxygen ions respectively. Circle size indicates depth along [0101.
35
this boundary and have proposed a very similar atomic model for the boundary although
this model does not specify the position of the oxygen ions.
The 301) twin boundary has been observed in SnO2 by Iwanaga et al. 20] using
scanning electron microscopy and an atomic model for its structure has been proposed. As
shown in fig. 5.2(b), this model is characterized by mirror symmetry about the 301)
twinning plane of both the metal and oxygen sublattices and may therefore be called a
reflection twin. Gao et al. 301 have also observed this boundary in TiO2 using HREM
although in their paper it was identified as an asymmetric [0101 tilt boundary. he lattice
images, however, appear to be qualitatively similar to the proposed atomic model shown in
fi g 52 (b).
5.3 Sample Preparation and Experimental Results on the 210) [001] Tilt
Boundary of TiO2
A TiO2 bicrystal containing a 210) [001] tilt boundary, provided by Dr. Kotani
and Prof. Tuller (MIT), was prepared using a laser float zone method. This method,
which is described in more detail elsewhere 31], involves growing a bicrystal from the
melt using a C02 laser and a TiO2 bicrystal seed. The bicrystal seed is fabricated from
two cut and polished 210) wafers of which one is rotated 180' about the [0011 axis
relative to the other. The process, as illustrated in fig. 5.3(a), creates the 210) [001] tilt
boundary geometry which is characterized by a 36.9' angle of misorientation between
[ 1 1 01 directions in each wafer. In practice, however, it is experimentally difficult to
achieve this geometry precisely. As a result, the actual grain boundary grown in the
present work using the bicrystal seed exhibited a boundary plane normal which deviated
slightly from 210]. Fig. 5.3(b) shows the process of growing the bicrystal from the melt.
Thin sections of the grown bicrystal were then prepared for HREM observation, which
was performed by Dr. Solorzano (MM.
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Fig. 53 (a) Fabrication of the TiO2 bicrystal seed. (Courtesy of Prof. Tuller)
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Fig. 53 (b) Growth of the TiO2 bicrystal by a laser float zone method. (courtesy of Prof.
TuRer)
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A high-resolution structure image of an extended section of the tilt boundary is
shown in fig. 5.4(a). The image was obtained using the Berkeley atomic resolution
microscope with Cs=2mm operating at 8OkV. In fig. 5.4(b) the image has been
compressed in the horizontal direction to emphasize its structural characteristics. 'Me metal
ion columns along [00 II are imaged as black dots for a defocus value of -69nm. The
oxygen ions are not imaged under these conditions. The boundary is seen to consist of
short 210) segments approximately 4nm in length separated by small steps about 0.5nm
high. The formation of steps in the boundary is probably caused by the slight deviation of
the boundary plane normal from 2101. In the present study, it is the short 210) segments
of the boundary that are of interest, since they represent, as closely as possible, the 210)
[0011 boundary geometry of interest. An enlarged view of one of the 210) segments is
shown in fig. 5.7(b) and has been processed digitally to remove noise and other artifacts.
The boundary structure is seen to be periodic with a repeat length of approximately 1nm,
which is the periodicity of the 1=15 CSL (i.e., a[T201 where a=0.46nm). In addition,
the structure is not mirror symmetric about the boundary plane and therefore possesses an
in-plane translation, which is estimated to be about 0.17nm or a/6[T201 relative to the
symmetric CSL structure. Although the structure of the metal sublattice may be deduced
from this image, the position of the oxygen ions remains undetermined.
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(a)
ku.)
Fig. 54 (a) HREM image of a 210) [0011 tilt boundary in TiO2. Metal ion columns are
black. Boundary structure is characterized by short segments of coherent
(2 1 0) structure separated by steps.
(b) Compressed view of (a) emphasizing the stepped nature of the boundary.
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Chapter 6 ATOMISTIC CALCULATIONS AND IMAGE
SIMULATION RESULTS
The equilibrium structure of the two twin boundaries and the tilt boundary were
determined using the MIDAS program and the potential constructed by Catlow et al. 28].
In general, this potential reproduces reasonably well the physical properties of the material
and in particular the dielectric and elastic constants. However, Catlow et al. 28] noted that
it was difficult to fit both the equilibrium conditions and the static dielectric constants,
which are exceptionally large and anisotropic in the case of TiO2, simultaneously with the
pair-potential model. As a result, the calculated c/a ratio is 071, which is about 10% too
large compared with the experimental value 0.64). It is noted that some of the potential
parameters, such as the range of the interactions, were not specified by Catlow et al. and,
in this work, reasonable values have been assumed. In addition, the fon-n of the core-shell
potential is taken to be that defined by Harding 4]. 'Me search for low energy structures
included the application of in-plane translations and volume expansions.
6.1 The (101) and 301) Twin Boundaries
The twin boundary calculations were performed using computational blocks
containing up to 96 relaxable ions. The relaxation process could also involve the removal
of ions at the boundary; this was, however, found to be unnecessary. A systematic
variation of the translation state of the (101) twin boundary yielded two stable structures.
The first structure, characterized by mirror symmetry of both the metal and oxygen
sublattices (a reflection twin) had a relatively high boundary energy of 1853mJ m-2 as
indicated in table 1. The second structure, characterized by an in-plane translation of 12
[T 1 1], had a considerably lower energy of 124mJ m-2. This energetically preferred
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second structure is illustrated in fig. 5.5(a) and is clearly very similar to the proposed
pseudo-twin model shown in fig. 5.2(a).
A corresponding investigation of the translation states of the 301) twin boundary
yielded only one stable structure. This structure (shown in fig. 56(a)) is characterized by
mirror symmetry of both the metal and oxygen sublattices (a reflection twin) and had an
energy of 42OmJ -2. The pseudo-twin configuration of the 301) twin boundary obtained
by an in-plane translation of 12 [T 131 was found to be unstable. The computed low-
energy reflection twin is seen to be very similar to the proposed model for this boundary
shown in fig.5.2(b).
Thus, the calculations have demonstrated that the proposed models for both the
(101) and 301) twin boundaries are, in fact, energetically preferred configurations.
Moreover, these configurations are very strongly bound, since their energies are
considerably lower than the computed energies of the (101) and 301) free surfaces (see
table 1). The calculated volume expansions for the two preferred structures are quite small
and approximately 0.0 I nm for the (IO 1) boundary and 0.04nm for the 30 1) boundary.
In the image simulations of our calculated models, the film thickness and defocus
were taken to be 5.5nm and -60nm, respectively, so that the [010] atomic columns
containing metal ions appear as white dots. The oxygen ions are not imaged under these
conditions. Te simulated images of the two energetically preferred (101) and 310) twin
boundary structures are shown in figs. 5.5(c) and 5.6(c) respectively. A comparison
between these images and the HREM observations for both boundaries shown in figs.
5.5(b) and 5.6(b) indicates good agreement with respect to the relative positions of the
metal ions along the boundary planes. These positions are seen to be mirror symmetric
and preserve almost bulk coordination across each boundary. One difference between the
simulated and observed images, however, is the misorientation of the boundaries. Since
the interatomic potential used in the calculations predicts a c/a ratio which is 10% too large,
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Fig. 5.5 (a) Computed equilibrium structure of the (101) twin boundary with closed and
open circles representing metal and oxygen ions respectively.
(b) HREM image of the (101) twin boundary.
(c) Simulated image of the (101) twin boundary based on the computed structure
using a film thickness of 5.5nm and a defocus of -60nm. Metal ion columns
are imaged as white dots.
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Fig.5.6 (a) Computed equilibrium structure of the (301) twin boundary with closed and
open circles representing metal and oxygen ions respectively.
(b) HREM image of the (301) twin boundary.
(c) Simulated image of the (301) twin boundary based on the computed structure
using a film thickness of 5.5nm and a defocus of -60nm. Metal ion columns
are imaged as white dots.
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Interface Translation Energy (mJ -2) Volume Expansion
(nm)
(101) reflection twin 0 1853 0.01
(101) pseudo-twin 1/2 [T Ill 124 0.01
(301) reflection twin 0 420 0.04
(301) pseudo-twin 1/2 131 Unstable -
(101) free surface - 1333 -
(301) free surface - 1588 -
the misorientation angles of the computed (101) and 301) boundaries are approximately 4'
too small. This leads to a slight distortion of the simulated images relative to the observed
images as a careful examination of figs. 5.5 and 56 indicates. However, this distortion
does not appear to affect the twin boundary core structures to any significant extent.
The volume expansions were also measured using digitized HREM images 12].
As in the calculations, quite small volume expansion values, .01nm and 0.02nm, were
obtained for the (101) and 301) twins, respectively. Therefore, these values are
consistent with the computed volume expansions in table .
Table Computed results for the 101) and 301) twin boundaries and surfaces.
6.2 The 1=15 210) [0011 Tilt Boundary
The tilt boundary calculations were performed using computational blocks
containing up to 144 relaxable ions. In a few of the calculations, ions were removed at the
boundary to determine whether this process could also lower the boundary energy.
However, to maintain charge neutrality, only Schottky trios (complete TiO2 units) were
considered for removal. Although a systematic study of ion removal at the boundary was
not undertaken, the Schottky trios that were removed did not lower the energy of the
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boundary. A thorough investigation of the translation state of the boundary without
removing ions yielded only one well-defined low-energy structure. This structure is
characterized by an in-plane translation a/6[120] relative to the mirror symmetric CSL
configuration. This structure is illustrated in fig. 5.7(a) and has a computed energy of
1700mjm-2. This energy is considerably lower than twice the computed 210) surface
energy of 1410n-Jrn-2 and is therefore a stable configuration. The calculated volume
expansion is 0.04nm. The stability of the low-energy structure was tested in various
ways: by Schottky trio formation, by changing the translation state, and by varying some
of the computational parameters such as model size, the potential parameters, and the
method of relaxation. The structure shown in fig. 5.7(a) was consistently found to be
stable.
The electron image of the computed tilt boundary was then simulated using EMS.
In the simulations the film thickness and defocus were taken to be 4.8nm and -69nm,
respectively, so that the (00 I I atomic columns containing metal ions appear as black dots.
The simulated image of the low-energy tilt boundary structure is shown in fig. 5.7(c) A
comparison between this image and the HREM observation shown in fig. 5.7(b) indicates
good areement with respect to the position of the metal ions at the boundary and their
translation state. This result confirms the conclusion that the observed boundary structure
occupies the a/6 I T201 translation state. In addition, the calculation provides information
on the location of the oxygen ions which, at the boundary, occupy compromise positions
between the two gains. One subtle difference between the simulated and observed images
is the appearance of brighter spots along the boundary in the simulation. The brighter
white spots in the simulation, which represent open channels along the tilt axis, may
indicate that the calculated structure has a larger free volume than observed, although a
quantitative measurement of the experimental intensities has not yet been performed.
It is noted that the boundary structure observed and calculated in the present
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Fig. 5.7 (a) Computed equilibrium structure of the (210) [001] tilt boundary with closed
and open circles representing metal and oxygen ions respectively. The circle
size indicates depth along [00 I].
(b) Processed HRTEM image of a periodic segment of (210) [001] boundary.
(c) Simulated image of the (210) [001] tilt boundary based on the computed
structure in (a) using a Mm thickness of 4.8nm and a defocus of -69nm.
Metal ion columns are black.
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study is different from that calculated previously by Matsushima et al. 19]. Although the
basic computational method used in the previous work was quite similar to that used here
(an ionic shell model), the details of the interatomic potentials employed are different. The
structure obtained by Matsushima et al. 19] wich is redrawn in fig. 5.8, exhibits a
translation state of a4[T20] and is also a less dense structure, since ions have apparently
been removed from the boundary core. The computed boundary energy was 3684mjm-2,
which seems large. Although an image simulation of tis structure has not been
performed, it seems unlikely that it will fit the present observations.
0
Fig. 5.8 The I= 1 5 (2 1 0) [0 I tilt boundary structure in O2 proposed by Matsushima 
19]. It is characterized by an in-plane translation al4 120] relative to the mirror
symmetric configuration.
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Using an ionic model with shell interactions, we have computed the equilibrium
structures of two twin boundaries and one low-index tilt boundary in TO2 and found them
to be consistent with experimental images of the same boundaries obtained by high-
resolution electron microscopy. Both twin boundary structures are characterized by
mirror-symmetry of the metal sublattice. However, the calculations indicate that the (101)
twin boundary is actually translated by 12 [I 1 1], which conserves the mirror symmetry of
the metal sublattice but displaces the oxygen sublattice. The 301) twin boundary structure
has full mirror symmetry of both sublattices and is therefore a reflection twin. These
structures are in qualitative agreement with previously proposed atomic models for the
boundaries. However, it is found that the computed structures of both twin boundaries are
slightly distorted relative to the observed structures due to a deficiency in the interatomic
potential, which yields a c/a ratio that is too large. Although this distortion does not appear
to affect the structure of coherent interfaces such as twin boundaries, it may influence the
computed structure of more general grain boundaries. In addition, it is noted that all the
above calculations have been repeated for SnO2 using an interatomic potential similar to the
one used for TiO2 but which is better at reproducing the observed /a ratio of SnO2 171.
It is found that the equilibrium twin boundary structures in SnO2 and TiO2 are isomorphic
in agreement with the observations of Suzuki et al. 29].
The calculated equilibrium structure of the Y=15 36.9' 210) [001] tilt boundary in
TiO2 is found to be consistent with an experimental image of the same boundary structure
obtained by high-resolution transmission electron microscopy. The boundary structure is
characterized by an in-plane translation of a16 [T20] which removes the mirror symmetry
of the geometrical CSL configuration (i.e., both the metal and oxygen sublattices).
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Chapter 7 CONCLUDING REMARKS
Although the location of the oxygen ions is not determined from the HREM observations,
the calculations indicated that they occupy compromise positions between the two grains at
the boundary. The creation of point defects at the boundary was found to be unnecessary
in the calculations in order to obtain a low-energy configuration and a good match with the
observations. A known deficiency in the interatomic potential employed in this study,
which yields a c/a ratio that is too large, does not apparently influence the calculated core
structure of the tilt boundary investigated. It is noted that both our calculated structure and
observed structure are different from the model proposed by Matsushima et al. 19] which
is characterized by a different translation state, larger free volume and higher energy.
Since a sstematic removal of Schottky trios from the bicrystal system has not yet
been performed, we have not confirmed that our calculated model is the lowest energy
configuration possible. In addition, a systematic study of introducing charged point
defects into the boundary structure should also be undertaken in the overall search for low
energy boundary structures. Future studies should focus on incorporating the above two
approaches into the modeling process. A program known as CHAOS 32] is available and
capable of introducing charged defects into the computation. This program would also be
suitable for simulating grain boundary segregation in TiO2, which is also an area for future
study.
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APPENDIX 1: Supplementary Documentation for the MIDAS program -
Definition of Variables
COMMON/ACC/
ARG=6
ARGTST = 3 - V3
G = n/Ap'EA
RRLT
RRLTA F6 *AREA/
COMMON/BAS/
XBASI(3, 100)--Basis coordinates in a unit cell of block I
XBASM(3, 100)--Basis coordinates in a unit cell of block II
NBASI--Nui-nber of ions in the unit cell of block I
NBASM-Number of ions in the unit cell of block II
LTPB I -S tores Ion types for each ion of the unit cell of block I
I-TPBSM--Stores ion types for each ion of the unit cell of block II
COMMON/BASTYP/
LTBASX--T'he array dmension should be at least the total number of ions in both
the regions I
LTBASY--'De array dimension should be at least the total number of ions in both
the regions 2
COMMON/BLCK/
XPIPI-Orientation vectors of block I faces P 1, P2, P3)
XPIPI-Orientation vectors -of block faces
XLPIPI('3,2)--Surface lattice vectors of block I 9 1, 2)
XLP1PI(3,2)--Su.rface lattice vectors of block H
I P
XMAXI(3)--Nonna1'zation constants for the block vectors of block I 1/1 21,
IA P31)
XMAXI(3)--Non-nalization constants for the block vectors of block 1
COMMON/CPI/
Pl=n
TWOPI=2n
RoT-rpi= Vi
EMIN= 10-6
COMMON/CUBIC/
For use with cubic spline potential
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COMMON/CUTOFF/
CUTPOT--Potential cutoff (in lattice units)
CUTSHL--Maximum core shell separation (in lattice units)
COMMON/DEFECT/
XPERF--Stores the coordinates of the ions being removed
XDEF--Stores the coordinates of the ions being added
QBOUND--The reduced boundary charge needed to quench the dipole for dipolar
surfaces calculation
LTDEF--Stores type index of the ions being added
LPERF--Stores type index of the ions being removed
NDEF--Number of defects
COMMON/DISP/
THETA--Angle of rotation in degrees. Default=0
SHIFT'X--Absolute distance of block II shifted in x-direction (program's scale)
SHIF'rY--Absolute distance of block III shifted in y-direction (program's scale)
SHIFTZ--Absolute distance of block H shifted in z-direction (program's scale)
TRANS--Rigid translation in x-direction of block I with respect to block H (in
units of lattice repeat)
10
SCALEI--Supercell scale of block 1. Default= 01
10
SCALEM--Supercell scale of block H. Default= 01
NPRE--Switch for pre-n-tinimization. Default--O (pre-minimization)
If NPREMIN appears in the input file, NPRE=L(no pre-minimization)
COMMON/DUM/
XLAT--Temporarily stores a particular set of lattice vectors
XBAS--Temporarily stores the basis coordinates of a unit cell
LTBAS--Temporarily stores the ion types for the corresponding basis
COMMONIENERGY/
EMAD--Coulomb energy
EREP--Repulsive energy
EPOL--Polarization energy
EBOUND--Boundary interaction energy
ERGN111--Region 2 interaction energy for dipolar surfaces
EMADS(200)--Store Madelung potential energy of ions in both the regions I
COMMONANTS/
NATI --Total number of ions in both the regions 
NAT2--Total number of ions in both the regions 2
NATI 1--Total number of ions in region of block I
NAT12--Total number of ions in region 2 of block I
ISTART--a flag
ISHELL--Affect the output layout
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Default=0, cores and shells are fisted separately in the output
ICHRGE--Switch for modification on outer charges. Default--0
IDUMP--Switch for producing dump files. Default--O (no dump file produced)
IPERP--Switch for constraints (volume fixed) on minimization. Default--O (no
constraints)
COMMONAONS/
Y--Stores ions coordinates in both the regions 2
CHRGE--Stores charges of ions in both the regions 2
LTYPE--Stores types of ions in both the regions 2
N1--Stores total number of ions for each type of ions (NI(I)=24 means 24 ions are
of type )
COMMON/LATFN/
XO--x-component of , where = kL + kO
YO--y-component of
ZO-z-component of
RAD--Limit for MOD(kL + R)
XL(3,2)--Inputted lattice vectors
ICOM--a flag
COMMON/LATT/
XLAT1(3,3)--Lattice vectors of block I. (1,N), (2,N), (3,N)
XLATM(3,3)--Lattice vectors of block H
RLATI--Lattice constant of block I
RLATM--Lattice constant of block 1
RATIO--ratio of attice constant of block H to that of block I
COMMON/MAD/
SX--Force between ions I and J along x-direction
SY--Force between ions I and J along y-direction
SZ--Force between ions I and J along z-direction
SMAD--Madelung potential sum between ion I and J
SREP--Summation of short-range repulsive potential over all
SPOL--Summation of short-range polarization potential over all
COMMON/PIPE/
PLN I A--Inputted size of region I of block I (units of repeated distance
perpendicular to the interface)
PLNIB--Inputted size of region I of block H
PLN2A--Inputted size of region 2 of block I
PLN2B--Inputted size of region of block H
RPTDSI--1 d 1,1, where is a lattice vector of block 1, is the x-component of .
RPT`DSM-- d1,1, where d'is a lattice vector of block II, is the x-component of
W.
RNORMI--Length of the orientation vector of block I, II
RNORMM--Length of the orientation vector of block H I 21
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COMMON/POTBCK/
REPBCK--Repulsive Buckingham potential, AeV)
RHOBCK--RHO(A)
VDWBCK--van der Waals Buckingham potential coefficient, QeV*A6)
DBCK-the Buckingham potential coefficient D(ev*A8)
V(R = A* exp(-%H0)-5/R6_%8
COMMON/POTF?M/
IPTYP
IPTINP
NPTBCK--Number of Buckingham potentials
NPTSPL--Number of spline potentials
NCUBIC--Number of cubic spline potentials
NSPRNG--Number of spring potentials
COMMON/POTSPG/
AK2--T'he harmonic coefficient of the core-shell self-energy
AK4--T'he quadric coefficient of the core-shell self-energy
V(R = Ix (AK2 + AK4 * R') * R'
2
COMMON/POTSPU
For use in setting up the potential in spline form
COMMON/RCPCU
RCEP--Mnimum length of the surface reciprocal lattice vector
XRLT(3,2)--Surface reciprocal lattice vectors
XRCIP--Coordinates of the reciprocal vectors
AREA--Surface area of the unit cell of block I (program's sacle), ly x 21
NRCEP--Number of reciprocal lattice vectors
COMMON/REGION/
RSIZlA--Absolute size of region I of block I (program's scale)
RSIZlA = PLNIA * RPTDSI
RSIZIB--Absolute size of region I of block II (program's scale)
RSIZ2A--Absolute size of region 2 of block I (program's scale)
RSIZ2B--Absolute size of region 2 of block II (program's scale)
SHIF7--Units of block II shifted(in terms of repeated distance of block I).
Default=0.5
NBLOCK--Number of blocks. Default=2
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COMMON/ROTI
pi
ROTI--Rotation matrix of block ,
P2
ROTM--Rotation matrix of block H
COMMON/STRT/
ISTRT--Switch for sart or restart directive. Default--0 (start directive)
MAXUPD--Default--30, the second derivative matrix is recalculated every 30
iterations
COMMON/SPLPRM/
For use in setting up spline potential
COMMONfrIME/
It is only used for the Cray.
COMMON/TYPROP/
CHGE--Charge of the different types of ions
AMASS--Atomic mass of the different types of ions
NTYPE--Number of different types of ion species
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lattice constant (a): 45 OA
cla ratio 07071
rutile parameter. 0305
Cation shell charge: 289
Anion shell charge: 2.53
Buckingham potentials:
Ti4+-02- interaction:
02--02- interaction:
Cation core charge: 1. I 1
Anion core charge: 0.53
A = 754.2eV
p = 0.3879A
C = 0
A = 22764.3eV
p = 0. 149A
C = 27.88eV
Potential range: 26 lattice units
Core-shell interactions:
Cation: k-2 = 37.3eV/A
k = I x 15ev/A4
Anion: k2 = 86.4eV/A
k4 = I. I xlO5ev/A4
Maximum core shell separation = 03 lattice units
56
APPENDIX 11: Potential Data for TiO2
Initial Translation Boundary enerEy (mj/m2) Volume expansion (nm)
[0,0,01 2664 - 0.56
1/2[ To, 1 i 1853 0.01
1/2[0,1,01 124* 0.01
1/4[ T,2, 11 124* 0.01
1/2[ T, i, i i 124* 0.01
1/4[7,2,31 3631 0.07
Initial Translation Boundary energy (mJ/m2) Volume ex2ansion (nm)
[0,0,01 420 * 0.04
i/2rTo,31 420 * 0.04
1/2[0,1,0] 1315 0.10
i/2[ T, 1, 31 420 * 0.04
APPENDIX 11: Summary of Computational Results
A. The (101) [0101 Twin Boundary in TiO2 96 relaxable ions)
* Lowest energy structures
after relaxation.
which all occupy the 12[ T, 1, 1 1 translation state (pseudo-twin)
B. The 301) [0101 Twin Boundary in TiO2 96 relaxable ions)
Lowest energy structures which all occupy the [0,0,01 translation state (reflection-twin)
after relaxation.
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Initial Translation Boundary energy nJ/m2) Volume expansion (nm)
1/8[ T,2,01 2289 0.22
1/4[ T 2 01 1673t 0.20
1/2[ T 2 1340t 0.18
7/8[ T,2,01 1701 * 0.04
1/8 [  6,2 1672t 0.20
1/2[0,0,11 1861 0.21
1/8[3,6,4] 1698 * 0.04
3/8[ f 4, 1 2290 0.39
1/8 612,71 1696 0.04
C. The 210) [001] Tilt Boundary in O2 144 relaxable ions)
* Lowest energy structures which a occupy the 16[ T20] translation state after relaxation.
t For these structures, the calculated energy is not reliable since the relaxation resulted a
significantly large volume expansion (greater than 0. 1 nm).
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