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Aschbacher’s recent work on finite simple groups G with e(G) = 3 has led to the 
following problem. Find all tinite simple groups G which contain an element b of 
order 3 such that C(b) contains a normal quasi-simple subgroup L with L/Z(L) g 
.X(4,2) and such that certain further conditions hold. This paper solves that 
problem. 
1. INTRODUCTION 
We are concerned here, as we were in [3,4], with groups that satisfy 
Hypothesis H, . 
HYPOTHESIS H,. G is a finite simple group of characteristic 2 type with 
an element b of order 3 such that: 
(a) C(b) has a quasi-simple normal subgroup L with L/Z(L) 2 
SL(n, 2). 
(b) C(L) has cyclic Sylow 3-subgroups. 
(c) (b) is not strongly closed in C(b) with respect o G. 
(4 m,,,(G) = m&(b)). 
(W e use m,,,(X) to denote the maximal p-rank of a 2-local subgroup of X. 
We also use e(G) to denote max(m,,JG): p is an odd prime}.) 
This hypothesis is a special case of the conditions on standard p- 
components obtained by Gorenstein and Lyons [6]. Roughly speaking, 
Hypothesis H, says that G has a standard 3-component of type SL(n, 2) 
satisfying Gorenstein and Lyons’ conditions. 
Recently, Aschbacher [ 1 ] reduced the general problem of classifying finite 
simple groups G of characteristic 2 type with e(G) = 3 to three specific 
standard 3-component problems. In [3,5], we considered two of these 
standard 3-components, namely, SL(5, 2) and Sp(6, 2). This paper treats the 
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third standard 3component needed by Aschbacher which is SL(4, 2). We 
assume here that G is a group satisfying Hypothesis H,. 
Both SL(6, 2) and Q-(8, 2) satisfy Hypothesis H,. (The alternating 
group, A 1,, also has a standard 3-component of type SL(4,2) 2 A,, but A,, 
is not of characteristic 2 type.) Note that R ’ (6, 2) E SL(4, 2). Because of 
technical difficulties in the fusion pattern that leads to R-(8, 2) we shall 
assume here that G satisfies certain further conditions stated in Hypothesis I. 
These conditions are satisfied in the setting required by Aschbacher. 
Following Aschbacher, we use O(X) to denote the largest solvable normal 
3’-subgroup of X. 
HYPOTHESIS I. G satisfies H,. In addition, the following hold: 
(9 m,,JG) < 2for P > 3. 
(ii) If B E Syl,(C(b)) and a E B’, then [@(C(a)), B] has odd order. 
Also, ifA has index 3 in B, then flOeA @(C(a)) also has odd order. 
(iii) Every proper simple section of G is an alternating group, a group 
of Lie type, or one of the 26 known sporadic groups. 
The main result of this paper is Theorem A. 
THEOREM A. Let G satisfy Hypothesis I. Then either G g SL(6,2) or 
Ggn-(8,2). 
Section 2 contains preliminary lemmas from [3]. These reduce the 
analysis to the study of two different 3-fusion patterns. We complete the 
analysis for the fusion pattern leading to SL(6, 2) in Section 3 and the 
analysis for the pattern leading to Q-(8, 2) in Section 4. The argument in 
Section 3 could be replaced by one that assumes only Hypothesis H, and the 
fusion pattern, but we use Hypothesis I there to shorten the argument. The 
argument Section 4 uses the full force of Hypothesis I. However, Hypothesis 
I(iii) is used only to prove a specialized result on groups with a strongly 
closed Z,-subgroup (Lemma 2.3). In both Sections 3 and 4, we identify G by 
constructing the centralizer of a 2-central involution, using results of 
Dempwolff [2] and Smith [9], respectively. 
The notation used is generally standard notation, with the following 
exceptions. We use Xi(resp. X;) to denote the extra special group of order n 
and type +(resp. -). We also use g E, H (g =G h) to say that g” E H 
(g” = h) for some x E G. 
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2. PRELIMINARY RESULTS 
Let G satisfy Hypothesis I. In this section, we show that G has one of two 
fusion patterns, corresponding to the fusion patterns in SL(6,2) and 
Q-(8,2). The next two sections treat these two cases. We also derive a 
consequence of Hypothesis I(iii) that will be used in Section 4. 
(2.1) Let B ‘S Syl,(C(b)). Then B z E,, and we can j%zd b,, b, E B n L 
such that Au&(B) acts as the (full) monomial group on B with respect to the 
basis (b, b,, b,}. Furthermore, N(B) controls fusion in B. 
Proof By Lemma 1.3 of [3], either (2.1) holds or b 6SG L. However, 
Theorem A of [3] implies that b E, L since G is simple. 
(2.2) One of the following holds: 
(a) C,(b,)/Z(L) = Z, x SL(2,2). 
(b) C,(b,) = (b,) x K, where b, E K and K/Z(K) z SL(2,4). 
Proof It is well known that z] = L/Z(L) contains two conjugacy classes 
of subgroups A i ,A, of order 3 and that these can be chosen so that 
C&l r) g Z, X SL(2,2) and C&f,) ? Z, X SL(2,4). The result now follows 
from (2.1). 
LEMMA 2.3. Let H be a group in which all simple sections are of known 
type. Assume that P E Syl,(H) h as order 9 and that P = P, X P,, where 
Pi ?z Z, , i = 1,2, and Pi is strongly closed with P with respect to H. Then 
(Pi’> n Pf> G 0300 
Proof. Without loss, assume that O,,(H) = 1. Let F =F*(H). Then 
3 1 IF]. Suppose F has 3-rank 2. Then (Py, PJf) <F and it suffices to show 
that F is not simple. However, the known simple groups with Sylow 3- 
subgroup of order 9 are of types A,, A,; L,,(q), 3 < n < 5; U,(q), 3 < n < 5; 
Psp(4,qh M, 1, Mzz 7 MT,, and HS and none of these has a strongly closed 
subgroup of order 3. Thus we may assume that F has 3-rank 1. Then F is 
simple and we have that either F r L,(q), L,(q), or U,(q), for some q, or 
FE J, . Furthermore H/F 4 Out(F). Thus F has an outer automorphism of 
order 3. But the only outer automorphisms of order 3 of the groups of the 
types listed are field automorphisms. We must have that q = r3 for some 
power r and F involves L,(r3). But r3 E -1, 0, or 1 (mod 9) for all integers 
r. Thus 9 1 (L,(r3)j and 9 ) IF(, which is impossible. 
48 l/86/2-9 
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3. PROOF OF THEOREM A: THE CASE C,(b,)gZ3 x SL(2,2) 
In this section we assume that case (a) of (2.2) holds. Thus bG f7 B = 
bN@’ = (b)#U (b,)#U (bJ#, where C,,,,,,(b,) r Z, x SL(2, 2). Regarding 
L/Z(L) as A,(2), the image of b, in L/Z(L) is the product of two root 
involutions, and b, belongs to an X,(3,2) subgroup of L. This makes the 
analysis in this case relatively straightforward. We invoke the additional 
assumptions in Hypothesis I here only to shorten the argument. In (3.5), we 
determine the precise structure of N((b)) which we use in (3.6) and (3.7) to 
show that C(t) g X:&(4, 2) for the involution t that inverts (b) and 
centralizes (6,) b2). This enables us to identify G g SL(6,2) by a result of 
Dempwolff [ 21. 
(3.1) O,,(C(b)) = 1. In particular, L is simple. 
Proof: Set X= O,,(C(b)). Then L centralizes X by a standard 
application of the three subgroups lemma. In particular, we have X,< C(B). 
We argue first that X has odd order. 
Let VE Syl,(X). Then V has index at most 2 in a Sylow 2-subgroup W of 
C(B). By properties of Aut L z zc,, it is not difficult to see that L . W 
contains a Sylow 2-subgroup of C(b). Also, V= C,(L) so that V= 
O,(N( V) n C(b)) = C,+(b), w h ere V* = O,(N( V)). In fact C,,(B) = V. We 
claim that I’= C,,(b,). By (2.1), we can choose g E N(B) so that 6: = b and 
bg = b,. Then VP < C(B), and we can adjust g so that l/p < W. If V = V, 
then g E N(V) and V= C,.(bg) = C,,(b,), as claimed. Assume that VK # I’. 
Then C,( Vg)/Z(L) g E, which implies that O,(N( V) n C(b)) < W < C(B). 
Thus C,,,(b) < C(B) and C,.,(b) = C,.,(B) = Vg. This implies that 
C,.(b,) = V in this case as well. Since B, belongs.to an SL(3,2) subgroup of 
L, it follows from (2.9) of [4] that V* = V. But B centralize V. Therefore 
V= 1 and X has odd order. 
Since IX] is odd, it follows easily that X= O,,,,,,(C(B)) and that 
X = 0, ,(C(b *)) for all b * E bG n B and even for all b* E bG n C(b). Thus X 
centralizes every X-invariant 2-subgroup of C(b*) for b* E bG n C(b). Let T 
be an E,-subgroup of L such that N,(T) = TJ, where Jz SL(3,2). Then 
every element of J of order 3 is G-conjugate to b. Setting T* = O,(N(T)), we 
have T* = (C,,(b*): b* E bGnJ) by properties of SL(3,2). Since X 
centralizes C,,(b*) for all b* E bG n J, we have that X centralizes T* as 
well. Thus X = 1 because T* = F*(N(T)). 
(3.2) Set S = O,,(C(b,b,)). Then S is a 2-group, C,(b) = 1, and 
N((b, bd) = s . NC@, b, bJ)- 
ProojI We set H* = C(b, b,) and H= 03(H*). We shall use an 
argument similar to that used in [4, Lemma 4.21 to show that H = S . 
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N,((b)). To do this, we need to verify that H satisfies the hypotheses of 
Proposition 2.3 of [3]. 
We argue first that (6, b, b:) E Syl,(H). Since (b, b, bi) < O’(N(B) n 
C(b,b,)), it is clear that (b, b,b:) <H. On the other hand b, b, f& (b,b,b,) 
by (2.1), and (b, b,b,) is the center of a Sylow 3-subgroup of G which has 
order 34. Thus B E Syl,(C(b, b,)). By Griin’s theorem (b, b2) @ H and B n 
H = (b, b,b:) E Syl,(H). It follows easily from (3.1) that F*(C,(b)) = 
F*(H n C((h b, b,))) = (b) x K where Kg SL(2,4) and bib: E K. In 
particular, O,,(C,(b)) = 1. It is clear that (b,) 4 C((b, b,)). Thus (6) 9 
C((b, , b2)) = C,,(b, b:) by conjugating (b, b, b,) by an appropriate element 
of the monomial group. This implies that H satisfies the hypotheses of 
Proposition 2.3 of [3], so H = S . N,(K). But N,(K) < K . N,((b, b;)) by 
the Frattini argument and K . NH((bl b:)) < N((b)). Thus H = S . N,((b)) 
and N((b, b2)) = S . (N((b)) n N((b, b,))), by another Frattini argument. 
But (b) and (b,b2) are each strongly closed in (b, b,b,), so iV((b)) n 
NC@, b)) = N((h b&)) and N((b, h)) = S . N((h 4 &)I. 
It remains to show that C,(b) = 1 and that S is a 2-group. Evi- 
dently, C,(b) ( O,,(C((b, b, b,))) = 1. Thus C,(b, b:) = [C,(b, b:), b] < 
O,,(C((b,, b2))), b] =G [O,,(C((b, b,))), b2] = 1. Since b, bi belongs to a 
subgroup of H of type SL(2,4), it follows from [7] that S is an elementary 
abelian 2-group. 
Remark. Since S is an elementary abelian 2-group, it an be shown by an 
elementary argument that assumes only Hypothesis H, that either S = 1 or 
the conclusion of (3.6) holds. We could thus avoid using the full force of 
Hypothesis I in the analysis of this fusion pattern. Since Hypothesis I is used 
in the analysis of the other fusion pattern anyway, we use it here to shorten 
the argument. 
(3.3) S = 1, so that N((b, b2)) Q N((b)). Zf U is a B-invariant 2-group, 
then U = (C,(h), C,&), C,(b)). 
Proof: From (3.2), we have that S = [S, B] is a 2-group. But [S, B] = 
[@(‘Wh))~Bl h as odd order by Hypothesis I(ii). Thus S = 1, and (3.2) now 
implies that (b) I! N((b, b2)) since (b) is strongly closed in (b, b, b2). 
Now let U E kl(B; 2). Then U = (C&i), C,(b,), C,(b, b,), C,(b, b:)). But 
C,(b,bz) < C,(b) by the previous paragraph and C,(b, b:) < C,(b) by 
symmetry. The last assertion follows immediately. 
(3.4) C(b) = (b) x L, so that C(B) = B. 
Proof We have F*(C(b)) = (b) x L by (3.1), and this implies that either 
C(b) = F*(C(b)) or C(b) contains an involution u such that C(b) = 
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F*(C(b))(a), C(B) = B X (a), and C,(o) % C,. In the former case C(B) = B, 
so we may assume that the latter case holds. 
Let U= O,(C(a)). Then U= (C,(b), C,(b,), C,(b,)) by (3.3). Since 
O,(C(b) n C(a)) = (a) we have C,(b) = (a). As (a) char C(B) and 
b= N(Bjb, = N(BjbZ, we also have C,(b,) = C,(b,) = (a). Thus U = (u), in 
violation of the assumption that G has characteristic 2 type. 
(3.5) N((b)) = (b, t) x L, where t is un invdution that centralizes L and 
inverts (b). 
Proof. It follows from (2.1) that N((b)) = C(b) a (t), where t is an 
involution that centralizes (b, , b2). By properties of Aut(SL(4, 2)), either the 
assertion holds or CL(t) % Sp(4,2) E C,. 
Assume that CL(t) E Sp(4,2). Then k&,,(B(l); 2) = { 1 } because 
B . (C(f) n C(b)) s Z, x Sp(4, 2) has 2-local 3-rank 2. Therefore C,*(b) = 1 
for all U* E M@(I); 2). Let U be a B-invariant E,,-subgroup of L and set 
U* = O,(N(U)). Then B . (t,, t2) <N(U), where ti E N(B) is an involution 
which centralizes (b, b,-,) and inverts (bi), i = 1, 2, by properties of 
GL(4,2). AS (ti) E Sy&(C((b, bx-i))), i = 1, 2, and (t) E Syl,(C((b, b,))), we 
have that (bi, B(ti)) =N(Bj (b, B(f)), i = 1, 2. Thus C,*(bi) = 1, i = 1, 2. By 
(3.3) we have U* = (C,,(b), C&b,), C,.(b,)), so b centralizes U*, a con- 
tradiction. 
(3.6) O,(W) is extra-special of type X,+,. 
Proof: Let T = O,(C(t)). Then T = (C,(j): /3 E (b,, b2)#). As C(b, b,) < 
N(b)) by (3.3)9 we have C(t) n C(b, b,) = (t) x (b, b2) x K, where 
K g SL(2,4). Thus C,(b,b,) ,< O,(C(t) n C(b,b,)) = (t). Similarly 
C,(b, b:) = (t) and we have that T = C,(b,) C,(b,). 
It is clear that C,(bi) < O,(C((b,, t))), i= 1, 2. We have (bi, t)=,(,, (b, t,), 
i = 1, 2, where t, is an involution that inverts b, and centralizes (b, b2). Thus 
O,(C((bi, f))) =G O,(C(b, [I>) g X$3 i= 1, 2. Setting Ti = C,(bi), i= 1, 2, 
this yields that Ti q X& so 1 TI < 1 T, 1 1 T, I/ I(t)1 < 29. We need to show that 
1 TI = 29. Since b, b, belong to an X,(2,4) subgroup of L < C(f) and 
C,(b, b,) = (t), it follows from a well-known result [7] that T/(t) is 
elementary abelian of rank 4r for some integer r. By the assumption that G 
has characteristic 2 type and consideration of (TI, either r = 1 or r = 2. 
Suppose r = 1. Then L g Aut(T/(t)) so C(t) = C&T/(t)) . L. But 
C,,,,(T/(t)&O,(C(t)) = T because G has characteristic 2 type. Thus C(t) = 
T. L. Set C(t) = C(t)/T. Then O,(C-&bi)) g O,(C,(bi)) = 1, i = 1, 2. This 
implies that O,(C(b,, t)) Q T, i = 1, 2, which in turn implies that I T( = 29, a 
contradiction. 
We have shown that r = 2, so T/(f) is elementary abelian of order 28 and 
Ti g X&, i = 1,2. An easy argument shows that T = T, * T, E Xl,. 
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(3.7) C(t) = O,(C(t)) * L. 
ProoJ Let T= O,(C(t)), as in the previous lemma. Then TE X&. We 
argue first that T. L contains a Sylow 2-subgroup of C(t). Let W be an E,,- 
subgroup of L with (b,, b2) < NL(w) and let M = N,,,,(T. IV). Then 
N,,,,((br , b,)) normalizes W*, where W* = (C&b, b,), C&b, b:)) because 
N((b,, b2)) acts on ((b,&), (b,b:)}. Since C,(b, b2) = (t), we see easily 
that W* < (t)W. But W= C,(b,b,) C,(b,b:) by properties of L, 
so W*=(t)W. Thus N,((b,,b,))~N((b,,b,))nN,(W*)~N,([W*, 
(4 T VI) = ~M(W. We h ave N((b,, b2)) < N(Q)) from (2.1). Thus 
&Ah9 W G WV n Wb)) n (0 = W WYl = (9 x w((b,, b> x 
(b,, tz)), where (bi, ti) z C,. In particular, (b,, b,) E Syl,(M) and (bi) is 
strongly closed in (b,, b2) with respect to A4, i = 1, 2. By Lemma 2.3, we 
have that (by) n (by) < O,(M). Using the Frattini argument, this implies 
that M = O,(M). NM((b,)) . NM(&)) = O,(M) . N,,,((b,, b,)). But C,(b,) E 
&+bi,((bl 9 b2); 3’) and (f> C&b, b,) E ~&b,b,,((b,, b,); 39, so TW E 
M*((b,,b,); 3’). Thus TW~O,,(M) and M= TWINM((_b,,b,))= T. 
NL( IV). Setting C(f) = C(t)/T, we have that N=(W) = M=N,(W) g 
NL(w). But W= J( W*) for W* E Syl,(N,(w)). Thus NL( IV) contains a 
Sylow 2-subgroup of C(t) by elementary arguments. This implies that TL 
contains a Sylow f-subgroup of C(t). 
Since Cc&7 < T, we have an embedding C(t)/TQ Aut(7’) E 0’(8,2). 
Thus C(f) is a {2,3,5, 7) group because rr(O+(8,2)) = {2,3,5, 7). In fact, L 
contains a Sylow 3-subgroup of C(t) because (b,, 6,) E Syl,(C(t)) and L 
contains a Sylow 7-subgroup of C(f) because 1 O’(8, 2)1, = 7. It follows that 
[C(t): TL] is a power of 5. In fact [C(f): TL] Q 5, because lO’(8, 2)15 = 5’. 
The Frattini argument and our knowledge of N,(,,((b,, b2)) imply that TL is - - 
@f-normalizing in C(t). If c E C(t)\TL, then [L: z n E’] < [C(t): L]. Since 
L r L has no subgroup of index at most 5, we have C(t) = z. Thus 
C(t) = TL, as required. 
Since (t) = Z(T) and C,(,,(T) < T, it follows easily that C(t) contains a 
Sylow 2-subgroup of G. From (3.7) and Dempwolff [2], we then have 
G g SL(6, 2). This completes the proof of Theorem A in case (a) of (2.2). 
4. PROOF OF THEOREM A: THE CASE C,,,,,,(b,)r GL(2,4) 
In this section we assume that case (b) of (2.2) holds so that bG n L n B = 
(b,)# U (b,)#, where C,(bi)/Z(L) z SL(2,4), i = 1,2. We set K = E(C,(b,)) 
so that K/Z(K) z .SL(2,4) and C,(b,) = (b,) x K. Note that b, E K. 
We use Hypothesis I to show that O,,(C(b)) = 1 and that O,,(C(bb,)) = 1. 
This requires several steps and is achieved in (4.4). The action of K on 
O,,(C(bb,)) is also helpful in establishing (4.4). The other result we obtain 
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by using Hypothesis I is that (6, b,) g C(bb,). This is accomplished by 
(4.1) and (4.4). 
The remainder of the argument is to show that there is an involution t E L 
such that O,(C(t)) is extra special of type X:,, and such that 
C(t)/O,(C(t)) r Z, x Q-(4, 2). This enables us to quote Smith [ 91 to 
identify G. 
(4.1) C(bb,)=O,,(C(bb,)).N,,,,,, ((b,b,)). phi o,,(C(b))~O,,(C(bb,)). 
Proof: Since b, EL < O”(F*(C(b))), the three subgroups lemma shows 
that b, centralizes O,,(C(b)). Thus O,,(C(b)) < C(bb,). 
Set D = C(bb,). We need to show that D = O,,(D) . N,((b, b,)). It follows 
easily from (2.1) that Aut,(B) is a 3’-group (actually a 2-group) so that 
B E Syl,(D). Also from (2.1), we have that (bbi, b,) < N,(B)‘. Since 
bb, @ N,(B)‘, we have B n N,(B)’ = (bbi, b,). Setting D, = 03(D), Griin’s 
theorem implies that (bbf, b2) E Syl,(D,). It is clear from (2.1) that (b,) and 
(bb:) are strongly closed in (bb:, b,). Lemma 2.3 implies that if J, = 
((bbf)Do) and J, = (bfo) then J, n J, ,< O,,(D,). Note that this implies that 
(bb:) E SYMJ,) and (b2) E Syl,(J,). By coprime action, we have that 
J, < 03Gh) . CDo(W). But CD&@,)) I! C(W, &)I g CC@, 6, &)I which 
is 3-solvable. Therefore J, is 3-solvable and we have that J, = O,,(J,) . 
N,((bbf)). Since J, 4 D,, this implies that J, < O,,(D,) . N,((bbf)). 
Applying the Frattini argument to O,,(D) 1 J, g D, we have that 
D = O,,(D) ._N,((bbt)). Thus D = O,,(D) . N,((b, bi)), as claimed. 
Now_ set D = D_lO,,(D) and let X denote the image of O,(C(b)) in D. 
Then X< O,,(C,-(b)) = O,(C,(b)) = 1 by the above paragraph and coprime 
action. This shows that O,,(C(b)) < O,,(C(bb,)), as required. 
(4.2) O(C(bb,)) has odd order. 
Prooj Let TE Syl,(O(C(M,))) be B-invariant. Then T = C,(B) * [T, B] 
by coprime action. Hypothesis I(ii) implies that [T, B] = 1, whence 
T < CB(olbb,))(B). Let 0 = O(C(bb,)). Then 0 is BK-invariant, where 
K = E(C,(b,)). This implies that C,(B) < 03d’W’)) because 
(klco,(KB; 3’)) < O,,(C(b)). Thus C,(B) < 0, (C(b)) (7 0. As 0, <(C(b)) < 
C(bb,), we have that O,,(C(b)) f7 0 4 O,,(C(b)). Thus C,(B) < @(C(b)). 
Similarly, C,(B) < O(C(b,)). Choosing A E L so that b: = b;‘, we have that 
d E C(T). Conjugating T& O(C(bb,)) by A, we have that T& O(C(bb:)). 
Thus TG f-hk(b,b# O(Cv)). But this intersection has odd order by the last 
part of Hypothesis I(ii). We conclude that T = 1, as required. 
(4.3) O,,(C(bb,)) has odd order. Thus L E SL(4,2). 
ProoJ As before, set D = C(bb,) and 0 = O(D). Set D = D/O and 
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u= F*(O,@)). By (4.2), we may assume that y# 1. Thus F is the direct 
product of Suzuki groups. 
By (4.1.1) of [I], we have that m*,,(fl < 3. Thus y is the direct product 
of at most 3 Suzuki groups. Therefore K normalizes, and in fact centralizes, 
each component of r, so K centralizes r. 
It follows that K centralizes O,,(D). Since b, E K, we have that 
C(bb,) n C(b,) contains a Sylow 2-subgroup of 0, ,(C(bb,)). Choosing, as 
we may, a B-invariant Sylow 2-subgroup T of O,,(C(bb,)), we have that 
TEM ccc42,bt,,lj(B; 2). But C((b,, 4)) z C((b, b,bJ) 2 E, x =42,2) x U, 
where U is a 3’-group. This implies that (C3C((b2,6b,j,(B; 3’)) < C(B), so that 
T < C(B). 
Now set N=N(7’) and T*=O,(N). Then T*=(C,,p): /?E (6, b,)#). We 
argue that T* < C(bbi). It suffices to show that C,*(j?) < C(bbi) for all 
j3 E (b, b,)#. By the Frattini argument, C(bb,) = D = O,,(D) . N,(T). This 
implies that D = O,,(D) . N,(C,,(bb,)). Thus the image of C,*(bb,) in 
D/O,,(D) is a normal 2subgroup of D/O,,(D). This implies that C,,(bb,) = 
T< C(bbf). Since C,,(bbf) < C(bbi), it remains only to show that bb: 
centralizes C,,(b) and C,,(b,). But C,,(b) is BK-invarient, so 
C,,(b) < C(B). Similarly, C,,(b,) < C(B). This completes the argument hat 
T* < C(bb:). Since G has characteristic 2 type, we must have that T = 1, as 
required. 
By (4.1) O,,(C(b)) ,< O,,(C(bb,)) now has odd order, whence Z(L) = 1 
and L 2 SL(4,2). 
(4.4) O,,(C(b)) = O,,(C(bb,)) = 1. 
Proof: We argue first that O,,(C(b)) = 1. Let X= O,,(C(b)). Then 
X= O,,,,,,(C(B)) by (4.1) and (4.3), and we must have that X= O,,(C(b,)). 
By (4.1), X< O,,(C(bb,)). Similarly X < O,,(C(bbf)). Since O,(Cv)) has 
odd order for all /I E (b, b,)#, it follows that X centralizes every X-invariant 
2-subgroup of C@) for BE (b, b,)? However, we can choose 
TE M,((b, b,); 2) with Tf 1. Then X < N(T) and X centralizes O,(N(T)) fl 
C(p) for all /3 E (b, b,)#. Thus X centralizes O&V(T)). Since G has charac- 
teristic 2 type. X= I, as claimed. 
Now set Y = O,,(C(bb,)). Then C,(b,) is a B-invariant {2,3}‘-subgroup 
of C(b,) z C(b). By the previous paragraph and the structure of SL(4,2), we 
have that C,(b,) = 1. Since K E SL(2,4) acts on Y and b, belongs to an A,- 
subgroup of K, we have that Y = 1. 
(4.5) C(bb,) =((b, b,) x K)(r, a>, w ere h f is an involution such that 
6’ = b, and either o = 1 or o is an involution. In &he latter case, o E C(B) 
and K(a) E C,. In particular, (6, b,) centralizes all elements of 51?C(bb,,(B; 2). 
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Proof By (4.1) and (4.4) we have that C(bb,) < N((b, b,)). From (2.1). 
it follows that C(bb,)n C(b) has index 2 in C(bb,) and that C(bb,) = 
C((b9h)X >Y h r w ere t is an involution that interchanges b and b,. Note that 
such an involution exists because L contains an involution that interchanges 
6, and 6,. By (4.4) and properties of Aut(SL(4,2)), we have that C(b) = 
(b) x L(a), where (a) E Syl,(C(B)) and either u = 1 or K(a) 2 ,?Y;, . Thus 
CC@, b,)) = (b, 4) x K(o), and C(bb,) = ((6, b,) x K)(r, o). The last 
statement is clear since (b, 6,) g C(bb,). 
(4.6) C(B)= B. Thus C(b)= (6) x L and either C(bb,)= (bb,) x 
(bb f, r) x K or 5 does not centralize K. 
ProoJ: Let (u) E Syl,(C(B)), as in (4.5). We argue first that u = 1. 
Assume the contrary, and set T= O,(C(o)). Then T= (C,@):p E (6, b,)#). 
Clearly C&?) ,< O,(C(/?)n C(u)) for all /3E B#. In particular, C,(b) = 
C,(b,) = (u) because C((b, u)) % C((b, , a)) E Z, x Z,. From (4.5), we have 
C((bb, a)) % Z, x C, x ,.Y:,, so that C,(bb,) = (a). Similarly, C,(bbi) = (u). 
This implies that T = (a), a contradiction because G has characteristic 2 
type. Thus u = 1. The assertions now follow easily from (4.4) and (4.5). 
(4.7) K$,(B; 2) contains exactly two elements, and these intersect 
trivially. If UE M&,,(B; 2), then Ur E,, and C,(bi) g E,, i = 1, 2. 
Furthermore U E M&,, ((bi); 2), for i = 1 or 2. 
ProoJ Let U E ki,$,,(B; 2). Then U < L and NL(U) is a 2-local subgroup 
of L. We can therefore write NL(U) <P for some parabolic subgroup P of L 
with m,(P) = 2. But L has only one conjugacy class of such parabolic 
subgroups, and these have type El6 . (SL(2,2) x SL(2, 2)). This implies that 
U = O,(P) g E,, and that P = NL(U). Furthermore, all elements of 
H&,,(B; 2) are L-conjugate. Now Sylow’s theorem implies that N,(B n L) 
. . 
acts transitively on k-I&,, (B; 2). Since N,(B) n NL(U) has index 2 in N,(B), 
it then follows that 1 I&,(B; 2)1 = 2. 
From C,(b, b,) z C,(b, b:) z Z, x SL(2,2), we have that C,(b, b,) = 
C,(b, 6:) = 1. Therefore C,(b,) # 1 because (b,, b2) acts faithfully on U. In 
fact, C,(b,) 2 C,(b,) E E, since C,(b,) < U, i = 1,2. From C,(b,) g Z, X 
SL(2,4), we have that N(C,(b,)) n C,(b,) = C,(b,) . B n L. Therefore 
NL(U) n C(b,) = C,(b,) . B n L is 3nilpotent. Since N,(U)/U g SL(2,2) x 
SL(2, 2), it follows that U E M&,, ((b,); 2) and that (b,) and (b2) are N,(U)- 
conjugate. 
It remains to show that if VE ki&,,(B; 2) is distinct from U, then U,, = 
Un V= 1. We have C,Jb,b;) < C,(b,b,E) = 1, E = 1, 2. Therefore U, = 
C,Jb,) . C,,(b,). But ( I/I,*Lcbi,(B; 2)( = 2 = 1 M&,,(B; 2)/, i = 1, 2. This implies 
that C”,,(bi) 62 M,*Lcbi,(B; 21, which implies that CuO(bi) = 1, i = 1, 2. 
Therefore U,, = 1, as required. 
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(4.8). Let UE M&,,(B; 2) and set S = O,(N(U)). Then the following 
conditions hold. 
(4 W, bd < U. 
(b) SEE,,. 
(c) s E II*@; 2). 
(d) [N(B): N(S) n N(B)] = 2. 
(e) (b), (b,), and (b2) are N(S)-conjugate. 
(0 IS9 bl G CC@, 3G)’ 
Proof. By assumption, S = F*(N(U)), so that C,(b) < S. As CT = C,(b), 
it follows that [S: U] 2 4 and that ] S I> 64. Let S < S* E W *(B; 2). Then 
s* = (C,*W: P E (b, by), and C,Q) is B-invariant for all such p. The 
choice of U makes it clear that U= C,.(b). It follows from (4.5) and (4.6) 
that C,(b,) = C,(bb:) E II * Cu,bB)(B; 2) for E = 1 or 2. Therefore C,.(bbi) = 
C,(bb;) = C,,(b,)n U for E = 1 or 2. This implies that S* = U . C,,(b,). 
From (2.2), and (4.6) we have that IC,,(b,)l < 16. Similarly, 1 C,(b,)l = 16. 
Since S = U. C,(b,), we have [S, b] < C,(b,). Thus [S, b] is elementary 
abelian and [S, b] < C(U) because S < N(U) and b E C(U). It follows that 
S = U. [S, b] is elementary abelian. 
We have established (a)-(c) and (f). It remains to establish (d) and (e). As 
N(B) n N((b)) does not normalize U= C,(b), which is invariant under 
N(S) f? N((b)), it follows that N(S) nN(B) < N(B). Let x E N(B) be 
arbitrary. Then (C,,(b))“~’ = C,(b”-‘) 2 E,6, so that C,,(b) E M&,(B; 2). 
We have S” = O,(N(C,,(b))). Since (cI&,,(B; 2)] = 2, there are at most 2 
choices for S”. Assertions (d) and (e) now follow easily. 
(4.9) N(S) has 2 orbits A, and A, on S# of lengths 36 and 27, respec- 
tively. Ifs E A,, then S = O,(C(s)) and s 6%, A,. Furthermore C(s) contains 
a subgroup of type C,. Finally, there is an epimorphism cp: X, + S such that 
p(x) E A 1 if and only if x has order 4. 
Proof The previous lemma implies that N(S) contains a Sylow 3- 
subgroup P of N(B). Since P = (b) ) (h) for some (h) z 2, with bh = b, and 
b: = b,, and C,((b,, b2)) = [S, b], it follows that S = S, x S, X S,, where 
S,,(b) z Si(bi) = A,, i = 1,2, and (h) permutes these A, subgroups of SB. 
Choosing s, E SC and setting s, = sl and s, = s:, we have that 1 SE\ = 9, 
I(s,s,)~I = 27 and I( sOs,sJpI = 27. Since U = C,(b) = S, S,, it follows that 
v# G s:U (sOsI)‘. But Ux contains involutions s and t with s E C((b, b,)) 
and t E, C((b, b, b2)). Since (b, b,) E Syl,(C(s)) and (b, b, b,) E Sy13(C(th)) 
for some h EL while (b, b,) #G (b, b, b2), we have s #G t. In particular u# 
contains members of 2 N(S)-conjugacy classes and sr(” n (s,,s~)~(~) = 0. 
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Since s,, centralizes (6,, b2) and C((b,, 6,)) has only one class of 
involutions, we must have s0 =C(<b,,bz)) s* for some s * which inverts b. It 
follows from properties of Z, that C,(s*) contains a subgroup of type C,. 
Thus C(s,) contains a subgroup of type C,. 
BY (4.7), u= C,(b) E ~&,((b, b,); 2) and C,(4) E M&,l,((b, 6,); 2). 
Furthermore C,(bb,) = C,(bbf) E II&,,,,((b, 6,); 2) n M&bb:j((b, b,); 2) by 
(4.6). Therefore S = (C&3): ,L? E (b, b,)#) E M*((b, 6,); 2) so Q := 
O,(C(s,)) < S. Since S is abelian, and C(s,) is 2constrained, S < C(Q) = Q. 
Thus S = Q. 
Since s2 =N(S) sO, the two previous paragraphs imply that N(S) contains a 
subgroup of type L,, and in particular an element y of order 5. Evidently 
1 C,(y)/ = 4 because (y) acts faithfully on S. Therefore si is not an N(S)- 
orbit and s0 =N(s) sOs,sZ because s0 f, s,,sr. It follows that A, = s:U 
(sOsIsJp is an N(S)-orbit of length 36 and A, = (s,s,)’ is an N(S) orbit of 
length 27. 
Writing S = S, x S, x S,, we can describe A, as the set of elements of S 
which project nontrivially into an odd number of factors Si, i = 1, 2. Thus, 
there is an epimorphism (0: X2 -+ S which sends each Q, to one of the Si’s so 
that x has order 4 if and only if q(x) E A,. 
(4.10) N(S)/.!? z G-(6,2). Furthermore: 
(a) N(S) contains a subgroup K, of type O;(2) such that b E K, and 
C,K,) = (s, 0, w h ere s E A,, t E A,, and K, acts irreducibly on S/(s, t). 
(b) N(S) n C(t) = O,(N(S) n C(t)) . K, and K, acts irreducibly on 
O,(N(S) n C(t))/S I? E,,. 
(c) C((s, t)) = SK. 
Proof. It follows from the last statement of the previous lemma that 
N(S)/S 4 Out(&) g O-(6,2). Since N(B) 4 N(S) and the normalizer of a 
subgroup of type E,, in O;(2) is isomorphic to N(B), this injection cannot 
be surjective, thus (N(S)/SI < 10;(2)j = 27345. However, if we choose 
s E A, as in the previous lemma, we have (s“‘(s) 1 = 36 and I C,,,,(s)1 = 
IC(s)( > (S( (C,(. Thus IN(S)/S( > 6! e 36= 26 . 34 . 5 so N(S)/S z R,(2), 
the only subgroup of O;(2) of index 2. Note that the inequality involving 
1 C(s)1 must be an equality, thus C(s)/S z Z,. 
To prove (a), note that C(s) has two orbits A,, and A,, on A,, where 
t E A,, if and only if st E A,. Evidently (b) fixes points on each orbit and 
(A,,( = 12. Choosing t E A,,, it is easy to see that C((s, t)) contains a 
subgroup K, of type A, g a;(2) with b E K,. As K, cannot act nontrivially 
on a 2-group of order less than 24, S/(s, t) must be irreducible under the 
action of K, and C,(K,) = (s, t). 
Evidently N(S) n C(t)/S is a parabolic subgroup of N(S)/S z a;(2) 
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containing K,S/S z Q;(2). Assertion (b) follows from the structure of 
Q6-(2). 
Since S = O,(C(s)) and K, < C(t), we have SK, < C((s, t)) Q N(S) n C(t). 
Assertion (b) implies that SK,, is a maximal subgroup of N(S) n C(t). But 
C(s)/S g C, has 2-rank 3, so C((s, t)) < N(S) n C(t) and C((s, t)) = SK,. 
(4.11) Set T = O,(C(t)). Then T is extra-special of type X$. 
Proof. We proceed in steps. The general procedure here is to move from 
information about S to information about T. Set R = S n T. 
(4.11.1) RzEE,, and s@R. 
Since R < O,(C(t)), we have C,(b) < O,(W) n C(O) = WC,(t)) 
because t E C(b). But t zL s because t#G s, and E,, g U = C,(b) < O,(C,(s)) 
so O,(C,(t)) z Xc, by properties of SL(4, 2). In particular C,(b) has rank at 
most 3 and C,(b) < R. Thus R < S. Clearly (t) < R. As C,(s) < 
O,(C((s, t))) n T = S n T = R and (b) centralizes s but not T, the P x Q 
lemma implies that (b) does not centralize R. So K, acts faithfully on R/(t). 
But S/(t) has only 2 chief factors under the action of K,, one of dimension 4 
and one of dimension 1. It follows that m(R) = 5 and that s 6!J R. 
Now set N = N(S) and C = C(t). 
(4.11.2) S = C(R) so N(R) < N. 
Since (R ] = 32 and 1 S - sN 1 = 28, it is clear that R contains an N- 
conjugate s* of s, so C(R) < C(s*) < N. As t E R, this implies that C(R) < 
C,(t) = N n C. In fact C(R) 4 N n C because R 4 N n C. Since b & C(R), 
we have R < O,(Nn C) = O,(Nn C) because Nn C = O,(Nn C) K,. As 
K, acts irreducibly on O,(Nn C)/S and S < C(R), either S = C(R), or 
C(R) = O,(N n C). But in the latter case C(R)/S 2 E,, while C(s*)/S has 2- 
rank 3. Therefore S = C(R) and S 4 N(R), so N(R) < N(S) = N. 
(4.11.3) Set R * = N,(R). Then R * z X&. 
By hypothesis, T= F*(C). Since S 4 T and S centralizes R, we must - 
have R # T. Therefore R < R *. Now R * <N n C by (4.11.2). Since R * Z 
R*/R”nS=R”/R, we have 3~1. But NnC=X.i?, where XgE,, 
and I? acts irreducibly on X. Therefore R * = X and R */R z E,, . 
K, acts naturally as fi; on R*/R and on R/(t). By [8], this implies that 
R*/(t) is abelian. We have that C,,(b) < O,(C((b, t))) z D, * D,, and 
1 C,,(b)1 = 32. Thus C,,(b) s D, * D,. Since R*/(t) is the sum of two 
a;(2)-modules for K,, it follows that R* is extra-special of order 29. Since 
E,,zR<R*,wehaveR*zX&. 
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(4.11.4) T=R*. 
We claim first that 
show that R= Z(R *S 
N&R *S) < N,(R). To prove the claim it suffices to 
.), where C= C/(f). It is clear that F,< Z(R *S). To 
obtain the other inclusion, note that by (4.10) we can identify S as an 
orthogonal space over GF(2) and N(S)/S as B -(6,2). In this identification, 
t is a singular vector, and R = t’. Also, the image of K,R * in N(S)/S is the 
stabilizer of (t), and R*S/S = O,(K,R *S/S). Therefore R = (S, R*]. This 
implies that R = Z(R *S), as claimed. 
By the claim, N&R *S) <N,,(R). But N,,(R) = N,(R) . S = R *S by 
Dedekind. Therefore, N&R *S) = R *S, so R *S = TS, so T = (R *S) f? 
T = R*, as required. This completes the proof of (4.11). 
(4.12) C(t) contains a subgroup isomorphic to .?Y, x l2 - (4,2) which 
couers C(t)/O,(C(t)). 
Proof: As in the proof of (4.1 l), we have C(t) n C(b) r Z, X X$ - .?I,, 
where (b) is strongly closed in a Sylow 3-subgroup of C(t) n C(b). Without 
loss, (b, b, 6,) E Syl,(C(t) n C(b)). This implies that (b, b, b2) E Syl,(C(t)) 
and that if J, = (b”“), J, = ((b, b,)C”‘), then J, n J, < O,(C(t)). (See 
Lemma 2.3. In fact, all nonsolvable composition factors of C(t) are involved 
in fi+(8,2) by (4.1 l), so there is no need to assume that simple sections of 
C(t) are known.) Since C(t) n C(b) is 3-solvable, it follows (as in the proof 
of 4.1) that J2 is 3-solvable. Thus C(t) = O,(C(t)) . N,(,,((b, b2)). But b 
belongs to an SL(2,4) subgroup of C(t) and C(b) f7 C(t) is a { 2, 3).group. 
Together, these imply that 0, <(C(t)) = O,(C(t)). Thus C(t) = O,(C(t)) . 
Ncd(bl b,)). Since C(t) contains an %(2,4)-subgroup and since 
b, b, =G bb,, it follows from (4.5) that t inverts b, b: and centralizes 
K = E(C((b,, b2))). It follows from (2.1) that there is an involution t, which 
centralizes b, b: and K inverts b, b,. Thus N((b, 6,)) z E, X C, X a-(4,2), 
and C(t) n N((b, 6,)) 2 Z, x Z, x Q-(4,2). Since t E O,(C(t)), and C(t) n 
N((b, b,)) covers C(t)/O,(C(t)), the assertion follows. 
From (4.11) and (4.12), we have C(t) E X.& + (z;‘, x Q-(4,2)). Thus 
G g Q-(8,2) by a result of Smith 191. This completes the proof of 
Theorem A. 
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