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Abstract 
This paper deals with the weight hierarchy of codes constructed from curves of complete 
intersection, and provides alower bound on their generalized Hamming weights imilar to the 
lower bound on their minimum distance. 
1991 Math. Subj. Class.: 94B, 14H 
1. Introduction 
It was Wei who first introduced the notion of generalized Hamming weights in [7]. 
The weight hierarchy of a linear code is the set of generalized Hamming weights of 
codes. Later, the weight hierarch of several inear codes has been investigated, such as 
the families of Hermitian [3], Hamming, Reed-Muller codes, Golay, MDS-codes, and 
some classes of BCH, geometric Goppa codes [l, 2,8]. 
In this paper, we consider the generalized Hamming weights of the codes construc- 
ted from curves of complete intersection in [6]. A general lower bound on their 
generalized Hamming weights is given, which is similar to the usual lower bound on 
their minimum distances. 
2. The weight hierarchy 
In [7], Wei introduced the definition of generalized Hamming weights, and at the 
same time presented some elementary properties of generalized Hamming weights. 
Throughout this paper, all linear codes are defined over an arbitrary finite field F4, 
where q is a prime power. 
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Here some definitions and results from [7,8] are summarized. Let C be a linear 
[n, k-&code; that is, C c Fi. For a linear subcode D of C, let 
Supp(D)= (i(3(x1,...,x,)~D withq#O} 
be the support of D. Its cardinality w(D) = #Supp(D) is called the weight of D. For 
1 I I I k, let 
d, = d,(C) = min{w(D)I D E C with dim D = r} 
be the rth minimum weight of C. Then dl, dz, . . . , dk are called the generalized 
Hamming weights of code C, and the set {d, , . . . , dk} is called the weight hierarchy of 
C. Note that d = dI is just the minimum distance of C. 
Next, we list some properties of generalized Hamming weights without proofs. 
Lemma 2.1. (Monotonicity). For any linear [n, k]-code C, we have 0 < d,(C) < 
d,(C) < a.. < dk_l(C) <d,(C) < n. 
Lemma 2.2. (Generalized singleton bound). For any linear [n, k]-code C and any 
rwithlIr<k,wehuved,(C)In-k+r. 
Definition 2.3. An [n, k] linear code C is said to be Zth rank MDS if the weight 
hierarchy of C satisfies d,(C) = n - k + r, for all integers r with 1 I r I k. 
Thus an MDS linear code is first rank MDS under this definition. 
Lemma 2.4. (Duality). Let C be an [n, k] linear code and C’ be its duul code. Then we 
huue{d,(C)11~r~k)u{n+l-d,(C*)~l~r~n-k)=(1,2,...,n} 
For the proofs of the above lemmas, cf. [7,8]. 
3. Codes arising from curves of complete intersection 
In [6], we constructed a class of codes from curves of complete intersection, which 
generalized the method in [4] to higher spaces. Now we recall their definitions and 
some results of these codes. For details, see [6]. 
Let Fq be the finite field with q elements, and I;b be the algebraic closure of Fq. For 
a positive integer m, Pm denotes the m-dimensional projective space over Fq. We use 
CXO,Xl,*.., X,] to represent its coordinates. 
If Z is a homogeneous radical ideal of the polynomial ring, G[X,, . . . , X,], then 
V(Z) is an algebraic set in Pm, where Y(Z) denotes the zero set of Z in Pm over 
G. Conversely, if V is a variety in Pm, then Z(V) denotes its radical homogeneous ideal 
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of V in Fq[XO,..., X,]. If Z(V) can be generated by Z(V)nFq[Xo,...,X,] in 
F,CXO, . . . . X,], then V is called a variety defined over Fq. 
Let C be a curve in Pm defined over F,,. The curve C is absolutely irreducible if Z(C) 
is a homogeneous prime ideal of E[X,, . . . , X,]. A point of C is rational if its 
(m + l)-coordinates belong to Fq. 
A curve C in Pm defined over Fq is called complete intersection (scheme theoret- 
ically) if the homogeneous ideal Z(C) of C can be generated by (m - 1) elements 
{F,, . . . , F,-1}ofF,[X,,...,X,]in~[X,,...,X,],andalsotheidealZ(C)isprime 
inF,[Xo,...,X,]. 
Let us now consider a nonsingular, absolutely irreducible, projective curve X of 
complete intersection defined over Fq in Pm. Its homogeneous ideal Z(C) of C can be 
generalized by (m - 1) absolutely irreducible homogeneous polynomials F1, . . . , F,,,_ 1 
in F,[X,, . . . , X,], whose degrees are tl, . . . , t, _ 1, respectively. Then the degree and 
genus of X are 
m-1 
degX = fl ti, 
i=l 
CJz~~=l+~~~lti 
r-l 
(yij:h-m- 1). 
LetP1,Pz,..., P, be all the rational points of X over Fq. For each of these points we 
choose the standard representation for their coordinates, that is, the one for which the 
first nonzero coordinate is 1. These points in FF+ ’ are denoted by Pi, . . . , PA. 
For any j, let V(m,j) denote the vector space over Fq consisting of zero and 
homogeneous polynomials with degree j in Fq [X0, . . . , X,]. 
We now define two linear codes Gx(j, m) and H,(j, m) over Fq as follows: 
4: v(m,j) -+ F4n, 
f l-9 (f(P9, * * * ,fu-3). 
Then take 
G,(j, m) = Z,(4) = {(f(P;), . . . ,_f(P9)lf~ v(m,j)) (3.1) 
and 
Hx(j, m) = G,(j, m)‘. 
Now we have the following result. 
(3.2) 
Theorem 3.1. (Tang [6, Theorem 2.41). Let k be the dimension and d the minimum 
distance of the codes G,(j, m). We have 
m-l 
d=d,(G,(j,m))>n- fl tij=n-jdegX. 
i=l 
(3.3) 
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m-l 
k== igl hi--g+l. (3.4) 
where g = 1 -+ f ny:, ti (Crzi t, - m - 1) is the genus Of the curve X. 
Theorem 3.2. (Tang [6, Theorem 2.51). Suppose that n > lJ:c; ti j and j z Cy=-: di. 
For the minimum distance of the codes H,(j, m) we have 
d = d,(H,(j, m)) 2 n tij - 2g + 2. 
i=l 
(3.5) 
In the next two sections, we shall generalize the above lower bounds for 
dI(Gx(j,m)) and d,(H,(j,m)) in (3.3) and (3.5) to all the generalized Hamming 
weights d,(G,(j, m)) and d,(H,(j, m)). 
4. On the lower bound for all d, (&(j, m)) 
In this section, the lower bound (3.3) for the minimum distance of code Gx( j, m) will 
be generalized for all generalized Hamming weights d,(G,( j, m)). At first, we make 
some preparation. 
Definition 4.1. (cf Pellikaan [S] and Yang et al. [S]). Let C be a smooth algebraic 
curve defined over Fq and let rc be the set of all divisors of C over F,,. For any integer 
r 2 1, we set 
y,:= min{degAIA E r, and dimA 2 r}. 
The sequence {n Ir 2 l> will be called the gonality sequence of X over Fq. About the 
gonality sequence of C over Fq one has the following properties: 
Lemma 4.2. (Yang et al. [8]). Let C be a nonsingular algebraic curve deJned over 
F4 with genus g. Assume that X has at least one place of degree 1 over Fq. Then: 
(1) O=y1<y2< ..+ <yr<Y,+l< . . ..foranyr. 
(2) yr = r + g - 1 for any r with r > g. 
(3) Ye = 2g - 2 and yr 2 2(r - 1) for any r with 1 2 r I g. 
Now we state one of our main results below, which shows that the lower bound for 
the minimum distance d = d,(G,(j, m)) in (3.3) of the code arising from curves of 
complete intersection has a natural generalization for all the generalized Hamming 
weights d, = d,(G,(j, m)) involving the gonality sequence (r,lr 2 l} of X/F,. 
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Theorem 4.3. For the code Gx( j, m), we have 
d,(G,(j, m)) 2 n - Ifi: tij + Ye = n -jdegX + Ye, Vr, Ilrlk, 
where k is the dimension of Gx (j, m). 
Proof. The approach in the proof of the theorem is from [8]. Let V, be an 
r-dimensional subcode of Gx( j, m) such that # Supp(V,) = d,(Gx( j, m)). According to 
the definition of the code Gx( j, m)), one can find r homogeneous polynomials 
gl, g2, . . . , g1 in V(m, j) so that gl, . . . , g, are linearly independent over Fq and V, is 
generated by &gl), . . . . 4(g1) over F4. Let {ii, . . . . in+,} = (1,2 ,..., n}\Supp(V,). 
Then one easily sees that for any code c = (cl, . . . , CJ E Gx( j, m), we have c, = 0, 
I . 
s = 11, 12, . . . , I,,-&. In other words, # Supp(V,) = d,(G,( j, m)) is equivalent o that all 
codewords in the basis (#(gr ), . . . ,4 (9,)) of V, share exactly n - d, distinct locations 
where they are all zero. Now let H be the hyperplane section of a hyperplane defined 
by a linear form I = C eiXi where all ei E Fq. Then the above equivalence can be 
restated in terms of divisors, namely that for any i with 1 I i I r, 
= A + Bi - G, 
where 0 I A I PI + a** +P,,degA=n-d,,&rOfori=l,...,r;andG=jH. 
Obviously, the functions 1 = gl/gl, g2/g1, .. . , g,/gl are linearly independent over 
Fq and belong to L(Br). This implies that deg& 2 yr by the definition of y,. Since 
deg B1 = deg G - deg A, we have that 
m-l 
,F, tij -(n - d,(W.k 4)) 2 Y,. 
That is, d,(Gx( j, m)) 2 n - nylt ti j + y,; we obtain the desired result. q 
Corollary 4.4. Assume that nyi: ti j < n and j 2 Cyl: tie If 2g - 2 < ny=-: ti j < n, 
then d,.(Gx( j, m)) = n - k + r for any integer r with g f 1 I r 5 k, where 
g=l+~n~-;‘ti(c~~,‘ts-m-l) is the genus of curve X and 
k = fly!: tij - g + 1 is the dimension of code Gx(j, m). 
Proof. Under the additional restriction that nylt ti j < n and j 2 Cy=-: tip if 
2g - 2 < fly_-: tij < n, then k = ny’: tij - g + 1 and 
m-l 
4 = d,(G,(j, m)) 2 n - n ti j + Y,, 
i=l 
( 
m-1 
=n- lItlj+l-g +r 
i=l > 
=n-k+r 
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for any r with g + 1 5 Y I k by Lemmas 4.2 and 4.3. On the other hand, by the 
generalized singleton bound in Lemma 2.2, we have d, = d,(G,( j, m)) I n - k + r. 
Putting the above two inequalities together, if 2g - 2 < ny:ll ti j < n, we have 
d,(G,( j, m)) = n - k + r for any integer Y with g + 1 I I I k. 0 
Remark 4.5. By Corollary 4.3, any code G,( j, m) associated to curves of complete 
intersection is (g + 1)st rank MDS if j degX > 2g - 2. 
5. The lower bound for all generalized Hamming weights of Hx (j, m) 
In this section, we shall generalize the inequality (3.5) for the minimum distance 
d = dl (I$,( j, m)) to all the generalized Hamming weights d, = d,(H,( j, m)) of the 
code Hx( j, m). 
Now we give the following lemma, which we will need later. 
Lemma 5.1. Let C c Fi be an [n, k] code and let A = (a,,),_,, xI be its parity-check 
matrix over Fq. Let d, = d,(C), 1 I Y I k, be its generalized Hamming weights of C. Let 
A(4, i2 , . . . , i,-a,) denote the (n - k) x d, matrix obtained from A by deleting columns 
. . 
h,12,***, b-d, where 1 -< iI < i2 < ... < i,_, In. Then rankA(& ,..., i,,-d,) 2 
d, - I, and equality holds for some 1 I iI < i2 < . ‘. -c in_,& I n. 
PrOOf. If there iS iI, i2, . . . , in_,& with 1 I iI < i2 < ... < in_,& I n, and some 
1 I r I k such that rankA(&, . . . , in_&) < d, - I, then 
d, - rank A(iI, . . . , in_&.) > Y. (5.1) 
Let s=d,-rankA(il,..., in_& Without loss of generality, we may assume that 
iI = 1, i2 = 2, . . . , in._& = n - d,. Now consider the following matrix equation: 
(5.2) 
By(Tl),s = d, - rankA(1,2 ,..., n - d,) > I, we know that all solutions of the matrix 
equation (5.2) form an s-dimensional linear subspace V, in F$. Now set 
U, = ((0 ,..., O,V)]VE VS> c F;. 
Obviously, U, c C is an s-dimensional subcode of C. From this, we conclude that 
d,(C) I # SUPPWJ I 4, 
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which contradicts Lemma 2.1. Hence, 
rankA@,, . . . . in_,+ )ld,-r foralllIi,<i,< ..a <in-drIn. 
In particular, let V, be the r-dimensional subcode of C such that # Supp(V,) = d,. Let 
{i 1 ,..., i”_dV}={1,2 ,..., n} \Supp(V,). Without loss of generality, we may assume 
that il = 1 iz = 2, . . . , in+ = n - d,. Let 
$:F; + F4” 
be the projection to the last d, coordinates. Then 
V, = {(O,..., o,e)leE@(I/,)} = F4n. 
So we may identify V, with $ (V,). But any element in $ (V,) is a solution of the matrix 
equation (5.2). So 
d,-rankA(1,2 ,..., n-d,)lr. 
Hence, we must have d, - rank A (1,2, . . . , n - d,) = r by previous discussions. 0 
Now we come to our main result in this section. The theorem below shows that the 
lower bound in (3.5) for the minimum distance d = dl (Hx( j, m)) of the code H,( j, m) 
constructed from curves of complete intersection has a natural generalization for all 
the generalized Hamming weights d, = d,(H,( j, m)) of the code Hx( j, m). 
Theorem 5.2. With the same assumptions n > nyz: ti j and j 2 CyLt ti as before. For 
the codes Hx( j, m), we have 
Ill-1 
d,=d,(H,(j,m))> n tij-&+2, 
i=l 
m-l 
4 = d,Wd_L 4) 2 n 6.L 
i=l 
m-l 
d, = d,(H,( j, m)) 2 n ti j - 2g + 2r + 1, Vdr, 1 < r < g, 
i=l 
m-l 
d, = d,(H,( j, m)) 2 n ti j - 2g + 2r, t/s, 1 + g I s I n - k, 
i=l 
where k = lJ:r: ti j - g + 1 is the dimension of the code G,( j, m). 
Proof. Consider the subspace 
Z = {f E V(m, j) 1 C is lying on the hypersurface defined by f >. 
The vector space V(m, j)/Z has dimension k = nT=-: ti j - g + 1, cf the proof of 
Proposition 2.1 and Theorem 2.4 in [6]. If [go], [gl], . . . , [gk_ l] is a basis for this 
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vector space, then 
gk-I(%) gk-1%) ‘-’ gk-ltp:) 
is a generator matrix for the code Gx( j, m), which is also the parity-check matrix of the 
code Hz(j, m). Let V, be the vector space generated by { l,g,/g,, . . . ,gk_ r/go}. 
The hypersurface defined by go in Pm cuts curve X in a divisor G with degree 
nyzrr tij. Let L(G) be the vector space associated with divisor G, the dimension of 
L(G) is I(G) = ny__-; ti j - g + 1 according to the Riemann-Roth theorem. This is the 
same as the dimension of the vector space V, s L(G), we have Va = L(G). 
Now for any s rational points Pi,, . . . , Pi. of the curve X, where 1 I s I n, consider 
the divisor 
G1 =G-Pi,,.*-,Pis. 
Then an element [f]/[g,,] E V, = L(G) belongs to L(Gr) if and only if f(Pi,) = 0, 
t = l,..., s. Therefore, the solutions (I,, . . . , &_ 1) of the equations 
JO90 tpi,) + ... +IZk_lgk_l(Pit)=O, lZ= l,..+,~, (5.3) 
form a vector space of dimension I(G,). This, however, means that the rank of the 
following matrix, 
gO(pi,) gl(pi,) ‘** gk-l(Pi,) 
, 
gO(pi,) 91 fpis) *‘* gk- 1 fpi,) 
which is the coefficient matrix of (5.3), is k - l(Gl). 
Now for 1 I I I n - k, let V, be an r-dimensional subcode of H,( j, m) with support 
size 
#Supp(v,) = d, = d,(Hx(j, m)). 
Let {iI, . . . . in_d,) = (1,2, . . . . n} \Supp(Vp). Without loss of generality, we may as- 
sume that il = 1, iz = 2 ,..., in_d, = n -d,. Let A(l,2, . . . . n -d,) be the matrix 
obtained from the matrix A by cancelling columns 1,2, . . . , n - d,. Then by the 
preceding discussions, we conclude that 
rankA(l,2,..., rr - d,) = rank(A(l,2, . . . , n - d,)T) = k - l(G,), (5.4) 
where G1 = G - P,,_d,+l - Pn_dr+Z - ... -P,,. 
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On the other hand, by Lemma 5.1, we have 
rankA(1,2,..., n - dr) = a, - r. (5.5) 
Combining the above (5.4) and (5.5), we obtain that 
d, = k + r - I(G,). (5.6) 
Next, we shall analyse the above dimension I(G,) of the vector space L(G,). 
If I(G,) > 0, now we assert that the divisor G1 is special, that is I(K - G,) > 0. 
Indeed, if I(K - G,) = 0, then by the Riemann-Roth theorem, we have 
m-1 
I(G,)= n tij-d, + 1-g. 
i=l 
Then putting the above equality in (5.6), we conclude that 
which implies I = 0. But this is a contradiction. Hence, the divisor G1 is special. In this 
case, then by Clifford’s theorem, we have 
l(Gl)Sl+f(~$tij-dr)- (5.7) 
Again by (5.6), we have 
d,=k+r-l(G,)>k+r-l-~mfiltij+~dl) 
i-l 
which yields 
m-l 
dr 2 n ti j - 2g + 2r 
i=l 
(5.8) 
as our desired result. 
Now we claim that if r 2 g + 1, then I(G,) = 0. Indeed, if I(G,) > 0, then from the 
above discussion, we know that the divisor G1 is special, and also we know that (5.8) 
holds: 
m-l 
d,>j n ti-2g+2r. 
i=l 
But 2(G,) > 0 implies 
m-l 
degG1 =j n ti-d,>O. 
i=l 
(5.9 
(5.10) 
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Combining (5.9) and @lo), we conclude that 
m-l 
2(r - 9) < d, -j JJ ti I 0, 
i=l 
which implies I I g. This contradicts the previous assumption T 2 g + 1. 
Hence, for n - k 2 I 2 g + 1, I(G,) = 0. Then by (5.6) we know that 
dJHX(j, m)) = k + I for n - k 2 r 2 g + 1. 
Now it remains to consider d,(H,( j, m)) for all 1 I r I g. 
Case 1: I(G,) = 0. In this case, by (5.6) we have 
m-l m-l 
k=k+r=j n ti+I-g+r>j n ti-2g+2r 
i=l i=l 
since I I g 
Case 2: I(Gl) > 0. In this case, from the previous discussion, we know that the 
following inequality holds: 
m-l 
d,>j n ti_2g+2r. 
i=l 
By the above discussion in Cases 1 and 2, we have for all 1 I r I g, 
m-l 
d,>j n ti-2g+2r. 
i=l 
Next, we investigate when the equality holds in the above inequality. If 
d, = j ny:: ti - 2g + 2r for some r with 1 I r I g, then from (5.6) d, = k + r - I(Gl) 
= j fl:i: ti - g + 1 + r - l(G,), we obtain that 
I(G,) = g + 1 - r > 0. 
Hence, the divisor Gl is special. Then from d, = j ny==Y: ti - 2g + 2r, we must have 
l(Gl) = 1 +fdegGl. 
That is, the equality in Clifford’s theorem holds. So by Clifford’s theorem, we conclude 
that either of the cases in the following must occur, 
(1) G1 - 0, (2) GI - K 
since a famous fact in algebraic geometry is that a hyperelliptic urve will never be of 
complete intersection. Hence, only the above two cases in Clifford’s theorem can 
occur. In case (l), we must have deg Gl = 0, from which we conclude that r = g. In 
case (2), we must have deg Gl = 2g - 2, from which we conclude that r = 1. To 
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summarize, for any 1 < r < g, 
m-l 
d,(H,( j, m)) 2 j n ti - 2g + 2r + 1. 
i=l 
Finally, we have completed the proof of Theorem 5.2. 0 
Remark 5.3. Especially, for a regular plane curve C of degree m defined over Fq, and 
#C(F,,)=nwithn>mjandj>m - 2, the code I&(j) constructed from the curve 
C in [4], has the following lower bound: 
d, = d,&(j)) 2 mj - 2g + 2r 
for all the generalized Hamming weights d, by our Theorem 5.2. 
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