Abstract
Bistatic passive radar (BPR) system does not transmit any electromagnetic signal unlike the active radar, but employs an existing Illuminator of opportunity (IO) in the environment, for instance, a broadcast station, to detect and track the targets of interest.
Therefore, a BPR system is comprised of two channels. One is the reference channel that collects only the IO signal, and the other is the surveillance channel which is used to capture the targets' reflected signals. When the IO signal reflected from multiple targets is captured in the surveillance channel (SC) then estimating the delays and Doppler shifts of all the observed targets is a challenging problem. For BPR system, the signal processing algorithms developed so far models the IO waveform as a deterministic process and discretizes the delays and Doppler shifts parameters.
In this thesis, we deal with the problem of jointly estimating the delays and Doppler shifts of multiple targets in a BPR system (i.e., a two channel system) when the unknown IO signal is modeled as a correlated stochastic process. Unlike the previous work, we take all the delays and Doppler shifts as continuous-valued parameters to avoid straddle loss due to discretization and propose a computationally efficient Expectation-Maximization (EM) based algorithm that breaks up the complex multidimensional maximum likelihood optimization problem into multiple separate optimization problems. The EM algorithm jointly provides the estimates of all the delays and Doppler shifts of the targets along with the estimate of each target's component signal in the SC and the estimate of the unknown
Introduction
Passive radar has emerged as a powerful technology for many military applications, particularly in the air defense systems. A passive radar can localize and track the targets of interest by employing the existing broadcast transmitters in the environment, for instance, cell phone base-stations, frequency modulation (FM) radio, digital audio broadcast (DAB), and digital video broadcast terrestrial (DVB-T) stations [1] [2] [3] . In this chapter, we first provide a brief background on passive radar with a review of research studies on single target localization. Then we discuss the multiple target delay and Doppler shift estimation in passive radar followed up by a section on the limitations in the published research studies and our contributions in this area. Finally an outline of the forthcoming chapters along with our notations is provided.
Background
Passive radar has spurred the interest of many researchers over the past years due to its extensive set of advantages over active radar [4] [5] [6] . These includes its low cost, covert operation, and counter-stealth behavior. Since passive radar employs an already available broadcast station in the environment for target localization and tracking, it does not require a co-located transmitter as there is in active radar. This property not only lowers the cost of the system and avoids spectral congestion but also makes covert operation possible. Furthermore, since there is a wide set of possible broadcast transmitters in the environment, for instance, cell phone base-stations, FM radio, DAB stations, and DVB-T stations, passive radar can operate in a wide frequency band which assists in increasing the radar cross-section of stealthy targets making counter-stealth operation possible [1] [2] [3] , [5] .
As the transmitter, also called an Illuminator of Opportunity (IO), employed by passive radar is set up for an entirely different purpose, it is not under its control, i.e., the IO is non-cooperative. Therefore in bistatic configuration (called bistatic passive radar (BPR) system), the radar uses a special directional antenna with its main lobe in the radiation pattern pointing toward the IO to receive only the IO signal. This is called the reference channel (RC). A separate antenna is used with its main lobe in the radiation pattern directing toward the surveillance area to receive the target reflected signal [1, [4] [5] [6] . This is called the surveillance channel (SC). Given the RC and SC observed signals, a standard approach it uses for a target localization is to cross-correlate both signals and locate the peak of the cross-correlation (CC) function over a certain grid of parameters to detect and estimate the target parameters [1, 6] . This is similar to the matched filter (MF) operation used in active radar when the transmitter signal is replaced with the RC signal. However, since the RC signal received by the antenna is usually contaminated by noise in the reference channel, the performance of CC is not as good as the MF. In [7] , the performance of CC with noisy RC signal under the presence of only single target is evaluated against the MF and the theoretical bounds on CC's performance compared to MF are derived. Considering the same single target scenario and the noise in RC, some improved passive target localization algorithms are also derived in [8, 9] for BPR system. Another configuration of passive radar that is called multistatic passive radar (MPR) system is used when a direct path to the IO signal is not observable through the RC antenna. So an MPR system employs multiple receivers with only SC antenna to collect the target reflected signal on each of them which are then combined to improve the overall signal to noise ratio of the SC signal.
The correlation among the different SC signals due to illumination of target by the same IO assists in the target localization. In [10] , generalized likelihood ratio test (GLRT) based detectors for the single target observation in an MPR system are derived and the performance is compared with the generalized coherence detector from [11] .
When compared to an active radar, a major obstacle in a target localization by passive radar is that the IO waveform is unknown to the receiver. One way to deal with this uncertainty is to model it as an unknown deterministic process in deriving the localization algorithms. Such modeling approach for the IO signal was used to derive GLRT based detection algorithm for a target localization in BPR systems in [8] and for the MPR systems in [10] . Another approach to handle the unknown IO signal is to model it as a Gaussian process. In [12] , an expectation maximization based estimation algorithm was derived for single target case in BPR system by modeling the unknown IO signal as a correlated circularly symmetric complex Gaussian process, whereas for MPR system, the same single target case and IO modeling criterion was used to derive GLRT based detection algorithm in [13] . Second obstacle in target localization by passive radar is the direct path interference and multipath clutter signal observed in the SC signal for which the target localization procedure is often divided into two steps − first one is the interference removal, and the second one is then target localization. To carry out the second step as in [8, 10] , it is assumed that the interference has been removed by using a directional antenna for SC and some adaptive signal processing approaches as described in [14] [15] [16] [17] .
Multitarget Delays and Dopplers Estimation
When the main lobe of the SC antenna's radiation pattern is wider or there is an array of antennas connected to SC, then reflected signals from multiple targets is captured in the surveillance channel. In [6, 18, 19] , such SC antenna configuration is used in BPR system to detect multiple targets using the CC estimator, whereas for MPR system the group sparsity based algorithm for multiple target tracking using only Doppler measurements is proposed in [20] . Particularly for our focused BPR system, recently GLRT based multiple targets joint delays and Doppler shifts estimation algorithms are derived in [21] [22] [23] . While in [21] , the multitarget detection problem is tackled as a binary hypothesis testing (BHT) problem of detecting a single target in the presence of other interfering targets, on the other hand, in [22, 23] it is realized as an M -ary hypothesis testing problem with M being the number of existing targets in the SC. The existing targets in the SC are determined sequentially in [22, 23] through a sequence of binary hypothesis testings where the previously detected targets are canceled from the SC signal to remove the interference for detecting new targets and the running sequence of BHT is stopped when the first null hypothesis is detected.
Limitations and Contribution
Although, the multi-target delay and Doppler shift estimation problem has been tackled in different ways in the work cited above in section 1.2, there are some limitations in those research studies. Firstly, in the studies in [6, 18, 19, [21] [22] [23] ] the two dimensional delayDoppler uncertainty space is dicretized into small bins and then detection is performed on each bin in a sequential manner. Such discretization of the parameter space compromises its resolution which may result in a straddle loss and degraded performance of the detector.
Secondly, [21] [22] [23] models the IO waveform as a deterministic process, whereas another approach to deal with the unknown IO waveform is to model it as a stochastic process in which the samples are taken from an independent and identically distributed Gaussian process as in [24] . Moreover, since in today's communication systems, there is channel coding, modulation, and pulse shaping involved in the IO transmitter, the IO samples inherit a correlation with each other. Thus in [12, 13] , the authors modeled the IO waveform as a correlated Gaussian process to derive single target detection and estimation algorithms for passive radar, but the multiple target localization algorithm for such modeling of IO waveform is not found in the literature of passive radar.
In this thesis, we consider the problem of jointly estimating the time delays and Doppler shifts of multiple targets in a two channel (RC and SC) BPR system where the IO waveform is modeled as a correlated stochastic process. Hence, the algorithms derived in [21] [22] [23] 25] do not fit as the solution to our motivated problem. We consider the case when the RC observation is noisy and the direct path interference from the SC observation has been removed by using a directional antenna and some signal processing techniques as mentioned in [14] [15] [16] and the references therein. Moreover, we follow [12, 13] 
Outline and Notations
This thesis is further set up as follows. Chapter 2
Multi-target Localization in Bistatic Passive Radar
Multiple target localization is a challenging problem in passive radar for which the standard approach used is based on estimating the delays and Doppler shifts corresponding to all the observed targets in a surveillance channel. Note that to localize multiple targets, the main beam of the antenna pattern connected to the SC is designed wider enough to capture the IO's reflected signal by multiple targets. In this chapter, we discuss briefly the existing relevant signal processing strategies for localizing multiple targets in our focused BPR system.
Cross-Correlation Estimator
Cross-Correlation (CC) estimator is widely used for detecting the targets and estimating their parameters in BPR systems. Given the RC and SC signals, it computes a cross-correlation function, also called an ambiguity function, over a certain delay-Doppler domain as follow.
where F F T {.} is the Fast Fourier Transform operation which provides computational efficiency, y r (n) and y s (n) are the sampled RC and SC signals, respectively, and N is the number of samples collected. This mimics the matched filtering operation performed in active radar when the transmitter signal is substituted with the RC signal. It is assumed for (2.1) that the delay is τ = kT s and the Doppler shift is f d = l/N T s (T s is the sampling interval), so k and l gives the respective delay-Doppler estimates for the observed targets.
The ambiguity function χ(k, l) evaluated over a certain delay-Doppler grid is then analyzed to find the peaks representing observed targets through a constant false alarm rate (CFAR) detection that is carried out sequentially on each grid point. To perform the CFAR detection on each grid cell (grid point) under test, the cell-averaging CFAR detector considers some guard cells around it and changes the threshold with the estimate of noise variance computed from the average of the cell values in the training set.
In [6, 18, 19] , CC was used to localize multiple targets in a bistatic passive radar system.
However, like in (2.1), the parameters were discretized and thus the detection was performed on a discrete grid of points.
GLRT based Multi-target Localization
Recently in [22] , the author considered the multiple target localization problem in BPR system in the presence of direct path interference and clutter signals. The M -ary hypothesis testing problem is designed as a sequence of multiple binary hypothesis testing problems.
The SC signal x under the two hypotheses is defined as follow. The IO waveform is modeled as deterministic unknown quantity for deriving GLRT, and in (2.2) the RC signal y is directly taken as the estimate for the IO signal. The unknown parameter set under the two hypotheses H m−1 and H m is taken as
, all other unknown parameters are replaced with their maximum likelihood estimates under the two hypotheses to obtain the following test statistic for GLRT,
where Simulation results were included to show the effectiveness of the proposed detection algorithm in FM and DVB-T based BPR systems. The performance of such GLRT based algorithm is also evaluated in [23] with the analog terrestrial TV signal and computationally efficient implementation is derived. The limitation of the work in [22, 23] is that the delays and Doppler shifts are discretized which may lead to straddle performance loss, and also the IO waveform is treated as a deterministic unknown process in the algorithm. Another approach is to model it as stochastic process where the samples are taken from a correlated
Gaussian process as used in [12, 13] for the BPR system. However, [12, 13] only considered the single target scenario and the localization algorithm for the multiple targets observation case with such modeling of the IO signal is not found in the literature of BPR system.
Chapter 3 Problem Formulation and EM based Solution
Considering the limitations of the relevant work discussed before, this chapter first formulates a system model to jointly estimate the delays and Doppler shifts of observed multiple targets in a bistatic passive radar system. There we treat all the delays and Doppler shifts as continuous-valued parameters in order to avoid the straddle performance loss due to their discretization, and model the IO waveform as a correlated stochastic process. Next discussing the problem at hand and the solving approach, an EM-based computationally efficient estimator is derived. CRLB is also derived in this chapter to access the performance of our proposed estimator.
System Model
We consider the BPR system shown in Fig. 3 .1 which is comprised of a non-cooperative IO and a passive radar with two channels, i.e., RC and SC. The RC is assumed to be using a directional antenna facing toward the IO to only obtain the unknown source signal and the SC is supposed to be using an another directional antenna with its main lobe covering the surveillance area to receive the targets' reflected signals. We suppose that the direct path interference in the SC has been removed by using digital beamforming and filtering methods as discussed in [10, [14] [15] [16] . Thus the signals received in the RC and SC can be written as
where x (t) is the unknown baseband signal of IO, γ is the amplitude coefficient for the channel propagation effects from IO to RC, t r is the propagation delay in that path, and u (t) is the zero mean Gaussian disturbance that models clutter and the receiver noise in RC. M is the total number of targets observed by the SC, α m is the amplitude coefficient We assume that the number of targets M has been determined using some model-order selection method (e.g., see [26, 27] ).
Since the location of the IO is usually available which means t r is known to us. Thus, we can compensate t r in the RC and SC signals in (3.1) and (3.2) by defining y r (t) = y r (t + t r ) and y s (t) = y s (t + t r ). The noise signals u(t) and v(t) are similarly compensated for t r .
Further, since both γ and x (t) are unknown so for simplification we subsume them into each other by defining x(t) = γx (t). Thus, our RC and SC signal models in (3.1) and (3.2) simplifies as such 
and with vectors y r , y s , x, u and v similarly defined, we can write the vectorized form of our signal model in discrete-time as
Herein, we consider that x, u, and v are all independent of each other and that each one has a zero mean Gaussian distribution with covariance matrices R x , R u and R v , respectively. In particular, the assumption about the distribution of x is justified for the IO that uses a multiple subcarrier transmission technique, for instance, Orthogonal
Frequency Division Multiplexing (OFDM) [28] . For large number of sub-carriers their signal can be approximated by a Gaussian distribution according to the Central Limit Theorem (CLT) [29] . In practice, R x , R u , and R v could be unknown then they can be replaced by the sample covariance matrices estimated from the training data [30] , but here we take them as known to us.
Next we take y r and y s into the frequency domain, and therefore, to take the Discrete Fourier Transform (DFT) of above equations (3.5) and (3.6), we define the N-DFT matrix . We multiply it on both sides of (3.5) and (3.6) and use the DFT properties [31] to get,
where y r = Fy r , y s = Fy s , and x, u, and v are similarly defined. Each vector x, u, and v still have Gaussian distribution with zero mean, but with the new covariance matrices 
9)
∀ k, l ∈ {1, 2, . . . , N } and because {a m (n∆f )} is a periodic sequence with period N , we have a m (−n∆f ) = a m ((N − n)∆f ) where a m (n∆f ) is given by
10)
∀ n ∈ {0, 1, . . . , (N − 1)}.
Problem Statement and Solving approach
Now consider that y = [y
, then y is a circularly symmetrical and complex Gaussian random vector with zero mean and covariance matrix Σ y (Θ):
with each block matrix as
12) 
where
but (3.15) is a complex multi-dimensional optimization problem with highly non-linear ML cost function in (3.16). One can think to use the brute-force search method to roughly locate the global minimum point of S(Θ) on a coarse grid and then employ the iterative gradient search algorithms, for instance, Newton method, with that point as the initial estimate. However, these methods when applied to solve (3.15) becomes computationally very difficult because of the multi-dimensionality of parameter space.
EM-based Multi-target Estimator
In this section, we propose an alternative solution using the EM algorithm that simplifies the complicated multi-dimensional ML optimization problem in (3.15).
To begin, as discussed in [32] , the first step for writing the EM-based algorithm is to select the complete data h. To choose that, we decompose y s into its signal components and write it as y s = M m=1 z m with the m th component represented by 
18)
The log-likelihood function (LLF) of h given the parameters Θ is shown in (A.1) in Appendix A. The EM algorithm is an iterative algorithm that starts with an initial estimate Θ 0 and repeatedly performs two steps at each iteration, namely the Expectation step (Estep) and the Maximization step (M-step). At the (p + 1) iteration, the E-step evaluates the expectation of the complete data LLF in (A.1) given the observed data vector y and the estimate of the unknown parameters Θ from the pth iteration, namely 19) In the M-step, we maximize (3.19) over Θ to find Θ (p+1) , the new estimate of Θ, i.e.,
The iterations are performed repeatedly until some convergence criterion is satisfied.
The E-step in (3.19) is computed in Appendix A. By observing Q(Θ; Θ p ) given in (A.2), it can be concluded that (3.20) is equivalent to
where Next we plug (3.23) into (3.22) to remove the dependence on α m . Thus, the remaining optimization problem simplifies into the following two-dimensional maximization problem which is solved using the Quasi-Newton method.
where The algorithm also provides an estimate of the unknown IO signal, and an estimate of each target's component signal in SC, where particularly the later one can be used to remove the masking effect of strong targets on the weaker targets by the CC estimator [34] .
Remark. In Appendix C, we have shown that given an estimate of α m from the p th iteration when SC has a colored Gaussian disturbance, then the optimization over (τ m , f ≈ arg min is reduced to
We note that in (3.27) the new estimates of τ m and f 
Cramer Rao Lower Bound (CRLB)
In order to access the performance of our algorithm, in the following we derive the CRLB for the system model considered in section 3.1. Let us define the real-valued vector
1 , φ
2 , φ
2 , . . . , φ 28) where, by using the Slepian-Bang's formula from [35, p. 525 ], for r, s = 1, 2 and k, l = 1, . . . , M , the elements of each component matrix in (3.28) are given in (3.29) to (3.34) as follows,
and
In the above,
and the (k, l) entry ofȦ matrix is given by is given by
48)

Numerical Simulations
In this section, we illustrate the performance of our proposed EM-based multi-target estimator through numerical simulations. Towards this, we model the IO signal samples {x(n)} with the first-order autoregressive AR(1) process [12] . We use a highly correlated waveform for IO with the AR(1) coefficient ρ = −0.9 and noise variance σ 2 = 1 − |ρ| 2 .
Thus, the process {x(n)} has a unit average power and its auto-correlation function is
given by η(k) = (ρ) |k| , for any integer k. As discussed in section 3.1, we assume that the IO signal has a duration of T seconds and the receiver collects N ≥ 
For the simulated cases below, we take |γ| 2 = 1, N = 256, T = 201.8 seconds, and T s = 1 seconds (i.e., f s = 1 Hertz). In order to measure the performance of considered estimators for estimating the delays and Doppler shifts of multiple targets, we define the mean squared error (MSE) for the delays and Doppler shifts estimates by For the comparison purpose, we also study the performance of conventional CC estimator for estimating multiple targets in the environment. It is defined by [12] as 
Widely Separated Delays and Dopplers
First we start with this scenario and assume that the delays and Given a less noisy RC signal, i.e., with SN R r = 10 dB, in Fig. 4 .1 and 4.2 we first study the performance of both estimators with varying the quality of SC signal, i.e., SN R s in the channel. We observe that at low SN R s both estimators results in high MSE because of convergence to false noise peaks, whereas at high SN R s our proposed EM-based multitarget estimator performs better than the CC estimator. Precisely, we can observe that the EM estimator converges to the CRLB with the increase in SN R s , but the CC estimator does not converge. It is because for each target estimate by CC the other target acts as an interference to it, on the other hand, our EM algorithm breaks the composite SC signal into its respective signal components and uses the estimate of each one to estimate the respective target parameters as seen from the Remark in section 3.3.
Since the BPR uses a separate RC to capture the IO signal, it is highly expected that the performance of both estimators is a function of SNR in the RC. Thus, in can see that when the SN R r increases our EM estimator achieves the CRLB, but the CC estimator fails on that. In addition to the above reasons, it is because our EM estimator uses the minimum MSE estimate of the IO signal for estimating the targets' parameters, whereas, the CC estimator works with the RC signal as the IO signal estimate.
Closely Located Delays and nearly same Dopplers
Next we study a worse case with a highly correlated IO waveform, i.e., when the two targets are closely located on a delay-Doppler plane. We consider one of the above Given our two channel system model, we then considered the problem of jointly estimating the delays and Doppler shifts of all the observed targets in a SC when the IO signal is modeled as a correlated stochastic process. An ML estimator was identified as a possible solution for the posed problem, but its inherited multi-dimensional optimization approach increases the computational complexity of the estimator, and therefore, makes it less favorable. Therefore in this thesis, we proposed a computationally efficient EM-based multitarget estimator that breaks up the complex multi-dimensional ML optimization problem into multiple parallel single target optimization problems. The computational complexity of our proposed EM estimator remains unaffected with the increase in the number of observed targets by the SC. Furthermore, our EM estimator also provides the estimate of the unknown IO signal and the estimate of each target's component signal in SC, where this particularly later one can be used to remove the masking effect of strong targets for weak targets detection [34] . We also derived the CRLB to benchmark the performance of our proposed EM-based multitarget estimator. Numerical simulations were added to compare its performance with the widely used CC estimator. The results showed that for widely separated targets on a delay-Doppler plane, the performance of CC estimator did not achieve the CRLB with the increase in SN R s due to the presence of interference from other targets, but our proposed multi-target EM estimator performed better than CC with increasing SN R s and in fact very close to the CRLB. The CC estimator could not even outperform our EM estimator when the RC was cleaner. Particularly, for the closely located targets on the delay-Doppler plane where the CC failed, our EM estimator was still functional and it could estimate the two targets in just few iterations with the estimation accuracy that was close to the CRLB. and with Σ x and Σ y (Θ) as defined in section 3.1. Now given the observation vector y and Θ we are interested to estimate h m , so we find the conditional distribution of h m given y His research interest is in the areas of statistical signal processing, optimizing algorithms, machine learning, and passive radar.
