This paper presents a parallel real-time sound source separation system for decomposing an audio signal captured with a single microphone in so many audio signals as the number of instruments that are really playing. This approach is usually known as Soundprism. The application scenario of the system is for a concert hall in which users, instead of listening to the mixed audio, want to receive the audio of just an instrument, focusing on a particular performance. The challenge is even greater since we are interested in a real-time system on handheld devices, i.e., devices characterized by both low power consumption and mobility. The results presented show that it is possible to obtain real-time results in the tested scenarios using an ARM processor aided by a GPU, when this one is present.
Introduction
Source separation (SS) of musical signals deals with the task of segregating the original sound signals from a polyphonic mixture. Its application can be used to ameliorate the way of consuming the musical entertainment. This field of research has been a trending topic over the last two decades and now offers a wide variety of possible applications for end-users and professionals, such as instrument-wise equalization [16] , personal music remixing [15] , music information retrieval [6] , and intelligent audio editing [9] . Depending on the final application, there are two approaches for this problem, which are called offline or online. In offline algorithms, the audio performance to be processed is available as a whole. Thus, these algorithms require to see the whole audio performance from start to end, and hence cannot be implemented in real time. On the other hand, for streaming scenarios, an online system has to process its input piece-by-piece in a serial fashion, in the order that the input (the audio stream) is fed to the algorithm, without having the entire input available from the start. Moreover, a low-latency approach is required for a real-time behavior, understanding latency as the delay between receiving the signal and starting to perform the separation.
SS problems can be classified depending on the number of sources and sensors. Over-determined and determined cases are those in which the number of sensors is larger than or equal to the number of sources, respectively. In these cases, several methods [19, 25, 27] have achieved good results. However, the single-channel SS problem is the extreme example of the under-determined cases, in which sensors are fewer than sources. Therefore, a high SS quality is not reachable by blind SS methods [26] . In that sense, it is necessary to exploit the knowledge of additional information to improve the separation [10, 27] . This information can be of different natures: the instrumentation [17] , score information [18] , spatial and spectral information about the sources [20] , information about the recording/mixing conditions [8] , etc. Considering the case where a musical score (in the form of MIDI) is available [6, 15, 18] , information about the instruments and notes of the musical piece can be used to guide the separation process even if the sources are hard to distinguish based on their spectrotemporal behavior.
In this context, extant score-informed SS systems need a well alignment between the score and the audio [15, 22] , or use dynamic time warping (DTW) to find the alignment [12, 22] before separating sources. Duan et al. [7] proposed an online score-informed SS method, called Soundprism. Similar to an optical prism which breaks light up into its constituent spectral colors in real time, Soundprism is a computer algorithm able to decompose a mixture of music on its constituent sound sources in real time. Duan et al. address this problem dividing it in two stages: (1) audio-score alignment and (2) pitch-informed source separation. The alignment is computed using a hidden Markov process model, where each audio frame is associated with a 2D state of score position and tempo. A multi-pitch observation model is employed for indicating how likely each audio frame contains the pitches of a hypothesized score position. Afterward, particle filtering is used to infer the score position and tempo of each frame. Regarding the separation process, score-informed pitches at the aligned score position are refined with a multi-pitch estimation algorithm to build a harmonic mask. Nevertheless, due to the high computational cost of this system, its real-time implementation is not possible with the current technology.
In this paper, we propose an online SS framework for single-channel audio signals of high polyphonic complexity that yields a server-client model application. This framework is the solution for a classical music concert where every audience member could select their favorite personal mix, switching between enjoying the full performance or concentrating on a specifical instrument. In this context, the server carries out the factorization of the audio input signal and offers to the clients all the isolated signals of each instrument. For this purpose, we decompose this problem in three stages: (1) the real-time audio-to-score alignment, (2) the factorization process and (3) the source reconstruction stage. The first stage is based on our system ReMAS [1] . ReMAS is a parallel and efficient Real-time Musical Alignment System that has been implemented and optimized for low-power processors, such as ARM processors. For the second stage, the library NNMFPack [4, 5] for solving the NMF problem is used. NNMFPack is an efficient numerical library conceived for heterogeneous parallel shared memory systems. In the final stage, we propose to apply a Wiener filtering method to compute the energy contribution of each instrument of the audio mixture. With the aim of closing the whole process in real time, a parallel implementation of this final stage is proposed, according to the methodology followed in ReMAS and NNMFPack. In the end, the whole system is a parallel hybrid solution using the CPU and the GPU simultaneously.
To the best of our knowledge, there has not yet been presented a holistic, free and cross-platform system that addresses these problems in real-time running on systemson-chips (SoC) with ARM architecture, the most common in devices such as tablets or mobile phones, among others. As a proof of the concept, some experiments are carried out on a dataset of orchestral music, showing reliable results in terms of sound quality. Accordingly, the structure of the paper is organized as follows. In Sect. 2, we describe the architecture of the proposed framework, while the evaluation datasets and the experimental results are shown in Sect. 3. Finally, conclusions are outlined in Sect. 4.
Framework description and background

System overview
The aim of this work is to address the SS problem for high polyphonic complexity signals through the development of an automated computer Soundprism system. For this proposal, we have decomposed the problem into three stages: the alignment between the input MIDI score and the input audio performance, the factorization of this real audio mixture and the reconstruction of each instrument signal. Figure 1 sketches the full system with the main blocks which compound each stage.
The software solution proposed has been developed satisfying the following two basic requirements: real time and mobility. Therefore, this design should take the low computational power of the handheld devices into consideration, especially the cheapest ones, and should deeply use the possibilities offered by some heterogeneous parallel architectures.
Alignment stage
The goal of this stage is to associate each temporal frame of the input audio signal to an event in the MIDI score. This matching will be used as an input by the following stage. In that sense, we employ our algorithm ReMAS [1] . As can be observed in Fig. 1 , when a new frame arrives, x(t), the process starts at the feature extraction block. This block extracts from the audio signal the features that characterize some specific information about the musical content. With this intention, a low-level spectral representation of the audio data (time-frequency representation) is obtained by a Hanning-windowed fast Fourier transform (FFT). Performed the FFT, the time-frequency representation is converted from linear frequency to MIDI resolution. To obtain this computation, first the magnitude spectrogram (inset Module in Fig. 1 ) is computed from the complex output of the FFT. Afterward, the frequency bins belonging to the same MIDI interval are summed up (inside MIDI Resolution in Fig. 1) .
Later, the distortion block is performed. It measures the similarity between the timefrequency representation of each frame of the input signal and the spectral patterns of each score unit, defining a score unit as the occurrence of concurrent or isolated notes in the score (described in [24] ).
Finally, DTW is used to associate the score position with each input signal frame. In this step, no backtracking is allowed in order to reduce latency. In that way, the decision is made directly from the information contained in frame t, taking the minimum value of the accumulated cost. A deep description of the theoretical aspects of the problem and the design of the multi-tier architecture for the DTW functional block can be found in [3, 24] . Our parallel implementation of this algorithm, presented in [1] , has The output of ReMAS system at each audio frame is an event in the MIDI score. This event is used to inform of the notes and instruments that are sounding in that frame to the factorization stage. However, the alignment algorithm, in which ReMAS is based on, commits misalignment errors [24] , so much so that the minimum onset deviation threshold required to obtain a full precision is about 2 s. In order to avoid misalignment errors, the final block of the alignment process (inside set units in Fig. 1 ) selects the score events which are adjacent in the score to the selected one by the ReMAS output. In that way, this block looks up in MIDI score all the units which appear 1 s (referred to MIDI time) before and after the MIDI event selected by the DTW. Thus, the factorization stage receives, as an input, a collection of units φ t , which correspond to the possible concurrent notes and instruments for each real audio frame.
Factorization stage
The factorization stage is focused on the estimation of the spectrograms of each source. The main idea is that an audio spectrogram can be decomposed as a linear combination of spectral basis functions b n ( f ). In such a model, the magnitude spectrogram of the signal x( f , t) in time frame t and frequency f is modeled as a weighted sum of basis functions as:
where g n (t) is the gain of the basis function n at frame t, b n ( f ) are the bases and N is the total number of units in the composition. Applied to our problem, each basis function represents the spectral pattern of each score unit and the corresponding gains contain information about the onset and offset times of these units. The spectral patterns b n ( f ) are obtained in the preprocessing stage for each score unit.
The computational intensity of the estimation of the parameter g n (t) is extremely large due to its dependency on the number of score units. Consequently, the higher the number of units of the score, the larger the computational intensity. In orchestra signals, several instruments playing different melodies are present, and that means that the score is compound of a large number of units. However, as explained in Sect. 2.2, only a few units are selected by the alignment stage at each frame. Denoting by φ t the subset of units that can be potentially active at frame t, the signal model can be expressed as follows:
where the number M of units of φ t is much lower than N . The Decreasing block (Fig. 1 ) reads the bases indicated by the subset φ t from the dictionary of bases, and arranges them in a block of memory which is employed as input for the factorization process. Without this block, it would not be possible to compute the factorization process in real time, due to the high computational cost of using the whole dictionary.
Once the Decreasing block is executed, the time-frequency representation of the input signal is converted to a resolution of 1/4 of a semitone, which has been proven to achieve better results for separation tasks [2] . Afterward, the factorization of the signal is carried out using our numerical library, NNMFPack [4, 5] , that provides efficient algorithms to compute the NMF.
Under the nonnegativity restriction, the factorization parameters of Eq. 2 can be estimated by minimizing the β-divergence between the observed x( f , t) and the modeled x( f , t) spectrograms. We have used some subroutines of the library that implement the following multiplicative update rules required for the factorization:
where β = 1.5. Finally, given the time-varying amplitudes of each unit g n (t) at each frame, the spectrogram of each sourcex s ( f , t) can be computed knowing the concurrent and isolated instruments for each unit.
Source reconstruction stage
In this final stage, the reconstruction of each source is computed using a soft-filter strategy. Figure 1 outlines the main blocks which compound this stage. Firstly, the spectrogram of each source is estimated by:
where g n (t) is the time-varying amplitude acquired in the factorization stage and b n,s ( f ) is the spectral patterns obtained in the preprocessing stage where the amplitudes of each note of a musical instrument are learned in advance by using the Real World Computing (RWC) music database [13, 14] as a training database of solo instruments playing isolated notes. Subsequently, Wiener filter is applied to reconstitute the different sources of the mixture based on the power spectrum ratio between the reference signals. Once the spectrograms are estimated, soft masking M s ( f , t) is computed for each source:
where M s ( f , t) represents the relative energy contribution of each source s for each time-frequency bin and x s ( f , t) is the magnitude spectrogram per instrument. Then, to obtain the estimated source magnitude spectrogramx s ( f , t), Eq. 6 is used (inside apply mask in Fig. 1 ).
Afterward, the IFFT block is performed. The time representation is converted from MIDI resolution to linear frequency allocating the value of a MIDI bin to its corresponding frequency bins (inside linear resolution in Fig. 1 ). The phase spectrogram of the input mixture is applied for each source (inside phase in Fig. 1 ). Finally, a windowed inverse fast Fourier transform (IFFT) is computed with the same features as in the FFT block. The procedure of the whole system is summarized in Algorithm 1.
Algorithm 1
Read audio frame x( f , t).
4:
Compute ReMAS to obtain the optimal unit. 5:
Determine the subset φ t .
6:
Arrange the block of memory for the factorization process.
7:
Change to a quarter of a semitone MIDI resolution. 8:
Update the gains using the Eq. 3.
9:
for s=1 to S do 10:
Compute Wiener mask using the Eq. 5.
11:
Estimate the spectrogram of each sourcex s ( f , t) using Eq. 6. 12:
Change to linear resolution.
13:
Compute the IFFT. 14:
Playx s ( f , t).
15:
end for 16: end while From the computational point of view, several decisions have been made to successfully address this stage regarding the way of storing the data. Consequently, it is stored using vectors whose leading dimension has been arranged according to the subsequent use. In this manner, we can exploit spatial locality and use the high performance BLAS packages. Thus, Wiener filter is implemented using vector-vector and matrix-vector routines. Taking into account these considerations and observing Eqs. 5 and 6, the temporal complexity of this stage at each frame can be approximated by:
where P m is the number of pitches (MIDI notes) per instrument, S is the number of sources (instruments), F is the fast Fourier transform length, P is the number of cores and F m f is the frequency in MIDI resolution sampled for the factorization stage. As in [23] , we have selected P m = 456 that corresponds to a range of notes of 9.5-octaves in one sample per quarter of a semitone of MIDI resolution. F m f is fixed as 401, one sample per quarter of a semitone. On the other hand, S depends on the composition and is obtained from the reading of the MIDI score. Finally, we have used F = 16,384 bins as in [23] , since this value is chosen to have enough frequency resolution for low frequency sounds.
Hybrid GPU-CPU implementation
From the computational complexity point of view, source reconstruction and ReMAS stages have a high impact on the system. On the one hand, compositions with a high number of instruments increase the parameter S (see Eq. 7) involving a high computational cost in the reconstruction stage, regardless of the duration of the composition. On the other hand, compositions with a high duration lead to an increase in the execution time of alignment stage because the number of score units and the MIDI time frames grow (see [1] ). There will be situations where the combination of the values of these parameters will make the execution time of both stages the same. In others, a pure CPU system (homogeneous) could not be executed in real time due to the high duration and large number of instruments. Looking back to Fig. 1 , once the audio frame has been captured, the factorization stage begins when the alignment stage (based on ReMAS) has associated the audio frame to a MIDI score point. This MIDI score point is represented by a scalar. In addition, during the execution of ReMAS, the FFT of the audio is computed and stored; this information, obtained at the beginning of ReMAS, is necessary to carry out the reconstruction of each instrument. Finally, the reconstruction stage generates an output audio frame for each source, which must be sent to the output sound card.
In [11] , Fastl et al. studied the time difference perceived by the human hearing system between the directly transmitted audio signals and the processed audio signals and a critical value of 50 ms for speech and music applications was fixed. This fact allows us to assume a maximum response time of 50 ms for our system.
Considering all these aspects, we can divide the logic of Soundprism into two main blocks running concurrently: ReMAS (alignment stage) and NMF+Re (factorization and reconstruction stages). Thus, while one functional unit (CPU or GPU) executes ReMAS over frame i, the other applies NMF+Re to the frame i − 1 (see Fig. 2 ). Remember that the FFT information needed by NMF+Re is ready to send at the beginning of aligned stage, and thereby, Soundprism can overlap computing and communications hiding the impact of this kind of communication over time. However, note that ReMAS over frame i has to finish to start NMF+Re over the same frame. As mentioned, NMF+Re generates the audio to send to the sound card and, to avoid additional communications, the best choice is to assign ReMAS to the GPU and NMF+Re to the CPU. In this manner, we can achieve a real-time behavior with high duration compositions and with a large number of instruments. Thus, for example, when the execution time of ReMAS and NMF+Re is approximately the same, the theoretical overall execution time will be reduced by half, compared to the parallel implementation using only the CPU.
Evaluation and experimental results
For the experimentation of our proposed framework, we have employed a database developed by Pätynen et al. [21] . The database consists of four compositions of symphonic music from Classical and Romantic styles. The audio files are approximately 3 min long and are sampled at 44.1 KHz from real performances. The passages are composed of ten different kinds of sources (instruments). Furthermore, we have analyzed the performance of the proposal with two more musical pieces of different durations and number of sources: "American Quartet," a string quartet by Antonín Dvoȓák of about 26 min of duration and "Finland," a symphonic poem written by Jean Sibelius of about 8 min. Table 1 provides more details of the database, including duration, the number of instruments that make up the performance, and the number of units extracted from the MIDI file. As shown , Sibelius has the highest number of sources (16 instruments), and Dvoȓák the lowest. Regarding the used testbed, this is an Nvidia Jetson TX2 development kit, which is an embedded system-on-module (SoM) with a NVIDIA Pascal GPU 256 cores and one quad-core ARM Cortex-A57 CPU. It operates at 2 GHz and runs a version of Linux operating system, especially tailored to this device. This kind of architecture is the heart of smartphones, laptops, tablets, and other embedded systems.
Experimental results
In this section, we are going to analyze the experimental results obtained in the evaluation of the proposed database. Table 2 shows the execution time of ReMAS and NMF+Re blocks for each implementation and audio excerpt. In addition, speedup and efficiency results are included.
CPU results
The computational complexity of the system depends mainly on the duration of the score and the number of instruments of the composition. In this sense, attending firstly Table 2 Execution times measured in seconds and in milliseconds per frame, speedup and efficiency for each implementation, block and audio excerpt to the duration of the score, the alignment stage (ReMAS in Table 2 ) is about the 54% of the total execution time of the system for the Dvoȓák composition independently of the number of cores. However, for the remaining scores, the alignment stage time represents just between 10% and 19%. As expected, the complexity burden per frame of the alignment block increases due to score duration. CPU implementation guarantees real time with 4 cores for: (1) long compositions (tested until 1603 s) with a reduced number of instruments (4 instruments in Dvoȓák score) and (2) short compositions (tested until 512 s) in symphonies. Focusing on 3 cores, the only audio excerpt that is not possible to execute in real time is Sibelius's, which combines a relatively high duration (512 s) and a large number of instruments (16 instruments). However, this limitation can be sorted out just by reducing the FFT length to F = 8192. Changing this parameter only affects the quality of low-pitch sounds in separation, giving the system the opportunity to be executed in real time. Using less cores, we conclude that the execution time cannot be considered real time. Secondly, regarding the number of instruments, we have tested the system with a variety of symphonies of different composers (Beethoven, Mozart, Mahler, Bruckner and Sibelius) all with a number of groups of instruments higher than 8. These examples are the more demanding ones in terms of instruments in the case of classical music scores. For all orchestra scores, the NMF+Re block increases its execution times with respect to ReMAS, consuming between 80% and 90% of the total execution time of the system in comparison with a range from 40% to 50% in Dvoȓák.
At source reconstruction stage, some of the blocks require to repeat some operations depending on the number of score instruments, such as wiener Mask estimation and the IFFT algorithm. The approach used in this work is based on separating all the group of instruments at the score, just to be fair with the analogy of the name Soundprism. Consequently, the system is designed to perform the separation of audio input in all its components (instruments in the audio case). However, the system proposed in [7] only implements the separation of a single instrument, and even so, it cannot be executed in real time.
Finally, the behavior obtained by the system is as expected regarding the efficiency. Better results are obtained with long compositions, due to the alignment stage efficiency increases with higher score duration. For the NMF+Re block, we obtain a global efficiency higher than 60% for the worst-case scenario. Note that, for the Wiener filter, a set of matrix-vector routines (memory bound) is computed. Therefore, the sequential approach maximizes the performance, taking advantage of the whole memory bandwidth, while a/the parallel approach is limited by this fact. At the same time, the NNMFPack library also has a memory-bound component and, furthermore, the optimal performance is obtained with higher matrix dimensions (see [5] ). Figure 3 displays the efficiency results for each audio excerpt and number of cores.
Hybrid parallel scheme results
The goal of our proposal is to provide a parallel real-time sound source separation system for decomposing an audio signal when devices characterized by both low power consumption and mobility are used. As discussed in the previous subsection, the pure CPU system (homogeneous) achieves a real-time behavior for all signals of the dataset when all available cores are used. However, in exceptional cases in which the number of instruments is very high and the duration of the composition is very long, and/or there is even an additional load in the system, it is possible that the response time is not within the real-time window.
The hybrid GPU-CPU proposal resolves precisely these more demanding situations. Looking at the numerical results in Table 2 , the behavior of this implementation is as expected. On the one hand, the execution time of the NMF+Re block is equal to the pure CPU implementation when all the cores are used. This fact allows to infer that if the number of cores used was lower, the execution time obtained would be approximately equal to that obtained with the CPU version, allowing to free resources for other tasks in the system and providing greater stability in the response time of Soundprism. On the other hand, the ReMAS time is substantially reduced. This is especially relevant in long compositions, where the speedup over the CPU version using all the cores is about 50% (see Fig. 4 ). Regarding less demanding compositions, the speedup is above 10%. Then, as can be observed in Table 2 , the overall execution time of this version presents a fixed overload of low impact lower than 2.5% with respect to the theoretical value, which would be the maximum time between ReMAS and NMF+Re. This value indicates a high concurrence level and a perfect masking of the communications between both subsystems (from GPU to CPU), an objective pursued.
Finally, from the point of view of the usefulness and/or scalability of the system, it should be remarked that the execution time in long compositions (see Dvoȓák in Table 2 ) is approximately 30% of the duration, reaching response times less than 5 ms.
Conclusions and future work
First, we would like to stress that the proposed system is, to the best of our knowledge, the first implementation in real time for the Soundprism paradigm. Our approach has focused on achieving real-time execution using handheld devices characterized by both low power consumption and mobility. Under these limitations, the proposed system is real time for all the audio excerpts in the case of an execution in the CPU implementation with 4 cores and in the hybrid parallel proposal. Secondly, it has been shown that the length of the score affects moderately the total complexity of the system. However, the number of score instruments has a strong impact, because it requires the computation of the same number of Wiener masks and IFFT blocks as there are instruments.
Finally, for future work, we plan to extend the current approach to be able to manage with multi-channel audio input. To achieve this goal, the concert hall should include a group of microphones distributed along the room. Using this proposal, the quality of the separation will be greatly increased because the system will deliver to the user the signal received for the microphone closer to a particular instrument.
