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ABSTRACT 
High dimensional inference is motivated by many real life problems such as medical 
diagnosis, security, and marketing. In statistical inference problems, n data samples 
are collected where each sample contains p attributes. High dimensional inference deals 
with problems in which the number of parameters, p, is larger than the sample size, n. 
To hope for any consistent result within high dimensional framework, data is assumed 
to lie on a low dimensional manifold. This implies that only k « p parameters are 
required to characterize p feature variables. One way to impose such a low dimensional 
structure is a regularization based approach. In this approach, statistical inference 
problem is mapped to an optimization problem in which a regularizer term penalizes 
the deviation of the model from a specific structure. The choice of appropriate penalizing 
functions is often challenging. We explore three major problems that arise in the context 
of this approach. 
· First, we probe the reconstruction problem under sparse Poisson models. We are 
motivated by applications in explosive identification, and online marketing where the · 
v 
observations are the counts of a recurring event. We study the amplitude effect which 
distinguishes our problem from a conventional linear regression least squares problem. 
Motivated by applications in decentralized sensor networks and distributed multi-task 
learning, we study the effect of decentralization on high dimensional inference. Finally, 
we provide a general framework to study the impact of multiple structured models on 
performance of regularization based reconstruction methods. For each of the afore-
mentioned scenarios, we propose an equivalent optimization problem and specify the 
conditions under which the optimization problem can be solved. Moreover, we mathe-
matically analyze the performance of such recovery method in terms of reconstruction 
error, prediction error, probability of successful recovery, and sample complexity. 
Vl 
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Chapter 1 
Introduction 
1.1 Statistical Inference 
Today's world is flooded with growing amount of information. Increasing volume of data 
generated online and through social media, as well as the power of super computers and 
sensor networks in collecting data provide researchers with datasets of large size. Rapid 
development of data collection technology, allows for more observations, more variables 
to be measured, as well as more sophisticated inference methods. It is convenient to 
represent data in the form of an n x p matrix, where each row corresponds to a single 
observation and each column is associated with a feature. For instance, when online 
behavior of costumers is studied in marketing applications, n costumers are surveyed on 
p different questions. Their responses constitute the n x p data matrix. 
Inferring knowledge from this data is a fundamental problem in machine learning 
and statistics. Statistical inference aims to accomplish tasks such as estimation (Bickel 
and Levina., 2008; Bickel et al., 2009; Boyd and Vandenberghe., 2004), classification 
(Cevher et al., 2008; Bunea et al., 2007; Koltchinskii and Yuan, 2008; Lee and Bresler., 
2009), and model selection (Bach, 2008a; Bartlett et al., 2005; Becker et al., 2009) based 
on the observed data matrix. For example, in the marketing application, we may want 
to estimate the optimal price of a new product introduced to the market. Whereas, the 
task of predicting whether or not a customer would buy a product is usually referred to 
as classification. 
2 
Conventional statistical inference (Arbuthnott, 1710; Fisher, 1925; Neyman and 
Pearson, 1933) deals with problems in which the number of observations, n, is much 
larger than the number of attributes, p. Even for datasets with large ambient dimen-
sion, p > n, feature selection and extraction is used as a part of pre-processing of data 
before any conventional inference methods are applied. Theoretical results within the 
conventional framework is obtained for asymptotic settings where n grows to infinity 
while p is fixed. In contrast, in this thesis, we are interested in the high dimensional 
setting when both p and n can simultaneously approach to infinity. 
It is well established within the framework of high-dimensional statistics, that consis-
tent results cannot be obtained unless the degrees of freedom in the model is restricted. 
One way to restrict the degrees of freedom in data is by imposing low dimensional struc-
ture on them. This implies that only a small number of parameters is required to explain 
variations in data. Sparsity constraint (Candes and Wakin, 2008; Candes, 2006) is an 
example of imposing low dimensional structure. 
1.2 Contributions· 
We are motivated by multiple applications in medicine, security, and marketing, we 
study three major problems in the context of high dimensional inference. 
We first examine the problem of sparse parameter estimation under a heteroscedastic 
Poisson model (Raginsky et al., 2012; Harmany et al., 2009). Poisson distribution is a 
mathematical model to describe problems that involve the counts of a recurring event 
over a specific interval. For instance, Poisson counting process is useful for modeling the 
number of clicks on an ad on a daily basis, the number of photons received from a source 
in a nano second, and the number of online transactions completed on a website during 
the sale season. We propose maximum likelihood for parameter estimation under such 
model. Note that the likelihood function of Poisson distributed data is highly non-linear. 
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We explain the challenges involved with such non linear model and how to overcome 
them. We empirically show the superiority of this model in comparison to simplified 
linear models in real life applications such as online marketing and florescence-based 
explosive identification. 
Next, we study the effect of decentralization in high dimensional settings. The 
emergence of highly distributed sensor networks calls for an efficient approach in sig-
nal reconstruction(Baron et al., 2005; Duarte et al., 2005b; Duarte et al., 2005a). Our 
decentralized approach is an alternative for the batch approach when multiple computa-
tional agents are available. Moreover, as opposed to conventional distributed approach, 
our settings do not require local sparse structure for the decentralized sub-problems. We 
mathematically show how our decentralized approach results in accurate reconstruction 
with no additional measurement cost. 
Finally, we explore a more general notion of structure in high dimensional framework. 
This modified notion is motivated by many problems that arise in multi-task learning and 
stochastic dynamic system analysis (Zhang and Huan, 2008; Caruana, 1977; Evgenio 
and M.Pontil, 2004; Obozniski et al., 2006). In such problems, the model does not 
exhibit any explicit structure, yet it can be decomposed into structured components. 
For example, a matrix resulting from the superposition of a sparse matrix with a low 
rank matrix, is not necessarily low rank nor sparse. While this matrix does not exhibit 
an explicit structure it can be decomposed into two structured matrices. In other words, 
it conveys an implicit structure that still can be exploited in a high dimensional setting. 
In the following section, we present a separate detailed introduction to the aforemen-
tioned contributions. we explain the importance of the problem and the corresponding 
applications along with a brief summary of the results. 
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1.2.1 Poisson Models 
This problem is motivated by many practical applications where the observations are 
the counts of an event. The mean count in these applications depends -linearly on a 
sparse subset of parameters. Our goal is to extract the sparse subset from a potentially 
large number of variables. Some practical applications where this problem arises include 
explosive identification through photon counts in fluorescence based methods (Stringer 
et al., 2010), and marketing decisions based on website traffic (Beel et al., 2010). 
In fluorescence based explosive identification, observations are the number of photons 
received by a photo diode when an unknown mixture of explosives is exposed to different 
fluorophores. In general, the mixture is sparse, namely, only a few basic explosives 
constitute the mixture. The goal is to identify how much of each explosive is contained 
in the mixture. 
In the marketing application, the goal is to find the best advertising website that 
brings traffic to a business website. Due to the variety and the high cost of link purchases, 
businesses are interested in discovering a small number of dominant advertisement web-
sites that direct online traffic to their websites. In this application, observations are 
the weekly website traffic (for different entities within a similar market) and is modeled 
using Poisson statistics. 
We propose a gene_ral model that is applicable to a broad class of problems involving 
Poisson statistics. We consider the case where observations are obtained from heteroge-
neous sensors or different measurement settings and therefore not identically distributed. 
To simplify the model, we assume that the rates of the underlying Poisson model for 
observations are affine functions of some positive signal we want to estimate. In other 
words, if the signal of interest is e* E IR~, the i-th observation, }i, is distributed as 
follows: 
ViE {1, ... , n}: }i "'Poiss(>.o,i + Xie*) 
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where Ao,i is the rate of the background Poisson noise and each Xi= [Xi,b ... , Xi,p] is a 
distinct vector corresponding to the response of the i-th sensor. The collection of these 
vectors form the sensing matrix: 
Our goal is to recover the sparse vector, ()*, from 
and X given the fact that ()* is sparse. 
In explosive identification example, Yi and >.o,i are the photon counts and background 
emission for fiuorophore i. Xi,j < 0 is the quenching effect of explosive j on fiuorophore 
i, and e; is the weight of explosive j in the mixture. 
In the marketing example, Yi is the weekly online traffic for business website i. >.o,i is 
the average traffic that visits website i directly (not through intermediate advertisement 
website) . Xi ,j > 0 is the number of backward links that business website i has bought 
from advertisement website j, and e; measures popularity or dominance of advertisement 
website j. Figure 1.1 illustrates this eMarketing model. 
In Chapter·3 of this thesis, we analyze the performance of the Maximum Likelihood 
(ML) decoder for the aforementioned problem. Note that due to heteroscedasticity, 
the consistency of the regularized ML does not trivially follow from the consistency of 
ordinary maximum likelihood. Moreover, note that in conventional sparse linear least 
squares regression setting, sample complexity is primarily determined by sparsity for 
random sensing matrix designs. While the scale of the parameter vector does influences 
sample complexity, its impact is somewhat beneficial. Sample complexity improves with 
6 
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Figure 1·1: Marketing model: right nodes are the business websites, 
left nodes are the advertisement websites. A connecting edge, Xii , is the 
number of backward links purchased by the business website i from the 
advertisement website j . 
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scale of the ground truth parameter, ()*, for a fixed level of noise. In contrast, for our 
Poisson setting, sample complexity degrades with the scale of the parameter vector. 
Specifically, sparsity level k := 11()*11 0 , and parameter amplitude s := 11()* 11 1 play sig-
nificant roles in determining sample complexity. One difference is that the variance of 
observations grows with s in the Poisson case. A more fundamental reason is that the 
curvature of the likelihood function decreases with the scale s of the parameter vector. 
Indeed, for large values of s, partial changes u = B- ()* in the parameter vector translate 
to significantly smaller changes of the likelihood function resulting in lack of identifiabil-
ity. Consequently, unlike the conventional case we inevitably have to suffer the effects of 
scale for the Poisson case. The ML decoder in our Poisson setting is a convex optimiza-
tion problem involving non-linear measurements; yet, it is computationally tractable. 
We show that when the sensing matrix, X, satisfies the so-called Restricted Eigenvalue 
(RE) condition and its components are bounded, the /!1 regularized ML decoder is con-
sistent. Moreover, we show that our estimates converge exponentially fast in terms of 
number of observations. Furthermore, we derive fundamental sample complexity bounds 
for sparse recovery in the high-dimensional setting. We conduct several synthetic and 
real-world experiments and demonstrate superiority of ML estimation in comparison to 
other proposed methods. 
1.2.2 Decentralization 
In the world of enormous data and fixed computational capacity, distributed compu-
tation has become a promising approach to solve "Big Data" problems. Sparse Signal 
Recovery in a distributed sensor network is an example of such an approach. In this 
setting, each sensor has partial access to the original signal. Therefore_, a sensor can 
only make partial measurements on the signal. Each sensor transmits its measurements 
to a fusion center. The fusion center utilizes the overall measurements to recover the 
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original signal. 
The sparsity of the observed subset of the signal at each sensor node is referred to 
as local sparsity. In a decentralized network, each sensor operates with no knowledge 
of its local sparsity and with no collaboration with other sensors. Although the signal 
ensemble is assumed to be globally sparse, there is no assumption on the local sparsity. 
The goal is to compress data at each node efficiently for accurate reconstruction at 
the fusion center. Accurate signal recovery is possible only if sufficient, well-chosen 
measurements are provided by the network. 
To manage decentralized reconstruction, we propose a new Bernoulli Sampling scheme. 
This scheme associates an independent Bernoulli trial, with parameter a, to each mea-
surement that a sensor makes. The sensor transmits a measurement, if the outcome of 
the associated Bernoulli trial is 1. The measurement is ignored otherwise. We show 
that it is possible to accurately reconstruct the signal through Bernoulli sampled mea-
surements at the fusion center. We also show the recovery through Bernoulli sampling 
is robust to noisy measurements and packet loss. 
In a network of r sensors, for a signal of length p and sparsity s, the lower bound we 
derived for the parameter a of the Bernoulli Sampling, for robust and accurate recon-
struction, is 0(~ log(;)). This result implies that the expected number of measurements 
needed for stable and accurate reconstruction is O(s log(;)). This is the same as the 
result obtained for a collaborating sensor network or a distributed network with local 
sparsity assumption (Duarte et al., 2005b; Duarte et al., 2005a). 
1.2.3 Complex Sparsity Structures 
In .high dimensional setting, where the number of observations is smaller than the di-
mension of the problem, exploiting prior structural information about the ground truth 
is necessary to obtain meaningful results. However, in many practical cases, the data 
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does not show any explicit structure, yet it can be decomposed into multiple arbitrarily 
structured components. 
Complex structures are the focus of our attention in Chapter 4. First, we propose 
a general framework for regularization based approach to solve problems under such 
complex models. We then investigate a special case of this problem, multi-label multi-
task classification, with applications in medical diagnosis and cancer classification. 
General Framework forM-estimators under multiple structured models 
Motivated by problems that arise in multi-task learning, we propose a general framework 
for high dimensional parameter estimation under complex structures. In multi-task 
learning applications, our goal is to learn a collection of related tasks more efficiently 
by exploiting the similarities among them. However, conventional methods, based on 
single structure, are shown to smooth out the differences among the tasks. In order 
to respect the differences among the tasks we propose a multiple structured model. 
This model is a generalization of (Jalali et al. , 2013) which was initially introduced for 
multiple regression problem. Similar to (Negahban et al., 2012), we aim to provide a 
general framework which is agnostic to our choice of the loss function and measurement 
settings. We specify conditions under which exploiting this complex structure is feasible 
and we quantify our results in term of sample complexity and estimation error. 
Dirty Models for Multi-label Multi-task Learning 
Here, we focus our attention on the case of multi-task classification. For the purpose 
of illustration, consider the case of medical diagnosis of similar disorders. By similar 
disorders we refer to disorders for which the type and severity of most symptoms are 
similar yet not the same. The goal is to correctly identify whether a patient is suffering 
from one or some of such disorders (Table.1). 
In this example, each task is the diagnosis of a certain disorder. Symptoms are 
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considered as the features and the training set consists of patients with pre-assigned 
diagnosis. In general, each patient may be diagnosed with more than one disorder, i.e. 
multi-labels (Tsoumakas et al., 2006). Multiple labels for some patients along with the 
idea of similarity among tasks encourage the idea of pooling the patients into one big 
data set corresponding to the combined problem. 
Table 1.1: Mental Disorders and Symptoms Severity (Brown and Bar-
low, 2010), PPD:Paranoid Personality Disorder, SAD: Seasonal Affective 
Disorder, AvPD: Avoidant Personality Disorder, and PMD: Psychotic 
Major Depression 
Symptoms: PPD SAD AvPD PMD 
Change of appetite 0 
* 
0 0 
Hyper /Insomnia 
* * 
0 
* 
Irritability 
* * * * 
Anhedonia 
* 
0 0 0 
Note that the situation can be quite complicated ranging from high overlap of fea-
tures among all the tasks to minimal overlap among them. The set of features can be 
decomposed into a set of shared features that are common among most tasks and a set 
of specific features that are exclusive to only a few tasks. In the medical diagnosis ex-
ample described in Table 1, "Irritability" and "Insomnia" are common features among 
the disorders, while "Anhedonia" is a specific feature for Paranoid Personality Disorder. 
We develop a method for analyzing the performance of multi-task classification with 
partially shared features. Our theoretical results demonstrate the consistency of the 
estimation error in high dimensional settings. we show that the estimation error of 
our estimators converges exponentially as a function of the number of samples. Our 
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simulation results on synthetic and real datasets confirm the theory and also shows 
considerable improvement over single task learning or conventional multi-task methods 
{Evgenio and M.Pontil, 2004; Obozinski et al. , 2011; Bach, 2008a). 
1.3 Thesis Organization 
Chapter 2 provides the essential background required to develop our theoretical results. 
We present our results for high dimensional inference under Poisson models in Chapter 3. 
Our general framework for high dimensional signal recovery under multiple structured 
models is described in Chapter 4. Chapter 5 presents our results for decentralized 
sensor networks. In Chapter 6, we concludes our work and discuss the future directions 
of this research. Finally, the detailed proof of our theoretical results is provided in the 
Appendix. 
Chapter 2 
Background 
12 
2.1 High Dimensional Statistics 
High-dimensional phenomena has been extensively investigated in the statistical liter-
ature. So far , £1 regularized linear regression has been the most active area. Exact 
recovery for noiseless observations has been studied in (Candes et al. , 2005 ; Bickel and 
Levina., 2008; Bickel et al., 2009; Boyd and Vandenberghe., 2004). Prediction error con-
sistency (Cevher et al., 2008; Bunea et al., 2007; Koltchinskii and Yuan, 2008; Lee and 
Bresler., 2009), parameter estimation consistency in some norm (Cevher et al., 2008; 
Koltchinskii and Yuan, 2008; Lee and Bresler., 2009; Bach, 2008a; Bartlett et al., 2005; 
Becker et al., 2009 ; Donoho and Tanner., 2005), and variable selection consistency (Liu 
et al., 2008; Koltchinskii and Yuan, 2010; Donoho and Johnstone, 1995) has also been 
explored. Moreover, the information-theoretic limits of sparse linear regression has been 
strongly established in the literature (Aeron et al., 2010; Akcakaya and Tarokh, 2010; 
Wang et al., 2008). Namely, £1 regularized methods are known to be optimal for pa-
rameter estimation (Greenshtein and Ritov, 2004) and near-optimal for model selection 
(Koltchinskii et al ., 2011). 
On the other hand, estimators based on £1-regularized maximum likelihood have 
been introduced for Generalized Linear Models (GLMs). Theoretical results for GLMs 
vary from consistency in a specific norm (Agarwal et al., 2011; Candes and Plan, 2010; 
Donoho, 2006) to model selection consistency (Bach, 2008b; Harrison et al. , 2003), and 
13 
robustness (Bunea, 2008). 
In another line of relevant work, the impact of general structural assumptions, such 
as block sparsity and low rank, on different types of matrix estimation problems has 
been extensively investigated (Bredies and Lorenz, 2008; Beck and Teboulle., 2009; 
Argyriou et al., 2008). Researchers have proposed different types of group structures 
and their corresponding regularizers for various matrix estimation problems ( Candes 
and Tao, 2007; Karoui, 2008; Keshavan et al., 2010). Low-rank matrix estimation 
based on nuclear norm regularization have been studied in different context , including 
compressed sensing (Hsu et al., 2011), matrix completion (Bertsekas, 1995; Candes and 
Tao, 2005; Horn and Johnson, 1991), and multi-task regression (Amini and Wainwright, 
2009; Bach, 2010; Huang and C.Zhang, 2010). 
A broad range of performance analysis results has been presented within high di-
mensional context. Convergence rate results in Frobenius and other matrix norms is 
provided in (Candes et al., 2010). (Candes et al. , 2010; Donoho and Johnstone, 1995) 
demonstrate results on model selection consistency. On the other hand, convergence for 
exact recovery based on noiseless observations is proved in (Bickel and Levina., 2008; 
Bickel et al. , 2009; Boyd and Vandenberghe., 2004), and convergence rates for error norm 
is calculated in (Bunea et al., 2010; Chen et al., 1998; Duchi et al., 2008). Moreover, 
model selection consistency is proved in (Duchi et al. , 2008) under noiseless settings. 
2. 2 A General Framework for High Dimensional Analysis 
First, consider the problem of parameter estimation based on observations Z = { Zi}i=1 : 
(j = argmin(:}EJRpXr .C( Z, e) 
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where£ is an arbitrary convex loss function and we define ground truth parameters as: 
()* = argmineEJRpxr lEz( £( Z, ())) 
If Z is chosen from an appropriate joint distribution for which the concentration of 
measure inequalities exists, we can guarantee that for sufficiently large n, 
Pr{IIO- ()*II > o}-+ 0 
for any o > 0. 
In high dimensional settings, where p » n, £ is not strictly convex and consistency 
can not guaranteed, even for large n. However, if ()* is structured, e.g. sparse, low 
rank, etc, one can restrict the feasible set to contain only structured ()'s. Intuitively, 
shrinking the space of feasible solutions speeds up the convergence and improves sample 
complexity. Consider a constrained optimization problem of the form: 
0 = argmineEM £(Z, ()) (2.1) 
Note that M must be a convex set for the optimization problem to be convex. However, 
the model space corresponding to ·well-known structures such as sparsity, low rank, 
etc, are not convex. To overcome this issue, we first modify (2.1) to an unconstrained 
problem through Lagrange multiplier. 
0 = argminOEJRpxr ·£(Z, ()) + )..R(()) (2.2) 
where R must be a convex relaxation of a regularizer that imposes () to approximately 
lie on M. 
An interesting question that arises is whether such relaxations compromises the 
accuracy of the estimations. (Negahban et al., 2012) addresses this question in a generic 
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framework independent of the measurement settings and the choice of the loss function. 
They show that when the regularizer function, R, satisfies "decomposability" condition, 
and the objective function, £, satisfies "Restricted Strong Convexity" on the subspace 
of the estimation error: 
U = {uiV.A 2 .Ao; u = (j- 0*} 
th error term, u, converges to 0 with high probability as n is sufficiently large. 
Definition 2.1. Regularizer function R satisfies decomposability condition with re-
spect to a subspace M, if: 
\fv E RP, R(v) = R(v1) + R(v.L) 
where 
vii = argminuEM llu- vllz 
is the projection of v on M, and V.1_ = v- vii. 
Example 2.1. ConsiderM = {v E RP!Supp(v) C Supp(v*)}. We define the regularizer 
function as R = llvlll· Note that: 
and: 
{
v11 (j) = v(j) 
VII= 
vll(j) = 0 
Vj_ = {Vl_ (j) = v(j) 
V.1_(j) = 0 
if j E Supp( v*) 
otherwise 
if j tJ. Supp( v*) 
otherwise 
R satisfies Decomposability condition. because: 
p p p 
R(v) = llvll1 = L lv(j)l = L lv(j)l + L lv(j)l = R(vu) + R(v.L) 
j=l jESupp(v•) j~Supp(v•) 
Definition 2.2. Objective function£ satisfies Restricted Strong Convexity (RSC}, 
if: 
o£(u, 0*) := £(0* + u)- £(0*) - ( \l £ , u) 
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satsfies: 
for any u in the subspace of error, U. 
Note that U is always a subset of I~.P. However, imposing RSC on the whole space of 
JR.P is too restrictive. Moreover, in high dimensional setting, where p»n it is practically 
impossible. To overcome this issue, we first characterize the error subspace U. Then we 
can show that convexity conditions need to be satisfied only on this subspace. 
Lemma 2.1. (Negahban et al., 2012} Suppose that £ is a convex and differentiable 
function, and consider any optimal solution B(A) to the optimization problem (2.2} with 
the tuning parameter, A, satisfying.~ 
A~ 2R*(V £(0*)) 
Then, the error, u = B( A) - ()*, belongs to the cone: 
Proof. Proof is provided in Appendix. D 
Therefore, £ is only required to satisfy restricted strong convexity on the set U. 
Before proceeding to the main results, we define two useful concepts of "dual norm" and 
"Subspace Compatibility Constant". 
Definition 2.3. For any norm R, the dual norm, R* is given by: 
R*( v) := sup (u, v) 
uElRP-0 R( u) 
Definition 2.4. For any subspace M, the Subspace Compatibility Constant (SCC) 
with respect to the pair of loss function and arbitrary choice of norm function, (R, 11-11*), 
is given by: 
'1/JM := inf{ c > OIR( u) ::; cllull* , Vu E M} 
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SCC is a measure of compatibility between the regularizer and the error norm over 
the subspace M. In other terms, '1/JM is the Lipschitz constant of the regularizer with 
respect to the error norm defined on the subspace M. 
Example 2.2. ForM = II~.P with regularizer, R( u) = lluih, and error norm !lull* = 
llull2, we have '1/JM = yiP. 
Theorem 2.1. (Negahban et al., 2012} Under decomposability and RSC conditions, 
consider the optimization problem defined in {2.2}, where the tuning parameter, A, sat-
isfies: 
A~ 2R*(V£(B*)) 
Then any optimal solution, e, satisfies the bound: 
Proof. Proof is provided in Appendix. D 
Theorem 2.1 guarantees bounded error for any choice of Rand£ as long as R satisfy 
decomposability on M, and£ satisfies RSC on U. 
Example 2.3. In classic LASSO problem, we have: 
,.._ 1 
() = arg min -IIY- XBII~ + AjjBII1 
BEIRP n 
Define set T = Supp(B*), and 
M = {Bj Supp(B) c T} 
from Lemma 2.1, we have: 
Figure 2.1 illustrates U in a 3 dimensional space. For this choice of loss function, RSC 
condition is reduced to: 
1 
-jjXull2 ~ ~rllull2 
n 
(2.3) 
for some ~T > 0, and any u E ULASSO· 
/: 
I 
~L 
\ 
\ 
I 
\; 
I. 
\ 
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UJ.. 
Uii 
Figure 2·1: illustration of error cone for LASSO problem, where u 11 E JR?, 
and Uj_ E JR.. 
Equation (2.3), also denoted as Restricted Eigenvalue (RE) condition, has been 
initially introduced in Lasso context and later proved to be sufficient for a broad range 
of high dimensional inference problems with linear measurements. In the next section, 
we study RE and other relevant conditions more closely. 
2.2.1 Sufficient Conditions 
As we explained above, RE is a sufficient condition for RSC in variety of problems in-
volving linear measurements and General Linear Models (GLMs). We begin this section 
with a formal definition of RE condition: 
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Definition 2.5. We define the index set T C {1, 2, ... ,p}, with JTJ ::=; s < p, as the set 
of indices. Let U be the set of vectors in JRP such that: 
Matrix X is said to satisfy Restricted Eigenvalue {RE) condition of order s if there 
exists a constant r;,s > 0 such that 
1 
-JJX uJJ~ ~ r;,s JJuJJ~, Vu E U 
n 
(2.4) 
RE condition has been used in the linear measurement setting with Gaussian noise. 
Several Oracle type inequalities and minimax optimal bounds for LASSO has been 
described in this context (Bickel et al., 2009; G_eer and Buhlmann, 2009). RE is related 
to the so called Restricted Null-Space (RN) condition (Donoho, 2006) . To be more 
precise, RE condition is a variation of RN condition for the noisy setting. RN is a 
condition on sensing matrices and arises when one desires that solutions to sparse f 0 
linear measurement problems can be recovered exactly with f 1 relaxations in the noiseless 
case. It can be stated as a condition on sensing matrices, X, when the true support set 
T. 
Definition 2.6. We define the set T C {1, 2, ... ,p}, with JTJ ::=; s, as the set of indices. 
Matrix X is said to satisfy Restricted Null-Space {RN) property if 
Interestingly the second term above arises simply as a consequence of f 1 optimality. 
Here u should be thought of as error patterns in f 1 solutions and points to the fact that 
the error, ur on true support, T, dominates error from the non-support components. The 
first term arises from the fact that the error must be an element of the null-space of X . 
Element-wise incoherence condition (Donoho, 2006) and Restricted Isometry Property 
(RIP) (Candes and Wakin, 2008) are shown to be sufficient conditions for RN. However, 
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both these conditions were far more than necessary. RIP condition,first introduced in 
the context of Compressive Sensing (CS), is a sufficient condition for accurate sparse 
signal recovery under linear measurements. 
Definition 2.7. We define the set T C {1, 2, ... ,p}, with ITI ~ s, as the set of indices. 
Let Ur be the set of vectors in ffi.P with non-zero entry on T, and zero entries elsewhere. 
Matrix X is said to satisfy Restricted Isometry Property (RIP) of orders if there 
exists a constant 08 E (0, 1) such that 
(2.5) 
In general, checking whether an arbitrary matrix X satisfies RIP or not is an NP 
hard problem (Tropp and Gilbert, 2007; Candes and Tao, 2005) 
One natural question is how restrictive is RIP (or RE) condition and what type of 
matrices satisfy it. Random matrix theory results suggest that when X is generated 
from i.i.d. sub-Gaussian distribution, RIP condition, and consequently RE condition, 
holds with high probability (Candes and Tao, 2007) . (Raskutti et al. , 2010) has shown 
that if the design matrix X E JRnxp is generated from i.i.d. distributed rows, where 
xi ""'N(o, ~), then we have: 
with probability exceeding 1 - c1 exp( -c2n). Therefore, RE condition is satisfied for 
such matrices whenever n > 64 ,.2 slog p. 
K.l 
Based on the above discussion, we realize that RE condition is not too restrictive 
and in fact there are a large number of matrices that satisfy RE. 
2.3 Statistical Inference under Poisson Models 
Consistency of Maximum Likelihood (ML) estimators for identically distributed Poisson 
models is investigated in (Snyder, 1976; Harmany et al., 2009). Parameter estimation for 
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non-identical Poisson distributions has been studied in the context of Generalized Linear 
Models (GLMs)(Negahban et al., 2012; Rish and Grabarnik, 2009; Kakade et al., 2009; 
Portnoy, 1988). In particular the GLM model corresponding to the Poisson distributed 
data studied in the literature has the following form:_ 
Model I : Pr(yi = k) = Poiss( exp (Xi e)) 
ex exp (k (Xi e)) exp (- exp (XiT e)) 
Therefore, the log likelihood has the form: 
n 
£1(e) = LYi(XiT e) - exp (Xi e) 
i=l 
However, in specific applications such as explosive identification and internet mar-
keting, we are interested in a slightly different model: 
Model II : Pr(yi = k) = Po iss( Ao,i + Xi e) 
ex ( Ao,i + Xi e) k exp (- ( Ao,i + Xi e)) 
and the log likelihood function has the form: 
n 
£2(w) = LYi log (Ao,i +Xi e) - (Ao,i + xiT e) 
i=l 
As a statistical model there are several differences between the two models. We 
observe that imposing sparsity on e in Model I corresponds to smaller number of multi-
plicative terms. On the other hand, e being sparse in Model II results in fewer number 
of additive terms in the Poisson rate of the corresponding model. At a more funda-
mental level the loss function (negative log-likelihood) for Model I has an exponential 
term ( exp (X:[ e)) . The assumptions of strong convexity on the feasible cone are readily 
satisfied. Consequently, unlike Model II, the issue of signal amplitude no longer arises 
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for this model. 
(Kakade et al., 2009) studies the convergence behavior of £1 regularized ML for 
exponential family distributions and GLM in this context. The bounds on error for 
sparse recovery of the parameter are based on the RE condition. Moreover, in order 
to get useful bounds on estimation error of G LM, they additionally need the natural 
sufficient statistic of the exponential family to be sub-Gaussian. This condition could 
clearly be violated in our setting where the data is Poisson distributed and there is no 
constraint on the sensing matrix to be sub-Gaussian. 
Statistical guarantees for sparse recovery in settings similar to model II have been 
provided in (Raginsky et al., 2012; Harmany et al., 2009; Jia et al., ·2013) in the context 
of photon limited measurements. They assume that the observations are distributed as 
follows 
where elements of the signal 0* and sensing matrix are positive, and the sensing matrix 
satisfies the so-called Flux Preserving assumption: 
n n 
i=l i=l 
The latter assumption arises in some photon counting applications, like imaging un-
der Poisson noise, where the total number of expected measured photons cannot be 
larger than the intensity of the original signal. . The upper bound on reconstruction error 
of the constrained ML estimator is given in the paper (Raginsky et al., 2012). Surpris-
ingly, the upper bound scales linearly with the number of measurements. However, this 
sounds reasonable under the Flux Preserving assumption. In fact this behavior is due to 
the fact that for a fixed signal intensity, more measurements lead to lower SNR for each 
observation. As a result , unlike conventional compressive sensing bounds, the estimates 
do not converge to the ground truth with increasing the sample size. Nevertheless, in 
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the absence of Flux Preserving constraint different methods of analysis are required. 
2.4 Distributed Compressive Sensing 
Distributed Compressed Sensing (DCS) was first introduced in (Duarte et al., 2005a). 
In a typical DCS scenario, a number of sensors measure individually sparse, mutually 
correlated signals. These signals can be either overlapping components of a bigger 
signal or they can belong to a structured signal ensemble. One important example of a 
structured signal ensemble is ·multiple versions of an original signal corrupted by local 
or temporal noise at each sensor. 
Each sensor independently encodes its signal by projecting it onto another, mco-
herent basis (such as a random one) and then transmits just a few of the resulting 
coefficients to a fusion center. Under the right conditions, a decoder at the fusion center 
can jointly reconstruct the signals precisely. DCS theory rests on the knowledge of local 
sparsity of the signal ensemble. 
2.4.1 Compressive Sensing Background 
Compressive Sensing (CS) theory, as the name suggests, deals with the problem of high 
dimensional signal compression (Candes, 2006). The idea behind CS theory is that a 
signal which has a sparse representation in . some basis, can be recovered from a small 
number of linear measurements, through Z1 norm minimization ('IIopp and Gilbert, 2007; 
Candes and Tao, 2005). Similar to any optimization problem, the cost function must 
be strongly convex to result in unique minimizer. Therefore, the measurement matrix 
must satisfy some form of RSC condition. Under this condition, CS theory guarantees 
accurate recovery. 
Suppose the observed signal, f E JRP , has a sparse representation, ()*, in some basis, 
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\[! E JRPXP. 
f = \[!()* ,where I Supp( B*) I = s «p 
The goal is to recover the signal ()*, or equivalently f, from only n linear measure-
ments where n is potentially much smaller than p. The measurement vector Y E IRn is 
constructed from linear projections of signal f on some basis <I> E IRnxp: 
Although the measurement matrix <I> can be deterministic, random designs have be-
come more popular due to their universal applicability to different scenarios ( Candes, 
2006). For accurate reconstruction, <I> should be incoherent with \[!. This means that 
elements of <I> have no sparse representation in \[!. In other words, the coherence coef-
ficient f-L = mini,j I (<I> i, \[! j) I must satisfy f-L > 28~ 1 . It is well established that a random 
measurement matrix with Gaussian entries is incoherent with any basis (Can des and 
Wakin, 2008). 
If we define the overall measurement matrix X as X = <I>w E IRnxp, we have: 
Y = <I>w J = xe* 
The following theorem shows that if X satisfies RIP and s is sufficiently small, i.e. 
()* is sufficiently sparse, ()* can be accurately recovered through £1 norm minimization. 
Theorem 2.2. (Candes et al., 2005) Supposes> 1 is such that 08 , 028 , 038 from (2.5) 
satisfy 
Let ()* be a real vector supported on a set T. Assume noiseless case where Y = X()*. 
Then ()* is the unique minimizer to 
min IIBIII, subject toy= xe 
BEJRP 
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However, in reality we can never have perfect measurements. In a more realistic 
scenario we assume that noisy measurements 
y = X(}+ E 
are provided, where JIEib < ~· Theorem 2.2 shows that even in the case of corrupted 
measurements, h norm minimization can still recover the signal if X satisfies RIP and 
s is sufficiently small. 
Theorem 2.3. (Candes et al., 2005) Suppose fi is a solution to 
min IIBII1, subject to JIY- XOib < ~ 
9ElR.P 
Suppose s > 1 is such that 05 , 02s, 035 from (2 .5) satisfy 
Then for any real vector(}* supported on a set T and any perturbation E with IIEII 2 < ~' 
we have: 
Where the constant c5 only depends on 045 
This Theorem states that the reconstructed signal is always located within a sphere, 
of radius proportional to the error, around the original signal. This means that recovery 
procedure through h norm minimization is stable if(}* is sparse enough and X satisfies 
RIP (Can des et al., 2005). 
One way to verify RIP (Baraniuk et al., 2008) is to examine if the matrix X maintains 
the l2 norm (2.6) and satisfies the concentration of measure inequality (2.7), described 
here: 
E(IIXBIID = IIOJI~ (2.6) 
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(2.7) 
Where e is any s-sparse signal with length n, c1 and c2 are constants. 
Lemma 2.2. (Baron et al., 2005) Let X E IRnxp be any random matrix that satisfies 
(2.6) and (2.7). Then for any set T of indices with ITI = s < p, and any 0< 6 <1, we 
have: 
(2.8) 
with probability exceeding c1 (12/6Yexp( -c2n). · 
Theorem 2.4. (Baraniuk et al., 2008) Given p, n, and any 0 < 6 < 1, if matrix X 
satisfies (2.6) and (2.7), then there exist constants c1 (6), c2 (6) > 0 such that X satisfies 
(2.8) for any s ~ Ct(6) 1og~/s) with probability exceeding 1- exp(-c2(6)n) 
If s is small enough, the measurement matrix 1> is incoherent with \If, and the matrix 
X satisfies RIP of orders, CS theory suggests that signal B* can be accurately recovered 
from 0 ( s log(p / s)) linear measurements. Consequently, the original signal f is uniquely 
constructed from B* and this reconstruction is robust to small perturbations in the 
measurements. Nevertheless, Flux Preserving constraint does not arise in our setting 
and consequently the application and methods of analysis are different. 
2. 5 Multi Task Learning 
In many practical applications, researchers are faced with problem that involve coupled 
inference tasks. For instance, biologists tend to infer knowledge from multiple exper-
iments performed on separate organisms. Often times these organisms belong to the 
same family and share similarities among themselves. Learning multiple related tasks 
simultaneously, or Multi-task Learning (MTL) as denoted in the literature, has been 
investigated extensively motivated by variety of application areas such as marketing 
(Caruana, 1977), computer vision (Evgenio and M.Pontil, 2004), and bioinformatics 
(Widmer and Ratsch, 2012). 
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MTL approach is based on promoting similar tasks to yield similar prediction models 
yet respecting the differences among them. Accordingly, the exploration of task rela-
tionship is at the heart of multi-task learning. Many algorithms have been proposed 
to address this issue. (Sheldon, 2008) and (Kato et al., 2007) assume that the task 
relationships are known beforehand. (Flamary et al., 2009) proposes an algorithm to 
learn a specific class of task relatedness from data. However, a combination of both 
approaches, i.e. a prior model whose parameters should be learned from data is shown 
to be more efficient. 
It is shown empirically, as well as theoretically, that MTL approach improves perfor-
mance over learning tasks independently (Caruana, 1977; Jalali et al. , 2013; Ben-David 
and Schuller, 2003). However, the efficiency of MTL approach is directly impacted by 
the extent to which tasks share similarities. Therefore, a proper model that captures 
the relatedness among the tasks is a key factor to MTL success. 
In neural network applications, similarities among the tasks are modeled by shared 
hidden layer nodes (Caruana, 1977). (Seeger, 2004) represents task relatedness through 
linear mixtures of Gaussian Processes for multiple response predictions. Hierarchical 
Bayes approach was also introduced to model similarities through Bayesian priors (Wid-
mer and Ratsch, 2012; Obozniski et al., 2006). A more generic hierarchical Bayesian 
approach was proposed to deal with several multi-task scenarios such as independent 
tasks, noisy tasks, cluster of tasks, and evolving tasks (Zhang and Huan, 2008). Hi-
erarchical Bayes notion of relatedness is that all fh come from a particular probability 
distribution such as Gaussian and are concentrated around a mean, 80 with some per-
turbation, Wk rv N(O, a I) (Widmer and Ratsch, 2012): 
In (Brown and Barlow, 2010), task relatedness has been modeled through the as-
28 
sumption that all functions learned are close to each other in some norm. (Maurer, 
2006) assumes that tasks are related through some linear mapping. Another model to 
capture relatedness has been introduced by (Huang et al., 2008b; Huang et al., 2008a). 
They define related tasks as those which share a common set of features. (Evgeniou 
et al., 2005) expand this idea by using kernel methods. 
In this work, we focus our attention on Regularization-based MTL (Evgeniou et al., 
2005). Regularization-based approach assumes that the-parameters of related-tasks are 
drawn from the same low-dimensional manifold. In this approach, models are penalized 
through a regularizer function that impose the manifold structure: 
8 = argmin£(8) + .AR(8) 
e 
· The difference between this model and optimization problem in (2.2) is that in the 
latter, 8 is a matrix in JRPxr. Notion of structure on a matrix is more general than that 
of a vector. Element-wise sparsity, Block Sparsity, Row Sparsity, and Low Rank are a 
few examples of structures defined on matrices. 
2.5.1 Dirty Models 
Consider the problem of multiple related regression ta8ks based on noisy linear obser-
vations: 
\:fk E {1 , ... ,r} yk = Xfh + Wk 
where wk f"o...J N(O , a2 I). MTL approach pools the data from all tasks: 
Many types of structures has been proposed for such MTL problem. However, a large 
number of practical applications still can not be modeled accurately if the notion of 
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relatedness is restricted to conventional structures. In real life problems, data does not 
simply lie on a structured manifold even in noiseless settings. In reality, most and not 
all of the tasks share a set of common features for which the learned parameters are 
close. Moreover, a practical model should also allow for some features to be exclusive 
to one or a few tasks. 
Dirty models were first introduced in (Jalali et al., 2013) for multiple regression 
problems in high dimensional scaling. This model aims to leverage similarities among 
different tasks while respecting the variations among them. The idea behind this dirty 
model approach is that if the data can not be explained by one simple structure, a 
superposition of structures mightexplain it, 8 . S +B. Therefore, the underlying model 
is decomposed into two components represented in a matrix form. A block sparse matrix, 
B, which contains the overlapping parameters and an element-wise sparse matrix, S, to 
capture non-shared parameters. 
(§,B) = arg min _!_IIY- X(S +B) II~+ AsiiSIIll + AbiiBII1 oo (S,B) n ' , 
By this simple decomposition, this dirty model accounts for overlap among the tasks. 
Theoretical and empirical results in (Jalali et al., 2013) show superiority of this models 
in comparison to single regularization based approaches in all overlap regimes. 
Theorem 2.5. (Jalali et al., 2013} Let U = RowSupp(8*), Uk = RowSupp(BZ), where 
ez is the k-th column of 8* corresponding to task k. Suppose the design matrix, X, is 
generated randomly from we define: 
and 
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Moreover, 
and 
if 
, 2(2 -!8 )aJ1og(pr) , 2(2 -!b)aJlog(pr) 
As > r,;; , Ab > . r,;; 
~vn ~vn 
Then we have: 
liS- 8*lloo,oo :S 4a
2 log(pr) , D 
C +As max n min 
with probability 1- c1 exp( -c2n) 
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Chapter 3 
Poisson Models 
In 'this chapter, we study the problem of sparse recovery under Poisson models. Some of 
the practical applications motivating our problem include explosive identification based 
on photon counts in fluoroscopy (Stringer et al., 2010), and eMarketing based on website 
traffic (Beel et al., 2010). In these applications the observations are the counts of an 
event, e.g. number of photons received by a sensor or the number of hits on a website. 
The mean counts in these applications depend linearly on a sparse subset of parameters. 
Our goal is to extract the sparse subset from a potentially large number of parameters . 
We propose a general model that is applicable to a broad class of problems involving 
Poisson statistics. We study the case where observations are obtained from heteroge-
neous sensors, meaning the observations are not identically distributed. To simplify the 
model, we assume that the mean counts of the observations are affine functions of some 
positive signal. We aim to estimate this signal. In other words, if the signal of interest 
is ()* E JR~ , the i-th observation, Yi, is distributed as follows: 
Vi E {1 , ... , n} : Yi rv Poiss(..\o,i +X!()*) 
where >-o,i is the rate of the background Poisson noise and assumed to be known, and 
each Xi = [Xi,l, ... , Xi,p]T is a distinct vector corresponding to the i-th sensor. The 
collection of these vectors form the sensing matrix, X= [X1 , ... , Xn]T. Our goal is to 
recover the sparse vector, ()*, from { Y1, .. . , Yn}. 
Our results apply to both deterministic and random sensing matrices and we present 
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several results for both cases. Additionally, we conduct several synthetic and real-world 
experiments, whereby we demonstrate the tightness of the oracle bounds on error. 
Before proceeding to state the problem, we begin by some notations that will be 
used throughout this chapter. 
3.1 Problem Setup 
3.1.1 Notations 
Consider Xi's are the rows of the sensing matrix X E JRn xp and >.o,i + XJJ* is the Poisson 
rate of the ith sensor. We define: 
• Xmax = m~.j IXi,j I 
• >.9 · = >.0 · + X ·O ,t ,?. t 
To simplify the analysis of the ML estimator, we also assume that A()• ,i is both lower 
and upper bounded. 
We consider n independent Poisson distributed observations generated as: 
Vi E {1, ... , n} : Yi "'Poiss(>.9.,i) 
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This model arises in applications where the measurements are superposition of inde-
pendent arrival processes of interest contaminated by some independent background 
arrival. 
We define Q as the normalized negative log-likelihood for these observations : 
Q(B) := -~ t Yi log(-\o,i +X:( B)- X:(() 
n i=l 
(3.1) 
Moreover we define Q(B) as the expected value of Q(B) : 
- 1~ T T Q(B) := IE(Q(B)) = -;;: L..,.(-\o* ,i) log(-\o,i +Xi B)- Xi () 
i=l 
(3.2) 
Finally, note that all probabilities are calculated conditional on the true parameters 
vector, ()*. In other words, for any event X: 
Pr{A} := Pr{AIB*} . (3.3) 
3.1.2 Problem Formulation 
Our goal is to recover k-sparse vector, ()*, from the observations y/s, the sensing matrix 
X, and the background noise rates -\0,/s: 
ViE {1, ... ,n}: Yi,....., Poiss(-\o,i + X:(B*) 
Although y/s are non-identically distributed, their distributions are related through ()*. 
Hence, estimating the weight vector ()* can be interpreted as a parameter estimation 
problem using n independent non-identical Poisson distributed samples, which are re-
lated through k non-zero elements of ()*. 
Let rk be the set of k-sparse signals: 
rk = { Bl () ~ 0, IlOilo :::; k} 
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Let 8s denote amplitude-constrained sets of scale s: 
p 
8s . {BIB~ O,Le ~ s} 
j=l 
Note that in our problem, the observations are independent and follow a Poisson 
distribution. With this in mind, we propose the following constrained ML estimation: 
_..._ ~ 
e = argmaxQ(B) = argmax logp(yl, ... ,YniB) 
0E8s 0E8s 
(3.4) 
The constrained maximization problem defined in Eqn. (3.4) is equivalent to the follow-
ing minimization problem for a suitably chosen TJ8 , through a Lagrangian formulation: 
p 
(j = argmini:Oi~o Q( e) + TJs L ej 
j=l 
(3.5) 
_..._ 
We aim to prove that under appropriate conditions on X/s, e, the £1 regularized ML 
estimate of B* from y/s, is consistent with the ground truth: 
lim Pr{IIB- B*ll2 ~ E} = 0 
n-too 
where this probability is conditional on B* as described in Eqn. (3.3). Moreover, we want 
to show exponential rate of convergence to ground truth with respect to the number of 
observations: 
Pr{IIB- B*ll2 ~ E} ~ C' exp( -nC) 
where C and C' are some positive constants. 
3.2 Main Results 
Based on the result of (Bickel et al., 2009), high dimensional property of the problem 
requires that the ML loss function is strongly convex on the feasible set. While this 
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requirement is generally satisfied for many loss functions including least-squares losses, 
unfortunately as it turns out, our Poisson case does not satisfy the strong convexity 
assumption. Strong-convexity of the loss function amounts to the assumption we see 
a non-trivial change in the loss function as a result of underlying parameter variation 
regardless of the ground truth B*. This requirement can be viewed as the requirement 
that the curvature of the loss function is non-vanishing on the feasible set. In the Poisson 
case, the perturbation in the loss function behaves linearly in large s regimes (i .e. the 
curvature vanishes in the limit) and so the loss function is no longer strongly convex on 
the feasible set. 
This issue motivates us to introduce a Restricted Likelihood Perturbation (RLP) 
constant to characterizes the change in loss function at various amplitudes and sparsity 
levels in terms of the changes in the parameter vector. We can view RLP implicitly 
as a condition on sensing matrices. We show that if for some sensing matrix X with 
bounded elements, the proposed RLP condition is satisfied, then f 1 constrained ML 
estimator would converge to B* with an exponential convergence rate. 
3.2.1 Restricted Likelihood Perturbation 
We introduce the notion of Restricted Likelihood Perturbation to jointly account for 
scale and sparsity in the Poisson model. 
Definition 3.1. Restricted Likelihood Perturbation, RLP(A, f3s,k) : Let Os,k(E) denote: 
mln 
119-9* 112 =• 
9E8s, O*Erkne. 
Q(B)- Q(B*) (3.6) 
The sensing matrix X is said to satisfy RLP condition, when for each s and k, there 
exist a constant f3s,k such that Os,k(E)/E2 ;:::: f3s,k· 
Note that f3s,k is the minimum perturbation rate in the averaged loss function Q 
~ 
caused by the change in the parameter value e - B*. The following result characterizes 
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the estimation error in terms of f3s,k· 
Theorem 3.1. Suppose that X satisfies RLP(A, f3s,k), A(}*,i ~ Amin, Ao = 0(1), ai,j :=:; 
amax = 0(1) for all i and j, and e be a real number with 0 < e < 1. Suppose further 
that the number of measurements n satisfies 
and E is small enough such that 
C2Amin logS 
!3s,k max(c', vs) . 
Then the probability of error for the constrained ML estimate of Eq. 3.4 being greater 
than E can be bounded as follows : 
where c1 , c2 , and c' are universal constants, which do not depend on X or B. 
We note that if the background rate Amin approaches zero, the admissible E's ap-
proach zero as well. In the limit, this implies that the sample complexity approaches 
infinity. This makes sense because as Amin approaches zero, we lose identifiability in the 
limit. 
Remark: Theorem 3.1 suggests that the sample complexity hinges mainly on two 
factors: s and f3s,k· The effect of amplitude s could be explained intuitively as follows. 
For 1f to be within a close distance of ()* with high probability, Q should converge in 
some notion to Q. Since the variances of the Poisson distributed observations are equal 
to the rates >.9* ,i, more samples are required for Q to concentrate around Q for large 
Amax = O(s). This effect does not appear in conventional compressive sensing where 
Gaussian distributed samples are used. 
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Note that f3s,k conceptually measures the curvature of the objective function Q 
around ()*. A small curvature is detrimental in that Q would be more tightly con-
centrated around Q for a given llull = liB- ()*II = E. Consequently small curvature 
degrades sample complexity. 
f3s,k could also be viewed as a measure of identifiability of ()* . If f3s.,k is zero or close 
to zero, there would be no unique solution to the likelihood maximization problem, and 
.-.. 
hence there would be no hope for () to converge to ()* in the worst case. D 
A main drawback of RLP is that it is difficult to directly verify for well-known 
deterministic and random constructions. A natural condition that has emerged recently 
in sparse recovery literature is the so called restricted eigenvalue (RE) condition. The 
RE constant rk is described as 
There are a number of well known results for random designs X, for which RE condition 
holds with high probability in terms of n (Raskutti et al., 2010). For example, consider 
the case that elements of X are i.i.d. samples from a sub-Gaussian distribution. Then, 
RE is satisfied for all n ~ ck log(p), with probability at least 1 - c1 exp( -'-c2n), where c, 
c1, and c2 are universal constants (Zhou, 2009). Moreover, in these cases, rk is invariant 
to sparsity level k, so long as n ~ ck log(p) . 
This motivates us to express RLP constant in terms of the RE parameter rk · We 
then obtain an expression that relates RLP constant as a function of rk and amplitude 
s. This leads to an explicit expression for sample complexity in terms of scale and 
sparsity making the dependence transparent. It follows that for a fixed scale the sample 
complexity is completely determined by sparsity and is simply a function of the sensing 
matrix. This dependence is generally similar to that obtained for CS for bounded 
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positive sensing matrices. On the other hand for a fixed sparsity level our results shows 
that sample complexity has an inverse relationship to scale. 
In our experimental data, however, matrix X is deterministic and given to us. In 
general, testing REcondition is an NP-hard problem. Nevertheless, our numerical results 
still show fast rate of convergence for regularized ML. D 
The following result characterizes the relationship between RLP andRE conditions. 
Theorem 3.2. Suppose that RE(X, /k) holds, elements of X are bounded, and >.0 = 
0(1). Then, X satisfies RLP(X, f3s ,k) for the following value of f3s,k: 
a_ _ C{k fJsk - -
, s 
where c is a universal constant. 
Remark: Note that the impact of the sparsity and scale parameter s is now trans-
parent. Indeed sparsity and scale are separately captured by the expression. It follows 
that for a fixed scale the sample complexity is completely determined by sparsity and 
is simply a function of the sensing matrix. On the other hand for a fixed sparsity level 
the constant f3s,k decreases with scale s. 
Corollary 3.1. Under the conditions of Theorems 3.1 and 3.2, if 
and, 
then 
c' AminS log s 
max( c2, vfshk 
where c1 , c2 , and c' are universal constants and 0 < e < 1. 
Remark: Theorem 3.2 suggests that under the RE condition, f3s ,k decreases with 
the increase in the signal amplitude Amax = O(s). This can be attributed to the fact 
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that Q(B)- Q(B*) as function of Xi := (0- (}*)T Xi behaves sub-quadratically (and in 
fact almost linearly) for large Xi· In fact, the perturbation in Q could be shown to scale 
in proportion to ->.9.,ilog(1 + Xd>-o•,i) +Xi· However, REcondition lower bounds a 
quadratic function of Xi's. Therefore, if REcondition is to be used to lower bound the 
perturbation rate in Q, an extra factor involving the signal £1 intensity would inevitably 
appear in the lower bound of perturbation. This factor does not arise in conventional 
compressive sensing as the objective functions there are quadratic in Xi's. 
We illustrate this point in Fig. 3·1. The plot depicts perturbation in Q and compares 
it to a quadratic loss function. We see that Q is essentially linear for large s. This issue 
can also be seen from Fig. 3·2. Here an approximation of f3s,k is obtained by taking 
the minimum of perturbation rates in Q over 106 random points in the cone of feasible 
directions. Fig. 3·2 clearly demonstrates the inverse relationship between f3s ,k and s . D 
The result in the last corollary gives the number of required samples for a certain level 
of accuracy. Alternatively, it is possible to restate the result to find a high probability 
oracle on the error: 
Corollary 3.2. Under the conditions of Theorems 3.1 and 3.2, if 
( Cos)~ n> --
- Amin 
the £2 error of regularized maximum likelihood estimation follows: 
II e- B* 112 ::; C' s ~ !ogl~ ( s) 
rk_ns 
(3.7) 
(3.8) 
with probability of at least 1- C1 exp( -C2n~), where C0 , C1 , C2, and C' are constants. 
Rate of Convergence: Unlike traditional compressed sensing where error scales with n-~, 
the error here scales with n-~. We have experimentally verified the tightness of this 
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Figure 3·1: Q behaves like -log(l +X)+ X. It scales almost linearly 
for large X. Therefore, to be lower bounded by a quadratic function, an 
extra scale factor is needed. This factor would be inverse of the maximum 
value that X can take, which would be proportional to 1/ sin our problem 
setting. 
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Figure 3·2: f3s ,k is an approximation to f3s ,k for p = 200, k = 10, and 
n = 40. Entries of X are i.i.d. instantiations of the uniform distribution 
between 0 and 1. The plot shows that 73s ,k decreases with the increase of 
parameter amplitude s . 
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result in section 3.4.1. 
Impact of Background Ao,i: For the sake of exposition we have assumed Ao,i's are 
bounded. When Ao,/s are variable we would have to replace s by Amax := .\0 + amaxS 
in all the equations, with Ao :=rna~ -Xo,i and amax := maxi,j Ai,j· Assuming that .Ao,i's 
are equal, the minimum Poisson rate changes with .\0 , i.e. Amin ~ .\0 . The impact of ,\0 
on the error is subtle. On the one hand for large .\0 , the lower bound on n in Eq. (3. 7) 
decreases leading to a wider ranger of admissible sample sizes. On the other hand, the 
upper bound on error in Eq. (3.8) scales as .x;{!x log1/ 2 Amax, larger .\0 results in a larger 
error bound. Still when the sample size is sufficiently small, the first effect dominates 
the second one, i.e. large .\0 appears to be beneficial. For large sample size estimation 
error generally increases with .\0 . 
3.2.2 Random Design 
It has been so far assumed that the measurement matrix X satisfies the RE condition. 
The next theorem gives the error bound for random matrix constructions with bounded 
and positive elements. 
Theorem 3.3. If elements of X are i. i. d. samples from a distribution with bounded 
support on~+' then for a suitable choice of 8 8 (or equivalently, if TJs is chosen appro-
priately), any 
and 
we have: 
where c', c1 , . .. , c4 are constants. 
C4k2 AminS logs 
max(c3, vs) ' 
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Remark: We observe that unlike the traditional settings the sample complexity grows 
primarily with k2 for this particular sensing matrix. The main reason that underlies this 
effect is the requirement that X's elements have to be supported on a set of positive 
numbers. This constraint precludes the possibility of sub-Gaussian constructions of 
X. However, most of the known random design constructions with linear measurement 
complexity O(k) require X's element to be at least sub-Gaussian for RE condition to 
be satisfied. If X's elements are not sub-Gaussian, the best known result requires at 
least O(k2 ) measurements to satisfy REcondition with high probability (Rudelson and 
Zhou, 2010). Therefore, if the positivity requirement is eliminated, the usual 0 ( k) 
measurement complexity would be possible. 
3.3 Proof Sketch 
3.3.1 Restricted Likelihood Perturbation 
We use the idea of Extremum Estimators in our proof. These are a broad class of 
estimators for parametric models calculated through maximization (or minimization) of 
an objective function Q(B), which depends on the data (Takeshi, 1985). 
Lemma 3.1. If 0 and(}* are the minimizers of Q(B) and Q(B) respectively subject to 
theta E 8 8 , it follows that: 
Pr{IIB*- Bll2 ~ E}:::; Pr {sup IQ(B)- Q(B)I ~ Os,k (E)} 
0E88 2 
(3.9) 
where Os,k(E) is defined in Eq. (3.6) 
Proof The detailed proof is provided in Appendix A. 0 
Intuitively, Os,k in Lemma 3.1 represents the minimum increase in the function Q(if), 
when e E es is E far away from the function minimizer (}*. When the function Q(B) -
Q(B*) is strongly convex in terms of u := 0- (}*, lis,k would be strictly positive, for 
E > 0. Strong convexity is a strong condition in high dimensional settings. However, 
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in our setting u could be shown to belong to a feasible cone (see Section 1). Therefore 
we require strong convexity only on a restricted set of directions for a fixed scale s. 
Assuming that Os,k > 0, if Q is uniformly convergent to Q on 8 8 , the right hand side of 
(3.9) will converge to zero for a fixed s. Then, this will imply the consistency of B. 
It can be seen that e* is the minimizer of Q over 8 8 • Hence if Os ,k > 0, preconditions 
of Lemma 3.1 are satisfied and we may usethe upper bound in Eqn. (3.9) . 
Next, we are going to upper bound the right hand side of Eqn. (3.9) using the 
following lemma : 
Lemma 3.2. For 0 < 0 ::; C!Amin !og(>-max) and Ao = 0(1) Q is uniformly concentrated 
max(c' ,y'S) . J :1' 
around Q: 
{ - o} (-c2no2 ) Pr supiQ(e)-Q(e)l2:- :S:exp 2 0E88 2 Slog S (3.10) 
where c1 , c2 , and c' are two universal constants. 
Proof. The detailed proof is provided in Appendix A. D 
Theorem 3.1 could be proved by first noting that according to RLP(A, f3s,k) , Os,k(E) 
could be replaced in all of the bounds in two last lemmas by f3s,kE2 , and then combinl.ng 
the results of the two lemmas. To prove Theorem 3.2, we approximate the perturbation 
in Q by its truncated taylor series in terms of X:( u, where u = (j- e. As elements of X 
are assumed to be bounded, X:( u would be bounded too, and the perturbation would 
be lower bounded by a quadratic function in X:( u's. Then, we use RE condition to 
lower bound the quadratic function in the last step. The detailed proof is given in the 
Appendix A. 
Corollary 3.1 is the direct consequence of combining Theorems 3.1 and 3.2. Corollary 
3.2 is obtained by first rewriting Corollary 3.1 as: 
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3 1 .! 1 
Then, by setting E = C's4log2 /(l~ns), the desired bound on the £2 error would be 
obtained by a probability of at least 1- C1 exp( -C2n~). 
3.3.2 Random Design 
As Theorem 3.2 requires RE condition as well as elements of X to be bounded, one 
may extend these results to case that X is chosen randomly and the preconditions are 
satisfied with high probability. RE condition can be guaranteed with high probability for 
various classes of random designs. Specifically, if rows of X are drawn from an ensemble 
of isotropic subgaussian random variables (or a linear transformation of them), it is well 
known that REcondition will be satisfied with overwhelming probability (1-2 exp( -en)) 
when n = O(klog(p)) with /k = 0(1)(Zhou, 2009). 
However, our setting needs all entries of X to be positive, which is not satisfied for 
a sub-gaussian ensemble. Therefore, we use the following Lemma from (Rudelson and 
Zhou, 2010), which guarantees RE condition for the case that elements of X are i.i.d. 
samples from a bounded random variable (a variation of Theorem 1.8 to adapt to our 
definition of RE condition and notations). 
Lemma 3.3. If elements of X are i. i. d. samples from a distribution with bounded 
support, and n = O(k2 log(p) log3 (k log(p)) ), then X satisfies RE condition with /k 
O(t) with probability at least 1- exp( -cn/k), where cis a constant. 
Based on Lemma 3.3, Theorem 3.3 can be obtained from Corollary 3.1, by condi-
tioning the probability of error on the fact that X satisfies RE with /k = 0(1/k). Then, 
applying a union bound on the probability of the previous event and the event that X 
satisfies RE, the convergence rate of error in Theorem 3.3 would be obtained. 
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3.4 Numerical Results 
3.4.1 Tightness of the Error Bounds 
In this section, our goal is to experimentally verify the importance of amplitude effect 
described in Corollary 3.2. We sample elements of X from a uniform distribution over 
the unit interval from 0 to 1. In addition, we consider the following values for different 
parameters: F dimensionality p is 100, sample size n changes from 10 to 2000, the 
sparsity level k is 5, signal intensity s ranges from 1 to 5. B* is picked at random from 
uniform distribution on k-sparse vectors and then scaled to have £1 intensity of s. The 
recovery error is averaged for each s and n using 10 Monte-Carlo Simulations. The 
averaged £2 error is plotted against the upper bound given by Corollary 3.2 in Fig. 3·3. 
This figure demonstrates that the derived bound is almost tight as the points show 
almost a linear relationship between error and the upper bound. 
3.4.2 Rescaled LASSO vs. Regularized ML 
Parameter estimation based on LASSO for the Poisson setting has been studied in ( Jia 
et al., 2013). The idea is to view the problem as an additive noise problem, where 
noise belongs to an exponential family of distributions. Alternatively, in ( Jia et al., 
2013) the problem is viewed as an additive Gaussian noise problem with noise variance 
being equal to its mean to mimic "Poisson like" behavior. This results in a rescaled 
version of LASSO, which is then used to estimate model parameters. This amounts to 
scaling the loss function associated with each observation by the mean (or equivalently 
the variance). 
This approach motivates us to compare the regularized ML method against re-scaled 
LASSO for poisson distributed data, to highlight the essence of using regularized ML 
instead of rescaled LASSO for our setting. In this section we will demonstrate that 
our regularized ML outperforms re-scaled LASSO in several regimes including low SNR, 
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Figure 3·3: £2 error against the upper bound for the error in Corol-
lary 3.2 for parameter amplitude values s and sample sizes n. Evidently, 
our derived bound of Eq. 3.8 is tight as the points show almost a linear 
relationship between error and the upper bound. 
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high dimensions, and moderate to low sparsity levels. 
To compare the performance of regularized ML and rescaled LASSO, we first generate 
a random sensing matrix X E IR.n xp where each element X i,j is an independent truncated 
Gaussian random variable. According to Lemma 3.3, when the number of rows satisfies 
n = o(k2 log(p) log3(k logp)) , matrix X satisfies RE with high probability. We also 
generate a random value >.0 , such that Ao,i = >.0 for all i, and some sparse vector 
()* E JR.P, with 11()*111 = s. To recover e, we generate n Poisson distributed data with 
coefficients specified in X as: 
Yi = Poiss(>.o +Xi()*) 
We first solve the non linear optimization where () is constrained to be in 8 8 • 
~ . 1~ T T ()ML = arg mm -- L...J Yi log(Ao +Xi ())-Xi () 
. 0E8s n 
i=l 
For the purpose of comparison we compute the rescaled LASSO estimator. 
~ _ . ~ ~ (Yi - >-o - X{ e)2 
() LS - arg mm L...J XT () 
0E8s n Ao + . i=l I 
For comparison purposes we then threshold the solution by zeroing out components 
of BML and ~s below a pre-defined small threshold t. We average the estimation perfor-
mance over 100 Monte Carlo loops. The performance of the two methods are compared 
in Fig. 3·4 and Fig. 3·5. The results are compared in terms of number of observations 
n, and different sparsity levels k , respectively. 
In Fig. 3·4, we compare the result of regularized ML estimation with rescaled LASSO 
as a function of n. We fix ).0 = 100, p = 400, t = w-4 and k = 40. At each iteration, 
we estimate ()* based on n observations where n varies from 2 to 400. We compare the 
performance of the two approaches based on probability of successful recovery of the 
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Regularized ML VS Lasso for p=400, A-0=100, k=40 
• .
. 
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number of observation (n) 
300 350 400 
Figure 3·4: Probability of successful support recovery as a function of n 
for p = 400, .X0 = 100, k = 40, t = 10-4 , and m = 100 Monte Carlo loops. 
This figure illustrates twice faster convergence of probability of success 
with respect to number of observations for Regularized ML in comparison 
to Rescaled LASSO. 
support set. This error is 0 if the thresholded support set of the estimation is equal to 
that of the ground truth and 1 otherwise. We average this error over 100 samples of()* 
for a fixed X . 
In Fig. 3·5, we compare the result of regularized ML estimation with rescaled LASSO 
for different sparsity levels, k. This time, we fix .X0 = 100, p = 200, and n = 100. For 
each k, we generate 100 samples of k-sparse ()*'s and recover them from n observations. 
Since II()* 11 1 = 1 for all values of k, we threshold each element of () by t = 0·21 , to obtain 
their sparse support set. We measure the performance of the two estimators based on 
average probability of successful recovery of the thresholded support set for each value 
of k. 
Notice that the error bars in Fig. 3·4 and Fig. 3·5 indicate that the difference 
between the methods is indeed statistically significant. 
In Fig. 3·6, we compare the result of regularized ML estimation with rescaled LASSO 
in terms of the ROC curves. In an ROC curve, the average number of true detections 
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Regularized ML VS Lasso for p=200, n=100, A.0=100 
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Figure 3·5: Probability of successful support recovery as a function of k 
for p = 200, .A0 = 100, n = 100, and m = 100 Monte Carlo loops. As this 
figure suggests, probability of successful recovery drops faster when the 
sparsity level increases for Rescaled LASSO in comparison to Regularized 
ML. This shows robustness of ML approach to model parameters. 
is plotted against the average number of false alarms. True detections are indices that 
are common in the thresholded estimated support set and that of the Ground Truth, 
whereas, false alarms are the indices in the thresholded estimated support set that are 
not included in the support set of the Ground Truth. This time, we fix .A0 = 100, 
p = 200, n = 100, and k = 20. We fix a sensing matrix X, and generate 100 random 
()* 's. By applying different thresholds t = ~ to t = 0·~01 we obtain the different points 
in the ROC plot. We average Probability of Detection (PD) and Probability of False 
alarm (PF) over 100 Monte Carlo loops. 
3.4.3 Explosive Identification 
In this experiment, we first measure the light intensities of different fl.uorophores before 
and after separate exposures to a unit weight of different explosives. The intensities 
are measured by counting the number of photons received at each photo-sensor. Each 
explosive j has a unique quenching effect in the fluorescence property of each fl.uorophore 
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Figure 3·6: ROC curve for Regularized ML and Rescaled LASSO for 
n = 100, p = 200, k = 20, .A = 100, and m = 100 Monte Carlo loops. 
This figure illustrates the superiority of Regularized ML in comparison to 
Rescaled LASSO for parameter estimation under Poisson models. 
'l, which we denote by Xi,j· In the experimental setting, .Ai is the before exposure 
intensity for fl.uorophore i and is estimated by averaging the before exposure photon 
counts from multiple experiments. Therefore, the .A/scan be assumed to be known. We 
model the after exposure intensity Yi as : Yi = Po iss( .Ai ( 1 - Xii)) 
In the next step, fl.uorophores are exposed to an unknown mixture of these explosives. 
The goal is to recover which and how much of each explosive is contained in that mixture. 
The physics of the problem suggests that when the fl.uorophore is exposed to a 
mixture of explosives, the quenching effects are additive in the regime where the mixture 
weights are small (Stringer et al., 2010). Therefore, our observations are best modeled 
by a Poisson distribution with additive rate model for each fiuorophore: 
where p is the total number of basic explosives and Oj is the amount of the explosive j 
in the mixture. We solve this problem through Regularized ML and Rescaled LASSO 
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and compare the results. 
In this problem, matrix X, the responses of n = 8 fiuorophores to p = 12 basic 
explosives is given. Based on this given data and our additive model for mixtures, we 
generated 10 mixtures by combining up to 3 random explosives. We used Regularized 
ML and Rescaled LASSO to identify these mixtures through their effect on fluorescence 
property of our fiuorophores. The result is shown in the form of a 10 x 12 grid in 
Fig. 3·7. In this grid, rows are different mixtures and columns are different explosives. 
Dark squares indicate the absence (or negligible contribution), whereas lighter squares 
indicate higher amount of the corresponding explosive in the associated mixture. 
Ground Truth Weights recovorod from Rogulartzed Ml Weights mcovorod from Rcscalod LASSO 
Figure 3·7: Sparse recovery results fork ::; 3. From left to right : Ground 
Truth, e*, ML estimate of e , LASSO estimate of e. Columns: Basic 
explosives. Rows: Synthesized mixtures with k basic explosives. Non-
black squares at each row show the explosives that the corresponding 
mixture is composed of. lighter colors show larger amounts. 
Since in this example photon count rates are of the order of 105 , Normal distribution 
could be considered as a good approximation to the corresponding Poisson distribution. 
Hence Regularized ML and Rescaled LASSO show similar behavior in this example. 
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3.4.4 Internet Marketing Application 
In this application, our goal is to identify the most effective advertisement websites that 
result in higher website traffic in the clothing market. Our assumption is that the website 
traffic is generated as a superposition of the traffic generated from current customers and 
the traffic from advertisement through backward links (links in advertisement websites 
that are linked to these business websites). In general, big business websites typically buy 
a total of 1000-1500 backward links from a number of advertisement websites. However, 
the hypothesis is that only a few of these advertisement websites are efficiently directing 
costumers. Our goal is to identify those dominant advertisement websites. 
We model the number of daily visits, Yi, by: 
Yi = Poiss(.Ai,o +X[ 0*) 
where .Ao,i models the current customers who visit the site directly and is obtained 
through online statistics of the website. Specifically, a long run average of traffic which 
is not referred by the advertisement website gives a reasonable estimate and so we can 
assume that .Ao,i to be known. This traffic could be logged and acquired through online 
statistics of the business websites. 
Moreover, Xi,j is the number of backwards link for the website i in the advertisement 
website j. Our model assumes that each of the backward links brings independent traffic 
to the website. Therefore, we used the Poisson distributed random variable described 
earlier to model the number of visits to a business website. · 
Our observations are the daily online visits to 50 top clothing brands. From the 
information provided in alexia.com, we chose the top 150 advertisement websites for 
these brands along with the number of backward links for each website. Our goal is 
to recover the weight vector B*, where e; is a measure of dominance for advertisement 
website j in clothing market. We recover B* via regularized ML and rescaled LASSO 
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(weights smaller than 0.01 are theresholded to 0). The result is provided in Table 1. In 
this table, we illustrate the corresponding score for each popular website based on their 
dominance in advertising for clothing brands. 
Table 3.1: Top backwardlist websites for clothing brands using Regular-
ized ML and Rescaled LASSO 
mazon 
Twitter 0.21 
Pinterest 0.17 
Google 0.15 
Blogger 0.06 
Bint 0.05 
dou an 0.01 
tumblr 0.01 
mazon 
Pinterest 0.17 
Twitter 0.16 
Google 0.16 
Bing 0.13 
To compare the result of the two approaches mentioned above, we use the Bayes 
factor (Kass and Raftery, 1995) and predictive held-out log likelihood comparison men-
tioned in (Blei and Frazier, 2011). It should be mentioned that these tests are inter-
pretable only when the number of parameters are comparable in the hypothesis models. 
In our problem, in fact , the two models have equal number of parameters. 
Given a set of observed data y1 , ... , Yn, and a model selection problem in which we 
have to choose between two models , Bayesian inference compares the plausibility of the 
two different models M 1 and M2 through a likelihood test: 
When the parameters of models M 1 and M2 are not known a priori, in Bayes factor 
test , we estimate them from y 1 , ... , Yn and then use those estimations in computing the 
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likelihood ratio. On the other hand, in predictive held-out log likelihood comparison, 
we divide the data into two groups. We estimate the model parameters for M 1, and M 2 
using the first group of data, and we compare the likelihoods for the second part of data 
given M1 and M2 specified by the first group. 
Since Poisson is a PMF distribution on integers , to compare the two models using 
Bayes factor, we need to superimpose the Gaussian distribution on a histogram defined 
on integer valued Yi's. For a Gaussian distribution characterized by N(J.L , cr), the value 
of the histogram at each integer valued y is computed as: 
1 ( (y-j.l) (y+1-j.l)) Hist(y) = Q(;) x Q -cr- - Q cr (3.11) 
It is easy to show that this histogram corresponds to a valid PMF. We denote this PMF 
After this conversion, the Bayes factor as a function of sparsity level, k, is calculated 
as: 
Pr (y1, ... , YniYi "'Poiss(.\o + Xe},n)) 
BFk= --~~----------------------~~~ 
Pr (Y1, .. . , YniYi "'N(.\o + A0}8 , .\ + A0}8 )) 
where fPML and 0},8 are k sparse thresholded approximations of OML and BLs, respectively. 
The Bayes factor log curve as a function of sparsity is presented in Fig. 3·8. To compute 
the predictive held-out log likelihood for each method, we first use 80% of the data ( 40 
training data) to calculate an estimation of the parameters, eML and eLS· We use eML 
and fiLs for each model to compute the log likelihood function for the remaining 20% of 
data (10 test data): 
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Figure 3·8: The Bayes Factor Ratio for regularized ML and rescaled 
LASSO. As we can see, higher Bayes Factor for Regularized ML suggests 
that Poisson is the right model for this problem. 
Intuitively, the model that is closer to the ground truth results in higher log likelihood 
value. The log likelihood values for the two approaches are shown in Fig. 3·9. The large 
gap between the predictive log likelihood of the two models implies that Poisson is a 
better underlying model for this application. 
3.4.5 Dynamics of Online Marketing 
In the previous section, our results show that ML estimator and Poisson model outper-
forms LASSO approach for the problem of online marketing. Therefore, in this section, 
we apply ML method to estimate the weights, ()*, for the advertisement websites over 
time. 
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Figure 3·9: The Predictive Held-out Log Likelihood Comparison. The 
huge gap between the Predictive Held out Likelihood of Regularized ML 
and Rescaled Lasso implies that Poisson is the right model for this problem . 
therefore, Regularized ML approach should be taken. 
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Figure 3·10: Dynamics of SEM and SMM over time for clothing market . 
This figure gives a quantitative comparison of the two most controversial 
methods of online marketing. 
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Table 3.2: Top advertisement websites for clothing market in 2013 and 
2008 
0.18 
0.14 
0.28 
0.15 
0.05 
0.00 
0.02 
0.00 
0.22 
0.52 
0.00 
0.11 
A brief look at Table II shows how (}'s have changed dramatically over time. To study 
this change closely, we estimated (} 's for different advertisement websites from 2004 to 
2013. We group the Social networks, such as facebook.com, twitter.com, pinterest.com, 
etc, together to study the effect of Social Media Marketing (SMM). We also group search 
engines, such as google.com, yahoo.com, bing.com, etc, together to represent Search 
Engine Marketing (SEM). We add the scores of the corresponding websites in each 
group. Fig. 3·10 demonstrate the dynamics of SMM and SEM, the most controversial 
forms of online marketing, over time (Beel et al., 2010). Although SEM has been thought 
to be the most powerful media marketing tool, recent empirical studies show the growing 
influence of SMM during the last couple of years (Beel et al., 2010). The gigantic size 
of social media coupled with the relatively low cost per impression and the so called 
word of mouth have made SMM a powerful marketing tool. Our results confirm the 
significant influence of SMM relative to SEM since 2012. 
3.5 Conclusions 
We provided convergence guarantees for the solution of £1 regularized ML decoder of a 
high dimensional sparse parameter for heterogeneous Poisson distributed data. Unlike 
least-squares linear regression setting, scale of the parameter has a significant effect on 
sample complexity. A new condition, Restricted Likelihood Perturbation (RLP), for 
successful recovery is introduced, which captures this effect . We then derived an expres-
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sion relating RLP to the well-known restricted eigenvalue conditions. These expressions 
led us to deriving sample complexity bounds for several sensing matrix constructions. 
In our experiments, we verified the signal amplitude effect and tightness of the bounds. 
We also compared rescaled LASSO against our regularized ML to justify the essence of 
regularized ML in recovery based on our proposed observation model. 
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Chapter 4 
Decentralization 
In this chapter, we study the decentralization aspect of high dimensional inference. We 
seek to find efficient methods for signal recovery from a collection of partial measure-
ments. ·This problem is motivated by applications in sensor networks. In a decentralized 
network, sensors are spatially distributed to monitor the local components of a specific 
signal. Each sensor is individually responsible for providing local measurements with no 
collaboration with other sensors. These measurements are combined at a fusion center 
where the global signal is reconstructed. 
To compensate for the lack of collaboration among sensors, we propose using a 
Bernoulli sampling scheme. Our proposed approach is robust to measurement noise 
and packet loss. If the signal ensemble is of length p, with global sparsity s, the lower 
bound we derived for the parameter a of the Bernoulli trial is 0(~ log(~)). This result 
implies that the expected number of measurements required for stable and accurate 
reconstruction is 1Ea ( n) = 0 ( s log(~)). Note that our proposed approach reaches the 
same complexity result as a collaborating sensor network. 
4.1 Problem Formulation 
Consider a signal()* E JRP , where I Supp( ()*)I = s «p. Signal()* is measured by a network 
of r sensors. The k-th sensor, only has access to 0 ::; Pk ::; p elements of()*, denoted by . 
()k E ]RPk. Note that L~=l Pk ~ p due to overlapping of signal components at different 
sensors. Sensor k performs linear measures on Bic to generate Zk E JRPk. In noiseless 
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scenario, we have: 
whereas, in the presence of measurement noise, we have: 
where wk = N(O, a 2 ) is assumed to be i.iodo for the k-th sensor for all ko Zk's are 
sampled through a Bernoulli scheme to produce Yk 'so Consider 
as the outcome of a sequence of Pk i.iodo Bernoulli random variables for each 1 ::; k ::; r 0 
We have: 
y, ( ~?(m)) ~ z,(m) if J,(m) . 1 
We can define an overall measurement matrix Xk , corresponding to sensor k, where 
the rows of Xk are sampled through the same Bernoulli trial as the rows of <I>k; thus we 
have: 
It is easy to show that the total number of rows in Xk, here represented as nk, is equal 
to l:.":f!1 h ( i) 0 
The fusion center receives the collection of measurements, Y: 
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where X is the measurement matrix corresponding to the overall network: 
-l~l] " X . 
Xr 
The total number of transmissions is 
r r Pk 
n = L:nk = LLh(i) 
k=l k=l i=l 
If the success rate of the Bernoulli trial is a, the expected value of the number of 
tra:nsmissions is a L~=lPk· Therefore, we can reduce the communication cost by a factor 
of 0 :::; a :::; 1 if we sample the signal before transmission . 
. In the next section of this chapter, we show how this sampling scheme does not 
affect the accuracy of the signal reconstruction. In the noiseless scenario, we are going 
~ 
to show that the reconstructed signal, (), converges to ()* exponentially fast in terms of 
the number of observations, n. 
Even in the noisy scenario, if a is chosen properly, the reconstructed signal, 1f, satisfies 
4.2 Theoretical Results 
We study the problem of decentralized data compression for 3 different models suggested 
for the network and signal ensemble: 1) complementary measurement matrix and com-
mon signal model; 2) block diagonal measurement matrix and unrelated signals model; 
and 3) structured measurement matrix and common signal plus local innovations model. 
In each case, we explain the properties of the sensor measurement matrix associated to 
each model. 
By exploiting the structure of the signal ensemble in each model, we construct the 
network measurement matrix, X. The fusion center receives sampled measurements, 
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Y, along with the underlying structure of the signal ensemble in order to reconstruct 
()*. For an accurate reconstruction, the matrix X, should satisfy RIP. In Theorems 1 
through 4, we specify the conditions on sensor measurement matrix <Pi and the Bernoulli 
process parameter, a, so that RIP holds for the measurement matrix, X. 
4.2.1 Complementary measurement matrix and common signal model 
In this model, all r sensors observe the same s-sparse signal ()* E JRP. Instead of having 
each sensor make p measurements , the k-th sensor makes only Pk measurements where 
L~=lPk = p . 
Without the loss of generality we can assume that W = I . This means that the signal 
is sparse in its own domain and there is no need to change the basis. In this case, the 
global sparsity is equal to s . The overall network measurement matrix <P E JRPXP can be 
written as: 
<P= ( 4.1) 
Where <Pk is the k-th sensor's measurement matrix and <Pk E JRP~c xP. We study this 
problem for deterministic and random measurement matrices: 
4.2.2 Case 1: Deterministic sensor Measurement Matrix 
In this case, we assume that all sensor measurement matrices are deterministic. We 
construct the network measurement matrix <Pas shown in (4.1). We construct X from 
<P as described section 4.1. We show that the network measurement matrix, <P, should 
be a properly scaled unitary matrix for accurate reconstruction. 
Hence, k-th sensor measurement matrix, <Pk E JRP~c xp , is constructed from Pk arbitrary 
rows of a scaled unitary matrix, that are not used in other sensor's measurement rna-
trices. A practical example of this situation is when different sensors measure different 
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frequency ranges of the signal's Fourier transform. Fusion center measurement matrix, 
X, satisfies RIP only if network measurement matrix, <I>, and success probability, a, are 
chosen properly: 
Theorem 4.1. Suppose a decentralized network of r sensors observes a signal ensemble 
of length p with global sparsity, s. Suppose <I> = )aU, where U is ci unitary matrix. 
There exist constants c1, c2 > 0 such that the sampled measurement matrix, X, satisfies 
RIP with the probability exceeding 1 - exp( -c2ap) if a 2:: c1 ~log(;) . 
. This result implies that if s is small enough, the sparse signal ensemble, ()*, can be 
recovered accurately through £1 norm minimization 1 . So, we have: 
~ 
where() is obtained from Theorem 2.2, ck is a universal constant, and ~k is: 
4.2.3 Case II: Random Network Measurement Matrix 
In this model, we assume that the entries of the measurement matrix <I> k E )RPk xp for 
the k-th sensor are independent sub-Gaussian random variables 2 . 
Sensors are operating with no collaborations and <I>k's are independent of one another. 
So the network measurement matrix, <I>, which is made from <I>k's, is composed of i.i.d. 
sub-Gaussian random entries. 
The fusion center measurement matrix, X, is constructed from <I> as described in 
section 4.1. If the average energy of signal()*, 110; 11 ~ = v, is independent of s or p, then 
we can show that X satisfies RIP. 
1refer to Theorem 2.4 and 2.3 for more details 
2for the definition of Sub-Gaussian random variables and Gaussian standard read Definition A.l in 
the Appendix or refer to (Vershynin, 2000) 
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Theorem 4.2. Suppose a decentralized network of r sensors observes a signal ensemble 
of length p with global sparsity, s. Let liB: II ~ = v, where v is independent of s and 
p. Assume 1!k(i,j) Vi,j, k are zero mean sub-Gaussian random variables with standard 
deviations all equal toT= vk· There exist constants c1 , c2 > 0, such that the sampled 
measurement matrix, X, satisfies RIP with probability exceeding 1 - 2 exp( - c2 ap), if 
a 2:: c1 ~ log(;). 
This theorem shows that when the signal ensemble, B*, is sufficiently sparse, exact 
reconstruction is possible through £1 norm minimization. Moreover, this recovery proce-
dure is robust to the measurement noise. Hence, with noisy measurements, the original 
signal ensemble B* is recovered with an error which is proportional to the measurement 
error. Therefore, from Theorem 2.2, recovered signal, if, satisfies 110- B* 11 2 < ck~k, where 
~k is the variance or £2 norm of the measurement noise. 
4.2.4 Block diagonal measurement matrix and unrelated signals model 
In this model, there are r sensors observing the corresponding components of signal 
ensemble, B* = ( er T' B2 T' ... ' xe; T) T. The k-th sensor makes Pk linear measurements 
of the signal ek E JRPk. Suppose the k-th component of the signal , B'k , has a sparse 
representation ak, with ll ak llo = sk, in some basis Wk. In this setup, we assume that the 
correlation between B'k's are independent of one another. The sparse representation of 
the overall signal, B* , is: 
( T T T) a = a1 , a2 , . . . , ar 
In this case, the global sparsity is equal to the sparsity of a, which is s = E~=l sk. 
The overall measurement matrix 1! can be written as: 
1!1w1 0 0 
0 1!2w2 0 
1!= (4.2) 
0 0 cJ!rWr 
Where 1!k(i , j) Vj, i , k are zero-mean sub-Gaussian random variables. The sampled 
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measurement matrix, X, is constructed from <I> as explained in section 4.1. If we partition 
the signal ensemble into components with equal energy, then we can choose a such that 
X satisfies RIP. 
Theorem 4.3. Suppose a decentralized network of r sensors observes a signal ensemble 
of length n with global sparsity, s. Each sensor k observes a partition ez E 'JR.Pk of 
the signal ensemble where IIOkll~ = constant. Vk. Suppose each <I>k( i, j) Vi, j, k is a sub-
Pk 
Gaussian random variable with zero mean and standard deviation of r(<I>k(i,j)) = )ap. 
There exist constants c1 , c2 > 0 such that RIP holds for the measurement matrix X with 
probability exceeding 1 - 2 exp( -c2ap) if a ~ c1 ~log(;). 
This theorem shows that when the signal ensemble representation, (}*, is sufficiently 
sparse, exact reconstruction is possible through £1 norm minimization. Moreover, this 
recovery procedure is robust to the measurement noise. Hence, with noisy measurements, 
the original signal ensemble (}* is recovered with an error which is proportional to the 
measurement error. Therefore, from Theorem 2.2, recovered signal, e, satisfies 11e-
O*ll2 < Ck~k, where ~k is the variance or f2 norm of the measurement noise. 
4.2.5 Structured measurement matrix and common signal plus local inno-
vations model 
The model we describe here is a slight variation of JSM-1 model introduced in (Duarte 
et al., 2005b; Duarte et al., 2005a). The observed signal ensemble(}* = (BiT, g~T, ... , e;T)T 
is of length p x r. The sensor k measures n projections of its observed signal Yk E JR.P on 
a random basis. Each BZ can be written as a common signal, b, plus sensor-dependent 
local innovation, Sk (4.3). This means that each sensor, independent from other sensors, 
observes the same signal plus some additive local residual. These local innovations vary 
from sensor to sensor and are determined by local factors. 
BZ = b + Sk, k E 1, 2, ... , r . ( 4.3) 
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Each b, S1 , ... ,Sr has a sparse representation in some arbitrary basis: b = Wbab, llabll = sb 
and Sk = Wkak , llakll = sk. When ab is sb-sparse and ak is sk-sparse, the signal ensemble 
B* is (rsb + 2::::~= 1 sk)-sparse. 
We may naively choose B* as the representation of the signal ensemble. In this case, 
the measurement matrix <D has a block diagonal form ( 4.4) which means the underlying 
correlation is not exploited. When the ensemble structure is not considered, global 
sparsity is equal to the signal ensemble sparsity, (rsb + 2::::~= 1 sk)-
0 0 
0 
0 
( 4.4) 
However, if we utilize the knowledge of the underlying correlation of signal ensemble, 
we can achieve a better result. Consider e:nod = (b T' }r.S!' ... , }r.S;!") T E JR(r+l)p as the 
modified representation of the signal ensemble. This representation is only s-sparse in 
its sparse basis, where p = sb + s1 + ... +Sr. If we define the network observation vector 
by y · <DmadB* then we have: 
0 
0 
0 
( 4.5) 
Where each <Dk(i,j) Vi ,j, k is a zero-mean sub-Gaussian random variable. So the overall 
network measurement matrix for the sparse vector a*= (al, )raJ, ... , )ra;)T will be: 
<J)1 w b .Jr<D1 w 1 
X= 
<D2 wb o 
0 
0 
0 
( 4.6) 
It is essential that not all of Wb, W1 , ... , Wr be equal or we can find k columns of the 
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matrix <I> that are linear combinations of some other columns and the uniqueness of 
the answer is no longer guaranteed. Here, we assume <I> 1 , ... , <I>r are matrices with i.i.d. 
sub-Gaussian entries, and Wb , W1 , ... ; Wr are orthonormal bases. We construct the fusion 
center measurement matrix X from <I> as described earlier. 
In our model, unlike JSM- 1 (Duarte et al., 2005b), we assume that ak's are inde-
pendent zero mean Gaussian random vectors. This assumption makes the model more 
suitable for practical purposes, where only the distribution of the innovations are known. 
To simplify the problem, we assume that the j-th local factor affects the j-th component 
of all f}'k's. This implies that O'k(j) , Vk are identically distributed with variance equal to 
O'j which does not depend on k. Since ak is a linear projection of O'k on an orthonormal 
basis, wk, ak(j) rv N(O, O'j)· 
We specify the conditions required for a, and the distribution of <I>k(i, j) Vi, j, k, so 
that the sampled measurement matrix, X, satisfies RIP: 
Theorem 4.4. Consider a decentralized network of r sensors observing a signal en-
semble of length p x r with global sparsity, s. Suppose <I>k(i, j) Vi, j, k are sub-Gaussian 
random va'riables with zero means and standard deviations all equal to T = b, . If yap 
the distribution of the innovation vector is the same for each sensor, then there ex-
ist constants c1 , c2 > 0 such that RIP holds for matrix X with probability exceeding 
1 - 2 exp( -c2ap( r + 1)) if a 2:: c1 p(r~l) log( p(r:l)) 
This theorem shows that when the signal ensemble, 0*, is sufficiently sparse, exact 
reconstruction is possible through f 1 norm minimization. Moreover, this recovery proce-
dure is robust to the measurement noise. Hence, with noisy measurements , the original 
signal ensemble 0* is recovered with an error which is proportional to the measurement 
error. Therefore, from Theorem 2.2, recovered signal, 0, satisfies 11e-O*II2 < ck~k, where 
~k is the variance or f 2 norm of the measurement noise. 
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4.3 Numeric Results 
4.3.1 Case 1: Deterministic Measurement Matrix 
We first generate a random s-sparse signal, ()* E ll~.P, for different values of p and s. We 
generate the observations, y E ~n, as the Fourier transform of signal (). Each sensor k 
operates within a unique, non-overlapping frequency range. For noiseless settings, we 
have: 
and for noisy setting, we have: 
where f: rv N(O, e h), and h is a unitary matrix of size Pk· We sample rows of Yk 
through a Bernoulli trial with probability of success, a. Figure 4.1 shows how the 
relative estimation error, 11~1~-:- 1~1 2 , improves as a grows for different values of p and s. 
Moreover, the probability of successful recovery in the noiseless setting as a function 
of a for different values of p and s is demonstrated in Figure 4.2. 
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Figure 4·2: Probability of successful recovery as a function of a in the 
noiseless setting. 
4.3.2 Case II: Random Measurement Matrix 
We first generate a random s-sparse signal, ()* E JRP , for different values of p and s. We 
generate r random measurement matrices <Pk E JRPk X P whose elements are independently 
drawn from a Gaussian distribution, N(o, o-2 ) , where a-= 2)ap to satisfy the conditions 
of Theorem 4.2. We generate the observations as: 
and for noisy setting, we have: 
where E "'N(O, e h), and his a unitary matrix of size Pk· for each sensor k. We sample 
rows of Yk with a Bernoulli scheme with probability of success, a. Figure 4.3 shows the 
relative estimation error, 11~1~-:- 1~1 2 , as a function of a for different values of p and s . 
In Figure 4.4, we demonstrate the probability of successful recovery as a function of 
a under noiseless measurements. 
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Figure 4·5: Relative Estimation Error, 11~1 ~-:- 1~1 2 , as a function of a. 
4.3.3 Block diagonal measurement matrix 
We first generate a random s-sparse signal, ()* E ll~.P, for different values of p and s. We 
generate r random measurement matrices ~k E JR.PkXP whose elements are independently 
drawn from a Gaussian distribution, N( o, a 2 ), where a = 2)ap to satisfy the conditions 
of Theorem 4.2. We generate the observations as: 
and for noisy setting, we have: 
where E ,..._, N(O, e h), and his a unitary matrix of size Pk· for each sensor k. We sample 
rows of Yk with a Bernoulli scheme with probability of success, a. Figure 4.5 shows the 
relative estimation error, 11~1~-:- 1~1 2 , as a function of a for different values of p and s. 
The probability of successful recovery in the noiseless setting is shown in Figure 4.6 . 
4.3.4 Common signal plus local innovations model 
We first generate a random s-sparse signal, ()* E JRP, for different values of p and s. We 
generate r random measurement matrices ~k E JR.Pk xP whose elements are independently 
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Figure 4·6: Probability of successful recovery as a function of a in the 
noiseless setting. 
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drawn from a Gaussian distribution, N(o, (]"2 ), where(]" = 2)ap to satisfy the conditions 
of Theorem 4.2. We generate the observations as: 
and for noisy setting, we have: 
where E ,..._, N(O, e h), and his a unitary matrix of size Pk· for each sensor k. We sample 
rows of Yk with a Bernoulli scheme with probability of success, a. Figure 4.7 shows the 
relative estimation error, 11~1:-:- 1~1 2 , as a function of a for different values of p and s. 
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Figure 4·8: Probability of successful recovery as a function of a in the 
noiseless setting. 
The probability of successful recovery in the noiseless setting is shown in Figure 4.8. 
75 
Chapter 5 
Multiple Structures 
In this chapter, we propose a general framework for high dimensional inference under 
multiple structured models. Our work is motivated by many practical applications , such 
as Multi-Task Learning (MTL), where the data may fall on a superposition of multiple 
manifolds. 
In the second part of this chapter, we study multi-task classification as a special case. 
This work is motivated by many applications, from medical diagnosis to handwritten 
digits classification. we present performance analysis of logistic regression for jointly 
learning multiple similar classification tasks. 
5.1 Analysis of Multi-regularization based Inference 
A major motivation to study such generic framework is MTL applications. In a multi-
task regression problem, the parameters can be represented in a matrix where each 
column correspond to a task and each row corresponds to a feature. Similarity among 
the tasks impose a block sparse structure, i.e. each row is either all zeros or mostly 
non zero values. On the other hand, variations among the tasks, forces a sparse matrix 
superposition to this block sparse matrix. This type of multiple structured model was 
first introduced as a "Dirty Model" in (Jalali et al. , 2013). 
Although our approach to solve the general problem is similar to that of (Jalali 
et al. , 2013) , our analysis is generic and allows for any cost function, as well as data 
distribution, and model structure. We revisit the "Dirty Model" as a special case of our 
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general framework. 
5.1.1 Problem Formulation 
In many applications, the matrix of model parameters, 8* E JRP Xr may not have any 
explicit structure. However, it may be decomposable to 8* = S* + B * where B* and S* 
inherit explicit structures. We define Ms, and MB as the subspaces that S*, and B* 
respectively belongs to. Note that in reality, S* and B* are not known, therefore Ms 
and MB are only an estimate of the corresponding subspaces guessed from the prior 
information about the model. 
To estimate 8*, we can solve the constrained optimization problem: 
(s, B) = argminsEMs,BEMB £(8 +B) 
We can convert this problem to an unconstrained problem by defining regularizer 
functions R 1 and R 2 corresponding toMs and MB, respectively. : 
(5.1) 
Similar to (Negahban et al., 2012), we are going to show that for any choice of the 
Ms, and MB, if the corresponding regularizers satisfies decomposability condition, the 
error term u = B- B* belongs to a certain subspace, U. Therefore, if£ satisfies strong 
convexity condition on U, the solution to (5.1) is unique and we can bound the error 
with high probability. 
5.1.2 Theoretical Results 
Our first result characterize the hyper-cone that the error lies on. 
Lemma 5.1. if >-21 2:: Ri(V£(B*)), and ~2 2:: R;(\7£(B*)) then for u8 = S- S*, and 
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uE = B - B* we have: 
Proof Proof is provided in the Appendix. D 
Note that the choice of Ms , and ME are arbitrary. However, if we choose these 
subspaces properly, i.e . they contain S* and B*, or a big portion of them, then Sl_ and 
Bl_ are small and the error subspace will shrink. Therefore, £ is required to satisfy 
Strong Convexity on a smaller set . 
The result of Lemma 1 suggest that the error lies on a cone in the space of RP: 
U = {(u8,uE) E RPI 
.A1R1(uf) + .A2R2(uf) ~ .A1 (3Rl(uff) + 4Rl(Sl_)) + .A2 (3R2(u~) + 4R2(Bl_))} 
Note that for a proper choice of model spaces Ms and ME , such that R 2(Bl_) and 
R 1(Sl_) are negligible, makes U smaller. in the next step, we provide conditions under 
which we can decouple the cone U which is characterized for u as two cones Us and U E 
which are characterized by us and UE respectively. 
Our next result shows that if the loss function £ satisfies strong convexity on the 
set: 
(5.3) 
error u is bounded with probability converging to 1 exponentially fast in terms of n . To 
guarantee such bound, we first show that for any U 0 E U, such that lluoll ~ 6, there 
exists a convex function F : U --+JR., such that F(O) = 0 and F( u8 ) > 0. On the other 
hand, if for this choice of F, we have F(e - 8*) ~ 0, convexity of F requires that 
118- 8*11 < 6. Note that such conclusion is valid if \ft E (0, 1), if u E U, then tu E U. 
A set U that satisfies this condition is called star-shaped. 
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Based on the discussion above, our first step is to show star shape property of the 
--- ---sets that S - S*, and B - B*, lies on: 
Lemma 5.2. Let us= S- S* be the error for a fixed choice of>-:. The set UB, defined 
as: 
is star-shaped. 
Proof. Proof is provided in the Appendix. D 
Lemma 5.3. et uB = B- B* be the error for a fixed choice of x;. The set Us, defined 
as: 
is star-shaped. 
Proof. Proof is provided in the Appendix. D 
To prove the bounded-ness of us and uB, we define auxiliary function F : U ---+ lR as: 
F(~s, ~B) =£(S* + ~s, B* +~B)+ .X1R1(S* + ~s) + .X2R2(B* +~B) 
- £(S*, B*) + AIRI(S*) + A2R2(B*) 
From this definition, we have F(O, 0) = 0 Moreover, we know that for us= S- S* and 
uB = B- B*, we have F(us , uB) < 0. 
Lemma 5.4. If£ is a convex function on the setN(B*) as defined in Eqn. (5.3) and we 
have F(us, ~B)> ~1 RI(us) for any ~BE UB n {~111~11* = EB}, we have lluBII* < EB 
Proof. Proof is provided in the Appendix. D 
Lemma 5.5. If£ is a convex function on the set N(B*) as defined in Eqn. (5.3) and 
we have F(~s, uB) > >-22 R2(uB) for any ~s E usn {~111~11* . E}, we have llusll* < E 
Proof. Proof is provided in the Appendix. D 
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Lemma 5.6. For any 
En :;. :c ( 2A,,Pn + l<c ( 2A, R, ( R1) + l<c II u 8 ll ~ + %A, .Psll u8 II. + 2>., R, ( sr))) 
we have F(us, ~B) 2: F(us , 0) for any ~BE UB n {.6.111.6.11* = EB}· 
Proof. Proof is provided in the Appendix. 
Lemma 5.7. For any 
Cs :;. :c ( 2A,1/Js + l<c ( 2A, R, ( sr) + ~<cllu8 u; + ~ A,,PB llu8 II. + 2>., R, ( B1))) 
we have 'F(~s, uB) 2: F(O, uB) for any ~s E Usn {.6.111.6.11* = Es}. 
Proof. Proof is provided in the Appendix. 
D 
D 
Theorem 5.1. if As > 2R8(\7 £(8*)), AB > 2R'B(V £(8*)), As'l/Js = AB'l/JB, and .C is 
strongly convex on the set: 
{818- 8* E U} 
then, we have: 
llusll* < 2 )..1 '1/J~ + _..!._ · / 4)..~'lj;~ + 2[)..BRB(BD + AsRs(Sj_)] 
/'1,£ /'1,£ v 
where '1/Js, and '1/JB are the Subspace Compatibility Constant of Ms and ME respec-
tively. 
5.1.3 Dirty Models revisited 
In this section, we revisit the "Dirty Models" which was introduced in section 2.5.1. In 
this "Dirty Model" settiligs, data is generated from a linear model: 
Y -'-- X8* + W 
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where 8* = S* + B*, 8 * E JRP Xr is a deterministic design matrix, and W = [w1, . . . , wk], 
where each wk ,..._, N(O, a 2 I) is the vector of noise in IR.n . 
8 = S + B is an estimate of 8 * obtained froni an optimization problem that impose 
element-wise sparsity on matrix S, and block sparsity on matrix B: 
Our goal is to show that under assumptions of Theorem 2.5, "Dirty Model" results 
can be generated as a special case of our general framework. 
First, we show that ll·ll 1,1, and ll ·hoo are decomposable with respect to 
Ms ={51 Supp(S) c Supp(S*)} 
and 
Ms = {BI RowSupp(B) c RowSupp(B*)} 
Note that we have: 
{
s
11 
(i, j) = S(i, j) 
Srr = 
Srr(i,j)=O 
{
Brr(i,j) = B(i,j) 
Err = 
B 11 (i,j)=0 
if (i, j) E Supp(S*) 
otherwise 
if (i,j) E RowSupp(B*) 
otherwise 
It is easy to verify "decomposability": 
and 
and 
sl_ = s- Srr 
IIBII1,1 = 2.:: ISi.JI = 2.:: ISi,jl + 2.:: ISi,jl = IIBull1,1 + IISl_lll,l 
i,j i,jESupp(S*) i,jrf_Supp(S*) 
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and 
Let U = Supp(8*) and T = RowSupp(8*). It is well established in the literature 
that Incoherence condition as introduced in (Jalaliet al., 2013) along with minimum 
curvature condition: 
are sufficient conditions to satisfy RE condition on the set: 
(5.4) 
From definition, we have: 
Supp(S*) c U, {(i,j)lj E RowSupp(B*)} c T 
Therefore, equation 5.4 is sufficient to guarantee: 
Now that decomposability and restricted strong convexity of conditions are satisfied, 
we move to the last requirement of Theorem 5.1: 
1 
At ~ 211-BIIoo,oo 
n 
and 
Moreover for .€2 error, 'lj;B = -JP, and '!f;s = .Jiif, and we require ~! = Jr. 
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w/s are independent Gaussian random variables with variance a 2 . Concentration of 
measure inequality guarantees: 
Pr (>-1 ~ 2II_!_8*T wlloo oo) ~ 1- exp (- n>.i 2 -log(2pr)) n ' 16sa 
Therefore, if n ~ max (lfisu2 ~og(2pr), lfirsu:Iog(2r)), both bounds are satisfied with proba-
1 2 . 
bility exceeding 1 - exp( -c1 n) 
Thus, the result of Theorem 5.1 guarantees: 
From triangular inequality and the fact that .\1 '1/Js = .\2'1/JB, we conclude: 
which are equivalent to the result of Theorem 2.5 within a constant factor. 
5.2 Multi-Label Multi-Task Problem 
In this section, we study the problem of jointly learning r related tasks. We consider a 
set of classification tasks whose relevant features may have some overlap. This potential 
overlap encourages the idea of learning tasks simultaneously. Our method builds upon 
a regularization problem using two regularizers which control the underlying structure 
of the model from completely unrelated tasks to practically the same tasks. We show 
that this problem is equivalent to a convex optimization problem. 
Our results on simulated and real data sets demonstrate that our proposed method 
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dramatically improves the performance on partially related tasks compared to indepen-
dent learning approach or other MTL approaches. 
5.2.1 Problem Formulation 
Consider the problem of learning r related classification tasks. Our main assumption is 
that each task consists of a few exclusive features as well as some common features that 
are shared among all tasks. 
We are given a set of n data samples {Xi, Yi}i=1, where Xi E JRP is the vector of 
features, and Yi E IRr is the vector of labels corresponding to each task. Based on the 
data, our goal is to find a mapping j : JRP H {0, 1 r that classifies the data with the 
least possible cost. 
We represent the pooled data set as matrices X E !Rnxp, andY E IRnxr 
We define the matrix 
8 * _ [()* ·()*] lDlpXr - 1, ... , rEm. 
associated with the parameters of the problem. Our main assumption on relatedness 
of the tasks requires that 8* be decomposable as a sum of a block sparse matrix, B*, 
corresponding to the shared features, and a sparse matrix, S*, corresponding to the 
exclusive features . We will see how to exploit this structure later. 
Our goal is to design a classifier characterized by parameters 8 , which minimizes the 
generalization error: 
8* = arg min Ex,y[£(8, X, Y)] 
. 8EJR.PXr 
However, since the joint distribution P(x, y) is not known, we use the notion of empirical 
error instead: 
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8* = arg min ~ ~ £(8, xi, Yi) 
8EJRP Xr n L......J 
i=l 
There are various choices for the loss function , £(8, Xi, Yi), such as hinge loss, SVM 
loss, etc. However, we focus our attention on Logistic Regression loss function. 
Single task Logistic Regression, with parameter 0*, models the conditional probabil-
ities as: 
(5.5) 
and: 
( j- IX 0*)- 1 Pr ~ - 0 i , - (X O ) 1 + exp i * (5.6) 
For a test data, Xtest, single task Logistic Regression prediction rule is: 
Ytest = Sign(XtestO) 
The next step is to generalize this model to include multiple labels. In a multi-task 
classification setting; data is generated from a joint distribution, Pr(x; yl, ... , yr). It can 
be argued that given the data points and the vector of parameters for each task, Oj, 
labels are conditionally independent of other task labels: 
We should emphasize that this does not mean labels are independent. In fact, they are 
highly correlated through the shared set of features. 
Our assumption of conditionally independence of labels for different tasks allows us 
to generalize the Logistic Regression loss function to multi-task case by simply summing 
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the loss functions corresponding to each task: 
When tasks are not related, the problem of minimizing £ with respect to ()1 , ... , ()r 
can be decomposed into r separate minimizations. However, , by exploiting the relat-
edness among the tasks, we can couple the minimization problems and improve the 
performance. 
As discussed above, we penalize our classifier by Logistic Regression loss function 
for multi-task setting. Moreover, we have the prior knowledge of the special structure 
of matrix 8* imposed by tasks relatedness. To exploit this structure, we write the 
parameter matrix as 
8* = B* + S* 
The element-wise sparsity inS* is encouraged by applying £1 norm regularization term. 
Matrix B has block sparse structure and is regularized according to £1/£00 norm regu-
larization. As explained in (Jalali et aL , 2013), £1/£00 regularization overcome the main 
drawback of £1/£2 regularization (Negahban and Wainwright, 2011). £1/£2 imposes the 
elements of each row to take almost the same value. However, we only need to penalize 
the maximum number at each row to prevent the smoothing effect. 
We define our estimation 8 = S + B to be the solution to the following optimization 
problem: 
(5.7) 
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5.2.2 Theoretical Results 
To show mathematical consistency of our method, we assume that the data is generated 
from: 
Y = Sign(X8*) 
where X is a random design matrix whose rows are generated from i.i.d. Gaussian 
distribution: 
Recall from section 2.5 of this thesis, that such design matrix satisfies REcondition with 
high probability. 
If then under the following assumptions on the design matrix X: 
Al: incoherence condition: maxk ll~k,u{~u,u} -lll1,oo < 1- ab. 
A2: Minimum Curvature: Cmin = Amin(~ui,u3 ), for all j, where Cmin > 0 
we have: 
Theorem 5.2. Let Uk = RowSupp(BZ), and U = U~=1 Uk, where ez is the k-th column 
of 8* corresponding to task k. we define: 
and 
and 
if 
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Then for any 
( 
2s log(pr) 2s log(p)) 
n:2::max ,----'-----
rCmin Cmin 
we have: 
ne- 8*lloo,oo ~ 64a-2 log( r s) 
nCmin 
with probability 1 - c1 exp( -c2n) 
Proof. Proof is provided in Appendix. 0 
5.2.3 Numeric Results 
Multi-variate Gaussian synthesized dataset 
This data set is a 2-task problem generated by the model: 
Yj = Sign(XBj) j = 1, 2 
We run the simulation for 2 cases of p = 100 and p = 200, and sparsity rate of 0.1 for 
both cases. We also consider the case when the fraction a = 0.9, and a = 0.3 of the 
features are shared. First, we consider the case where common features are drawn from 
a Gaussian distribution with small variance as assumed in Hierarchical Bayes model. 
The comparison of the performance of different approaches are shown in Fig 1, Fig 2. 
The number of observations is normalized so that it is equal to 1 when the probability 
of success for our approach is equal to 0.5. 
We also compare the result of out proposed method with other methods when the 
weights are not drawn from a Gaussian distribution. In this simulation, we associate 
a few large weights for each common feature while the rest of the weights are close in 
magnitude. The overlap is again 0.9. The result is demonstrated in Fig. 3. 
0.8 
0.7 
en 
en 0.6 Q) 
0 
0 
::J 
en 0.5 
-0 
.0 
0 0.4 ..... 
a_ 
0.3 
0.2 
0.1 
1 2 
88 
a=0.9 
Combined Approach 
L 1/L2 norm 
I 
I 
I 
I 
I 
~ 
I 
D P=1 00 
--EI-- p=200 
Li' 
~ 
I 
-~ 
/ 
3 
¢ 
I 
I 
4 
Separate Lasso 
5 6 7 
............... _ _. __ _..~ ......... ----NL.u_ .•m._~be_r_o_f_Obs:_r:'~!i._on_s_~(c...N_~o-r.~m--a~li_ze_d-'-)""-"-____ ~__. 
Figure 5 ·1: When the common features weights are chosen to be close 
and the overlap is large, a = 0.9, our combined approach, Hierarchi-
cal Bayes, and lt/l2 norm approach perform equally well, while separate 
LASSO needs about 5 times more observations to have the same accuracy. 
The SRBCT dataset 
This dataset contains 63 training samples and 25 test samples (? ; Wang et al., 2007). 
Each sample belongs to one of the 4 classes which are not considerably similar. These 
classes are: the Ewing tumours (EWS), Burkitt lymphoma (BL), neuroblastoma (NB) 
a~d rhabdomyosarcoma (RMS). 
We compare our algorithm with separate LASSO for average performance over 4 
tasks. We learn the algorithm on 63 randomly chosen training samples and test the 
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Figure 5·2: When the overlap is small, a = 0.3, Our combined approach 
still outperforms separate LASSO, while Hierarchical Bayes and h/h norm 
approach performances are highly deteriorated. 
performance on the rest. We use 5 fold cross validation on the training set for tuning 
the parameters As, and Ab. Table 2 shows the average result: 
Yeast dataset 
The Yeast dataset is formed by micro-~rray expression data and phylogenetic profiles(Hu 
et al., 2006; Yang et al., 2006). There are 1500 genes in the training data set and 917 
in the testing dataset. The number of associated genes is 103. There are r = 14 
classification tasks and multiple labels. 
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Figure 5·3: When the common feature weights are not close for all tasks, 
no matter how much overlap there is, a = 0.9, Hierarchical Bayes and 
Zt/l2 norm approach do not perform as well as our combined approach. 
However, they still outperform separate LASSO. 
The total number of parameters, and the average accuracy of our method in com-
parison to separate LASSO is shown in Table 3. 
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Table 5.1: Combined approach and separate LASSO for SRBCT dataset 
n Combined Approach Separate LASSO 
Average Accuracy 
20 0.804 0.730 
40 0.926 0.832 
63 0.947 0.881 
Variance of error 
20 0.521% 0.532% 
40 0.553% 0.647% 
63 0.562% 0.877% 
Table 5.2: Combined approach and separate LASSO for Yeast dataset 
n Combined Approach Separate LASSO 
Average Accuracy 
100 0.553 0.488 
500 0.627 0.585 
1500 0.698 0.673 
support size 
100 193 125 
500 231 189 
1500 287 244 
Chapter 6 
Conclusion 
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In this dissertation, we explored three maJor problems within the high dimensional 
framework. We examined the effect of measurement setting, decentralization, and mul-
tiple structures on the behavior of regularization-based inference methods. 
In the first part of this work, we studied high dimensional inference under Poisson 
models. We assumed the design matrix to satisfy Restricted Eigenvalue (RE) condition, 
which had been originally used to prove the consistency of sparse linear models. Al-
though our model was highly non-linear, we established that RE condition along with 
element-wise boundedness of the sensing matrix are sufficient conditions to obtain var-
ious convergence results. We also provided the error bounds for the bounded random 
designs with i.i.d elements. In our experiments we compared rescaled LASSO against 
our regularized ML. We concluded that regularized ML, based on a Poisson model, can 
result in significantly superior performance in "low-SNR" regimes. The two problems 
of Explosive identification, and Online Marketing both fall into this "low-SNR" cate-
gory. Therefore, using Poisson model directly, improves the estimation accuracy in both 
applications. 
We proceed to investigate the impact of decentralization on statistical inference in 
high dimensional scaling. We focused our attention on linear measurements and com-
pressive sensing applications. We studied three different measurement models for our 
decentralized network and proposed a Bernoulli sampling scheme to compress measure-
ments before transmission. We mathematically proved our sampling scheme does not 
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violate "RIP" condition on the measurement matrix; therefore, we can accurately recon-
struct the signal from sampled decentralized measurements. The expected value of the 
sample size required for accurate reconstruction in our decentralized network is proved 
to be similar to that of a distributed network where local sparsity is assumed and known. 
Our last work was to generalize the notion of structure and provide a general frame-
work to study multiple regularization-based methods. We specified sufficient conditions 
under which regularization based inference is successful in high dimensional context. 
Furthermore, we calculated estimation error bound and the convergence rate for ac-
curate reconstruction. We re-derived the performance results of "Dirty Models" for 
multiple regression problem, as a special case of our general framework, to confirm our 
theoretical results. Finally, we studied the problem of MTL for classification tasks. We 
analyzed the performance of regularization based approach with a logistic regression 
loss function. Under this settings, we derived useful error bounds, consistency, and 
convergence results. 
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Chapter 7 
Appendix 
7.1 Chapter 3 
7.1.1 Useful Bounds: 
To show an exponential rate of convergence for Poisson distributed data, we need a tool 
to bound the tail probability. We build this tool from Bernstein inequality for Poisson 
distribution: 
Lemma 7.1. (Bernstein, 1946) Let Y1 , ... , Yn be independent random variables with 
means /-LI, ... , 1-ln- Suppose that :JL > 0 such that Vk E N and k > 1: 
Then, we have: 
Lemma 7.2. (Kakade et al., 2009) For Yi 's distributed as: 
There exists a bounded constant L > 0, independent of f-L 's, such that Vk E N and k > 1: 
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Remark: The proof of this Lemma is provided in (Kakade et al., 2009) and is based 
on the fact that moment generating function for Poisson distribution with rate ..\ , 
exp (..\( exp(t) - 1)) 
is an analytic function. Therefore the k-th coefficient of Taylor series exists and is 
bounded. 
7.1.2 Proof of Lemma 3.1 
Now, we need to show that for any E > 0, and 
we have: 
The proof of this part, can be shown by combining two Lemmas: 
Lemma 7.3. For any E > 0, and 
we have: 
(7.1) 
Lemma 7.4. For any o > 0, we have: 
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Proof of Lemma 7.3 Consider 
and 
We have: 
(A=} B) ==::::} Pr(A) ::; Pr(B) 
In other words, for any E > 0 and o as defined in Lemma 7.3, we have: 
· Proof of Lemma 7.4 Based o:ri the ~efinition of Qn(f1): 
Therefore: 
Note that according to the definition: 
(j = arg min Qn(B) 
0E8s 
97 
Therefore Qn(B):::;Qn(B*), and we have the following inequality: 
Pr { Qn(e) - Qn(B) + Qn(B) - Qn(B*) ?:: o} 
:::::; Pr { Qn(e)- Qn(B) + Qn(B*)- Qn(B*) ?:: o} 
:::::; Pr {2 sup IQn(B)- Qn(B)I?:: o} 
9E8s 
which proves our claim. 
7.1.3 Proof of Theorem 3.1 
" Lets assume B = B* + u, We have: 
f(u) 
where Ae• ,i = Ao,i + XiB*. 
Our goal is to find: 
o = mil]_ If( u) I 
lluii22:E,9E8s 
According to definition, Vi , Amin :5; Ae• ,i, and we have: 
1 Ln ( X·u) X-u f(u) ?::-Amin -log 1 + _t_ + _t_ 
n An• · An• . i=l u ,t 0 ,t 
(7.2) 
(7.3) 
and from inequality -log(1 + x) ?:: -x, we can show that for all u, f(u) ?:: 0. This 
confirms the fact that B* is the minimizer of Q n (B). 
Lemma 7.5. The minimum off( u), as defined in Eqn. (7.2), over the set llull2 ?:: E, is 
located on the boundary, llull2 = c 
min f( u) = min f( u) 
lluii22:E lluii2=E 
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Proof The proof is provided in the Appendix B. D 
Lemma 7.6. For function f( u), as defined in Eqn. (7.2), if Assumption 1 is satisfied 
for some 0 < rk < 1, we have: 
Proof The proof is provided in the Appendix B. D 
Therefore, to guarantee that Eqn. (7.1) holds for any E > 0, we can choose corre-
sponding 6 to be: 
(7.4) 
7.1.4 proof of Lemma 3.2 
We start with: 
(7.5) 
where for the last inequality, we exploit the assumption Amin > 1. To use the result of 
Lemma 7.1, we have to set: 
n6 = 2t 
2log(.Amax) (7.6) 
where 
(7.7) 
Combining Eqn. (7.6) and Eqn. (7.7), we have: 
n6 < JL::~=l Ao• ,i 
4log(.Amax) JL::~=l Ao• ,i - 2L (7.8) 
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Therefore, 6 must be upper bounded by: 
6 < 2Amin log(Amax) 
. - L 
to guarantee: 
7.1.5 Appendix B 
Proof of Lemma 7.5 
To prove this lets assume the unique minimum is obtained somewhere else, llu* 11 2 > E. 
Also consider u' to be defined as u' = llu; 12 u*. We can also write u' as 
1 E * ( E )-+ 
u = llu*ll2 u + 1 - llu*ll2 ° 
From convexity of f(u) , we have: 
') E ( * ( E ) -+ f(u ~ llu*ll2 f u ) + 1 - llu*ll2 f( 0 ) 
-+ From definition off( u), we know that f( 0) = 0, hence: 
f( u') ~ ll u~ ll2 f( u*) < f ( u*) 
This is contrary to assuming that u* is the minimizer of f. 
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Proof of Lemma 7.6 
Now that we know the minimizer lies on the boundary, from Eqn. (7.3) we have: 
1 ~ ( X ·u) X ·u min f(u)> min -A · ~-log 1+-t +-t-
llull2=• - 11 u112=• n mm . Ao• ,i Ao• ,i 
0*+uE8 s (}*+uE8 s t=l 
(7.10) 
By change of variables: 
X . _ Xiu t - Ao• . 
,t 
Before we proceed to apply the result of Assumption 1, we need to check that llusll 1 2:: 
I! usc III- We know: 
Moreover, from 11e111 E 8 8 , we have: 
Therefore, 
Now, from Assumption 1, we have: 
Now, by applying Taylor series expansions around Xi = 0 to each term in the sum in 
Eqn.(7.10), we have: 
1 2 
-log (1+X·)+X· =-X·+ X . +X· t t t (1 + Xi) 2 t t 
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where the last inequality follows from the fact that llull1 ::; 2s. 
Therefore, we can rewrite Eqn. (7.10) as: 
2: "/k ,\2 (1 + 2sXmax )2 
max Amin 
'3 2 
AminE 
7. 2 Chapter 4 
7.2.1 Conditional RIP 
Recal equations (2.6) and (2.7) from chapter 2.4. for deterministic sample size, n. To 
prove RIP for a matrix X E ~mxp, where m is a binomial distributed random variable: 
(7.11) 
the design matrix, X, still needs to satsfy: 
lE(IIXull~) = lEm(lEx(IIXull~ lm)) = llull~ (7.12) 
However, we modify (2.7) to a conditional version 
Pr(l II Xu ll ~- !l ull~ I > c5llull~ lm = n) xPr(m = n) < c2 exp( -c16ap) (7.13) 
where c1, c2 are two positive constants. The next step is to show that if matrix satisfies 
(7.12) and (7.13) it satisfies RIP condition as well. 
Similar to (Dasgupta and Gupta, 2003), we define the set T with ITI ::; k, as the set 
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of indices, and Ur as the set of k-sparse vectors in ~P with non-zero entries on T, and 
zero entries elsewhere. 
Lemma 7.7. Suppose m is a binomial distributed random variable dran from (7.11), 
denoted by m ,..._, f(n;p, o:). Let X E Rm x p be any random matrix that satisfies (7.12) 
and (7.13) then for any set T of indices where ITI = k, and any 0 < 6" < 1: 
(1- 6") llull~ ~ IIX ull~ ~ (1 + 6") llull~, VuE Ur 
with probability exceeding: 
k (o:p- k)2 
1 - 2(12/ 5) c2 exp( -c1 Oo:p) - exp(- ) . 2o:p 
Proof. We know: 
Pr ((1- o)llull~ ~ IIXull~ ~ (1 + o)llull~ , VuE Ur) 
= Pr (1- o)llull~ ~ IIXull~ ~ (1 + o)llull~ lm ~ k) X Pr(m ~ k) 
+Pr (1- o)llull~ ~ IIXull~ ~ (1 + o)llull~ lm ?:': k) X Pr(m ?:': k) 
?:': Pr ((1- o)llull~ ~ IIXull~ ~ (1 + o)llull~ lm ?:': k) X Pr(m ?:': k) 
If m ?:': k, we can use the result of Lemma 2.2 to show that 
Pr ((1- o)llull~ ~ IIXull~ ~ (1- o)lluii~Vu E Ur lm ?:': k) 
(
12)k ?:': 1- 2 T c2 exp( -c16"o:p) 
Using the Chernoff's bound, we can show: 
So the probability that matrix X satisfies (7.13) exceeds: 
(7.14) 
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Pr (1- 6)llull~ :S IIXull~ :S (1 + 6)llull~ lm 2:: k) x Pr(m 2:: k) 
= (1- 2(12/6)kc2 exp( -c1 6ap)) x ( 1- exp (- (a~:pk)2 )) 
2:: 1 - 2(12/ 6)kc2 exp( -c16ap) - exp (- ( ap- k)
2
) 
2ap 
D 
Theorem 7.1. Suppose that a, p, and 0 < 6 < 1 are fixed. If matrix X satisfies (7.12) 
and (7.13), then there exist constants c1 , c2 > 0 depending only on 6 such that X satisfies 
(7.14) for any k :Sc1 1ogC;/k) with probability exceeding 1- exp ( -c2ap) 
Proof. There are two scenarios where (7.14) is violated: 
Case 1: Either matrix X fails to satisfy m > k: 
Pr(m > k) ::; exp (- (ap- k)2) 
. 2ap 
(7.15) 
Case 2: According to Lemma 7.7, even if m > k, (7.14) is violated with probability 
In case 2, (7.14) is not satisfied for at least one Ur. There are (Z) ::; ( ~)k exp(k) 
such sets, Ur. Applying the union bound, total propbability of scenario 2 happening is 
smalkr than: 
(7.16) 
Combining (7.15) and (7.16), along with the assumption k ::; Io;(;/k), we can guarantee 
(7.14) is satisfied with probability exceeding 1- 2 exp( -c4pN) , where 
We can always choose c 3 small enough to guarantee c4 > 0. D 
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Equipped with the result of Theorem 7.1, it is sufficient to show that all the mea-
surement matrices in Section III satisfy (7.13): 
7.2.2 Proof of Theorem 4.1 
We define a new random vector Y, where Yi = IiZi and Ji is the indicator function for 
the Bernoulli trial which has the property Il = h We have: 
p p 
JE(IIXBII~) = JE(IIYII~) = JE(L IiZJ) = P L z; = a(IIZII~) =all <POll~ = liB II~ 
i=l i=l 
Where the last equation holds because <I>= )aU, which results in 
JE(IIXBII~) = IIBII~ 
So matrix X, as defined in the Theorem 4.1, satisfies (7.12). To prove that it also 
satisfies (7.13), we use Bernstein's Inequality. 
Theorem 7.2. (Boucheron et al. , 2004) Let x 1 , ... Xn be zero mean, independent, real 
valued random variables. Suppose lxi l :::; 1 with probability one. 
We define a 2 = ~ :Z::::~=l Var(xi). Then for any t > 0 and any E > 0, 
We define a new variable Si = Yi- E(Yi), which is obviously zero mean. To use the 
Bernstein's Inequality we also need ISil :::; 1 almost surely. In this case 
and we can always scale W so that IZil :::; 1 and consequently ISil :::; 1. Using the result 
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of Bernestein's inequality have: 
p p t2 
Pr(J ~ Y:2 ~ E(~ Y:2)J > t) < 2 exp( ~ a 2 + t/3 ) 
where 
If we define t = EjjOJJ~ = EajJZJJ~, and knowing lE(JJXOJI) = JJOII~, we can rewrite the 
above inequality as: 
We know 
and 
thus: 
Pr (Ill X Bill - II Bill I > <IIBIIi) <:: 2 exp(- ( ~ 111~~~1 !11~;1 z Ill) 
( 
2 ( 1 IIZII! E ) - 1) ~ 2 exp ~E a P (JJZJJ~)2 + 3JJZJJ~ 
( 
2 ( IIZII! EP ) - 1) ~ 2 exp ~E ap JJZJJ~ + 3JJZJJ~ 
IIZII~ < 1 IIZII~ ~ 
IIZII~ IIBII~ E -.-=-~=->v N pN p ~ 
We proved that under the conditions specified in Theorem 4.1, matrix X satisfies the 
concentration of measure inequalities with probability exceeding 1 ~ 2 exp( ~c1 ( E )pN). 
In Theorem 4.1, we also assumed that a 2:: c2 ~ log(p/k) which can be rewritten as 
k ~ c2apjlog(p/k). So we can use the result of Theorem 7.1 to show that matrix X 
as defined in Theorem 4.1 satisfies RIP. This implies that the original signal, (), can be 
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reconstructed through sampled measurement vector, Y, and measurement matrix X, at 
the fusion center. 
Definition 7.1. (Candes, 2006; Vershynin, 2000) A random variable w is sub-gaussian 
if 3a > 0 such that 
the quantity 
T(w) := inf{a ~ OIJE(exp(tw)) :S exp ( -~a2t2) for all t E R} 
is known as the Gaussian standard of w. 
Lemma 7.8. (Candes, 2006; Vershynin, 2000} Let f3 E JRP be a fixed vector, and w = 
(w1 , ... ,wp) be a vector ofi.i.d. sub-gaussian random variables with Gaussian standard 
T( w) . Then v = wf3 is also a sub-gaussian random variable with Gaussian standard 
T
2 ( v) ::; T 2 ( w) II !311 ~ 
Lemma 7.9. (Candes, 2006) Suppose that w is a sub-gaussian random variable with 
Gaussian standard T( w) then 
t 
Pr(lwl 2 > t) :S 2 exp(- 2 ( ) ) 2T W 
Theorem 7.3. Suppose Y1 , . .. , Ym are independent Banach space valued random vari-
ables where P(IYil 2 > t) :S a exp{ -lit} for all t and i. We defined~ maXi:Sm 1i\ and 
b ~ a 2..::;:1 /i-2 . Then for random variable S = 2..::;:1 Y;, we have: 
Pr{IIISII~- E(IISII~)I > t} :S 32b - - d { 
2 exp{ - t 2 } if 0 < t < 4b 
2exp{;J} ift ~ ~ 
(7.17) 
Theorem 7 .4. Suppose m is binomial distributed random variable, with m ,....... f ( m, N , p). 
Let Y1 , ... , Ym be i.i.d. Banach space valued random variables where Pr(jY;j 2 > t) :S 
a exp{ -1t} with 1 > 0, and a > 1 for all t and i . For any 0 < E < 1, we define 
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d = 4Ea'Y-1 and b = amf'-2 . Then for random vector Y = (Y1 , ... , Ym), we have: 
Proof. We apply the result of Theorem 7.3 for a specific value of m = n, where t = ciiYII~, 
d = 4~2 'Y-1 , and b = anJ'-2 . Because }i's are identically distributed with /'i's all equal 
to 'Y, and the factor 4~2 is strictly > 1 when 0 < E < 1 and a > 1: 
Pr{IIIYII~ -JE(IIYIDI > ciiYIID 
p 
= 2.::: {IIIYII~- JE(IIYIIDI > ciiYI@m = n}P(m = n) 
m=O 
IIYIIh ( 2 IIYII2) p ( 2 IIYII4) 
::=; 2.::: 2exp E~2a 2 f(n;p,a)+ 2.::: 2exp ~2~n'Y-i f(n;p,a) 
n=O n=IIWIIh 
<; t.2exp (- <'i~~l!) f(n;p,a) + t.2exp ( ~~=~~~t) f(n;p,a) 
= 2exp (- E2f'IIYII~) + 21Em (exp ( E2f'IIYI~~ )) 
32a 32am'Y 1 
However, we know the function exp (- ;~;~ 11 ~1 ) is concave with respect to m. From 
Jensen inequality, we have: 
(7.19) 
Replacing this result in (7.18) we have: 
D 
108 
7.2.3 Proof of Theorem 4.2 
We again define an auxiliary random vector Y with Yi = IiZi. 
k Pk 
JE(IIYII~) = aJE(IIZII~) =a L LJE((¢i,k) 2 )e~ = IIBII~ (7.20) 
i=l k=l 
In our problem setup, we assumed that the entries of matrix ci> are zero-mean sub-
gaussians. By Lemma 7.8 Z/s are also zero-mean sub-gaussian random variables, all 
with equal T(Z) 2 = T(ci>)211BII~ = a~IIBII~- We also know Yi = Zni' where ni = 
min{kll.:;=l Vj = i}, so Yi has sub-gaussian distribution with zero mean and same 
Gaussian standard as Zni. 
By Lemma 7.9 we have: 
(7.21) 
Applying the result of Theorem 7.4 for vector Y = (Y1 , .. . Ym), where m is binomially 
distributed, and IIYII~ = IIBII~, a = 2, and 1 = 21~~~~ according to (Wakin et al., ), we 
have: 
2 Pr{IIIYII~ -JE(IIYII~)I > EIIBIIn < 4exp{- E2;:} 
Therefore, matrix X satisfies (7.13) with probability 1- 4exp(-c0Eap) . 
So (7.14) holds with probability exceeding 1- 2exp(-c2Eap) if 
or equivalently, 
(7.22) 
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7.2.4 Proof of Theorem 4.3 
We define Yi = hZi as before. It is easy to show that matrix X defined in Theorem 4.3, 
satisfies (7.12): 
T P Pk T IE(IIYII~) = alE(IIZII~) = L L LJE(<PJ(j, i))B](i) =a L ±nejll~ = IIBII~ 
k=1 j=1 i=1 j=1 
We assume that the length of the partition observed by sensor k, Pk, is chosen so that 
~~~~~~ =vis equalfor all k. Then, according to Lemma 7.8, Yk(j) = 2::::~= 1 <Pk(j, k)(ac(k)+ 
aj(k)) is sub-gaussian with T(}j(i)) = ~- Since Yj(i) = Zj(ni), Yj(i) is also a sub-
gaussian random variable with Gaussian standard T(Yj(i)) = ~- Now we can use Theo-
rem 7.4 for Y = (Yi, Y2, ... YM), with a = 2, 1 = ~ 
We showed under the conditions specified in Theorem 4.3, Matrix X satisfies the con-
centration inequality with probability 1 - 4 exp( -c1 ap), where c1 = 2~6 . 
when a;:::: c2 ~ log(pjk), or equivalently, k ~ c3apj log(pjk), X satisfies (7.14) with 
probability exceeding 1- c3 exp( -c4n) 
7.2.5 Proof of Theorem 4.4 
Recall that llbcll~ = llac ll~ , IISkll~ = llakll~ , which results in JE(IIBII ~) = IE(IIaiiD = 
llacll~ + 2::::~:, 1 a~. The goal is to show () can be reconstructed from observation vector 
Y. 
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To show (7.12) is held, we define Yj(i) = Ii(i)Zi(i) as before. We have: 
IE(IIYII;} = IE (t t Il(i} (t. <1\(i , k)(Bo(k) + B;(k))) ') 
=a lE (t t t. <f>;(i, k) 2 (B0 (k) + B;(k))2 ) 
r Pi Pk 
=aLL LJE(<I>j(i, k) 2 ) JE((Bc(k) + ej(k)?) 
j=1 i=1 k=1 
r Pi Pk 
=a LL L:var(¢j(i, k))(ec(k) 2 + Var(ej(k)) + ec(k) JE(ej(k))) 
j=1 i=1 k=1 
r Pi Pk 
=a LLLVar(</>i(i ,k))(ec(k? + Var(Bi(k))) 
j=1 i=1 k=1 
= a~(riiBcll~ + tlE(IIBill~)) 
' p j=1 
= IIBc ll~ + ~ tlE(IIBill~) = lE(IIBII~) = lE(IIaiiD 
r . J=1 
Now we have to show that (7.13) is also satisfied. We earlier assumed that ei(i)Vj 
are identically distributed. So 2:::~':: 1 Var(Bi(k)) is equal for all k's. Since \lli Vj is a 
unitary matrix, 2:::~':: 1 Var(Bi(k)) = 2:::~':: 1 Var(ai(k)) = 2:::~':: 1 a~ is equal for all k 's and 
we call it a 2 . By Lemma 7.8, Yj(i) = 2:::~':: 1 <I>i(i, k)(Bc(k) + ei(k)) is sub-gaussian with 
T(Yj(i)) = ;P(IIacll~ + a 2). Applying Theorem 7.4, for vector Y = (~ , Y;, ... , Ym), with 
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a = 2, 1 = 2 (llac~~+0"2 ), we have: 
We showed under the conditions specified in Theorem 4.4, Matrix M satisfies the con-
centration inequality with probability 1 - 4exp( -c0 ( E )pN), where c0 = 1e;8 . 
So RIP holds with probability > 1 - 2exp( -pN c2 (E)), we also assumed that p ~ 
c1 ~ log(N/k) which can be rewritten ask::::; c~pNjlog(N/k). So we can use the result 
of Theorem 7.2 to show that matrix M as defined in Theorem 4.4 satisfies RIP. This 
implies that the original signal,X, can be reconstructed through sampled measurement 
vector, Y, and measurement matrix W, at the fusion center.and using the result of 
(Duarte et al., 2005b), we can show that X can be reconstructed from W. 
7.3 Chapter 5 
7.3.1 General Framework 
Proof of Lemma 5.1 
We call: 
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since (s, B)= argmin(S,B) F(S, B), we have: 
F(S, B) - F(S*' B*) ~ 0 
.ccs + i3)- .c(s* + B*) + >..1n1(s)- >..lnl(s*) + >..2n2(B)- >..2n2(B*) ~ o (7.23) 
To bound £(S +B)- £(S* + B*), let: 
Since £ is convex, we have 
.c(s +B)- £(S*+B*) > -I(V £(S*+B*), u)l > -I(V £(S*+B*), u8 )1-I(V £(S*+B*), uB)i 
Based on the definition of dual norm, we have: 
and 
We assumed ; 1 2: Rr(\7£(0*)), and ; 2 2: R2(V£(0*)), therefore, we have: 
(7.24) 
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>.1R1(S)- >.1R1(S*) = >.1R1(S* + u8 )- >.1R1(S*) 
= >.1R1(S_1_ * +uf) + >.1R1(S11 * +uff)- >.1R1(SI)- >.1R1(S0) 
~ >.1R1(uf)- >.1R1(SI) + >.1R1(S0)- >.1R1(uff)- >.1R1(SI)- >.1R1(S0) 
(7.25) 
>.2R2(B)- >.2R2(B*) = >.2R2(B* +us)- >.2R2(B*) 
= >.2R2(B_1_ * +uf) + >.2R2(B11 * +u~)- >.2R2(BI)- >.2R2(BO) 
~ >.2R2(uf)- >.2R2(BI) + >.2R2(BO)- >.2R2(u~)- >.2R2(BI)- >.2R2(B0) 
(7.26) 
Replacing (7.24), (7.25), and (7.26) in (7.23), we have: 
which is equivalent to (5.2): 
Proof of Lemma 5.2 
By definition, Us is star-shaped iffor any b..s E Us, we have tb..s E Us, where t E (0, 1) . 
For any .D. s in Us , we have: 
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multiplying both sides by t and using the property of norm function that tR( u) = R( tu), 
we have: 
utilizing the fact that for 0 < t < 1, tR(u) < R(u), we have: 
Therefore, we proved if t;:,.B E Us, so is t!;:,.B. This proves that Us is star-shaped. 
Proof of Lemma 5.3 
similar to the proof of Lemma 5.2. 
Proof of Lemma 5.4 
· We prove the contrapositive statement. Assume lluB II* > E. From Lemma 5.2, we know 
that uB is a star shaped, therefore if uB E us, we have that tuBE us for any t E (0, 1). 
We can find at* such that llt*uBII * =E. From convexity ofF on U, we have: 
On the other hand, we know: 
Therefore: 
F(u8 , 0) = .C(S, B*) + ,\1R 1(S)- .C(S*, B*)- ,\1R1(S*) 
~ (V .C(S*, B*), (us, 0)) + A1R1(us) 
A1 ~ 2 nl(us) 
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However, t*u E U n {~111~11* = E}. From assumption, we have F(u8 , t*u) > >;1 R 1(us) 
which contradicts the above statement. Therefore lluBII* <E. 
Proof of Lemma 5.5 
similar to the proof of Lemma 5.4. 
Proof of Lemma 5.6 
we need to find Es such that for any ~B E Usn {~111~11* = Es}, we can guaranatee 
F(u8, ~B);::: .XrRr(u8 ) 
F(u8, ~B);::: ("V.C(S*, B*), u) + ~.cllu8 + ~11; + .Xr{Rr(S)- Rr(S*)} 
+ .X2{R2(B* +~B)- R2(B*)} 
;::: ("V.C(S*, B*), u) + ~.cllu8 + ~11; + .X1{Rr(uf)- Rr(uff)- 2R1 (S1_)} 
+ .X2{R2(~f)- R2(~~)- 2R2(B_'L)} 
since we have chosen .X1 ;::: 2Ri("V .C(S*, B*) ), and .X2 ;::: 2RH"V .C(S*, B*) ), we have: 
F(u8, ~B);::: ~.cllu8 + ~11; + .XI{Rr(uf)- Rr(uff)- 2Rr(S1_)} 
+ .X2{R2(~f)- R2(~~) - 2R2(B1_)} 
_ .XrRr(us) _ A2R2(~B) 2 2 
From decomposibility, we have: R(u) = R(u1..) + R(u,1). Therefore: 
F(u8 , ~B) ::::~.cllu8 + ~11;- ~1 {3Rr(uff) + 4Rr(S1_)} 
- ~2 {3R2 (~~) + R2 + 4R2(B_'L)} 
::::~.cll~ll;- ~.cllu8 11;- ~1 {3Rr(u8 ) + 4Rr(S_'L)} 
(7.27) 
- ~2 {3R2(~B) + R2 + 4R2(B_'L)} (7.28) 
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K;_cll~ll~- K;.cllu5 ll~- ~1 {3R1(u5 ) + 4R1(Sl)} 
- ~2 {3R2(~B) + R2 + 4R2(Bl)}- A1R1(u5 ) 2:: 0 
if we can guaratee: 
K;.cll~ll~- K;.cllu5 ll~- ~1 {3~sllu5 ll* + 4R1(Sl)} 
- ~2 {3II~BII* + R2 + 4R2(Bl)}- >.1R1(u5 ) 2:: o 
We need to show that this is a positive definite quadratic form in II~Bik Therefore, we 
need 
Proof of Lemma 5.7 
Similar to the proof of Lemma 5. 6. 
7.3.2 Multi-Label Multi-Task Learning 
Step 1: Constructing the Candidate 
In each row of the parameter matrix 8*, let vk be the absolute value of the d + 1-th 
largest element in magnitude. Construct S* as follows: 
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By construction, IISkllo ~ d. Now, we construct B* as: 
B* = 8*- S* 
We define 
Supp(S) = {(k , j)ISi(k) # 0} 
and the subspace 
Us = { S E lR.p xr I Supp( S) C Supp( S*)} 
Similarly, we define 
RowSupp(B) = {kl3j, Bi(k) # 0} 
and the subspace 
Ub ={BE JR.P xrl RowSupp(B) C RowSupp(B*)} 
Associated to any matrices , S, and B , we define: 
and 
M(B) = min IMk(B)I 
l :Sk:Sp 
We should mention that "primal dual candidate" method is only a tool to prove our 
method and is not a real algorithm to recover B* , or S* because we actually assume 
that 8* is given. Now, consider the restricted optimization problem: 
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We now construct the dual candidate z = Zs + zb, as follows: 
if j E Mk(B) and (k, j) -1- Supp(S) 
otherwise 
7.3.3 Step 2: Showing the Constructed Primal-Dual Variable is Feasible 
Lemma 7.10. Under the assumptions A0 - A3 on X, the matrix pair (S, B) is the 
unique solution to (5. 7} if there exists a dual matrix Z such that: 
(I) Pu.(Z) =As Sign(S) 
{II} IIPuf(Z) lloo,oo < As 
{
t? Sign(Bi) {III} Pub = Ok 
(IV} IIPug(Z)IIoo,l < Ab 
( V)o(L(S)J)) + zi = 0 8(}1 
otherwise 
Proof of Lemma The proof is very similar to the proof of Lemma 2, in (?). By 
assumption (I) , (II) , we imply: 
By assumption (III), (IV), we have: 
So (Z, S, B) is a primal dual triple. To write the problem as a form of min/max problem 
we define § as l00 /loo ball of radius As, and 1B as loo/l1 ball of radius Ab· Then we have: 
AsiiSII1.1 = sup (Z, S) 
ZE§ 
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Hence, the roblem can be written as: 
........... ........... 1 r (S, B) = atg inf sup {- L £(S, B)+ (Z, S) + (Z, B)} 
S,B ZE§nB 2n 
k=l 
(7.29) 
This is a strictly convex-concave problem. For any dual variable Z and any primal pair 
(s, B), we have: 
and 
Otherwise, fr example if we have: 
it implies that ( Z; i3) < ( Z, i3), so Z is not an optimum dual variable which contra-
dicts the assumption. From this argument we conclude that if IIZi II < Ab then Bi = 0, 
and if IZkl < As then sk = 0. Hence, Pug(B) = 0, and Pu;(S) = 0. This means that 
(5.7) and (7.29) are equivalent. The uniqueness also follows from Assumption A3 on 
the design matrix. According to assumption A3, XuX'{; is invertible and (5.7) is strictly 
convex and has a unique solution. 
By construction, we know (I), (III), (V) holds for our choice of Z. We need to prove 
(II), (IV) also hold. 
We first derive the expression for the loss function its first an second derivative. 
In this case, we have: 
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So we have: 
and: 
2 j _ 82£(0) _ 1 n X(i,k)X(i,l)exp ((-1)1''/ (Xi8*i)) v .c (k, z)- . . --I: 2 
8BL8Bf 2n i=l 1 + exp ( ( -1) Y/ (Xi8*i)) 
Consider the diagonal matrix fi E Rnx n, where 
Then we can write 
And V 2 .ct.v = xEri X v. 
Lemma 7.11. If the design matrix X satisfies: 
then we have: 
IIV2£tc,u(S*, B*)(V2£b,u(S*, B*))-1 11 < 1- as 
Moreover, ifmaxk IIX(k)Xt}JXubXt}J-1 iii,oo < 1- ab, then: 
(7.30) 
(7.31) 
(7.32) 
Proof The proof follows from straigh forward linear algebra using the fact that 
V 2£t.,u = Xt}.fiXu, and V 2.C{_u = X(k)TfiXu. 
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Lemma 7.12. For the design matrix X, we have: If Cmin = Amin(XuX'{;) > 0, then 
0 < Am in (\72 ct,u ) < Cmin for all j. 
Proof The proof follows from straigh forward linear algebra using the fact that 
\72 ct,u = x'{;ri Xu. 
Theorem 7.5. Under the assumptions A0 - A 3 , with probability exponentially converg-
ing to 1, we can guarantee that: 
B 1: The minimization problem has a unique solution (s, B) such that Supp( S) c 
Supp(S*), ad RowSupp(B) C RowSupp(B*). 
B2: II S+B-S* -B*II ~ s log(pr) , D C + Ab maX minn 
B3: Sign(Supp(Sk)) = Sign(Supp(Sf)) for all j ¢: RowSupp(B*) provided that: 
min ISZil >I ilitRowSupp(B*)(j,k)ESupp(S•) 
B4- : Sign(Supp(Sk+Bk)) = Sign(Supp(Sk+Bk)) for allj E RowSupp(B*) provided 
that: 
Lemma 7.13. If the design matrix satisfies conditions (I), {III}, (V), condition (II) 
holds with probability exceeding 
Proof From· (V), we have: 
122 
a.c(s +B)) = _zi 
8Bi 
a.c(s +B)) - B.C(S* + B*)) =Hi- zi 
8Bi 8Bi 
Wh Hi _ _ 8.C(S*+B*)) ere - 891 . 
By using the mean value theorem: 
Where · 
By Splitting the matrices, we have: 
Substituting Bb- e'3 from (7.33) in (7.3.3): 
· n2 ri (8*) {n2( ri )-1 (Hi z"'i + ,i )} _Hi z"'i +pi v t..-uc u - X v t..-uu X u- u ru - uc - uc uc 
' ' 
By(7.31), we have: 
Using Triangular Inequality, we have: 
(7.33) 
(7.34) 
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By construction, we know IIZ~Joo = A8 , so: 
Similarly, by(7.32), for each k E Ug , we have: 
Using Triangular Inequality, we have: 
Since this true for all k E ug, we can rewrite the above equation as: 
By construction, we know IIZbJ1 = Ab , so: 
So the proof of Lemma 7.12 is reduced to showing that (7.35), and (7.36) hold with 
probability converging to 1, exponentially. 
Lemma 7 .14. Hi ~ 4(2>-::_a.) with probability exceeding 1 - 2sr exp(- 64 (2~a. ) 2 n) 
Proof. 
Hence, we have: 
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Since X/s are Gaussian, from McDiarmid Inequality we have: 
D 
Proof W define a convex function 
G(u1 , u2) = £(S* + u1, B* + u2)- £(S*, B*) +As liS*+ u1ll1- AsiiS*II 
+ AbiiB* + u2lkoo- AbiiB*Ih,oo 
We know that G(O,O) = 0, and the local minimum is at (u!,u2) = (s;,,B- B*). So 
we must have G(s;,, B- B*) :s; 0. Suppose that we can show G( u1 , u2 ) ~ 0 for all 
{ ( u1, u2lll( u1, u2) ll2 =E)} . Then by contradiction we can show that II(S'S, B- B*) 11 2 :s; E. 
To show the contradiction, assume that II (S'S, B - B*) II > E. We can choose t such 
that ( Ui, U2) = t( u!, u2) + (1- t)(O, 0) lies on the II( u1, u2) ll2 = E. For now, we assume 
G(S'S, B- B*) :s; 0 is true. By this assumption, and from convexity of G, and the fact 
that G(O, 0) = 0, and G( ui, u2) :s; 0, we conclude that G( Ui, U2) :s; 0. This contradicts 
the fact that G(u1,u2) ~ 0 for all {(ul,u2lll(ul,u2)ll2 =E)} . 
Now, it suffices to show that G( u1, u2) ~ 0 for all { ( u1, u2lll ( u1, u2) lb = E)} is true 
for any E for which II(S'S, B- B*)ll > E holds. 
We set E = MA 8 JS1. From Tylor series expansion and for some a E [0, 1], we can 
write: 
G( u1, u2) = (Hu, ( u1, u2)) + ( u1, u2)T[V2 £(S* + a1u1, B* + a2u2)]( u1, u2) 
+As( liS*+ u1ll1 -liS* II)+ Ab(IIB* + u2ll1,oo -IIB*Ikoo) 
Using Triangular Inequality: 
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From Triangular inequality we have: 
(7.37) 
Similarly: 
(7.38) 
If we chose Ab < As, from (7.37), and (7.38), we can write: 
We define q* := A(V2£(S6 * +a1u1 , B* +a- 2u2)). From Taylor series expansion, we 
have: 
q* ~ Cmin- A( a) 
Where (Ravinkumar et al., 2010): 
So if we choose As::; 2~1J':.ax , we have q* ~ Cmin/2. With this choice of As, we have: 
Hence, if we choose M > 5/ Cmin, we have G ( u1 , u2 ) > 0. This implies that 
(7.39) 
And we have: 
D 
C2 · A 
Lemma 7.16. If we choose As = 10v"ffi:x s 2~~.' then IIF1 IIoo < 4 (2-a.)" 
Proof. From straight linear algebra, we can write: 
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Using the result of Lemma 7.15, we have: 
Now, if we chose As = 10~::,s 2~a' which is still in the acceptable range of (7.39), we 
have: 
Lemma 7.17. If 8 is an optimum solution for 8 in (5. 7}, then 
Supp(8) c Supp(8*) 
Proof. by definition 8* is the solution to the unconstrained problem: 
So the proof is trivial. 
8* = argmin£(8) 
e 
Lemma 7.18. If we choose 8min > [, we have full support recovery 
Proof. We have already shown 
D 
D 
If we choose 8min > [, then e{ can not be zero when 8~i #- 0. Combining this, with 
the result of Lemma 7.17, we have: 
Supp(S) = Supp(8*) , if min 18*1 > 1 
D 
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