Abstract-The paper deals with the problem of robust output regulation for minimum-phase nonlinear systems in a semiglobal setting. We present a different perspective to the problem of adaptive regulation in which prediction error identification methods, which are routinely used in other control contexts, can be adopted to design robust nonlinear regulators. The proposed control structure combines continuous-time dynamics and "hybrid identifiers", the latter specifically designed to estimate the actual steady-state control law. The proposed framework encompasses existing frameworks proposed so far in the nonlinear continuoustime literature.
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I. INTRODUCTION
A LTHOUGH nonlinear regulation theory has reached a mature state, there are some crucial aspects still open as far as the design of robust regulators is concerned. In particular, a systematic design of robust regulators having the so-called internal model property in the presence of steady-state laws affected by parametric or structural uncertainties is definitely an open research field. So far, many researchers dealt with this problem using adaptive techniques as in [10] and [8] , while others faced the problem using techniques typically adopted in the context of adaptive observers design, achieving interesting results both in the linear and in the nonlinear case and in global and semi-global contexts, see [11] , [14] and [24] . More recently, some authors have proposed regression-like methods by developing adaptive and learning algorithms for nonlinear internal models to deal with uncertainties in the steady-state control law, see among others [25] . Relying on the same philosophy, in [26] , the authors have shown how to design regression-based internal model regulators using static adaptation laws, instead of standard dynamical estimation schemes, to offset parametric uncertainties in the steady-state control law. Something inherent to the field of hybrid systems has been developed in [19] , in which the interconnection of a feed-forward model of the exosystem with a hybrid adaptive law is presented. In this paper we present a different perspective to the problem of adaptive regulation in which prediction error identification methods, which are routinely used in robust control contexts ( [18] , [20] ), can be adopted to design robust nonlinear regulators. The point of departure is the design procedure presented in [13] in which the steady-state control law and its time derivatives up to a certain order are assumed to satisfy a regression formula (with known regression vector) by which internal model regulators can be designed by means of high-gain tools. The regression formula in our context is thought of as a prediction model relating the "next" time derivative of the steady-state control law to the "previous" derivatives through a unknown regression vector. The proposed control structure combines continuous-time dynamics and "hybrid identifiers", the latter specifically designed to estimate the actual regression vector. The fact of allowing identifiers that are hybrid systems is essentially motivated by the goal of setting up a general framework where many design strategies can be cast. In fact, on one hand, the proposed approach aims to capture continuous-time adaptive regulator design procedures, proposed so far in literature, as particular cases. On the other hand, we aim to open the doors to identification tools that typically rely on sampling the available data set and to update the prediction model in a discrete-time fashion. In this context the kind of result we are able to claim is practical output regulation with an asymptotic error that depends on the prediction error.
The theory presented in this paper is clearly linked to the literature of identification in connection to robust control design ( [18] , [20] ), and specifically to the issue of interplay between identification and control (see [17] ) according to which identification methods must be synergistically used with control design methods to optimise closed-loop performances. In our framework we do not deal with the transient performances of the closed-loop system. Rather we are interested in optimising the steady-state error by "synergistically" designing the internal model and the identifier in order to estimate the steady-state control law by minimising, in some sense, the asymptotic regulation error. The controller has essentially a high-gain structure with a high-gain observer estimating the "dirty derivatives" of the ideal steady-state control law. The latter are then processed by an identifier adaptively tuning the internal model.
Notation: In the paper R and R ≥0 denote respectively the set of real and nonnegative real numbers. The symbol N denotes the set of nonnegative integers. With R n we indicate the ndimensional Euclidean space. For x ∈ R n and A a subset of R n , |x| A denotes the distance of x from A defined as inf y ∈A |x − y|. With F : R m ⇒ R n we indicate a set-valued mapping from R m to R n . With f : R n → R n and g : R n → R differentiable functions, the Lie derivative of g along f is defined as L f g(x) := 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
dg (x)
dx f (x). Furthermore, for a locally Lipschitz function V : R n → R and a vector v ∈ R n the Clarke derivative of V at x ∈ R n in the direction v is defined as
Given two matrices A and B, A ⊗ B denotes their Kronecker product.
Following [27] , a hybrid system is specified by the data (F, G, C, D) where F : R n ⇒ R n and G : R n ⇒ R n are setvalued mappings called respectively the flow and the jump map, while C and D are closed subsets of R n called respectively the flow and the jump set. The mappings F and G are assumed outer semi-continuous and locally bounded and F (x) and G(x) are not empty on C and D respectively with F (x) convex for all x ∈ C. Denoting by x the state of the hybrid system, the dynamics underlying (F, G, C, D) is explicitly described by the set of differential and algebraic inclusionsẋ ∈ F (x), x ∈ C, and x + ∈ G(x), x ∈ D, where x + denotes the next value of the state x.
II. PRELIMINARIES

A. Nonlinear Output Regulation
Coherently with most of the literature on nonlinear output regulation, this paper deals with systems described bẏ
in which (1) is the so-called exosystem, generating references signals to be tracked and/or disturbances that must be rejected, and (2)-(3) is the controlled plant with control input u ∈ R and regulation error e. The controlled plant, in particular, is assumed to have a well-defined normal form and with unitary relative degree 1 between the input u and the error e ( [12] ). The s(·), f(·, ·, ·), q(·, ·, ·) and b(·, ·, ·) are assumed to be smooth in their arguments, with the function b(·, ·, ·), the so-called highfrequency gain of the system, that is assumed to be bounded from below by a positive number b, i.e., b(w, z, e) ≥ b, for all (z, w, e) ∈ R n × W × R. The main results presented in the paper do not rely on perfect knowledge of the functions s(·), f (·, ·, ·), q(·, ·, ·) and b(·, ·, ·) but rather on certain structural properties that will be detailed next. Furthermore, the exosystem state is assumed to range in a compact set W assumed to be forward invariant for (1) .
In this framework, the problem of semiglobal asymptotic output regulation can be formulated as follows: given arbitrary compact sets W ⊂ R ι , Z ⊂ R n and E ⊂ R of initial conditions for the system (1)-(3), design an error-feedback controller of the formξ = Φ(ξ, e), u = Σ(ξ, e), ξ ∈ R d for some positive d, such that all trajectories of the closed-loop system starting from W × Z × E × Ξ, with Ξ a compact set of R d , are bounded and lim t→∞ e(t) = 0 uniformly in the initial conditions.
We shall approach the previous problem under assumptions that are customary in the literature of output regulation. In 1 All the forthcoming results can be easily extended to systems with higher relative degree by means of standard tools that are not repeated here for reasons of space. particular we assume the existence of a smooth function π :
for all w ∈ W . This implies the existence of a compact set
that is forward invariant for the dynamicṡ
The previous system is the zero dynamics of system (1)- (3) relative to the input u and to the output e. As in most of the literature about output regulation, we make a minimum-phase assumption on system (5) that is formalized as follows.
Assumption 1:
The set A is asymptotically and locally exponentially stable 2 for (5) with domain of attraction W × R n . In the design of the regulator a crucial role is played by the function c :
This function is the so-called "friend" associated to the zero dynamics of system (1)-(3) (see [6] ). In the context of output regulation, the output signals generated by system (5) with output (6) with initial conditions ranging in A are the steady-state control inputs that must be generated by the controller in order to keep the regulation error identically zero. It is thus apparent that system (5) restricted to the set A with output (6) plays a crucial role in the design of the regulator. As a matter of fact, following [21] , it turns out that the output regulation problem is solved by a continuous-time regulator if one is able to design smooth functions M :
, and γ : R d → R, such that, for some smooth function τ : R ι → R d and with T A the compact set defined as
the set T A is locally asymptotically stable for the systeṁ
In this context, in fact, the continuous-time controller that solves the problem at hand is a system of the forṁ
where κ(·) is a properly defined class-K function. As a matter of fact, the closed loop system given by (1)- (3) and (9) is a system that has relative degree one relative to the input v and output e and has a zero dynamics precisely given by (7) . Furthermore, due to (8) , the set T A × {0} is an invariant set for the closed loop system with v = 0. Under these circumstances, standard highgain arguments can be used to show that a "high-gain" function 3 2 The forthcoming result can be extended to cover the case in which the set A is only locally asymptotically stable with domain of attraction W × D with D an open set of R n such that Z ⊂ D. 3 The κ(|e|) can be indeed taken as a linear function k|e| with k a sufficiently large gain if the set T A is also locally exponentially stable for (7).
κ(·) succeeds in making the set T A × {0} locally asymptotically stable with a domain of attraction containing the compact set of initial conditions. As shown in [23] , functions M (·), G(·) and γ(·) with the desired properties can be always constructed by following a design procedure that, however, is not, in general, constructive. A relevant context where a constructive design procedure can be given is the one originally presented in [13] in which, by letting u : W → R be the restriction of (6) to the set A defined as
it is asked that the following regression formula
is fulfilled for some positive d and some known locally Lipschitz function ϕ : R d → R for all w ∈ W . In this case, in fact, the theory of high-gain observers ( [9] ) can be used to show that the triplet (M (ξ), G(ξ), γ(ξ)) such that the set T A is locally asymptotically stable for (7) and such that (8) is satisfied is given by
where g is a design parameter and the λ i 's that are coefficients of an Hurwitz polynomial,
where ϕ s (·) is a uniformly bounded and locally Lipschitz function, and γ(ξ) = ξ 1 . By choosing M (·), G, and γ(·) in this way, by letting
and by choosing ϕ s (·) so that it agrees with ϕ(·) for all ξ = τ (w), w ∈ W , it turns out that there exists a g > 1 (dependent on the Lipschitz constant and on the bound of ϕ s (·)) such that the set T A is locally asymptotically stable for (7), and (8) holds.
B. Main Idea
The main idea of the paper is to regard the function ϕ(·) in (11) as unknown and to estimate it on line by adopting prediction error identification methods, [18] . In particular, relation (11) is regarded as a prediction model of the d-th time derivative of the signal u (w(t)) at time t using the regression vector
, with the identification objective that is to estimate the function ϕ(·) "best fitting" the data associated to the actual u (w(t)). The goal is to design a practical regulator in which the asymptotic bound on the closed-loop regulation error is a function of the asymptotic value of the prediction error between the actual value of the d-th time derivative of the signal u (w(t)) and its estimated value obtained by processing the regression vector.
If the signal u (w(t)) and its derivatives up to the order d were known, the problem could be addressed by running identification algorithms to compute the best fitting function from the data set. Since u (w(t)), . . . , L d s u (w(t)) are not measurable in our output regulation context, the idea that is pursued in the paper is to estimate their values by employing the "dirty derivative" (using the terminology in [7] ) features of the internal model of the form indicated in the previous section. Namely, the ability of the ξ-system in (7), with M (·) and G given in (13) and (12) to roughly estimate asymptotically the function u (t) and its time derivatives up to the order d − 1, with an estimation error that can be arbitrarily decreased by increasing g, regardless the specific form of ϕ s (·) in (13) (provided that a bound on the Lipschitz constant is fixed). Since the identification problem potentially requires the knowledge also of L d s u (w), the regulator that is presented later has dimension d + 1, namely one more with respect to the one presented above. The extra state variable ξ d+1 , which is redundant as far as the internal model property is concerned, has precisely the role of providing a "dirty estimate" of L d s u (w) that is used in the identification algorithm. In our approach the dynamical system providing the estimation of the d-th derivative according to the regression vector is a hybrid system [4] , [5] . The jump times and flow intervals of the hybrid identifier will be triggered by a clock variable that will be required to fulfil an average dwell-time constraint (see [16] ) in order to enforce appropriate closed-loop asymptotic properties. From a formal viewpoint the clock hybrid dynamics will be described by differential and algebraic inclusions able to model a number of clock dynamics that are not necessarily uniform in time. Practically, the clock will be triggered by a "supervisor" selecting the appropriate flow and jump rule for the identifier according to real-time information. Fast or slow clock timing can be dynamically selected according to the available data (such as the actual value of regulation error) and the a priori knowledge of the exogenous dynamics. The requirement behind the hybrid identifiers will be given in a quite general setting as presented in the next sections. A schematic of the control structure is shown in Fig. 1 . We finally observe that in the proposed framework the dimension d of the regulator can be regarded as an independent design parameter to be chosen also in relation to real-time and implementation constraints (which, very often, prevent one from choosing a large value of d). The choice of d, in general, entails a tradeoff between the minimisation of the asymptotic error bound (typically asking for large values of d) and the computational burden that typically limits the maximum value of d.
C. Regulator Structure
In our design the identifier is a hybrid dynamical system whose flow dynamics and jump map are described bẏ
with outputφ
where (η c , η e ) ∈ R × R m , m > 0, F c : C c ⇒ R and J c : D c ⇒ R are outer semicontinuous and locally bounded setvalued mappings, C c and D c are compact intervals of R, u η = col(u η 1 , u η 2 ), with u η 1 ∈ R d and u η 2 ∈ R, is a vector of inputs, and
are smooth functions, with J e (·) and Γ η (·) that are globally Lipschitz.
In (15) the scalar variable η c plays the role of clock governing the length of the flow intervals and the jump times according to the definition of the flow and jump sets C c and D c . Both discrete-time and continuous-time dynamics can be captured by the previous description. The variable η e , on the other hand, is the state of the identifier that dynamically processes the input u η to provide an estimateφ(·) of the regressor.
Occasionally, throughout the paper, system (15) is also compactly referred to aṡ
where η = col(η c , η e ), and where the set-valued mappings F η (·), J η (·), and the flow and jump sets C η , D η are suitably defined. With τ (w) defined as in (14), the hybrid identifier (15) should be ideally driven by the inputs u η 1 = τ (w), representing the regression vector in the interpretation given in Section II-B, and (15) is fed with the state ξ e = col(ξ, ξ d+1 ), ξ ∈ R d , ξ d+1 ∈ R, of an "extended" internal model unit 4 , namely
governed by the hybrid systeṁ
where
is a triplet in prime form 5 , G is defined in (12) , g is a design parameter, the λ i i = 1, . . . , d + 1, are coefficients of an Hurwitz polynomial, v is a residual input and Γ η s : R m × R d → R is a locally Lipschitz bounded function obtained by appropriately saturating 4 The adjective "extended" has to be interpreted with respect to the internal model considered in Section II of dimension d. 5 That is S is a shift matrix (all 1's on the upper diagonal and all 0's elsewhere),
(19) Details on how the saturation level of Γ η s (·) has to be chosen are presented later. The regulator is thus (15), (17), (18) where v is the residual input that will be chosen as v = −κe (20) with κ a design parameter, in which the stabiliser is of the form (9) with the class-K function κ(·) taken linear. The flow time intervals and the times at which jumps occur are determined by the clock dynamics. The fact of modelling the latter as differential and algebraic inclusions allows one to consider a number of clock timings not necessarily "uniform" in time. Fast and slow clocks might be dynamically triggered according to real-time information. The only constraint that will be imposed by the forthcoming analysis to the clock dynamics is to fulfil an average dwell-time condition, namely that flow intervals are "persistently" present and last "in the average" a guaranteed amount of time. From a formal viewpoint the notion of average dwell-time ( [15] ) is used to rigorously fix the required property. We recall ( [15] ) that the clock subsystem satisfies an average dwell-time condition if there exist N 0 > 1 and δ > 0 such that of all (t, j) and (s, i) belonging to the hybrid time domain of the clock with t + j > s + i the following holds
In the previous relation 1/δ denotes the average dwell-time length while N 0 denotes the maximum number of consecutive jumps that might occur not separated by flow intervals. The average-dwell time condition expressed above might be eventually completed with a "reverse" condition asking that clocks are also "persistently" enforced. This condition might be crucial in order to design the hybrid identifier with the desired asymptotic properties detailed in the next Section II-D in certain discretetime identification settings (as, for instance, in the case presented in Section IV). From a formal viewpoint the notion of reverse average dwell-time is used to rigorously fix the required property. We recall ( [16] ) that the clock subsystem satisfies a reverse average dwell-time condition if there exist N 0 > 1 and δ > 0 such that of all (t, j) and (s, i) belonging to the hybrid time domain of the clock with t + j > s + i the following holds
D. Identifier Design Requirements
A crucial role in achieving small (possibly zero) asymptotic regulation error will be clearly played by the design of the hybrid identifier (15) , (16) .
The requirements assumed for the design of this system are precisely presented below. The first requirement is existence of an exponentially stable "steady-state" for (15) driven by the "ideal" input u η = col(τ (w), L d s u (w)) (denoted by η e = σ(η c , w) in the following). As (15) is not driven by the ideal input (τ (w), L d s u (w)) but, rather, by the available dirty derivatives state col(ξ, ξ d+1 ), a robustness property of such a steady-state is required. It is given in terms of input-to-state stability with respect to a disturbance, referred to as d e in the following, additive to the ideal input (τ (w), L d s u (w)). The pre-vious properties are the ones playing a role in the asymptotic stability analysis. In addition, it is assumed that the output Γ η (·) of (15) evaluated along the steady-state trajectory of the identifier is the "good guess" of the "next" time derivatives L d s u (w), namely the function able to make the prediction error (which will be denoted by ε) as small as possible. The goodness of the prediction is parametrised by a parameter denoted by ε , with ε ≥ 0, that bounds the prediction error point-wise on the steady state set. Furthermore, we let τ e : R ι → R d+1 be the smooth function defined as
The hybrid system (15) with output (16) is said to satisfy an "ε -Identifier Design Requirement" (ε ≥ 0) if the following properties hold:
[a] there exists a smooth function σ :
with flow and jump conditions respectively given by
, is pre-ISS 6 with respect to the input d e relative to the set
without restrictions on the initial state and non-zero restriction on the input, and with linear asymptotic gain. More specifically (see [28] ), there exists a locally Lipschitz function V η : W × R m +1 → R ≥0 , such that the following holds:
r there exist positive r, χ η and c η , such that for all (w, η) ∈ W × C η and for all d e fulfilling d e ≤ r we have
r there exists a positive constant λ η < 1 such that for all (w, η) ∈ W × D η and for all d e fulfilling d e ≤ r we have, with the same χ η as in the previous item,
[b] By letting ε : R ι × R → R the smooth prediction error function defined as
it turns out that |ε(η c , w
With the function σ(·) introduced in the item (a) above, the tuning of the regulator (15), (17), (18) 
such that (w, η) B ≤ c, (w, ξ e ) grτ e ≤ c for some positive c, where
III. MAIN RESULT
In this section we study the asymptotic properties of the closed-loop system. We show how, for an appropriate tuning of the regulator, the resulting closed-loop hybrid system is pre-ISS relative to a compact set, whose projection on the error space is the origin, with respect to a "disturbance" input given by the prediction error ε(η c , w). The overall closed-loop system is a hybrid system flowing according tȯ
and jumping according to
By letting x = col(w, z, ξ e , η e , e) such a system is rewritten in compact form asη (25) where the functions F x (·), J x (·) and the sets C x , D x are appropriately defined. Theorem 1: Consider the closed-loop system (25) with the zero dynamics of the regulated plant fulfilling Assumption 1 and with system (15) fulfilling the ε -identifier design requirement for some ε ≥ 0. Furthermore, assume that the average dwelltime condition (21) is fulfilled for some δ ≥ 0 and N 0 ≥ 1, for all possible solutions of the clock subsystem. Then there exists a ρ > 0 and, for any compact set
, and for every complete solution of (25) with flow and jump sets restricted to
We observe that asymptotic regulation is guaranteed if the identifier is designed in such a way that the ε -identifier design requirement is fulfilled with ε = 0. Otherwise just practical regulation is enforced with an asymptotic error that is small if ε is small.
It is worth also noting that the asymptotic estimate (26) holds as long as the state of the closed-loop system remains in a fixed (arbitrarily large) compact set X, with the latter that affects the value of δ, g and κ. Namely, the result is semiglobal in the state.
In case the trajectories exit from the restricted flow and jump set, the solution stops according to the result above. However, arguments similar to the ones that are used below show that the same control structure can force the state of the closed-loop system, with initial value in any arbitrary compact set, to be bounded for sufficiently high value of δ, g and κ. The details in this direction are omitted for reasons of space.
The proof of Theorem 1 is presented in the rest of the section. The proof follows a standard paradigm in stabilization of minimum-phase systems by high-gain feedback complicated by the hybrid nature of the closed-loop dynamics. The starting point is to note that the flow dynamics of the closed-loop system have unitary relative degree between the input v and the error e and that the zero dynamics obtained by enforcing the error identically zero is described by the hybrid system flowing according tȯ
when
and jumping according to
By bearing this in mind, the idea is first to study such a zero dynamics showing that, if the design parameter g is appropriately tuned and if the dwell-time lasts, in average, sufficiently long, then they are pre-ISS relative to a certain compact set with respect to an exogenous input represented by the prediction error (24) . The proof of the theorem is then completed by studying the interconnection between the zero and the error dynamics showing that if κ in (20) is taken sufficiently large then the result claimed in Theorem 1 holds. The zero dynamics (27) - (28) are conveniently seen as given by the interconnection of three subsystems, that is the extended dirty derivatives observer, the hybrid identifier with state, and the zero dynamics of the regulated plant, which are separately studied in the next subsections.
A. Properties of the Extended Dirty Derivatives
We start by studying the extended dirty derivatives hybrid system given bẏ
with flow and jump condition respectively given by (η, w, z,
) (30) with flow and jump conditions respectively given by (η, w,
where the functions F ξ (·), J ξ (·) are properly defined. The next result shows that if g is taken large and if an average dwell-time constraint is fulfilled, then the system is pre-ISS relative to a compact set with respect to inputs given by the prediction error ε(η c , w) and by the functions 1 (w, z), 2 (η, w) defined as
let C be the compact set defined as
ξ e =τ e (η c , w)}.
Furthermore, assume that the average dwell-time condition (21) is fulfilled for some δ ≥ 0 and N 0 ≥ 1. Then, there exist δ 1 > 0 and g 1 > 0 such that for all positive δ ≤ δ 1 and g ≥ g 1 , system (30) is pre-ISS relative to the set C with respect to the inputs ε(·), 1 (·) and 2 (·) with linear asymptotic gains. Furthermore, for each compact set Z ⊂ R n and positive constants T and , there exists a g 2 > 0 such that for all g ≥ g 2 the following holds ξ e (t, j) − τ e (w(t, j)) ≤ for all t ≥ T and (t, j) belonging to the hybrid time domain of (30) with flow and jump sets respectively given by
The proof of the proposition, which is presented in Appendix A, shows that there exists a locally Lipschitz function
, such that the following holds:
r there exist positive constants α ξ ,ᾱ ξ such that for all
r there exist positive χ ξ and c ξ , such that for all
r there exists a positive λ ξ with λ ξ < 1, such that for all
d+1 × R n we have, with the same χ ξ as in the previous item,
This function will be used for subsequent developments.
B. Interconnection With the Hybrid Identifier
We now study the interconnection of system (29) with the hybrid identifier with state η in (27)- (28) . Denoting by χ := col(ξ e , η e ) the combined state, such a system is compactly rewritten aṡ
where the functions F χ (·), J χ (·) and the sets C χ , D χ are properly defined. This system is studied by restricting the state χ to an arbitrary compact set denoted by K χ , namely we restrict the flow and jump sets of (32) respectively to C c × (
In order to take advantage of the properties of the extended dirty derivatives observer studied in the previous subsection and of ε -Identifier Design Requirement fulfilled by the hybrid identifier, system (32) is conveniently seen as the interconnection of system (29) with system (23) in which the disturbance d d is taken as d e = ξ e − τ e (w).
It is worth noting that, in studying the interconnection, the dynamics of w and of η c are "duplicated" being considered both in (29) and (23). Since they refer to the same autonomous dynamics, in the analysis we assume that the associated trajectories (namely the initial conditions) are the same.
As far as system (23) 
Using the previous bound and the conditions fulfilled by V η (w, η) according to the hybrid identifier requirements, it turns out that for all (η c , w, χ)
for all v ∈ col(s(w), J η (η, τ e (w) + d e )), where, without loss of generality, the constant χ η has been taken the same as the one considered during flows. We consider now the ξ e -subsystem. By using the same arguments used above to bound d e , using this time the fact that σ(·) is locally Lipschitz and that α η (·) is locally linear, it possible to claim the existence of constants c > 0 and a such that 2 
Using this bound and Proposition 1, it follows that for all
for all v ∈ col(J c (η c ), {w}, {J ξ (w, ξ e , (w, η, z)))}, where χ ξ is a positive constant taken, without loss of generality, equal to the one used during flows. Now let g 3 be such that g 3 > χ ξ χ η . Using (33), (34), (35), (36), and the fact that the hybrid system under study satisfies an average dwell-time condition, it turns out that for all g ≥ g 3 the interconnection of system (29) and system (23) (that is system (32)) is pre-ISS relative to the set
η e = σ(η c , w), ξ e =τ e (η c , w)} . . This implies that system (32), given by the interconnection of system (29) with system (23), fits in the framework of Theorem 2 in Appendix B, in which x 1 = η e , x 2 = ξ e , d = col(ε, 2 ),
and V 2 (·) = V ξ (·). In particular, there exist a δ 2 > 0 and a locally Lipschitz function
such that for all positive dwell-time δ ≤ δ 2 and for all g ≥ max{g 1 , g 3 } the following condition hold r the exist locally linear class-
for all v ∈ col(F c (η c ), {s(w)}, {F χ (w, χ, (w, z))}), for some positive constants χ χ and c χ ; (η c ), {w}, {J χ (w, χ, (w, z) )}), for some positive λ χ < 1, with χ χ the same positive constant specified in the previous item.
C. Interconnection With the Plant Zero Dynamics
By bearing in mind we consider now the cascade connection of the system studied before with state (η c , w, χ) with the plant zero dynamics (5) . In the following we construct a locally Lipschitz ISS Lyapunov function for the cascade. In this study we restrict the state z to an arbitrary compact set Z ⊂ R n . Furthermore, with and T fixed so that ∈ (0, r) and T any possible positive constant, we let g 2 the positive constant introduced in the second part of Proposition 1 and we fix once for all the constant g ≥ g := max{g 1 , g 2 , g 3 }.
By letting x = col(χ, z), the zero dynamics (27)- (28) are compactly rewritten aṡ
where the functions F x (·), J x (·) are properly defined and the flow and jumps sets are respectively given by
By the minimum-phase assumption and by converse Lyapunov results (see Theorem 4 in [21] ), there exists a locally Lipschitz function
n , where α z (·) andᾱ z (·) are locally linear class-K ∞ functions, c z is a positive constant, and F z (w, z) = col(s(w), f(w, z, 0)). π(w p ) ) . By the fact that c(·, ·) and π(·) are locally Lipschitz functions and that W is a compact set, there exist a locally Lipschitz function ρ c : R ≥0 → R ≥0 and a positive constantπ, such that the following holds
Using the previous estimate of V χ , the fact that α z (·) is linearly bounded and the compactness of Z, the bound on | 1 (·)| implies that for all (η c , w, x) ∈ C c × W × C x we have that if (η c ), {w}, {J χ (w, χ, (w, z) )}).
where ρ is a constant such that ρ ≥ χ χc . Simple arguments show that there exist locally linear class-K ∞ functions α x (·) andᾱ x (·) such that, having the defined
η e = σ(η c , w), ξ e =τ e (η c , w), z = π(w)} we have
Furthermore, arguments that are customarily used in the analysis of cascade continuous-time systems can be used to show that for
where c x is a positive constant.
Consider now W x (η c , w, x) during jumps. By bearing in mind the definition of W x , the jump rule of V χ (η c , w, χ), and the fact that V z (w, z) doesn't jump, we have that if d e ≤ r then r the exist locally linear class-
for all v ∈ col(F c (η c ), {s(w)}, {F x (w, x)}), for some positive constants χ x and c x ; , w, x) , χ x |ε(η c , w)|} for all v ∈ col(J c (η c ), {w}, {J x (w, x)}), for some positive λ x < 1, with χ x the same positive constant specified in the previous item.
D. Interconnection With the Error Dynamics
The final part of the proof addresses the interconnection of the zero dynamics with the error dynamics. We start by putting the flow dynamics of the closed-loop system in normal form ( [6] ) by considering the change of variables
Denoting byx the state variable that coincides with x except the ξ e entry that is substituted with (ξ,ξ d+1 ), simple computation shows that the closed-loop system in the new coordinates reads asη
where Δ F (·), Δ J (·) and q 0 (·) are properly defined functions, F x (·) and J x (·) are the same of (37), q 0 (w,x) := c(w, z) − Cξ and where, with a mild abuse of notation, we let b(w, x, e) = b(z, w, e). Note that q 0 (w,x) = 0 for all (w,x) ∈ E. We study the interconnection by restricting the error e to some compact set E ⊂ R. We start showing that the (η c ,x) subsystem is ISS relative to the set E with respect to the inputs (ε, e). To this purpose we observe that, for all 
where v 1 ∈ col(F c (η c ), {s(w)}, {F x (w,x)}) and v 2 ∈ col ({0}, {0}, {Δ F (w,x, e)e}) are such that v = v 1 + v 2 , and ρ V is the Lipschitz constant of V x (·) on C c × W × C x × E. Using the fact that v 2 ≤ ν Δ e for all (w,x, e) ∈ W × C x × E with ν Δ a positive constant, the previous expression immediately yields that for all (η c , w,
and for all v ∈ col(F c (η c ), {s(w)}, {F x (w,x) + Δ F (w,x, e)e}). We now study V x (·) during jumps. For all (η c , w,x, e)
with v 1 and v 2 defined as above. Consider now the e system endowed with the clock subsystem. Let V e (η c , e) := |e| and note that, by simple computations, there exist positive constants κ 1 , χ e , c e such that for all κ ≥ κ 1 and for all (η c , w, , e) . With the previous computations at hand, it is simple to cast the study of closed-loop system (38) in the framework of Theorem 2 in Appendix B. Specifically, note that, by the fact that q 0 (·) is locally Lipschitz and vanishing on the set E, and the fact that α x (·) is locally linear there exist positive constantsq andq such that for all (η c , w,
Furthermore, note that (see [1] ) the fact that the hybrid time domain of the clock-subsystem fulfils (21) 
fulfilling the properties presented in Theorem 2 with set S taken as E × {0}. Now note that, by the second part of Proposition 1 and by the tuning of the parameter g , it turns out that for all (t, j) in the hybrid time domain of system (38) such that t ≥ T we have d e (t, j) ≤ r. Thus, in finite time, as long as trajectories of (38) 
IV. DESIGNING THE IDENTIFIER
In this section we present a few scenarios for the design of the identifier fulfilling the ε -identifier design requirement for some ε ≥ 0. Both continuous-time and discrete-time solutions are presented.
A. Exact Regulation by Static Identifiers
Suppose that the steady state control law u (w) fulfils (11) with the function ϕ(·) that is known. Then the ε -identifier design requirement is fulfilled with ε = 0 by taking Γ η (η e , u η 1 ) = ϕ(u η 1 ) and the η e subsystem absent (i.e. m = 0).
In fact, item (a) of the ε -identifier design requirement is trivially fulfilled, while item (b) is fulfilled with ε = 0 by (11) . This scenario leads to the regulator presented in [13] . We observe that in this case the input u η 2 is not used, namely the dirty derivative observer can be taken of dimension d.
B. Exact Adaptive Regulation by Continuous-Time Identifiers
Suppose that the steady state control law u (w) fulfils (11) with the function ϕ(·) that is an unknown function of the form
is a locally Lipschitz known function, and θ ∈ Θ ⊂ R p is a constant vector of uncertain parameters with Θ a known compact set. We are interested in designing a continuous-time hybrid identifier of the form (15) fulfilling the basic requirements specified in Section II-D. Inspired by [21] , the proposed identifier is a system of the forṁ
( 39) with (F, G) ∈ R m ×m × R m ×1 a controllable pair with F Hurwitz and m ≥ 0 yet to be designed, and output
with γ(η e ) a function also to be designed. The following proposition then holds (see [21] ). It is worth noting that the design of γ(·) requires the knowledge of Ψ(·, ·) of τ (·) and that the method in question is not constructive. Furthermore, the previous results just guarantee that the function γ(·) is continuous and not necessarily differentiable as required by (19) . Further regularity of the function γ(·) can be guaranteed with additional assumptions as presented in [22] . Details are omitted for reasons of space.
C. Asymptotic Adaptive Regulation by Discrete-Time Identifiers
In this section we design a discrete-time identifier that fulfils the ε -identifier design requirements with ε = 0. The method relies on the assumption that the steady state control law u (w) satisfies (11) with the function ϕ(·) that is the linearly parametrised function
, is a known function and θ ∈ R p in an unknown vector taking values in a fixed compact set Θ ⊂ R p . Let us consider a hybrid clock subsystem such that for all initial conditions η c0 = η c (0, 0) ∈ C c ∪ D c the associated hybrid time domain E η c 0 ⊂ R ≥0 × N fulfils an average dwelltime condition of the form (21) (required by the analysis in Section III) and a reverse average dwell-time condition of the form (22) for some N 0 ≥ 1 and δ > 0. The reverse condition is imposed in order to have persistent jumps required by the discrete-time nature of the estimator we are going to develop. With N > 1, let I η c 0 = {(t j 1 , j 1 ), . . . , (t j N , j N ) } be an arbitrary set of N distinct consecutive hybrid times such that (t j i , j i ) ∈ E η c 0 , and jumps occur at (t j i , j i ), i = 1, . . . N. We make a persistence of excitation assumption formulated as follows.
Assumption: (Persistence of excitation) There exist a N > 0 and aῡ > 0 such that for all η c0 ∈ C c ∪ D c , for all sequence of N distinct consecutive jump hybrid times I η c 0 , and for all initial values of w in W , the following holds (t j , j) )) Ψ(τ (w(t j , j)) ) T ≥ῡ .
Our identifier (15) has state (η c , η e ), with η c ∈ R the clock and η e = col(η 1 , η 2 , η 3 
with jump conditions
System (42)-(43) implements a classical discrete-time least squares algorithm for the estimation of the parameters θ. Specifically, the η 1 and η 2 dynamics describe two shift registers, the former storing the last N samples of the "next" derivatives ξ d+1 , and the latter storing the last N samples of the regressor Ψ(ξ). The variable η 3 , then, represents an estimate of the uncertain vector θ obtained by properly processing the value of η 1 and η 2 .
Proposition 3: Assume that u (w) satisfies (11) with the function ϕ(·) of the form (41). Assume, in addition, that the persistence of excitation assumption is fulfilled for some positive N andῡ. Then, system (42)-(43) fulfils the ε -Identifier Design Requirement with ε = 0.
Proof: Since the time domain is assumed to satisfy a reverse average dwell-time condition, each solution that satisfies jumps and flows generated by the given clock can be reproduced with the reverse average dwell-time clock that, according to [16] , can be thought of as flowing according toη c = 1 and jumping according to η In the remaining part of the section we prove that the previous system fulfils the ε -identifier design requirements specified in Section II-D with ε = 0. Partitioning the exogenous (23) 
We start analysing the η 1 subsystem. Let η c0 ∈ C c ∪ D c be such that η c = η c (t, N − 1) for some t ∈ R ≥0 such that (t, N − 1) ∈ E η c 0 and let ϕ w (t, w 0 ) be the value of the trajectory ofẇ = s(w) at time t with initial condition w 0 at t = 0. Furthermore, with (t i , i) ∈ E η c 0 , i = 0, . . . , N − 1 , the hybrid jump times, let T 1 (η c , w) := col (T 11 (η c , w), . . . , T 1N (η c , w) )
. . , N be defined as (using the fact thatη c = 1) η c , w) . The W 1 (·) decreases during jumps (if d d+1 = 0) but not during flows. In order to obtain an ISS hybrid Lyapunov function we follow [28] and we take 
We now rescale W 3 in order to obtain a Lyapunov function for the η 3 -subsystem that is decreasing during flow (and without any special property during jumps). In particular, by letting V 3 
Furthermore, during flows,V (η, w) ≤ −LV (η, w), while, during jumps, The previous result relies on the persistence of excitation condition specified before that plays a role in the final part of the proof to show that the variable η 3 asymptotically converges to the actual value of θ and, in turn, that requirement (b) of the ε -identifier design requirement is fulfilled with ε = 0. In this respect, it is worth noting that if the persistence of excitation condition is not fulfilled the hybrid identifier (42)-(43) (with the matrix R(·) any locally Lipschitz function) fulfils the ε -identifier design requirement with ε = 0.
D. Practical Regulation by Least Squares Method
As opposite to the framework considered in the previous section, in the following we deal with the case in which the actual u is not necessarily obeying a regression law of the form (11) with ϕ(·) having the form (41). We are interested in designing discrete-time identifiers fulfilling the ε -identifier design requirement with ε minimised in some sense. As underlying optimization problem we consider a least squares method as specified in the following using the linear regression law (41) as underlying nominal model for the prediction error. We insist on a identifier of the form (42)- (43) 
Then, for each φ ∈ Z, the same analysis presented in the previous subsection can be used to show that the estimator (42) -(43) induces a σ ∈ X m that satisfies J(σ * , φ) = inf σ ∈X m J(σ, φ) subject to using (41) as prediction model structure, with σ * defined in (44). Hence, item (b) of the ε -identifier design requirement is fulfilled with the ε * defined as 
V. SIMULATION RESULTS
Consider a controlled plant described bẏ
in which f (·) is a nonlinear term, μ is an unknown parameter and w 1 is an exogenous variable generated by the Van Der Pol nonlinear oscillator given bẏ
with θ := (θ 1 , θ 2 ) unknown parameters. All the forthcoming analysis does not rely on a specific choice of f (·) that, in the numerical simulation, has been taken equal to w 2 1 . The system fulfils the minimum-phase assumption of Section II-A with the steady-state input u (w) that is given by u (w) := w 1 − μπ(w) where π(·) is the solution of the equation
We simulated the system in two different scenarios to test asymptotic and practical regulation. In the first scenario we took μ = 0. In this case the friend is u (w) = w 1 and, by bearing in mind (45), it fulfils
Namely, it can be expressed in the form (11) with ϕ(·) matching the linear regression law (41) with Ψ(τ (w)) = −τ 1 (w), (1 − τ 1 (w) 2 )τ 2 (w) T . We thus implemented the theory in Sections II-C and IV with the regulator chosen as in (15)- (18) with F e (·), J e (·) and Γ η (·) chosen as in (42) Table I with the behaviours of the error e(t) and of θ − η 3 (t) that are shown in Fig. 2 . Note that all conditions to achieve asymptotic regulation are fulfilled and, in fact, the error converges to zero.
Then, we simulated the more challenging case in which μ = 0 (we took μ = 1 even though all the forthcoming analysis doesn't rely on this specific value). In this case the ideal steady-state input u (w) depends on the solution π(w) of (46) that is hard to compute explicitly and, anyway, it does not satisfy a regression expression of the form (11) . According to the theory presented in the paper the controller implemented in the previous scenario still works but, since the model prediction error that is used in the design of the estimator is not matching the actual law governing u and its time derivatives (which is unknown), just practical regulation can be obtained. The plot of the error in this case is shown on top of Fig. 3 in which a non-zero steady-state error is observed. According to Theorem 1, the amplitude of the steady-state error can be decreased by decreasing the steady-state prediction error ε, namely by improving the estimator. To this purpose, a degree of freedom that can be used is the dimension d, which is related to the number of Table I ). The resulting regulation errors in the two cases are shown in Fig. 3 from which it is possible to observe an improvement on the regulation for error for higher values of d and p.
VI. CONCLUSION
In this paper we dealt with the problem of robust regulation for nonlinear continuous-time systems. Our goal was to adopt prediction error identification methods, which are routinely used in other control contexts, to design robust nonlinear regulators. Our controller combines continuous-time dynamics with hybrid identifiers. Besides presenting a general framework in which different identification tools can be in principle framed, in the paper we developed the specific case in which the steady-state control input fulfils a linear regression law and a least squares functional is used as the underlying identification method.
APPENDIX
A. Proof of Proposition 1
Consider the change of variables ξ e →ξ e := D g (ξ e − τ e (η c , w)) with
. We first compute the flow dynamics ofξ e component-wise. The componentsξ i , i = . . . d − 1, are described by (adding and subtracting the term u (w) defined in (10))
1 (w, z) . As far asξ d is concerned, the following dynamics can be computeḋ . We now consider W ξ during flows. By taking the derivative of W ξ along the solutions of the previous system, by using the previous bounds on 1 (·), 2 (·) and 3 (·) and using W ξ (η c , w, ξ e ) ≤λ P ξ e , one obtains that there exists a g 1 > 0 (dependent on the constant c 1 ) such that for all g ≥ g 1 the following holds for some positive constant c ξ and χ ξ , for all (η c , w, ξ e ) ∈ C c × C ξ and (η, w, z) ∈ C η × W × R n , whereF ξ (·) is the righthand side of (47).
We now consider the W ξ (η c , w, ξ e ) during jumps. By bearing in mind the jump rules for ξ, ξ d+1 , η and w in (29), and the fact that σ(η c , w) + = J e (σ(η c , w), τ e (w)), it follows that W ξ (v) = ζ(η, w, ξ e ) T P ζ(η, w, ξ e ) for all v ∈ col(J c (η c ), {w}, {J ξ (w, ξ e , (w, η e , z))}) where
. . , g) (ξ − τ (w))
Γ η (J e (η e , ξ e ), ξ) − Γ η (J e (σ(η c , w), τ e (w)), τ(w)) .
By using the fact that Γ η (·) and J e (·) are locally Lipschitz and bounded, the last element of ζ(η, w, ξ) can be bounded as is a constant taken, without loss of generality, equal to the one in (48). Relations (48), (49) do not prove yet the desired result as W ξ is not necessarily decreasing during jumps when i (·) = 0, i = 1, 2, and ε(·) = 0 (namely χ ξ > 1). The presence of an average dwell-time plays a role to complete the proof. As a matter of fact, following [1] , it turns out that a hybrid time domain of the clock subsystem that satisfies (21) For the proof of the second part, note that there exists a¯ > 0 such that | 1 (w, z)| ≤¯ for all (w, z) ∈ W × Z. The result then follows by standard continuous-time high-gain arguments by using now the change of coordinatesξ e := D g (ξ e − τ e (w)) and using the fact that Γ η s (·) and 1 (w, z) are bounded for all (w, η, ξ e , z) The proof, which is omitted for reasons of space, follows standard Lyapunov-based small-gain arguments and relies on Proposition 4.
