We discuss the concept of gauge-invariant fields for non-abelian gauge theories. Infinitesimal fluctuations around a given gauge field can be split into physical and gauge fluctuations. Starting from some reference field the gauge-invariant fields are constructed by consecutively adding physical fluctuations. An arbitrary gauge field can be mapped to an associated gauge invariant field. An effective action that depends on gauge-invariant fields becomes a gauge-invariant functional of arbitrary gauge fields by associating to every gauge field the corresponding gauge-invariant field. The gauge-invariant effective action can be obtained from an implicit functional integral with a suitable "physical gauge fixing". We generalize this concept to the gauge-invariant effective average action or flowing action, which involves an infrared cutoff. It obeys a gauge-invariant functional flow equation. We demonstrate the use of this flow equation by a simple computation of the running gauge coupling and propagator in pure SU (N )-Yang-Mills theory.
I. Introduction
In a quantum field theory context the field equations employed in "classical field theory" correspond to exact equations that are obtained by the first functional derivative of the quantum effective action. These field equations are used widely in practice. For electromagnetism in vacuum the lowest order are Maxwell's equations, while effects of quantum fluctuations are taken into account by the EulerHeisenberg correction [1] [2] [3] in the effective action. In condensed matter physics the field equations obtained from a suitable effective action ("Landau theory") describe superconductivity and many other phenomena. For electromagnetism, a crucial ingredient is the gauge invariance of the effective action.
The field equations derived from the quantum effective action for gravity are the basis of general relativity and cosmology. Modifications of the Einstein-Hilbert action, for example by higher-order curvature terms, can describe the inflationary epoch in cosmology [4] . Again, a central ingredient is diffeomorphism invariance (invariance under general coordinate transformations) of the effective action. Quantum gravity is characterized by a non-abelian local gauge symmetry.
The validity of the field equations for electromagnetism and gravity has been tested by numerous precision experiments. For Yang-Mills theories, such as quantum chromodynamics or the electroweak gauge theory, field equations are explored widely as well. For these theories the direct observational tests of the field equations are more difficult. Still, the Higgs phenomenon [5, 6] is a direct consequence of the quantum field equations for the electroweak gauge theory coupled to scalar fields.
In practice, one is used to treat fields as observables. We measure electric and magnetic fields, or the metric field in gravity. At first sight, this seems to conflict with the observation that the metric changes under gauge transformations, and with the general property that only gauge invariant objects are observables. For local gauge theories formulated in terms of continuum gauge fields the status of the arguments of the effective action seems then to differ from simple scalar theories. For the latter the value of the scalar field may correspond to magnetization and is directly observable. For electromagnetism the issue has a simple solution. Transversal gauge fields are gauge invariant. They can be associated with physical gauge fields that are observable. Imposing the gauge ∂ µ A µ = 0 we can determine the transversal gauge fields that correspond to given configurations of electric and magnetic fields.
If one "measures the metric" one should do something similar. One again has to fix a gauge in order to eliminate the redundancy of the gauge transformations. The notion of transversal fields for electrodynamics has to be generalized to a construction of gauge invariant fields for gravity. This extends to other non-abelian gauge theories as YangMills theories. Using gauge invariant fields as observables provides for a much more direct contact to practical measurement than any attempt to express the detailed outcome of a measurement of the metric field of the earth in terms of invariants as the curvature scalar or similar. In this paper we construct gauge invariant fields for non-abelian gauge theories. They will be the crucial concept for our construction of the gauge invariant effective action.
While it is rather clear that the gauge-invariant quantum effective action is a powerful concept, its construction in a quantum field theory for local gauge theories is less obvious. The reason is that perturbative approaches require gauge fixing, whereas for non-perturbative methods, such as lattice gauge theories, the implementation of the continuum gauge fields and their effective action is difficult. In a continuum formulation the gauge fixing is necessary since the second functional derivative of a gauge-invariant action contains zero modes -they correspond to the gauge fluctuations. The propagator as a central ingredient for all computations of fluctuation effects is then not well-defined. The solution of this problem by gauge fixing guarantees a well-defined propagator, but the gauge invariance of the effective action is now lost.
Background gauge fixing [7] [8] [9] [10] uses a "background field" A µ in the gauge fixing condition. This restores invariance of the effective action under simultaneous gauge transformations of the macroscopic gauge field A µ and the background fieldĀ µ . The gauge-invariant effective action depends now on two gauge fields A µ andĀ µ . This is, however, not the object used in electrodynamics or general relativity, where the gauge-invariant effective action depends only on one gauge field or metric. A gauge-invariant effective action depending on a single gauge field can be obtained by identifyingĀ = A. This object depends, however, on the gauge fixing and its connection to physical observables like the quantum field equations and correlation functions is not obvious.
In this work we propose a gauge-invariant effective action which depends on a single gauge field. The field equations derived from this effective action are the equations of "classical field theory" discussed in the beginning. Our continuum construction is similar to background gauge fixing in a particular "physical gauge", which can be taken as Landau gauge for Yang-Mills theories. We do not introduce a separate "fixed" background fieldĀ µ . The gauge fixing is formulated with the macroscopic field A µ replacing the usual background fieldĀ µ , such that the effective action will depend on a single macroscopic gauge field. With this construction the functional integral defining the effective action is turned into an implicit construction, involving a functional differential equation.
As an example, we may define the gauge-invariant effective actionΓ [ Here we associate to every macroscopic gauge field A a gauge invariant physical gauge fieldÂ(A). The effective action is evaluated for physical gauge fields, and subsequently extended to arbitrary gauge fields,Γ ′ is assumed to be gauge-invariant, and we omit fieldindependent normalization factors. The Faddeev-Popov determinant
end. Possible improvements of the physical gauge fixing and the precise functional integral definition ofΓ[A] will be discussed later in the text and in the appendices. While the definition (I.1) is conceptually a rather complicated object, there will never be a need for an explicit solution of this functional differential equation. A perturbative expansion of the gauge-invariant effective action, or a computation by non-perturbative functional renormalization, involves only techniques familiar from background gauge fixing. Our approach based on physical gauge fields involves a particular gauge fixing. It differs in this respect from gauge invariant formulations that employ a gauge invariant regularization [11] [12] [13] . The advantage is the simplicity of the setting, in practice close to existing computations.
A key element in our approach are the gauge invariant physical gauge fieldsÂ(A). Our construction of physical gauge fieldsÂ exploits the split of infinitesimal fluctuations A ′ µ − A µ into physical and gauge fluctuations. Gauge-invariant physical fields can be constructed by starting from some reference fieldĀ r , for exampleĀ r,µ = 0, and consecutively adding physical fluctuations. Gaugeinvariant fields obey differential constraints. We can also view the physical gauge fieldsÂ as the unique representations for every gauge orbit. In this way one associates to every gauge field A a physical gauge fieldÂ(A).
An arbitrary gauge field A µ can be decomposed into a physical gauge fieldÂ µ (A) and a gauge degree of freedom c µ (A),
(I. 6) This decomposition depends on the choice of the reference fieldĀ r . A gauge-invariant effective action only depends on the physical gauge fieldsÂ µ and is independent ofĉ µ . The distinction between physical and gauge degrees of freedom is essentially a local issue in field space, referring to infinitesimal changes of gauge fields and a definition by differential relations. It is this feature that necessitates the (arbitrary) choice of a reference fieldĀ r for any global definition of gauge-invariant fields. A global definition of physical gauge fields not involving a reference field is possible only for abelian gauge theories. The physical gauge fixing acts only on the gauge fluctuations, leaving the physical fluctuations untouched. As a result, the gauge-fixed effective actionΓ[A] becomes effectively a sum of two piecesΓ =Γ + Γ gf . The first is the effective actionΓ[Â] for the physical gauge fields, while the second is a gauge-fixing term Γ gf [Â,ĉ] , which is quadratic in the macroscopic gauge fluctuationsĉ, with a coefficient tending to infinity. A partial solution of the field equations forĉ therefore impliesĉ µ = 0. Inserting this solution intõ Γ eliminates the gauge-fixing term Γ gf , such that only the effective actionΓ [Â] remains. The gauge-invariant effective actionΓ[A] is obtained by extension, associating to every A the physical fieldÂ(A) and definingΓ[A] =Γ[Â(A)]. This realizes the general mechanism of how a gauge-invariant effective action can arise via the "decoupling" of gauge modes [14] .
The first functional derivative of the gauge-invariant effective action yields a source term which is covariantly conserved
Eq. (I.7) constitutes in a quantum field theory context the "classical field equations" in the presence of sources. As it should be, these field equations do not involve the microscopic or "classical" action, but the effective action which includes all fluctuation effects. In a quantum field theory the relevant source term J µ is defined by the quantum field equation (I.7). It may differ from some microscopic source term. In quantum gravity the r.h.s. of the quantum field equation involves the effective or renormalized energy momentum tensor.
The second functional derivativeΓ (2) of the gaugeinvariant effective action constitutes the inverse propagator for the physical fluctuations. On the space of all fluctuations onlyΓ (2) is invertible, whileΓ (2) contains zero modes corresponding to gauge fluctuations. We can project the fluctuations on the physical fluctuations employing a projector P . ThenΓ (2) becomes invertible on the space of physical fluctuationsΓ
with G the propagator (Green's function) for the physical fluctuations. We discuss the relation of G to the connected two-point correlation function for the physical fluctuations. Knowledge of the gauge-invariant effective actionΓ is sufficient to compute the correlation function for the physical fluctuations. One-particle-irreducible higher-order correlation functions for the physical fluctuations are obtained from higher functional derivatives ofΓ. Our construction shows some similarities with the geometric formulation of gauge theories by Vilkovisky and de Witt [15] [16] [17] [18] [19] [20] . This concerns the property that the macroscopic field does not equal, in general, the expectation value of the microscopic field. There is also a common emphasis on gauge orbits and their representatives. Our main emphasis concerns the notion of gauge invariant physical gauge fields which is not present in the Vilkovisky-DeWitt formulation. They are the basis of our construction of a gauge invariant effective action. On the other hand, the gauge invariant effective action proposed here is not parameterization invariant, which is the main concept in ref. [15] [16] [17] [18] [19] [20] . The formulation (I.1) involves explicitly A ′ , which is a "coordinate" in configuration space. Also the construction ofÂ is not parameterization invariant. Formally, the two approaches are therefore rather different, but it seems not excluded that some new relations may be found. This may concern, for example, an explicit construction for the physical fieldsÂ(A) by employing the connection in configuration space used in ref. [21, 22] .
Our setting can be extended to a gauge-invariant effective average action or flowing action Γ k [A] , for which only fluctuations with covariant momenta larger than k are included (in a Euclidean setting). Following ref. [23] we will discuss a gauge-invariant flow equation for the effective av-
Here G P is the propagator for the physical fluctuations in the background of an arbitrary macroscopic gauge field A µ and in presence of the infrared cutoff. It generalizes G in eq. (I.8) for k = 0. The infrared cutoff function R P suppresses fluctuations with covariant momenta smaller than k and renders the momentum integral contained in the trace in eq. (I.9) infrared finite. The term k∂ k R P vanishes fast for high momenta, ensuring that eq. (I.9) is also ultraviolet finite. (In the following we often will omit the label k for Γ k [A] .) For any setting where G and R are formulated in an extended field space including gauge fluctuations one can employ a projection on the physical fluctuations,
More generally, G P obeys P G P = G P P T = G P , and similar for R P .
For pure Yang-Mills theories the projector onto physical fluctuations P , P 2 = P , is given by
It involves covariant derivatives D µ formed with the macroscopic gauge field A µ , with
The propagator G P is related to the projected second functional derivative of Γ,
It involves the infrared cutoff according to
While Γ (2) is not invertible due to the presence of zero modes associated to gauge invariance, the inverse propagator Γ P for the physical fluctuations is invertible on the appropriate projected subspace.
The infrared cutoff function R depends on the renormalization scale k. It typically involves covariant derivatives formed with the macroscopic gauge field A µ . The measure contribution δ k (A) arises from the regularization of the factor z δ(G z )M in eq. (I.1) or, more generally, from the regularization of the gauge modes and the Faddeev-Popov determinant. It is a given function of covariant derivatives, typically depending on D 2 (A)/k 2 . It does not involve the effective action Γ[A] and its functional derivatives. The flow equation (I.9) is closed in the sense that for any macroscopic gauge field A the r.h.s. can be evaluated in terms of Γ (2) . No separate background field is involved. For k = 0 the effective average action Γ k [A] equals the gauge-invariant quantum effective actionΓ[A] -all fluctuations are included. On the other hand, for k → ∞, or k equal to some large UV-scale Λ UV , no fluctuations are included. In this region of very large k the effective average action Γ k equals the microscopic or "classical" action. The solution of the flow equation interpolates from the microscopic action for large k to the macroscopic or quantum effective action for k → 0.
The precise status of the gauge invariant flow equation (I.9), if it is exact or only a good approximation, depends on the choice of the relation between the macroscopic gauge field A and the expectation value of the microscopic gauge field A ′ . Only for an "optimal choice" of this relation eq. (I.9) becomes exact, which requires the existence of a solution of a differential relation [23] . In general, there exists always a closed gauge invariant flow equation, but it may involve additional terms if the choice of A( A ′ ) is not optimal. Since this is not the main emphasis of the present paper we discuss the issue in an appendix D. We also note that the flow equation is manifestly gauge invariant, while the regularization is not, since S gf involves the gauge fluctuations. This differs from the construction of explicitly gauge invariant regulators in refs. [11, 12] . The issue of dependence of the flow equation on the choice of gauge [24] is, at least partly, settled by the restriction to a physical gauge.
In practice, the flow equation (I.9) resembles closely the flow equation in the background formalism [25] in Landau gauge, with background fieldĀ identified with A. It omits, however, the "correction terms" discussed in ref. [25] , and employs a particular regularization of the Faddeev-Popov determinant. It can be seen as an a posteriori justification for the omission of the correction terms in many past practical computations, by use of a different object that follows a different flow trajectory in the "theory space" of functionals. Past investigations of functional renormalization in Landau gauge [25] [26] [27] [28] have computed the running of the gauge coupling in various dimensions [25, 27, [29] [30] [31] or at different temperatures [25, 32] . They have addressed the phase diagram of superconductors [33, 34] , gluon condensation [35, 36] , the heavy quark potential [37] [38] [39] [40] , the gluon propagator [36, 38, [41] [42] [43] [44] [45] [46] , as well as confinement [47] and the infrared properties of QCD [42, 43, 48] , see refs. [49] [50] [51] for reviews.
There are also important practical differences to the background formalism in Landau gauge. Since the flowing action is gauge-invariant and depends only on one macroscopic field, there is no need to investigate modified Slavnov-Taylor identities or background identities [52] [53] [54] [55] [56] [57] [58] . Differentiation of the flow equation (I.9) with respect to the macroscopic gauge field A µ commutes with the k-derivative. Concerning the flow of n-point functions the flow of the proposed gauge-invariant flowing action involves additional diagrams as compared to the background field formalism. They are generated by A µ -derivatives of R P in eq. (I.9), and similarly by the A µ -dependence of the IR cutoff in the measure term δ k . On the other hand, it is an important technical simplification that the flow of n-point functions can now directly be found by functional derivatives of the gauge-invariant flow generator in eq. (I.9). This is not possible in the usual background field formalism. We also recall that even for physical gauge fixing the effective action with background fieldĀ = A differs from the one with A = 0. As one of the important effects the wave function renormalization for A differs [39] .
An important issue for the practical usefulness of the gauge invariant effective action and the gauge invariant flow equation is the question of locality. The quantum effective action is not a local object in the strict sense. Already the perturbative running of the gauge coupling induces a logarithmic dependence on momentum that cannot be described by any finite polynomial. In the non-perturbative range the effective gluon propagator may involve a nonlocal mass term. These types of non-localities express physical properties and cannot be avoided. The question arises if additional "spurious" non-localities are generated by our formalism, since the latter involves non-local projectors. In the computations performed so far no such "spurious" nonlocalities have shown up. The reason is mainly that the projections can be implemented indirectly by a physical Landau gauge gauge fixing, and the latter has a local nature. Presumably, only practical experience will finally settle this issue.
This paper is organized as follows. In sect. II we recapitulate the general connection between the effective action and sources. Particular emphasis is paid to physical sources obeying the conservation law (I.7). The projector onto the conserved sources is the same as the one projecting onto physical fluctuations of the macroscopic gauge field. This establishes the close connection between physical fluctuations and physical sources. In sect. III we introduce the notion of gauge-invariant fields or physical gauge fields.
In sect. IV we construct the gauge-invariant effective action from a functional integral and compare it to the background formalism. Sect. V turns to the flow equation for the gauge-invariant effective action (I.9). We define the measure contribution δ k . As a practical demonstration we compute the running gauge coupling and the flow of the propagator in SU (N )-Yang-Mills theory. Sect. VI contains our conclusions. In a series of appendices we discuss a nonlinear formulation of the split into physical gauge-invariant fields and gauge degrees of freedom, as well as the general consequences of a setting where the macroscopic field appears in the gauge fixing for the microscopic field.
II. Gauge fields and sources
In this section we discuss the split of sources and infinitesimal fluctuations of gauge fields into a physical part and a gauge part. We introduce the appropriate projectors.
Gauge transformations
For the discussion of gauge transformations we employ matrix valued gauge fields A µ (x) = A z µ t z , where t z are the generators of the gauge group in the fundamental representation. For an abelian U(1)-gauge group one has t = 1/ √ 2. For SU (2) the generators are given by the Pauli matrices, 
Infinitesimal gauge transformations act on gauge fields as
The field strength,
transforms as
is invariant. Generating functionals for correlation functions are obtained by adding to the microscopic action a source term.
The partition function Z[L] is defined by the functional integral
whereS includes gauge fixing and the Faddeev-Popov determinant. On the microscopic level an action for the source L µ typically involves two pieces
The first is the generic source term, while the second may be needed in order to guarantee the gauge invariance of S L . If the two pieces transform under infinitesimal gauge transformations as
the source term S L is gauge invariant. For the example of gauge fields coupling to fermions the covariant fermion kinetic term
one indeed finds the transformation property (II.8). The term ∼L does not involve A ′ or A and yields for W = ln Z a simple additive "constant" − xL .
Projectors
Physical sources are covariantly conserved, obeying the constraint
For general sources L µ the projection on the physical sources obeys
µ ν , (II.13) where the projector P is defined by
This projector is a central object for our discussion. The transposed projector obeys
(II.15) such that for Minkowski signature the difference between P T and P is only a question of raising and lowering indices,
We observe the identities
Longitudinal fields are annihilated by the projector P ,
For fields B in the adjoint representation the covariant derivatives are formed for the matrix representation (II.2) with the macroscopic field A µ appearing in commutators, e.g.
For non-abelian gauge theories P depends on A µ . In contrast, for abelian gauge theories one has D µ B ν = ∂ µ B ν , such that the projector is field-independent. If we employ A µ = A z µ t z , and similarly for B µ , the operator D µ does not act as a simple matrix multiplication. This has to be taken into account for the notion of products as used in the definition of the projector in eq. (II.13), (II.14).
For a discussion of projectors it is often more convenient to use a representation where the action of covariant derivatives can be viewed as matrix multiplication. This holds if we represent gauge fields and sources as vectors with components labeled by z. Indeed, for fields B z in the adjoint representation, such as the gauge fields, we can represent D µ as a matrix multiplication 20) and f yzw the totally antisymmetric structure constants of the gauge group. Compatibility with the matrix representation B = B z t z follows for arbitrary representations of the generators t z from
Eq. (II.19), (II.20) yield the projector acting directly on the (µ, z) index pair
In this representation products of covariant derivatives and projectors are simply products of matrices containing differential operators. This facilitates many operations. For arbitrary vectors A, B partial integration yields for the scalar product 
Physical sources and fluctuations
If the constraint (II.12) is realized for the sources appearing in the field equations derived fromΓ [A] ,
one concludes thatΓ is gauge invariant,
In other words, if the first derivative ofΓ obeys
the source is conserved andΓ gauge invariant. We will realize the property (II.26) by projecting a more general effective action Γ on physical gauge fields. With respect to the gauge transformations (II.3) the physical sources transform homogeneously,
We next turn to the physical fluctuations of gauge fields. The infinitesimal difference between two gauge fields,
transforms homogeneously under simultaneous gauge transformations of A (1) and A (2) .
We can split
The projector onto the physical fluctuations f µ is the same as the one projecting onto the physical sources J µ .
Both f µ and a µ transform homogeneously, if A
µ and A µ + h µ can equivalently be described by an inhomogeneous transformation of a µ at fixed A
For infinitesimal h µ we identify a µ with the gauge fluctuations, while f µ are the physical fluctuations. For both infinitesimal h µ and ϕ the gauge transformation only acts on the gauge fluctuations,
III. Physical gauge fields
In this section we introduce the notion of gauge-invariant fields. For abelian gauge theories this can be implemented by a global constraint -the gauge-invariant fieldÂ µ (x) is simply the transversal part of A µ , e.g.Â µ = P ν µ A ν . For non-abelian gauge theories a global constraint is no longer possible without the choice of a reference field. We rather realize a gauge-invariant fieldÂ µ (x) by imposing differential constraints. Starting from a reference fieldĀ r,µ (x) the gauge-invariant field is constructed by adding consecutively physical fluctuations [14] . The precise choice of the gaugeinvariant field depends on the choice of the reference field.
Gauge-invariant fields
Following ref. [14] , an arbitrary gauge field A µ can be decomposed into a "physical gauge field"Â µ and a gauge degree of freedomĉ µ ,
The "physical gauge fields"Â µ obey local differential constraints. Let two neighboring physical gauge fields differ by an infinitesimal fluctuationĥ µ ,Â
µ =ĥ µ . For infinitesimalĥ this fluctuation is required to be a physical fluctuation
Once the notion of physical infinitesimal fluctuationsĥ µ = f µ is established, the family of physical gauge fieldsÂ µ (x) can be constructed by starting with some fieldĀ r,µ (x), and then adding consecutively transversal or "physical" infinitesimal fluctuations f µ . This construction can be cast into the form of differential constraints. Consider the change ofÂ The difference betweenÂ + δÂ andÂ is a physical fluctuation, resulting in the constraint
The projector P (Â) involves covariant derivatives formed withÂ.
On the other hand, if δA is a pure gauge transformation, the physical gauge fieldÂ remains unchanged and one has by construction δÂ = 0, or
In short, a gauge transformation of A does not change the associated physical fieldÂ(A). This is expressed by a second constraint
As it should be, eq. (III.6) directly implies the gauge invariance ofÂ µ
By virtue of the constraint (III.6) one finds for an arbitrary fluctuation h ν ,
Using the properties of the transposed projector the two constraints can also be written as For an effective actionΓ Â (A) , depending on A only via the physical gauge fieldsÂ, the constraint (III.12) entails the property (II.26) and therefore gauge invariance. Since the constraints onÂ µ are only differential, a unique specification ofÂ µ requires to fix an "initial value"Ā r,µ , whose value is not relevant. One may be tempted to employ global transversal and longitudinal fields
which obey
For non-abelian gauge theories they differ, however, from the physical gauge fields. Indeed, let us consider a transver-
The commutator vanishes for abelian gauge fields. For nonabelian gauge theories the physical gauge fieldÂ µ +f µ is no longer necessarily transversal ifÂ µ is transversal. (Since for a second step f Transversal abelian fields can be used for a simple construction of a subclass of physical gauge fields for nonabelian gauge theories. Indeed, fields obeying
are physical gauge fields, with reference fieldĀ r,µ = 0. The components A z µ (x) = B µ (x)n z are proportional to the same n z for all x and µ, and the same holds for the infinitesimal difference h
and
one infers that h µ = f µ is indeed a physical fluctuation. 
, is a physical gauge field. The difference between physical gauge fields and transversal gauge fields becomes important only for gauge fields that cannot be associated to the ones of an abelian subgroup.
For abelian fields the differential identities (III.4), (III.6), (III.9), (III.10) for the physical gauge fields become trivial. The covariant derivatives become simple partial derivatives. For a general abelian gauge field
the associated physical gauge fieldÂ(A) is given by the transversal part
.) The differential identities reflect then simply the projector properties.
Gauge-invariant effective action
A gauge-invariant effective action depends by construction only on the gauge invariant physical gauge fieldsÂ µ . Showing this explicitly requires, however, some care. As an example, we expand the invariant x Tr{F µν F µν } for arbitrary gauge field fluctuations h µ ,
We want to show that I depends only on the difference between physical gauge fields, e.g. it vanishes if h is gauge fluctuation, h µ = D µ h. For this purpose we employ
The term linear in h appears in the field equations
The quadratic term reads
We decompose h µ according to
With D µ D ν F µν = 0 one finds that I 1 depends only on the transversal fluctuations f µ
(III.28)
For the quadratic term one has
where we use the commutator relations
(III.30)
Similarly, one obtains
(III.31)
For J µ = 0 the field equations imply F µν ;ν = 0, such that the r.h.s. of eq. (III.24), (III.29), (III.31) vanishes and I 2 depends only on the physical fluctuations f µ ,
In this case the absence of terms involving longitudinal fluctuations, that we want to establish, is seen directly. For F µν ;ν = 0 the terms (III.29) and (III.31) involve contributions to I 2 that do not vanish for h µ = D µ h. We will show that these terms are actually needed for the property that I only involves the difference of physical gauge fields.
Indeed, the non-vanishing contributions (III.29), (III.31) for D ν F µν = 0 are related to the non-linear relation which connects the difference between two physical gauge fieldŝ h µ =Â ′ µ −Â µ to the difference between two gauge fields or the fluctuation
We write this relation in the form (for invertible S)
where E ν vanishes in linear order. Only in linear order h µ is independent of λ, as can be seen from the constraint (III.8),ĥ
In quadratic order E ν is no longer purely transversal,
In turn, we can write µν ;ν = 0, the relevant operator for the quadratic fluctuations contains already implicitly a projector on the physical fluctuations. In order to see this we define the operatorQ
such that
Applying the projector on the gauge fluctuations, we observe the relations
The r.h.s. of eqs. (III.39),(III.40) vanishes for F µν ;ν . This shows that for F µν ;ν = 0 the use of projectors becomes rather simple for the operatorQ µν -they are not needed explicitly.
This feature is easily generalized for arbitrary gaugeinvariant terms K. Gauge invariance implies
Taking a further derivative yields
For all configurations where ∂K/∂A z ν = 0 the second derivative of K is transversal. Applying this for arbitrary linear combinations of invariants yields useful identities. In particular, if we take for K a gauge invariant effective actionΓ[A], one infers that for solutions of the field equations for J µ = 0 the second functional derivative ofΓ is automatically transversal. No explicit projector is needed for the computation of Γ (2) P in this case, sinceΓ (2) obeys automatically the required projection properties. This constitutes an additional indication that at least for configurations of this type no spurious non-localities are introduced by the use of projectors.
Gauge-invariant effective action and functional derivatives
Practical computations in later parts of this paper will be performed with a simple truncation for the gauge invariant effective action. We summarize for later purposes a few properties of the relevant functional derivatives. Consider a simple form of the gauge-invariant effective action
where g is the gauge coupling. The first functional derivative yields the field equations for A µ , which can be inferred from eq. (III.24)
A neighboring solution A µ + h µ has to obey the field equations for a neighboring source J µ + δJ µ . The conservation equation for J µ + δJ µ involves then the covariant derivative formed with A µ + h µ . In terms of covariant derivatives D µ (A) formed with A µ this relates two neighboring physical sources by
In the linear approximation for h µ and δJ µ , using D µ J µ = 0, one finds
In second order in h µ one has
with second functional derivative 
IV. Functional integral
In this section we construct the gauge-invariant effective action from a functional integral. This proceeds largely in parallel to the usual gauge-fixing procedure in the background field formalism. Only a particular class of "physical" gauges can be employed, however. Furthermore, the background field is no longer an independent field. It is replaced by the macroscopic gauge field A µ , which is the argument of the gauge-invariant effective action. This leads to an implicit definition of the effective action by a functional differential equation.
Partition function
We split the fluctuating or microscopic fields A ′ µ in the functional integral into transversal and longitudinal fluctuations according to
HereÂ µ =Â µ (A) is the physical gauge field associated to the macroscopic gauge field, and covariant derivatives involve the physical fieldÂ µ . We can write b ′ and c ′ in terms of the projector P ,
where the projector P (Â) is formed with the physical gauge fieldÂ µ via the covariant derivatives D µ (Â). We discuss here the case of a gauge fixed formulation, with partition function
is given by eq. (II.7). For the gauge fixing we choose a particular Landau gauge
and take the limit α → 0. The covariant derivatives are again formed with the physical gauge fieldÂ µ . Thus the gauge fixing depends on the macroscopic gauge field A, which will be the argument of the effective action, via the physical gauge fieldsÂ(A). (Formally, it therefore depends on the reference fieldĀ r used for the definition ofÂ(A).) The appearance of the macroscopic gauge field A in the formulation of the partition function is an important new feature in our formalism. We have chosen this particular gauge fixing such that S gf depends only on c
For α → 0 this realizes the decoupling scenario of ref. [14] , with a diverging quadratic term for c ′ . Since eq. (IV.5) does not involve the physical fluctuations b ′ µ , it is a "physical" gauge fixing. In app. A we discuss improved physical gauge fixings (α → 0) such as
as well as an optimized physical gauge fixing whereÂ is replaced byÂ ′ , the physical gauge field associated to the microscopic field A ′ . For the practical discussions of this paper eq. (IV.6) leads to the same result as the choice (IV.4), while some conceptual issues are clearer. In the main text we concentrate on the gauge fixing (IV.4) because of its close connection to familiar work in Landau gauge.
The source term (II.7) decomposes as
It couples b ′ µ to the physical sources J µ and c
(At this stage covariant derivatives involveÂ. This will later be extended to arbitrary A.) Finally, the FaddeevPopov determinant reads
with D µ given by eq. (II.20). So far we have not specified the definition of the macroscopic gauge field A µ . The macroscopic gauge field A µ and the sources L µ should be in some fixed relation, A µ (L µ ). For example, we could take
which identifies the macroscopic field A µ with the expectation value of the microscopic field
(IV.11)
We will adopt a different choice for the relation between A and L, which will be specified below. The relation (IV.10) turns the definition of Z in eq. (IV.3) into an implicit integro-differential equation, since A µ (L) involves partial derivatives of Z. This will generalize to other choices of the relation between A and L. We will not have to solve this type of equation explicitly. Our setting resembles in many aspects the construction in the background field formalism in ref. [25] , but there are also important differences. The major difference concerns the absence of an independent background field. For the gauge fixing the background field is replaced by the physical gauge fieldÂ(A) for the covariant derivative and the expansion point entering the definition of c ′ µ . A different choice of source is the second important difference to the formulation in ref. [25] . As a third difference to the construction in ref. [25] the gauge fixing is not arbitrary but restricted to physical gauge fixing terms.
Effective action
We define the effective actionΓ[A] by the implicit expression
where L(A) denotes the source associated to A. Our choice of the relation between A and L is given by
This results in the central functional differential equation 
will turn out to be the only term which diverges for α → 0.
Field equation in gauge sector
We next want to show that in the limit α → 0 the partial solution of the field equations for the gauge degrees of freedom impliesĉ µ = 0. Inserting this solution into the ef- For this purpose we write eq. (IV.12) in the form
with 19) and
HereÂ µ is related to A µ andĉ µ byÂ µ = A µ −ĉ µ and we do not use at this point the properties of physical gauge fields. The precise choice ofĉ µ is given below. For establishing the leading term (IV.17) it is sufficient to show that F remains finite for α → 0.
We next proceed to a saddle point expansion and expand B around its extremum, which occurs for c ′ = c 0 ,
the factor B becomes unity, such that the leading order saddle point approximation does not produce inΓ any additional terms diverging ∼ α −1 . Insertion of eq. (IV.21), (IV.22) yields Higher-order terms in the saddle point approximation do not produce terms diverging ∼ α −1 . This may be seen in a somewhat sketchy way by decomposing the functional measure
whereb andc are unconstrained fields formed from b ′ and c ′ , respectively [14] , and N (A) is a normalization factor. The factor B in eq. (IV.19), (IV.23) becomes
Making a variable changed = (c −c 0 )/ √ α absorbs the α-dependence in DA ′ B into a field-independent part of the Jacobian that can be neglected. All other dependence oñ
, etc. appears now with appropriate factors of √ α. This can be neglected for α → 0, where the saddle point approximation in the c ′ -sector becomes exact. This concludes the argument that ∆Γ in eq. (IV.16) remains finite for α → 0, and thereforeĉ µ = 0 for all solutions of the field equations with finite sources.
Gauge-invariant effective action
The 
given by eq. (IV.15) andÂ =Â(A). Nevertheless, our formulation contains a gauge fixing, necessary to render the functional integral well defined. Due to the restriction on physical gauges the usual issue of the dependence of the effective action on the choice of the gauge fixing is largely absent. A small residual dependence could result from the precise selection of the physical gauge fixing. For the example of the improved physical gauge fixing (IV.6) the gauge invariant effective action is determined by
given by eq. (I.4). We note that the Faddeev-Popov determinantM equals unity for A ′ =Â. With We finally recall that ∆Γ in eq. (IV.16) remains finite for α → 0. For α → 0 it has no influence on the field equation forĉ and vanishes once the partial solutionĉ = 0 is inserted. For the derivation of the field equations, or the evaluation ofΓ for a solution of the field equations, we can omit the term ∆Γ. The issue is more subtle for higher functional derivatives. For example, the second functional derivative of ∆Γ may not vanish of α → 0,ĉ → 0, since a term linear inĉ could give rise to mixed derivatives. Such terms will often be eliminated by projections on physical fluctuations. For many practical purposes we can simply omit ∆Γ. Then the gauge-fixed effective action decomposes for α → 0 effectively into a gauge-invariant partΓ[Â(A)] and a simple gauge-fixing term
In eq. (IV.27) or (IV.28) we may replaceÂ(A) by A in the terms that do not diverge for α → 0, e.g. inM or (∂Γ/∂A)(A ′ −Â). The reason is that the difference between these expressions evaluated atÂ(A) or at A is at least linear inĉ. Since these differences do not diverge for α → 0 they only modify ∆Γ. For all issues for which ∆Γ can be neglected the difference therefore does not matter. For all terms in the functional integral except for the physical gauge fixing term we can then setĉ = 0.
Field equation and expectation value of microscopic gauge field
The field equations relate the first functional derivative ofΓ[A] to the conserved source
On the other hand, the derivative of the gauge-fixing term inΓ determines the field equation in the gauge sector. It enforces A µ =Â µ for arbitrary finite unphysical sources H µ . Insertion of this solution eliminates the gauge-fixing term. Eq. (IV.31) is the definition of the field equation for classical field theories in a quantum context. For QED it constitutes the modification of Maxwell's equations by the Euler-Heisenberg term, or more general effects from quantum fluctuations of charged particles.
In the standard construction of the effective action by a Legendre transformation of the generating functional W [L] for the connected Green's functions the argument A ofΓ[A] is directly given by the expectation value of the microscopic field, A = A ′ , c.f. eq. (IV.11). In general, this does not hold for our implicit definition and the relation (IV.13) between sources and macroscopic gauge fields. One may be interested in the expectation value A ′ , even though this does not play an important role in practice. In app. B, we discuss how expectation values are computed for effective actions defined by an implicit relation of the type (IV.14). We find the relation For any given macroscopic field A µ one can find a reference fieldĀ r,µ such thatÂ µ = A µ . (This is achieved by gauge transformations such that A µ is the physical field representing the gauge orbit.) For optimal physical gauge fixing we can associate A ′ with the macroscopic field A modulo gauge transformations. For any given conserved source J the expectation value A ′ is uniquely defined only if a reference fieldĀ r is specified.
Landau gauge fixing is not optimal in this sense. The properties of V µ z for Landau gauge fixing are discussed in app. B. For b ′ = 0 the macroscopic gauge field that solves the field equations for a given source J does not equal the expectation value of the microscopic gauge field. We advocate that it is the macroscopic gauge field that matters for practical purposes, and its precise relation to A ′ is of secondary importance.
At this point we note the possibility to add toS in eq. withÃ related toÂ by a gauge transformation in a unique way. We discuss in app. A an optimal gauge fixing of this type.
Propagator and physical correlation function
The propagator for physical gauge field fluctuations is determined by the second functional derivativeΓ (2) of the gauge invariant effective action. More precisely, it is given by the inverse ofΓ (2) in the projected space of physical fluctuations. We may first employ eq. (IV.30) for computing propagators for gauge fields and show subsequently that ∆Γ can indeed be neglected. The second functional derivative ofΓ, evaluated atĉ = 0, can be projected into different subsectors. One finds, neglecting relative corrections ∼ α,
gf )
and P TΓ(2) P = P TΓ(2) P =Γ Here the propagator G P for the physical fluctuations is given by inversion on the projected subspace,
With eq. (IV.30), the second functional derivativeΓ (2) is block diagonal according to eqs. (IV.38), (IV.39). Adding the term ∆Γ may induce off-diagonal terms that remain, however, finite in the limit α → 0. The contribution of such off-diagonal terms to the propagator vanishes for α → 0. They can therefore be omitted.
For theories without local gauge symmetry the propagator can be identified with the connected two-point correlation function. For local gauge theories in the background field formalism the identification of the two-point correlation function and the propagator holds as well, with Γ For an implicit definition of the gauge invariant effective action (IV.27) the identification of the propagator G P defined by eq. (IV.43), with the correlation function for physical fluctuationsG P , as defined by
is not obvious a priori. In app. C we discuss conditions for the identityG
Instead of optimizing the precise formulation of the gauge invariant effective action in order to achieve eq. (IV.36), one may optimize in order to realize eq. (IV.46) [23] . The identity (IV.46) relies then on an optimal physical gauge fixing and would not hold for general gauge fixing. For quantum gravity, an identity of this type is the basis for the computation of primordial cosmic fluctuations from the quantum effective action [59, 60] .
Independence of reference field
The definition of the physical gauge fieldÂ depends on the choice of a reference fieldĀ r from whichÂ is constructed by adding physical fluctuations. (We add here the subscript r in order to avoid confusion with the background field in the background formalism.) Through the definition ofÂ the gauge-fixing term S gf inS in eq. (IV.15) implicitly depends onĀ r . Therefore the functional differential equation (IV.14) depends formally on the reference field. One may ask to what extent the solutionΓ[A] depends onĀ r .
Different choices ofĀ r correspond to different physical gauge-fixing conditions. While the expression (IV.17) of the gauge-fixing term Γ gf in terms ofĉ is the same for all choices ofĀ r , the functional relationĉ(A) depends onĀ r . The partial solution of the field equation is independent of A r , however. All arguments following eq. (IV.17) are the same for any choice of the reference field. We conclude that the gauge-invariant effective action is independent of the choice of the reference fieldĀ r . The reference field is only needed if we want to define a unique expectation value A ′ according to eq. (IV.36).
Comparison with background formalism
It is instructive to compare our implicit definition (IV.14) of the effective action with the background field formalism. In the background field formalism the effective actionΓ bg [A,Ā] obeys a relation similar to eq. (IV.14), but now involving the background fieldĀ instead of the macroscopic physical fieldÂ(A). In eq. (IV.15) one replaces for all configurations A obeying in the background field formalism the relation
(IV.50)
Only for these configurations is the physical source identical for both formulations, 51) and the correction to the field equations discussed in ref. [25] vanishes. For configurations obeying eq. (IV.51) both the gauge-invariant effective action and the "classical" field equations can be computed equivalently in our manifestly gauge-invariant approach and in the background formalism. For general A the relation (IV.50) needs not to hold. (This concerns, in particular, the flowing action discussed in the next section.) In this case the sources corresponding to a given macroscopic field differ between the background field formalism and our definition of the gauge-invariant effective action. In the background field formalism we may define . This extends to all correlation functions. The correlation functions depend on the sources and the gauge fixing, but should not depend on the formalism used to compute them. Since the gauge fixing is the same, the correlation functions should coincide if the sources are the same.
In the background field formalism one can compute, in principle, for any A the associated sourceJ bg and therefore A bg , thus establishing a functional relation A bg [A] . Then the physical correlation functions computed in our formalism for a macroscopic field A should coincide with the correlation functions in the background field formalism, now computed for a macroscopic field A bg [A] . Establishing the relation A bg [A] in practice would be useful for a comparison of methods.
We finally note that gauge invariance and universality strongly restrict the form of gauge-invariant effective actions such asΓ 
V. Gauge-invariant flow equation
The construction of the gauge-invariant effective average action Γ k [23] and we only sketch here briefly some of the relevant ingredients. We rather focus on the explicit equations for pure Yang-Mills theories and on the practical use for the computation of the running gauge coupling and the gluon propagator.
While the non-local projectors are important for the general formulation of the gauge invariant flow equation, they do not appear any longer in the explicit form of the flow equation for the configurations considered here. The role of the projectors is to divide the contributions to the flow into two subsectors. In each subsector the flow equations take rather familiar forms, without the appearance of explicit projectors.
For k = 0 two modifications are needed in order to obtain a simple closed gauge-invariant flow equation [23] . First, the macroscopic gauge field A no longer equals the expectation value A ′ even for an optimal physical gauge fixing. 
In this section we perform simple computations of running gauge couplings and propagators for the flow equation (I.9). This illustrates how the gauge-invariant flow equation (I.9) can be used in practice.
Flow in pure gauge theories
As a demonstration of the use of the gauge-invariant flow equation we consider pure non-abelian gauge theories with the simple truncation (III.43) for the gauge-invariant effective action. The only flowing parameter is the k-dependent gauge coupling g(k). In order to compute the β-function for g we evaluate the flow equation for configurations obeying
In this case we can employ the identities (III.39), (III.40) in order to establish that the projected inverse propagator Γ
P equalsΓ (2) in eq. (III.48).
SinceΓ (2)
P is a matrix in the space of adjoint indices z we represent the gauge fields here as matrices in the adjoint representation, 
We will in the following use this representation of D µ . If indices are not indicated explicitly, matrices in this section have adjoint indices z, y. The (projected) second functional derivative of the effective action (III.43) (for Minkowski signature) reads
The effective average action or flowing action obtains by adding to the classical action an infrared cutoff piece ∆ k S which suppresses the small (covariant) momentum fluctuations. For the infrared cutoff for the physical fluctuations we choose
where we note that the gauge-fixing part of the IR cutoff
is not yet included in this definition. (The use of the tilde forΓ
follows historical conventions and should not be confounded with the effective actionΓ in presence of the gauge-fixing term.) We will require
such that r k induces an infrared cutoff for eigenvalues of D smaller than k 2 , and is ineffective for eigenvalues of D larger than k 2 . For a discussion of the resulting gauge invariant flow equation we refer to [23] . The contribution from the physical fluctuations reads
where the k-derivative on the r.h.s. only acts on r k /g 2 . For our purposes eq. (V.6) can be taken as the definition ofΓ
we have lowered one of the indices. As a result we havẽ
where we use the property
that holds for F ν µν; = 0. We have to solve the inversion problem
For this purpose we employ the decomposition [25] 
The operatorD is invertible on the full function space. The operatorsD and D L commutē 16) and one has
For any function f (x) that admits a Taylor expansion one finds
The solution of
reads therefore
This yieldsG
In short, the operatorD is block diagonal, with D and D L the submatrices in the respective projected spaces. After inversion of the inverse propagator in the appropriate projected subspace the projectors are no longer present in the flow equation. For the contribution from the physical fluctuations we obtain
The function H(D) reads
We finally employ 25) and arrive with eq. (V.18) at
The flow equation (I.9) contains a contribution from physical fluctuations π k , corresponding to the first term in eq. (I.9), from gauge fluctuations δ k , and from the regularization of the Faddeev-Popov determinant ǫ k ,
For our regularization one has ǫ k = −2δ k , in accordance with eq. (I.9). Indeed, the regulator term (V.5) provides for an infrared cutoff for the transversal fluctuations, but not yet for the gauge fluctuations and the Faddeev-Popov determinant. This is easily seen by computing Γ k for very large k. This object is needed as an initial value for the flow and should be sufficiently simple. If the longitudinal fluctuations are not regulated the Faddeev-Popov determinant M and the unregulated gauge fixing term would induce highly complicated non-local terms in Γ k . We have therefore to extend the regularization and add the "measure terms" δ k and ǫ k in the flow equation (V.27).
For the gauge fluctuations we introduce an additional cutoff term
Correspondingly, we subtract for the effective action
Combining eq. (IV.38) with the second functional derivative of eq. (V.29) atĉ = 0 one finds
Insertion into the general exact flow equation [61] yields the contribution from the gauge fluctuations
As compared to H(D) in eq. (V.24) the contribution ∼ η F is absent. For η F = 0 the measure contribution δ k cancels the second term in π k in eq. (V.26). The Faddeev-Popov determinant takes the form
Without an additional regularization this would produce for k → ∞ a complicated term in the effective action. We want to introduce a regulator that guarantees simplicity of Γ k→∞ , while it becomes absent for k → 0. We therefore insert into the functional integral a regulator factor [25] 
It becomes unity for k = 0 and therefore ineffective. In the presence of the regulator we replace M by
Indeed, for k → ∞ the functional integral for A ′ contains now diverging quadratic terms for all fluctuations A ′ −Â. The saddle point approximation becomes exact and we can replace in eq. (V.35) A ′ →Â. Generalizing for finite but very large k we conclude that Γ k becomes indeed simple. If we express E k M in terms of ghost fields the term ∼ r k regulates the ghost propagator.
The k-dependence of E k arises only through r k and we infer the measure contribution from the regularization of the Faddeev-Popov determinant
We therefore end with For a given choice of r k the trace (V.31) can be computed independent of the truncation for Γ k . An alternative regularization could employ a formulation with ghosts and introduce an explicit IR regularization for the ghost propagator. In this case one would have to follow the flow of the combined effective action for gauge fields and ghosts. For the approximations employed in the present paper the two alternatives give identical results. It remains to be seen in practice which choice of regularization of the FaddeevPopov determinant is best for precision computations.
We observe that the relation 
Running coupling in SU (N )-gauge theories
We specialize to the non-abelian gauge group SU (N ) where
For the computation of the flow equation for the gauge coupling g we evaluate eq. (V.38) for a configuration that corresponds to a constant color-magnetic field
µ (x) an abelian gauge field corresponding to a constant magnetic field B, e.g. We perform the computation in Euclidean space and analytically continue later to Minkowski space. For Euclidean signature the term in the effective action quadratic in B is identified with eq. (III.43)
The flow of the gauge coupling can therefore be extracted as
with total volume Ω = x . For the evaluation of the traces (V.26), (V.31) we can closely follow ref. [25] . One has in quadratic order in B
(V.45) where we employ
Similarly, one finds for the terms ∼ B
One arrives at a non-linear equation for η F k ∂ ∂k
that is solved by
Our truncation therefore yields for the flow of the gauge coupling
The first term is the usual one-loop beta-function, while the second almost reproduces the exact two-loop contribution, for which the factor 77 has to be replaced by 68.
Flow of the gauge field propagator
The propagator G k for the physical fluctuations of gauge fields is the inverse of the second functional derivative of Γ k on the projected subspace of physical fluctuations,
The inverse propagator Γ (2) k is related toΓ (2) k in eq. (V.6) by subtraction of the IR cutoff piece, and reads in our truncation
Its flow is given by the k-dependence of g, e.g.
Since the projector P does not depend on k, this transfers directly to
We observe that for the gauge-invariant formulation of the flow equation the anomalous dimension η F is the same object that appears in the β-function (V.23) for the running gauge coupling. This contrasts with formulations with a fixed background field where η F is replaced to lowest order byη F = (13/22)η F . We will discuss the origin of this difference below. An improved truncation for the (Euclidean) effective average action is given by 
Since D is matrix valued, also Z is matrix valued. In perturbation theory for small g 2 the improvement is a higherorder effect. To lowest order one has
For D ≪ k 2 this reduces to the truncation (III.43), while for D ≫ k 2 we take into account that external momenta or large fields act as physical infrared cutoffs that effectively stop the flow. At quadratic order in A µ one can replace
We can repeat the computation (V.22) of π k , with H(D) replaced by
If we define the running gauge coupling as before from the zero momentum limit of the effective action, the result for the β-function remains the same since H ′ (0) = H(0). For an alternative definition at non-zero momentum, p 2 = 0, the running is effectively stopped for k 2 < p 2 . Taking the limit k → 0 the gauge coupling becomes a function of p 2 , with dependence on p 2 governed by the same β-functions as for the dependence on k 2 for p 2 ≪ k 2 . For the Euclidean inverse gluon propagator the improved truncation yields a non-trivial momentum dependence according to
Quite generally, the gauge field propagator (in the "vacuum state" A µ = 0) is expected to be a function of D, and we may write The flow equation for Γ (2) k is obtained from eq. (I.9) or (V.27) by taking two derivatives with respect to the gauge fields
In contrast to formulations with a fixed background field also r k in eq. usual three-and four-point vertices, obtained from third and fourth derivatives of Γ k . For our gauge-invariant formulation one has additional diagrams involving derivatives of r k with respect to the gauge field.
In the truncation (III.43) the flow of the inverse propagator at zero momentum is given by eq. (V.54). The difference to the result for a fixed background field arises precisely from the terms ∼ ∂r k /∂A µ . For non-zero momentum squared p 2 = 0 one expects that the external momentum stops the flow for k 2 < p 2 . This results for Z in the qualitative behavior (V.57). A more precise estimate of Z needs an explicit computation.
Extrapolating our estimate for g(k) in the truncation (V.56), (V.57) to small k would lead to vanishing of Z for small momenta. This clearly indicates the insufficiency of this truncation for the infrared behavior of Yang-Mills theories. 
VI. Conclusions
In this paper we propose a gauge-invariant effective action for theories with local gauge symmetry. This effective action depends on only one macroscopic gauge field A µ , in distinction to the background field formalism. The macroscopic gauge field appears in the functional integral defining the effective action -this turns the definition formally into a functional differential equation. In practice, our construction proceeds by a particular physical gauge fixing, determined such that the gauge-fixed effective actionΓ We have shown the following properties of the gaugeinvariant effective action:
(i) The first functional derivative ofΓ yields the exact quantum field equations for arbitrary conserved sources.
(ii) The macroscopic gauge field A equals the expectation value of the microscopic gauge field A ′ , as computed for a conserved source corresponding to ∂Γ/∂A, only for particular choices of macroscopic field and physical gauge fixing.
(iii) The inverse propagator for physical fluctuations is defined as the second functional derivativeΓ (2) of the gauge-invariant effective action. It can be inverted within the projected function space of physical fluctuations. The inverse ofΓ (2) equals the connected two-point correlation function for the physical fluctuations only for an optimal choice of macroscopic gauge field, effective action and physical gauge fixing.
For an optimal setting the gauge-invariant effective action can be used in many respects in the same way as for theories without local gauge invariance. We have proposed an optimal physical gauge fixing, but not yet explored its use in practice. For other physical gauge fixings the consequences of the difference between the macroscopic field and the expectation value of the microscopic field, as well as between the propagator and the correlation function, need to be explored. We have given an implicit definition of the effective actionΓ by a functional differential equation. For small gauge coupling this can be employed for developing perturbation theory by an iterative solution.
We also introduce a gauge-invariant effective average action Γ k [A] which effectively only includes fluctuations with D ≥ k 2 , where D is an appropriate covariant Laplaciantype operator. This effective average action equalsΓ[A] if the infrared cutoff scale k vanishes. The k-dependence of Γ k obeys a closed flow equation which takes a one-loop form. It involves the full field-dependent propagator, as given by the inverse of Γ (2) k + R k , with R k an IR cutoff term.
The advantage of the present formulation of Γ k [A] is the closed form of the flow equation for a gauge-invariant object depending on only one macroscopic gauge field. The flow can be computed in terms of Γ k [A] and its derivatives. In contrast, the flow equation in the background field formalism needs information from Γ k,bg [A,Ā] for A =Ā [25] . As compared to the background field formalism with physical gauge fixing we can view the present formulation as following a different trajectory in the space of actions. For k = 0 the result may differ from the gauge-invariant effective action in the background formalism Γ bg [A,Ā = A] by a non-linear field redefinition of the macroscopic gauge field. The relation between the macroscopic fields in the two formulations may be non-local.
For pure Yang-Mills theories we have computed the running of the gauge coupling by use of the gauge-invariant flow equation in a simple truncation. It parallels the computation in the background field formalism of ref. [25] up to small modifications. The simple truncation with Γ k given by eq. (III.43) yields the correct one-loop expression for the β-function, as well as 5/6 of the two-loop term and higher corrections. We also have computed the flow of the propagator for physical fluctuations. For k = 0 it differs from the propagator in the background field formalism by a different wave function renormalization. Based on our result we also propose a simple improvement of the effective action beyond the form eq. (III.43). It will be interesting to see if the gauge-invariant flow equation beyond its simplest truncation can describe successfully the infrared behavior of Yang-Mills theories.
a. Acknowledgements The author would like to thank J. Pawlowski for stimulating discussions. This work is supported by DFG Collaborative Research Centre "SFB 1225 (ISOQUANT)" and ERC-advanced grant 290623. and recovers eq. (II.3) . Similarly, we may consider w close to one
To linear order in δ eq. (A.4) yieldŝ
where we employ that A µ −Â µ is of the order δ. The gauge condition D µĉ µ = 0 translates to D 2 δ = 0. We note that we could also formulate the gauge fixing with
To linear order inĉ this makes no difference.
With the decomposition (A.1) one finds for the field strength
Therefore invariants such as Tr F µν F µν do not involve w. They depend only on the physical gauge fieldsÂ µ and not on the gauge degrees of freedomĉ µ . This completes the discussion in sect. III. To linear orderĉ µ is longitudinal, cf. eq. (A.8).
If we consider A ′ µ in the vicinity of a given gaugeinvariant field A µ =Â µ ,
we can identify to linear order f µ =ĥ µ ,ĉ µ = D µ λ, such thatĥ µ is transversal. Beyond linear orderĉ µ needs no longer to be longitudinal, andĥ µ is not transversal. Expanding w = exp(iδ) to quadratic order in δ, 12) which is, in general, not longitudinal. We have discussed this issue in sect. III. The non-linear field parametrization (A.1) permits a close contact to a similar parametrization in work on spontaneous color symmetry breaking [62, 63] 
It is straightforward to extend this parametrization to quark fields or other matter fields. For a field ψ in the fundamental representation of SU (N ), such as quarks in QCD or the Higgs doublet for the SU (2) × U (1) electroweak gauge theory, one employs ψ = wψ, (A.13)
withψ a gauge-invariant field. For fermions the gaugeinvariant kinetic term depends only on the gauge-invariant fieldsψ andÂ µ , not on w,
For three-flavor QCD a simple effective action, based on the invariants (III.43), (A.14), together with a part for scalar bilinears ∼ψ ψ, gives a rather satisfying description of phenomenology provided chiral symmetry breaking occurs also in the octet sector [62] . The physical gauge fieldŝ A µ can then be associated with the octet of vector mesons, and the physical fermionsψ with an octet and singlet of nucleons.
Physical gauge fixing
The non-linear representation sheds light on the physical gauge fixing. To linear order one has
Employing the general relation (II.21), covariant derivatives act by matrix multiplication on the vector field A
One may define similarly We define a non-local physical gauge fixing, α → 0, where we employ the identity For finite α this leads to a strong suppression of the IR fluctuations, while the inverse propagator vanishes as covariant momenta tend to infinity. For any finite momenta the divergence of 1/α overwhelms this effect, but a careful discussion of limits is needed. For functional flow equations, which are UV finite by construction, this issue is solved automatically. For perturbation theory it seems advantageous to stick to Landau gauge fixing.
The gauge fixing (A.19) is not an optimal physical gauge fixing in the sense that A µ does not equal the expectation value A ′ µ , and the second functional derivative ofΓ [A] does not equal the correlation function for the physical fluctuations. The simplest way to realize "optimal gauge fixing" would be, of course, to keep the gauge fixing independent of the macroscopic field. We will next discuss a non-linear gauge fixing of the type (A. 19) , with a different non-linear definition of δ ′ . We can associate to every microscopic gauge field A The Faddeev-Popov determinantM = det N , evaluated for δ ′ = 0 as appropriate for α → 0, simply becomesM = 1. Furthermore, this choice of the gauge fixing ensures the absence of Gribov copies since δ ′ = 0 guarantees thatÂ µ is the unique representative of the gauge orbit.
Expanding eq. (A.24) for small δ ′ yields The gauge fixing based on eq. (A.24) is a physical gauge fixing in the sense that it only affects the gauge fluctuations aroundÂ ′ . Concerning the macroscopic field this does not implyĉ = 0, however. Only physical microscopic fieldsÂ ′ contribute effectively in the functional integral. However, a linear combination of two physical microscopic fields is typically not a physical field. As a result, the expectation valueÃ = A ′ (A. 29) will not be a macroscopic physical fieldÂ and we cannot inferĉ = 0.
What is possible, however, is a unique association between a macroscopic physical fieldÂ and the expectation valueÃ, such thatÃ is a gauge transform ofÂ, As it should be, the source
is covariantly conserved with respect to the macroscopic field A, D µ (A) J µ = 0, due to the factor ∂Â/∂A. This construction demonstrates that an optimal physical gauge fixing is possible. We leave the question of its practical use to future investigation.
B. Expectation values for implicit definition of effective action
In this appendix we discuss the implicit definition of the effective action by a functional differential equation. We first present a general discussion, and subsequently specialize to Yang-Mills theories.
Implicit definition of effective action
For a general discussion we consider arbitrary "fields" or variables φ ′ , φ. The microscopic variables φ ′ and the macroscopic variables φ are vectors with components φ On the other hand, for ∂S/∂φ = 0 and finite invertible Γ (2) the expectation value φ ′ is no longer given by the macroscopic field φ.
There are two cases for which φ ′ = φ holds even in the case whereS depends on φ. The first is simply that the expectation value of the φ-derivative ofS vanishes or is proportional to φ ′ − φ, ∂S/∂φ = D φ ′ − φ . The second corresponds to the case where Γ (2) contains a diverging piece, α → 0,
with P a projector. If the omitted terms denoted by the dots are finite for α → 0, the inverse of Γ (2) takes the form G = Γ (2) −1 = P C P + . . . , (B.9) where the omitted terms corresponding to the dots vanish ∼ α. For
one has φ ′ = φ.
Yang-Mills theory
We want to investigate for pure Yang-Mills theories with physical gauge fixing under which conditions eq. (B.10) is obeyed, and therefore A
