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INTERACTING DIFFUSIONS ON POSITIVE DEFINITE MATRICES
NEIL O’CONNELL
Abstract. We consider systems of Brownian particles in the space of positive definite
matrices, which evolve independently apart from some simple interactions. We give
examples of such processes which have an integrable structure. These are related to
K-Bessel functions of matrix argument and multivariate generalisations of these functions.
The latter are eigenfunctions of a particular quantisation of the non-Abelian Toda chain.
1. Introduction
In recent years, there has been much progress in the development of integrable models
in probability, particularly interacting particle systems related to representation theory and
integrable systems. A well-known example is the coupled system of SDE’s
(1.1) dx1 = dβ1, dxi = dβi + e
xi−1−xi dt, i = 2, . . . , N,
where βi are independent one-dimensional Brownian motions. This process has close
connections to the Toda lattice and has been extensively studied [4, 5, 15, 20, 25, 28, 29].
It is natural to consider non-commutative generalisations of such processes. In this paper,
we consider some interacting systems of Brownian particles in the space P of positive n×n
real symmetric matrices. One of the main examples we consider is a generalisation of the
system (1.1), a diffusion process in PN with infinitesimal generator
T = ∆X1 +
N∑
i=2
[∆Xi + 2 tr (Xi−1∂Xi )],
where ∆X denotes the Laplacian, and ∂X denotes the partial matrix derivative, on P. In
the case n = 1 with xi = ln Xi , it is equivalent to the system (1.1). We will show that this
process is related to a quantisation of the N-particle non-Abelian Toda chain in P.
In another direction, Matsumoto and Yor [18] obtained an analogue of Pitman’s 2M − X
theorem for exponential functions of Brownian motion, which was recently extended to
the matrix setting by Rider and Valkó [27] (see also Bougerol [6] for related results in
the complex case). We discuss this example in some detail, and give a new proof (and
slight generalisation) of Rider and Valkó’s result. We also consider an example of a pair of
interacting Brownian particles in P with a ‘reflecting wall’.
The outline of the paper is as follows. In the next section we present some preliminary
background material. This is followed, in Sections 3–6, by a series of examples with small
numbers of particles. In Section 7, we discuss the above example and its relation to the
quantum non-Abelian Toda chain. In Section 8, we outline how the interacting particle
system of Section 7 is related to some Bäcklund transformations for the classical non-
Abelian Toda chain. In Section 9, we briefly discuss a related class of processes in which
the underlying motion of particles is not governed by the Laplacian, but rather a related
diffusion process which was introduced and studied by Norris, Rogers and Williams [19].
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22. Preliminaries
We mostly follow the nomenclature of Terras [31], to which we refer the reader for
more background. Let P denote the space of positive n × n real symmetric matrices. For
a ∈ GL(n) and X ∈ P, write X[a] = at Xa. This defines an action of GL(n) on P. For
X ∈ P, we denote by X1/2 the unique positive square root of X .
2.1. Differential operators. The partial derivative on P is defined, writing X = (xij ), by
∂X =
(
1
2
(1 + δij ) ∂
∂xij
)
1≤i, j≤n
.
We define the Laplacian on P by ∆X = trϑ2X , where ϑX = X∂X . The Laplacian is a
GL(n)-invariant differential operator on P, meaning (∆ f )a = ∆ f a for all a ∈ GL(n),
where f a(X) = f (X[a]). In fact, the differential operators Lk = tr (ϑX )k, k = 1, 2, . . . are
all GL(n)-invariant [31, Exercise 1.1.27]. This follows from the fact that, if Y = X[a] for
some fixed a ∈ GL(n), then
(2.1) ∂X = a ∂Y a
t .
If Y = X−1, then ϑY = −ϑ′X , where ϑ′X f = (∂X f )X . It follows that LYk = (−1)kLXk . In
particular, the Laplacian is invariant under this change of variable.
For later reference, we note here a chain rule for a quadratic change of variables. For
each X,Y ∈ P, there is a unique A ∈ P such that Y = AX A. This can be seen for example
as a consequence of [32, Theorem 4.1]. If X is fixed, then
(2.2) ∂A = X A ∂Y + ∂Y AX .
2.2. Calculus. For A ∈ P fixed:
(2.3) ϑX tr (AX) = X A, ϑX tr (AX−1) = −AX−1
(2.4) ∆X tr (AX) = n + 1
2
tr (AX), ∆X tr (AX−1) = n + 1
2
tr (AX−1)
(2.5) ∆X F =
[
∆X ln F + tr (ϑX ln F)2
]
F
(2.6) ∆( f g) = (∆ f )g + f (∆g) + 2 tr [(ϑX f )(ϑXg)]
2.3. Integration. Denote the GL(n)-invariant volume element on P by
µ(dX) = |X |−(n+1)/2
∏
1≤i≤ j≤n
dxij,
where dxij is the Lebesgue measure on R. If we write X = a[k], where a is diagonal with
entries a1, . . . , an > 0 and k ∈ O(n), then
(2.7) µ(dX) = cndk
∏
i< j
|ai − aj |
n∏
i=1
a
−(n−1)/2−1
i
dai,
where dk is the normalised Haar measure on O(n) and cn is a normalisation constant.
32.4. Power and Gamma functions. For s ∈ Cn, define the power function
ps(X) =
n∏
k=1
|X (k) |sk ,
where X (k) denotes the k × k upper left hand corner of X . For s ∈ Cn satisfying
(2.8) 2ℜ(sk + . . . + sn) > k − 1, k = 1, . . . , n
define
Γn(s) =
∫
P
ps(X) etr (−X)µ(dX) = πn(n−1)/4
n∏
k=1
Γ
(
sk + . . . + sn − k − 1
2
)
,
where etr (A) = exp( tr A). For s = (0, . . . , 0, ν), we will write ps(X) = eν(X) = |X |ν and
Γn(ν) = Γn(0, . . . , 0, ν). The spherical functions on P are defined, for s ∈ Cn, by
hs(X) =
∫
O(n)
ps(X[k]) dk,
where dk denotes the normalised Haar measure on O(n).
The power function ps is an eigenfunction of the Laplacian on P, with eigenvalue
λ2(s) = 4
n∑
i=1
(si + · · · + sn)2 + n − n
3
48
.
Wenote that the functions ps,k(X) = ps(X[k]), k ∈ O(n), and hs(X), are also eigenfunctions
of ∆ with eigenvalue λ2(s).
For s = (0, . . . , 0, ν), so that ps(X) = eν(X) = |X |ν , we note:
(2.9) ϑXeν(X) = ν eν(X) In, trϑX eν(X) = nν eν(X),
(2.10) ∆X eν(X) = nν2 eν(X), ∆X ln eν(X) = 0.
2.5. Bessel functions. For s ∈ Cn and V,W ∈ P, define
Kn(s|V,W) =
∫
P
ps(Y ) etr (−VY −WY−1)µ(dY).
If s = (0, . . . , 0, ν) we will write Kn(s|V,W) = Kn(ν |V,W). We note that
(2.11) Kn(s|gVgt, g−tg−1)ps(gtg) = Kn(s|V, I).
For ν ∈ C and X ∈ P, define
(2.12) Bν(X) =
∫
P
eν(Y) etr (−XY − Y−1)µ(dY).
This function was introduced by Herz [14], and is related to Kn by
Bν(X) = Kn(ν |X, I).
We note that B−ν(X) = eν(X)Bν(X), which implies
(2.13) eν(V)Kn(ν |V,W) = eν(W)Kn(−ν |V,W).
The asymptotic behaviour of Bν(X) for large arguments has been studied via Laplace’s
method in the paper [7], see also [12, Appendix B]. If we fix M ∈ P and let X = z2M2/2,
then it holds that, as z →∞,
Bν(X) = C(ν, M)z−ν−n(n+1)/4e−z trM (1 + O(z−1)),
4where
C(ν, M) = 2ν−n(n+1)/4πn(n+1)/4 |M |−ν−1/2
∏
i< j
(mi + mj )−1/2,
and mi denote the eigenvalues of M. In particular, taking M = I and z
2/2 = α, say, we
deduce from the same application of Laplace’s method, the following lemma, which we
record here for later reference.
Lemma 2.1. For α > 0, let A(α) be distributed according to the (matrix GIG) law
Bν(αI)−1 etr (−αA − A−1)µ(dA).
Then α1/2A(α) → I , in probability, as α →∞.
2.6. Standard probability distributions. TheWishart distribution on P with parameters
Σ ∈ P and p > n − 1 is defined by
Γn(p/2)−1 |Σ−1X/2|p/2 etr (−Σ−1X/2)µ(dX).
The matrix GIG (generalised inverse Gaussian) distribution on P with parameters ν ∈ R
and A, B ∈ P is defined by
Kn(ν |A, B)−1 |X |ν etr (−AX − BX−1)µ(dX).
2.7. Invariant kernels. A kernel k(X,Y ) is invariant if, for all a ∈ GL(n),
k(X[a],Y[a]) = k(X,Y ).
For k sufficiently smooth, this implies that
∆X k(X,Y) = ∆Y k(X,Y ).
Examples include
(2.14) k(X,Y) = etr (−Y X−1)
and, more generally, for ν ∈ C,
(2.15) kν(X,Y ) = e−ν(Y X−1) etr (−Y X−1).
We note that the kernel k defined by (2.14) satisfies
(2.16) ϑX ln k = −ϑY ln k = Y X−1,
(2.17) ∆X k = ∆Y k =
[
−n + 1
2
tr (Y X−1) + tr (Y X−1Y X−1)
]
k.
2.8. Brownian motion. We define Brownian motion in P with drift ν ∈ R to be the
diffusion process in P with generator
∆
(ν)
X
= ∆X + 2ν tr ϑX .
More generally, if ϕ is a positive eigenfunction of the Laplacian on P with eigenvalue λ,
then we may consider the corresponding Doob transform
∆
(ϕ)
X
= ϕ(X)−1 ◦ (∆X − λ) ◦ ϕ(X) = ∆X + 2 tr (ϑX ln ϕ(X) ϑX).
If ϕ(X) = |X |ν for some ν ∈ R, then λ = ν2n and ∆(ϕ)
X
≡ ∆(ν)
X
. We shall refer to the diffusion
process with infinitesimal generator ∆
(ϕ)
X
as a Brownian motion in P with drift ϕ.
A Brownian motion in P, with drift ν, may be constructed as follows. Let bt, t ≥ 0 be
a standard Brownian motion in the Lie algebra gl(n,R) of real n × n matrices, that is, each
matrix entry evolves as a standard Brownian motion on the real line. Set βt = bt/
√
2 + νt.
Define a Markov process Gt, t ≥ 0 in GL(n) via the Stratonovich SDE: ∂Gt = ∂βt Gt .
5When ν = 0, this is called a right-invariant Brownian motion in GL(n); thus, we shall
refer to G as a right-invariant Brownian motion in GL(n) with drift ν. Then Y = GtG is a
Brownian motion in P with drift ν. Note that Y satisfies
∂Y = Gt (∂β + ∂βt )G.
By orthogonal invariance of the underlying Brownian motion in gl(n,R), one may replace
the G and Gt factors in this equation by Y1/2 to obtain a closed SDE for the evolution of Y .
3. Brownian particles with one-sided interaction
Let
(3.1) T = ∆Y + ∆X + 2 tr (Y∂X).
Let k(X,Y) = etr (−Y X−1) and consider the integral operator defined, for suitable test
functions f on P × P, by
(K f )(X) =
∫
P
k(X,Y ) f (X,Y)µ(dY).
Then, on a suitable domain, the following intertwining relation holds:
(3.2) ∆ ◦ K = K ◦ T .
Indeed, let us write k = k(X,Y), f = f (X,Y) and note the following identities:
∆X k = ∆Y k, ϑXk = Y X
−1,
∆X (k f ) = f∆X k + k∆X f + 2 tr (ϑXkϑX f ) = f∆Y k + k∆X f + 2k tr (Y∂X f ).
It follows, using the fact that ∆ is self-adjoint with respect to µ, that
∆(K f )(X) = ∆X
∫
P
k f µ(dY)
=
∫
P
( f∆Y k + k∆X f + 2k tr (Y∂X f ))µ(dY)
=
∫
P
k (T f ) µ(dY),
as required.
Now suppose ϕ is a positive eigenfunction of ∆ with eigenvalue λ such that
ϕ˜(X) =
∫
P
ϕ(Y )k(X,Y )µ(dY) < ∞.
Then ϕ˜ is also a positive eigenfunction of ∆ with eigenvalue λ:
∆X ϕ˜(X) =
∫
P
ϕ(Y )∆X k(X,Y )µ(dY)
=
∫
P
ϕ(Y )∆Y k(X,Y )µ(dY)
=
∫
P
[∆Yϕ(Y )]k(X,Y)µ(dY)
= λ
∫
P
ϕ(Y)k(X,Y )µ(dY) = λϕ˜(X).
For example, if ϕ = ps, for some s ∈ Rn satisfying (2.8), then ϕ˜ = Γn(s)ϕ (see, for example,
[31, Exercise 1.2.4]). Similarly, if s ∈ Rn satisfyies (2.8), and ϕ = hs or ϕ = ps,k for some
k ∈ O(n), then it also holds that ϕ˜ = Γn(s)ϕ. More generally, ϕ˜ is a constant multiple of ϕ
6whenever ϕ is a simultaneous eigenfunction of the Laplacian and the integral operator with
kernel k(X,Y ); note that these two operators commute, since ∆X k = ∆Y k.
Define
(Kϕ f )(X) = ϕ˜(X)−1
∫
P
ϕ(Y )k(X,Y ) f (X,Y )µ(dY),
and
T (ϕ) = ϕ(Y )−1 ◦ (T − λ) ◦ ϕ(Y ) = ∆(ϕ)
Y
+ ∆X + 2 tr (Y∂X).
Then (3.2) extends to:
(3.3) ∆(ϕ˜) ◦ Kϕ = Kϕ ◦ T (ϕ).
The intertwining relation (3.3) has a probabilistic interpretation, as follows. Set
π(X,Y) = ϕ˜(X)−1ϕ(Y )k(X,Y ).
Let ρ be a probability measure on P and define a probability measure on P × P by
σ(dX, dY) = π(X,Y )ρ(dX)µ(dY).
Suppose that ϕ is such that the martingale problems associated with (∆(ϕ˜), ρ) and (T (ϕ), σ)
are well-posed, and that (Xt,Yt ) is a diffusion process with infinitesimal generator T (ϕ) and
initial law σ. Then it follows from the theory of Markov functions [16] that, with respect to
its own filtration, Xt is a Brownian motion with drift ϕ˜ and initial distribution ρ; moreover,
the conditional law ofYt , given Xs, s ≤ t, only depends on Xt and is given by π(Xt,Y )µ(dY).
This statement is analogous to the Burke output theorem for the M/M/1 queue, although
in this context the ‘output’ (a Brownian motion with drift ϕ˜) need not have the same law as
the ‘input’ (a Brownian motion with drift ϕ). Note however that these Brownian motions
are equivalent whenever ϕ˜ is a constant multiple of ϕ, so whenever this holds the output
does have the same law as the input. This is always the case when n = 1, as was observed
in the paper [25]. We note that the intertwining relation (3.3) also implies that
(T (ϕ))∗π = 0,
where (T (ϕ))∗ is the formal adjoint of T (ϕ).
One can replace k by any invariant kernel k ′ and the above remains valid with
T = ∆Y + ∆X + 2 tr (ϑX ln k ′(X,Y ) ϑX ).
For example, if k ′ = kν , defined by (2.15), then
T = ∆Y + ∆
(ν)
X
+ 2 tr (Y∂X).
In this case, we require ϕ˜ = kνϕ to be finite, where
kνϕ(X) =
∫
P
ϕ(Y )kν(X,Y )µ(dY).
For example, if ϕ(X) = |X |λ, then this holds provided 2(λ − ν) > n − 1, in which case
kνϕ = Γn(λ − ν)ϕ. For this example, the associated martingale problems are well posed,
as shown in Appendix A (Example 2), so we may state the following theorem.
For 2a > n − 1, we define the Markov kernel
(3.4) Πa(X, dY) = Γn(a)−1 |Y X−1 |a etr (−Y X−1)µ(dY).
Theorem 3.1. Suppose 2(λ − ν) > n − 1, and let (Xt,Yt ) be a diffusion process in P2 with
infinitesimal generator
Tλ,ν = ∆
(λ)
Y
+ ∆
(ν)
X
+ 2 tr (Y∂X),
7and initial law δX0(dX)Πλ−ν(X, dY). Then, with respect to its own filtration, Xt is a
Brownian motion with drift λ started at X0. Moreover, the conditional law of Yt , given
Xs, s ≤ t, only depends on Xt and is given by Πλ−ν(Xt, dY).
The above example extends naturally to a system of N particles with one-sided interac-
tions, as follows. Let ν2, . . . , νN ∈ R, and ϕ a positive eigenfunction of ∆ such that
ϕ˜(X) = (kνN ◦ · · · ◦ kν2 )ϕ(X) < ∞.
For example, if ϕ(X) = |X |ν1 then this condition is satisfied provided νi < ν1 for all
1 < i ≤ N , in which case we have
ϕ˜(X) =
N∏
i=2
Γn(ν1 − νi) |X |ν1 .
Define
T = ∆
(ϕ)
X1
+
N∑
i=2
[∆(νi )
Xi
+ 2 tr (Xi−1∂Xi )],
π(X1, . . . , XN ) = ϕ˜(XN )−1ϕ(X1)
N∏
i=2
kνi (Xi, Xi−1),
(K f )(XN ) =
∫
PN−1
π(X1, . . . , XN−1, XN ) f (X1, . . . , XN ) µN−1(dX1, . . . , dXN−1).
Then
∆
(ϕ˜)
XN
◦ K = K ◦ T .
This implies that T ∗π = 0 and, moreover, if ϕ is such that the relevant martingale problems
are well posed and the system is started in equilibrium, then XN is a Brownian motion, in
its own filtration, with drift ϕ˜. This certainly holds in the case ϕ(X) = |X |ν1 , with νi < ν1
for all 1 < i ≤ N . Note that this can also be seen as a direct consequence of Theorem 3.1.
Finally we remark that, by inversion, one may also consider
T ′ = ∆(ϕ)
X1
+
N∑
i=2
[∆(νi )
Xi
− 2 tr (XiX−1i−1ϑXi )].
In this case, if we assume that ϕ˜ = (k−νN ◦ · · · ◦ k−ν2 )ϕ is finite, and define
π′(X1, . . . , XN ) = ϕ˜(XN )−1ϕ(X1)
N∏
i=2
k−νi (Xi−1, Xi),
(K ′ f )(XN ) =
∫
PN−1
π′(X1, . . . , XN−1, XN ) f (X1, . . . , XN ) µN−1(dX1, . . . , dXN−1),
then it holds that ∆
(ϕ˜)
XN
◦ K ′ = K ′ ◦ T ′, with the analogous conclusions.
4. Connection with Bessel functions
The previous example, with two particles, extends naturally to
G = ∆Y + ∆X1 + 2 tr (Y∂X1) + ∆X2 − 2 tr (X2Y−1X2∂X2).
Note that this is a combination of the T and T ′ of the previous section.
Writing X = (X1, X2), define
H = ∆X1 + ∆X2 − 2 tr (X−11 X2), q(X,Y ) = etr (−Y X−11 − X2Y−1).
8Consider the integral operator, defined for suitable test functions f on P2 × P by
(Q f )(X) =
∫
P
q(X,Y) f (X,Y )µ(dY).
Then the following intertwining relation holds:
(4.1) H ◦ Q = Q ◦ G.
Indeed, let us write q = q(X,Y), f = f (X,Y) and note that
HXq = ∆Yq, HX (q f ) = f∆Yq + q(G − ∆Y ) f .
The claim follows, using the fact that ∆ is self-adjoint with respect to µ.
Suppose that ϕ is a positive eigenfunction of ∆ with eigenvalue λ such that
ψ(X) =
∫
P
ϕ(Y)q(X,Y)µ(dY) < ∞.
Then ψ is a positive eigenfunction of H with eigenvalue λ. We remark that, if ϕ = ps, then
ψ(X) = Kn(s| X−11 , X2).
Let us define
(Qϕ f )(X) = ψ(X)−1
∫
P
ϕ(Y )q(X,Y) f (X,Y )µ(dY),
H(ψ) = ψ(X)−1 ◦ (H − λ) ◦ ψ(X),
G(ϕ) = ϕ(Y)−1 ◦ (G − λ) ◦ ϕ(Y ) = ∆(ϕ)
Y
+ ∆X1 + 2 tr (Y∂X1) + ∆X2 − 2 tr (X2Y−1X2∂X2).
Then (4.1) extends to:
(4.2) H(ψ) ◦ Qϕ = Qϕ ◦ G(ϕ).
This intertwining relation has a probabilistic interpretation,as follows. Let ρbe a probability
measure on P2 and define a probability measure on P2 × P by
σ(dX, dY ) = ψ(X)−1ρ(dX)ϕ(Y )q(X,Y )µ(dY).
Suppose that ϕ is such that the martingale problems associated with (H(ψ), ρ) and (G(ϕ), σ)
are well-posed, and that (Xt,Yt ) is a diffusion process with infinitesimal generator G(ϕ) and
initial law σ. Then, with respect to its own filtration, Xt is a diffusion with generator H
(ψ)
and initial distribution ρ; moreover, the conditional law ofYt , given Xs, s ≤ t, only depends
on Xt and is given by
ψ(Xt )−1ϕ(Y )q(Xt,Y )µ(dY).
The above example is a special case of a more general construction which will be
discussed in Section 7.
5. Matrix Dufresne identity and 2M − X theorem
Let M = ∆Y + tr (Y∂A). If Y = AX A then, in the variables (X, A), we can write
M = ∆X − 2 tr (X AX∂X ) + tr (AX A∂A).
To see this, let f = f (X, A) = g(AX A, A) and first note that, by invariance,
∆X f = ∆Yg(Y, A)

Y=AXA
.
Let us write g1(Y, A) = ∂Yg(Y, A), g2(Y, A) = ∂Ag(Y, A). By (2.1) and (2.2),
∂X f = Ag1(AX A, A)A, ∂A f = X Ag1(AX A, A) + g1(AX A, A)AX .
9It follows that
tr (AX A∂A) f − 2 tr (X AX∂X ) f = tr (AX Ag2(AX A, A)) = tr (Y∂A)g(Y, A)

Y=AXA
,
as required.
Let us define
J = ∆X − tr X, p(X, A) = etr (−AX − A−1)
and the corresponding integral operator
(P f )(X) =
∫
P
p(X, A) f (X, A)µ(dA).
Then, on a suitable domain, the following intertwining relation holds:
(5.1) J ◦ P = P ◦ M .
Indeed, let us write p = p(X, A), f = f (X, A) and first note that
∆X (p f ) = f∆X p + p(∆X − 2 tr (X AX∂X)) f .
Now, using the fact that ∆ is self-adjoint with respect to µ, together with the identity
∆X etr (−AX) = ∆A etr (−AX),
we have ∫
P
f (∆Xp)µ(dA) =
∫
P
etr (−A−1) f [∆A etr (−AX)]µ(dA)
= −
∫
P
tr (ϑA etr (−AX) ϑA( etr (−A−1) f ))µ(dA)
= −
∫
P
p tr (−AXϑA − AX A−1) f µ(dA).
It follows that J(P f )(X) = P(M f )(X), as required.
Note that the intertwining relation 5.1 implies
(5.2) J ◦ D = D ◦ ∆,
where D is the linear operator defined, for suitable f : P → C by
(D f )(X) =
∫
P
f (AX A) etr (−AX − A−1)µ(dA).
The intertwining relation (5.2) is essentially equivalent to [27, Corollary 6].
Now suppose ϕ is a positive eigenfunctionof∆with eigenvalueλ such that β = Dϕ < ∞.
Then it follows from (5.2) that β is a positive eigenfunction of J with eigenvalue λ. Note
that if we write β(X) = ϕ(X)Bϕ(X), then this implies
(5.3) (∆(ϕ)
X
− tr X)Bϕ(X) = 0.
This suggests that, for suitable ϕ, the function Bϕ admits a natural probabilistic interpreta-
tion, via the Feynman-Kac formula, and this is indeed the case.
Proposition 5.1. Let Y be a Brownian motion in P with drift ϕ started at X , and denote by
EX the corresponding expectation. Suppose that ϕ is such that, for all X ∈ P,
(5.4)
∫ ∞
0
Ys ds < ∞
10
almost surely, and define
Mϕ(X) = EX exp
(
−
∫ ∞
0
trYs ds
)
.
Suppose also that limX→0 Mϕ(X) = 1 and
(5.5) lim
X→0
Bϕ(X) = Cϕ,
where Cϕ > 0 is a constant. Then Bϕ(X) = Cϕ Mϕ(X) and, moreover, Bϕ is the unique
bounded solution to (5.3) satisfying the boundary condition (5.5).
Proof. It follows from the Feynman-Kac formula that Mϕ satisfies
(∆(ϕ)
X
− tr X)Mϕ(X) = 0.
To prove uniqueness, up to a constant factor, suppose U(X) is another bounded solution
which vanishes as X → 0. Note that, by (5.4), it must hold that Yt → 0 almost surely as
t →∞. Thus,
U(Yt ) exp
(
−
∫ t
0
trYs ds
)
is a bounded martingale which converges to 0 almost surely, as t → ∞, hence must be
identically zero almost surely, which implies U = 0, as required. 
If ϕ(X) = |X |ν/2, then Bϕ = Bν is the matrix K-Bessel function defined by (2.12);
in this case, for ν < −(n − 1)/2, the above interpretation and uniqueness property were
established in [27, Theorem 2], with Cϕ = Γn(−ν), and the implication is as follows: if
Y is a Brownian motion in P with drift −ν/2, started at the identity, then
∫ ∞
0
Ys ds is
inverse Wishart distributed with parameters I/2 and 2ν. When n = 1, this is Dufresne’s
identity [10].
More generally, suppose ϕ = hs, where s ∈ Rn is such that (5.4) holds and
(5.6) cs =
∫
P
hs(A2) etr (−A−1)µ(dA) < ∞.
Then it follows from Proposition 5.1 that
(5.7) EX exp
(
−
∫ ∞
0
trYs ds
)
= c−1s Bs(X),
where
Bs(X) = hs(X)−1
∫
P
hs(AX A) etr (−AX − A−1)µ(dA).
Here we have used the fact that, under the above hypotheses,
(5.8)
∫
P
hs(AX A) etr (−A−1)µ(dA) = cshs(X).
The identity (5.8) follows from the uniqueness property of spherical functions on P with
a given set of eigenvalues [31, Proposition 1.2.4]. It also yields the boundary condition
limX→0 Bs(X) = cs, using hs(cX) = cdhs(X), where d =
∑
k ksk .
The law of the Brownian motion with drift hs is invariant under the action of O(n) and
also, by the homogeneity property of hs, invariant under multiplication by a scalar. The
latter property, combined with (5.7), yields the following identity in law:
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Proposition 5.2. Let Y be a Brownian motion with drift hs started at X . Assume s ∈ Rn is
such (5.6) holds and
∫ ∞
0
trYs ds < ∞ almost surely. Then∫ ∞
0
trYs ds
law
= tr (AX),
where A is distributed according to the probability measure
νs(dA) = c−1s hs(X)−1hs(AX A) etr (−A−1)µ(dA).
Returning to the general setting, let us define
(Pϕ f )(X) = β(X)−1
∫
P
ϕ(AX A)p(X, A) f (X, A)µ(dA),
J(β) = β(X)−1 ◦ (J − λ) ◦ β(X),
M(ϕ) = ϕ(Y)−1 ◦ (M − λ) ◦ ϕ(Y ) = ∆(ϕ)
Y
+ tr (Y∂A).
As before, with the change of variables Y = AX A, we can also write
M(ϕ) = ∆(ϕ)
X
− 2 tr (X AX∂X ) + tr (AX A∂A).
Then (5.1) extends to:
(5.9) J(β) ◦ Pϕ = Pϕ ◦ M(ϕ).
This intertwining relation has a probabilistic interpretation,as follows. Let ρbe a probability
measure on P and define a probability measure on P × P by
σ(dX, dA) = ρ(dX)γX (dA),
where
γX (dA) = β(X)−1ϕ(AX A)p(X, A)µ(dA).
Suppose that ϕ is such that the martingale problems associated with (J(β), ρ) and (M(ϕ), σ)
are well-posed, and that (Xt, At ) is a diffusion process with infinitesimal generator M(ϕ)
and initial law σ. Then, with respect to its own filtration, Xt is a diffusion with generator
J(β) and initial distribution ρ; moreover, the conditional law of At , given Xs, s ≤ t, only
depends on Xt and is given by γXt (dA).
These conditions certainly hold when ϕ(X) = |X |ν/2, for any ν ∈ R, in which case we
obtain the following generalisation of [27, Proposition 23]. Define βν(X) = |X |ν/2Bν(X).
Theorem 5.3. Let Yt, t ≥ 0 be a Brownian motion in P with drift ν/2 started at I , and
let At =
∫ t
0
Ysds. Fix X0 ∈ P, choose A˜0 at random, independent of Y , according to the
distribution γX0 (dA), and define
Y˜t = A˜0X
1/2
0
YtX
1/2
0
A˜0, A˜t = A˜0 +
∫ t
0
Y˜s ds.
Then Xt = A˜
−1
t Y˜t A˜
−1
t , t ≥ 0 is a diffusion in P with infinitesimal generator
Lν = ∆X + 2 tr (ϑX ln βν(X) ϑX ),
started at X0. In particular, as a degenerate case, the process A
−1
t Yt A
−1
t , t > 0 is a diffusion
in P with infinitesimal generator Lν .
Proof. The relevantmartingale problems arewell posed, as shown inAppendixA (Example
5), so the first claim follows from the theory ofMarkov functions [16, 17], as outlined above.
For the second, we can let X0 = mI and consider the limit as m → ∞. By Lemma 2.1,
m1/2 A˜0 → I in probability, as required. 
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The second statement was proved, under the condition 2|ν | > n − 1, by Rider and
Valkó [27], where it was anticipated that this condition was an artefact of their method of
proof and not actually necessary for the conclusion to hold. Related results in the complex
setting have been obtained by Bougerol [6]. In the case n = 1, the above theorem is due to
Matsumoto and Yor [18], see also Baudoin [2]. We note that, as observed in [27], the law
of the process with generator Lν is invariant under a change of sign of the underlying drift
ν, as a consequence of the symmetry βν = β−ν , cf. (2.13).
More generally, if ϕ is such that, as X−1 → 0, themeasure γX (dA) is concentrated around
AX A = I , and the relevant martingale problems are well-posed, then the corresponding
statement should hold: if Yt is a Brownian motion in P with drift ϕ and At =
∫ t
0
Ysds, then
A−1t Yt A
−1
t , t > 0 is a diffusion in P with infinitesimal generator J(β).
6. Two particles with one-sided interaction and a ‘reflecting wall’
Let ν ∈ R, and define
RQ = ∆
(ν/2)
Q
+ tr ∂Q, N = RQ + ∆
(−ν/2)
X
+ 2 tr (Q∂X).
We first note that R is self-adjoint with respect to the measure
(6.1) π(dQ) = |Q |ν etr (−Q−1)µ(dQ).
Define
SX = ∆
(−ν/2)
X
− tr X−1, C f (X) =
∫
P
etr (−QX−1) f (X,Q)π(dQ).
Then RQ etr (−QX−1) = SX etr (−QX−1), which implies S ◦ C = C ◦ N .
Now suppose ρ is a positive eigenfunction of R with eigenvalue λ such that
γ(X) =
∫
P
ρ(Q) etr (−QX−1)π(dQ) < ∞.
Then γ is a positive eigenfunction of S with eigenvalue λ. Define
R(ρ) = ρ(Q)−1 ◦ (R − λ) ◦ ρ(Q), N (ρ) = ρ(Q)−1 ◦ (N − λ) ◦ ρ(Q),
(Cρ f )(X) = γ(X)−1
∫
P
ρ(Q) etr (−QX−1) f (X,Q)π(dQ).
Then the above intertwining relation extends to
S(γ) ◦ Cρ = Cρ ◦ N (ρ).
For example, if ρ = 1, then γ(X) = Bν(X−1). We note that S is related to the J of the
previous section, via SX = J
(ϕ)
Y
, where Y = X−1 and ϕ(Y ) = |Y |ν/2.
These intertwining relations (and probabilistic interpretations) extend the following
known relation between reflecting Brownian motion and the three-dimensional Bessel
process: for appropriate initial conditions, a Brownian motion, reflected off a [Brownian
motion reflected at zero], is a three-dimensional Bessel process ([8], [1, Prop. 3.5]).
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7. Whittaker functions and related processes
7.1. Whittaker functions of several matrix arguments. For X = (X1, . . . , XN ) ∈ PN
and ν ∈ C, we define
eν(X) =
N∏
i=1
eν(Xi)
and, for X = (X1, . . . , XN ) ∈ PN and λ ∈ CN ,
eλ(X) =
N∏
i=1
eλi (Xi).
For N ≥ 1, we define the product measure
µN (dX) = µ(dX1) . . . µ(dXN ).
Let T = P × P2 × · · · × PN and, for X ∈ PN , denote by T (X) the set of Y =
(Y1, . . . ,Y N ) ∈ T such that Y N = X . For Y ∈ T , define
(7.1) F (Y) =
∑
1≤i≤m<N
tr [Ymi (Ym+1i )−1] + tr [Ym+1i+1 (Ymi )−1].
For Y ∈ T and λ ∈ CN , define
eλ(Y ) = eλ1 (Y1)
∏
2≤m≤N
eλm (Ym) e−λm (Ym−1).
Proposition 7.1. For X ∈ PN and λ ∈ CN , the integral
ψλ(X) =
∫
T(X)
eλ(Y )e−F(Y)
∏
1≤m<N
µm(dYm)
converges.
The proof is given in Appendix B.3. We note that, when N = 2,
ψλ(X) = eλ2(X)Kn(λ1 − λ2 | X−11 , X2).
The following properties are straightforward to verify from the definition.
Proposition 7.2. Let X ∈ PN , a ∈ GL(n), λ ∈ CN , ν ∈ C and write λ′
i
= λi + ν and
X ′ = (X−1
N
, . . . , X−1
1
). Then
ψλ(X1[a], . . . , XN [a]) = |ata|
∑
i λiψλ(X),
ψλ′(X) = eν(X)ψλ(X), ψλ(X) = ψ−λ(X ′).
We also anticipate that ψλ(X) is symmetric in the parameters λ1, . . . , λN ; in the case
N = 2, this symmetry holds and follows from (2.13).
7.2. Interpretation as eigenfunctions. Consider the differential operator
(7.2) H(N) =
N∑
i=1
∆Xi − V(X), V(X) = 2
N−1∑
i=1
tr (X−1i Xi+1).
This is a quantisation of the N-particle non-Abelian Toda chain on P.
For ν ∈ C and (X,Y ) ∈ PN × PN−1 define
Q
(N)
ν (X,Y) = eν(X) e−ν(Y) etr
(
−
N−1∑
i=1
(YiX−1i + Xi+1Y−1i )
)
.
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We identify Q
(N)
ν with the integral operator defined, for appropriate f , by
Q
(N)
ν f (X) =
∫
PN−1
Q
(N)
ν (X,Y ) f (Y) µN−1(dY).
Note that, for λ ∈ CN ,
(7.3) ψ
(N)
λ
= Q
(N)
λN
ψ
(N−1)
λ1,...,λN−1, ψ
(1)
λ
(X) = |X |λ.
It is straightforward to show that
(H(N)
X
− nν2) Q(N)ν (X,Y) = H(N−1)Y Q
(N)
ν (X,Y ),
with the convention H(1) = ∆. It follows that, on a suitable domain,
(7.4) (H(N) − nν2) ◦ Q(N)ν = Q(N)ν ◦ H(N−1).
For λ ∈ CN , set
(7.5) Hλ = H
(N) −
N∑
i=1
nλ2i .
The intertwining relation (7.4) implies that, for any λ ∈ CN ,
(7.6) Hλψλ = 0.
The integral representation of Proposition 7.1 is a generalisation of the Givental-type
formula obtained in [13] for the eigenfunctions of the quantum Toda lattice, also known as
GL(n)-Whittaker functions. We remark that a slightly richer family of eigenfunctions of
H(N) can be obtained by taking ψ(1)
λ
to be an arbitrary eigenfunction of ∆ in the recursive
definition (7.3), provided the corresponding integrals converge.
7.3. Feynman-Kac interpretation. Define Brownian motion in PN with drift λ ∈ RN to
be the diffusion process in PN with infinitesimal generator
∆λ =
N∑
i=1
∆
(λi )
Xi
.
We begin with a lemma.
Lemma 7.3. letY be a Brownian motion in P2 with drift λ started at X , with ν = λ1−λ2 >
(n − 1)/2. Then ∫ ∞
0
tr [Y1(t)−1Y2(t)]dt law= tr (AW−1),
where A = X
−1/2
1
X2X
−1/2
1
and W is a Wishart random matrix with parameters I and 2ν.
The proof is given in Appendix B.4. Now let Y (t), t ≥ 0 be a Brownian motion in PN
with drift λ ∈ RN started at X . Suppose that λi − λj > (n − 1)/2 for all i < j, and define
ϕλ(X) = E exp
(
−2
N−1∑
i=1
∫ ∞
0
tr [Yi(t)−1Yi+1(t)]dt
)
.
Proposition 7.4. Suppose that λi − λj > (n − 1)/2 for all i < j. Then
ψλ(X) =
∏
i< j
Γn(λi − λj ) eλ(X)ϕλ(X).
Moreover, under these hypotheses, ψλ(X) is the unique solution to (7.6), up to a constant
factor, such that e−λ(X)ψλ(X) is bounded.
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Proof. Define
ϕλ(X) = E exp
(
−2
N−1∑
i=1
∫ ∞
0
tr [Yi(t)−1Yi+1(t)]dt
)
.
It follows from Lemma 7.3 that
lim
V (X)→0
ϕλ(X) = 1.
By Feynman-Kac, (∆λ−V)ϕλ = 0, hence fλ = eλϕλ satisfies the eigenvalue equation (7.6).
A standard martingale argument (as in the proof of 5.1) then shows that fλ is the unique
solution to (7.6) such that e−λ fλ is bounded and
lim
X→+∞
e−λ(X) fλ(X) = 1.
It therefore suffices to show that e−λψλ is bounded and
lim
V (X)→0
e−λ(X)ψλ(X) =
∏
i< j
Γn(λi − λj ).
We prove these statements by induction on N , using the recursion (7.3).
For N = 1, the claim holds since ψλ(X) = eλ(X) in this case. For N ≥ 2, we have
ψ
(N)
λ
(X) =
∫
PN−1
Q
(N)
λN
(X,Y )ψ(N−1)
λ1,...,λN−1 (Y)µN−1(dY),
where
Q
(N)
ν (X,Y) = eν(X) e−ν(Y) etr
(
−
N−1∑
i=1
(YiX−1i + Xi+1Y−1i )
)
.
Let us write
g
(N)
λ
(X) = e−λ(X)ψ(N)λ (X)
and
Rλ(Y) = eλ1−λN ,...,λN−1−λN (Y) etr
(
−
N−1∑
i=1
(
Yi + AiY
−1
i
))
,
where Ai = X
−1/2
i
Xi+1X
−1/2
i
. Changing variables from Yi to X
−1/2
i
YiX
−1/2
i
, we can write
g
(N)
λ
(X) =
∫
PN−1
Rλ(Y)g(N−1)λ1,...,λN−1 (Y
′)µN−1(dY ),
where Y ′
i
= X
1/2
i
YiX
1/2
i
. By induction on N , we see immediately that
g
(N)
λ
(X) ≤
∏
i< j
Γr (λi − λj ).
Here we are using
Rλ(Y) ≤ eλ1−λN ,...,λN−1−λN (Y) etr
(
−
N−1∑
i=1
Yi
)
,
which implies ∫
PN−1
Rλ(Y )µN−1(dY) ≤
N−1∏
i=1
Γn(λi − λN ).
Now observe that, for each Y ∈ PN−1, if V(X) → 0 then V (N−1)(Y ′) → 0. Thus the claim
follows, again by induction, using the dominated convergence theorem. 
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In the scalar case n = 1, the above proposition is a special case of [3, Proposition 5.1],
see also [22, Corollary 3].
7.4. Whittaker measures on PN . The following generalises an integral identity due to
Stade [30]. The proof is straightforward, by induction, using (7.3).
Proposition 7.5. Let s ∈ Cn, A ∈ P and λ, ν ∈ CN . Set a = ∑i(λi + νi). Then∫
PN
ps(X1)e−tr (A−1X1)ψλ(X)ψν(X)µN (dX) = Γn(s + aer )
Γn(a) ps+aen (A)
∏
i, j
Γn(λi + νj).
In particular, if λ, ν ∈ RN satisfy λi + νj > (n − 1)/2 for all i, j, then
Ωλ,ν(dX) =
∏
i, j
Γn(λi + νj)−1e−tr (X1)ψλ(X)ψν(X)µN (dX)
defines a probability measure on PN , which generalises the Whittaker measures of [9, 24].
7.5. Triangular processes. Consider the differential operator on T defined for λ ∈ CN by
(7.7) Gλ =
∑
1≤i≤m≤N
∆
(λi )
Ym
i
+ 2 tr [(ǫimYm−1i (Ymi )−1 − ǫ1iYmi (Ym−1i−1 )−1)ϑYmi ],
where ǫij = 1 − δij . Define a kernel from PN to T by
Σλ(X, dY ) = δX (dYN )eλ(Y)e−F(Y)
∏
1≤m<N
µm(dYm),
and note that
ψλ(X) =
∫
T
Σλ(X, dY).
Then the following intertwining relation holds:
(7.8) Hλ ◦ Σλ = Σλ ◦ Gλ.
This extends (7.4) and is readily verified by induction. Define
(7.9) Lλ = ψλ(X)−1 ◦ Hλ ◦ ψλ(X).
It is shown in Appendix (Example 6) that, for any λ ∈ RN , the martingale problems
associated with Gλ and Lλ are well posed, for any initial conditions. We thus deduce from
the intertwining relation (7.8) the following theorem.
Theorem 7.6. Let λ ∈ RN and X ∈ PN , and suppose that Y(t), t ≥ 0 is a diffusion in T
with generator Gλ and initial law
σλ(X, dY) = ψλ(X)−1Σλ(X, dY ).
Then YN (t), t ≥ 0 is a diffusion in PN with generator Lλ. Moreover, for each t ≥ 0, the
conditional law of Y(t), given Y N (s), s ≤ t, is σλ(YN (t), dY ).
We note that Gλ contains the autonomous
Tλ = ∆λ + 2
N∑
i=2
tr [Xi−1∂Xi ], T ′λ = ∆λ − 2
N∑
i=2
tr [XiX−1i−1ϑXi ].
These are the diffusions with one-sided interactions discussed in Section 3. It follows from
the above theorem that, if X(t), t ≥ 0 is a diffusion inPN with generatorTλ (respectivelyT ′λ),
with appropriate initial conditions, then XN (t), t ≥ 0 is distributed as the first (respectively
last) coordinate of a diffusion in PN with generator Lλ.
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8. The non-Abelian Toda chain
The non-Abelian Toda chain is a Hamiltonian system which describes the evolution
of a system of particles X1, . . . , XN in the space of invertible n × n matrices. Writing
Ai = X
−1
i
Xi+1 and Bi = X
−1
i
ÛXi , the equations of motion are
ÛAi = AiBi+1 − BiAi, ÛBi = Ai−1 − Ai .
Equivalently, we can write
ÛXi = Pi, ÛPi = PiX−1i Pi + XiX−1i−1Xi − Xi+1.
In these (X, P) coordinates, the space PN × SN is stable under the dynamics, where S
denotes the set of real symmetric n × n matrices. The system therefore admits a natural
quantisation in this space, with Hamiltonian (7.2). The diffusionwith generatorGλ, defined
by (7.7) with λ ∈ RN , is in fact a stochastic version of a series of Bäcklund transformations
between non-Abelian Toda chains with different numbers of particles.
We illustrate this here in the case N = 2. Writing B1 = X
−1
1
ÛX1, B2 = X−12 ÛX2, and
A = X−1
1
X2, the equations of motion are
(8.1) ÛA = AB2 − B1A, ÛB1 = −A, ÛB2 = A.
There are two constants of motion, namely L1 = B1 + B2 and L2 = B1B2 + A.
Consider the following coupled system of ODE’s:
X−1
1
ÛX1 = X−11 Y + ν, X−12 ÛX2 = −Y−1X2 + ν, Y−1 ÛY = X−11 Y − Y−1X2 + ν.
Let us write B1 = X
−1
1
ÛX1, B2 = X−12 ÛX2, A = X−11 X2 and C = Y−1 ÛY . Suppose that, initially,
ν commutes with B1 and B2. Then this property persists, B1, B2 and A satisfy (8.1), and
ÛC = 0. Moreover, setting C = λ, we have B1 + B2 = λ + ν and B1B2 + A = νλ. Note that,
under these hypotheses, it must hold that the parameters λ and ν commute.
This defines a Bäcklund transformation between the two-particle and one-particle non-
Abelian Toda chains. In the case ν = 0, it can be seen as a simple degeneration of the
auto-Bäcklund transformation for the semi-infinite non-Abelian Toda chain described in
the paper [26]. It enables one to construct solutions for the two-particle system, as follows.
Denote by Λλ,ν the set of invertible matrices X1, X2,Y which satisfy
[ν, X−1
1
Y ] = [ν,Y−1X2] = 0,
together with the (generalised) algebraic Riccati equation
(8.2) ν + X−1
1
Y = λ + Y−1X2.
Then, assuming λ, ν are such that it is non-empty, the set Λλ,ν is stable under the evolution
(8.3) ÛX1 = Y + X1ν, ÛX2 = −X2Y−1X2 + X2ν, ÛY = Yλ,
under which X is a realisation of the non-Abelian Toda flow with parameters λ, ν.
If λ and ν are real numbers, then it follows from the theory of Riccati equations (see,
for example, [32, Theorem 4.1]) that, for any initial condition X(0) ∈ P2, there is a unique
solution Y (0) ∈ P to (8.2).
If B1 + B2 = λ + ν = 0 then, writing B = B2, we have A = B
2 − λ2 and the equations of
motion reduce to the ‘rank-one’ system
ÛA = AB + BA, ÛB = A.
Finally we note that, for λ and ν real, the diffusion with generator Gλ,ν/2, where
Gλ,ν = ∆
(λ)
Y
+ ∆
(ν)
X1
+ 2 tr (Y∂X1) + ∆(ν)X2 − 2 tr (X2Y
−1X2∂X2)
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(as defined by (7.7), in the case N = 2) has precisely the evolution (8.3), with additional
noise, in the space P2 × P.
These observations extend naturally to the N-particle case, in a recursive fashion, just
as in the scalar (n = 1) setting [21, 23].
9. A related class of processes
Let G be a right-invariant Brownian motion in GL(n), satisfying ∂G = ∂βG, where β
is a Brownian motion in gl(n,R) with each entry having infinitesimal variance 1/2. Then
Y = GtG is a Brownian motion in P. As the evolution of Y is governed by ∆, its law is
invariant under the action of GL(n) on P.
Norris, Rogers andWilliams [19] consider the closely relatedMarkov process X = GGt .
This process has the same eigenvalues as Y , but its eigenvectors behave quite differently.
It satisfies ∂X = ∂β X + X ∂βt , from which the Markov property is evident, and one may
compute its infinitesimal generator:
ΩX =
1
2
tr (ϑXϑ′X + ϑ′XϑX ) = tr (X2∂2X) +
1
2
tr ϑX +
1
2
tr (X) tr ∂X .
The differential operator Ω is easily seen to be O(n)-invariant, but not GL(n)-invariant.
Nevertheless, it bears many similarities to the Laplacian. For example, it agrees with
the Laplacian when applied to radial functions on P, is self-adjoint with respect to µ,
and is invariant under the change of variables Y = X−1. If k(X,Y ) = etr (−Y X−1), then
ΩXk = ΩY k. An important difference is the associated product rule, cf. (2.6):
(9.1) Ω( f g) = (Ω f )g + f (Ωg) + tr [X2(∂X f )(∂Xg)] + tr [X2(∂Xg)(∂X f )].
Many of the diffusions we have considered have natural analogues in which the underly-
ing motion of particles is governed byΩ rather than ∆. Let G be a right-invariant Brownian
motion in GL(n)with drift ν/2, started at the identity. ThenY = GtG is a Brownian motion
in P with drift ν/2, and X = GGt is a diffusion in P with generator
Ω
(ν/2)
X
= ΩX + ν tr ϑX .
We note that this is the Doob transform of ΩX via the positive eigenfunction |X |ν/2.
Consider the process in P defined by Q = G(Q0 + A)Gt , where At =
∫ t
0
Y−1s ds and Q0
is independent of G. This is a diffusion in P with infinitesimal generator
R = Ω(ν/2)
X
+ tr ∂Q.
This process (with a different normalisation) was studied in [27], where it was observed
thatR is self-adjoint with respect to the measure (6.1), as in the case of a Brownian particle.
For several particles with one-sided interactions, the interactions need to be modified on
account of the product rule (9.1). For example, we may consider
T = Ω(λ)
Y
+ΩX + tr [(XY X−1 + X−1Y X)∂X].
Assume 2λ > n − 1. Then Ω(λ) ◦ Kλ = Kλ ◦ T , where (Kλ f )(X) =
∫
P f (X,Y )Πλ(X, dY )
and Πλ is defined by (3.4). Assuming the associated martingale problem is well posed, this
yields the following analogue of the ‘Burke’ Theorem 3.1: if (Xt,Yt ) be a diffusion in P2
with generator T and initial law δX0(dX)Πλ(X, dY) then, with respect to its own filtration,
Xt is a diffusion in P with generator Ω(λ)X , started at X0; moreover, the conditional law of
Yt , given Xs, s ≤ t, only depends on Xt and is given by Πλ(Xt, dY).
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Appendix A. Well-posedness of martingale problems
In all of the examples we consider, we have generators of the form
L =
r∑
i=1
[∆Xi + tr (bi(X)ϑXi )],
where the bi are locally Lipschitz functions on Pr . The corresponding SDE therefore
admits a unique strong solution, for any given initial condition, up to an explosion time τ.
If τ = ∞ almost surely, then the correspondingmartingale problem is well-posed. To show
that τ = ∞ almost surely, it suffices to find a positive function U and constant c such that
U(X) → ∞ as X → ∂PN and LU ≤ cU. Such a functionU is called a Lyapunov function.
In the following, we exhibit Lyapunov functions for some of the generators considered
in the previous sections.
Example 1. Suppose ϕ = ps for some s ∈ Rn and
L = ∆
(ϕ)
X
= ϕ(X)−1 ◦ (∆X − λ2(s)) ◦ ϕ(X) = ∆X + 2 tr (ϑX ln ϕ(X) ϑX ).
If we let
U(X) = |X | + |X |−1,
then
LU ≤ [4n + 8δ]U, δ =

n∑
i=1
(si + · · · + sn)
 .
We note that, since |X[k]| = |X | for all k ∈ O(n), the same Lyapunov function works for
ϕ = hs or ϕ = ps,k .
Example 2. In Section 3, we encounter
T = ∆Y + ∆X + 2 tr (Y∂X).
Let
(A.1) V(X,Y ) = tr (Y X−1) − ln |Y X−1 |.
Note that V is positive, since X−1/2Y X−1/2 ∈ P and ex > x.
We compute
∆XV = ∆YV =
n + 1
2
tr (Y X−1)
and
tr (Y∂X)V = tr (Y X−1) − tr (Y X−1Y X−1).
For the first identity we have used (2.4) and (2.10), and for the second we have used (2.3)
and (2.9). It follows that
TV ≤ (n + 3) tr (Y X−1).
Now, using X−1/2Y X−1/2 ∈ P and ex > 2x, it holds that
(A.2) tr (Y X−1) ≤ 2V,
and so TV ≤ 2(n + 3)V . For the Lyapunov function we can now take
U = |Y | + |Y |−1 + V .
Noting that
∆Y (|Y | + |Y |−1) = n(|Y | + |Y |−1),
we obtain TU ≤ 2(n + 3)U, as required.
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One may also consider the same process with drifts:
T ′ = ∆(λ)
Y
+ ∆
(ν)
X
+ 2 tr (Y∂X).
In this case, if we defineU ′ = U+d/c, where d = 2(ν−λ)+n and c = 2(n+3)+4n(|λ |+ |ν |),
then it holds that T ′U ′ ≤ cU ′.
Example 3. For
G = ∆
(λ)
Y
+ ∆
(ν)
X1
+ 2 tr (Y∂X1) + ∆(ν)X2 − 2 tr (X2Y
−1X2∂X2),
we let U = |Y | + |Y |−1 + V ′, where
V ′(X1, X2,Y ) = V(X1,Y) + V(Y, X2) = tr (Y X−11 ) + tr (X2Y−1) − ln |X−11 X2 |,
with V defined by (A.1). Then it holds that
GV ′ ≤ (2n + 6 + 4(|λ | + |ν |))V ′,
and hence
(A.3) GU ≤ (2n + 6 + 4(|λ | + |ν |))U.
Example 4. Consider
L = ψ
(2)
λ,ν
(X)−1Hλ,νψ(2)λ,ν(X),
where
Hλ,ν = ∆X1 + ∆X2 − 2 tr (X−11 X2) − nλ2 − nν2.
Let G and U be as in the previous example. From (7.4), we have the intertwining
Hλ,ν ◦Q(2)λ,ν = Q
(2)
λ,ν
◦ G.
Together with (A.3), this implies that
LU˜ ≤ (2n + 6 + 4(|λ | + |ν |))U˜,
where
U˜(X) = ψ(2)
λ,ν
(X)−1Q(2)
λ,ν
U(X).
By Lemma B.1,
2U(X,Y) ≤ 2|Y | + 2|Y |−1 + tr X−2
1
+ tr X2
2
+ trY2 + trY−2 − 2 ln |X−1
1
X2 |.
Together with Lemma B.3, this implies that U˜(X) < ∞ for all X ∈ P2. Finally, by Fatou’s
lemma, U˜(X) → ∞ as X → ∂P2, as required.
Example 5. In Section 5, especially Theorem 5.3, we encounter
Mν = ∆
(ν/2)
Y
+ tr (Y∂A), Lν = ∆X + 2 tr (ϑX ln βν(X) ϑX ).
Recall that Lν = J
(βν ) = βν(X)−1 ◦ (J − λ) ◦ βν(X), where J = ∆X − tr X , βν(X) =
|X |ν/2Bν(X) and λ = nν2/4.
For the first process, we can take
U(Y, A) = trY + trY−1 + tr A + tr A−1.
Then it holds that MνU ≤ cU, where c = (n + |ν | + 3)/2. It follows, using the intertwining
relation (5.9) together with Fatou’s lemma (as in the previous example), that U˜ = PνU is a
Lyapunov function for the generator Lν , where
(Pν f )(X) = Bν(X)−1
∫
P
|A|ν etr (−AX − A−1) f (X, A)µ(dA).
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Note that, by Lemma B.1,
2U(AX A, A) ≤ tr A4 + tr X2 + tr A−4 + tr X−2 + tr A + tr A−1,
which together with Lemma B.3 implies
U˜(X) = Bν(X)−1
∫
P
|A|ν etr (−AX − A−1)U(AX A, A)µ(dA) < ∞.
When applying Fatou’s lemma,we note that, for fixed A ∈ P, X → ∂P ⇐⇒ AX A → ∂P.
Example 6. Here we consider the generators Gλ and Lλ defined by (7.7) and (7.9), respec-
tively, with λ ∈ RN . We follow the same approach as in Examples 3 and 4 above, which
treat the case N = 2. If U is a Lyapunov function for Gλ with ΣλU < ∞, then, by the
intertwining relation (7.8), U˜(X) = ψλ(X)−1ΣλU(X) is a Lyapunov function for Lλ.
Consider the directed graph with vertices {(i, m) : 1 ≤ i ≤ m ≤ N}, and edges
(i,m) → (i,m + 1), 1 ≤ i ≤ m < N, (i, m) → (i − 1,m − 1), 1 < i ≤ m ≤ N .
Let us simplify notation and write, for a = (i, m), Ya = Ymi , ∂a = ∂Ya , ϑa = ϑYa , ∆a = ∆Ya ,
etc. We will also write νa = λm, for a = (i, m). Finally, for a = (i, m) denote a′ = (i, m − 1)
and a′′ = (i − 1,m − 1), whenever these neighbouring vertices exist. Then we can write
Gλ =
∑
a
[∆(νa )a + δa], δa = 2 tr (Ya′∂a) − 2 tr (YaY−1a′′ ϑa).
Herewe adopt the convention that the term involving a′ is defined to be zerowhen a = (m,m)
and similarly the term involving a′′ is defined to be zero when a = (1,m).
Let
U(Y) = |Y1
1
| + |Y1
1
|−1 +
∑
a<b
Uab,
where
Uab = tr (YaY−1b ) − ln |YaY−1b |,
and the sum is over all pairs of distinct vertices a, b such that there is a directed path starting
at a and ending at b. We first note that
∆Y1
1
(|Y1
1
| + |Y1
1
|−1) = n(|Y1
1
| + |Y1
1
|−1),
and for each pair a < b, using (2.4) and (A.2),
∆aUab = ∆bUab =
n + 1
2
tr (YaY−1b ) ≤ (n + 1)Uab.
Hence ∑
a
∆aU ≤ 2(n + 1)U.
We also have, using (2.3) and (2.9), respectively,
(2νa tr ϑa + 2νb tr ϑb)Uab = 2(νa − νb) tr (YaY−1b ) + 2(νb − νa)n
≤ 2(νa − νb)+Uab + 2(νb − νa)+n,
and
2λ1 tr ϑY1
1
(|Y1
1
| + |Y1
1
|−1) ≤ 2|λ1 |n(|Y11 | + |Y11 |−1).
Combining these gives ∑
a
∆
(νa )
a U ≤ cU + d,
where c = 2(n + 1) + 2|λ1 |n + 4maxa<b(νa − νb)+ and d = 2n
∑
a<b(νb − νa)+.
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Finally, we note that
δaUab ≤ 2 tr (Ya′Y−1b ) + 2 tr2 tr (YaY−1a′′ ) ≤ 4(Ua′b +Uaa′′),
and
δbUab ≤ 2 tr (YaY−1b′′ ) + 2 tr 2 tr (Yb′Y−1b ) ≤ 4(Uab′′ +Ub′b),
hence ∑
a
δaU ≤ 4
∑
a<b
(Ua′b +Uaa′′ +Uab′′ +Ub′b) ≤ 2(N + 2)(N − 1)U.
We thus obtain a Lyapunov function U ′ = U + d/c′ for Gλ with GλU ′ ≤ c′U ′ and
c′ = c+ 2(N + 2)(N − 1). It remains to show that ΣλU ′ < ∞. This is straightforward, using
2 tr (YaY−1b ) ≤ trY2a + trY−2b , and proceeding as in the proof of Proposition 7.1.
Appendix B.
B.1. Matrix inequalities.
Lemma B.1. For A, B,C ∈ P, we have
tr A2B + trC2B−1 ≥ 2tr AC.
Proof. Let X = B1/2A − B−1/2C. Then
X t X = ABA + CB−1C − CA − AC,
and tr X t X ≥ 0 implies the result. 
Note that this implies, for A, B,C ∈ P,
tr AB−1 + tr BC−1 ≥ 2tr (A1/2C−1/2).
Also, taking B = C, this becomes
tr AB−1 ≥ 2tr (A1/2B−1/2) − r,
and we note that iterating this gives
tr AB−1 ≥ 2ktr (A1/2k B−1/2k ) − r(2k − 1).
Lemma B.2. For A1, . . . , Am ∈ P, there exist constants α, c > 0 and d ≥ 0 (depending
only on m) such that
tr A1A
−1
2
+ tr A2A
−1
3
+ · · · + tr Am−1A−1m ≥ ctr (Aα1 A−αm ) − d.
Proof. From the above lemma,
tr A1A
−1
2
+ tr A2A
−1
3
≥ 2tr (A1/2
1
A
−1/2
3
)
and
tr A3A
−1
4
+ tr A4A
−1
5
≥ 2tr (A1/2
3
A
−1/2
5
).
Summing these and applying the lemma again gives
tr A1A
−1
2
+ · · · + tr A4A−15 ≥ 4tr (A1/41 A−1/45 ).
Continuing this procedure implies the statement for m odd, in which case we can take
c = 2(m−1)/2, α = 1/c and d = 0. For m even, we bound the last term in the sum by
tr Am−1A−1m ≥ 2ktr (A1/2
k
m−1 A
−1/2k
m ) − r(2k − 1)
with k = (m−2)/2, and then applying the lemma again implies the statement with c = 2m/2,
α = 1/c and d = n(2k − 1).

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B.2. Convergence lemma.
Lemma B.3. For any V,W ∈ P, ν, p ∈ C and α > 0, the integrals
I1 =
∫
P
eν(Y) trY p etr (−VYα −WY−α)µ(dY),
and
I2 =
∫
P
eν(Y) ln |Y | etr (−VYα −WY−α)µ(dY)
are convergent.
Proof. Without loss of generality we can assume that ν, p ∈ R. If κ is the smallest among
the set of eigenvalues of V and W , then
|I1 | ≤
∫
P
eν(Y) trY p etr (−κ[Yα + Y−α])µ(dY),
and
|I2 | ≤
∫
P
eν(Y)| ln |Y | | etr (−κ[Yα + Y−α])µ(dY).
These integrals are easily seen to be finite using (2.7) (and in fact can be expressed as
Pfaffians using de Bruijn’s formula). 
B.3. Proof of Proposition 7.1. First note that, without loss of generality, we can assume
λ ∈ RN . For each 1 ≤ i < j ≤ N , define
Fij (Y ) = 1
N − 1
N−1∑
m=N+i−j
tr [Ymi (Ym+1i )−1] + Ym+1j+m−N+1(Ymj+m−N )−1],
and observe that ∑
1≤i< j≤N
Fij (Y ) ≤ F (Y ).
By Lemma B.2, there exist constants α, c, d > 0 such that
Fij (Y ) ≥ c tr [Xαj (Y N+i−ji )−α + (Y
N+i−j
i
)αX−1i ] − d.
It follows that
ψλ(X) ≤
∏
1≤i< j≤N
Rij (Xi, Xj ),
where
Rij (Xi, Xj ) = ed
∫
P
eλN+i− j−λN+i− j+1 (Z) etr
(
−c[Xαj Z−α + ZαX−αi ]
)
µ(dZ).
These integrals converge by Lemma B.3.
B.4. Proof of Lemma 7.3. This follows from the matrix Dufresne identity [27, Theorem
1], together with the fact that the eigenvalue process ofY1(t)−1/2Y2(t)Y1(t)−1/2 has the same
law as that of a Brownian motion in P with generator 2∆− 2ν trϑX started at A. The latter
can be seen as follows. Consider a realisation of the processY defined byYi = G
t
i
Gi, where
Gi are independent, right-invariant Brownian motions on GL(n,R), with respective drifts
λi. Then the eigenvalues of Y1(t)−1/2Y2(t)Y1(t)−1/2 are the same as those of NN t , where
N = G2G
−1
1
. The process NN t is easily seen to be Markovian with infinitesimal generator
∆
(−λ1)
X
+ Ω
(λ2)
X
, where Ω
(λ2)
X
denotes the generator of G2G
t
2
. As far as the eigenvalues are
concerned, we can replace Ω
(λ2)
X
by ∆
(λ2)
X
using orthogonal invariance, as required.
24
References
[1] T. Assiotis, N. O’Connell and J. Warren. Interlacing diffusions. Séminaire de Probabilités L, Springer, 2019.
[2] F. Baudoin. Further exponential generalization of Pitman’s 2M − X theorem. Electron. Comm. Probab. 7
(2002) 37–46.
[3] F. Baudoin and N. O’Connell. Exponential functionals of Brownian motion and class-one Whittaker func-
tions. Ann. Inst. H. Poincaré – Probab. Statist. 47 (2011) 1096–1120.
[4] A. Borodin and I. Corwin. Macdonald processes. Probab. Theory Related Fields 158 (2014) 225–400.
[5] A. Borodin, I. Corwin and P. Ferrari. Free energy fluctuations for directed polymers in random media in
1 + 1 dimension. Comm. Pure Appl. Math. 67 (2014) 1129–1214.
[6] Ph. Bougerol. The Matsumoto and Yor process and infinite dimensional hyperbolic space. In: In Memoriam
Marc Yor - Séminaire de Probabilités XLVII, Springer, 2015.
[7] R. W. Butler and A. T. Wood. Laplace approximation for Bessel functions of matrix argument. J. Comput.
Appl. Math. 155 (2003) 359–382.
[8] M. Cerenzia. A path property of Dyson gaps, Plancherel measures for Sp(∞), and random surface growth.
Available from arXiv:1506.08742, (2015).
[9] I. Corwin, N. O’Connell, T. Seppäläinen and N. Zygouras. Tropical combinatorics and Whittaker functions.
Duke Math. J. 163 (2014) 513–563.
[10] D. Dufresne. The integral of geometric Brownian motion. Adv. in Appl. Probab. 33 (2001) 223–241.
[11] E. B. Dynkin. Non-negative eigenfunctions of the Laplace-Beltrami operator and Brownian motion in certain
symmetric spaces. Dokl. Akad. Nauk SSSR 141:2 (1961) 288–291.
[12] A. Grabsch. Théorie des matrices aléatoires en physique statistique: théorie quantique de la diffusion et
systèmes désordonnés. PhD thesis, Université Paris-Saclay, 2018.
[13] A. Gerasimov, S. Kharchev, D. Lebedev and S. Oblezin. On a Gauss-Givental representation of quantum
Toda chain wave equation. Int. Math. Res. Not. (2006) 1–23.
[14] C. S. Herz. Bessel Functions of Matrix Argument. Ann. Math. 61 (1955) 474–523.
[15] T. Imamura and T. Sasamoto. Determinantal structures in theO’Connell-Yor directed random polymer model.
J. Stat. Phys. 163 (2016) 675–713.
[16] T. G.Kurtz. Martingale problems for conditional distributions of Markov processes. Electron. J. Probab. 3
(1998) 1–29.
[17] T. G.Kurtz. Equivalence of Stochastic Equations and Martingale Problems. In: Stochastic Analysis 2010, D.
Crisan (ed.), Springer, 2011.
[18] H. Matsumoto and M. Yor. A version of Pitman’s 2M − X theorem for geometric Brownian motions. C. R.
Acad. Sci. Paris 328 (1999) 1067–1074.
[19] J. R. Norris, L. C. G. Rogers and D. Williams. Brownian motions of ellipsoids. Trans. Amer. Math. Soc. 294
(1986) 757–765.
[20] N. O’Connell. Directed polymers and the quantum Toda lattice. Ann. Probab. 40 (2012) 437–458.
[21] N. O’Connell. Geometric RSK and the Toda lattice. Illinois J. Math. 57 (2013) 883–918.
[22] N. O’Connell. Whittaker functions and related stochastic processes. In: Random matrices, interacting
particle systems and integrable systems, MSRI Vol. 65, 2014.
[23] N. O’Connell. Stochastic Bäcklund transformations. In: In Memoriam Marc Yor - Séminaire de Probabilités
XLVII, Springer, 2015.
[24] N. O’Connell, T. Seppäläinen and N. Zygouras. Geometric RSK correspondence, Whittaker functions and
symmetrized random polymers. Invent. Math., 197 (2014) 361–416.
[25] N. O’Connell andM. Yor. Brownian analogues of Burke’s theorem. Stoch. Process. Appl. 96 (2001) 285–304.
[26] Z. Popowicz. The generalized non-Abelian Toda lattice. Z. Phys. C – Particles and Fields 19 (1983) 79–81.
[27] B. Rider and B. Valkó. Matrix Dufresne identities. Int. Math. Res. Not. (2016) 174–218.
[28] T. Seppäläinen and B. Valkó. Bounds for scaling exponents for a 1 + 1 dimensional directed polymer in a
Brownian environment. Alea 7 (2010) 451–476.
[29] H. Spohn.KPZ scaling theory and the semidiscrete directed polymermodel. In: Randommatrices, interacting
particle systems and integrable systems, MSRI Vol. 65, 2014.
[30] E. Stade. Archimedean L-factors on GL(n) ×GL(n) and generalized Barnes integrals. Israel J. Math. 127
(2002) 201–219.
[31] A. Terras. Harmonic Analysis on Symmetric Spaces, Volume 2. Second edition, Springer 2015.
[32] W. Wonham. On a matrix Riccati equation of stochastic control. SIAM J. Control 6 (1968) 681–697.
School of Mathematics and Statistics, University College Dublin, Ireland
E-mail address: neil.oconnell@ucd.ie
