The paper is concerned with recursive methods for obtaining the stabilizing solution of coupled algebraic Riccati equations arising in the linear quadratic control for Markovian jump linear systems, by solving at each iteration uncoupled algebraic Riccati equations. It is shown that the new updates carried out at each iteration represent approximations of the original control problem by control problems with receding horizon, for which some sequences of stopping times define the terminal time. Under this approach it follows that, unlike previous results, no initialization conditions are required to guarantee the convergence of the algorithms. The methods can be ordered in terms of number of iterations to reach convergence, and comparisons with existing methods in the current literature are also presented. Moreover, we also extend and generalize current results in the literature for the existence of the mean square stabilizing solution of the coupled algebraic Riccati equations.
Introduction
In this paper we consider the linear quadratic (LQ) control problem for Markov Jump Linear Systems (MJLS) with linear system state and Markov chain state observations. In this formulation, the mode of the linear system changes according to an underlying Markov chain, and the control has complete access to the state variables. The MJLS comprise an important class of stochastic time-variant systems that have gained much evidence due to, among other things, the ability of modeling random abrupt changes occurring in a linear plant structure. Several results can be found nowadays in the current literature concerning stability and control, e.g. [1] - [4] , [6] , [8] - [11] , [13] . The concept of mean-square stability is the appropriate one for MJLS, and it has provided the analytical grounds for the study of control of these systems. Using this concept, it has been shown that the solution of the LQ-optimal control problem for MJLS can be given in terms of the solution of an interconnected set of algebraic Riccati equations (ISARE), c.f. [1] , [2] , [9] , [11] .
The main result of this paper concerns the problem of obtaining the solution for the ISARE numerically. Methods for solving the ISARE that employ recursions on some set of uncoupled standard algebraic Riccati equations, or uncoupled standard Lyapunov equations can be found in the literature, see [1] and [9] . Also, in a different approach, a LMI formulation [2] is encountered. We present in this paper a new approach for solving the ISARE using recursions of uncoupled standard algebraic Riccati equations, which generalizes and unifies previous results proved in [1] . In particular the approach adopted here shows that no initialization condition is required to guarantee convergence of the algorithms.
The novelty of our approach is based on using dynamic programming arguments applied to a sequence of finite horizon problems with receding horizon. We present two algorithms based on iterations of uncoupled algebraic Riccati equations and show how each of these algorithms are associated with truncated quadratic optimal control problems with different sequences of stopping times for defining the terminal time. As a byproduct, the analysis eliminates any requirement on the initialization of the Riccati iteration methods for convergence. Previous results state restrictions on the initial set of matrices, and new updates are only considered after the end of a cycle, see [1] . We also set up a link between the convergence of these methods and the mean square stabilizability of a MJLS, see Theorem 3.3.
We compare the methods analytically and show how they can be ordered in terms of the rate of convergence, see Theorem 3.2. Under some initialization conditions we can also show the Riccati methods will converge faster than the Lyapunov method. This apparent advantage of the former method needs confirmation, since it is important to acknowledge that the computational effort to solve a standard Riccati equation is larger than that to solve a comparable Lyapunov equation. Thus, it is not clear beforehand which method will attain the best performance in terms of the overall time for convergence. An outcome favorable to the Riccati method is verified in some examples in section 4.
In section 4, we also compare numerically these solutions with the convex method applied to the solution of the problem for MJLS. For the control problem with complete state observation and perfectly known parameters, as set here or in [2] , we confirm that a more efficient technique is provided by the recursive methods proposed here.
We also extend and generalize some current conditions for the existence of the mean square stabilizing solution for the coupled algebraic Riccati equations. By using the results established in [7] , we can replace the observability condition derived in [11] (see Proposition 2.2) by the concept of mean square detectability (see Definition 2.1 and Theorem 2.1) or by the observability of each mode of the system with real part greater than a certain value (see Theorem 2.2).
The next section presents the control problem and some preliminary results concerning new conditions for the existence of the mean square stabilizing solution of the coupled algebraic Riccati equations, and some properties of the stochastic system and the associated algebraic Riccati and Lyapunov equations employed by the iterative methods. The main results appear in section 3 in the form of two companion theorems, Theorems 3.1 and 3.2. Numerical examples are presented in section 4 to expose the results and the points discussed above, and further conclusions are collected in section 5.
Basic Definitions and Preliminary Results

Basic Definitions
We consider here the following interconnected set of algebraic Riccati equations (ISARE) in \ß 3 3oe"ßßRß ... where we set
and we assume that 0, for each ... These equations arise when one considers the HHž3oe"ßßRÞ 3 w 3 problem of minimizing the functional
where, in a probabilistic space (,,{},), the minimization is over { 0} The following result can be found in [8] , [11] and [13] . 
Conditions for Mean Square Stabilizing Solution
We shall now derive some new conditions for the existence of the mean square stabilizing solution of the ISARE. The next result is immediate from [11 theo 5] 
1). c
We shall now apply the results of [7] to derive new conditions for the existence of the mean square stabilizing solution of (2.1). where mean square stabilizable and Ë• -. Also it is easy to check that the concepts of ÐßÑÐßÑ •• TUVT mean square detectable are equivalent to the concepts of ÐÐº ¶ßÑßÑ MS-stabilizable and MSdetectable respectively in the sense defined in [7] . Therefore the above framework fits the setup considered for general LPARE defined in [7] . We can thus use Theorem 4.1 of [7] to get the desired result. uniqueness among the positive semi-definite solutions of (2.1) cannot be established in general under the conditions of Theorem 2.2. Since we will need this uniqueness throughout this paper, we shall be working with either one of the following hypothesis: H1) mean square detectable, or H2) for each , is observable.
Clearly H1) does not imply H2) as can be immediately seen for the pure deterministic case. Conversely it can be shown that H2) does not imply H1) either, so that we cannot say in general that H1) (or H2)) is stronger or weaker than H2) (or H1)).
Preliminary Results for the Uncoupled Algebraic Riccati Equations
For solving the ISARE in ( 
The Main Result
Our purpose is to attain the solution of (2.1) by iterations on a set of decoupled Riccati equations. We will present two algorithms which will be related to truncated quadratic optimal control problems, each one associated with a different sequence of stopping times as terminal time. We shall call these methods Method I and Method II, the later based on existing results, see [1] . We start with Method I: XW e shall make comparisons between the methods described from an analytical point of view (see Theorems 3.1 and 3.2), although comparisons between method V and the previous ones are restricted to numerical performance comparisons, see section 4.
The form of taking the updates into account in Methods I and III is new for continuous time MJLS; for the counterpart of Method I for discrete-time problems, see [6] .
Remark 3.1:
Method II was previously studied in [1] , but the convergence is assured with some restrictions on the initial value , namely, k ! C1.
, or k ! oe! C2. and kckk !!" Þ Conditions (C1) or (C2) are not necessary for convergence of Methods I and II, as shown here. Regarding Methods I and II, if (C1) or (C2) is satisfied, the sequence produced is monotone, see respectively, Lemma 3.1 or Lemma 3.2.
Remark 3.2:
The class of Lyapunov iteration methods is derived from the method of Kleinman for ARE's [12] and the set of interconnected Lyapunov equations introduced by Wonham [15] , [16] . An initial controller that stabilizes all modes is mandatory, as in the step (L1) above. Method IV appears in ÐEßFÑ s 33 [9] (assuming that , , and the results relies on a hard to check condition introduced by GHoe!a3Ñ 3 w 3
Wonham, to make sure that there exists the mean square stabilizing positive semi-definite solution to (2.1). Here this condition is replaced by mean square stabilizability of () and condition H1) or H2) in section TU ß 2.2. Condition (C2) is required in Method IV to guarantee that the sequence produced is monotone, see [9] or [10] .
The main results read as follows. and from Proposition 2.3 (i), equations (3.5), (3.7) and (3.8) with , we have that 3oe€"<oe5ß +
showing that (3.6) holds for . If then , and from the /++/ €"oe€Ð5‚RÑoeR€"oeÐ5€"Ñ‚R induction hypothesis, """ 
3-ÖßáßR××
In Lemma 3.1 we require the condition (C1), namely, 0, and in Lemma 3.2 the condition (C2) is k ! oe employed. However, we can generalize the result regarding the convergence of Methods I and II for any initial condition , and as a byproduct, Lemma 3.3 also provides a form to compare the rate of k ! convergence of methods with updates (3.2) and (3.3).
We can show that Methods I and II are based on approximations via dynamic programming, involving a.s. finite horizon quadratic control problems, with some increasing sequence of stopping times as terminal time. Let us show this for Method II; for the others the arguments are similar. Define the following sequence of -stopping times 0,1:
777)) (0)0,, ³Ð5Ñ³Ö>žÐ5•"ÑÀÐ>ÑÁÐ>Ñ× min Note: Method III was slightly faster than Method I in Example 1 whereas method I was the fastest in the Example 2. The time ratios does not vary much in the two examples. † The initialization step for the Lyapunov methods is counted as one in the number of iterations.
‡ In seconds and the relative time ratios among the methods.
ç The methods are initialized with a set of matrices that satisfies a coupled Lyapunov equation. The stabilizing control is obtained as described in the first test, and the corresponding coupled equation is obtained using the method in [3] . The time spent in this initialization is not accounted for in Table 4 .3. Theorem 3.2 (iii) applies here, concerning the number of iterations. 
Comparison between the LMI and Methods I and III.
The convex method was implemented with the package LMIsol [14] , dedicated to numerical solution of LMI's. We compare the cpu time with the Matlab routines in section 4.1, adjusted to attain a comparable relative precision. The procedure for Methods I and III and the time accounted is the same as described in the first test of section 4.1. Note: Method I attains the best performance; the performance marks are wider apart when the dimension of the problem increases. 
Conclusions
