Abstract: A precise fiber-based time and frequency dissemination scheme for multiple users with a tree-like branching topology is proposed. Through this scheme, ultrastable signals can be easily accessed online without affecting other sites. The scheme is tested through an experiment, in which a modulated frequency signal and a synchronized time signal are transferred to multiple remote sites over delay-stabilized fiber optic links that are over 50 km long. Results show that the relative stabilities are 5 Â 10 À14 at 1 s and 2 Â 10 À17 at 10 4 s. Meanwhile, compared with each site, time synchronization precision is less than 80 ps. These results can pave the way to practical applications in joint time and frequency dissemination network systems.
Introduction
Fiber-based frequency peer-to-peer transfer has been widely discussed and developed with the progress of atomic clocks, wherein Global Positioning System methods are insufficient for shortterm performance of a microwave or an optical frequency standard [1] - [3] . Moreover, to extend the range of practical applications, in recent years, considerable interest has been focused on frequency dissemination to multiple users via fiber optic [4] - [7] , which is a challenging task in using a simple control system and an optimized topological cyber structure. As a linear topology, midpoint extraction in a trunk fiber for multiple accesses has been first proposed to address this problem [4] - [6] . Meanwhile, another tree-like topology, wherein an optical frequency is disseminated to two sites by the multiple reflections compensation method, is also effective [7] . Both schemes produce good results in radio or optical frequency dissemination. To our knowledge, the frequency instability is better than 7 Â 10 À14 at 1 s for radio frequency and 8 Â 10 À16 at 1 s for optical frequency in the access node [5] , [8] .
However, many applications such as modern large linear accelerators, very long base line interferometry (VLBI), and deep space networks (DSN) are inclined to have synchronized time with ultra-stable frequency at different remote sites [9] - [12] . All the aforementioned applications need to determine the exact delay time between each terminal for precise synchronization and to simultaneously access a stable frequency signal to reduce timing uncertainty over free-running time [13] . Consequently, in this study, we propose a scheme to transfer time and frequency jointly to multiple users through a tree-like fiber network with a noise compensation system at each remote site, which will highly reduce system complexity at the local station. Through this scheme, all terminals can be time and frequency synchronized via a delay-stabilized fiber optic link. Relative stabilities of 5 Â 10 À14 at 1 s and 2 Â 10 À17 at 10 4 s are obtained while the time synchronization precision of 80 ps is reached. This paper is organized as follows. The outline of the joint time and frequency dissemination scheme, which exhibits a noise compensation strategy, is first described. Afterward, detailed theories on phase compensation and time synchronization are derived. Then, an experiment is demonstrated and the results of relative frequency stability and synchronization performance are shown by calculating the phase drifting and comparing the absolute time of different sites. Subsequently, some residual factors that may affect the capacity of a network system are discussed. Finally, a conclusion of this study is provided and potential applications are presented.
Experimental Scheme
The proposed scheme is illustrated in Fig. 1 . The local site has a simple structure. No additional components are required and new remote sites can be inserted in the future. The 10 MHz frequency signal from a high-precision clock is multiplied to a higher frequency for the distributed feedback (DFB) laser, which has a considerably lower intensity noise at higher frequency levels that results in higher signal-to-noise ratio (SNR) for compensation [13] , [14] . Meanwhile, the one pulse per second (1 PPS) time signal is produced by a time generator and locked by the same clock. Dense wavelength division multiplexing technology is applied to multiplex time and frequency signals. Light from two externally modulated lasers with different wavelengths ( 1 ¼ 1548:5 nm and 2 ¼ 1549:3 nm) are transferred to polarization scrambler after multiplexing through the same fiber link. The polarization scrambler can reduce the polarization effect such as polarization mode dispersion [15] . Before being injected into the long-haul fiber, signals pass through a back-and-forth control structure that consists of an optical coupler (OC), a circulator, an optical filter (OF), and an erbium-doped fiber amplifier (EDFA). This structure is used to pass the forward signal while amplifying and reflecting the backward signal. Here, we use a customized dense wavelength division multiplexer (DWDM) as a band stop optical filter with a stop bandwidth of 100 GHz. It is designed to pass light in the optical C waveband expect for the wavelengths 1 and 2 . This suppresses backscattering of the forward signals injected into the EDFA, and improves the system noise performance. In addition, we increase the length of the filter to reduce backscattered light from the reflected ("backward") signal in the forward direction coming into the EDFA as well as increase the fiber length between the coupler and circulator to keep the control structure symmetric. Any asymmetry in the fiber length of the back-and-forth structure is less than 0.1 m and the whole structure on which we do not have active temperature control is put into a case with a temperature stability of about AE1 C. Using a thermal sensitivity of 36.8 ps=ðkm Á KÞ [16] , the corresponding instability level is about 7.4 fs. Thus temporal drift due to an asymmetric path can be neglected. After passing through the back-and-forth structure, the joint time and frequency signals along the fiber link can be extracted by an OC, just like in a tree-like network.
At each remote site, time and frequency signals are detected and recovered by two low-noise photodetectors after they are demultiplexed by a four-channel wavelength division multiplexer (WDM). Subsequently, the frequency and time signals are sent to the phase noise compensation system and the time delay control system, respectively. Because of the advantages of the optical fiber link, the short term performance of these two signals is good even though the phase fluctuations are not compensated. Therefore, the recovered signal can be regarded as a virtual clock whose signals have an acceptable short-term stability. In fact, as long as the induced short-term instability of the dissemination system is lower than the instability of the atomic clock itself (usually about 1e À12 at 1 s for a commercial Cesium clock), the recovered signal can be viewed as acceptable. Now that a virtual clock is obtained, the basic concept of the noise compensation method can be applied as the traditional round trip method [16] - [18] at a remote site. In our scheme, two additional wavelength lasers ( 3 ¼ 1547:7 nm and 4 ¼ 1550:1 nm for remote site A while 5 ¼ 1546:9 nm and 6 ¼ 1550:9 nm for remote site B), which are regarded as sensing signals modulated by the regenerated time and frequency signals, are sent back to the local site. After passing through the back-and-forth structure, the sensing signals move along the original path and are demultiplexed by the other two channels of the four-channel WDM at a remote site. Hence, the additional phase noise and time delay induced by the transmitted fiber are detected by sensing signals. They can be respectively compensated by the phase noise compensation and time delay control systems.
For additional details, we first focus on the frequency signal, as shown schematically in Fig. 2(a) . As previously discussed, the 10 MHz frequency signal V r is boosted to a 1 GHz signal V 0 ¼ cosð!t þ ' 0 Þ without considering its amplitude. Then, the intensity of the DFB laser with wavelength of 1548.5 nm (marked as 1 ) is modulated by an electro-optic Mach-Zehnder modulator. After multiplexing with the time signal, the frequency signal is injected into the long-haul fiber link. At the remote terminal (here we use remote site A as an example, but the same process applies to other remote sites), the frequency signal coming from a local site first passes through an optical delay line (ODL), including a temperature controlled fiber optic ring (with sensitivity of 40 ps= C for a 1 km temperature controlled ring and 350 ps= C for a 10 km temperature controlled ring, noting that the sensitivity decreases with increasing length of the delay fiber due to a less uniform heating of the fiber on the spool) and a fast fiber stretcher (response speed of a few hundreds kHz) as a compensated structure. Detected by a low-noise photodetector, the frequency signal with one-trip phase fluctuation Á' p can be expressed as
where ' L and ' ODL are the inherent phase shift term of the fiber link and ODL respectively and they are regarded as constant. It splits into three parts. In the first part, the output frequency signal whose phase will be stabilized is down converted to 10 MHz as the final signal output. In the second part, the signal is sent to the phase discriminator as reference. In the third part, V a1 , as a sensing signal, modulates another DFB laser with a 1547.7 nm wavelength (marked as 3 ). Because the length of the long-haul fiber spools (50 km for site A and 25 km for site B) are much longer than that of some asymmetric parts, like the back-and-forth control structure, the optical path is assumed to be symmetric. Hence, when the sensing frequency signal returns to the remote site, the detected signal after demultiplexing with the corresponding channel becomes
Þ, which is also sent to the phase discriminator. Therefore, the beat note signal, which is proportional to 2' L þ 2' ODL þ 2Á' p , is obtained. After the proportional-integral-derivative arithmetic is applied, an error signal ofÀÁ' p is sent as feedback to the ODL for compensation. The phase shift of the ODL changes to '
At last it is down converted to 10 MHz for users. Thus, the stable frequency is obtained.
Similarly, Fig. 2(b) outlines the principle of the time synchronization system that we have developed. For the time signal, the local site is the same with the frequency signal but modulating another DFB laser with wavelength of 1549.3 nm (marked as 2 ). Because the time and frequency carriers go through the same fiber path, the impact of vibration, temperature and humidity on the fiber is almost the same for the two signals. Thus, when the 1 PPS signal pass the ODL at each remote site, its phase will be stabilized accompany with the frequency signal. Then, the 1 PPS signal is detected and split into three parts at point E. In the first part, the digital delay generator is triggered. In the second part, the signal is sent to the time interval counter (TIC) as the counting start time. In the third part, the signal is used to modulate another DFB laser with wavelength of 1550.1 nm (marked as 4 ) that still has a 100 GHz space with the local one. When this light returns to the local site and is resend to the remote site once again, it is detected and sent to the TIC as the counting stop time. The counting time controls the digital delay generator to compensate time delay after calculation. Although the optical path cannot be absolutely symmetrical, particularly at remote sites, all the terminals can still be synchronized after some calibration. That is, the time signal of the remote terminal output (point G) can be always synchronized with the local clock (point O) using the proposed dissemination scheme.
For easy calibration, some cables are selected to have the same length such as
, and some detail effects like the stability of the wavelengths of the DFB laser, thermo-stability of the components of the instrument are carefully controlled but not further discussed here. The intrinsic delay of the system for our synchronization scheme is calibrated in two steps. The calibration is processed in the same ambient temperature. In step one, a back-to-back test is performed, in which the local terminal and remote terminal are positioned together without inserting any long-haul fiber link ðt BC ¼ 0Þ. We need to set a controlled delay time t CDT ðt CDT ¼ t F1G in Fig. 2 , controlled by digital delay generator) to ensure remote end synchronization; thus, we obtain
Then, the TIC display is as follows:
In the second step, the long-haul fiber is placed between two sites, and thus, the TIC display is changed to
where t CB and t BC are the fiber propagation delays in both directions. The propagation delays along the long-haul fiber in both directions are assumed to be equal and equally change with ambient temperature. Thus, compared with those in (2) and (3), the asymmetrical path is dramatically canceled. Propagation delay time is simply expressed as follows:
In this status, if the 1 PPS signal is synchronized, then another controlled delay time t CDT' will be set. Thus, total delay time is satisfied with the following equation:
Using (1) and (4), the controlled delay time is expressed as follows:
which is used to control the digital delay generator. As a matter of fact, the wavelength with a 100 GHz spacing between the back-and-forth light makes the propagation delay time of the two directions different. The effect of chromatic dispersion must be considered, particularly in some long-haul circumstances [19] .
Experimental Results
As shown in Fig. 2 , the link from local to Remote site A is 50 km and local to Remote site B is 25 km, where the two remote sites sharing the same 25 km spool. Meanwhile, a 10 km Fig. 3 . Shorttime instability can reach 2 Â 10 À14 at 1 s and 5 Â 10 À14 at 1 s, respectively, whereas long-time performance can extend to the 10 À17 level at an average time of 10 4 s. The free-running behaviors of the two sites are similar because they share the same 25 km fiber spool in the same laboratory. Regardless of the remote site, short-time frequency stability does not improve much while the compensation servo is engaged because of the limitations placed by the relative intensity noise of the active device and the frequency noise of the laser carrier. The optical noise floor is also shown in the figure. Nevertheless, the long-term effect of temperature changes is dramatically suppressed.
The inset in Fig. 3 shows the phase fluctuations over a 12-hour period for a free-running and stabilized link of Remote site A. Note that these phase fluctuations are due to variations in temperature, humidity, mechanical stability, etc. Phase fluctuation is less than about 0.15 degree for the stabilized link, while the phase of the free-running link drifts away by approximately 250 degrees over this time interval, which clearly demonstrates the effect of the compensation system. A small oscillation with time seems to be present in the phase fluctuations for the stabilized link. Two factors should be considered. Phase fluctuations with respect to temperature vary at different wavelengths, and some optical paths are outside the compensation loop. Given that the thermal coefficients of the dispersion is small, i.e. approximately 1.6 fs=ðnm Á km Á KÞ [20] , and the fiber that is outside the loop can be carefully temperature controlled and set as short as possible (such as in our experiment the fiber outside the loop is about 1 m and with temperature turbulence within AE2 C), the two factors will not affect practical applications. The exact propagation delay is obtained after two calibration steps. To achieve a more precise calibration, we measure the chromatic dispersion of the two fiber spools using a dispersion analysis machine (MTS-8000-ODM, JDSU, dispersion uncertainty of AE0:06 ps=nm Á km), which shows that the discrimination of the delay time caused by the dispersion are 836.8 ps/nm and 417.3 ps/ nm for Remote sites A and B, respectively, at 1550 nm. Consequently, the propagation delay is revised for synchronization. Hence, fiber length variation is stabilized by the phase noise compensation system and the 1 PPS signal is synchronized after calibration. We use a standard time interval counter (SR620) to compare the absolute delay time of three sets of data: local time with Remote site A, local time with Remote site B, and the delay time between these two remote sites. All of the tests are measured for 12 hours. The improvement between free-running and compensation links can be observed in corresponding time deviation (TDEV) plots shown in Fig. 4 . We observe that the TDEV of both compensated links decrease to less than 1.8 ps for the average time between 10 2 À 10 4 s, but they increase if the links are free running. The performance of the synchronization system is illustrated in Fig. 5 . All signals are nearly stable along time. The time jitter of the 1 PPS signal, which is measured in 10 s intervals, is approximately 7.5 ps (root mean square). The absolute delay time between different sites are 71, 43, and 20 ps. Notably, the time difference between the remote sites is less than the theoretical subtraction of the local site with Remote site A and the local site with Remote site B because of some measurement errors of the TIC. Even so, all remote sites exhibit good synchronization precision that can satisfy the requirements of essentially most practical applications at present.
Discussion
The network capacity of the joint time and frequency dissemination scheme is limited by two considerable factors. First, the optical power budget should cover the additional optical loss caused by network node insertion. For the entire network design, the splitting ratio of the OC should be assigned according to node distance. Bi-EDFA with high symmetry and low amplified spontaneous emission noise can be inserted into the backbone fiber before the OC [21] . This procedure will provide sufficient optical power. Thus, additional optical loss can be addressed. Second, wavelength assignment determines the number of the remote terminals in the scheme. By contrast, different wavelengths are designed for each sensing signal to distinguish each remote site. The advantage of this setup is that remote sites will not affect one another. New terminals can be flexibly inserted, even when other terminals are operating. This experiment has been demonstrated and will be analyzed in the future. However, it limits the capacity in one single fiber. We use waveband C (1525 nm to 1565 nm) as an example. With one backbone fiber, this waveband can only accommodate approximately 25 terminals for a communication channel space of 100 GHz. If there are more remote terminals, the so-called cascaded method can be combined with this scheme [22] , [23] . Furthermore, as the number of terminals increases, large dispersion induced by different wavelengths will affect the performance leading to limit the network capacity. Calculating the derivative of fiber propagation delay ¼ Ln=c, where L is the length of fiber optic link, n is the refractive index, and c is the speed of light in vacuum, we can get where T is the temperature of the optical fiber, and is the wavelength of the DFB laser. The first two terms in the right side can be suppressed by the compensation system. We focus on the last term in the right side which can be viewed as the chromatic dispersion effect. So the delay deviation induced by the dispersion effect can be expressed as
where D ¼ ð@n=@Þ=c (usually 17 ps/nm/km) is the fiber dispersion coefficient. It impacts on the time signal. The difference of absolute time delay between back and forth light can be approximately 340 ps/km (for using 1545 nm in the local site and 1525 nm or 1565 nm in the remote site). This part of asymmetry is the dominant factor and will affect the calibration procedure. However, thanks to several dispersion compensation methods can be applied [24] , [25] and the value of dispersion can be measured by the dispersion analysis machine, it will not significantly affect time synchronization performance. Further, the dispersion varies with temperature. Taking the partial derivatives of (8), the thermal sensitivity of the delay deviation with respect to dispersion can be expressed as
which leads to the uncertainty for the compensation system and results in the jitter of time and frequency signals. Now this effect can reach 32 fs=ðkm Á KÞ [20] (still using 1545 nm in the local site and 1525 nm or 1565 nm in the remote site to estimate). It is still three orders smaller than the thermal sensitivity of the fiber propagation delay. That is to say, for network capacity design some detail effects as we illustrated should be considered but the dissemination scheme is sufficient for most practical time and frequency dissemination network applications.
Conclusion
In this study, we propose a scheme to jointly disseminate time and frequency signals to multiple users using an active stabilization and synchronization system. Compared with existing approaches, the proposed scheme satisfies more actual demands and provides a more flexible and robust online insertion of new remote nodes. Moreover, we perform an experiment to examine the performance of the scheme using a trial link of two 25 km long fiber spools in the laboratory. A time deviation of 1.8 ps at 10 2 s (for time signals) and Allan deviation of 5 Â 10 À14 at 1 s and 2 Â 10 À17 at 10 4 s (for frequency signals) are obtained, which prove that the scheme is effective. Some contributive factors that may affect system performance are also discussed in this paper. The solutions to these factors will be tested in the next research. Furthermore, the proposed structure can be extended to a branch networking system for fiber-based time and frequency transfer, even at a continental scale.
