Abstract. Multiobjective formulations are realistic models for many complex engineering op-
INTRODUCTION
The time and cost are usually two objectives which are often tradeoff in project practices. When the construction time is shortened, the project cost should be added. The main objective of construction project management is to execute the project within the anticipated time while satisfying the minimum cost.
Several approaches to solve the time-cost optimization (TCO) problem have been proposed in the last years: mathematical, heuristic and search methods.
Several mathematical models such as linear programming (Hendrickson and Au [5] ; Pagnoni [3] ), integer programming, or dynamic programming (Robinson [8] ; P. De et al. [23] ) and LP/IP hybrid (Liu et al. [20] ; Burns et al. [25] ) and Meyer and Shaffer [27] use mixed integer programming. However, for large number of activity in network and complex problem, integer programming needs a lot of computation effort (Feng et al. [6] ).
Heuristic algorithms are not considered to be in the category of optimization methods. They are algorithms developed to find an acceptable near optimum solution. Heuristic methods are usually algorithms easy to understand which can be applied to larger problems and typically provide acceptable solutions (Hegazy [26] ). However, they have lack mathematical consistency and accuracy and are specific to certain instances of the problem (Fondahl [19] ; Siemens [22] ) are some of the research studies that have utilized heuristic methods for solving TCO problems.
Some researchers have tried to introduce evolutionary algorithms to find global optima such as genetic algorithm (GA) (Feng et al. [6] ; Gen and Cheng [21] ; Zheng et al. [10] ; Zheng and Ng [9] ; Mendes [16, 18] and Parveen and Saha [32] ) the particle swarm optimization algorithm (Yang [10] ), ant colony optimization (ACO) (Xiong and Kuang [28] ; Ng and Zhang [24] ; Afshar et al. [2] ) and harmony search (HS) (Geem [29] ). In this paper, the optimal time and cost generated by the GA techniques are compared with those produced by other techniques through some problems obtained from literature.
This paper is organized as follows. Section 2 describes the multiobjective optimization problem. Section 3 presents the approach. The case study and results are presented in Section 4. Finally, conclusions and future work are outlined in Section 5.
MULTIOBJECTIVE OPTIMIZATION
Multiobjective optimization deals with solving optimization problems which involve multiple objectives. We can say that there are two types of methods for solving problems with multi-objective optimization: the classical methods and methods based on evolutionary algorithms.
The disadvantages of the classical methods are shown in [31] :
• Only one non-dominated solution is obtained by each execution of the algorithm. It means that in order to get a set of solutions, it should be run many times.
• Some of them require some kind of information of the problem treated.
• Some of them are sensitive to the shape of the Pareto frontier, so in non-convex ones, they cannot find solutions.
• The dispersion of the founded Pareto solutions depends on the efficiency of the monocriteria optimizator.
• In problems that contain stochasticities, classical methods are not appropriate.
• Problems with discrete domain cannot be solved by classical methods, neither in the multiobjective case. Consequently, the problem treated in the present article, discrete, could not be solved by this kind of methods.
All this disadvantages are overcome with evolutionary multiobjective methods such as genetic algorithms (MOGA) [30] .
With evolutionary algorithms being used for single-objective optimization for over two decades, the incorporation of more than one objective in the fitness function has finally gained popularity in the research [33] .
The approach presented in this paper is based on a random key based genetic algorithm to perform its optimization process, so this approach aims to stipulate multiple search directions at each generation without using any additional parameters.
Linear Combination of Weights
The classical approach to solve a multi-objective optimization problem is to assign a weight w i to each normalized objective function 
Linear Combination of Genes
Linear Combination of Weights also called the weighted sum method (WSM) is the simplest approach and probably the most widely used classical method. This method scalarizes the set of objectives into a single objective by multiplying each objective with a user supplied weight.
Based on the WSM idea, this paper proposes a linear combination of genes where 
THE GA-BASED APPROACH
The approach combines a genetic algorithm, a schedule generation scheme and a local search procedure. The genetic algorithm is responsible for evolving the chromosomes which represent the priorities of the activities, delay times and objective function.
For each chromosome the following four phases are applied [16] :
1) Transition parameters -this phase is responsible for the process transition between first level and second level; 2) Schedule parameters -this phase is responsible for transforming the chromosome supplied by the genetic algorithm into the priorities of the activities and delay time; 3) Schedule generation -this phase makes use of the priorities and the delay time and constructs schedules; 4) Schedule improvement -this phase makes use of a local search procedure to improve the solution obtained in the schedule generation phase.
This study considers both project cost and time. For effective time-cost optimization the approach proposes an objective function with the following formulation:
and finally:
where, 
GA-Decoding
Each chromosome represents a solution to the problem and it is encoded as a vector of random keys (random numbers). Each solution encoded as initial chromosome (first level) is made of 2+mn+n genes where n is the number of activities and m is the number of execution modes, see Figure 1 [16, 18] . To decode each chromosome a schedule generation scheme (SGS) based on the idea of parameterized active schedules is applied [11, 14, 16] . This type of schedule consists of schedules in which no resource is kept idle for more than a predefined period if it could start processing some activity [16] and employs operators described in [15, 16] .
Evolutionary Strategy
The GA based-approach uses an evolutionary strategy identical to the one proposed by Goldberg [7] . To breed good solutions, the population is operated by a genetic algorithm. There are many variations of genetic algorithms obtained by altering the reproduction, crossover, and mutation operators.
In this approach reproduction is accomplished by first copying some of the best individuals from one generation to the next, in what is called an elitist strategy.
The fitness proportionate selection, also known as roulette-wheel selection, is the genetic operator for selecting potentially useful solutions for reproduction. The characteristic of the roulette wheel selection is stochastic sampling.
The fitness value is used to associate a probability of selection with each individual chromosome. If f i is the fitness of individual i in the population, its probability of being selected is,
A roulette wheel model is established to represent the survival probabilities for all the individuals in the population. Then the roulette wheel is rotated for several times.
After selecting, crossover may proceed in two steps. First, members of the newly selected (reproduced) chromosomes in the mating pool are mated at random. Second, each pair of chromosomes undergoes crossover as follows: an integer position k along the chromosome is selected uniformly at random between 1 and the chromosome length l. Two new chromosomes are created swapping all the genes between k+1 and l, see Mendes [17] .
The mutation operator preserves diversification in the search. This operator is applied to each offspring in the population with a predetermined probability. We assume that the probability of the mutation in this paper is 5% [17] .
CASE STUDY
The GA based-approach is to minimize the project overall time and cost and RKTCO is applied in the case study of a project of eighteen activities originally introduced by Feng et al. [6] , see Figure 2 . The activity relationship for the model project consists of 18 activities and three modes of construction for each activity and their associated time and cost are presented in [6, 16] . Indirect cost rate was $1000/day.
The Table 1 shows the results for several mathematical and evolutionary-based methods. The algorithm RKTCO obtains better solution than the other GA-based approaches. Furthermore, the algorithm RKTCO reaches the optimal solution quickly, i.e., in five seconds.
The results of the RKTCO illustrates that evolutionary methods based on genetic algorithms can obtain the better solutions and in very reasonable computational time.
Based on Feng et al. [6] five new problems are generated: three experiments using the parallel expansion of the 18-activity problem and two using the serial expansion. The parallel and serial problems consisting of 36, 54 and 180 activities are described in Golzarpoor [4] . Table 2 shows the results for Project of 36 activities (parallel expansion). The Table 2 shows that the results of the RKTCO are the best when compared with the other methods reported by Golzarpoor [4] . Table 4 shows the results for Project of 54 activities (parallel expansion) and the results of the RKTCO are the best when compared with the other methods reported by Golzarpoor [4] . Table 5 shows the results for Project of 54 activities (serial expansion). The RKTCO presents the best results when compared with the other methods reported by Golzarpoor [4] . From the above results it is clear that no algorithm dominates RKTCO. The CPLEX CP optimizer and Constraint Programming method using IBM ILOG Optimization Studio seems to have similar performance, but with higher computational time than RKTCO.
Approaches
The proposed RKTVO has the best performance between all evolutionary-based algorithms (EA).
The time necessary by RKTCO to obtain the optimal solution is highly promising and shows that a good implementation can be critical to the success of the genetic algorithms.
This computational experience has been performed on a computer with an Intel Core 2 Duo CPU T7250 @2.33 GHz and 1,95 GB of RAM. The algorithm proposed in this work has been coded in VBA under Microsoft Windows NT.
CONCLUSIONS AND FURTHER RESEARCH
A new GA based-approach to solving the time-cost optimization for construction projects has been proposed. The project activities have various construction modes, which reflect different ways of performing the activity, each mode having a different impact on the duration and cost of the project. The present approach provides an attractive alternative for the solution of the construction multi-objective optimization problems. The developments made in this paper provide guidelines for designing and implementing practical GA applications in the civil engineering domain and gives to construction managers a tool to balance critical construction resources in the competitive construction industry.
Further research can be extended to others multiobjective problems with relationships between cost, time and quality in the construction industry.
