Traditional computer-aided design tools have lead to proliferation of products. In itself CAD systems have become complex to use with many features. In the light of the use of menu driven systems, this article proposes a freehand sketch driven search and reuse of designs, beautification of sketches, and a new interaction paradigm with navigation. We review our prior work in this area in an integrated fashion. The central part of this paper addresses the representation of both 2D sketches and 3D designs in a manner that is tailored for engineering. The interaction of the user with the sketch based search forms a natural interface for interaction with both 2D and 3D models. In addition, the interface is also integrated with a constraint solver for freehand sketches. The system can also suggest to the user the part-class name allowing the probing of the classes and semantics in the database. Besides, users can discover new knowledge by navigating our 2D/3D visualization interface freely based on the preliminary retrieval of classification results. Similarity search can be performed any time during the navigation process.
INTRODUCTION
It is well recognized that engineering design starts with a sketch. Sketch-based part retrieval is a more natural form for searching during early conceptual design than say example-based part retrieval. When a 3D query example is not available, a sketch is especially useful. Therefore, it is necessary to have a fast and effective system for sketch-based engineering part retrieval and interaction. Sketches provide the possibility to record abstract information and are very close to a designer's model of a product. During the design process, the sketch compensates for short-term memory limitations. At the same time the sketch supplements the engineer's cognition by depicting the visual perception in a concrete form [1] . In addition, a sketch can set up a visual dialog between the designer and other group members [2] . Although the freehand sketch allows the designer to explore new ideas with a minimal effort, the interpretation of sketches is still very difficult for computers because sketches are vague and incomplete [3] . Sketches can provide cues for knowledge searching due to the connection between the perception-based actions and design knowledge. It is clear that the knowledge reuse is important in the process of computer-aided design. However, implementing such a system is still difficult. Earlier work has not closely examined how to use sketches for knowledge retrieval and reuse. Methods for transforming the vague knowledge in a sketch to a precise representation, which can further be used for search in 3D models, 2D drawings and other sketches is reviewed. We exploit the advantages of a sketch based user interface to (1) extract the implicit constraints in a user sketch for beautification, (2) search for both 2D and 3D models, (3) obtain suggestions of part classes from the classification in the system, and (3) interact with 2D and 3D models for query modification and/or reuse. Finally the paper concludes by outlining some practical applications of this research.
APPROACH
During the design process, a user can sketch her ideas using a pen without turning to the traditional interaction means such as using keyboard or a mouse. The sketched result can be used in three ways: be beautified for precise input, retrieve similar design schemes available in database, or have the system suggest a class of parts to browse further. With the help of the constraint solver, a formal design can also be created. Users are allowed to switch between these modules flexibly according to their needs. 
Sketch Acquisition
The sketch acquisition module records users' search intent using sketch. Users can employ a pen or a mouse to sketch. In our system design, the sketches are drawn through a sequence of strokes. Fig. 2 shows the visual appearance and the architecture of the sketch editor. During the sketching process, the system monitors the action of the mouse or the pen. Once the mouse cursor is moving and the left button is pressed down, it can be concluded that users have begun to draw sketches. Now the moving path of the cursor is recorded in real time with the end of the stroke indicated by the release of left button. Each track of a stroke S is composed of a sequence of small line segments rather than image bitmaps:
where n is the total number of line segments included in a single stroke S,
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i i x y + + are the two ending points of a small line segment at time i t . Consequently, sketching activity A is usually formed by a sequence of stroke
where m is the number of strokes. In the end, the desired shape descriptor will be extracted from these strokes [4] .
In the sketch process, it is inevitable that the user will make some mistakes. Therefore, besides the sketch operations, some editing operations are also provided to users. Some basic operations, such as erase, trim, move, rotate, zoom, and view copy are included. More operations can be added into this system, although only a few basic operations are provided in this system.
Sketch Beautification and Implicit Constraints
Sketch beautification is then integrated with the current system to regulate the freehand sketch. Sketch beautification boosts the users sketch representation and disambiguates many implicit constraints. To take advantage of freehand sketch-based interaction, many methods have been proposed to parse and recognize the sketches. For parsing purpose, the work outlined in Refs [5] and [6] tried to explore the interactive nature of sketching such as the stroke direction and speed. However, the sketching activity has to be recorded in real time. The perturbation of a user's hand will lead to obvious changes in curvature and speed, and thus result in incorrect segmentation. To overcome such limitations, many other approaches were proposed such as the template-based method [7] and the Bayesian-based statistical model [8] . Unfortunately, these methods are still not capable of handling the parsing problem robustly. Then some other approaches [9] [10] imposed constraints on users' behaviors. For example, a user was required to explicitly indicate the intended portioning of the ink, i.e., each pen stroke must represent a single shape, such as a single line segment or arc segment. Despite their simplicity, the single-stroke requirement usually resulted in a less natural interaction. Following sketch parsing, the next important step is the recognition of the parsed result. Approaches interpreting individual geometric shapes include HMM-based (Hidden Markov Model) algorithm [11] , Zernike moment features [12] and multi-layer image recognition scheme [13] . However, most recognizers are either hand-coded or require large sets of training data to reliably learn new symbols. They still could not assure an ideal accuracy. In contrast, we proposed a new algorithm [14] to parse and recognize sketches. The parsing procedure is independent of the sketching speed and curvature, stroke-order, -number, and -direction, as well as invariant to rotation, scaling, and translation of strokes. It can also be used to recognize composite shapes. To parse a stroke into independent primitives, we propose a circle-scanning strategy [14] , in which multiple circles are used to scan the sketches by changing the radius of each circle progressively. When two neighbor intersected points between a scanning circle and the sketch are close enough, the shared point between the two respective intersected line segments is regarded as the critical point or segment point. As for the detailed explanation, please refer to our paper [14] . Fig. 3 shows the scanning circle approach for parsing 2D sketches. The method uses circles of increasing radius to scan a sketch progressively and the intersecting points are analyzed. In practice we use scanning circles in multiple directions and the Figure below is only for illustrative purposes. To recognize a sketched shape, we use a template-based shape similarity method. Given a parsed segment, we compute the similarities between this segment and all predefined geometric primitive such as line, circle and arc. The most similar primitive can tell what kind of primitive the parsed segment represents. As for the introduction of the shape similarity computation, refer to Ref. [14] . In practice, this approach can also be used to recognize a sketched composite.
Once the primitives in the sketches are recognized, they can be beautified. However, during the sketching process, it is difficult for users to sketch precisely, and over-sketching or under-sketching is unavoidable. Simply converting the segments into the corresponding regular primitives is not enough. To handle these problems, we assume that users usually start and end their sketches at a certain geometric entity. In this way, we can use the nearest-neighbor principle to handle these drawbacks: find the nearest entity on which the starting point or the ending point of a sketch are located and the intersecting point between the two entities is the right starting or ending point. Another problem is that an arc can be sketched differently. Frequently the proposed segment method will parse a sketched arc into several parts. To handle this issue, we propose a rule: if two neighboring parsed segments are recognized as arcs and their angles have the same direction, then they will be merged as one arc.
Finally, during the beautification, we have to determine the parameters for each geometric entity. For a line, we need to set the starting point and ending point. We can adopt the starting and ending points of the sketch segment as the initial starting and ending points of a line. Later the two points can be adjusted after over-and under-stroke process.
For an arc or circle, we select three points on the sketch segment and use them to compute the radius and the center of the arc or circle since three points determine an arc or circle. The three points can be selected in a simple way: the two ending points and the mid point of the parsed primitive.
2D and 3D Shape Representation
Sketch beautification is then integrated with the current system to regulate the freehand sketch. In our previous work15 we have proposed a method to compute the pose of a 3D model by finding the orthogonal orientations with maximum virtual contact area (VCA). The basic idea stems from the fact that the orthogonal directions that have the maximum VCAs are the major principal axes of the 3D model and provide a stable pose. The key step in obtaining the principal axes is to determine the polygons of a 3D object that have the same normal and lie in the same plane. VCA is defined as the bounding area formed by polygons that have the same distance from a predefined point and have the same normal. To obtain the direction along which the VCA is the maximum, we need to find all polygons that have the same normal direction and the same distance to the mass center. The direction that gives the maximum VCA is the first principal axis b u of the 3D object orientation. To get the next principal axis b v of an object orientation, we find the normal that satisfies two conditions: (a) is orthogonal to the first principal axis; and (b) has maximum area. The third axis can then be obtained by performing the cross product between b u and b
To depict a 3D model precisely using 2D views, we abstract the 3D shape as multiple levels of detail as illustrated in Fig. 4 . It can be seen that the contour level reflects its global shape by which a user can "guess" the true object to some extent. The silhouette level conveys more shape details using a few more simple sketches compared to the contour level. When the detailed shape information is not important, the silhouettes are enough to differentiate two similar objects more confidently as compared with the contours. The third level contains the complete information, including the visual appearance and the occluded structure, by which a user can figure out its shape precisely. In practice, especially in engineering fields, there are a lot of models that look similar from visual appearance but still have different inner structures. Therefore, we need to consider the complete details of the object. However, the projected shapes at the three levels are different from different viewpoints. With the help of the pose determination method, we project a 3D shape onto the six faces along the principal axes to represent the Multi-level Detail (MLD). At the contour level, there are three different views along the principal axes; at the silhouette level, there are six different views; and at the full level, we use the traditional drawing-like views to represent the drawing level, and there are three different views along the principal axes.
Shape Descriptors
In Ref.
[4], we have proposed two methods to retrieve 2D drawings by measuring their shape similarity. The first approach represents a drawing as a spherical function by transforming it from 2D space into 3D space and then employs a fast spherical harmonics transformation to get a rotation invariant descriptor. The second method represents the shape of a 2D drawing from the statistics perspective as a distance distribution between pairs of randomly sampled points. Both the representations have many valuable advantages: invariant to affine transformation, insensitive to noise or cracks, simple, and fast. A 2D analog of the spherical harmonics was used in Ref. [16] to extract a series of rotation invariant signatures by dividing a 2D silhouette shape into multiple circular regions. However, this method has two major limitations as mentioned in Ref. [4] : one-to-multiple correspondence and instability caused by shape perturbation. In order to overcome these limitations and thus obtain a set of robust rotation invariant signatures for a 2D shape, we propose a strategy called 2.5D spherical harmonics representation [4] , which can extract a series of rotation invariants by transforming a 2D shape from 2D space into 3D space uniquely. The name "2.5D" arises from the fact that a 2D shape is represented in a 3D space. The key idea of using a 2.5 D spherical harmonics is to create a more unique one-to-one mapping between the shape in 2D and its descriptor overcoming problems in earlier methods (see Ref. [5] ).
The basic steps can be described as follows. First, given a 2D shape, a sphere is determined and its equator plane encloses the 2D shape. Second, a set of rays located in the equator plane of the sphere is uniformly shoot out from the sphere center. Thus the interested points between the rays and the 2D shape are regarded as an approximation of the 2D shape. Third, to represent the intersected points using a one-to-one mapping spherical function, these points are projected onto a cylinder whose basis plane is the same as the equator plane of the sphere. Each point has a different height that is equal the distance between the sphere center and this point. Consequently, a 2D shape is uniquely transformed into a 3D spherical representation. We name this process a 2.5D transformation. Fig. 5 shows an example of this transformation for a 2D shape example. From this example, we notice that the geometric information is represented clearly in 3D space along the surface of a cylinder. Finally, to obtain the rotation-invariant, we use the fast spherical harmonics transformation method [17] in which a spherical function of bandwidth B is sampled on the 2B-many Chebyshev points. These sampled points form a 2B×2B equiangular grid along the longitude and latitude of a sphere. In our implementation, B is equal to 64. It means that a given 2D shape is depicted by 64 float numbers. 
View-based 3D Shape Classification
In our system, three 2D orthogonal views by pose determination and projection are automatically generated from each 3D triangulated model [15] .Therefore, given a shape description from views of a query, the system can find similar 3D models. Compared to most other existing 3D shape descriptors, which capture the form from 3D models directly, shape signatures generated from views perform well and can be applied to view-based 3D model retrieval directly [18] . Similarly, it is intuitive to accept the idea of sketch-based 3D model classification given the fact that sketches are the most natural form for shape expression. Sketch-based 2D symbol classification/recognition has progressed extensively in the past decades. Most classifiers/recognizers either use a coded template for matching [19] [20] [21] [22] [23] or require sets of training data to reliably learn new symbols. [12] , [13] , [24] [25] [26] [27] Among them, methods using statistical learning for symbol classification share a similar background with this paper even though we mainly focus on sketch-based 3D part classification. A classifier combination is applied to sketch symbol recognition using user-defined training examples [18] . This method can reach higher classification accuracy because the sketch query is consistent with the training data. However, the idea is not applicable for 3D engineering parts because the engineering part classification scheme and training data are hard to define on the fly. Besides, engineering parts are difficult to sketch formally for training purposes. Therefore, we motivate the user to help the system obtain the best retrieval with the classification engine defined by real engineering models.
For our work, we rely on shape descriptors as feature vectors for the classification problem. Our experience with sketching has shown that users prefer to draw a model at a higher level, thus closer to the contour level of the view generated from the 3D model, which captures an outer boundary and internal boundaries from a specific view of a 3D model [28] . In this paper, two criteria are needed to meet the shape descriptor selection. First, it has to be applicable to both 2D views and the sketch. Second, it is rotation invariant so that optimal alignment identification can be saved. Three shape descriptors are chosen to represent the shape content from the sketches/views in this context: 2.5D Spherical Harmonics (SH) from the contours [28] , Fourier Transform (FT) from the outer boundary [29] , and the Zernike moments (ZM) from the region inside the outer boundary.30 These three shape descriptors have been shown empirically to perform well in the task of shape matching. Although our framework is independent of the shape descriptor selected, we choose 2.5D SH, FT and ZM because they complement the shape description from different perspectives using dissimilar techniques. For example, 2.5D SH includes the internal boundaries in addition to the outer boundary considered by FT, while ZM reflects more of the internal details by describing the distribution inside the region. Therefore, it is expected that classifier combination can achieve a better performance. For the current work, we concatenate shape signatures generated from three views to form a single feature vector n x ∈ ℜ . Data produced at this stage is also employed for classifier recognition. 
Query
Shape Search Only Unified Search Fig. 6 shows the Graphical User Interface (GUI) of the implementation. On the left-hand side of the GUI are the query input. The shape search only results are shown in the middle. Models of the selected class are shown in the order of shape similarity to the query on the right-hand side. The default images of the models will be the ones belonging to the class that has the highest possibility. The user is then able to browse groups of models based on the selection that he/she thinks as the right classes. A comparison of the shape only search and unified class based search shows the clear advantages of class suggestion. The proposed framework can not only improve the search effectiveness and efficiency, but also enhance user interaction by involving only a limited number of highly possible choices. This design will be especially useful for a large database with a large number of classes 2.6 2D and 3D Shape Navigation Formally, each 2D view, V, is described by an aspect ratio and histogram vector. For 2.5D Spherical Harmonics representation where N=64. We can now describe two 3D objects U and V by the set of the three orthogonal views, i.e., U (= {U1, U2, U3}) and V (= {V1, V2, V3}).
where is the mth principal view (e.g., m = 1 means first principal view) as described below and is a weight based on normalized aspect ratios. We refer to D(U,V) as the global similarity as it accounts for similarity of all the three corresponding view pairs. The non-metric nature of the distance function used in the shape matching algorithm poses a special problem in reducing the high dimensional feature vectors into lower dimensional vectors. We overcome this problem with non-linear multidimensional scaling (MDS) [11] , [32] , to convert the database objects from similarity space to Euclidean space. The input to the non-linear MDS is the dissimilarity matrix obtained from the distance metric proposed above. From the MDS analysis we found that the optimum dimensions for this dataset was 3, confirming the fact that a 3D visualization is sufficient to represent the whole database, without disturbing the original distances significantly.
A user is allowed to navigate through 2D or 3D space instead of browsing the traditional scroll list like results based on a query (1D space) for similar models. With the help of the proposed interaction paradigm (a) 3D CAD models which look similar from a particular view, or (b) have a very high overall similarity on the whole can be easily found in a natural way. Towards this goal: (1) orthogonal main views of a 3D shape commonly used in design are obtained; (2) effective visualization of large amount of 3D models by navigating in the 2D & 3D similarity space is enabled; and (3) natural searching/browsing mechanisms are used. Similarity search can be performed any time during the navigation process. Users are allowed to switch between the sketch-beautification, search in 2D and 3D, class suggestion and navigation modules flexibly according to their needs. At the end, users can pinpoint their desired design results assisted by our interactive navigation system [33] . 
Applications Development
Today most of the organizations in the supply chain have become very specialized in engineering functions such as product design, industrial design, tooling, and manufacturing processes. This increased specialization and the growing economic pressures on OEM companies have resulted in an increased trend towards outsourcing manufacturing and some other support functions. A key search application related to this research helped launch the worlds first shape based search engine for the global supply chain by our commercial development partner (see Fig. 8 ) [34] . 
CONCLUSIONS
In this paper, we introduced a new design paradigm which is supported by four key modules: a sketch beautification module, a 2D/3D search engine, a sketch-based user interface, sketch-based classification and 2D/3D navigation modules. The motivation is to overcome the limitations of traditional computer-aided design that are not natural and require heavy training, and furthermore is inefficient. In addition the users can search, retrieve and learn through browsing from large repositories in natural ways. Current CAD systems have many problems and natural searching is becoming more serious as versions change and become complex.
The proposed design paradigm has two distinct characteristics: (1) freehand sketch is used in the whole design cycle; and (2) the design knowledge implied in 2D legacy drawings and 3D models is reused conveniently by performing search operations. Usability evaluation demonstrated that this design paradigm is more natural and efficient than the traditional (Window, Icon, Menu, and Pointer) WIMP paradigm. Finally this paradigm has implications in design advisory systems as well as supply chain connection of buyers and sellers. 
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