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GEOMETRY OF QUANTUM PRINCIPAL BUNDLES II
Extended Version
MIC´O DURDEVIC´
Abstract. A general noncommutative-geometric theory of principal bundles
is presented. Quantum groups play the role of structure groups. General
quantum spaces play the role of base manifolds. A differential calculus on
quantum principal bundles is studied. In particular, algebras of horizontal
and verticalized differential forms on the bundle are introduced and investi-
gated. The formalism of connections is developed. Operators of horizontal
projection, covariant derivative and curvature are constructed and analyzed.
A quantum generalization of classical Weil’s theory of characteristic classes is
sketched. Quantum analogs of infinitesimal gauge transformations are studied.
Illustrative examples and constructions are presented.
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1. Introduction
In this study we continue the presentation of the theory of quantum principal
bundles.
The theory developed in the previous paper [2] was “semiclassical”: structure
groups were considered as quantum objects, however base spaces were classical
smooth manifolds. Algebraic formalism developed in the previous paper will be
now generalized and incorporated into a completely quantum framework, following
general philosophy of non-commutative differential geometry [1]. Base manifolds,
structure groups and corresponding principal bundles will be considered as quantum
objects.
The paper is organized as follows.
Exposition of the theory begins in Section 3, with a general definition of quantum
principal bundles. This definition will translate into a noncommutative-geometric
context classical idea that a principal bundle is a space on which the structure
group acts freely on the right, such that the base manifold is diffeomorphic to the
corresponding orbit space.
After the main definition we pass to questions related to differential calculus
on quantum principal bundles. As first, we introduce and analyze a differential
*-algebra consisting of “verticalized” differential forms on the bundle. This algebra
will be introduced independently of a specification of a complete differential calculus
on the bundle.
The calculus on the bundle is based on a graded-differential *-algebra (represent-
ing differential forms) possessing two important properties. As first, we require that
this differential algebra is generated by “functions” on the bundle. This condition
ensures uniqueness of various entities naturally appearing in the study of differ-
ential calculus. Secondly, we postulate that the group action on “the functions”
on the bundle is extendible to an appropriate differential algebra homomorphism
(imitating the corresponding “pull back” of differential forms).
Quantum counterparts of various important entities associated to differential cal-
culus in the classical theory will be introduced in a constructive manner, starting
from the algebra of differential forms on the bundle (and from a given differential
calculus on the structure quantum group). In particular, a graded *-algebra repre-
senting horizontal forms will be introduced and analyzed. Also, graded-differential
*-algebras representing differential forms on the base manifold and “verticalized”
differential forms on the bundle will be described.
It is important to point out a conceptual difference between this approach to
differential calculus and the approach presented in the previous paper, where a
differential calculus on the bundle was constructed starting from the standard cal-
culus on the base manifold, and an appropriate calculus on the structure quantum
group. The main property of the calculus was a variant of local triviality, in the
sense that all local trivializations of the bundle locally trivialize the calculus, too.
This property implies certain restrictions on a possible differential calculus on the
structure quantum group, as discussed in details in [2]. On the other hand, in this
paper we start from a fixed calculus on the group (based on the universal differ-
ential envelope of a given first-order differential structure) and the calculus on the
base manifold is determined by the calculus on the bundle. However, the calculus
on the bundle is not uniquely determined by mentioned initial two conditions.
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In Section 4 the formalism of connections will be presented. All corresponding
basic “global” constructions and results of the previous paper will be translated
into the general quantum context. In particular, operators of horizontal projection,
covariant derivative and curvature will be constructed and investigated. Further,
two particularly interesting classes of connections will be introduced and analyzed.
The first class consists of connections possessing certain multiplicativity property.
This is a trivial generalization of multiplicative connections of the previous paper.
The second class consists of connections that are counterparts of classical con-
nections introduced in the previous paper. Here, these connections will be called
regular. Intuitively speaking, regular connections are “maximally compatible” with
the internal geometrical structure of the bundle.
In Section 5 a generalization of classical Weil’s theory of characteristic classes
will be presented.
Finally, in Section 6 some examples, remarks and additional constructions are
included. In particular, we shall present a general re-construction of differential
calculus on the bundle, starting from a given algebra of horizontal forms, and
two operators imitating the covariant derivative and the curvature of a regular
connection. Further, quantum analogs of infinitesimal gauge transformations will
be studied, from two different viewpoints.
We shall also briefly discuss interrelations with a theory of quantum principal
bundles presented in [3].
Concerning concrete examples of quantum principal bundles, we shall consider
trivial bundles and principal bundles based on quantum homogeneous spaces. The
main structural elements of differential calculus and the formalism of connections
will be illustrated on these examples.
The paper ends with two appendices. The first appendix is devoted to the anal-
ysis of the calculus on the bundle in the case when the higher-order calculus on
the structure quantum group is described by the corresponding bicovariant exterior
algebra [6]. In particular, it will be shown that if the first-order calculus on the
group is compatible with all “transition functions” (in the context of the previous
paper) then the higher-order calculus based on the exterior algebra possesses this
property too. In fact this is equivalent to a possibility of constructing the calculus
on the bundle such that all local trivializations of the bundle locally trivialize the
calculus. Further, we shall prove that bicovariant exterior algebras describe, in a
certain sense, the minimal higher-order calculus on the group such that the corre-
sponding calculus on the bundle possesses the mentioned trivializability property
(universal envelopes always describe the maximal higher-order calculus). We shall
also analyze similar questions in the context of general theory.
In the second appendix the structure of the *-algebra representing “functions”
on the bundle is analyzed, in the light of the decomposition of the right action of
the structure quantum group into multiple irreducible components.
2. Preparatory Material
Before passing to quantum principal bundles we shall fix the notation, and in-
troduce in the game relevant quantum group entities. We shall use the symbol ⊗̂
for a graded tensor product of graded (differential *-) algebras.
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Here, as in the previous paper, we shall deal with compact matrix quantum
groups [5] only (however the compactness assumption is not essential for a large
part of the formalism). Let G be such a group. The algebra of “polynomial func-
tions” on G will be denoted by A. The group structure on G is determined by the
comultiplication φ : A → A⊗A, the countit ǫ : A → C and the antipode κ : A → A.
The result of an (n− 1)-fold comultiplication of an element a ∈ A will be symboli-
cally written as a(1) ⊗ · · · ⊗ a(n). The adjoint action of G on itself will be denoted
by ad: A → A⊗A. Explicitly, this map is given by
ad(a) = a(2) ⊗ κ(a(1))a(3).(2.1)
Let Γ be a first-order differential calculus [6] over G and let
Γ∧ =
∑⊕
k≥0
Γ∧k
be the universal differential envelope ([2]–Appendix B) of Γ. Here, the space Γ∧k
consists of k-th order elements.
For each k ≥ 0 let pk : Γ
∧ → Γ∧k be the corresponding projection (we shall use
the same symbols for projection operators associated to an arbitrary graded algebra
built over Γ). Further, let
Γ⊗ =
∑⊕
k≥0
Γ⊗k
be the tensor bundle algebra over Γ. Here,
Γ⊗k = Γ⊗A · · ·A ⊗ Γ
is the tensor product over A of k-copies of Γ. The algebra Γ∧ can be obtained from
Γ⊗ by factorizing through the ideal S∧ generated by elements Q ∈ Γ⊗2 of the form
Q =
∑
i
dai ⊗A dbi
where ai, bi ∈ A satisfy ∑
i
aidbi = 0.
Let us assume that Γ is left-covariant. Let ℓΓ : Γ→ A⊗ Γ be the corresponding
left action of G on Γ. We shall denote by Γinv the space of left-invariant elements
of Γ. In other words
Γinv =
{
ϑ ∈ Γ: ℓΓ(ϑ) = 1⊗ ϑ
}
.
Further, R ⊆ ker(ǫ) will be the right A-ideal which canonically, in the sense of [6],
corresponds to Γ. The map π : A → Γinv given by
π(a) = κ(a(1))da(2)(2.2)
is surjective and ker(π) = C⊕R. Because of this there exists a natural isomorphism
Γinv ↔ ker(ǫ)/R.
The above isomorphism induces a right A-module structure on Γinv, which will be
denoted by ◦. Explicitly,
π(a) ◦ b = π
(
ab− ǫ(a)b
)
,(2.3)
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for each a, b ∈ A. The maps φ and ℓΓ admit common extensions to homomorphisms
ℓ∧Γ : Γ
∧ → A⊗ Γ∧ and ℓ⊗Γ : Γ
⊗ → A⊗ Γ⊗ (left actions of G on Γ∧ and Γ⊗).
The tensor product of k-copies of Γinv will be denoted by Γ
⊗k
inv. The tensor
algebra over Γinv will be denoted by Γ
⊗
inv. It is naturally isomorphic to the space
of left-invariant elements of Γ⊗.
The subalgebra of left-invariant elements of Γ∧ will be denoted by Γ∧inv. This
algebra is naturally graded. We shall denote by Γ∧kinv the space of left-invariant k-th
order elements. Let πinv : Γ
∧ → Γ∧inv be the canonical projection map [6] onto left-
invariant elements. In the framework of the canonical identification Γ∧ ↔ A⊗Γ∧inv
we have πinv ↔ ǫ⊗ id.
The following natural isomorphism holds
Γ∧inv = Γ
⊗
inv/S
∧
inv.
Here S∧inv is the ideal in Γ
⊗
inv, generated by elements q ∈ Γ
⊗2
inv of the form
q = π(a(1))⊗ π(a(2)),
where a ∈ R. This space is in fact the left-invariant part of the ideal S∧.
The right A-module structure ◦ can be uniquely extended from Γinv to Γ
∧,⊗
inv ,
such that
1 ◦ a = ǫ(a)1(2.4)
(ϑη) ◦ a = (ϑ ◦ a(1))(η ◦ a(2))(2.5)
for each ϑ, η ∈ Γ⊗,∧inv and a ∈ A. Explicitly, ◦ is given by
ϑ ◦ a = κ(a(1))ϑa(2).(2.6)
The algebra Γ∧inv ⊆ Γ
∧ is d-invariant. The following identities hold
d(ϑ ◦ a) = d(ϑ) ◦ a− π(a(1))(ϑ ◦ a(2)) + (−1)∂ϑ(ϑ ◦ a(1))π(a(2))(2.7)
dπ(a) = −π(a(1))π(a(2)).(2.8)
If Γ is *-covariant then the *-involution ∗ : Γ → Γ is naturally extendible to Γ∧
and Γ⊗ (such that (ϑη)∗ = (−1)∂ϑ∂ηη∗ϑ∗ for each ϑ, η ∈ Γ∧,⊗ ). The maps ℓ∧,⊗Γ
are hermitian, in a natural manner. Algebras Γ∧,⊗inv ⊆ Γ
∧,⊗ are *-invariant. We
have
(ϑ ◦ a)∗ = ϑ∗ ◦ κ(a)∗(2.9)
for each a ∈ A and ϑ ∈ Γ∧,⊗inv .
Explicitly, the *-involution on Γinv is determined by
π(a)∗ = −π [κ(a)∗] .(2.10)
Let us now assume that the calculus Γ is bicovariant, and let ℘Γ : Γ → Γ ⊗ A
be the right action of G on Γ. Maps φ and ℘Γ admit common extensions to
homomorphisms ℘∧Γ , ℘
⊗
Γ : Γ
∧,⊗ → Γ∧,⊗ ⊗ A (right actions of G on corresponding
algebras). Let̟ : Γinv → Γinv⊗A be the adjoint action of G on Γinv. The space Γinv
is right-invariant, that is ℘Γ(Γinv) ⊆ Γinv ⊗A. We have ̟ = ℘Γ↾Γinv. Explicitly,
̟π = (π ⊗ id)ad.(2.11)
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We shall denote by ̟⊗, ̟⊗k, ̟∧ and ̟∧k the adjoint actions of G on the corre-
sponding spaces (coinciding with the corresponding restrictions of ℘⊗Γ and ℘
∧
Γ .
The coproduct map φ : A → A ⊗ A admits the unique extension to the homo-
morphism φ̂ : Γ∧ → Γ∧ ⊗̂ Γ∧ of graded-differential algebras. We have
φ̂(ϑ) = ℓΓ(ϑ) + ℘Γ(ϑ),(2.12)
for each ϑ ∈ Γ. Further, we have φ̂(Γ∧inv) ⊆ Γ
∧
inv ⊗̂ Γ
∧. Let ̟̂ : Γ∧inv → Γ∧inv ⊗̂ Γ∧ be
the corresponding restriction. Explicitly,
̟̂ (ϑ) = 1⊗ ϑ+̟(ϑ),(2.13)
for each ϑ ∈ Γinv.
If Γ is a bicovariant *-calculus then the maps φ̂, ̟̂ and all the introduced adjoint
and right actions are hermitian, in a natural manner.
3. Quantum Principal Bundles & The Corresponding Differential
Calculus
The aim of this section is twofold. As first, we shall define quantum principal
bundles, and briefly describe a geometrical background for this definition. Then, an
appropriate differential calculus over quantum principal bundles will be introduced
and analyzed. In particular, besides the main algebra consisting of “differential
forms” on the bundle, we shall introduce and analyze algebras of “verticalized” and
“horizontal” differential forms. Finally, an algebra representing differential forms
on the base manifold will be defined.
Let us consider a quantum spaceM , formally represented by a (unital) *-algebra
V . At the geometrical level, the elements of V play the role of appropriate “func-
tions” on this space.
Definition 3.1. A quantum principal G-bundle over M is a triplet of the form
P = (B, i, F ), where B is a (unital) *-algebra while i : V → B and F : B → B ⊗ A
are unital *-homomorphisms such that
(qpb1 ) The map i : V → B is injective and
b ∈ i(V) ⇔ F (b) = b⊗ 1
for each b ∈ B.
(qpb2 ) The following identities hold
id = (id⊗ ǫ)F(3.1)
(id⊗ φ)F = (F ⊗ id)F.(3.2)
(qpb3 ) A linear map X : B ⊗ B → B ⊗A defined by
X(q ⊗ b) = qF (b)
is surjective.
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The elements of B are interpretable as appropriate “functions” on the quantum
space P . The map F plays the role of the dualized right action ofG on P . Condition
(qpb2 ) justifies this interpretation. The map i : V → B plays the role of the dualized
“projection” of P on the base manifold M . Condition (qpb1 ) says that M is
identificable with the corresponding “orbit space” for the right action. Accordingly,
the elements of V will be identified with their images in i(V).
Finally, condition (qpb3 ) is an effective quantum counterpart of the classical
requirement that the action of G on P is free. It is easy to see that this condition
can be equivalently formulated as
(qpb4 ) For each a ∈ A there exist elements bk, qk ∈ B such that
1⊗ a =
∑
k
qkF (bk).(3.3)
We now pass to questions related to differential calculus on quantum principal
bundles. Let P = (B, i, F ) be a quantum principal G-bundle over M . Let us fix a
bicovariant first-order *-calculus Γ over G and let us consider a graded vector space
ver(P ) = B ⊗ Γ∧inv (the grading is induced from Γ
∧
inv).
Lemma 3.1. (i) The formulas
(q ⊗ η)(b⊗ ϑ) =
∑
k
qbk ⊗ (η ◦ ck)ϑ(3.4)
(b⊗ ϑ)∗ =
∑
k
b∗k ⊗ (ϑ
∗ ◦ c∗k)(3.5)
dv(b ⊗ ϑ) = b⊗ dϑ+
∑
k
b ⊗ π(ck)ϑ(3.6)
where F (b) =
∑
k
bk⊗ ck, determine the structure of a graded-differential *-algebra
on ver(P ).
(ii) As a diferential algebra, ver(P ) is generated by B = ver0(P ).
Proof. Let us first check the associativity of the introduced product. Applying (3.4)
and (2.5) and elementary properties of F we obtain
[
(f ⊗ ζ)(b ⊗ ϑ)
]
(q ⊗ η) =
∑
k
(
fbk ⊗ (ζ ◦ ck)ϑ
)
(q ⊗ η)
=
∑
kl
fbkql ⊗
[(
(ζ ◦ ck)ϑ
)
◦ dl
]
η
=
∑
kl
fbkql ⊗
(
ζ ◦ (ckd
(1)
l )
)
(ϑ ◦ d
(2)
l )η
= (f ⊗ ζ)
∑
l
bql ⊗ (ϑ ◦ dl)η
= (f ⊗ ζ)
[
(b⊗ ϑ)(q ⊗ η)
]
,
where F (q) =
∑
l
ql ⊗ dl.
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Evidently, ver(P ) is a unital algebra, with the unity 1 ⊗ 1. Now we prove that
(3.5) determines a *-algebra structure on ver(P ). We have
[
(b ⊗ ϑ)∗
]∗
=
∑
k
(
b∗k ⊗ (ϑ
∗ ◦ c∗k)
)∗
=
∑
k
bk ⊗ (ϑ
∗ ◦ c
(2)∗
k )
∗ ◦ c
(1)
k
=
∑
k
bk ⊗
(
ϑ ◦ κ−1(c
(2)
k )
)
◦ c
(1)
k =
∑
k
bk ⊗ ϑ ◦
(
κ−1(c
(2)
k )c
(1)
k
)
= b⊗ ϑ.
Thus, ∗ is involutive. Further,
[
(q ⊗ η)(b⊗ ϑ)
]∗
=
∑
k
(
qbk ⊗ (η ◦ ck)ϑ
)∗
=
∑
kl
(qlbk)
∗ ⊗
(
(η ◦ c
(2)
k )ϑ
)∗
◦ (dlc
(1)
k )
∗
= (−1)∂ϑ∂η
∑
kl
b∗kq
∗
l ⊗
[
ϑ∗ ◦ c
(1)∗
k d
(1)∗
l
][
η∗ ◦
(
κ(c
(3)
k )
∗c
(2)∗
k d
(2)∗
l
)]
= (−1)∂ϑ∂η
∑
kl
b∗kq
∗
l ⊗ (ϑ
∗ ◦ c∗kd
(1)∗
l )(η
∗ ◦ d
(2)∗
l )
= (−1)∂ϑ∂η
∑
kl
[
b∗k ⊗ (ϑ
∗ ◦ c∗k)
][
q∗l ⊗ (η
∗ ◦ d∗l )
]
= (−1)∂ϑ∂η(b⊗ ϑ)∗(q ⊗ η)∗.
Let us check that (3.6) defines a hermitian differential on the *-algebra ver(P ).
We compute
dv
[
(q ⊗ η)(b ⊗ ϑ)
]
=
∑
k
dv
(
qbk ⊗ (η ◦ ck)ϑ
)
=
∑
k
qbk ⊗ d
(
(η ◦ ck)ϑ
)
+
∑
kl
qlbk ⊗ π(dlc
(1)
k )(η ◦ c
(2)
k )ϑ
=
∑
k
qbk ⊗ (d(η) ◦ ck)ϑ−
∑
k
qbk ⊗ π(c
(1)
k )(η ◦ c
(2)
k )ϑ
+ (−1)∂η
∑
k
qbk ⊗
(
(η ◦ c
(1)
k )π(c
(2)
k )ϑ+ (η ◦ ck)dϑ
)
+
∑
kl
qlbk ⊗
(
π(dl) ◦ c
(1)
k
)
(η ◦ c
(2)
k )ϑ
+
∑
k
qbk ⊗ π(c
(1)
k )(η ◦ c
(2)
k )ϑ
= (q ⊗ dη)(b ⊗ ϑ) + (−1)∂η(q ⊗ η)
∑
k
bk ⊗ π(ck)ϑ
+ (−1)∂η(q ⊗ η)(b⊗ dϑ) +
∑
l
(
ql ⊗ π(dl)η
)
(b ⊗ ϑ)
=
[
dv(q ⊗ η)
]
(b ⊗ ϑ) + (−1)∂η(q ⊗ η)dv(b⊗ ϑ).
Here, we have used (2.3), (2.5), (2.7) and the main properties of F .
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Further
d2v(b ⊗ ϑ) = dv
(
b⊗ dϑ+
∑
k
bk ⊗ π(ck)ϑ
)
=
∑
k
bk ⊗ π(ck)dϑ
+
∑
k
bk ⊗ π(c
(1)
k )π(c
(2)
k )ϑ+
∑
k
bk ⊗ d
(
π(ck)ϑ
)
= 0,
according to (2.8). Finally,
dv
[
(b ⊗ ϑ)∗
]
=
∑
k
b∗k ⊗ d(ϑ
∗ ◦ c∗k) +
∑
k
b∗k ⊗ π(c
(1)∗
k )(ϑ
∗ ◦ c
(2)∗
k )
=
∑
k
b∗k ⊗ (dϑ
∗) ◦ c∗k −
∑
k
b∗k ⊗ π(c
(1)∗
k )(ϑ
∗ ◦ c
(2)∗
k )
+ (−1)∂ϑ
∑
k
b∗k ⊗ (ϑ
∗ ◦ c
(1)∗
k )π(c
(2)∗
k ) +
∑
k
b∗k ⊗ π(c
(1)∗
k )(ϑ
∗ ◦ c
(2)∗
k )
= (b ⊗ dϑ)∗ + (−1)∂ϑ
∑
k
b∗k ⊗ (ϑ
∗ ◦ c
(1)∗
k )π(c
(2)∗
k )
= (b ⊗ dϑ)∗ − (−1)∂ϑ
∑
k
b∗k ⊗ (ϑ
∗ ◦ c
(1)∗
k )
[
π
(
κ(c
(3)
k )
∗
)
◦ c
(2)∗
k
]
= (b ⊗ dϑ)∗ + (−1)∂ϑ
∑
k
b∗k ⊗
(
ϑ∗π(c
(2)
k )
∗
)
◦ c
(1)∗
k
= (b ⊗ dϑ)∗ +
∑
k
b∗k ⊗
(
π(c
(2)
k )ϑ
)∗
◦ c
(1)∗
k =
[
dv(b⊗ ϑ)
]∗
.
Hence, dv is a hermitian differential. To prove (ii) it is sufficient to check that
elements of the form qdv(b) linearly generate ver
1(P ). However, this directly follows
from property (qpb4 ) in the definition of quantum principal bundles.
In the following it will be assumed that ver(P ) is endowed with the constructed
graded-differential *-algebra structure. The elements of ver(P ) are interpretable as
verticalized differential forms on the bundle. In classical geometry, these entities
are obtained by restricting the domain of differential forms (on the bundle) to the
Lie algebra of vertical vector fields.
Lemma 3.2. There exists the unique homomorphism
F̂v : ver(P )→ ver(P ) ⊗̂ Γ
∧
of (graded) differential algebras extending the map F . We have
(F̂v ⊗ id)F̂v = (id⊗ φ̂)F̂v.(3.7)
The map F̂v is hermitian, in the sense that
F̂v∗ = (∗ ⊗ ∗)F̂v.(3.8)
Proof. According to (ii) of the previous lemma, the map F̂v is unique, if exists. Let
us define a linear map F̂v : ver(P )→ ver(P ) ⊗̂ Γ
∧ by
F̂v(b⊗ ϑ) =
∑
kl
bk ⊗ ϑl ⊗ ckwl
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where F (b) =
∑
k
bk ⊗ ck and ̟̂ (ϑ) = ∑lϑl ⊗ wl. It is easy to see that such
defined map F̂v is a differential algebra homomorphism.
Identities (3.7) and (3.8) directly follow form the fact that ver(P ) is generated
by B, as well as from property (3.2) and the hermicity of dv respectively.
Let us consider a *-homomorphism Fv : ver(P )→ ver(P )⊗A given by
Fv = (id⊗ p0)F̂v.
This map extends the action F . It is interpretable as the (dualized) right action of
G on verticalized forms. The following identities hold:
(Fv ⊗ id)Fv = (id⊗ φ)Fv(3.9)
(id⊗ ǫ)Fv = id(3.10)
(dv ⊗ id)Fv = Fvdv.(3.11)
The first two identities justify the interpretation of Fv as an action of G. The
last identity says that the differential dv is right-covariant.
So far about verticalized differential forms. We shall assume that a complete
differential calculus over the bundle P is based on a graded-differential *-algebra
Ω(P ) possessing the following properties
(diff1 ) As a differential algebra, Ω(P ) is generated by B = Ω0(P ).
(diff2 ) The map F : B → B ⊗A is extendible to a homomorphism
F̂ : Ω(P )→ Ω(P ) ⊗̂ Γ∧
of graded-differential algebras.
Let us fix a graded-differential *-algebra Ω(P ) such that the above properties
hold. The elements of Ω(P ) will play the role of differential forms on P . It is easy
to see that the map F̂ is uniquely determined.
Lemma 3.3. We have
(F̂ ⊗ id)F̂ = (id⊗ φ̂)F̂(3.12)
F̂∗ = (∗ ⊗ ∗)F̂ .(3.13)
Proof. Both identities directly follow from similar properties of F , and from prop-
erties (diff1/2 ).
The formula
F∧ = (id⊗ p0)F̂(3.14)
defines a *-homomorphism F∧ : Ω(P ) → Ω(P ) ⊗ A extending the action F . The
following identities hold:
(F∧ ⊗ id)F∧ = (id⊗ φ)F∧(3.15)
(id⊗ ǫ)F∧ = id(3.16)
(d⊗ id)F∧ = F∧d.(3.17)
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The map F∧ is interpretable as the (dualized) right action of G on differential
forms. As a homomorphism between algebras, F∧ is completely determined by
(3.17), and by the fact that it extends F .
Now, a very important algebra representing horizontal forms will be introduced
in the game. Intuitively speaking, horizontal forms can be characterized as those
elements of Ω(P ) possessing “trivial” differential properties along vertical fibers.
Definition 3.2. The elements of the graded *-subalgebra
hor(P ) = F̂−1
(
Ω(P )⊗A
)
of Ω(P ) are called horizontal forms.
Evidently, B = hor0(P ).
Lemma 3.4. The algebra hor(P ) is F∧-invariant. In other words
F∧
(
hor(P )
)
⊆ hor(P )⊗A.(3.18)
Proof. If ϕ ∈ hor(P ) then (F̂ ⊗ id)F̂ (ϕ) = (id ⊗ φ̂)F̂ (ϕ) = (id ⊗ φ)F∧(ϕ) belongs
to Ω(P )⊗A⊗A. Hence, F̂ (ϕ) = F∧(ϕ) ∈ hor(P )⊗A.
The following technical lemma will be helpful in various considerations.
Lemma 3.5. Let us consider a homogeneous element w ∈ Ωn(P ). Let 0 ≤ k ≤ n
be an integer such that (id⊗pl)F̂ (w) = 0 for each l > k. Then there exist horizontal
forms ϕ1, . . . , ϕm ∈ hor
n−k(P ) and elements ϑ1, . . . , ϑm ∈ Γ
∧k
inv such that
(id⊗ pk)F̂ (w) =
m∑
i=1
F∧(ϕi)ϑi.(3.19)
Proof. The statement is non-trivial only if (id⊗ pk)F̂ (w) 6= 0.
We have
(id⊗ pk)F̂ (w) =
∑
ij
ξij ⊗ aijϑi,(3.20)
where ϑi ∈ Γ
∧k
inv are some some linearly independent elements, ξij ∈ Ω
n−k(P ) and
aij ∈ A. Applying (2.13), (3.12) and (3.20), and the definition of k we find∑
ij
F̂ (ξij)⊗ aijϑi = (F̂ ⊗ pk)F̂ (w) = (id
2 ⊗ pk)
∑
ij
ξij ⊗ φ̂(aijϑi)
=
∑
ij
ξij ⊗ a
(1)
ij ⊗ a
(2)
ij ϑi.
Acting by id2 ⊗ πinv on both sides of the above equality we obtain∑
i
F̂ (ϕi)⊗ ϑi =
∑
ij
ξij ⊗ aij ⊗ ϑi,(3.21)
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where ϕi =
∑
j
ξijǫ(aij). In other words
F̂ (ϕi) =
∑
j
ξij ⊗ aij ,(3.22)
and in particular ϕi ∈ hor
n−k(P ). Finally, combining (3.20) and (3.22) we conclude
that (3.19) holds.
We are going to construct a quantum analog for the “verticalizing” homomor-
phism (in classical geometry, induced by restricting the domain of differential forms
on vertical vector fields on the bundle).
Proposition 3.6. There exists the unique (graded) differential algebra homomor-
phism πv : Ω(P ) → ver(P ) reducing to the identity map on B. The map πv is
surjective and hermitian. Moreover,
F̂vπv = (πv ⊗ id)F̂(3.23)
Fvπv = (πv ⊗ id)F
∧.(3.24)
Proof. Let us define a linear (grade-preserving) map πv : Ω(P )→ ver(P ) by requir-
ing
πv(w) = (id⊗ πinvpk)F̂ (w)
for each w ∈ Ωk(P ). Obviously, πv is reduced to the identity on B.
Let us prove that πv is a differential algebra homomorphism. For given forms
w ∈ Ωk(P ) and u ∈ Ωl(P ) let us choose elements bi, qj ∈ B and ϑi, ηj ∈ Γ
∧k,l
inv such
that
(id⊗ pk)F̂ (w) =
∑
i
F (bi)ϑi (id⊗ pl)F̂ (u) =
∑
j
F (qj)ηj ,
in accordance with the previous lemma.
We have then
πv(w) =
∑
i
bi ⊗ ϑi πv(u) =
∑
j
qj ⊗ ηj .
A direct computation now gives
πv(wu) = (id⊗ πinvpk+l)F̂ (wu)
=
∑
ij
(id⊗ πinv)
[(
F (bi)ϑi
)(
F (qj)ηj
)]
=
∑
ij
(id⊗ πinv)
∑
rs
[
birqjs ⊗ cird
(1)
js (ϑi ◦ d
(2)
js )ηj
]
=
∑
ijs
biqjs ⊗ (ϑi ◦ djs)ηj =
[∑
i
bi ⊗ ϑi
][∑
j
qj ⊗ ηj
]
= πv(w)πv(u),
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where F (bi) =
∑
r
bir ⊗ cir and F (qj) =
∑
s
qjs ⊗ djs. Further,
πvd(w) = (id⊗ πinvpk+1)dF̂ (w) = (id⊗ πinvd)
[∑
i
F (bi)ϑi
]
= (id⊗ πinv)
[∑
ir
bir ⊗ cirdϑi + bir ⊗ d(cir)ϑi
]
=
∑
i
bi ⊗ dϑi +
∑
ir
bir ⊗ π(cir)ϑi
= dv
[∑
i
bi ⊗ ϑi
]
= dvπv(w).
Consequently, πv is a homomorphism of differential algebras. The map πv is
hermitian, because differentials on Ω(P ) and ver(P ) are hermitian, and the differ-
ential algebra Ω(P ) is generated by B. To prove (3.23) it is sufficient to observe
that its both sides are differential algebra homomorphisms coinciding with F on B.
Finally, (3.24) follows from (3.23), and definitions of F∧ and Fv .
Let us now consider a sequence
0→ hor1(P ) →֒ Ω1(P )
πv−→ ver1(P )→ 0(3.25)
of natural homomorphisms of *-B-bimodules.
Lemma 3.7. The above sequence is exact.
Proof. Clearly, hor1(P ) ⊆ ker(πv) ∩ Ω
1(P ) and πv
(
Ω1(P )
)
= ver1(P ). For each
w ∈ Ω1(P ) we have
(id⊗ p1)F̂ (w) =
∑
i
F (bi)ϑi,
for some bi ∈ B and ϑi ∈ Γinv, according to Lemma 3.5. This implies
πv(w) =
∑
i
bi ⊗ ϑi.
Consequently if w ∈ ker(πv) then (id⊗ p1)F̂ (w) = 0, and hence w ∈ hor
1(P ).
If a differential calculus on the bundle P is given, then it is possible to con-
struct a natural differential calculus on the base space M . This calculus is based
on a graded-differential *-subalgebra Ω(M) ⊆ Ω(P ) consisting of right-invariant
horizontal forms. Equivalently,
Ω(M) =
{
w ∈ Ω(P ) : F̂ (w) = w ⊗ 1
}
.
In a special case when the group G is “connected” in the sense that only scalar
elements of A are anihilated by the differential map, the algebra Ω(M) can be
described as
Ω(M) = d−1
(
hor(P )
)
∩ hor(P ).
The differential algebra Ω(M) is generally not generated by its 0-order subalgebra
Ω0(M) = V , in contrast to Ω(P ). However, property (diff1 ) is not essential for
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developing a large part of the formalism. Furthermore, it turns out that the algebra
hor(P ) is generally not generated by B and hor1(P ).
4. The Formalism of Connections
In this section a general theory of connections on quantum principal bundles will
be presented. As first, quantum analogs of pseudotensorial forms will be defined.
Let V be a vector space, and let v : V → V ⊗ A be a representation of G in
this space. Let ψ(v, P ) be the space of all linear maps ζ : V → Ω(P ) such that the
diagram
V
ζ
−−−−→ Ω(P )
v
y yF∧
V ⊗A −−−−→
ζ ⊗ id
Ω(P )⊗A
(4.1)
is commutative (intertwiners between v and F∧).
The space ψ(v, P ) is naturally graded
ψ(v, P ) =
∑⊕
k≥0
ψk(v, P ),(4.2)
where ψk(v, P ) consists of maps with values in Ωk(P ). The elements of ψk(v, P ) can
be interpreted as pseudotensorial k-forms on P with values in the dual space V ∗ .
Further, ψ(v, P ) is closed with respect to compositions with d : Ω(P )→ Ω(P ). It is
also a module, in natural manner, over the subalgebra consisting of right-invariant
forms. Let
τ(v, P ) =
∑⊕
k≥0
τk(v, P )(4.3)
be the graded subspace of ψ(v, P ) consisting of pseudotensorial forms having the
values in hor(P ). The elements of τ(v, P ) are interpretable as tensorial forms on P
with values in V ∗. The space τ(v, P ) is a module over Ω(M).
If the space Γinv is infinite-dimensional and if Ω(P ) possesses infinitely non-zero
components then, generally, sums figuring in (4.2) and (4.3) will be “larger” then
standard direct sums of spaces (and should be interpreted in the appropriate way).
Forms ϕ ∈ τ(v, P ) can be also defined by the following equality
F̂ϕ(ϑ) = (ϕ⊗ id)v(ϑ).(4.4)
If the space V is endowed with an antilinear involution ∗ : V → V such that
v∗ = (∗ ⊗ ∗)v then the formula
ϕ∗(ϑ) = ϕ(ϑ∗)∗(4.5)
determines natural *-involutions on ψ(v, P ) and τ(v, P ).
For the purposes of this paper, the most important is the case V = Γinv, and
v = ̟. In this case we shall write ψ(P ) = ψ(̟,P ) and τ(P ) = τ(̟,P ).
We pass to the definition of connection forms.
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Definition 4.1. A connection on P is a hermitian map ω ∈ ψ1(P ) satisfying
πvω(ϑ) = 1⊗ ϑ(4.6)
for each ϑ ∈ Γinv.
The above condition corresponds to the classical requirement that connection
forms (understood as lie(G)-valued pseudotensorial ad-type 1-forms) map funda-
mental vector fields into their generators.
Theorem 4.1. Every quantum principal bundle P admits at least one connection.
Proof. Let us consider the space W = π−1v (Γinv) ∩ Ω
1(P ). By definition this space
is invariant under ∗ and F∧, and πv(W ) = Γinv. We can write
W =
∑⊕
α∈T
Wα
where Wα are corresponding multiple irreducible subspaces (the notation is ex-
plained in Appendix B). Similarly
Γinv =
∑⊕
α∈T
Γαinv.
The following decompositions hold
Wα ↔ Mor(uα, F∧)⊗ Cn Γαinv ↔ Mor(u
α, ̟)⊗ Cn
where n is the dimension of α. Further, πv(W
α) = Γαinv for each α ∈ T .
In terms of the above identifications the restriction map πv : W
α → Γαinv is given
by
πv
{
µ⊗ x
}
= πvµ⊗ x.
This map is surjective. Let τα : Mor(uα, ̟) → Mor(uα, F∧) be a left inverse of
πv↾W
α.
Let τ : Γinv → W be a map defined by
τ =
∑⊕
α∈T
τα
where τα : Γ
α
inv → W
α are given by τα = τ
α ⊗ id. By construction, τ intertwines
̟ and F∧ and satisfies πvτ(ϑ) = ϑ for each ϑ ∈ Γinv. Without a lack of generality
we can assume that τ is hermitian (if not, we can consider another intertwiner
∗τ∗ : Γinv → W and redefine τ 7→ (τ + ∗τ∗)/2). Finally, composing τ and the
inclusion map W →֒ Ω(P ) we obtain a connection on P .
Let con(P ) be the set of all connections on P . This is a real affine subspace of
ψ1(P ). The corresponding vector space consists of hermitian tensorial 1-forms.
Connections can be described in a different, more concise, but equivalent manner,
using an algebraic condition which is a symbiosis of the verticalization condition
(4.6) and the pseudotensoriality property.
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Lemma 4.2. A first-order linear map ω : Γinv → Ω(P ) is a connection on P iff
ω(ϑ∗) =ω(ϑ)∗(4.7)
F̂ω(ϑ) =(ω ⊗ id)̟(ϑ) + 1⊗ ϑ,(4.8)
for each ϑ ∈ Γinv.
Proof. It is clear that above listed properties imply that ω is a connection on P .
Conversely, let us consider an arbitrary ω ∈ con(P ). Then the pseudotensoriality
property and Lemma 3.5 imply that for each ϑ ∈ Γinv we have
F̂ω(ϑ) = (ω ⊗ id)̟(ϑ) +
∑
k
F (bk)ϑk,
for some bk ∈ B and ϑk ∈ Γinv. Properties (3.1) and (4.6), and the definition of πv
imply 1⊗ ϑ =
∑
k
bk ⊗ ϑk. Hence (4.8) holds.
Every connection ω canonically gives rise to a splitting of the sequence (3.25),
undestood as a sequence of left B-modules. Indeed, the map µω : ver
1(P )→ Ω1(P )
defined by
µω(b ⊗ ϑ) = bω(ϑ)
splits the mentioned sequence. Moreover, the map µω intertwines the corresponding
right actions.
For each ω ∈ con(P ) let ω⊗ : Γ⊗inv → Ω(P ) be the corresponding unital multi-
plicative extension.
Two particularly interesting classes of connections naturally appear in deeper
considerations. These classes consist of connections possessing some additional
properties that will be called multiplicativity and regularity.
Definition 4.2. A connection ω is called multiplicative iff
ωπ(a(1))ωπ(a(2)) = 0(4.9)
for each a ∈ R. Equivalently, ω is multiplicative iff ω⊗↾S∧inv = 0.
If ω is multiplicative then there exists the unique unital multiplicative extension
ω∧ : Γ∧inv → Ω(P ). This map can be obtained by by factorizing ω
⊗ through S∧inv
(both ω∧ and ω⊗ are *-preserving).
Condition (4.9) gives a quadratic constraint in the space con(P ). It is worth
noticing that in the classical theory all connections are multiplicative.
Definition 4.3. A connection ω is called regular iff
ω(ϑ)ϕ = (−1)∂ϕ
∑
k
ϕkω(ϑ ◦ ck)(4.10)
holds for each ϕ ∈ hor(P ) and ϑ ∈ Γinv. Here, F
∧(ϕ) =
∑
k
ϕk⊗ ck. Equivalently,
ϕω(ϑ) = (−1)∂ϕ
∑
k
ω
(
ϑ ◦ κ−1(ck)
)
ϕk.(4.11)
In particular, regular connections graded-commute with forms from Ω(M).
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Regular connections, if exist, form an affine subspace r(P ) ⊆ con(P ). The cor-
responding vector space consists of hermitian forms ζ ∈ τ1(P ) satisfying
ϕζ(ϑ) = (−1)∂ϕ
∑
k
ζ
(
ϑ ◦ κ−1(ck)
)
ϕk,(4.12)
or equivalently
ζ(ϑ)ϕ = (−1)∂ϕ
∑
k
ϕkζ(ϑ ◦ ck)(4.13)
for each ϕ ∈ hor(P ) and ϑ ∈ Γinv.
It is important to mention that if ω is regular then the corresponding splitting
µω is a splitting of *-bimodules.
If the theory is confined to bundles over classical manifolds and if Γ is the mini-
mal admissible calculus then regular connections are precisely classical connections
(in the terminology of the previous paper). In particular, in the case of classical
principal bundles all connections are regular.
Let us consider an expression
ℓω(ϑ, ϕ) = ω(ϑ)ϕ− (−1)∂ϕϕkω(ϑ ◦ ck)(4.14)
where ϕ ∈ hor(P ) and ϑ ∈ Γinv. The map ℓ
ω measures the lack of regularity of ω.
Lemma 4.3. We have
F̂ ℓω(ϑ, ϕ) =
∑
jk
ℓω(ϑj , ϕk)⊗ djck,(4.15)
where ̟(ϑ) =
∑
j
ϑj ⊗ dj. In particular, ℓ
ω is a hor(P )-valued map.
Proof. A direct computation gives
F̂ ℓω(ϑ, ϕ) =
∑
jk
ω(ϑj)ϕk ⊗ djck + (−1)
∂ϕ
∑
k
ϕk ⊗ ϑck
− (−1)∂ϕ
∑
kj
ϕkω(ϑj ◦ c
(3)
k )⊗ c
(1)
k κ(c
(2)
k )djc
(4)
k
− (−1)∂ϕ
∑
k
ϕk ⊗ c
(1)
k (ϑ ◦ c
(2)
k )
=
∑
jk
ℓω(ϑj , ϕk)⊗ djck.
Let σ : Γ⊗2inv → Γ
⊗2
inv be the (left-invariant part of the) canonical braid operator
[6]. This map is explicitly [2] given by
σ(η ⊗ ϑ) =
∑
k
ϑk ⊗ (η ◦ ck)(4.16)
where ̟(ϑ) =
∑
k
ϑk ⊗ ck. Let mΩ be the multiplication map in Ω(P ).
If ω ∈ r(P ) then
mΩ
{
ω ⊗ ϕ
}
= (−1)∂ϕmΩ
{
ϕ⊗ ω
}
σ,(4.17)
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for each ϕ ∈ τ(P ). The above equality directly follows from (4.16), the tensoriality
of ϕ, and the definition of regular connections.
Let us fix a linear map δ : Γinv → Γinv⊗Γinv such that
̟⊗2δ = (δ ⊗ id)̟
and such that if
δ(ϑ) =
∑
k
ϑ1k ⊗ ϑ
2
k
then
d(ϑ) =
∑
k
ϑ1kϑ
2
k − δ(ϑ
∗) =
∑
k
ϑ2∗k ⊗ ϑ
1∗
k
for each ϑ ∈ Γinv. Such maps will be called embedded differentials. For each ϑ ∈ Γinv
there exists a ∈ ker(ǫ) such that
δ(ϑ) = −π(a(1))⊗ π(a(2))
π(a) = ϑ.
(4.18)
For given linear maps ϕ, η : Γinv → Ω(P ) let us define (as in [2]) new linear maps
〈ϕ, η〉, [ϕ, η] : Γinv → Ω(P ) by
〈ϕ, η〉 = mΩ(ϕ⊗ η)δ(4.19)
[ϕ, η] = mΩ(ϕ⊗ η)c
⊤,(4.20)
where c⊤ : Γinv → Γinv⊗Γinv is the “transposed commutator” map [6], explicitly
given by
c⊤ = (id⊗ π)̟.(4.21)
The same brackets can be used for linear maps defined on Γinv, with values in
an arbitrary algebra.
It is easy to see that if ϕ ∈ ψi(P ) and η ∈ ψj(P ) then 〈ϕ, η〉, [ϕ, η] ∈ ψi+j(P )
(the same holds for τ(P )). Further,
〈ϕ, η〉∗ = −(−1)ij〈η∗, ϕ∗〉,(4.22)
as directly follows from (4.5) and the hermicity of δ.
For an arbitrary ω ∈ con(P ) let us consider a map Rω : Γinv → Ω(P ) given by
Rω = dω − 〈ω, ω〉.(4.23)
Clearly, this is a pseudotensorial 2-form. Moreover,
Lemma 4.4. We have
F̂Rω(ϑ) = (Rω ⊗ id)̟(ϑ)(4.24)
for each ϑ ∈ Γinv.
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Proof. A direct computation gives
F̂Rω(ϑ) = dF̂ω(ϑ) + F̂ωπ(a
(1))F̂ ωπ(a(2)) = d
[
ωπ(a(2))⊗ κ(a(1))a(3) + 1⊗ π(a)
]
+ 1⊗ π(a(1))π(a(2)) + ωπ(a(2))ωπ(a(5))⊗ κ(a(1))a(3)κ(a(4))a(6)
+ ωπ(a(2))⊗ κ(a(1))a(3)π(a(4))− ωπ(a(3))⊗ π(a(1))
(
κ(a(2))a(4)
)
=
[
dω − 〈ω, ω〉
]
π(a(2))⊗ κ(a(1))a(3) + ωπ(a(2))⊗ κ(a(1))da(3)
− ωπ(a(2))⊗ d
(
κ(a(1))a(3)
)
− ωπ(a(4))⊗ κ(a(1))da(2)
(
κ(a(3))a(5)
)
= (Rω ⊗ id)̟(ϑ).
Here, it is assumed that a ∈ ker(ǫ) satisfies (4.18) and we have applied (2.2), (2.8),
(2.11) and (4.8).
Definition 4.4. The constructed map Rω is called the curvature of ω.
The curvature Rω implicitly depends on the choice of δ. This dependence dis-
appears if ω is multiplicative.
We are going to introduce the operator of covariant derivative. This operator
will be first defined on a restricted domain consisting of horizontal forms. Later on,
after constructing the horizontal projection operator, we shall extend the domain
of the covariant derivative to the whole algebra Ω(P ).
For each ω ∈ con(P ) and ϕ ∈ hor(P ) let us define a new form
Dω(ϕ) = dϕ− (−1)
∂ϕ
∑
k
ϕkωπ(ck),(4.25)
where F∧(ϕ) =
∑
k
ϕk ⊗ ck.
Lemma 4.5. We have
F̂Dω(ϕ) =
∑
k
Dω(ϕk)⊗ ck(4.26)
for each ϕ ∈ hor(P ). In particular
Dωhor(P ) ⊆ hor(P ).
Proof. We compute
F̂Dω(ϕ) = F̂ dϕ− (−1)
∂ϕ
∑
k
F̂ (ϕk)F̂ωπ(ck)
= d
(∑
k
ϕk ⊗ ck
)
− (−1)∂ϕ
∑
k
ϕk ⊗ c
(1)
k π(c
(2)
k )
− (−1)∂ϕ
∑
k
ϕkωπ(c
(3)
k )⊗ c
(1)
k κ(c
(2)
k )c
(4)
k
=
∑
k
dϕk ⊗ ck − (−1)
∂ϕ
∑
k
ϕkωπ(c
(1)
k )⊗ c
(2)
k
=
∑
k
Dω(ϕk)⊗ ck.
Hence, hor(P ) is Dω-invariant.
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Definition 4.5. The constructed map Dω : hor(P ) → hor(P ) is called the covari-
ant derivative associated to ω.
Proposition 4.6. (i) The diagram
hor(P )
F∧
−−−−→ hor(P )⊗A
Dω
y yDω ⊗ id
hor(P ) −−−−→
F∧
hor(P )⊗A
(4.27)
is commutative.
(ii) We have
D2ω(ϕ) = −
∑
k
ϕk
[
dωπ(ck) + ωπ(c
(1)
k )ωπ(c
(2)
k )
]
(4.28)
for each ϕ ∈ hor(P ). In particular, if ω is multiplicative then
D2ω(ϕ) = −
∑
k
ϕkRωπ(ck).(4.29)
(iii) If ω is regular then
Dω(ϕψ) = Dω(ϕ)ψ + (−1)
∂ϕϕDω(ψ)(4.30)
Dω(ϕ
∗) = Dω(ϕ)
∗,(4.31)
for each ϕ, ψ ∈ hor(P ).
(iv) We have
(d−Dω)
(
Ω(M)
)
= {0}(4.32)
for each ω ∈ con(P ).
Proof. Diagram (4.27) follows from identity (4.26). Property (iv) follows from
definitions of Ω(M) and Dω. For each ϕ ∈ hor(P ) we have
D2ω(ϕ) = Dω
(
dϕ− (−1)∂ϕ
∑
k
ϕkωπ(ck)
)
= −(−1)∂ϕ
∑
k
dϕkωπ(ck)−
∑
k
ϕkdωπ(ck)
− (−1)∂ϕ
∑
k
(
−dϕkωπ(ck) + (−1)
∂ϕϕkωπ(c
(3)
k )ωπ
(
c
(1)
k κ(c
(2)
k )c
(4)
k
))
= −
∑
k
ϕk
(
dωπ(ck) + ωπ(c
(1)
k )ωπ(c
(2)
k )
)
.
If ω is multiplicative then (4.23) and the definition of δ imply that (4.29) holds.
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Finally, let us assume that ω is regular. Then
Dω(ϕψ) = (dϕ)ψ + (−1)
∂ϕϕdψ
− (−1)∂ϕ+∂ψ
∑
kl
(
ϕkψlω
(
π(ck) ◦ dl
)
+ ϕkψlǫ(ck)ωπ(dl)
)
=
(
dϕ− (−1)∂ϕ
∑
k
ϕkωπ(ck)
)
ψ + (−1)∂ϕϕ
(
dψ − (−1)∂ψ
∑
l
ψlωπ(dl)
)
= Dω(ϕ)ψ + (−1)
∂ϕϕDω(ψ),
where
∑
l
ψl ⊗ dl = F
∧(ψ). Further,
Dω(ϕ)
∗ = d(ϕ∗) +
∑
k
ωπ
(
κ(ck)
∗
)
ϕ∗k
= d(ϕ∗) + (−1)∂ϕ
∑
k
ϕ∗kω
[
π
(
κ(c
(2)
k )
∗
)
◦ c
(1)∗
k
]
= d(ϕ∗)− (−1)∂ϕ
∑
k
ϕ∗kωπ(c
∗
k) = Dω(ϕ
∗).
Hence, properties (iii) hold.
Actually, a connection ω is regular if and only if Dω satisfies the graded Leibniz
rule. Because of (4.27), the space τ(P ) is closed under taking compositions with
Dω. This fact enables us to define the covariant derivative (which will be denoted
by the same symbol) as an operator acting in the space τ(P ).
Proposition 4.7. We have
Dωϕ = dϕ− (−1)
∂ϕ[ϕ, ω](4.33)
for each ω ∈ con(P ) and ϕ ∈ τ(P ).
Proof. This directly follows from the tensoriality of ϕ and from definitions of Dω
and brackets [, ].
For a given ω ∈ con(P ) let qω : ψ(P )→ ψ(P ) be a linear map defined by
qω(ϕ) = 〈ω, ϕ〉 − (−1)
∂ϕ〈ϕ, ω〉 − (−1)∂ϕ[ϕ, ω].(4.34)
Lemma 4.8. (i) We have
F̂ qω(ϕ)(ϑ) = (qω ⊗ id)F
∧ϕ(ϑ)(4.35)
for each ϕ ∈ τ(P ) and ϑ ∈ Γinv. In particular qωτ(P ) ⊆ τ(P ).
(ii) If ω ∈ r(P ) then (
qω↾τ(P )
)
= 0.(4.36)
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Proof. We compute
F̂ qω(ϕ)(ϑ) = −F̂
[
ωπ(a(1))ϕπ(a(2))
]
+ (−1)∂ϕF̂
[
ϕπ(a(1))ωπ(a(2))
]
− (−1)∂ϕ
∑
k
F̂
[
ϕ(ϑk)ωπ(ck)
]
= −ωπ(a(2))ϕπ(a(3))⊗ κ(a(1))a(4)
− (−1)∂ϕϕπ(a(3))⊗ π(a(1))κ(a(2))a(4)
+ (−1)∂ϕϕπ(a(2))ωπ(a3)⊗ κ(a(1))a(4)
+ (−1)∂ϕϕπ(a(2))⊗ κ(a(1))a(3)π(a(4))
− (−1)∂ϕ
∑
k
(
ϕ(ϑk)ωπ(c
(3)
k )⊗ c
(1)
k κ(c
(2)
k )c
(4)
k + ϕ(ϑk)⊗ c
(1)
k π(c
(2)
k )
)
=
∑
k
{
〈ω, ϕ〉(ϑk)⊗ ck − (−1)
∂ϕ〈ϕ, ω〉(ϑk)⊗ ck
}
− (−1)∂ϕ
∑
k
[ϕ, ω](ϑk)⊗ ck − (−1)
∂ϕ
∑
k
ϕ(ϑk)⊗ dck
− (−1)∂ϕϕπ(a(4))⊗ κ(a(1))(da(2))κ(a(3))a(5)
+ (−1)∂ϕϕπ(a(2))⊗ κ(a(1))da(3) =
∑
k
qω(ϕ)(ϑk)⊗ ck.
Here, a ∈ ker(ǫ) satisfies (4.18), and
∑
k
ϑk ⊗ ck = ̟(ϑ).
Let us assume that ω is regular. Applying (2.3), (2.11) and (4.10), and the
definition of brackets 〈, 〉 and [, ] we obtain
〈ω, ϕ〉(ϑ) = −ωπ(a(1))ϕπ(a(2))
= −(−1)∂ϕϕπ(a(3))ω
[
π(a(1)) ◦
(
κ(a(2))a(4)
)]
= −(−1)∂ϕϕπ(a(3))ωπ
[(
a(1) − ǫ(a(1))1
)
κ(a(2))a(4)
]
= −(−1)∂ϕϕπ(a(1))ωπ(a(2)) + (−1)∂ϕϕπ(a(2))ωπ
(
κ(a(1))a(3)
)
= (−1)∂ϕ〈ϕ, ω〉(ϑ) + (−1)∂ϕ[ϕ, ω](ϑ).
Hence, (4.36) holds.
Actually, the following equality holds
qω(ϕ)(ϑ) =
∑
k
ℓω
(
ϑ1k, ϕ(ϑ
2
k)
)
for each ϑ ∈ Γinv and ϕ ∈ τ(P ). The next proposition gives a quantum counterpart
for the classical Bianchi identity.
Proposition 4.9. We have
(Dω − qω)(Rω) = 〈ω, 〈ω, ω〉〉 − 〈〈ω, ω〉, ω〉(4.37)
for each ω ∈ con(P ).
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Proof. A direct computation gives
(Dω − qω)(Rω) = dRω − 〈ω,Rω〉+ 〈Rω , ω〉 = −d〈ω, ω〉
− 〈ω, dω − 〈ω, ω〉〉+ 〈dω − 〈ω, ω〉, ω〉
= 〈ω, 〈ω, ω〉〉 − 〈〈ω, ω〉, ω〉.
If the connection ω is multiplicative then the right-hand side of equality (4.37)
vanishes. On the other hand, if ω is regular then the second summand on the
left-hand side vanishes.
It is important to point out that regular connections are not necessarily multi-
plicative. However, there exists a common obstruction to multiplicativity for all
regular connections, so that if one regular connection is multiplicative, then ev-
ery regular connection possesses the same property. This obstruction will be now
analyzed in more details.
In general, the lack of multiplicativity of a connection ω is measured by the map
rω : R → Ω(P ) given by rω(a) = ωπ(a
(1))ωπ(a(2)).
Lemma 4.10. (i) The following identities hold
rω
(
κ(a)∗
)
= −rω(a)(4.38)
πvrω(a) = 0(4.39)
F̂ rω(a) = F
∧rω(a) = (rω ⊗ id)ad(a).(4.40)
In particular rω(a) ∈ hor
2(P ) for each a ∈ R.
(ii) Let us assume that P admits regular connections. The map ω 7→ rω is
constant on equivalence classes from the space con(P )/r(P ). If ω ∈ r(P ) then
rω(a)ϕ =
∑
k
ϕkrω(ack)(4.41)
for each a ∈ R and ϕ ∈ hor(P ). Furthermore,
drω(a) = 〈ω, ω〉π(a
(1))ωπ(a(2))− ωπ(a(1))〈ω, ω〉π(a(2)).(4.42)
Proof. A direct computation gives
rω(a)
∗ = −ωπ(a(2))∗ωπ(a(1))∗ = −ωπ
(
κ(a(2))∗
)
ωπ
(
κ(a(1))∗
)
= −rω
(
κ(a)∗
)
and similarly
F̂ rω(a) =
[
(ω ⊗ id)̟π(a(1)) + 1⊗ π(a(1))
] [
(ω ⊗ id)̟π(a(2)) + 1⊗ π(a(2))
]
= ωπ(a(2))ωπ(a(3))⊗ κ(a(1))a(4) + ωπ(a(2))⊗ κ(a(1))a(3)π(a(4))
− ωπ(a(3))⊗ π(a(1))κ(a(2))a(4)
= rω(a
(2))⊗ κ(a(1))a(3) + ωπ(a(2))⊗ d
[
κ(a(1))a(3)
]
= (rω ⊗ id)ad(a).
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Let us assume that ω is regular. Then
rω+ϕ(a) = ωπ(a
(1))ωπ(a(2))− ϕπ(a(3))ω
[
π(a(1)) ◦
(
κ(a(2))a(4)
)]
+ ϕπ(a(1))ϕπ(a(2)) + ϕπ(a(1))ωπ(a(2))
= ωπ(a(1))ωπ(a(2)) + ϕπ(a(1))ϕπ(a(2)) + ϕπ(a(2))ωπ
(
κ(a(1))a(3)
)
= ωπ(a(1))ωπ(a(2)) + ϕπ(a(1))ϕπ(a(2))
for each ϕ = ϕ∗ ∈ τ1(P ).
Now if ζ = ζ∗ ∈ τ1(P ) satisfies (4.13) then ϕπ(a(1))ζπ(a(2))+ζπ(a(1))ϕπ(a(2)) =
0, and in particular ζπ(a(1))ζπ(a(2)) = 0 for each a ∈ R. Hence,
rω+ϕ+ζ = rω+ϕ.
Further, applying (2.3), (4.23) and the tensoriality of the curvature we obtain
drω(a) = Rωπ(a
(1))ωπ(a(2)) + 〈ω, ω〉π(a(1))ωπ(a(2))
− ωπ(a(1))Rωπ(a
(2))− ωπ(a(1))〈ω, ω〉π(a(2))
= Rωπ(a
(1))ωπ(a(2)) + 〈ω, ω〉π(a(1))ωπ(a(2))
−Rωπ(a
(3))ω
[
π(a(1)) ◦
(
κ(a(2))a(4)
)]
− ωπ(a(1))〈ω, ω〉π(a(2))
= 〈ω, ω〉π(a(1))ωπ(a(2))− ωπ(a(1))〈ω, ω〉π(a(2))
+Rωπ(a
(2))ωπ
(
κ(a(1))a(3)
)
= 〈ω, ω〉π(a(1))ωπ(a(2))− ωπ(a(1))〈ω, ω〉π(a(2)).
Finally,
rω(a)ϕ =
∑
ϕkω
[
π(a(1)) ◦ c
(1)
k
]
ω
[
π(a(2)) ◦ c
(2)
k
]
=
∑
k
ϕkωπ
[(
a(1) − ǫ(a(1))1
)
c
(1)
k
]
ωπ
[(
a(2) − ǫ(a(2))1
)
c
(2)
k
]
=
∑
k
ϕkωπ(a
(1)c
(1)
k )ωπ(a
(2)c
(2)
k )−
∑
k
ϕkωπ(ac
(1)
k )ωπ(c
(2)
k )
−
∑
k
ϕkωπ(c
(1)
k )ωπ(ac
(2)
k ) + ǫ(a)
∑
k
ϕkωπ(c
(1)
k )ωπ(c
(2)
k )
=
∑
k
ϕkωπ(a
(1)c
(1)
k )ωπ(a
(2)c
(2)
k ) =
∑
k
ϕkrω(ack)
for each ϕ ∈ hor(P ). Here, we have used (4.10), and the fact that R ⊆ ker(ǫ) is a
right ideal.
Let us assume that P admits regular connections, and let T(P ) be the left ideal
in Ω(P ) generated by the space rω(R), for some ω ∈ r(P ).
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Lemma 4.11. (i) The following properties hold:
T(P )∗ = T(P )(4.43)
F̂T(P ) ⊆ T(P )⊗ Γ∧(4.44)
πvT(P ) = {0}(4.45)
dT(P ) ⊆ T(P ).(4.46)
(ii) The space T(P ) is a two-sided ideal in Ω(P ).
Proof. Properties (4.44)–(4.45) directly follow from identities (4.39)–(4.40). Con-
cerning (4.46), it follows from (4.42), and the following observations. As first,
δπ(a)+π(a(1))⊗π(a(2)) belongs to S∧2inv for each a ∈ A. Secondly ω
⊗(S∧2inv) = rω(R).
Thirdly, because of (4.11) and (4.40),
rω(a)ω(ϑ) ∈ T(P )
for each a ∈ R and ϑ ∈ Γinv.
Let us prove (ii). Because of the above inclusion and the fact that ω(Γinv) and
hor(P ) generate Ω(P ) (as follows from the fact that µω splits the sequence (3.25))
it is sufficient to check that
rω(a)ϕ ∈ T(P )
for each a ∈ R and ϕ ∈ hor(P ). However, this follows from (4.41) in a straightfor-
ward way. Finally, (4.43) follows from (ii) and (4.38).
The ideal T(P ) measures the lack of multiplicativity of regular connections. Let
ω be a regular connection on P , and let us assume that T(P ) = {0}. Then ω is
multiplicative and the map ω∧ : Γ∧inv → Ω(P ) possesses the following commutation
properties with horizontal forms
ω∧(ϑ)ϕ = (−1)∂ϕ∂ϑ
∑
k
ϕkω
∧(ϑ ◦ ck)(4.47)
ϕω∧(ϑ) = (−1)∂ϕ∂ϑ
∑
k
ω∧
(
ϑ ◦ κ−1(ck)
)
ϕk,(4.48)
as easily follows from (4.10) and (4.11).
The formulas
(ψ ⊗ η)(ϕ⊗ ϑ) = (−1)∂ϕ∂η
∑
k
ψϕk ⊗ (η ◦ ck)ϑ(4.49)
(ϕ⊗ ϑ)∗ =
∑
k
ϕ∗k ⊗ (ϑ
∗ ◦ c∗k),(4.50)
determine the structure of a *-algebra in the space vh(P ) = hor(P ) ⊗ Γ∧inv. The
proof is essentially the same as the proof of the *-algebra properties for ver(P )
(actually ver(P ) is a *-subalgebra of vh(P )). Here as usual, F∧(ϕ) =
∑
k
ϕk ⊗ ck.
The elements of vh(P ) are interpretable as “vertically-horizontally” decomposed
differential forms on P . In the following considerations the space vh(P ) will be
endowed with this (graded) *-algebra structure.
We shall now construct, starting from an arbitrary connection ω, an important
isomorphism between the spaces Ω(P ) and vh(P ), extending the splitting µω . This
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isomorphism will be the base for the construction and the analysis of horizontal
projection operators. Also, some interesting questions related to the structure of
horizontal forms will be considered.
Let us fix a splitting of the form
Γ⊗inv = Γ
∧
inv ⊕ S
∧
inv
in which Γ∧inv is realized as a complement to the space S
∧
inv, with the help of a
*-preserving section ι : Γ∧inv → Γ
⊗
inv (of the factor-projection map) intertwining the
adjoint actions. Further, let us assume that the embedded differential δ is given by
δ(ϑ) = ιd(ϑ).
Finally, let us consider a linear map mω : vh(P )→ Ω(P ) given by
mω(ϕ⊗ ϑ) = ϕω
∧(ϑ),(4.51)
where
ω∧ = ω⊗ι.(4.52)
It is important to mention that the above definition of map ω∧ reduces, for
multiplicative connections, to the previously introduced multiplicative extension. In
particular, if ω is multiplicative then mω is independent of the section ι. Further, if
ι intertwines ◦-structures then (4.47)–(4.48) hold for each ω ∈ r(P ), independently
of the multiplicativity property. By construction ω∧ is hermitian and
F∧ω∧ = (ω∧ ⊗ id)̟∧.
Let Fvh : vh(P )→ vh(P )⊗A be the product of actions F
∧ : hor(P )→ hor(P )⊗A
and ̟∧. This map is a *-homomorphism.
Theorem 4.12. (i) The map mω is bijective.
(ii) The diagram
vh(P )
mω−−−−→ Ω(P )
Fvh
y yF∧
vh(P )⊗A −−−−−−→
mω ⊗ id
Ω(P )⊗A
(4.53)
is commutative.
(iii) If ω is regular and if T(P ) = {0} then mω is an isomorphism of *-algebras.
Proof. We shall first prove that mω is injective. Let us assume that w ∈ ker(mω),
and let w =
∑
i
ϕi⊗ϑi where ϑi ∈ Γ
∧
inv are homogeneous and linearly independent,
and ϕi ∈ hor(P ) are non-zero elements. Let k be the maximum of degrees of
elements ϑi. Then
0 = (id⊗ pk)F̂mω(w) =
∑′
i
F∧(ϕi)ϑi,
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according to (4.8), and definitions of F∧ and hor(P ). The above summation is
performed over the indexes i corresponding to k-th order elements. This implies∑′
i
ϕi ⊗ ϑi = 0, which is a contradiction. Hence, mω is injective.
We shall now prove that mω is surjective. For each integer k ≥ 0 let us consider
the space
Ωk(P ) = (F̂ )
−1
(
Ω(P )⊗ Γ∧k
)
,
where
Γ∧k =
∑⊕
i≤k
Γ∧i.
In other words, w ∈ Ωk(P ) iff (id ⊗ pl)F̂ (w) = 0 for each l > k. Clearly, Ω0(P ) =
hor(P ) and Ωk(P ) ⊆ Ωk+1(P ) for each k ≥ 0. Further⋃
k
Ωk(P ) = Ω(P ).
We are going to prove, inductively, that the spaces Ωk(P ) are contained in the
image of mω.
Evidently, the statement is true for k = 0. Let us assume that it holds for some
k. Let us assume that there exists an element w ∈ Ωk+1(P )
∖
Ωk(P ). Then we have,
according to Lemma 3.5
F̂ (w) = ψ +
∑
i
F∧(ϕi)ϑi,
where ψ ∈ Ω(P ) ⊗ Γ∧k and ϕi ∈ hor(P ) \ {0} while ϑi ∈ (Γ
∧
inv)
1+k are linearly
independent elements. On the other hand,
F̂mω
(∑
i
ϕi ⊗ ϑi
)
= ψ′ +
∑
i
F∧(ϕi)ϑi
where ψ′ ∈ Ω(P )⊗Γ∧k . Hence, w−mω
(∑
i
ϕi⊗ϑi
)
belongs to Ωk(P ) and therefore
w ∈ mω
(
vh(P )
)
. We conclude that mω is surjective. Thus, (i) holds.
Intertwining property (4.53) directly follows from the definition of mω and from
the right-covariance of ω∧.
Finally, let us assume that T(P ) = {0} and let ω ∈ r(P ). Then ω is multiplicative
and ω∧ is a *-homomorphism. Using (4.47) and (4.49)–(4.50) we obtain
mω
[
(ψ ⊗ η)(ϕ ⊗ ϑ)
]
=
∑
k
(−1)∂ϕ∂ηψϕkω
∧
[
(η ◦ ck)ϑ
]
=
∑
k
(−1)∂ϕ∂ηψϕkω
∧(η ◦ ck)ω
∧(ϑ)
= ψω∧(η)ϕω∧(ϑ) = mω(ψ ⊗ η)mω(ϕ⊗ ϑ),
and similarly
mω
[
(ϕ⊗ ϑ)∗
]
=
∑
k
ϕ∗kω
∧(ϑ∗ ◦ c∗k) = (−1)
∂ϕ∂ϑω∧(ϑ∗)ϕ∗
= (−1)∂ϕ∂ϑω∧(ϑ)∗ϕ∗ =
[
ϕω∧(ϑ)
]∗
=
[
mω(ϕ⊗ ϑ)
]∗
.
In other words, mω is a *-algebra isomorphism.
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The spaces Ωk(P ) introduced in the above proof form a filtration of Ω(P ), com-
patible with the graded-differential *-algebra structure. In particular
Ωk(P ) =
∑⊕
j≥0
Ωjk(P ).
For each k and ω ∈ con(P ) the space Ωk(P ) is linearly spanned by elements of
the form ϕω∧(ϑ), where ϕ ∈ hor(P ) and ϑ ∈ Γ∧iinv, with i ≤ k. Let ℧(P ) be
the graded-differential *-algebra associated to the filtered algebra Ω(P ). The map
∐ : vh(P )→ ℧(P ) given by
∐(ϕ⊗ ϑ) =
[
ϕω∧(ϑ) + Ωk−1(P )
]
,
where ϑ ∈ Γ∧kinv, is bijective (and independent of the choice of ω and ι). Moreover,
∐ is a *-isomorphism, as follows from Lemma 4.3 and the horizontality of rω . The
introduced filtration is compatible with the map F̂ , in the sense that
F̂
(
Ωk(P )
)
⊆ Ωk(P )⊗ Γ
∧
k .
In other words, F̂ is factorizable through the filtration. The diagrams
vh(P )
∐
−−−−→ ℧(P )
dvh
y yd
vh(P ) −−−−→
∐
℧(P )
vh(P )
∐
−−−−→ ℧(P )
F̂vh
y yF̂
vh(P ) ⊗̂ Γ∧ −−−−−→
∐⊗ id
℧(P ) ⊗̂ Γ∧
(4.54)
describe the corresponding factorized maps in terms of vh(P ). The differential
dvh : vh(P )→ vh(P ) is given by
dvh(ϕ⊗ ϑ) = (−1)
∂ϕ
∑
k
ϕk ⊗ π(ck)ϑ+ (−1)
∂ϕϕ⊗ d(ϑ).
Similarly, F̂vh : vh(P )→ vh(P ) ⊗̂ Γ
∧ is given by
F̂vh(ϕ⊗ ϑ) = F
∧(ϕ) ̟̂ (ϑ).
It is worth noticing that dvh↾ver(P ) = dv and F̂vh↾ver(P ) = F̂v.
The next lemma gives a more detailed description of higher-order horizontal
forms.
Lemma 4.13. If the bundle admits regular connections then the algebra
hor+(P ) =
∑⊕
k≥1
hork(P )
is generated by spaces hor1(P ) and rω(R) (where ω ∈ r(P )). In particular, if
T(P ) = {0} then higher-order horizontal forms are algebraically expressible through
the first-order ones.
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Proof. The algebra
Ω+(P ) =
∑⊕
k≥1
Ωk(P )
is generated by the space Ω1(P ) of 1-forms. This fact, together with the *-bimodule
splitting Ω1(P ) = hor1(P )⊕ ver1(P ) determined by an arbitrary ω ∈ r(P ), can be
used to prove that each element w ∈ Ωn(P ) is expressible in the form
w =
n∑
k=0
[∑
i
ϕikω
∧(ϑik) +
∑
j
ψjkω
⊗(ηjk)
]
,(4.55)
where ϑik and ηjk are linearly independent elements in the spaces Γ
∧k
inv and S
∧k
inv
respectively, while ϕik, ψjk are horizontal (n − k)-forms, expressible as sums of
products of n− k factors from hor1(P ). Now using the facts that S∧inv is generated
by S∧2inv and that ω
⊗(Q) is horizontal for each Q ∈ S∧2inv (because of ω
⊗(Q) ∈ rω(R))
we can prove, inductively applying (4.10) and using the definition of rω and identity
(4.40), that the elements ω⊗(ηjk) are expressible as sums of products of the form
rω(a1) · · · rω(am)ω
∧(ϑql) with l + 2m = k, and a possibly extended set of ϑki.
Inserting this in (4.55) we conclude that
w =
n∑
k=0
[∑
i
ϕ˜ikω
∧(ϑik)
]
,(4.56)
where ϕ˜ik are horizontal (n− k)-forms expressible as sums of products of elements
from hor1(P ) and im(rω). If w ∈ hor
n(P ) then ϕ˜ik = 0 for each 1 ≤ k ≤ n, ac-
cording to Theorem 4.12 (i). Hence, higher-order horizontal forms are algebraically
expressible via the first-order ones, and the 2-forms from the space rω(R).
In the general case (P is an arbitrary bundle and ω is an arbitrary connection)
the algebra hor+(P ) is generated by spaces hor1(P ), rω(R) and horizontal forms
obtained by iteratively acting by ℓω on the elements from hor1(P ) and rω(R). It is
interesting to observe that in the general case
rω(a)ϕ =
∑
k
ϕkrω(ack) + ℓ
ω
(
π(a(1)), ℓω(π(a(2)), ϕ)
)
.
If the ideal T(P ) is non-trivial (if every ω ∈ r(P ) is not multiplicative) then we
can “renormalize” the calculus, passing to the factoralgebra Ω⋆(P ) = Ω(P )/T(P )
and projecting the whole formalism from Ω(P ) on Ω⋆(P ). It is worth noticing
that such a factorization preserves the first-order calculus. In the framework
of this projected calculus regular connections become multiplicative. More pre-
cisely, let h⋆(P ) ⊆ Ω⋆(P ) be the corresponding algebra of horizontal forms, and let
Π: Ω(P )→ Ω⋆(P ) be the projection map.
Lemma 4.14. We have
h
⋆
(P ) = Π
(
hor(P )
)
.(4.57)
In particular, if ω is a regular connection relative to Ω(P ) then Πω is regular in
terms of Ω⋆(P ).
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Proof. It is evident that Π(hor(P )) ⊆ h⋆(P ). Let m⋆ω be the factorization map
corresponding to the calculus Ω⋆(P ) and to the connection Πω. We have then
m⋆ω
[(
Π↾hor(P )
)
⊗ id
]
= Πmω.
In particular, (4.57) holds.
With the help of the identification mω the corresponding horizontal projection
operator hω : Ω(P )→ hor(P ) can be defined as follows
hω = (id⊗ p0)m
−1
ω .(4.58)
Clearly, hω projects Ω(P ) onto hor(P ).
The domain of the previously introduced covariant derivative Dω will be now
extended from hor(P ) to the whole algebra Ω(P ). Let a map Dω : Ω(P )→ hor(P )
be defined as follows
Dω = hωd.(4.59)
This is a straightforward generalization of the corresponding classical definition.
The main properties of hω and Dω are collected in the following theorem.
Theorem 4.15. (i) The diagrams
Ω(P )
F∧
−−−−→ Ω(P )⊗A
hω
y yhω ⊗ id
hor(P ) −−−−→
F∧
hor(P )⊗A
Ω(P )
F∧
−−−−→ Ω(P )⊗A
Dω
y yDω ⊗ id
hor(P ) −−−−→
F∧
hor(P )⊗A
(4.60)
are commutative.
(ii) The map Dω extends the previously defined covariant derivative.
(iii) If ω is regular and if T(P ) = {0} then hω is a *-homomorphism and
Dω(wu) = Dω(w)hω(u) + (−1)
∂whω(w)Dω(u)(4.61)
Dω(w
∗) = Dω(w)
∗,(4.62)
for each w, u ∈ Ω(P ).
Proof. The statement (i) follows from the construction of hω and Dω, and prop-
erties (3.17) and (4.53). The statement (iii) is a consequence of property (iii) in
Theorem 4.12, and elementary properties of d : Ω(P )→ Ω(P ). Finally, in the first
definition (4.25) of the covariant derivative, the differential of a horizontal form ϕ
is written as
dϕ = mω
[
Dω(ϕ)⊗ 1 + (−1)
∂ϕ
∑
k
ϕk ⊗ π(ck)
]
,
which implies that the new definition includes the previous one.
According to (4.60), compositions of pseudotensorial forms with Dω and hω are
tensorial. In particular, it is possible to define, via these compositions, the covariant
derivative and the horizontal projection as maps Dω, hω : ψ(P )→ τ(P ).
The following proposition gives a more geometrical description of the curvature
map, establishing a close analogy with classical geometry.
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Proposition 4.16. We have
Rω = Dωω(4.63)
for each ω ∈ con(P ).
Proof. From definitions of mω and Rω we find
Rω(ϑ) ⊗ 1 = m
−1
ω dω(ϑ)− 1⊗ δ(ϑ),
for each ϑ ∈ Γinv. Hence, Dωω = hωdω = Rω.
Let us assume that ω ∈ r(P ) and T(P ) = {0}. The above proposition implies
Rω(ϑ)ϕ =
∑
k
ϕkRω(ϑ ◦ ck)
ϕRω(ϑ) =
∑
k
Rω
(
ϑ ◦ κ−1(ck)
)
ϕk
(4.64)
for each ϕ ∈ hor(P ) and ϑ ∈ Γinv. Evidently, the above commutation relations are
mutually equivalent. To obtain the first it is sufficient to act by Dω on (4.10), and
apply (4.61) and (4.63).
5. Characteristic Classes
In this section a quantum generalization of classicalWeil’s theory of characteristic
classes will be presented. Conceptually, we follow the exposition of [8]. As in the
classical case, the main result will be a construction of an invariant homomorphism
defined on an algebra playing the role of “invariant polynomials” over the “Lie
algebra” of G, with values in the algebra of cohomology classes of M . We shall
assume that the bundle P admits regular connections, and that T(P ) = {0}.
For each k ≥ 0 let Ik ⊆ Γ⊗kinv be the subspace of ̟
⊗k-invariant elements, and let
I be the direct sum of these spaces. Clearly, I is a unital *-subalgebra of Γ⊗inv.
Let us consider a connection ω. There exists the unique unital homomorphism
R⊗ω : Γ
⊗
inv → Ω(P ) extending the curvature Rω. The map R
⊗
ω is *-preserving,
horizontally valued, intertwines ̟⊗ and F∧, and multiplies degrees by 2. Here, we
are interested for the values of the restriction map R⊗ω ↾I.
Proposition 5.1. If ϑ ∈ Ik then the form R⊗ω (ϑ) belongs to Ω
2k(M). Moreover,
if ω ∈ r(P ) then R⊗ω (ϑ) is closed.
Proof. Equation (4.24) implies
F̂R⊗ω (ϑ) =
∑
k
R⊗ω (ϑk)⊗ ck,
for each ϑ ∈ Γ⊗inv, where
∑
k
ϑk⊗ck = ̟
⊗(ϑ). Now, the first statement follows from
the assumption ϑ ∈ Ik, and from the definition of Ω(M). The second statement
follows from (4.30), (iv)–Proposition 4.6, and from Bianchi identity DωRω = 0,
which holds for regular multiplicative connections.
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Now we prove that the cohomological class of R⊗ω (ϑ) in Ω(M) is independent of
ω ∈ r(P ). Let τ be another regular connection, and let
ωt = ω + tϕ(5.1)
where ϕ = τ − ω and t ∈ [0, 1], be the segment in the space r(P ) determined by ω
and τ .
Lemma 5.2. We have
(d/dt)Rωt = Dωt(ϕ).(5.2)
Proof. Applying Lemma 4.8 (ii), Proposition 4.7 and (4.23) we obtain
(d/dt)Rωt = (d/dt)[dω + tdϕ− 〈ω + tϕ, ω + tϕ〉]
= dϕ− 〈ϕ, ω〉 − 〈ω, ϕ〉 − 2t〈ϕ, ϕ〉
= dϕ− 〈ω + tϕ, ϕ〉 − 〈ϕ, ω + tϕ〉 = Dωt(ϕ).
Let us consider an element ϑ ∈ Γ⊗kinv and let ϑ =
∑
i
ciϑ
i
1⊗· · ·⊗ϑ
i
k, where ci are
complex numbers and ϑij ∈ Γinv. Applying (5.2) and property (4.30), the definition
of R⊗ω and the Bianchi identity we obtain
(d/dt)R⊗ωt(ϑ) =
∑
i
ci
[
Dωt(ϕ)(ϑ
i
1) . . . Rωt(ϑ
i
k) + · · ·+Rωt(ϑ
i
1) . . . Dωt(ϕ)(ϑ
i
k)
]
=
∑
i
ciDωt
[
ϕ(ϑi1) . . . Rωt(ϑ
i
k) + · · ·+Rωt(ϑ
i
1) . . . ϕ(ϑ
i
k)
]
.
Using the tensoriality property of ϕ and Rωt we see that if ϑ ∈ I
k then the form
ψt(ϑ) =
∑
i
ci
[
ϕ(ϑi1) . . . Rωt(ϑ
i
k) + · · ·+Rωt(ϑ
i
1) . . . ϕ(ϑ
i
k)
]
belongs to Ω2k(M). Hence
(d/dt)R⊗ωt(ϑ) = dψt(ϑ),(5.3)
according to (4.32). Integrating the above equality from 0 to 1 we obtain
Rτ (ϑ) = Rω(ϑ) + d
(∫ 1
0
ψt(ϑ) dt
)
.(5.4)
Let H(M) be the graded *-algebra of cohomology classes associated to Ω(M).
We have proved the following theorem.
Theorem 5.3. (i) The cohomological class of R⊗ω (ϑ) in Ω(M) is independent of
the choice of a regular connection ω, for each ϑ ∈ I.
(ii) The map W : I → H(M) given by
W (ϑ) = [R⊗ω (ϑ)](5.5)
is a unital *-homomorphism.
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The homomorphism W plays the role of the Weil homomorphism in classical
differential geometry [8].
In fact, in classical geometry the domain of the Weil homomorphism is restricted
to the algebra of symmetric invariant elements of the corresponding tensor algebra
(invariant polynomials). However, besides simplifying the domain of W such a
restriction gives nothing new: the image of the Weil homomorphism will be the
same.
A similar situation holds in the noncommutative case. Let S be the graded
*-algebra obtained from Γ⊗inv by factorizing through the ideal J generated by the
space im(I − σ) ⊆ Γ⊗2inv.
The algebra S plays the role of polynoms over the “Lie algebra” of G. The
adjoint action ̟⊗ naturally induces the action ̟S : S → S ⊗ A. Let IS ⊆ S be
the subalgebra consisting of elements invariant under ̟S . Clearly,
IS = I/(I ∩ J ).
Lemma 5.4. If ω is regular then
R⊗ω σ(ϑ) = R
⊗
ω (ϑ)(5.6)
for each ϑ ∈ Γ⊗2inv.
Proof. Applying (4.64) we find
mΩ
{
Rω ⊗ ϕ
}
= mΩ
{
ϕ⊗Rω
}
σ(5.7)
for each ϕ ∈ τ(P ). In particular, (5.6) holds.
The above statement implies that both mapsW and R⊗ω are factorizable through
the ideal J (so that IS is the natural domain for the Weil homomorphism).
Let us briefly consider some types of quantum principal bundles, particularly
interesting from the point of view of the theory of characteristic classes.
Bundles over Classical Smooth Manifolds
Let us assume that M is a classical (compact) smooth manifold. According to
[2] (locally trivial) quantum principal bundles P over M are classified by classical
Gcl-bundles Pcl (over the same manifold), where Gcl is the classical part of G. Let
us assume that Γ is the minimal admissible (bicovariant *-) calculus over G (in the
sense of [2]). Let Ω(P ) be the graded-differential *-algebra canonically associated to
P and Γ. Then characteristic classes of P are naturally interpretable as (classical)
characteristic classes of Pcl (however, the converse is generally not true).
Quantum Line Bundles
If G = U(1) and if the calculus on G is 1-dimensional then there is essentially
the only one characteristic class given by the curvature form. It corresponds to
the Euler class in the classical theory. The connection actually defines a “global
angular form” on the bundle.
The ◦-structure is characterized by ζ ◦ z = λζ, where λ ∈ ℜ \ {0} and z : G→ C
is the canonical generator of A. The higher-order components are trivial, S∧inv is
generated by ζ⊗ ζ (if λ 6= −1) and R is generated by z−1+ z/λ− (1+1/λ). Hence
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a connection ω is multiplicative iff ω(ζ)2 = 0. The regularity condition can be
written as
ω(ζ)ϕ = (−1)∂ϕλkϕω(ζ),
if F∧(ϕ) = ϕ⊗ zk.
Special Differential Structures
Let us assume that the calculus on G is such that elements π(uij) linearly
generate Γinv. Here uij are matrix elements of the fundamental representation
u : Cn → Cn ⊗ A of G. Let us consider an arbitrary element ∆ ∈ IS . Then it is
possible to construct a series of characteristic classes, associated to coefficients of
the polynomial p(λ,∆) = ξλ(∆), where ξλ : S → S are automorphisms specified by
ξλπ(uij) = λδij1− π(uij),
if the above formula is compatible with the ideal J (in any case ξλ are acting in
the tensor algebra Γ⊗inv). These automorphisms intertwine the adjoint action ̟S
and hence preserve the algebra IS . In particular, if ∆ is a quantum determinant
(appropriately defined) then coefficients of p(λ,∆) define counterparts of classical
Chern classes.
Finally, if the structure group G is classical and if the calculus on G is classical
then the construction of characteristic classes becomes the same as in the classical
case. In particular, regular connections graded-commute with horizontal differential
forms. However this gives a relatively strong constraint for differential calculus on
the bundle.
6. Examples, Remarks & Some Additional Constructions
6.1. Infinitesimal Gauge Transformations A
The *-V-module E = τ0(P ) of tensorial 0-forms is definable independently of the
choice of a differential calculus on the bundle P . The elements of this space are
quantum counterparts of infinitesimal gauge transformations (vertical equivariant
vector fields on the bundle). The space E will be here analyzed from this point of
view.
Explicitly, E is consisting of linear maps ζ : Γinv → B such that the diagram
Γinv
ζ
−−−−→ B
̟
y yF
Γinv ⊗A −−−−→
ζ ⊗ id
B ⊗A
(6.1)
is commutative.
Let us observe that E is closed under operations 〈, 〉 and [, ]. In classical geometry,
we have [, ] = −2〈, 〉, and [, ] : E × E → E coincides with the standard commutator
of vector fields (up to the sign).
We are going to construct quantum analogs of contraction operators associated
to vector fields representing infinitesimal gauge transformations.
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For each ζ ∈ E let us consider a map ιζ : Ω(P )→ Ω(P ) defined by
ιζ(w) = −(−1)
∂w
∑
k
ukζ(ηk)(6.2)
where
∑
k
uk ⊗ ηk = (id⊗ πinvp1)F̂ (w).
Lemma 6.1. The diagram
Ω(P )
F∧
−−−−→ Ω(P )⊗A
ιζ
y yιζ ⊗ id
Ω(P ) −−−−→
F∧
Ω(P )⊗A
(6.3)
is commutative.
Proof. A direct computation gives
F∧ιζ(w) = −(−1)
∂w
∑
i
(id⊗ p0)F̂ (wi)ǫ(ai)Fζp1(ϑi)
= −(−1)∂w
∑
i
(wi ⊗ ai)(ζ ⊗ id)̟p1(ϑi)
= −(−1)∂w(mΩ ⊗ id)(id⊗ ζπinvp1 ⊗ p0)
(∑
i
wi ⊗ φ̂(aiϑi)
)
= −(−1)∂w(mΩ ⊗ id)(id⊗ ζπinvp1 ⊗ p0)(F̂ ⊗ id)F̂ (w)
= (ιζ ⊗ id)F
∧(w),
where F̂ (w) =
∑
i
wi ⊗ aiϑi, with wi ∈ Ω(P ), ai ∈ A and ϑi ∈ Γ
∧
inv.
The definition of ιζ implies
ιζ(ϕw) = (−1)
∂ϕϕιζ(w),(6.4)
for each ϕ ∈ hor(P ) and w ∈ Ω(P ). In particular,
ιζ
(
hor(P )
)
= {0},(6.5)
for each ζ ∈ E .
Let us consider linear maps ℓζ : Ω(P )→ Ω(P ) given by
ℓζ = dιζ + ιζd.(6.6)
These maps play the role of the corresponding Lie derivatives.
Lemma 6.2. (i) The diagram
Ω(P )
F∧
−−−−→ Ω(P )⊗A
ℓζ
y yℓζ ⊗ id
Ω(P ) −−−−→
F∧
Ω(P )⊗A
(6.7)
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is commutative.
(ii) The following equality holds
ℓζ(ϕ) =
∑
k
ϕkζπ(ck),(6.8)
where ϕ ∈ hor(P ) and
∑
k
ϕk ⊗ ck = F
∧(ϕ). In particular,
ℓζ
(
hor(P )
)
⊆ hor(P ).(6.9)
Proof. Diagram (6.7) follows from (6.3), (6.6) and (3.17). Identity (6.8) directly
follows from definitions of ιζ and ℓζ :
ℓζϕ = ιζdϕ = (−1)
∂ϕmΩ(id⊗ ζπinvp1)
[∑
k
dϕk ⊗ ck + (−1)
∂ϕϕk ⊗ dck
]
= mΩ(id⊗ ζπinv)
[∑
k
ϕk ⊗ dck
]
=
∑
k
ϕkζπ(ck).
Covariance properties (6.3) and (6.7) imply that ψ(P ) is invariant under com-
positions with ιζ and ℓζ . In particular, ℓζτ(P ) ⊆ τ(P ) for each ζ ∈ E .
Lemma 6.3. We have
ℓζϕ = [ϕ, ζ],(6.10)
for each ζ ∈ E and ϕ ∈ τ(P ).
Proof. It follows from (6.8), definitions of c⊤ and [, ], and the tensoriality of ϕ.
Let us compute actions of ιζ and ℓζ on connection forms.
Lemma 6.4. We have
ιζω = ζ(6.11)
ℓζω = dζ + [ω, ζ],(6.12)
for each ζ ∈ E and ω ∈ con(P ).
Proof. Both identities directly follow from property (4.8) and from definitions of ιζ
and ℓζ .
In the framework of the theory presented in the previous paper, a very important
class of infinitesimal gauge transformations naturally appear. These transforma-
tions can be described as infinitesimal generators (in the standard sense) of the
group of vertical automorphisms of the bundle P . They form a subspace G ⊆ E .
A more detailed geometrical analysis shows that the elements from G are naturally
identificable with standard infinitesimal gauge transformations of the classical part
Pcl of the bundle P (vertical automorphisms of P are in a natural bijection with
standard gauge transformations of Pcl). Moreover, the space G is closed under
brackets [, ] and, in terms of the mentioned identification −[, ] becomes the stan-
dard Lie bracket of vector fields. The elements from G naturally act as derivations
on Ω(P ). However, the action of the derivation generated by an element ζ ∈ G
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generally differs from the action of the corresponding Lie derivative ℓζ introduced
in this subsection. This is visible from (6.12), which can be rewritten in the form
ℓζω = Dωζ + [ω, ζ] + [ζ, ω].
The last two summands generally give a nontrivial non-horizontal contribution,
even in the case ζ ∈ G. Only in classical geometry we have [ω, ζ] + [ζ, ω] = 0 (more
generally [ϕ, η] = −(−1)∂ϕ∂η[η, ϕ] for each ϕ, η ∈ ψ(P )), due to the antisymmetric-
ity of c⊤, and the graded-commutativity of Ω(P ).
6.2. Infinitesimal Gauge Transformations B
Motivated by the above remarks, a slightly different approach to defining quan-
tum analogs of the Lie derivative and the contraction operator will be now pre-
sented.
The main property of this approach is that in the special case of bundles over
smooth manifolds the Lie derivative of an arbitrary element ζ ∈ G coincides with
the derivation generated by ζ.
We shall also introduce a general quantum counterpart of the space G, and briefly
analyze its properties.
Lemma 6.5. (i) For each ζ ∈ E there exists the unique ς⋆ζ : vh(P ) → vh(P ) such
that
ς⋆ζ
(
hor(P )
)
= {0}(6.13)
ς⋆ζ (wϑ) = ς
⋆
ζ (w)ϑ + (−1)
∂wwζ(ϑ),(6.14)
for each w ∈ vh(P ) and ϑ ∈ Γinv.
(ii) Similarly, for each ζ ∈ E there exists the unique ι⋆ζ : vh(P ) → vh(P ) such
that
ι⋆ζ(ϑη) = −ϑι
⋆
ζ(η) +
∑
k
ηkζ(ϑ ◦ ck)(6.15)
ι⋆ζ(ϕη) = (−1)
∂ϕϕι⋆ζ(η),(6.16)
for each ϕ ∈ hor(P ), η ∈ Γ∧inv and ϑ ∈ Γinv, where
∑
k
ηk ⊗ ck = ̟
∧(η). In
particular,
ι⋆ζ
(
hor(P )
)
= {0}.(6.17)
(iii) The following identities hold
Fvhι
⋆
ζ = (ι
⋆
ζ ⊗ id)Fvh(6.18)
Fvhς
⋆
ζ = (ς
⋆
ζ ⊗ id)Fvh(6.19)
ς⋆ζ (wϑ) = ς
⋆
ζ (w)ϑ + (−1)
∂wwς⋆ζ (ϑ),(6.20)
where w ∈ vh(P ) and ϑ ∈ Γ∧inv.
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Proof. We shall prove (i) and properties (6.19) and (6.20). The statements about
the map ι⋆ζ follow in a similar way. It is clear that conditions (6.13) and (6.14)
uniquely fix the values of ς⋆ζ , if it exists. Also, (6.20) directly follows from (6.14).
In order to establish the existence of ς⋆ζ , it is sufficient to check that (6.14) is not
in a contradiction with the quadratic constraint generating the ideal S∧inv.
For each a ∈ R we have{
π(a(1))π(a(2))
}
−→
(
ζπ(a(1))π(a(2))− π(a(1))ζπ(a(2))
)
=
(
ζπ(a(1))
)
π(a(2))
−
(
ζπ(a(3))
)
π(a(1)) ◦
{
κ(a(2))a(4)
}
=
(
ζπ(a(1))
)
π(a(2))
−
(
ζπ(a(3))
)
π
[(
a(1) − ǫ(a(1))1
)
κ(a(2))a(4)
]
= ζπ(a(2))π
(
κ(a(1))a(3)
)
= 0,
and hence ς⋆ζ exists.
Finally, let us check (6.19). This equality is satisfied trivially on elements from
hor(P ). The definition of ζ implies that it is satisfied on elements from Γinv. Finally,
inductively applying (6.14) we conclude that (6.19) holds on the whole algebra
vh(P ).
Let us assume that the bundle P admits regular connections, as well as that
T(P ) = {0}.
Lemma 6.6. We have
ιζ = mωι
⋆
ζm
−1
ω(6.21)
for each ζ ∈ E and ω ∈ r(P ).
Proof. Let us fix a connection ω ∈ r(P ). For each ζ ∈ E let ι′ζ : vh(P )→ vh(P ) be
a map defined by
ι′ζ = m
−1
ω ιζmω.
If ϕ ∈ hor(P ) and η ∈ Γ∧inv then
ι′ζ(ϕη) = m
−1
ω ιζ
(
ϕω∧(η)
)
= (−1)∂ϕm−1ω
(
ϕιζω
∧(η)
)
= (−1)∂ϕϕι′ζη
according to (6.4). Further, if ϑ ∈ Γinv then
ι′ζ(ϑη) = m
−1
ω ιζ
(
ω(ϑ)ω∧(η)
)
= (−1)∂ηm−1ω mΩ(id⊗ ζπinvp1)F̂
[
ω(ϑ)ω∧(η)
]
= m−1ω mΩ(id⊗ ζ)
(∑
k
ω∧(ηk)⊗ ϑ ◦ ck
)
+ (−1)∂ηm−1ω
{
ω(ϑ)mΩ
[
(id⊗ ζπinvp1)F̂ω
∧(η)
]}
=
∑
k
ηkζ(ϑ ◦ ck)−m
−1
ω
(
ω(ϑ)ιζω
∧(η)
)
=
∑
k
ηkζ(ϑ ◦ ck)− ϑι
′
ζ(η).
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Here,
∑
k
ηk ⊗ ck = ̟
∧(η) and we have used elementary properties of entities
figuring in the game. Applying (ii) Lemma 6.5 we find that ι′ζ = ι
⋆
ζ . Hence (6.21)
holds.
For each ω ∈ r(P ) and ζ ∈ E let ςζ,ω : Ω(P ) → Ω(P ) be a map introduced via
the diagram
vh(P )
ς⋆ζ
−−−−→ vh(P )
mω
y ymω
Ω(P ) −−−−→
ςζ,ω
Ω(P )
(6.22)
and let ℓζ,ω : Ω(P )→ Ω(P ) be a map given by
ℓζ,ω = dςζ,ω + ςζ,ωd.(6.23)
It is evident that ℓζ,ω and ςζ,ω are right-covariant maps, in the sense that
F∧ℓζ,ω = (ℓζ,ω ⊗ id)F
∧(6.24)
F∧ςζ,ω = (ςζ,ω ⊗ id)F
∧.(6.25)
The maps ℓζ,ω and ςζ,ω, are also interpretable as quantum counterparts of the
Lie derivative and the contraction operator respectively. In contrast to the classical
case, these maps are generally connection-dependent. However,
Lemma 6.7. If w ∈ Ω1(P ) then
ςζ,ω(w) = ιζ(w),(6.26)
for each ζ ∈ E and ω ∈ r(P ). In particular, operators ℓζ and ℓζ,ω possess the same
restrictions on hor(P ).
Proof. It follows from the fact that ι⋆ζ and ς
⋆
ζ coincide on the spaces hor(P ) and
hor(P )⊗ Γinv.
Covariance properties (6.24)–(6.25) enable us to define actions of ℓζ,ω and ςζ,ω
in the space ψ(P ).
The ω-dependence of constructed operators becomes explicitly visible if we con-
sider the action of ℓζ,ω on connection forms.
Lemma 6.8. We have
ℓζ,ωτ = Dτζ + [τ − ω, ζ] + [ζ, τ − ω](6.27)
for each ζ ∈ E, ω ∈ r(P ) and τ ∈ con(P ). In particular ℓζ,ωτ is always tensorial.
40 MIC´O DURDEVIC´
Proof. Using Lemmas 6.3 and 6.7, and properties (6.11) and (6.23) we obtain
ℓζ,ωτ = ℓζ,ωω + [τ − ω, ζ] = dζ + [τ − ω, ζ] + ςζ,ωdω.
On the other hand, (4.23) together with the regularity of ω, tensoriality of ζ and
the definition of ςζ,ω gives
ςζ,ωdω(ϑ) = ςζ,ω(〈ω, ω〉+Rω)(ϑ) = ςζ,ω〈ω, ω〉(ϑ)
= −ζπ(a(1))ωπ(a(2)) + ωπ(a(1))ζπ(a(2))
= −ζπ(a(1))ωπ(a(2)) + ζπ(a(3))ω
[
π(a(1)) ◦
(
κ(a(2))a(4)
)]
= −ζπ(a(2))ωπ
(
κ(a(1))a(3)
)
= −[ζ, ω](ϑ),
where a ∈ A satisfies (4.18). Consequently,
ℓζ,ωτ = Dωζ + [τ − ω, ζ] = Dτ ζ + [τ − ω, ζ] + [ζ, τ − ω].
Finally, let G ⊆ E be the space of elements ζ satisfying
ζ(ϑ)ϕ =
∑
k
ϕkζ(ϑ ◦ ck)(6.28)
for each ϕ ∈ hor(P ) and ϑ ∈ Γinv. Let us assume that G is nontrivial.
Proposition 6.9. (i) The space G is closed under the action of brackets [, ]. We
have
ζπ(a(1))ξπ(a(2))− ξπ(a(1))ζπ(a(2)) = [ζ, ξ]π(a)(6.29)
for each ζ, ξ ∈ G and a ∈ A. In particular, brackets [, ] determine a Lie algebra
structure on G.
(ii) Operators ςζ,ω and ℓζ,ω are ω-independent, if ζ ∈ G.
(iii) The following identities hold
ℓ⋆ζ(wu) = ℓ
⋆
ζ(w)u + wℓ
⋆
ζ(u)(6.30)
ςζ(wu) = ςζ(w)u + (−1)
∂wwςζ(u)(6.31)
ςζςξ + ςξςζ = 0(6.32)
ℓ⋆ζℓ
⋆
ξ − ℓ
⋆
ξℓ
⋆
ζ = −ℓ
⋆
[ζ,ξ](6.33)
ℓ
⋆
ζςξ − ςξℓ
⋆
ζ = −ς[ζ,ξ].(6.34)
Here ζ, ξ ∈ G and w, u ∈ Ω(P ) while ςζ = ςζ,ω and ℓ
⋆
ζ = ℓζ,ω.
Proof. We compute
ξπ(a(1))ζπ(a(2)) = ζπ(a(3))ξ
[
π(a(1)) ◦
(
κ(a(2))a(4)
)]
= ζπ(a(1))ξπ(a(2))− [ζ, ξ]π(a).
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Let us check that G is closed under the brackets [, ]. Using properties (6.7)–(6.8)
and (6.28)–(6.29) we find
([ζ, ξ]π(a))ϕ =
∑
k
ϕkζ
(
π(a(1)) ◦ c
(1)
k
)
ξ
(
π(a(2)) ◦ c
(2)
k
)
−
∑
k
ϕkξ
(
π(a(1)) ◦ c
(1)
k
)
ζ
(
π(a(2)) ◦ c
(2)
k
)
=
∑
k
(
ϕkζπ(a
(1)c
(1)
k )ξπ(a
(2)c
(2)
k )− ϕkξπ(a
(1)c
(1)
k )ζπ(a
(2)c
(2)
k )
)
−
∑
k
ℓζ(ϕk)ξπ(ack)−
∑
k
ϕkζπ(ac
(1)
k )ξπ(c
(2)
k )
+
∑
k
ℓξ(ϕk)ζπ(ack) +
∑
k
ϕkξπ(ac
(1)
k )ζπ(c
(2)
k )
=
∑
k
ϕk[ζ, ξ]π(ack)−
∑
k
ξπ(a)ℓζ(ϕ)−
∑
k
ζπ(a)ϕkξπ(ck)
+
∑
k
ζπ(a)ℓξ(ϕ) +
∑
k
ξπ(a)ϕkζπ(ck)
=
∑
k
ϕk[ζ, ξ]π(ack) =
∑
k
ϕk[ζ, ξ]
(
π(a) ◦ ck
)
,
where a ∈ ker(ǫ) and ϕ ∈ hor(P ).
Now we shall prove identities (6.30)–(6.34). Let us observe that (6.30) directly
follows from (6.31) and (6.23). On the other hand the fact that ςζ,ω is an antideriva-
tion together with Lemma 6.7 shows that ςζ,ω (and therefore ℓζ,ω) is ω-independent.
Evidently, (6.31) is equivalent to the fact that ς⋆ζ is an antiderivation on vh(P ).
Having in mind identity (6.20) and property (6.13) it is sufficient to check that
ς⋆ζ (ϑϕ) = ς
⋆
ζ (ϑ)ϕ,
for each ϑ ∈ Γ∧inv and ϕ ∈ hor(P ). However, this easily follows from property (6.28)
and the definition of ς⋆ζ .
For each ζ, ξ ∈ G the anticommutator of ς⋆ζ and ς
⋆
ξ is an antiderivation on vh(P ).
This anticommutator vanishes on hor(P ) and Γinv. Therefore it vanishes identically.
Having in mind that ℓ⋆ζ are derivations on Ω(P ) commuting with the differential,
and that derivations form a Lie algebra, it is sufficient to check that (6.33) holds
on elements b ∈ B. We have
(ℓ⋆ζℓ
⋆
ξ − ℓ
⋆
ξℓ
⋆
ζ)(b) = ℓ
⋆
ζ
∑
k
bkξπ(ak)− ℓ
⋆
ξ
∑
k
bkζπ(ak)
=
∑
k
[
bkξπ(a
(1)
k )ζπ(a
(2)
k )− bkζπ(a
(1)
k )ξπ(a
(2)
k )
]
=
∑
k
bk[ξ, ζ]π(ak) = ℓ
⋆
[ξ,ζ](b),
where F (b) =
∑
k
bk ⊗ ak. Similarly, it is sufficient to check that (6.34) holds on
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elements of the form ω(ϑ). We have(
ℓ
⋆
ζςξ − ςξℓ
⋆
ζ
)
ω = ℓ
⋆
ζξ − ςξDωζ = [ξ, ζ] = −ς[ζ,ξ]ω,
which completes the proof.
6.3. Some Interrelations
A similar approach to general quantum principal bundles is presented in [3]. Let
us briefly consider interrelations between the [3] and the theory developed here. At
the level of spaces both formulations coincide (modulo the *-structure). The main
difference appears at the level of differential calculus on the bundle. As first, it is
assumed in [3] that the higher-order differential calculus uniquely follows from the
first-order one, beeing based on (an appropriate) universal envelope of the first-
order differential structure. Secondly, the total “pull back” of the right action does
not figure in [3] and horizontal forms are defined in a different way.
More precisely, let P = (B, i, F ) be a quantum principal G-bundle overM and let
Ω(P ) be an arbitrary graded-differential *-algebra satisfying properties (diff1/2 ).
Let Ωhor ⊆ hor(P ) be a (*-) subalgebra generated by B and d
(
i(V)
)
. This algebra
is a counterpart of horizontal forms introduced in [3]. One of the main conditions
postulated in [3] (in the definition of differential calculus) is that the sequence
0→ Ω1hor →֒ Ω
1(P )
πv−→ ver1(P )→ 0
is exact. According to Lemma 3.7 this is equivalent to
Ω1hor = hor
1(P ).(6.35)
This condition can be understood as a (relatively strong) condition for the bundle, if
applied to the universal case, for example. Namely, a trivial differential calculus on
the bundle can be always constructed by taking the universal differential envelope
of B (conditions (diff1/2 ) hold). However (6.35) does not generally hold (although
it holds in various interesting special cases). In particular, not all quantum homo-
geneous spaces (endowed with universal differential calculus) can be included in the
theory presented in [3].
It is worth noticing that if (6.35) holds and if the bundle admits regular and
multiplicative connections then Ωhor = hor(P ). Also, two horizontal algebras coin-
cide if Ω(M) is generated (as a differential algebra) by i(V). This follows from the
fact that each ϕ ∈ hor(P ) can be written in the form
ϕ =
∑
i
wibi
where bi ∈ B and wi ∈ Ω(M) (as explained in Appendix B).
The definition of connection forms given in [3] is (modulo the *-structure and
differencies between differential calculi) equivalent to the definition proposed in
this work. On the other hand the embedded differential map δ does not figure in
the formalism of connections. In particular, operators of covariant derivative and
curvature described in [3] are generally different from Dω and Rω constructed here.
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6.4. Trivial Bundles
For given quantum spaceM and compact matrix quantum group G let us define
a *-algebra B and maps F : B → B ⊗A and i : V → B by
B = V ⊗A
i( ) = ( )⊗ 1
id⊗ φ = F.
The triplet P = (B, i, F ) is a trivial quantum principal bundle over M . Geomet-
rically P =M ×G.
The algebra of verticalized forms is isomorphic to the tensor product
ver(P ) = V ⊗ Γ∧,
with dv ↔ id⊗ d.
Let Ω(M) be an arbitrary graded-differential *-algebra generated by V = Ω0(M),
representing a differential calculus on M . Then it is natural to define the algebra
Ω(P ) (representing a differential calculus on the bundle P ) as the graded tensor
product
Ω(P ) = Ω(M) ⊗̂ Γ∧.
We have then
F̂ = id⊗ φ̂.
Horizontal forms constitute a *-subalgebra
hor(P ) = Ω(M)⊗A.
We shall now analyze in more details the structure of tensorial forms, connection
forms, and operators of covariant derivative and curvature, in the special case of
trivial bundles.
Let X be the graded *-Ω(M) module of linear maps L : Γinv → Ω(M).
Lemma 6.10. For each ϕ ∈ τ(P ) there exists the unique Lϕ ∈ X such that
ϕ(ϑ) = (Lϕ ⊗ id)̟(ϑ)(6.36)
for each ϑ ∈ Γinv. The above formula establishes an isomorphism between graded
*-Ω(M)-modules.
Proof. For a given L ∈ X let ϕL : Γinv → Ω(P ) be a map determined by equality
ϕL(ϑ) = (L⊗ id)̟(ϑ). Evidently, the image of ϕL is contained in hor(P ) and
F∧ϕL = (L⊗ φ)̟ =
[
(L⊗ id)̟ ⊗ id
]
̟ = (ϕL ⊗ id)̟.
Hence ϕL ∈ τ(P ). It is clear that the map L 7→ ϕL is a monomorphism of *-Ω(M)-
modules (because L = (id⊗ ǫ)ϕL).
Let us consider an arbitrary tensorial form ϕ. Acting by id ⊗ ǫ ⊗ id on the
tensoriality identity for ϕ we find that (6.36) holds, with Lϕ = (id⊗ ǫ)ϕ.
The following lemma gives a similar description of connection forms.
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Lemma 6.11. (i) The formula
ω(ϑ) = (Aω ⊗ id)̟(ϑ) + 1⊗ ϑ(6.37)
establishes a bijective affine correspondence between connections on P and hermi-
tian elements of X 1.
(ii) A connection ω is regular iff
Aω(ϑ)ζ = (−1)∂ζζAω(ϑ)(6.38)
Aω(ϑ ◦ a) = ǫ(a)Aω(ϑ)(6.39)
for each a ∈ A, ϑ ∈ Γinv and ζ ∈ Ω(M).
Proof. The formula ω0(ϑ) = 1 ⊗ ϑ determines a canonical “flat” connection on P .
The statement (i) follows from the previous lemma and the fact that hermitian
elements of τ1(P ) form the vector space associated to con(P ).
Let us assume that ω ∈ r(P ). In other words
ω(ϑ)(ζ ⊗ a) = (−1)∂ζ(ζ ⊗ a(1))ω(ϑ ◦ a(2))
for each ζ ∈ Ω(M), a ∈ A and ϑ ∈ Γinv. This is equivalent to∑
k
Aω(ϑk)ζ ⊗ cka = (−1)
∂ζ
∑
k
ζAω(ϑk ◦ a
(1))⊗ cka
(2),(6.40)
where
∑
k
ϑk ⊗ ck = ̟(ϑ). Acting by id ⊗ ǫ on both sides on the above equality
we obtain
Aω(ϑ)ζǫ(a) = (−1)∂ζζAω(ϑ ◦ a),(6.41)
which is equivalent to conditions listed in (ii). Conversely (6.41) imply (6.40),
evidently.
The bijection ω ↔ Aω generalizes the classical correspondence between connec-
tions and their gauge potentials. In the previous paper, a similar correspondence
was established, at the local level. This was possible because of the local triviality
of considered bundles. However, in the general quantum context it is not possible
to speak about local domains on the base space, and hence it is not possible to
speak about locally trivial bundles.
Lemma 6.12. We have
Rω(ϑ) = (F
ω ⊗ id)̟(ϑ)(6.42)
where Fω ∈ X 2 is a hermitian element given by
Fω = dAω − 〈Aω, Aω〉.(6.43)
Further, if ϕ ∈ hor(P ) then
Dω(ϕ)↔ q
ω,ϕ(6.44)
where
qω,ϕ = dLϕ − (−1)∂ϕ[Lϕ, Aω ].(6.45)
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Proof. Inserting (6.36) and (6.37) in (4.33) we obtain
(Dωϕ)(ϑ) =
∑
k
dLϕ(ϑk)⊗ ck + (−1)
∂ϕ
∑
k
Lϕ(ϑk)⊗ dck
− (−1)∂ϕ
∑
k
[
Lϕ(ϑk)⊗ c
(1)
k π(c
(2)
k ) + L
ϕ(ϑk)A
ωπ(c
(1)
k )⊗ c
(2)
k
]
=
[(
dLϕ − (−1)∂ϕ[Lϕ, Aω]
)
⊗ id
]
̟(ϑ).
Similarly, inserting (6.37) in (4.23) we obtain
Rω(ϑ) =
∑
k
dAω(ϑk)⊗ ck −
∑
k
Aω(ϑk)⊗ dck + 1⊗ dϑ
+ 1⊗ π(a(1))π(a(2)) +Aωπ(a(2))⊗ κ(a(1))a(3)π(a(4))
−Aωπ(a(3))⊗ π(a(1))κ(a(2))a(4)
+Aωπ(a(2))Aωπ(a(3))⊗ κ(a(1))a(4) =
[(
dAω − 〈Aω , Aω〉
)
⊗ id
]
̟(ϑ).
Here, a ∈ ker(ǫ) is such that (4.18) holds.
Infinitesimal gauge transformations are in a natural bijection with linear maps
γ : Γinv → V . The elements of G correspond to functions γ satisfying
γ(ϑ ◦ a) = ǫ(a)γ(ϑ)
wγ(ϑ) = γ(ϑ)w
for each ϑ ∈ Γinv, a ∈ A and w ∈ Ω(M).
Let us assume that Γ is the minimal admissible (bicovariant *-) calculus over G
(in the sense of [2]). The following natural identifications hold
G ↔ Z0(M)⊗ lie(Gcl)
r(P )↔ Z1(M)⊗ lie(Gcl),
where Gcl is the classical part of G and Z(M) is the (graded) centre of Ω(M).
6.5. Quantum Homogeneous Spaces
Let H be a compact matrix quantum group and let G be a (compact) subgroup
of H . At the formal level, this presumes a specification of a *-epimorphism (the
corresponding “restriction map”) j : B → A such that
(j ⊗ j)φ′ = φj
ǫj = ǫ′
κj = jκ′.
Here B is the functional Hopf *-algebra for H . In what follows entities endowed
with the prime will reffer to H .
The *-homomorphism F : B → B ⊗A given by
F = (id⊗ j)φ′
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is interpretable as the right action of G on H . Let M be the corresponding “orbit
space”. At the formal level,M is represented by the fixed-point *-subalgebra V ⊆ B.
Let i : V →֒ B be the inclusion map.
Lemma 6.13. The triplet P = (B, i, F ) is a quantum principal G-bundle over M .
Proof. It is evident that conditions (qpb1/2 ) of Definition 3.1 are satisfied. We
have
1⊗ j(b) = κ(b(1))F (b(2)),
for each b ∈ B. Hence (qpb4 ) holds.
Because of the inclusion φ′(V) ⊆ B⊗V there exists a natural left action of H on
M , defined by φ′i : V → B ⊗ V . This action is “transitive” in the sense that only
scalar elements of V are invariant. In this sense M is understandable as a quantum
homogeneous H-space.
Now a construction of a differential calculus on H will be presented, which
explicitly takes care about the “fibered” geometrical framework.
Let Ψ be a left-covariant first-order *-calculus over H and let R′ ⊆ ker(ǫ′) be
the corresponding right B-ideal. Let us assume that
j(R′) ⊆ R(6.46)
(id⊗ j)ad′(R′) ⊆ R′ ⊗A(6.47)
where R ⊆ ker(ǫ) is the right A-ideal which determines the calculus Γ over G.
Condition (6.46) ensures the existence of the projection map ρ : Ψinv → Γinv, which
is determined by the formula
ρπ′ = πj.(6.48)
The meaning of condition (6.47) is that the calculus Ψ is right-covariant, relative to
G. Consequently, there exists the corresponding adjoint action χ : Ψinv → Ψinv⊗A.
This map is explicitly given by
χπ′ = (π′ ⊗ j)ad′.(6.49)
Maps ρ and χ are hermitian and
ρ(ϑ ◦ a) = ρ(ϑ) ◦ j(a)(6.50)
̟ρ = (ρ⊗ id)χ.(6.51)
In particular, the space L = ker(ρ) is a *- and χ-invariant submodule of Ψinv.
Let us now assume that the full calculus on the bundle P (⇔ the fibered H) is
described by a graded-differential *-algebra Ω(P ) built over Ψ which is such that the
map F (and therefore χ) can be extended to a differential algebra homomorphism
F̂ : Ω(P )→ Ω(P )⊗̂Γ∧ (that is, property (diff2 ) holds). Let us consider a *-invariant
and χ-invariant complement L⊥ of L in Ψinv.
Lemma 6.14. A linear map ω : Γinv → Ω(P ) given by
ω(ϑ) =
(
ρ↾L⊥
)−1
(ϑ)(6.52)
is a connection on P .
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Proof. By construction, it follows that ω is a hermitian pseudotensorial 1-form.
Condition (4.6) directly follows from the observation that
πv(ϑ) = 1⊗ ρ(ϑ)
for each ϑ ∈ Ψinv.
Let us assume that the subspace L⊥ is also a submodule of Ψinv. In other words
ρ⊥(ϑ ◦ b) = ρ⊥(ϑ) ◦ b,(6.53)
where ρ⊥ : Ψinv → L is the projection map, corresponding to the splitting
Ψinv = L⊕ L
⊥.
In what follows we shall identify the spaces L⊥ and Γinv, via the map ρ. The right
B-module structure on L⊥ can be naturally “projected” to the right A-module
structure on this space, so that ρ ↔ L⊥ becomes a right A-module isomorphism,
because of
L⊥ ◦ ker(j) = {0}.
Further, let us assume that Ω(P ) is left-covariant and let l(P ) ⊆ Ω(P ) be a
*-subalgebra consisting of left-invariant elements. Finally, let us assume that ω
constructed in the above lemma is a regular and multiplicative connection. This
assumption implies certain specific algebraic relations between elements of l(P ).
It is clear that elements η ∈ L are horizontal. Hence the following relations hold
ϑη +
∑
k
ηk(ϑ ◦ ak) = 0(6.54)
where ϑ ∈ L⊥ and
∑
k
ηk ⊗ ak = χ(η).
The action of the covariant derivative on elements from B and L is described by
Lemma 6.15. The following identities hold
κ(b) = κ′(b(1))Dω(b
(2))(6.55)
Dω(b) = b
(1)
κ(b(2))(6.56)
Dωκ(b) = −Rωπj(b)− κ(b
(1))κ(b(2)),(6.57)
where κ = ρ⊥π
′.
Proof. Evidently, (6.55) and (6.56) are mutually equivalent. Equation (6.56) di-
rectly follows from (2.2), (4.25) and from the definition of ω. Acting by Dω on
both sides of (6.55) and applying (4.29)–(4.30) we obtain
Dωκ(b) = Dωκ
′(b(1))Dω(b
(2)) + κ′(b(1))D2ω(b
(2))
=
{
Dωκ
′(b(1))
}
b(2)κ(b(3))− κ′(b(1))b(2)Rωπj(b
(3))
= −κ(b(1))κ(b(2))−Rωπj(b).
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In fact, formula (6.57) defines Dω and Rω. If π
′(b) ∈ L then
Dω
(
π′(b)
)
= −κ(b(1))κ(b(2))
and similarly
Rω
(
π′(b)
)
= −κ(b(1))κ(b(2)),
if κ(b) = 0. The above two formulas are in fact equivalent to (6.57). Both give the
same consistency condition for l(P ). If b ∈ R′ then
κ(b(1))κ(b(2)) = 0.(6.58)
The above constraint generates a further constraint in the third-order level, because
it must be compatible with Dω satisfying the graded Leibniz rule. Explicitly,
Rωπj(b
(1))κ(b(2))− κ(b(1))Rωπj(b
(2)) = 0
for each b ∈ R′. More generally, it follows that
Rω(ϑ)η =
∑
k
ηkRω(ϑ ◦ ck)(6.59)
where ϑ ∈ Γinv and η ∈ L, while
∑
k
ηk ⊗ ck = χ(η).
It is worth noticing that ρ is extendible to a homomorphism ρ∧ : l(P ) → Γ∧inv
of graded-differential algebras. In terms of the canonical identification Ω(P ) ↔
B ⊗ l(P ) of spaces, the verticalization homomorphism is given by πv ↔ id⊗ ρ
∧.
Motivated by the derived expressions and constraints we shall now construct “the
universal” higher-order calculus on the bundle, admitting regular and multiplicative
connections of the described geometrical nature. The starting point will be a left-
covariant *-calculus Ψ overH , endowed with a splitting of the form Ψinv
∼= L⊕Γinv.
We shall assume that this splitting possesses all above introduced properties. Let
K1 be the ideal in the tensor algebra L
⊗ generated by elements of the form
w = κ(b(1))⊗ κ(b(2))(6.60)
where b ∈ R′. The formulas
D
(
π′(b)
)
= −κ(b(1))κ(b(2))
R
(
π′(q)
)
= −κ(q(1))κ(q(2))
consistently define linear maps D : L → L⊗/K1 and R : Γinv → L
⊗/K1. Here,
πj(b) = 0 and κ(q) = 0. We have
Dκ(b) = −Rπj(b)− κ(b(1))κ(b(2)).
Let K2 be the ideal in L
⊗/K1 generated by relations of the form
R(ϑ)η =
∑
k
ηkR(ϑ ◦ ck)
where χ(η) =
∑
k
ηk ⊗ ck.
The map D can be uniquely extended to a first-order derivation D : L⋆ → L⋆,
where L⋆ =
[
(L⊗/K1)/K2
]
. Indeed, it is sufficient to check that the graded Leibniz
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rule for D is not in a contradiction with relations generating K1 and K2. This
follows from the above derived equations.
Both ideals K1 and K2 are right and *-invariant, in a natural manner. In other
words L⋆ is a *-algebra, endowed with the right action χ : L⋆ → L⋆ ⊗ A. Let us
assume that R is factorized through the ideal K2. By construction, D and R are
hermitian and right-covariant maps. In particular, it follows that DR = 0.
The ◦-structure on L⊗ can be naturally “projected” to L⋆, through ideals K1
and K2. The following identities hold
D(ϑ ◦ b) = D(ϑ) ◦ b− κ(b(1))(ϑ ◦ b(2)) + (−1)∂ϑ(ϑ ◦ b(1))κ(b(2))(6.61)
R
(
ϑ ◦ j(b)
)
= R(ϑ) ◦ b.(6.62)
Finally, let us consider a graded *-algebra defined as
horP = B ⊗ L
⋆
at the level of graded vector spaces, while the product and the *-structure are given
by
(q ⊗ η)(b ⊗ ϑ) = qb(1) ⊗ (η ◦ b(2))ϑ
(b⊗ ϑ)∗ = b(1)∗ ⊗ (ϑ∗ ◦ b(2)∗).
Evidently, B and L⋆ are *-subalgebras of horP . The formulas
D(b ⊗ ϑ) = b(1) ⊗ κ(b(2))ϑ+ b⊗D(ϑ)
F
⋆
(b ⊗ ϑ) = F (b)χ(ϑ)
define extensions D : horP → horP and F
⋆ : horP → horP ⊗ A of the previously
introduced maps. By construction, F ⋆ defines the action of G by “automorphisms”
of horP . Further,
Lemma 6.16. The map D is a hermitian right-covariant first-order antiderivation
on horP . The following identities hold
D2(ϕ) = −
∑
k
ϕkRπ(ck)
R(ϑ)ϕ =
∑
k
ϕkR(ϑ ◦ ck),
where F ⋆(ϕ) =
∑
k
ϕk ⊗ ck.
Proof. We compute
D(ϑb) = D(b(1))ϑ ◦ b(2) + b(1)D(ϑ ◦ b(2))
= b(1)κ(b(2))ϑ ◦ b(3) + b(1)D(ϑ) ◦ b(2)
− b(1)κ(b(2))ϑ ◦ b(3) + (−1)∂ϑb(1)(ϑ ◦ b(2))κ(b(3))
= D(ϑ)b + (−1)∂ϑϑD(b).
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This implies that D is a (first-order) antiderivation on horP . Furthermore, it is
sufficient to check that the relation between D2 and R holds on elements from L
and B. We have
D2(b) = D
(
b(1)κ(b(2))
)
= b(1)κ(b(2))κ(b(3))− b(1)Rπj(b(2))− b(1)κ(b(2))κ(b(3))
= −b(1)Rπj(b(2))
and similarly
D2κ(b) = −D
(
Rπj(b) + κ(b(1))κ(b(2))
)
= Rπj(b(1))κ(b(2))− κ(b(1))Rπj(b(2))
= κ(b(3))R
[
πj(b(1)) ◦ j
(
κ(b(2))b(4)
)]
− κ(b(1))Rπj(b(2))
= −κ(b(2))Rπj
(
κ(b(1))b(3)
)
.
Finally, we have to check the commutation relation between R and B. Direct
transformations give
Rπj(q)b = −κ(q(1))κ(q(2))b = −b(1)
(
κ(q(1)) ◦ b(2)
)(
κ(q(2)) ◦ b(3)
)
= −b(1)κ(q(1)b(2))κ(q(2)b(3)) = −b(1)Rπj(qb(2)),
where κ(q) = 0. This completes the proof.
Now the construction of the full differential calculus on the bundle P can be
completed applying ideas of Subsection 6. The initial splitting is naturally under-
standable as a regular and multiplicative connection ω on P . Maps D and R are
interpretable as the corresponding operators of covariant derivative and curvature.
The full algebra Ω(P ) is left-covariant (over H). The associated first-order calculus
coincides with Ψ. The corresponding differential *-subalgebra l(P ) of left-invariant
elements can be independently described as follows. At the level of (graded) vector
spaces
l(P ) = L⋆ ⊗ Γ∧inv.
The differential *-algebra structure is specified by
(η ⊗ ξ)(ϑ ⊗ ζ) = (−1)∂ξ∂ϑ
∑
k
ηϑk ⊗ (ξ ◦ ck)ζ
(ϑ⊗ ζ)∗ =
∑
k
ϑ∗k ⊗ (ζ
∗ ◦ c∗k)
d∧(ϑ⊗ ζ) = D(ϑ)⊗ ζ + (−1)∂ϑ
∑
k
ϑk ⊗ π(ck)ζ + (−1)
∂ϑϑd∧(ζ).
Here d∧ : l(P ) → l(P ) is the corresponding differential and
∑
k
ϑk ⊗ ck = χ(ϑ).
Finally,
d∧(ζ) = d(ζ) +R(ζ)
for ζ ∈ Γinv. The map ρ
∧ is given by ρ∧ ↔ ǫL ⊗ id, where ǫL is a character on L
⋆
specified by ǫL(L) = {0}.
As a concrete example, let us consider the quantum Hopf fibering [7]. This bundle
is decribed by the quantum group H = SµU(2), and its subgroup G = Hcl = U(1).
The base manifold is the quantum 2-sphere [7].
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By definition [4], B is the *-algebra generated by elements α and γ and the
following relations
αα∗ + µ2γγ∗ = 1 α∗α+ γ∗γ = 1
αγ = µγα αγ∗ = µγ∗α γγ∗ = γ∗γ.
The fundamental representation is given by
u = (u†)−1 =
(
α −µγ∗
γ α∗
)
where µ ∈ (−1, 1) \ {0}.
Let us first assume that the first-order differential structure Ψ over H coincides
with the 3D-calculus [4], based on a right B-ideal
R′ = gen
{
γ2, γγ∗, γ∗2, αγ − γ, αγ∗ − γ∗, µ2α+ α∗ − (1 + µ2)1
}
.
The space Ψinv is 3-dimensional and spanned by elements
η = π′(α− α∗) η+ = π
′(γ) η− = π
′(γ∗).
The corresponding right B-module structure ◦ is specified by
µ2η ◦ α = η
µη± ◦ α = η±
η ◦ α∗ = µ2η
η± ◦ α
∗ = µη±
with Ψinv ◦ γ = Ψinv ◦ γ
∗ = {0}.
The *-algebra A of polynomial functions on G is generated by the canonical
unitary element z = j(α) (and we have j(γ) = j(γ∗) = 0). Let us assume that
Γ is a left-covariant calculus over G based on the right A-ideal R = j(R′). The
space Γinv is 1-dimensional, and spanned by ζ = ρ(η) = π(z − z
∗). We have
ρ(η+) = ρ(η−) = 0 and Γ
∧k = {0} for k ≥ 2. However, the calculus based on Γ∧
differs from the classical differential calculus, because the right A-module structure
on Γinv is given by
µ2ζ ◦ z = ζ ζ ◦ z∗ = µ2ζ.
The space L is spanned by η+ and η−. Let us define a splitting Ψinv
∼= L⊕ Γinv
(⇔ the space L⊥) by identifying η and ζ. The corresponding relations determining
the algebra L⋆ are
η2+ = η
2
− = 0
η+η− = −µ
2η−η+
while the third-order relations are trivialized. Additional relations determining the
algebra l(P ) are
ηη+ = −
1
µ4
η+η η
2 = 0 ηη− = −µ
4η−η.
It is worth noticing that Ω(P ) = Ψ∧ and hence the higher-order calculus on the
bundle coincides with the calculus constructed in [4]. Modulo differences between
general formulations, the canonical regular connection ω (associated to the fixed
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splitting of Ψinv) coincides with a connection constructed in [3]. The curvature of
ω is given by
Rω(ζ) = dη = µ(1 + µ
2)η−η+.(6.63)
Next, let us consider the case of the 4D+-calculus over SµU(2). This calculus Ψ
is bicovariant and *-covariant. By definition [6] the corresponding R′ is generated
(as a right ideal) by multiplets
1 =
{
a
(
µ2α+ α∗ − (1 + µ2)1
)}
3 =
{
aγ, a(α− α∗), aγ∗
}
5 =
{
γ2, γ(α− α∗), µ2α∗2 − (1 + µ2)(αα∗ − γγ∗) + α2, γ∗(α − α∗), γ∗2
}
where a = µ2α + α∗ − (µ3 + 1/µ)1. The space Ψinv is 4-dimensional. A natural
basis is given by elements
τ = π′(µ2α+ α∗)
η+ = π
′(γ) η = π′(α− α∗) η− = π
′(γ∗).
Elements η+, η− and η form a triplet (relative to the adjoint action). The element
τ is ̟′-invariant. We have ([2]–Section 6)
η+ ◦ γ
∗ = η− ◦ γ = −
(1 + µ)(1− µ2)
µ(1 + µ2)(1− µ3)
τ −
1− µ2
µ(1 + µ2)
η
η+ ◦ γ = η− ◦ γ
∗ = 0
η+ ◦ α = η+ = η+ ◦ α
∗
η ◦ γ = −
1− µ2
µ
η+
η− ◦ α = η− = η− ◦ α
∗
η ◦ γ∗ = −
1− µ2
µ
η−
−η ◦ α∗ =
(1 + µ)(1 − µ2)
µ(1 + µ2)(1− µ3)
τ −
2µ
1 + µ2
η
η ◦ α =
µ(1 + µ)(1 − µ2)
(1 + µ2)(1 − µ3)
τ +
2µ
1 + µ2
η
τ ◦ γ =
(1− µ)(1 − µ3)
µ
η+
τ ◦ γ∗ =
(1− µ)(1 − µ3)
µ
η−
τ ◦ α∗ =
1 + µ4
µ(1 + µ2)
τ −
µ(1− µ)(1 − µ3)
1 + µ2
η
τ ◦ α =
1 + µ4
µ(1 + µ2)
τ +
(1− µ)(1 − µ3)
µ(1 + µ2)
η.
It turns out that the idealR = j(R′) is generated by the element z+µz∗−(1+µ)1.
The space L is spanned by elements η+, η− and ξ = τ +
(
(1− µ3)/(1 + µ)
)
η. It is
worth noticing that ξ is (the unique) common characteristic vector for all operators
of the form ◦b (where b ∈ B). Explicitly,
ξ ◦ α =
1
µ
ξ ξ ◦ α∗ = µξ ξ ◦ γ = ξ ◦ γ∗ = 0.
However, the space L does not possess a ◦-invariant complement. A natural
choice of the complement L⊥ is to consider the subspace spanned by η (following
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a weak analogy with the previous example). The calculus on G = U(1) is non-
standard. The higher-order calculus is trivial. The corresponding right A-module
structure is given by
ζ ◦ z = µζ ζ ◦ z∗ =
1
µ
ζ
where ζ = ρ(η). Let us assume that the higher-order calculus on the bundle is based
on the bicovariant exterior algebra Ψ∨ [6]. Let ω be the connection corresponding
to the above splitting. This connection is not multiplicative.
The most general form of a connection (coming from a complement L⊥) is
ω(ζ) = η + tξ(6.64)
where t ∈ ℜ. All these connections are non-regular. A connection ω is multiplicative
iff (η + tξ)2 = 0, which is equivalent to t = −(1 + µ)/(1 − µ3), in other words the
corresponding complement is spanned by τ . However it is worth noticing that if
the higher-order calculus is described by Ψ∧ then ω is not multiplicative, because
τ2 6= 0 in this case.
The curvature is given by
Rω = d(η + tξ) =
(
µt
1− µ2
+
µ
(1− µ)(1 − µ3)
)
(τη + ητ).(6.65)
We see that for the above mentioned special value of t the curvature vanishes.
Finally, let us assume that the calculus on G is classical (based on standard
differential forms). Let us assume that Ψ is a bicovariant *-calculus. This implies
(X ⊗ id)ad′(R′) = {0}, where X is the canonical generator of lie(G). In other
words, Ψ is admissible (in the sense of the previous paper). Let us assume that Ψ is
the minimal admissible (bicovariant *-) calculus. The space Ψinv can be naturally
identified with the algebra D consisting of all elements b ∈ B invariant under the
left action of G on H (polynomial functions on a quantum 2-sphere). In terms of
this identification
̟′ ↔ (φ′↾D) : D → D⊗ B ( ) ◦ b ↔ κ(b(1))( )b(2).
Let τ be the element corresponding to 1 ∈ D and let us assume that L⊥ is spanned
by τ . Explicitly,
τ =
2
µ2 − 1
π′(µ2α+ α∗).(6.66)
The element τ is right-invariant (L⊥ consists precisely of right-invariant elements
of Ψinv and each integer-valued irreducible multiplet appears without degeneracy
in the decomposition of ̟′ into irreducible components), and
τ ◦ b = ǫ′(b)τ.(6.67)
In particular
σ(τ ⊗ ϑ) = ϑ⊗ τ
σ(ϑ ⊗ τ) = τ ⊗ ϑ.
(6.68)
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Let us assume that the higher-order calculus on the bundle is described by the
exterior algebra Ψ∨. We have
τ2 = 0
dτ = 0
Identities (6.67) and (6.68) imply
τw = (−1)∂wwτ
for each w ∈ Ψ∨. The connection ω corresponding to L⊥ is regular and multiplica-
tive. Moreover, ω is flat in the sense that Rω = 0.
6.6. A Constructive Approach to Differential Calculus
Every regular connection ω induces the isomorphism mω : vh(P ) ↔ Ω(P ) (if
T(P ) = {0}). Moreover, if two algebras are identified with the help of mω then
it is possible to express the differential structure on Ω(P ) in terms of the algebra
structure on vh(P ), and the following maps:
Dω : hor(P )→ hor(P ) Rω : Γinv → hor(P )
d : Γ∧inv → Γ
∧
inv F
∧ : hor(P )→ hor(P )⊗A.
Explicitly,
d∧(ϕ⊗ ϑ) = Dω(ϕ)⊗ ϑ+ (−1)
∂ϕ
∑
k
ϕk ⊗ π(ck)ϑ+ (−1)
∂ϕϕd∧(ϑ),(6.69)
where d∧ is the corresponding differential on vh(P ) and d∧↾Γ∧inv is fixed by
d∧(ϑ) = d(ϑ) +Rω(ϑ),
for ϑ ∈ Γinv, and extended on Γ
∧
inv by the graded Leibniz rule.
It is worth noticing that the curvature Rω is completely determined by the co-
variant derivative, as easily follows from (4.29) and property (qpb4 ) from Section 3.
Indeed, we have
Rωπ(a) = −
∑
k
qkD
2
ω(bk)(6.70)
where qk, bk ∈ B are such that (3.3) holds.
In this subsection an “opposite” construction will be presented, which builds the
algebra Ω(P ) and a regular multiplicative connection ω starting from a *-algebra
playing the role of horizontal forms, and three operators imitating the covariant
derivative, curvature and the right action.
Let P = (B, i, F ) be a quantum principal G-bundle over M . Let
horP =
∑⊕
k≥0
horkP
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be a graded *-algebra such that hor0P = B. Further, let us assume that a grade-
preserving *-homomorphism F ⋆ : horP → horP ⊗ A extending the map F is given
such that
(F ⋆ ⊗ id)F ⋆ = (id⊗ φ)F ⋆(6.71)
(id⊗ ǫ)F ⋆ = id.(6.72)
Let us assume that a linear first-order map D : horP → horP is given such that the
following properties hold
D(ϕψ) = D(ϕ)ψ + (−1)∂ϕϕD(ψ)(6.73)
D∗ = ∗D(6.74)
F ⋆D = (D ⊗ id)F ⋆.(6.75)
Finally, let us assume that there exists a linear map R : Γinv → horP such that
D2(ϕ) = −
∑
k
ϕkRπ(ck),(6.76)
for each ϕ ∈ horP , where F
⋆(ϕ) =
∑
k
ϕk ⊗ ck.
Evidently, D plays the role of the covariant derivative. The map R is determined
uniquely by the above condition. It plays the role of the curvature map. Explicitly
Rπ(a) = −
∑
k
qkD
2(bk)(6.77)
where qk, bk ∈ B are such that (3.3) holds.
We pass to a “reconstruction” of the calculus Ω(P ). Let us first analyze the map
R in more details.
Proposition 6.17. The following identities hold
F ⋆R = (R⊗ id)̟(6.78)
DR = 0(6.79)
R∗ = ∗R(6.80)
R(ϑ)ϕ =
∑
k
ϕkR(ϑ ◦ ck).(6.81)
Proof. Acting by D ⊗ id on equality (3.3) and using (6.73) we obtain
0 =
∑
k
D(qk)F (bk) +
∑
k
qk(D ⊗ id)F (bk).
This, together with (6.75) and (6.76), implies
0 =
∑
k
D(qk)D
2(bk) +
∑
k
qkD
3(bk) = D
(∑
k
qkD
2(bk)
)
= −DRπ(a).
Hence, (6.79) holds. Further, (3.3) implies
1⊗ 1⊗ a =
∑
kj
F (qk)F (bkj)⊗ akj
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and hence
1⊗ κ(a(1))⊗ a(2) =
∑
ijk
qkibkj ⊗ zki ⊗ akj ,(6.82)
where F (bk) =
∑
j
bkj ⊗ akj and F (qk) =
∑
i
qki ⊗ zki. From (6.82) we find
1⊗ κ(a) =
∑
k
F (qk)bk(6.83)
ǫ(a)1 =
∑
k
qkbk(6.84)
1⊗ a(2) ⊗ κ(a(1))a(3) =
∑
ijk
qkiF (bkj)⊗ zkiakj .(6.85)
Identity (6.84) also directly follows from (3.3). A direct computation now gives
R
[
π(a)∗
]
= −Rπ
(
κ(a)∗
)
=
∑
k
b∗kD
2(q∗k) = −
∑
k
D2(b∗k)q
∗
k =
[
Rπ(a)
]∗
,
and similarly
(R⊗ id)̟π(a) = Rπ(a(2))⊗ κ(a(1))a(2) = −
∑
ijk
qkiD
2(bkj)⊗ zkiakj
= −F ⋆
(∑
k
qkD
2(bk)
)
= F
⋆
Rπ(a).
This proves (6.78) and (6.80). Finally, let us prove (6.81). We have
∑
nkj
qkbkjϕn ⊗ akjcn =
∑
n
ϕn ⊗ acn,
for each ϕ ∈ horP . Hence∑
nkj
qkbkjϕn ⊗ π(akjcn) =
∑
n
ϕn ⊗ π(a) ◦ cn,
if a ∈ ker(ǫ). The above equality, together with (6.76) implies
∑
nkj
qkbkjϕnRπ(akjcn) = −
∑
k
qkD
2(bkϕ) =
∑
n
ϕnR
[
π(a) ◦ cn
]
.
On the other hand, (6.77) and (6.84) imply
[
Rπ(a)
]
ϕ = −
∑
k
qkD
2(bk)ϕ = −
∑
k
qkD
2(bkϕ).
Hence, property (6.81) holds.
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Let us consider the graded space Ω(P ) = horP⊗Γ
∧
inv, endowed with the following
*-algebra structure
(ψ ⊗ η)(ϕ⊗ ϑ) = (−1)∂ϕ∂η
∑
k
ψϕk ⊗ (η ◦ ck)ϑ(6.86)
(ϕ⊗ ϑ)∗ =
∑
k
ϕ∗k ⊗ (ϑ
∗ ◦ c∗k),(6.87)
where F ⋆(ϕ) =
∑
k
ϕk ⊗ ck. Algebras horP and Γ
∧
inv are understandable as *-sub-
algebras of Ω(P ), in a natural manner.
Lemma 6.18. There exists the unique antiderivation d∧ : Γ∧inv → Ω(P ) satisfying
d∧(ϑ) = R(ϑ) + d(ϑ)(6.88)
for each ϑ ∈ Γinv.
Proof. The graded Leibniz rule implies that the values of d∧ on higher-order forms
are completely determined by the restriction d∧↾Γinv (and we have d
∧1 = 0.) Hence,
d∧ is unique, if exists.
Let us prove that d∧ can be consistently constructed by extending, with the
help of the graded Leibniz rule, a linear map (acting on Γinv) given by (6.88).
The extension exists iff contradictions do not appear at the level of second-order
constraints defining the algebra Γ∧inv. Simple transformations give{
π(a(1))π(a(2))
}
→ Rπ(a(1))π(a(2))
− π(a(1))π(a(2))π(a(3))
+ π(a(1))π(a(2))π(a(3))− π(a(1))Rπ(a(2))
= Rπ(a(1))π(a(2))
−Rπ(a(3))
[
π(a(1)) ◦
(
κ(a(2))a(4)
)]
= Rπ(a(2))π
(
κ(a(1))a(3)
)
= 0,
for each a ∈ R. Hence, d∧ exists.
The formula
d∧(ϕ⊗ ϑ) = D(ϕ) ⊗ ϑ+ (−1)∂ϕϕd∧(ϑ) + (−1)∂ϕ
∑
k
ϕk ⊗ π(ck)ϑ(6.89)
defines a linear first-order map d∧ : Ω(P ) → Ω(P ) extending d∧ introduced in the
previous lemma.
Proposition 6.19. The following identities hold
d∧∗ = ∗d∧(6.90)
(d∧)2 = 0(6.91)
d∧(wu) = d∧(w)u + (−1)∂wwd∧(u).(6.92)
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Proof. A direct calculation gives for w ∈ Γinv and u = ϕ⊗ ϑ,
d∧(wu) = (−1)∂ϕd∧
(∑
k
ϕk ⊗ (w ◦ ck)ϑ
)
=
∑
k
ϕk ⊗ d(w ◦ ck)ϑ
+
∑
k
ϕkR(w ◦ ck)⊗ ϑ−
(∑
k
ϕk ⊗ (w ◦ ck)
)
d∧(ϑ)
+ (−1)∂ϕ
∑
k
(
D(ϕk)⊗ (w ◦ ck)ϑ
)
+
∑
k
(
ϕk ⊗ π(c
(1)
k )(w ◦ c
(2)
k )ϑ
)
= −w
[
D(ϕ)⊗ ϑ
]
− (−1)∂ϕwϕd∧(ϑ) + d∧(w)u
− (−1)∂ϕ
∑
k
w
(
ϕk ⊗ π(ck)ϑ
)
= d∧(w)u − wd∧(u).
A similar computation shows that (6.92) holds for w ∈ horP ,
d∧(wu) = (−1)∂ϕ+∂w
∑
lk
wlϕk ⊗ π(dlck)ϑ+ (−1)
∂ϕ+∂wwϕd∧(ϑ) +D(wϕ) ⊗ ϑ
= D(w)ϕ ⊗ ϑ+ (−1)∂wwD(ϕ) ⊗ ϑ+ (−1)∂w+∂ϕwϕd∧(ϑ)
+ (−1)∂ϕ+∂w
∑
k
wϕk ⊗ π(ck)ϑ+ (−1)
∂ϕ+∂w
∑
kl
wlϕk ⊗
(
π(dl) ◦ ck
)
ϑ
= d∧(w)u + (−1)∂wwd∧(u),
where
∑
l
wl ⊗ dl = F
⋆(w). It follows that (6.92) holds for arbitrary w, u ∈ Ω(P ).
Let us prove that the square of d∧ vanishes. We have
(d∧)2π(a) = d∧
(
−π(a(1))π(a(2)) +Rπ(a)
)
= DRπ(a)
+ π(a(1))π(a(2))π(a(3))− π(a(1))π(a(2))π(a(3))
−
[
Rπ(a(1))
]
π(a(2)) + π(a(1))Rπ(a(2))
+Rπ(a(2))π
(
κ(a(1))a(3)
)
= Rπ(a(3))
[
π(a(1)) ◦
(
κ(a(2))a(4)
)]
−
(
Rπ(a(1))
)
π(a(2))
+Rπ(a(2))π
(
κ(a(1))a(3)
)
= 0
for each a ∈ A. Further,
(d∧)2ϕ = d∧
(
Dϕ+ (−1)∂ϕ
∑
k
ϕkπ(ck)
)
= D2ϕ− (−1)∂ϕ
∑
k
D(ϕk)π(ck)
+ (−1)∂ϕ
∑
k
D(ϕk)π(ck) +
∑
k
{
ϕkπ(c
(1)
k )π(c
(2)
k ) + ϕkRπ(ck) + ϕkdπ(ck)
}
= 0,
for each ϕ ∈ horP . Having in mind that spaces horP and Γinv generate Ω(P ), and
using the fact that the square of an antiderivation is a derivation we conclude that
(d∧)2 = 0.
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Finally,
d∧(ϕ∗) = D(ϕ∗) + (−1)∂ϕ
∑
k
ϕ∗kπ(c
∗
k)
= (Dϕ)∗ + (−1)∂ϕ
∑
k
ϕ∗kπ(c
(2)
k )
∗ ◦ c
(1)∗
k
=
(
Dϕ+ (−1)∂ϕ
∑
k
ϕkπ(ck)
)∗
= d∧(ϕ)∗
for each ϕ ∈ horP . It follows that d
∧ is a hermitian map.
We are going to prove that Ω(P ) satisfies condition (diff2 ). The formula
F̂ (ϕ⊗ ϑ) = F ⋆(ϕ) ̟̂ (ϑ)(6.93)
determines a linear map F̂ : Ω(P )→ Ω(P ) ⊗̂ Γ∧ extending F ⋆ and ̟̂ .
Proposition 6.20. The map F̂ is a homomorphism of differential *-algebras.
Proof. For each ϕ ∈ horP and ϑ ∈ Γinv we have
F̂ (ϑϕ) = (−1)∂ϕ
∑
k
F̂
(
ϕk(ϑ ◦ ck)
)
= (−1)∂ϕ
∑
k
(
ϕk ⊗ c
(1)
k (ϑ ◦ c
(2)
k )
)
+ (−1)∂ϕ
∑
kl
(ϕk ⊗ c
(1)
k )(ϑl ◦ c
(3)
k ⊗ κ(c
(2)
k )alc
(4)
k )
= (−1)∂ϕ
∑
k
ϕk ⊗ (ϑck) + (−1)
∂ϕ
∑
kl
ϕk(ϑl ◦ c
(1)
k )⊗ alc
(2)
k
=
(
1⊗ ϑ+̟(ϑ)
)∑
k
ϕk ⊗ ck = F̂ (ϑ)F̂ (ϕ).
Here,
∑
k
ϕk ⊗ ck = F
⋆(ϕ) and ̟(ϑ) =
∑
l
ϑl ⊗ al. Using the facts that F
⋆ and
̟̂ are multiplicative, and that horP and Γinv generate Ω(P ), we conclude that F̂ is
multiplicative, too.
Let us prove that F̂ intertwines differentials. We have
F̂ d∧(ϕ) = F̂
(
D(ϕ) + (−1)∂ϕ
∑
k
ϕkπ(ck)
)
=
∑
k
Dϕk ⊗ ck + (−1)
∂ϕ
∑
k
ϕk ⊗ c
(1)
k π(c
(2)
k )
+ (−1)∂ϕ
∑
k
ϕkπ(c
(3)
k )⊗ c
(1)
k κ(c
(2)
k )c
(4)
k
=
∑
k
Dϕk ⊗ ck + (−1)
∂ϕ
∑
k
ϕk ⊗ dck
+ (−1)∂ϕ
∑
k
ϕkπ(c
(1)
k )⊗ c
(2)
k
=
∑
k
d∧(ϕk)⊗ ck + (−1)
∂ϕ
∑
k
ϕk ⊗ dck
=
(
d∧ ⊗ id + (−1)∂ϕid⊗ d
)
F̂ (ϕ).
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Further, if ϑ ∈ Γinv then
F̂ d∧(ϑ) = F ⋆R(ϑ) + ̟̂ (dϑ)
= (R⊗ id)̟(ϑ) + 1⊗ dϑ+ (d⊗ id)̟(ϑ)− (id⊗ d)̟(ϑ)
= (d∧ ⊗ id)̟(ϑ)− (id⊗ d)̟(ϑ) + 1⊗ dϑ
=
[
d∧ ⊗ id + (−1)∂∗id⊗ d
][
1⊗ ϑ+̟(ϑ)
]
=
[
d∧ ⊗ id + (−1)∂∗id⊗ d
] ̟̂ (ϑ).
Hence, F̂ preserves differential structures. Finally,
F̂
[
(ϕ⊗ ϑ)∗
]
=
∑
k
F̂
(
ϕ∗k ⊗ (ϑ
∗ ◦ c∗k)
)
=
∑
ki
ϕ∗k(ϑ
∗
i ◦ c
(1)∗
k )⊗ w
∗
i c
(2)∗
k
=
∑
ki
(ϕkϑi)
∗ ⊗ w∗i c
∗
k =
[
F̂ (ϕ⊗ ϑ)
]∗
for each ϕ ∈ horP and ϑ ∈ Γ
∧
inv, where ̟̂ (ϑ) =∑iϑi⊗wi. Thus, F̂ is a hermitian
map.
Clearly, B = Ω0(P ). The algebra of horizontal forms corresponding to Ω(P )
coincides with the initial one. In other words, we can write horP = hor(P ). Further,
F ⋆ coincides with (the restriction of) the corresponding right action F∧.
Let us consider a map ω : Γinv → Ω(P ) given by ω(ϑ) = 1⊗ ϑ.
Proposition 6.21. (i) The map ω is a regular multiplicative connection on P . In
particular, T(P ) = {0}.
(ii) We have R = Rω and D = Dω.
Proof. It is evident that ω is a hermitian map. According to the definition of F̂ ,
we have
F̂ω(ϑ) = ̟̂ (ϑ) = ̟(ϑ) + 1⊗ ϑ = (ω ⊗ id)̟(ϑ) + 1⊗ ϑ.
Hence, ω is a connection on P . Multiplicativity of ω directly follows from the fact
that Γ∧inv is a subalgebra of Ω(P ). In particular, ω
∧(ϑ) = 1 ⊗ ϑ for each ϑ ∈ Γ∧inv.
Regularity follows from the definition of the product in Ω(P ). Finally, (ii) follows
from definitions of Rω, Dω and d
∧.
The corresponding factorization map mω reduces to the identity. It is worth
noticing that the construction of the algebra ver(P ) of verticalized forms can be
understood as a trivial special case of the construction presented in this subsection.
Indeed, if we define horP = B (with hor
k
P = {0} for k ≥ 1), D = 0 (and hence
R = 0) and F ⋆ = F then Ω(P ) = ver(P ) and F̂ = F̂v. The algebra (vh(P ), dvh)
can be viewed in a similar way.
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Appendix A. On Bicovariant Exterior Algebras
In the presented theory we have assumed that the higher-order calculus on the
structure quantum group is described by the corresponding universal envelope.
This assumption is conceptually the most natural. However all the formalism can
be repeated (straightforwardly, or with natural modifications) if the higher-order
calculus on G is described by an appropriate non-universal differential structure.
Here, it will be assumed that the higher-order calculus on G is based on the
corresponding bicovariant exterior algebra [6]. The appendix is devoted to the
analysis of some aspects of these structures, interesting from the point of view of
differential calculus on quantum principal bundles.
Let Γ be a bicovariant first-order differential calculus over G and let us consider
the canonical flip-over automorphism σ : Γ ⊗A Γ → Γ ⊗A Γ (its “left-invariant”
restriction is given by (4.16)).
The corresponding exterior algebra [6] Γ∨ can be constructed by factorising Γ⊗
through the ideal
S∨ = ker(A).
Here A =
∑⊕
n
An is the “total antisymetrizer” map, with An : Γ
⊗n → Γ⊗n given
by
An =
∑
π∈Sn
(−1)πσπ
where σπ is the operator obtained by replacing transpositions i ↔ i + 1 figuring
in a minimal decomposition of π, by the corresponding σ-twists (this definition is
consistent, due to the braid equation for σ). By definition, A acts as the identity
transformation on A and Γ. The following decomposition holds
Ak+l = (Ak ⊗Al)Akl(A.1)
where
Akl =
∑
π∈Skl
(−1)πσπ−1
and Skl ⊆ Sk+l is the subset consisting of permutations preserving the order of the
first k and the last l factors.
The differential map d : A → Γ can be naturally extended to the differential on
the whole Γ∨. By universality, there exists the unique graded-differential homo-
morphism ≬ : Γ∧ → Γ∨ reducing to identity maps on A and Γ. If Γ is *-covariant
then the *-involutions on Γ and A can be extended to the *-structure on Γ∨ (so
that ≬ is a hermitian map).
Proposition A.1. (i) There exists the unique differential algebra homomorphism
φ∨ : Γ∨ → Γ∨ ⊗̂ Γ∨ extending the map φ.
(ii) There exists the unique graded-antimultiplicative extension κ∨ : Γ∨ → Γ∨ of
the antipode κ, satisfying
κ∨d = d κ∨.(A.2)
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(iii) The following identities hold
(φ∨ ⊗ id)φ∨ = (id⊗ φ∨)φ∨(A.3)
m∨(κ∨ ⊗ id)φ∨ = m∨(id⊗ κ∨)φ∨ = 1ǫ∨(A.4)
(ǫ∨ ⊗ id)φ∨ = (id⊗ ǫ∨)φ∨ = id(A.5)
where m∨ is the product map in Γ∨ and ǫ∨ is a linear functional specified by
ǫ∨(ϑ) = ǫp0(ϑ).
(iv) If Γ is *-covariant then
(∗κ∨)2(ϑ) = ϑ(A.6)
φ∨∗ = (∗ ⊗ ∗)φ∨.(A.7)
Proof. Uniqueness of maps φ∨ and κ∨ is a consequence of the fact that Γ∨ is gener-
ated, as a differential algebra, byA. Let ♯κ : Γ→ Γ be the canonical extension of the
antipode map [2]–Appendix B. There exists the unique graded-antimultiplicative
extension κ⊗ : Γ⊗ → Γ⊗ of κ and ♯κ. We have
σκ⊗(ϑ) = κ⊗σ(ϑ)(A.8)
for each ϑ ∈ Γ⊗A Γ. This directly follows from the fact that ♯
κ maps left-invariant
to right-invariant elements, and conversely. Hence,
κ⊗n σπ = σjπjκ
⊗
n(A.9)
for each π ∈ Sn, where j is the “total inverse” permutation. This implies that
operators κ⊗n commute with An. Therefore κ
⊗ can be factorized through the
ideal S∨. In such a way we obtain a graded-antimultiplicative map κ∨ : Γ∨ → Γ∨
satisfying (A.2).
Let us now consider a A⊗A-module Ψ given by
Ψ = (A⊗ Γ)⊕ (Γ⊗A) .
It is easy to see that Ψ is a bicovariant bimodule over the groupG×G. In particular,
the corresponding right and left actions of G×G on Ψ are given by
℘Ψ
(
(a⊗ ϑ)⊕ (η ⊗ b)
)
=
(
φ(a)℘Γ(ϑ)
)
⊕
(
℘Γ(η)φ(b)
)
ℓΨ
(
(a⊗ ϑ)⊕ (η ⊗ b)
)
=
(
φ(a)ℓΓ(ϑ)
)
⊕
(
ℓΓ(η)φ(b)
)
,
where on the right-hand side the tensor multiplication is assumed. The following
natural isomorphism holds
Ψinv
∼= Γinv ⊕ Γinv.
Further, Ψ is a first-order calculus over G × G, in a natural manner. The corre-
sponding differential map D : A⊗A → Ψ is given by D = d⊗ id + id⊗ d. In terms
of the above identification the corresponding right A⊗A-module structure on Ψinv
is given by
(ϑ⊕ η) ◦ (a⊗ b) = ǫ(a)(ϑ ◦ b)⊕ (η ◦ a)ǫ(b)(A.10)
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and the action of the corresponding flip-over operator Σ: Ψ⊗2inv → Ψ
⊗2
inv is determined
by the block-matrix
Σ =


σ 0 0 0
0 0 τ 0
0 τ 0 0
0 0 0 σ

(A.11)
where τ : Γ⊗2inv → Γ
⊗2
inv is the standard transposition. This implies
Ψ∨ ∼= Γ∨ ⊗̂ Γ∨.
Let ♯φ : Γ→ Ψ be a map given by
♯φ = ℓΓ ⊕ ℘Γ.
The following identities hold
Dφ = ♯φd(A.12)
♯φ(ϑa) = ♯φ(ϑ)φ(a)(A.13)
♯φ(aϑ) = φ(a)♯φ(ϑ).(A.14)
Equalities (A.13)–(A.14) imply that φ and ♯φ can be consistently extended to a
homomorphism φ⊗ : Γ⊗ → Ψ⊗. The following inclusion holds
φ⊗
(
ker(A)
)
⊆ ker(AΣ),
where AΣ is the antisymmetrizer corresponding to Σ. Hence φ⊗ can be projected
through ideals ker(A) and ker(AΣ). In such a way we obtain the homomorphism
φ∨ : Γ∨ → Γ∨ ⊗̂Γ∨. Equality (A.12) implies that φ∨ intertwines the corresponding
differentials.
Properties (A.3)–(A.5) as well as (A.6)–(A.7) simply follow from analogous prop-
erties for φ and κ. It is worth noticing that κ∨ and φ∨ can be obtained by projecting
κ∧ and φ̂ from Γ∧ to Γ∨.
Let us now turn to the conceptual framework of the previous paper, and assume
that M is a classical compact smooth manifold, and P a principal G-bundle over
M . Further, let us assume that Γ is the minimal admissible left-covariant calculus
over G (this calculus is bicovariant and *-covariant, too). Let τ = (πU )U∈U be an
arbitrary trivialization system for P , and let Cτ be the corresponding G-cocycle,
consisting of “transition functions” ψUV : S(U ∩ V ) ⊗ A → S(U ∩ V ) ⊗ A. The
restrictions ϕUV = ψUV ↾A are (*-homomorphisms) explicitly given by
ϕUV = (gVU ⊗ id)φ
where gVU : U ∩ V → Gcl represent the classical Gcl-cocycle corresponding to Cτ
(understood here as *-homomorphisms gVU : A → S(U ∩ V )).
There exists the unique map ♯UV : Γ →
[
Ω1(U ∩ V ) ⊗ A
]
⊕
[
S(U ∩ V ) ⊗ Γ
]
satisfying
♯UV (aξ) = ϕUV (a)♯UV (ξ)
♯UV (da) = [d⊗ id + id⊗ d]ϕUV (a),
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for each a ∈ A and ξ ∈ Γ. This implies also
♯UV (ξa) = ♯UV (ξ)ϕUV (a)
and hence there exists (the unique) homomorphism ϕ⊗UV : Γ
⊗ → Ω(U ∩ V ) ⊗̂ Γ⊗
extending both ϕUV and ♯UV .
All antisymetrizing operators are left and right covariant in a natural manner. In
particular they are reduced in the corresponding spaces of left-invariant elements.
In what follows we shall denote by the same symbols their restrictions in Γ⊗inv (if
there is no ambiguity from the context).
Proposition A.2. We have
ϕ⊗UV [S
∨] ⊆ Ω(U ∩ V ) ⊗̂ S∨(A.15)
for each (U, V ) ∈ N2(U).
Proof. The ideal S∨ is bicovariant. In particular, it has the form
S∨ ∼= A⊗ S∨inv
where S∨inv is the left-invariant part of S
∨. The following equality holds
♯UV (ϑ) = 1⊗ ϑ+
∑
k
∂UV (ϑk)⊗ ck(A.16)
for each ϑ ∈ Γinv. Here,
∑
k
ϑk⊗ ck = ̟(ϑ) and ∂
UV : Γinv → Ω(U ∩V ) is the map
specified by
∂UV π(a) = gVU (a
(1))d
(
gUV (a
(2))
)
.(A.17)
Let us observe that
∂UV (η)∂UV (ζ) = −
∑
k
∂UV (ζk)∂
UV (ηk)(A.18)
for each η, ζ ∈ Γinv, where
∑
k
ζk ⊗ ηk = σ(η ⊗ ζ). Indeed this follows from (4.16),
and from the identity
∂UV (ϑ ◦ a) = ǫ(a)∂UV (ϑ).(A.19)
Now for an arbitrary ϑ ∈ Γ⊗ninv let us consider the elements ϑk = (id⊗ pk)ϕ
⊗
UV (ϑ)
where 0 ≤ k ≤ n. It follows from (4.16) and (A.16) that these elements have the
form
ϑk = (∇
UV
l ⊗ id
k)Alk(ϑ)(A.20)
with l = n− k. Here we have identified Γ⊗ and A⊗Γ⊗inv, and ∇
UV
l are components
of the unital multiplicative extension of the map ∇UV = (∂UV ⊗ id)̟. According
to (A.18) the above expression can be rewritten as
ϑk =
1
l!
(∇UVl Al ⊗ id
k)Alk(ϑ).
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In particular
(id⊗Ak)(ϑk) =
1
l!
(∇UVl ⊗ id
k)An(ϑ),(A.21)
according to (A.1). Hence, (A.15) holds.
The map ϕ⊗UV can be factorized through the ideal S
∨. In such a way we obtain
a homomorphism ϕ∨UV : Γ
∨ → Ω(U ∩ V )⊗̂Γ∨ of graded-differential *-algebras. Now
the formula
ψ∨UV (α⊗ ϑ) = αϕ
∨
UV (ϑ)(A.22)
defines a graded-differential *-automorphism of Ω(U ∩ V ) ⊗̂ Γ∨ (extending both
ψUV and ϕ
∨
UV ). These maps are Ω(U ∪ V )-linear and satisfy the following cocycle
conditions
ψ∨UV ψ
∨
VW (ϕ) = ψ
∨
UW (ϕ)
for each (U, V,W ) ∈ N3(U) and ϕ ∈ Ωc(U ∩ V ∩W ) ⊗̂ Γ
∨.
Applying the above results, and using similar constructions as in the previous
paper, it is possible to construct a graded-differential *-algebra Λ(P ), representing
the corresponding “differential forms” on the bundle. This algebra is locally trivial,
in the sense that any local trivialization (U, πU ) of the bundle can be “extended”
to a local representation of the form Ω(U) ⊗̂ Γ∨ ↔ Λ(P |U ).
By construction, the right action F can be (uniquely) extended to the homo-
morphism F∨ : Λ(P ) → Λ(P ) ⊗̂ Γ∨ of graded-differential *-algebras. Moreover,
all entities naturally appearing in the differential calculus on P constructed from
the universal envelope Γ∧ have counterparts in the calculus based on Λ(P ), and
all algebraic relations are preserved (because the formalism can be obtained by
“projecting” the first calculus on Λ(P )).
In a certain sense, Γ∨ is the minimal bicovariant graded algebra (built over Γ)
compatible with all possible “transition functions” for the bundle P . Namely, let
us assume that N ⊆ Γ⊗ is a bicovariant graded-ideal satisfying N k = {0} for
k ∈ {0, 1} and
ϕ⊗UV (N ) ⊆ Ω(U ∩ V ) ⊗̂ N(A.23)
for each trivialization system τ = (πU )U∈U and each (U, V ) ∈ N
2(U). This ensures
the possibility to construct the corresponding global algebra for the bundle P , which
locally will be of the form Ω(U) ⊗̂
[
Γ⊗/N
]
.
Lemma A.3. Under the above assumptions we have
N ⊆ S∨.(A.24)
Proof. We shall prove inductively that
N kinv ⊆ S
∨k
inv,(A.25)
for each k ≥ 2. Let us assume that
∑
i
ϑi ⊗ ηi = ψ ∈ N
2
inv. Applying (A.23) and
(A.16) we obtain
0 =
∑
ikl
∂UV (ϑik)∂
UV (ηil)⊗ cikdil +
∑
ik
∂UV (ϑik)⊗ cikηi −
∑
il
∂UV (ηil)⊗ ϑidil
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where ̟(ϑi) =
∑
k
ϑik ⊗ cik and ̟(ηi) =
∑
l
ηil ⊗ dil. In particular
0 =
∑
ik
∂UV (ϑik)⊗ cikηi −
∑
il
∂UV (ηil)⊗ ϑidil.
In other words, modulo the identification Γ↔ A⊗ Γinv, we have
(∇UV ⊗ id)(I − σ)(ψ) = 0.
Having in mind that the family of maps ∇UV distinguishes elements of Γinv (a
consequence of the minimality of Γ) we conclude that ψ = σ(ψ). In other words
N 2inv ⊆ ker(I − σ) = S
∨2
inv.
Let us assume that (A.25) holds for some k ≥ 2. Then
0 = (id⊗Akpk)ϕ
⊗
UV (ψ) = (∇
UV ⊗Ak)A1k(ψ)
for each ψ ∈ N k+1inv . Because of the arbitrariness of τ it follows that
Ak+1(ψ) = (id⊗Ak)A1k(ψ) = 0,
in other words N k+1inv ⊆ (S
∨
inv)
k+1.
We pass to the study of the problem of passing from Γ∧ to Γ∨, in the framework
of the general theory.
Let P = (B, i, F ) be a quantum principal G-bundle over a quantum space M .
Lemma A.4. Modulo the natural identification Γ∧ ↔ A⊗ Γ∧inv we have
(id⊗ pk)F̂ ω
⊗n = (F∧ω⊗l ⊗ [ ]∧k )Alk(A.26)
where n = k + l, and ω is an arbitrary connection on P .
Proof. Essentially the same reasoning as in the proof of Proposition A.2, applying
identity (4.8) instead of (A.16).
The above equation implies
F̂ω⊗ (S∨inv) ⊆ ω
⊗ (S∨inv) ⊗̂ Γ
∧ +Ω(P ) ⊗̂ [S∨]∧,(A.27)
for each ω ∈ con(P ). Let us assume that the calculus (described by Ω(P )) admits
regular connections, and that T(P ) = {0} (multiplicativity of regular connections).
Let Υ(P ) ⊆ Ω(P ) be the space linearly generated by elements of the form ϕω⊗(ϑ)
where ϑ ∈ S∨inv and ϕ ∈ hor(P ), while ω ∈ r(P ).
Lemma A.5. (i) The space Υ(P ) is a (two-sided) graded-differential *-ideal in
Ω(P ), independent of the choice of a regular connection ω.
(ii) We have
F̂
(
Υ(P )
)
⊆ Υ(P ) ⊗̂ Γ∧ +Ω(P ) ⊗̂ [S∨]∧.(A.28)
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Proof. The space m−1ω
(
Υ(P )
)
= hor(P ) ⊗ [S∨inv]
∧ is a graded two-sided *-ideal in
vh(P ). Hence the space Υ(P ) is the graded *-ideal in Ω(P ). Inclusion (A.28)
directly follows from (A.27).
Let us prove that d
(
Υ(P )
)
⊆ Υ(P ). It is sufficient to check that dω⊗(ϑ) ∈ Υ(P )
for each ϑ ∈ S∨inv. The following equality holds
dω⊗(ϑ) = ω⊗δ∗(ϑ) +mΩ
(
Rω ⊗ ω
⊗
)
A1k−1(ϑ)(A.29)
for each k ≥ 2 and ϑ ∈ Γ⊗kinv. Here, δ
∗ : Γ⊗inv → Γ
⊗
inv is the unique (hermitian)
antiderivation extending a given embedded differential map δ. In particular, if
ϑ ∈ S∨kinv then both summands on the right-hand side of the above equality belong
to Υ(P ), because of δ∗(S∨kinv) ⊆ (S
∨
inv)
k+1 and A1k−1(S
∨k
inv) ⊆ Γinv ⊗ (S
∨
inv)
k−1.
Finally, let ζ be an arbitrary (hermitian) tensorial 1-form satisfying (4.13). We
have then
(ω + ζ)⊗(ϑ) =
∑
k+l=n
1
k!
mΩ(ζ
⊗kAk ⊗ ω
⊗l)Akl(ϑ)
for each ϑ ∈ Γ⊗ninv . This shows that Υ(P ) is ω-independent.
Hence, it is possible to pass jointly to the factoralgebra Λ(P ) = Ω(P )/S∨ (as
a representative of the calculus on the bundle), and to the exterior bicovariant
algebra Γ∨ (representing the calculus on G). This factorization does not change
the first-order differential structure. For this reason the spaces of connection forms
associated to both calculi on P are the same. Further, the spaces hor(P ) and Ω1(P )
are preserved. This implies that regular connections relative to Ω(P ) and Λ(P ) are
the same. By construction, regular connections are multiplicative, relative to Λ(P ),
too.
Lemma A.3 establishing the “minimality” of the exterior algebra has a general
quantum counterpart.
Let us assume that the calculus on the bundle is such that tensorial 1-forms ζ
satisfying (4.13) distinguish elements of Γinv. In the case of bundles over classical
compact manifolds the algebra Ω(P ) built from the minimal admissible calculus Γ
possesses this property.
Let us consider a bicovariant graded-ideal N ⊆ Γ⊗ satisfying N k = {0} for
k ∈ {0, 1}. The space Nω = mω
(
hor(P ) ⊗ [Ninv]
∧
)
is a two-sided ideal in Ω(P ).
Let us assume that Nω is independent of ω ∈ r(P ).
Lemma A.6. Under the above assumptions N ⊆ S∨.
The construction of “global” differential calculus on the bundle given in Subsec-
tion 6 can be applied to the exterior algebra case, too.
Starting from algebras horP and Γ
∨
inv it is possible to construct a graded *-
algebra structure on Λ(P ) = horP ⊗ Γ
∨
inv. Using maps R, D, and d : Γ
∨
inv → Γ
∨
inv it
is possible to construct a natural differential d∨ on Λ(P ). All constructions are the
same as in the universal envelope case. The only nontrivial point is to prove the
analog of Lemma 6.18.
Let R⋆ : Γ⊗inv → Λ(P ) be the unique antiderivation extending R. The following
equality holds
R
⋆
(η) =
(
R ⊗ [ ]∨n
)
A1n(η)(A.30)
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for each η ∈ (Γ⊗inv)
n+1. This implies that R⋆ can be factorized through S∨inv. In such
a way we obtain the map R∨ : Γ∨inv → Λ(P ). Finally, the map d
∨ : Γ∨inv → Λ(P ) is
defined by
d∨(ϑ) = d(ϑ) +R∨(ϑ).
Appendix B. Multiple Irreducible Submodules
In this appendix the structure of the *-algebra B of functions on a quantum prin-
cipal bundle P = (B, i, F ) will be analyzed from the viewpoint of the representation
theory [5] of the structure quantum group.
Let T be the set of (equivalence classes of) irreducible unitary representations
of G.
The representation F : B → B⊗A of G in B is highly reducible. For each α ∈ T
let Bα ⊆ B be the multiple irreducible subspace corresponding to α. Evidently, Bα
is a bimodule over V . We have
B =
∑⊕
α∈T
Bα.
For an arbitrary α ∈ T , let uα : Cn → Cn ⊗ A be a representative of this class
(where n is the dimension of α). Let (e1, . . . , en) be the absolute basis in C
n. We
have
uα(ei) =
n∑
j=1
ej ⊗ u
α
ji,
where uαij ∈ A are the corresponding matrix elements.
Let us consider the space Mor(uα, F ) consisting of intertwiners (morphisms)
ϕ : Cn → B between representations uα and F . The space Mor(uα, F ) is a V-
bimodule, in a natural manner. The maps ϕ take values from Bα.
Bimodules Mor(uα, F )⊗Cn and Bα are naturally isomorphic, via the correspon-
dence
ϕ⊗ x↔ ϕ(x).(B.1)
This identification intertwines F ↾Bα and id⊗uα. Irreducible G-multiplets in Bα
are of the form
{
ϕ(e1), . . . , ϕ(en)
}
, for some intertwiner ϕ.
Let us fix i, j ∈ {1, . . . , n}. There exist intertwiners µ1, . . . , µd ∈ Mor(u
α, F ) and
numbers cklpq ∈ C (where k, l ∈ {1, . . . , d} and p, q ∈ {1, . . . , n}) such that
∑
klpq
cklpqb
α∗
kpF (b
α
lq) = 1⊗ u
α
ij ,(B.2)
where bαkp = µk(ep). Equivalently
∑
klpq
cklpqF (b
α∗
kp )b
α
lq = 1⊗ u
α∗
ji .(B.3)
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The above equalities imply that the summation over indexes satisfying (p, q) 6=
(i, j) can be dropped. In other words,∑
kl
cklb
α∗
ki F (b
α
lj) = 1⊗ u
α
ij(B.4) ∑
kl
cklF (b
α∗
ki )b
α
lj = 1⊗ u
α∗
ji(B.5)
where ckl = cklij . From the fact that
{
bαk1, . . . , b
α
kn
}
form a G-multiplet it follows
that the above equalities hold for arbitrary i, j ∈ {1, . . . , n}.
Equalities (B.4)–(B.5) imply that the numbers ckl can be allways choosen such
that the matrix (ckl) is hermitian.
Further, without a lack of generality we can assume that the matrix (ckl) is
nonsingular. In what follows, it will be assumed that the matrix (ckl) is positive.
Diagonalizing this matrix, and redefining in the appropriate way intertwiners µk
we obtain ∑
k
bα∗ki F (b
α
kj) = 1⊗ u
α
ij(B.6) ∑
k
F (bα∗ki )b
α
kj = 1⊗ u
α∗
ji .(B.7)
Equivalently, the following identities hold∑
k
bα∗ki b
α
kj = δij .(B.8)
In particular, all irreducible representations appear in the decomposition of F
into irreducible components (all V-bimodules Bα are non-trivial).
Let us consider, for each f ∈ V , the elements
̺kl(f) =
∑
i
bαkifb
α∗
li .(B.9)
These elements are F -invariant and the following identities hold
̺kl(f)
∗ = ̺lk(f
∗)(B.10) ∑
n
̺kn(f)̺nl(g) = ̺kl(fg).(B.11)
Indeed, we have F (bαki) =
∑
j b
α
kj ⊗ u
α
ji, and a direct computation gives
F
(
̺kl(f)
)
=
∑
i
F (bαkifb
α∗
li ) =
∑
imn
bαkmfb
α∗
ln ⊗ u
α
miu
α∗
ni
=
∑
mn
bαkmfb
α∗
ln ⊗ δmn = ̺kl(f)⊗ 1,
and similarly∑
n
̺kn(f)̺nl(g) =
∑
nij
bαkifb
α∗
ni b
α
njgb
α∗
lj =
∑
ij
bαkifgb
α∗
lj δij =
∑
i
bαkifgb
α∗
li = ̺kl(fg).
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In other words, the maps ̺kl : V → V realize a *-homomorphism ̺ : V →Md(V),
where Md(V) is the *-algebra of d × d-matrices over V . In particular, q⋆ = ̺(1) is
a projector in Md(V).
Let us consider the free left V-module Vd, with the absolute basis (ε1, . . . , εd).
The elements of the algebra Md(V) are understandable as endomorphisms (acting
on the right) of Vd, in a natural manner. Explicitly, this realization is given by
(εk)A =
∑
l
Aklεl.(B.12)
Let E ⊆ Vd be the left V-submodule determined by the projector q⋆. Evidently,
E is ̺-invariant and ̺, together with the left multiplication, determine a (unital)
V-bimodule structure on E .
Let ♯⋆ : V
d → Mor(uα, F ) be the left V-module homomorphism given by
♯⋆(εk) = µk.(B.13)
The following identity holds
♯⋆
(
ψ̺(f)
)
= ♯⋆(ψ)f,(B.14)
in particular ♯⋆(ψq⋆) = ♯⋆(ψ).
This implies that the restriction (♯⋆↾E) : E → Mor(u
α, F ) is a homomorphism of
unital V-bimodules.
Now we shall prove that ♯⋆↾E is bijective. Let us assume that ψ ∈ ker(♯⋆). This
implies ∑
ki
ψkb
α
kib
α∗
li = 0,
for each l ∈ {1, . . . , d} where ψ =
∑
k
ψkεk. In other words, ψq⋆ = 0, which means
that ♯⋆↾E is injective. We have
µ =
∑
k
qkµk,
for each µ ∈Mor(uα, F ), where qk ∈ V are elements given by
qk =
∑
i
µ(ei)b
α∗
ki .
In other words, elements µk span the left V-module Mor(u
α, F ). This implies that
♯⋆ is surjective.
Hence, Mor(uα, F ) are finite and projective, as left V-modules. This implies that
left V-modules Bα are finite and projective.
Relations (B.8) can be rewritten in the form
B†B = In,(B.15)
where B is a d× n matrix with coefficients bαki and In is the unit matrix in Mn(B).
Let us assume that the following additional relations hold
(ZBC−1)⊤B∗ = In,(B.16)
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where C ∈ Mn(C) is the canonical intertwiner [5] between u
α and its second con-
tragradiant uαcc, and Z ∈Md(C) is a strictly positive matrix.
Relations of this type naturally appear in a C∗-algebraic version of the theory
of quantum principal bundles. The matrix Z is connected with modular properties
of an appropriate invariant integral on the bundle.
Let us consider a map λ : V →Md(V) given by
λkl(f) =
∑
i
bα∗ki f [ZBC
−1]li.(B.17)
We have then
λ(f)† = Z∗λ(f∗)(Z∗)−1(B.18)
λ(f)λ(g) = λ(fg).(B.19)
Further, the elements of Md(V) are naturally identificable with endomorphisms of
the right V-module Vd (acting on the left). Let F ⊆ Vd be a right V-submodule
determined by a projection q⋆ = λ(1). The map λ induces a unital left V-module
structure on F , so that F becomes a V-bimodule. Let ♯⋆ : Vd → Mor(uα, F ) be a
right V-module homomorphism given by ♯⋆(εk) = νk, where νk =
∑
l
Zklµl. Then
the restriction (♯⋆↾F) : F → Mor(uα, F ) is a bimodule isomorphism.
A similar consideration can be applied to all covariant algebras figuring in the
game. In particular
hor(P ) =
∑⊕
α∈T
Hα
where Hα are corresponding α-multiple irreducible subspaces (relative to the de-
compositions of F∧). These spaces are Ω(M)-bimodules. The following natural
decompositions hold
Hα = Mor(uα, F∧)⊗ Cn.
Every ϕ ∈ hor(P ) can be written in the form
ϕ =
∑
k
wkbk(B.20)
where wk ∈ Ω(M) and bk ∈ B. Indeed, it is sufficient check the statement for
elements of some irreducible multiplet.
Let us assume that
{
ϕ1, . . . , ϕn
}
∈ Hα is an irreducible α-multiplet. We have
then
ϕi =
∑
jk
ϕjb
α∗
kj b
α
ki
for each i ∈ {1, . . . , n}. On the other hand the elements
∑
j
ϕjb
α∗
kj belong to Ω(M).
In particular, if hor+(P ) is generated by hor(P ) and if every first-order horizontal
form ϕ can be written as ϕ =
∑
k
bkd(gk), where bk ∈ B and gk ∈ V , then the
spaces Hα are linearly spanned by elements of the form hα = bαd(f1) . . . d(fn),
where fk ∈ V and b
α ∈ Bα.
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