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Abstract
Translating the vast amounts of genomic and epigenomic information accumulated on the linear genome into three-
dimensional models of nuclear organization is a current major challenge. In response to this challenge, recent technological
innovations based on chromosome conformation capture methods in combination with increasingly powerful functional
approaches have revealed exciting insights into key aspects of genome regulation. These findings have led to an emerging
model where the genome is folded and compartmentalized into highly conserved topological domains that are further div-
ided into functional subdomains containing physical loops that bring cis-regulatory elements to close proximity. Targeted
functional experiments, largely based on designable DNA-binding proteins, have begun to define the major architectural
proteins required to establish and maintain appropriate genome regulation. Here, we focus on the accessible and well-
characterized system of pluripotent cells to review the functional role of chromatin organization in regulating pluripotency,
differentiation and reprogramming.
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Introduction
Three-dimensional nuclear structure is established and main-
tained by complex layers of regulatory information superimposed
on the genome. Compartmentalization of functional chromo-
some domains and their correct spatial distribution within the
nucleus are required for several important nuclear functions
including transcription, repair and replication [1]. In addition,
appropriate folding of chromosomes and the formation of phys-
ical interactions between regulatory elements are necessary for
appropriate gene regulation [2]. Recent technical advances in
studying chromosome organization and folding have provided
exciting new insights into genome architecture. Emerging models
suggest that nuclear structure is formed by large highly
conserved compartments, within which occur dynamic cell
type-specific regulatory interactions. A current challenge is to
reconcile how these two aspects of nuclear organization are coor-
dinated to control overall genome function.
Pluripotent cells, which consist of embryonic stem (ES) cells
and their reprogrammed counterparts, induced pluripotent
stem (iPS) cells, are one of the most well-characterized cellular
systems to study the connection between chromatin organiza-
tion and cell identity [3]. Extensive chromatin and transcrip-
tional reorganization occurs on pluripotent cell differentiation
and reprogramming, enabling the mechanisms that regulate
genome architecture to be examined during these dynamic
processes. Profiling of genomic features and epigenomic modifi-
cations have revealed an enormous amount of information
about the linear genome of pluripotent cells, including detailed
descriptions of chromatin states and the location of regulatory
elements [4, 5]. An important task is to now develop new tech-
nologies that will allow the translation of linear genome-wide
information into three-dimensional models of genome organ-
ization, and the provision of a new set of functional tools to test
these models.
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Here, we highlight several emerging technologies that
enable the study and functional analysis of chromatin organiza-
tion, with a particular focus on their application to pluripotent
cells. We review how these recent findings have contributed to
our understanding of genome function and discuss potential
future applications of these novel approaches.
Microscopy-based techniques to profile nuclear
organization
Microscopy-based techniques were the first to reveal large-scale
structural organization in the genome, when Emil Heitz
observed differences in chromosome condensation patterns
within interphasic nuclei [6]. Subsequently, euchromatin
and heterochromatin compartments have been well character-
ized and overall correlate with active and inactive regions of
the genome, respectively [7]. Heterochromatic regions tend to
be gene poor and are enriched at the nuclear periphery
and around the nucleoli, whilst euchromatin is typically
localized to the nuclear interior [8]. The non-random phys-
ical segregation of heterochromatin and euchromatin is
thought to promote the three-dimensional organization of
the genome and may have a functional role in gene regulation
[9–12].
More recent microscopy-based techniques have advanced
our understanding of nuclear organization and how this
impacts on cell regulation and function. In particular, an
unusual chromatin organization has been observed in
mouse ES cells and fully reprogrammed iPS cells, which may be
linked to their pluripotent status. For example, visualization of
chromatin with DNA-binding dyes or indirectly with
antibodies against heterochromatin-binding protein HP1 or
heterochromatin-associated histone modifications, such as his-
tone H3 lysine 9 trimethylation (H3K9me3), have shown that
mouse ES cells have fewer but larger heterochromatin foci [13,
14]. These findings were validated using alternative assays of
chromatin organization, including DNA fluorescence in situ hy-
bridization (FISH) against major satellite repeats that occur
within pericentromeric heterochromatin [13]. Furthermore,
electron spectroscopic imaging, a direct and quantitative read-
out of chromatin fibre organization, revealed that chromatin is
uniformly dispersed in mouse pluripotent cells, with little com-
pacted chromatin [14, 15]. Excitingly, this form of nuclear archi-
tecture appears to be conserved in pluripotent human cells,
particularly those maintained in the newly described ‘naı¨ve’
state [16].
FISH studies have further revealed sub-megabase changes in
chromatin condensation at specific loci that occur on in vitro
and in vivo cell differentiation [17–19]. Functionally, FISH has
also been essential to test the role of tissue-specific cis-
regulatory elements by probing the colocalization of long-range
enhancers and their target genes [20–22]. FISH has revealed that
certain genes (HoxB or uPA) can loop out of their chromosome
territories (CT) on gene activation [17, 23]. Interestingly, FISH
experiments showed that pluripotency genes tend to relocate
from the nuclear interior towards the nuclear periphery on ES
cell differentiation, a phenotype associated to changes in gene
expression [24]. Despite the tremendous progress in under-
standing chromatin conformation using FISH and live-cell
imaging, the constraint of profiling a limited number of loci
simultaneously and the limited spatial resolution has so far pre-
vented the application of FISH for genome-wide profiling [25]
(Figure 1A).
Chromosome conformation capture techniques define
the structural domains of genome organization
Development of chromosome conformation capture, commonly
referred as ‘3C technology’ [28, 29], has enabled the study of
chromosome organization in a genome-wide manner. In 3C
approaches, chromatin is cross-linked with formaldehyde,
digested with a restriction endonuclease and the loci that are in
close-spatial proximity are ligated together, thereby producing
hybrid molecules. The resulting hybrid molecules are identified
by polymerase chain reaction or high-throughput sequencing,
and the frequency of hybrid molecules can be calculated to infer
the frequency at which two distinct loci are in close spatial
proximity in a cell population. Variations of the original 3C
protocol include circular 3C or 3C-on-chip (4C) [30–32]; 3C car-
bon copy (5C) [26] and 3C followed by high-throughput sequenc-
ing (Hi-C) [33] and facilitate the simultaneous survey of multiple
interacting loci without requiring any a priori knowledge. Other
adaptations to the technology include ChIA-PET, which bridges
the characterization of an interactome with functional studies
by using an antibody-based enrichment step for interactions
that occur in the presence of a protein of interest [34].
Information acquired by 3C technologies has advanced the
understanding of chromosome folding to unprecedented levels.
Within CT [35–37], interphase chromosomes are folded into
megabase-sized domains and smaller sub-domains known as
topologically associating domains (TADs) [38–42]. Functional
analysis of TADs revealed the presence of ‘active’ and
‘repressed’ TAD domains, thereby reconciling higher-order
chromatin organization with what was previously known as ‘A’
and ‘B’ compartments [33, 38] (Figure 1B). These compartments
are associated with functional partitions of chromatin, includ-
ing differences in DNA replication timing and the presence of
particular chromatin modifications [43]. Because TADs are
defined by the frequency and directionality of interactions,
gene regulatory interactions between enhancers and promoters
are more likely to occur within the same compartment or
domain, suggesting that TADs might be intrinsically functional
domains [44]. Furthermore, several studies have shown that the
size (1 Mb) and boundary location of TADs are largely invariant
between different tissues and species, and thus, TADs could be
conserved structural units of chromosome organization [38, 39,
45]. Several FISH studies reassuringly confirmed that loci within
the same TAD tend to intermingle more than those in adjacent
TADs [39] (Figure 1A). Interestingly, a recent study in human
cells revealed that despite conservation of TAD boundaries, 36%
of genome compartments switch directionality (active to re-
pressed, or vice versa) on ES cell differentiation [46].
Remarkably, this spatial plasticity is associated with an increase
in the proportion of repressed compartments, supporting previ-
ous data, suggesting an increase in repressive heterochromatin
levels occurs on ES cell differentiation [46–48].
Improvement of 3C-technology resolution has further identi-
fied DNA loops connecting cis-regulatory elements to pro-
moters, thereby forming subdomains within TADs that can
range up to 100 kb in size [44, 49] (Figure 1C). A further exciting
development is the ability to use sequence-specific capture
approaches to enrich for regions of interest within 3C or Hi-C
interaction libraries, a step that overcomes some of the reso-
lution limitations of interaction libraries owing to their high
complexity [50–53]. Capture Hi-C has been used to good effect to
interrogate the interactome of >22 000 promoters in mouse ES
cells, thereby assigning regulatory elements such as enhancers,
silencers and boundary elements to their target promoters [53].
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These studies are beginning to reveal the general principles of
how chromosome folding and DNA loops impact on gene regu-
lation and genome function.
The role of architectural proteins and master regulators
in defining chromosome organization
Cohesin, mediator and CCCTC-binding factor (CTCF) are known
architectural proteins that promote and stabilize chromatin
looping between distal regulatory elements, including enhan-
cers and promoters [54, 55]. The development of 3C technology
has greatly facilitated the study of architectural and other struc-
tural proteins in chromatin organization. For example, deple-
tion of mediator or cohesin from mouse ES cells disrupts self-
renewal and induces cell differentiation [54, 56]. ES cell super-
enhancers, a subgroup of enhancers highly enriched for archi-
tectural proteins, histone modifications such as H3K27ac and
H3K4me1 and master transcription factors [57] are particularly
sensitive to loss of mediator [54]. ChIA-PET of CTCF in ES cells
identified CTCF-mediated chromatin loops and revealed the ex-
istence of CTCF delineated chromatin compartments with
distinct transcriptional and epigenetic states and lamin-associ-
ated silenced domains [58]. Thus, it has been proposed that
CTCF, cohesin and mediator facilitate functional regulatory
interactions by promoting spatial clustering while ‘insulating’
inappropriate promoter-enhancer looping [45, 54, 59] and that
chromatin loop domains are anchored by these architectural
proteins [42, 45, 59–61]. Interestingly, high-resolution Hi-C re-
vealed that two converging CTCF binding sites are required to
anchor the looping of regulatory domains, revealing a previ-
ously unappreciated requirement for protein binding orienta-
tion in chromosome folding [41]. Surprisingly, depletion of
cohesin in differentiated cells (thymocytes) does not seem to
impact enhancer or super-enhancer function, suggesting that
the topological organization of ES cells might be more tightly
linked to a regulatory function, as compared with differentiated
cells [62].
Key pluripotent transcription factors have also been implicated
in chromatin looping in ES and iPS cells. Depletion in ES cells of
transcription factors OCT4, KLF4 or SOX2 leads to the transcrip-
tional down-regulation of genes associated with super-enhancers,
disturbs enhancer–promoter loops and promotes differentiation
Figure 1. Several layers of genome folding ensure higher order genome organization. Genomes are folded and distributed into CT. Within each CT, further folding de-
limited by converging CTCF binding sites (purple arrows) form 1 Mb topological domains (TADs). (A) FISH probes label three loci within TAD1. The close overlap be-
tween green and red FISH probes provides validation for a strong intra-TAD interaction between the genomic loci represented by green and red lines underneath the
Hi-C heatmap. The high-frequency interaction is indicated as a dark blue bin in the heatmap. The blue FISH probe illustrates a locus that rarely interacts with the green
locus within a folded chromosome, despite being in close linear proximity. (B) TADs associate with either open [26] or repressed [27] chromatin states. A specific locus
intermingles more frequently within the same TAD, as represented in the Hi-C interaction heatmaps (darker blue: higher frequency of interactions; lighter blue: lower
frequency of interaction). (C) Each TAD is further organized into subdomains that (D) are then folded in regulatory loops (dark blue circle in TAD3), where cis-regulatory
regions are bound by transcription factors and contact promoters to regulate its function. Subdomains and regulatory loops are established and maintained by cohesin,
mediator and converging CTCF. Interactions can be validated by FISH or by 3C. (A colour version of this figure is available online at: http://bfg.oxfordjournals.org)
Chromatin organization in pluripotent cells | 307
[57, 63–65]. Furthermore, pluripotency-specific interactomes have
been described around the Nanog and Oct4 promoters [64, 66], and
differentiation events were shown to disrupt promoter–
enhancer looping at these loci [42, 54, 67, 68]. Excitingly, inter-
twining of pluripotency-transcription factors might be required
to establish the pluripotent interactome. For example, OCT4 is
required to maintain appropriate chromatin structure at the
Nanog locus [69].
Chromatin loops are also associated with changes in chro-
matin organization that occur on cell differentiation and
reprogramming. For example, differentiated cells have distinct
interactomes at several key loci when compared with their orig-
inating ES cells [42], suggesting that chromatin reorganization
occurs during differentiation at least at the level of regulatory
loci. Additionally, a pluripotency-specific interactome anchored
around the Nanog-promoter is re-established during iPS cell
reprogramming, and this is dependent on transcription factor
and architectural protein occupancy [66]. During reprogram-
ming of human cells, binding of ectopic OCT4 and NANOG to
specific loci can be similar between iPS cells and non-
reprogrammed cells, but in contrast, enhancer–promoter loop-
ing at the OCT4, SOX2 and NANOG loci is specific to iPS cells and
correlated with complete reprogramming and active transcrip-
tion of these endogenous loci [70]. Furthermore, despite the
equal loading of the key transcription factors in iPS cells and
non-reprogrammed cells, the pluripotent-specific interactomes
are only established in the presence of cohesin and mediator
[64, 70]. These findings uncovered a novel epigenetic barrier to
pluripotency: recruitment of cohesin and mediator to establish
the pluripotent-specific permissive chromatin interactions that,
in some cases, might be facilitated by protein–protein inter-
actions with transcription factors [64].
Supporting a model where cell-identity-specific transcrip-
tion factors play a dominant role in chromatin organization, a
study applied ChIA-PET and chromatin immunoprecipitation to
identify RNA polymerase II-mediated chromatin interactions in
ES cells and B-cells and found a correlation for cell-specific tran-
scription factors in the establishment of chromatin structure
[71]. Astoundingly, 65% of the enhancers analysed were shown
to undertake long-range interactions that jumped over several
non-interacting gene loci [71]. Together, these studies elaborate
a model in which architectural proteins and cell-type-specific
master regulators act together to partition the genome into
functional domains (Figure 1D). On cell differentiation, changes
in the occupancy of architectural proteins and, in particular, of
master regulators are associated with the formation of new
functional units and frequently a change in chromatin and tran-
scriptional state of existing domains. Further defining
the extent to which these events contribute to cell identity
is currently an active area of research, and will depend, in
part, on the development of new tools to perturb genome
organization.
Functional analysis of genome organization
Experiments aimed at determining the causative role of genome
organization in controlling nuclear function and gene regula-
tion have been challenging because many of the available
approaches result in genome-wide perturbation, and can there-
fore lead to difficulties in distinguishing between cause and
consequence. Nevertheless, as described above, many landmark
studies have successfully used gain and loss of function studies
to define the major factors required for genome organization in
stem cells and development including architectural proteins,
chromatin regulators and pluripotency transcription factors
[72–74]. Although insightful, genome-wide perturbation may
not be suitable for all functional studies. More focused
approaches that tether specific factors to target sites in the gen-
ome have revealed important insights into transcription factor
and coactivator recruitment [75]. Many of these methods, how-
ever, suffer the requirement of transgene integration, often in
large copy number, which perturb the genomic sequence and
context. Building on this body of work, a new toolkit of designer
DNA-binding proteins now enable the targeted investigation of
specific sites within the genome, allowing more precise and
controlled perturbations without transgene integration.
The new classes of DNA-binding factors include proteins
within the zinc-finger family, transcription activator-like
effectors (TALE) and clustered regularly interspaced short
palindromic repeats (CRISPR). All three protein classes have
important and diverse biological roles, but their uptake as
sequence-specific genome engineering tools has been driven by
rapid technological developments that have repurposed their
biological function [76–82]. DNA-binding proteins are con-
structed from predictable or modular components and can
therefore be designed to bind to any target sequence. In
addition, the proteins are customizable and versatile, thereby
enabling their fusion with a wide range of effector domains that
expand their utility. Here, we focus on several of these new
approaches and present examples that highlight how they can
be used to study genome organization at all levels.
Visualization of nuclear domains
A recent methodological advance is the design of systems that
enable live imaging of nuclear organization and sub-nuclear
compartments in individual cells, which is attractive for study-
ing dynamic processes such as the cell cycle and chromatin
structure. Endogenous repetitive genomic sequences, including
centromeres, telomeres and pericentric heterochromatin, can
be visualized through sequence-specific TALEs fused to mono-
meric green fluorescent protein (GFP) (Figure 2A) [83, 84]. When
expressed in mouse ES cells, the majority of the GFP signal
showed strong enrichment in the target genome compartment.
Importantly, the TALE-GFP did not alter the nuclear organiza-
tion of target regions, demonstrating the ability to visualize
DNA sequences with minimal perturbation. In a further power-
ful example of the specificity of the technology, the TALE-GFP
could be designed over sequences containing single nucleotide
mismatches between alleles, enabling allele-specific visualiza-
tion of repetitive sequences [83]. This is a major advance for the
study of genome organization in the very early stages of mam-
malian development, when parental genomes are remodelled
[85].
A related approach using an optimized CRISPR/Cas system
to visualize specific DNA loci in live cells was recently described
[86, 87]. Here, GFP was fused with a nuclease-deficient Cas9
(dCas9). When co-expressed with an optimized guide RNA tar-
geting telomere sequences, dCas9-GFP was detected in sharp
puncta that overlapped with telomere DNA FISH signals [86].
The system was used to good effect to monitor telomere
dynamics in live cells using time-lapse microscopy. In add-
ition, non-repetitive genomic sequences could be visualized
when targeted by an array of 36 guide RNAs that tiled a 2 kb
region, demonstrating the broader applicability of this
technology [86].
The TALE and Cas9 approaches open up an exciting new
area of cell biology, enabling real-time experiments to track the
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movement of chromatin and specific DNA regions, as well as
imaging through cell division and other cell processes. The
technology is remarkably flexible and customizable, ensuring
their wide adoption and use in the field. Several technical chal-
lenges remain. One is that the targeting of the TALE and Cas9
proteins must be carefully designed to minimize the likelihood
of off-target effects caused by transcriptional changes and/or
blocking access of other DNA-binding elements to their regula-
tory sequences. A second challenge is that some background
signal was detected in the TALE and Cas9 studies, presumably
owing to unbound TALE-GFP or dCas9-GFP proteins. Further
technical developments are therefore required to improve the
signal to noise ratio, and this should also lead to improvements
in the ability to visualize non-repetitive sequences.
Chromatin condensation and positioning
As described earlier, the position of gene loci within the nucleus
is correlated with transcriptional regulation, with localization at
the nuclear periphery associated with transcriptional down-
regulation [27, 88–90]. Several new tools have been developed
that enable the exploration of mechanisms that connect the
transcriptional status of a particular DNA sequence with
nuclear position. In one recent study, three genes that are tran-
scriptionally up-regulated on mouse ES cell to neural progenitor
cell differentiation were used as a model system because they
show consistent repositioning from the nuclear periphery to the
nuclear interior during differentiation [91]. TALE-VP64 fusion
proteins targeted to the promoters of each of the three gene loci
triggered robust transcriptional up-regulation and localized
chromatin decondensation. Excitingly, these events were suffi-
cient to cause the relocalization of the targeted loci towards the
nuclear interior in ES cells (Figure 2B). In a further experiment, a
TALE fusion protein was generated with a short acidic domain
that is known to decondense chromatin without change in gene
transcription. On expression of these proteins, chromatin
decondensation was sufficient to trigger nuclear repositioning
of the targeted loci from the periphery to the interior, leading to
the conclusion that transcriptional up-regulation was not a
requirement for this process. These novel approaches demon-
strate the potential for targeting particular chromatin modula-
tors to specific sites in the genome.
Functional analysis of gene loops and
chromosome boundary element
Gene loops can be identified from genome-wide DNA
proximity ligation assays and are often anchored at either end
by architectural components such as mediator, cohesin and
CTCF [42, 59–61]. Until recently, it was unclear whether the an-
chors were required to maintain the gene loops and regulate
genes within each loop. To address this, CRISPR/Cas technology
Figure 2. Application of designer DNA-binding proteins to examine genome function. (A) TALE-GFP and dCas9-GFP fusion proteins can be targeted to DNA sequences,
enabling the visualization of genome compartments in live cells. Example shown is for pericentromeric heterochromatin DNA, which cluster to form chromocentres in
mouse cells. (B) The strong VP64 transactivator domain can be fused to TALE proteins, leading to transcriptional up-regulation of target genes. Example shown illus-
trates the repositioning within the nucleus of targeted gene regions and local chromatin decondensation that are caused by transcriptional up-regulation, as revealed
by DNA FISH. (C) Targeting of Cas9-nuclease proteins to delete chromosome boundary elements. Example shown illustrates deletion of a CTCF binding site, which can
result in the expansion of localized gene loops into neighbouring regions. E, enhancer; P, promoter. (D) TALE and Cas9 proteins can enable the investigation of cis-regu-
latory elements in several ways. Upper schematic represents TALE-LSD1 decommissioning of an enhancer element by demethylating the associated histone proteins,
which can result in the transcriptional down-regulation of a nearby gene(s). Lower schematic shows targeting of TALE-VP64 or dCas9-VP64 to an enhancer element,
which can result in the transcriptional up-regulation of a nearby gene(s). (A colour version of this figure is available online at: http://bfg.oxfordjournals.org)
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was used to delete CTCF binding sites at the boundaries of five
gene loops in mouse ES cells, thereby removing the anchor at
one end of each loop [92]. Impressively, deletion of a CTCF bind-
ing site led to altered expression of genes immediately outside
of the gene loop in all five targeted regions (genes were tran-
scriptionally up-regulated in four of five regions, and down-
regulated in one of the regions) (Figure 2C). Furthermore, dele-
tion of CTCF sites was often associated with transcriptional
changes of genes inside the gene loop (for three of the five re-
gions). Another interesting result from this series of experi-
ments is the long-range effect of some of the deletions. For
example, a gene 100 kb away from the deleted CTCF site was
transcriptionally up-regulated. 3C analysis for some of the loci
revealed that genes newly activated on CTCF binding-site dele-
tion formed new DNA interactions with a nearby cis-regulatory
region, in line with the conclusion that the CTCF sites can form
boundaries that insulate genes in one neighbourhood from an-
other [92]. A recent study used a similar strategy to delete CTCF
sites within Hox clusters in mouse ES cells [93]. Excitingly, loss
of CTCF binding resulted in the spreading of active chromatin
into repressive chromatin domains, leading to ectopic activa-
tion of several Hox genes on cell differentiation. These results
reveal that CTCF helps establish functional domains that con-
trol developmental gene regulation. Our understanding of
chromosome boundaries is still far from complete, however, as
it is not possible to predict which genes will be transcriptionally
altered on loss of boundary and other structural elements.
Nevertheless, the combination of DNA interaction methods and
functional analysis of target regions will ensure exciting pro-
gress towards these goals.
Perturbation of cis-regulatory element function
Identification of cis-regulatory elements using chromatin signa-
tures, 3C and functional approaches is now well established
[94]. One emerging challenge is how to connect each individual
regulatory unit with their associated gene promoters in a given
cell type, and determine the functional consequences of dis-
rupting enhancer elements on gene regulation.
Towards this goal, several recent publications have devised
new technical approaches to the functional analysis of cis-
regulatory elements (Figure 2D). In one insightful set of experi-
ments, artificial zinc-fingers were used to tether specific looping
factors to the b-globin promoter in erythroid cells [95]. This led to
the formation of new interactions with the locus control region
and transcriptional up-regulation of b-globin, thereby providing
persuasive evidence that chromatin looping has a causative role
in gene regulation. Similarly, alternative DNA-binding proteins
such as TALE-VP64 and dCas9-VP64 can be targeted to cis-regula-
tory elements and exert a strong transcriptional response of
nearby genes [96–98]. This approach has the advantage in func-
tional studies of modulating endogenous gene levels, rather than
relying on transgene overexpression. A direct comparison be-
tween TALE-VP64 and dCas9-VP64 revealed that both systems
could activate reporter plasmids and endogenous transcription;
however, TALE-VP64 proteins were more effective in eliciting a
functional change [99]. In this example, Oct4 and Nanog cis-regula-
tory elements were targeted, and only TALE-VP64 up-regulated
Nanog levels sufficiently to enable reprogramming to pluripo-
tency. One important consideration is that dCas9-VP64 prevented
the binding of other native transcription factors that co-bind the
Oct4 and Nanog enhancers, and the authors suggested these un-
expected effects were partially responsible for the inability of
dCas9-VP64 to reprogramme cells [99].
A further example of this approach was used to target TALE-
VP64 to specific cis-regulatory elements in human K562 cells
[100]. A robust transcriptional increase (3–22 fold) of the gene
predicted to be regulated by the enhancer was detected, with lit-
tle effect on other genes in the vicinity. Associated epigenetic
marks of active enhancers were also elevated. It is unclear
how TALE-VP64 mediates this effect, but it is likely that VP64
recruits chromatin remodellers and co-activators, resulting in
the acquisition of an epigenetic state that is characteristic of
active regulatory sequences [101]. One potential use of this tech-
nology would be to ask how frequently does a newly activated
cis-regulatory element interact with the predicted gene pro-
moter, and how might this be regulated? In this regard, the cell
context is clearly important here, because activation of
the same cis-regulatory elements in alternative cell types did
not cause transcriptional changes. Whether these differences
are determined by available cofactors or the epigenetic state of
the cis-regulatory elements is not clear. Nevertheless, when
used in the appropriate context, this technology can be effect-
ive. The authors of this study, for example, showed that activa-
tion of enhancer elements that control blood lineage regulators
during mouse ES cell differentiation could dramatically alter the
efficiency of haematopoietic differentiation [100].
Several studies have perturbed the function of cis-regulatory
elements using TALE and Cas9 technologies [102, 103]. In one
study, the authors used 3C, bioinformatic and reporter assays to
identify regulatory elements that interacted with the Sox2 locus
in mouse ES cells [103]. Focusing on an element 100 kb down-
stream from the Sox2 transcriptional start site, the authors used
CRISPR/Cas9 to delete a 7.3 kb target region that contained sev-
eral DNA sequences with enhancer activity. Importantly, as the
authors anticipated that deletion of the Sox2 enhancer from
both alleles would be lethal to the ES cells, they chose to use a
hybrid mouse ES cell line, thereby allowing allele-specific dele-
tion and gene expression analysis. On deletion, there was an
8-fold reduction in Sox2 transcripts from the same allele, dem-
onstrating that this novel cis-regulatory element contributes to
the transcriptional regulation of a key pluripotency factor in
ES cells. Interestingly, there was a transcriptional increase of
the non-targeted allele, suggesting the presence of feedback
mechanisms compensating for loss of Sox2 expression [103].
The combination of enhancer identification followed up by tar-
geted functional analysis provides a valuable framework
for future studies examining gene–enhancer interactions.
Further refinements to the methodology could include the
ability to replace interacting regions with mutated versions, to
better define the role of DNA-binding factors in gene-enhancer
looping.
In addition to enhancer deletions, another elegant way to
test the function of cis-regulatory elements is to use epigenomic
engineering methods to inactivate, or decommission, active en-
hancers in their native context. This approach was recently
achieved using TALE-LSD1 fusion proteins, which are predicted
to demethylate H3K4 histone proteins at active enhancers,
thereby perturbing the function of the enhancer [104]. The au-
thors targeted 40 cis-regulatory elements, and identified 26
(65%) with the predicted decrease in histone modifications asso-
ciated with active enhancers. For several targets (but not all),
transcription of a nearby gene was also altered, suggesting that
regulatory function was perturbed. This is an exciting first step
in using epigenomic engineering to alter cis-regulatory element
function, and further refinements to the technology, such as
combinatorial approaches, will provide a powerful platform to
push this work forward.
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Perspectives
The combination of microscopy, 3C technologies and functional
approaches has tremendously advanced our knowledge of gen-
ome organization. Identification of the general principles that
govern chromatin compartmentalization and physical inter-
actions between regulatory elements have led to a better under-
standing of cell identity and potentially mechanisms to control
cell state changes during pluripotent cell differentiation and
reprogramming.
Despite the exciting progress in this area, several methodo-
logical challenges remain to be overcome. First, because inter-
action data sets are created from static populations of cells,
they represent only the topological tendency of the population.
Nagano and colleagues have provided the first attempt to
bypass this population-biased limitation by developing a sin-
gle-cell Hi-C technique [105], and further refinements to this
remarkable technology will yield important insights into con-
siderations such as cell heterogeneity. Second, Hi-C and
ChIA-PET data sets contain only a minor proportion of all inter-
actions owing to limitations in sequencing depth and coverage
[55]. These limitations are starting to be overcome by new cap-
ture methods that enrich Hi-C-hybrid products of interest
before sequencing, allowing improved coverage and resolution
[50–53] or by mapping global chromatin interactions on the
basis of random fragmentation with DNase I (DNase Hi-C) [106].
Third, a major limitation is that static interactomes do not
consider the dynamism of chromatin through cellular process,
including cell division or signalling responses. To transit from a
3D to 4D understanding of nuclear architecture, epigenome
profiling must incorporate spatiotemporal alterations. Fourth,
formaldehyde-based cross-linking studies must consider the
propensity of artefact nuclear aggregates [107, 108]. Indeed,
these artefacts may give rise to false positive interactions,
especially between decondensed loci as elegantly demonstrated
in one recent study [109]. Therefore, interpretation of inter-
actions identified by 3C technology should ideally be validated
with a technique that does not involve cross-linking, such
as FISH. Fifth, the vast amount of sequencing data that are
being generated requires incredible computational power
and intensive analysis, which are not readily accessible to all
researchers. Standardized bioinformatic pipelines should be
established to facilitate the comparison of findings from differ-
ent laboratories. Sixth, although designable DNA-binding
proteins offer a powerful and flexible approach to study the
functional aspects of chromatin organization, care must be
taken to control for off-target effects and the potential for
altered or impaired binding of nearby native transcription
factors.
In summary, methods to study and perturb genome organ-
ization are enabling exciting new insights into nuclear function.
Progress in this area will better define how chromosomes are
compartmentalized into functional domains, and how physical
interactions between regulatory sequences are formed and
regulated, which together will further our understanding of the
relationship between three-dimensional organization and gen-
ome function.
Key Points
• Three-dimensional nuclear organization contributes to
genome folding, chromosome compartmentalization
and the formation of gene regulatory interactions,
ensuring appropriate genome function.
• Recent technological innovations including chromo-
some conformation capture approaches have revealed
the presence of major structural and functional do-
mains within the genome.
• Architectural proteins and master transcription factors
coordinate aspects of genome organization to ensure
transcriptional states and appropriate cell identity.
• Designable DNA-binding proteins have been repur-
posed to enable the visualization and targeted perturb-
ation of genome organization, thereby providing new
functional insights.
Acknowledgements
We thank Stefan Schoenfelder and Mayra Furlan-Magaril for
insightful comments on the manuscript.
Funding
P.J.R.-G. is supported by the Wellcome Trust (WT093736)
and EpiGeneSys (HEALTH-F4-2010-257082).
References
1. Misteli T. Beyond the sequence: cellular organization of gen-
ome function. Cell 2007;128:787–800.
2. Bulger M, Groudine M. Functional and mechanistic diversity
of distal transcription enhancers. Cell 2011;144:327–39.
3. Orkin SH, Hochedlinger K. Chromatin connections
to pluripotency and cellular reprogramming. Cell
2011;145:835–50.
4. Roadmap Epigenomics Consortium, Kundaje A, et al.
Integrative analysis of 111 reference human epigenomes.
Nature 2015;518:317–330.
5. Stamatoyannopoulos JA. What does our genome encode?
Genome Res 2012;22:1602–11.
6. Heitz E. Das Heterochromatin der Moose. Jahrb Wiss Botanik
1928;69:762–818.
7. Littau VC, Allfrey VG, Frenster JH, et al. Active and inactive
regions of nuclear chromatin as revealed by electron
microscope autoradiography. Proc Natl Acad Sci USA
1964;52:93–100.
8. Rae MM, Franke WW. The interphase distribution of satellite
DNA-containing heterochromatin in mouse nuclei.
Chromosoma 1972;39:443–56.
9. Chowdhury D, Sen R. Stepwise activation of the im-
munoglobulin mu heavy chain gene locus. EMBO J
2001;20:6394–403.
10. Gilbert N, Boyle S, Fiegler H, et al. Chromatin architecture of
the human genome: gene-rich domains are enriched in
open chromatin fibers. Cell 2004;118:555–66.
11. Spector DL. Stopping for FISH and chips along the chromatin
fiber superhighway. Mol Cell 2004;15:844–6.
12. Branco MR, Pombo A. Intermingling of chromosome
territories in interphase suggests role in translocations
and transcription-dependent associations. PLoS Biol
2006;4:e138.
13. Meshorer E, Yellajoshula D, George E, et al. Hyperdynamic
plasticity of chromatin proteins in pluripotent embryonic
stem cells. Dev Cell 2006;10:105–16.
14. Efroni S, Duttagupta R, Cheng J, et al. Global transcription
in pluripotent embryonic stem cells. Cell Stem Cell
2008;2:437–47.
Chromatin organization in pluripotent cells | 311
15. Fussner E, Djuric U, Strauss M, et al. Constitutive heterochro-
matin reorganization during somatic cell reprogramming.
EMBO J 2011;30:1778–89.
16. Takashima Y, Guo G, Loos R, et al. Resetting transcription
factor control circuitry toward ground-state pluripotency in
human. Cell 2014;158:1254–69.
17. Chambeyron S, Bickmore WA. Chromatin decondensation
and nuclear reorganization of the HoxB locus upon induc-
tion of transcription. Genes Dev 2004;18:1119–30.
18. Morey C, Da Silva NR, Perry P, et al. Nuclear reorganisation
and chromatin decondensation are conserved, but distinct,
mechanisms linked to Hox gene activation. Development
2007;134:909–19.
19. Mazzoni EO, Mahony S, Peljto M, et al. Saltatory remodeling
of Hox chromatin in response to rostrocaudal patterning
signals. Nat Neurosci 2013;16:1191–8.
20. Amano T, Sagai T, Tanabe H, et al. Chromosomal dynamics
at the Shh locus: limb bud-specific differential regula-
tion of competence and active transcription. Dev Cell
2009;16:47–57.
21. Sagai T, Amano T, Tamura M, et al. A cluster of three long-
range enhancers directs regional Shh expression in the epi-
thelial linings. Development 2009;136:1665–74.
22. Williamson I, Eskeland R, Lettice LA, et al. Anterior-posterior
differences in HoxD chromatin topology in limb develop-
ment. Development 2012;139:3157–67.
23. Ferrai C, Xie SQ, Luraghi P, et al. Poised transcription facto-
ries prime silent uPA gene prior to activation. PLoS Biol
2010;8:e1000270.
24. Peric-Hupkes D, Meuleman W, Pagie L, et al. Molecular maps
of the reorganization of genome-nuclear lamina interactions
during differentiation. Mol Cell 2010;38:603–13.
25. Dostie J, Bickmore WA. Chromosome organization in the nu-
cleus - charting new territory across the Hi-Cs. Curr Opin
Genet Dev 2012;22:125–31.
26. Dostie J, Richmond TA, Arnaout RA, et al. Chromosome
Conformation Capture Carbon Copy (5C): a massively paral-
lel solution for mapping interactions between genomic
elements. Genome Res 2006;16:1299–309.
27. Reddy KL, Zullo JM, Bertolino E, et al. Transcriptional repres-
sion mediated by repositioning of genes to the nuclear lam-
ina. Nature 2008;452:243–7.
28. de Wit E, de Laat W. A decade of 3C technologies: insights
into nuclear organization. Genes Dev 2012;26:11–24.
29. de Laat W, Dekker J. 3C-based technologies to study the
shape of the genome. Methods 2012;58:189–91.
30. Simonis M, Klous P, Splinter E, et al. Nuclear organization of
active and inactive chromatin domains uncovered by
chromosome conformation capture-on-chip (4C). Nat Genet
2006;38:1348–54.
31. Wurtele H, Chartrand P. Genome-wide scanning of
HoxB1-associated loci in mouse ES cells using an open-
ended Chromosome Conformation Capture methodology.
Chromosome Res 2006;14:477–95.
32. Zhao Z, Tavoosidana G, Sjolinder M, et al. Circular
chromosome conformation capture (4C) uncovers
extensive networks of epigenetically regulated intra-
and interchromosomal interactions. Nat Genet
2006;38:1341–7.
33. Lieberman-Aiden E, van Berkum NL, Williams L, et al.
Comprehensive mapping of long-range interactions reveals
folding principles of the human genome. Science
2009;326:289–93.
34. Fullwood MJ, Liu MH, Pan YF, et al. An
oestrogen-receptor-alpha-bound human chromatin interac-
tome. Nature 2009;462:58–64.
35. Cremer T, Cremer C, Schneider T, et al. Analysis of chromo-
some positions in the interphase nucleus of Chinese ham-
ster cells by laser-UV-microirradiation experiments. Hum
Genet 1982;62:201–9.
36. Luderus ME, van Steensel B, Chong L, et al. Structure, sub-
nuclear distribution, and nuclear matrix association of the
mammalian telomeric complex. J Cell Biol 1996;135:867–81.
37. Cremer T, Cremer C. Rise, fall and resurrection of chromo-
some territories: a historical perspective. Eur J Histochem
2006;50:223–72.
38. Dixon JR, Selvaraj S, Yue F, et al. Topological domains in
mammalian genomes identified by analysis of chromatin
interactions. Nature 2012;485:376–80.
39. Nora EP, Lajoie BR, Schulz EG, et al. Spatial partitioning of the
regulatory landscape of the X-inactivation centre. Nature
2012;485:381–5.
40. Sexton T, Yaffe E, Kenigsberg E, et al. Three-dimensional
folding and functional organization principles of the
Drosophila genome. Cell 2012;148:458–72.
41. Rao SS, Huntley MH, Durand NC, et al. A 3D map of the
human genome at kilobase resolution reveals principles of
chromatin looping. Cell 2014;159:1665–80.
42. Phillips-Cremins JE, Sauria ME, Sanyal A, et al. Architectural
protein subclasses shape 3D organization of genomes dur-
ing lineage commitment. Cell 2013;153:1281–95.
43. Ryba T, Hiratani I, Lu J, et al. Evolutionarily conserved
replication timing profiles predict long-range chromatin
interactions and distinguish closely related cell types.
Genome Res 2010;20:761–70.
44. Gibcus JH, Dekker J. The hierarchy of the 3D genome. Mol Cell
2013;49:773–82.
45. Vietri Rudan M, Barrington C, Henderson S, et al.
Comparative Hi-C reveals that CTCF underlies evolu-
tion of chromosomal domain architecture. Cell Rep
2015;10:1297–309.
46. Dixon JR, Jung I, Selvaraj S, et al. Chromatin architecture
reorganization during stem cell differentiation. Nature
2015;518:331–6.
47. Xie W, Schultz MD, Lister R, et al. Epigenomic analysis of
multilineage differentiation of human embryonic stem
cells. Cell 2013;153:1134–48.
48. Hawkins RD, Hon GC, Lee LK, et al. Distinct epigenomic land-
scapes of pluripotent and lineage-committed human cells.
Cell Stem Cell 2010;6:479–91.
49. Gorkin DU, Leung D, Ren B. The 3D genome in transcrip-
tional regulation and pluripotency. Cell Stem Cell
2014;14:762–75.
50. Dryden NH, Broome LR, Dudbridge F, et al. Unbiased analysis
of potential targets of breast cancer susceptibility loci by
Capture Hi-C. Genome Res 2014;24:1854–68.
51. Hughes JR, Roberts N, McGowan S, et al. Analysis of
hundreds of cis-regulatory landscapes at high resolution in
a single, high-throughput experiment. Nat Genet
2014;46:205–12.
52. Jager R, Migliorini G, Henrion M, et al. Capture Hi-C identifies
the chromatin interactome of colorectal cancer risk loci. Nat
Commun 2015;6:6178.
53. Schoenfelder S, Furlan-Magaril M, Mifsud B, et al. The pluri-
potent regulatory circuitry connecting promoters to their
long-range interacting elements. Genome Res 2015;25:582–97.
312 | Lopes Novo and Rugg-Gunn
54. Kagey MH, Newman JJ, Bilodeau S, et al. Mediator and cohe-
sin connect gene expression and chromatin architecture.
Nature 2010;467:430–5.
55. Handoko L, Xu H, Li G, et al. CTCF-mediated functional chro-
matin interactome in pluripotent cells. Nat Genet
2011;43:630–8.
56. Nitzsche A, Paszkowski-Rogacz M, Matarese F, et al. RAD21
cooperates with pluripotency transcription factors in the
maintenance of embryonic stem cell identity. PLoS One
2011;6:e19470.
57. Whyte WA, Orlando DA, Hnisz D, et al. Master transcription
factors and mediator establish super-enhancers at key cell
identity genes. Cell 2013;153:307–19.
58. Cuddapah S, Jothi R, Schones DE, et al. Global analysis of the
insulator binding protein CTCF in chromatin barrier regions
reveals demarcation of active and repressive domains.
Genome Res 2009;19:24–32.
59. Seitan VC, Faure AJ, Zhan Y, et al. Cohesin-based chromatin
interactions enable regulated gene expression within
preexisting architectural compartments. Genome Res
2013;23:2066–77.
60. Baranello L, Kouzine F, Levens D. CTCF and cohesin cooper-
ate to organize the 3D structure of the mammalian genome.
Proc Natl Acad Sci USA 2014;111:889–90.
61. Zuin J, Dixon JR, van der Reijden MI, et al. Cohesin and CTCF
differentially affect chromatin architecture and gene
expression in human cells. Proc Natl Acad Sci USA
2014;111:996–1001.
62. Ing-Simmons E, Seitan V, Faure A, et al. Spatial enhancer
clustering and regulation of enhancer-proximal genes by
cohesin. Genome Res 2015;23:2066–77.
63. de Wit E, Bouwman BA, Zhu Y, et al. The pluripotent genome
in three dimensions is shaped around pluripotency factors.
Nature 2013;501:227–31.
64. Wei Z, Gao F, Kim S, et al. Klf4 organizes long-range chromo-
somal interactions with the oct4 locus in reprogramming
and pluripotency. Cell Stem Cell 2013;13:36–47.
65. Gao F, Wei Z, An W, et al. The interactomes of POU5F1 and
SOX2 enhancers in human embryonic stem cells. Sci Rep
2013;3:1588.
66. Apostolou E, Ferrari F, Walsh RM, et al. Genome-wide chro-
matin interactions of the Nanog locus in pluripotency,
differentiation, and reprogramming. Cell Stem Cell
2013;12:699–712.
67. Gaspar-Maia A, Alajem A, Polesso F, et al. Chd1 regulates
open chromatin and pluripotency of embryonic stem cells.
Nature 2009;460:863–8.
68. Luo M, Ling T, Xie W, et al. NuRD blocks reprogramming of
mouse somatic cells into pluripotent stem cells. Stem Cells
2013;31:1278–86.
69. Levasseur DN, Wang J, Dorschner MO, et al. Oct4 dependence
of chromatin structure within the extended Nanog locus in
ES cells. Genes Dev 2008;22:575–80.
70. Zhang H, Jiao W, Sun L, et al. Intrachromosomal
looping is required for activation of endogenous pluripo-
tency genes during reprogramming. Cell Stem Cell
2013;13:30–5.
71. Kieffer-Kwon KR, Tang Z, Mathe E, et al. Interactome maps
of mouse gene regulatory domains reveal basic principles of
transcriptional regulation. Cell 2013;155:1507–20.
72. Denholtz M, Plath K. Pluripotency in 3D: genome or-
ganization in pluripotent cells. Curr Opin Cell Biol
2012;24:793–801.
73. Li M, Liu GH, Izpisua Belmonte JC. Navigating the epigenetic
landscape of pluripotent stem cells. Nat Rev Mol Cell Biol
2012;13:524–35.
74. Apostolou E, Hochedlinger K. Chromatin dynamics during
cellular reprogramming. Nature 2013;502:462–71.
75. Carpenter AE, Belmont AS. Direct visualization of transcrip-
tion factor-induced chromatin remodeling and cofactor
recruitment in vivo. Methods Enzymol 2004;375:366–81.
76. Gaj T, Gersbach CA, Barbas CF, 3rd. ZFN, TALEN, and
CRISPR/Cas-based methods for genome engineering. Trends
Biotechnol 2013;31:397–405.
77. Doudna JA, Charpentier E. Genome editing. The new frontier
of genome engineering with CRISPR-Cas9. Science
2014;346:1258096.
78. Gupta RM, Musunuru K. Expanding the genetic editing tool
kit: ZFNs, TALENs, and CRISPR-Cas9. J Clin Invest
2014;124:4154–61.
79. Kim H, Kim JS. A guide to genome engineering with pro-
grammable nucleases. Nat Rev Genet 2014;15:321–34.
80. Sander JD, Joung JK. CRISPR-Cas systems for editing,
regulating and targeting genomes. Nat Biotechnol
2014;32:347–55.
81. Carroll D. Genome engineering with targetable nucleases.
Annu Rev Biochem 2014;83:409–39.
82. Mali P, Esvelt KM, Church GM. Cas9 as a versatile tool for
engineering biology. Nat Methods 2013;10:957–63.
83. Miyanari Y, Ziegler-Birling C, Torres-Padilla ME. Live visual-
ization of chromatin dynamics with fluorescent TALEs. Nat
Struct Mol Biol 2013;20:1321–4.
84. Thanisch K, Schneider K, Morbitzer R, et al. Targeting and
tracing of specific DNA sequences with dTALEs in living
cells. Nucleic Acids Res 2014;42:e38.
85. Fadloun A, Eid A, Torres-Padilla ME. Mechanisms and
dynamics of heterochromatin formation during mamma-
lian development: closed paths and open questions. Curr
Top Dev Biol 2013;104:1–45.
86. Chen B, Gilbert LA, Cimini BA, et al. Dynamic imaging of gen-
omic loci in living human cells by an optimized CRISPR/Cas
system. Cell 2013;155:1479–91.
87. Ma H, Naseri A, Reyes-Gutierrez P, et al. Multicolor CRISPR
labeling of chromosomal loci in human cells. Proc Natl Acad
Sci USA 2015;112:3002–7.
88. Meister P, Taddei A. Building silent compartments at the nu-
clear periphery: a recurrent theme. Curr Opin Genet Dev
2013;23:96–103.
89. Akhtar A, Gasser SM. The nuclear envelope and transcrip-
tional control. Nat Rev Genet 2007;8:507–17.
90. Finlan LE, Sproul D, Thomson I, et al. Recruitment to the
nuclear periphery can alter expression of genes in human
cells. PLoS Genet 2008;4:e1000039.
91. Therizols P, Illingworth RS, Courilleau C, et al. Chromatin
decondensation is sufficient to alter nuclear organization in
embryonic stem cells. Science 2014;346:1238–42.
92. Dowen JM, Fan ZP, Hnisz D, et al. Control of cell identity
genes occurs in insulated neighborhoods in mammalian
chromosomes. Cell 2014;159:374–87.
93. Narendra V, Rocha PP, An D, et al. Transcription. CTCF
establishes discrete functional chromatin domains at
the Hox clusters during differentiation. Science
2015;347:1017–21.
94. Heinz S, Romanoski CE, Benner C, et al. The selection and
function of cell type-specific enhancers. Nat Rev Mol Cell Biol
2015;16:144–54.
Chromatin organization in pluripotent cells | 313
95. Deng W, Lee J, Wang H, et al. Controlling long-range genomic
interactions at a native locus by targeted tethering of a loop-
ing factor. Cell 2012;149:1233–44.
96. Gao X, Yang J, Tsang JC, et al. Reprogramming to pluripo-
tency using designer TALE transcription factors targeting
enhancers. Stem Cell Reports 2013;1:183–97.
97. Gilbert LA, Larson MH, Morsut L, et al. CRISPR-mediated
modular RNA-guided regulation of transcription in eukary-
otes. Cell 2013;154:442–51.
98. Qi LS, Larson MH, Gilbert LA, et al. Repurposing CRISPR as an
RNA-guided platform for sequence-specific control of gene
expression. Cell 2013;152:1173–83.
99. Gao X, Tsang JC, Gaba F, et al. Comparison of TALE designer
transcription factors and the CRISPR/dCas9 in regulation of
gene expression by targeting enhancers. Nucleic Acids Res
2014;42:e155.
100. Wilkinson AC, Kawata VK, Schutte J, et al. Single-cell
analyses of regulatory network perturbations using
enhancer-targeting TALEs suggest novel roles for PU.1
during haematopoietic specification. Development
2014;141:4018–30.
101. Wang L, Grossman SR, Kieff E. Epstein-Barr virus nuclear
protein 2 interacts with p300, CBP, and PCAF histone acetyl-
transferases in activation of the LMP1 promoter. Proc Natl
Acad Sci USA 2000;97:430–5.
102. Li Y, Rivera CM, Ishii H, et al. CRISPR reveals a distal super-
enhancer required for Sox2 expression in mouse embryonic
stem cells. PLoS One 2014;9:e114485.
103. Zhou HY, Katsman Y, Dhaliwal NK, et al. A Sox2 distal
enhancer cluster regulates embryonic stem cell differenti-
ation potential. Genes Dev 2014;28:2699–711.
104. Mendenhall EM, Williamson KE, Reyon D, et al. Locus-
specific editing of histone modifications at endogenous
enhancers. Nat Biotechnol 2013;31:1133–6.
105. Nagano T, Lubling Y, Stevens TJ, et al. Single-cell Hi-C reveals
cell-to-cell variability in chromosome structure. Nature
2013;502:59–64.
106. Ma W, Ay F, Lee C, et al. Fine-scale chromatin interaction
maps reveal the cis-regulatory landscape of human lincRNA
genes. Nat Methods 2015;12:71–8.
107. Schmid M, Durussel T, Laemmli UK. ChIC and ChEC;
genomic mapping of chromatin proteins. Mol Cell
2004;16:147–57.
108. Belmont AS. Large-scale chromatin organization: the good,
the surprising, and the still perplexing. Curr Opin Cell Biol
2014;26:69–78.
109. Williamson I, Berlivet S, Eskeland R, et al. Spatial genome
organization: contrasting views from chromosome con-
formation capture and fluorescence in situ hybridization.
Genes Dev 2014;28:2778–91.
314 | Lopes Novo and Rugg-Gunn
