I
Introduction* Consider the homogeneous linear differential system ( 
) X'(t) = A(t)x(t) -oo < t < oo
where A(t) denotes an nxn complex matrix whose entries are assumed only to be measurable functions of t which are summable on bounded intervals and it is understood that (1) holds almost everywhere. Here x denotes a complex w-vector and for x -col (x l9 , x n ) we use ||g|| = max^i^ \x\i throughout.
In [4] the second author has shown that when A(t) in (1) is continuous and satisfies a diagonal dominance condition the solution space of (1) admits a type of exponential dichotomy. This result is also discussed in the notes [2, pg. 126-135] . In [1] the first author has established an analogous result for the linear difference equation (2) x(m + 1) = A(m + l)x(m) m = 0, ± 1,
In §2 we give a more general and improved result for (1), assuming only measurability for A(t), and then use this information to give estimates for upper and lower bounds for solutions to (1) . Our estimates are comparative in that they give norm comparisons for solutions at any two values of the variable t. These estimates were obtained by Martin [5] in the continuous case and in a slightly weaker form were announced by the second author in [3] . However, the methods used here are completely different from those used in [4] and [5] and seem more transparent.
In §4 we show, under the additional assumption that A(t) be bounded, that our technique of proof is constructive in that all solutions of (1) bounded on [0, oo) arise as fixed points of a family of contraction mappings. Finally, we indicate the appropriate analogy with our work concerning (1) for showing that the bounded solutions of (2) 
Using Theorem 1 we shall establish the estimates for upper and lower bounds of solutions of (1) given by the following. THEOREM 2. Let A(t) in (1) be measurable and let L denote the solution space of (1) . where I 2 is as in the statement of Theorem 1. Let P be the projection in oSf (JBL*) 
where £i ={J«m
The proof of Theorem 1 uses the following preliminaries. PROPOSITION 1. Let the entries of A(t) be measurable and assume that both the following hold for all t ^ 0: 
From (5)- (10) we observe that
and at
For each fixed be S we define the set M δ by 
For i e I, we have from (7), (9), and (13) that
Since sc 6 Λf 6 , (3) and the above give We therefore assume that x and y are two distinct solutions of (1) Since 11 x(t) -y(t) \ \ -> 0 as t -> oo there exists a ί x such that p(x, y) = ίJH For iG/i we have
0 \ Js
We have therefore arrived at the contradiction
Hence there can exist at most one solution of T b x = x with 11 x(t) \ \ -• 0 as t -> oo.
We next observe that for any
-D(t)V 2 (t) Γw 2 (s)N(s)x(s)ds
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V 2 (t)W 2 (t)]N(t)x(t) = D{t)x*{t) + N(t)x(t)
so the fixed point x 0 satisfies
x[(t) = A(t)x o (t) .
Now note, for
so by the variation of parameters formula any solution of
must satisfy
so if x(t) is to be a solution of (1) Threfore, from our above uniqueness result applied to B(t) we conclude
Thus (19) gives that ll«o(ί + ίJII ^ ||P(^i))ll exp -Γ/3(s)ds , ί ^ 0
Jo SO from which the inequality in the statement of the proposition follows.
Our second preliminary is a direct generalization of the second author's original theorem to the case where A(t) is measurable and δ(t) > 0 is no longer assumed to be constant on (-°°, °°). PROPOSITION (1) 
Let A(t) in
S oo <5(s)cίs = oo .
Fix ί 0 G (-oo, oo) and let B(t) = A(ί + ί 0 ), £(ί) = ^ + Uh * e [0, °°) Then i?(£) satisfies the same conditions with respect to β(t) as does A{t) with respect to δ(t). Let x be any solution of (1) which satisfies inequality (20) for 0 ^ t x <L t 2 . By Proposition 1 there exists a unique solution y of y'(t) = B(t)y(t) so that P(ί/(0)) = P(^(ί 0 )) e S and \\y(t 2 )\\ £ \\y(pd\\
exp -p£(*)d* , 0 ^ ί L ^ ί 8 .
If z(t) = a?(ί 0 + ί) then s'(ί) = B(ίM«), P(β(0)) = P(x(t Q )) = P(y(0)), and Thus by the uniqueness of Proposition 1 x(t 0 + t) -z(t) -y(t) 9 te[0, oo), SO
\\z(t 2 )\\ ^ \\z(td\\ exp -
holds. Hence any solution of (1) which satisfies (20) for 0 ^ t γ ^ t 2 does so for -oo < ^ <; ί 2 . Now for each 6 e S let 2/ 6 denote the unique solution of x\t) = A(t)x{t), te [0, oo), whose existence is established by Proposition 1 and let x b denote the solution of x\t) = A(t)x(t) f te ( -, oo) By the uniqueness of Proposition 1, formula (13), and the fact that dim S = k it follows that L~ is a vector space of dimension k. Proof of Theorem 1. For each te(-oo, oo) let (i) x 6 L~(βj) implies whenever -©o < ^ <£ £ 2 < oo that (23) (ii) xeL + (a d ) implies whenever -©o < ί t <; t, < oo that
Now let C(t) = -
Then dim J, ^> n 3 and if XG^ a; satisfies the inequality in the statement of Theorem 1 by (23) and (24). Since dim L = % + + n s = n it follows that dim L 3 = % and that
4* Applications* As our first application of the preceding techniques of proof we point out that mapping T b actually gives an iterative scheme for computing the bounded solutions of (1) Theorem 3 now follows from our preceding work and the contraction mapping principle.
As our second application we indicate the analogues of our preceding technique for the problem of determining the bounded solutions of the linear difference equation (26) x(m + 1) = A(m + ϊ)x{m) m = 0, 1, 2, ... The proof then follows by direct analogy with our preceding work for (1) .
